Computational Efficiency Examination of a Regional Numerical Weather Prediction Model using KISTI Supercomputer NURION
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Abstract: For well-resolving extreme weather events, running numerical weather prediction model with high resolution in time and space is essential. We explore how efficiently such modeling could be, using NURION. We have examined one of community numerical weather prediction models, WRF, and KISTI’s 5th supercomputer NURION of national HPC. Scalability of the model has been tested at first, and we have compared the computational efficiency of hybrid openMP + MPI runs with pure MPI runs. In addition to those parallel computing experiments, we have tested a new storage layer called burst buffer to see whether it can accelerate frequent I/O. We found that there are significant differences between the computational environments for running WRF model. First of all, we have tested a sensitivity of computational efficiency to the number of cores per node. The sensitivity experiments certainly tell us that using all cores per node does not guarantee the best results, rather leaving several cores per node could give more stable and efficient computation. For the current experimental configuration of WRF, moreover, pure MPI runs gives much better computational performance than any hybrid openMP + MPI runs. Lastly, we have tested burst buffer storage layer that is expected to accelerate frequent I/O. However, our experiments show that its impact is not consistently positive. We clearly confirm the positive impact with relatively smaller problem size experiments while the impact was not seen with bigger problem experiments. Significant sensitivity to the different computational configurations shown this paper strongly suggests that HPC users should find out the best computing environment before massive use of their applications.
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1. Introduction

Numerical weather prediction models have been developed since 1920s and have been practically applied to produce weather forecast based on computer simulations since 1950s [1]. Not only for predicting weather for the next days but also for understanding and analyzing weather phenomena, we employ the numerical models, based on the natural laws of atmospheric physics/dynamics, to produce the meteorological data of interest. Those models provide 4-dimensional atmospheric states (zonal, meridional, vertical, and temporal, 4 dimensions) for the period of interest, as users configure.

On the other hand, in recent years, high-impact weather such as heavy rainfall, severe storms, cold/heat waves, etc., tends to have relatively small spatial and temporal scales and hence high-resolution integrations of the numerical models are essential to analyze such extreme weather events over limited areas. Increasing resolution of the numerical weather prediction model is very demanding these days, but it could not be possible without the considerable computing power. This is why most popular supercomputers in the world are significantly consumed by the field of weather/climate modeling and simulation these days. Figure 1 shows the statistics of application area system share of TOP500 [2] supercomputer lists. It shows a significant portion of weather/climate research occupying the total supercomputer use over time.

Even though lots of computer resources have been devoted to the weather/climate research, most of atmospheric researchers need to consider the efficient use of the given limited computing resources. With the limited computing resources, therefore, one need to find out efficient parallelization strategies and utilization of available technology and equipment in the computing machine. In this study, we have tested one of community numerical weather prediction models, WRF (version 4.1.5) [3], using KISTI supercomputer NURION.

*Corresponding author: Ji-Sun Kang
Convergence research center for data driven solutions, Korea Institute of Science and Technology Information, 41 Centum-dong ro, Haeundae-gu, Busan, 48059, Republic of Korea
2. Related Works

Scalability is one of significant issues in operational numerical weather prediction models because it represents whether the state-of-art models with the increasing complexity and the resolution can be operated to produce necessary information in time with effective parallelization environment or not [4]. Thus, we need to examine how efficiently our application can be simulated under the given supercomputing environment, in a way to find out the optimal computational setting to obtain the simulation results as fast as possible.

In addition, massive amount of computing usually causes serious I/O performance bottleneck [5], [6]. As the resolution of the model becomes higher in time and space, data size generated by the model would be larger and/or the process of printing the result out could be more frequent. Unfortunately, however, I/O performance has not been improved as the floating-point operation per second (FLOPS) has been done [7]. Indeed, many researchers have been experienced slower I/O with super-high-resolution simulation that generates very big size of output, and then there are technical investigation to improve I/O performance (e.g. [8]). For improving I/O bottleneck problem with frequent I/O cases, NURION has introduced burst buffer storage that is expected to alleviate such bottleneck issue in High Performance Computing (HPC) systems, which uses fast non-volatile storage technologies [9]. Thus, we will investigate how well it works with the application of a regional numerical weather prediction model, WRF, for several experimental settings in this study. WRF is one of community numerical weather prediction models, which has been used by long for many researchers as well as operational centers in the world, to predict and understand atmospheric states mostly at regional scale [10-14].

3. Methods

We have examined a strong scalability of two-domain WRF configuration (Figure 2). There are 400X360 grids with 9 km horizontal resolution for the mother domain (D01) and 532X481 grids with 3 km resolution in the nested domain (D02). We set two-way nesting, which allows feedback of D02’s high resolution results to D01’s results. The number of vertical levels for both domains sets 50, and the timestep of the integration sets 12 seconds. Besides, we let the model write every hour output of D01, but do every 10 minutes output of D02. Hence, it gives more frequent model data for higher resolution states. This could be very useful setting for this numerical weather prediction model to analyze extreme weather events over South Korea.

With that fixed problem size, we have measured computing time for 1-day integrations of WRF with different MPI + openMP settings to see how well distributed the computations are with such different configurations. The period of experiment is from 06 UTC on Oct. 16, and the boundary/initial data of regional model integration are from NCEP GFS forecast data with 0.25° horizontal resolution [10]. Besides, we have tested burst buffer performance to see how much I/O can be accelerated. All experiments have been tried five times for each configuration to avoid abnormal performance due to any possible transient systematic errors.
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Although KISTI NURION used for this study includes two different CPUs: Skylake and Knight Landing (KNL), we have examined only KNL cores in this study. It is because the majority of NURION is KNL architecture. Indeed, NURION has 8,305 KNL nodes and each node includes 68 cores (hyperthreads off), while NURION has only 132 nodes which have 40 Skylake cores per node. More detailed system spec can be found at the website of KISTI National Supercomputing Center [15]. Here, we built WRF codes with intel compiler (version 18.0.3) and intel MPI library (the same version with the compiler) that are pre-installed on NURION.

4. Experimental Results

First of all, we raise a question whether the computation would be fastest when using all cores per node. It would be easy to think that more CPU cores can give faster computation. But, we have tested the sensitivity of WRF simulation performance to the number of CPU cores per node, under the various settings of the number of nodes, such as 16/32/64/68 cores per node with 2/4/8/16 KNL nodes. Here, we first tested pure MPI runs while we will cover the performance tests of hybrid openMP + MPI runs next.

Table 1. Mean computing time (wall-time in sec) with various setting of the number of cores per node and the number of nodes.

| # nodes | # cores per node | # total cores | Wall-time(sec) |
|---------|------------------|---------------|---------------|
| 2       | 16               | 32            | 71,057        |
|         | 32               | 64            | 47,886        |
|         | 64               | 128           | 32,728        |
|         | 68               | 136           | 33,615        |
| 4       | 16               | 64            | 47,358        |
|         | 32               | 128           | 30,193        |
|         | 64               | 256           | 42,691        |
|         | 68               | 272           | 43,075        |
| 8       | 16               | 128           | 30,006        |
|         | 32               | 256           | 41,901        |
|         | 64               | 512           | 27,888        |
|         | 68               | 544           | 30,335        |
| 16      | 16               | 256           | 42,378        |
|         | 32               | 512           | 26,794        |
|         | 64               | 1024          | 17,771        |
|         | 68               | 1088          | 21,082        |
The experimental results of Table 1 show that using as many cores per node as possible does not guarantee the best performance in practice. In fact, a system administrative work and/or WRF’s memory-bounded process let the use of all cores per node less efficient, and hence using all cores per node rather reduces computational speed. Using 68 cores per KNL node never gives the best results for any cases of 2/4/8/16 nodes.

Interestingly, when using 4 nodes, the case with 32 cores per node gives the best computational speed, rather than 64 cores per node, while using 64 cores per node usually shows the best performance. As Figure 3 shows, however, 128 core computation has best combination of MPI distribution with grid-based computation size of current experimental setting. Still, we could have a general conclusion that full use of cores for the given nodes does not give the best result of computational application. That is, it would be better to leave several cores per node to avoid interruption from possible system administrative work and proper use of memory per node.

Figure 3 also tells us that the current problem of WRF is scalable up to 1,088 cores. We have tried to run the same problem with 32 nodes, but it turns out that the problem size is too small to be parallelized into 2,048 cores (64 cores per node with 32 nodes). Thus, we conclude that the WRF experiment configured for this study is well scalable up to about 1,024 cores and hence we decided to run the experiment effectively with 16 nodes and 64 cores per node.

Next, we have tested hybrid openMP + MPI simulation. Based on the experience from the previous pure MPI runs, we have tested the hybrid runs only for the case with 16 nodes and 64 cores per node. Using 16 nodes, we have tested six different openMP thread experiments five times, and then each experiment is summarized by the average in Table 2. The problem size of current experimental settings does not show significant improvement of hybrid openMP + MPI configuration, compared to pure MPI computation. The results show that computational cost of hybrid runs gives worse performance than the pure MPI simulation in any combination of threads and cores. Rather, using more threads causes slower computation and thus the run with 32 threads shows about 3.9 times slower than the pure MPI run. There were several results of WRF benchmarking, consistent with our results [16-17]. Despite those results, one with a new configuration of WRF still needs to test hybrid openMP + MPI runs because the performance results could depend on the problem size and the system environment.

Table 2. Mean computing time (wall-time in sec) with various numbers of openMP threads.

| # nodes | # MPI | # threads | Wall-time(sec) |
|---------|-------|-----------|---------------|
| 64      | 1     | 1         | 17,771        |
| 32      | 2     | 2         | 27,320        |
| 16      | 4     | 4         | 41,995        |
| 8       | 8     | 8         | 30,254        |
| 4       | 16    | 16        | 48,757        |
Now, we take a look at the performance results from burst buffer utilization to see whether it really helps accelerating frequent I/O that often causes serious performance bottleneck. There are two experiments we have tried: CTRL_noBB that does not employ burst buffer, and EXP_BB that employs burst buffer for I/O. Both cases use 16 KNL nodes and 64 cores per node in pure MPI setting. Since log files from WRF integration give three different timing information such as “main” (standing for time integration of prognostic equation), “write” (printing out the results), and “process” (rest of processes, very small in general), we also extract such timing information to analyze the results.

Figure 4. Computing time consuming for two domains of WRF from CTRL_noBB (left) and EXP_BB (right). Blue bar indicates wall-time for main integration of the model, and orange indicates time consuming for writing output. Gray bar indicating other processes is invisible due to its small portion of total wall-time.

Figure 5. Computing wall-time results from experiment with/without burst buffer when using 8 KNL nodes.

We expected to see some improvement on computing time for “write” in EXP_BB compared to CTRL_noBB. However, both CTRL_noBB and EXP_BB show almost identical performance results (Figure 4), which does not confirm any advantages of burst buffer utilization unfortunately. Those results are also summarized by five times of each experimental setting. However, it could be possible that the results depend on the problem size and other systematic environment.

Indeed, we have another result showing that using burst buffer accelerates computing time significantly under somewhat different WRF experimental setting. We have ever tried WRF with smaller domain size such as 350X331 and 331X319 grids for D01 and D02, respectively. Those experiments still set the horizontal resolution same, 9 km and 3 km for D01 and D02, respectively, and other experimental setting including physics.
package and the number of vertical levels was same with the experiment previously shown in this paper.

Figure 6. Time series of elapsed time for computing every timestep, from WRF log analysis of the experiments without (left)/with (right) burst buffer in one of 8 node cases.

Figure 5 shows the comparison of computing wall-time from the experiment with/without burst buffer. There are 7.4% and 16.6% speed-up impact of burst buffer for 4 node case and 8 node case, respectively. Those results are also averaged by five times repetition of the same experiment for each, in order to avoid the data contamination due to occasional abrupt delay of supercomputing system.

Also, from the analysis of WRF log file, we could see that the use of burst buffer gives much more stable performance of all the steps including “main” and “write” for both domains. Figure 6 shows the time series of computational elapsed seconds at every step, written in WRF log file. It clearly shows that burst buffer gives very stable ~10 seconds elapsed time for not only writing output but also integration of D02. The integration timestep of D02 is very small (4 seconds) and the output of D02 is printed quite frequently (every 10 minutes). Therefore, such stable performance of the integration and the model output processes provided by burst buffer firmly improves the computational speed very effectively.

5. Conclusions

In order to generate high-resolution extreme weather data in time with the limited computing resources, we have investigated the scalability of a community numerical weather prediction model WRF on KISTI’s 5th supercomputer NURION. In addition, we have tested computational performance with different MPI and/or openMP configuration. Lastly, we have examined burst buffer storage layer to see whether it could reduce I/O performance bottleneck, one of serious performance bottleneck issues.

First, we have tested whether it would be the best choice to use all cores per node for the computational efficiency. Results confirm that leaving several cores on each node would be better strategy to achieve better performance, rather using all cores per node. Those results are very consistent even with different configurations.

And, we found that the current WRF experiment has good scalability up to 1,088 cores. We also tested hybrid openMP + MPI run, but our WRF experiment with the current configuration does not give any better performance than pure MPI run. Rather, using more threads lets the computation slow down.

Those results may not be consistent with respect to a problem size and a detailed configuration of the model simulation. Therefore, users still need to check which computational strategy would be optimal for ones’ situation.

Lastly, we have tested burst buffer storage layer to see its impact on a frequent I/O of the model. Even though we experienced somewhat inconsistent results between two different problem sizes of WRF experiments, burst buffer storage layer shows a potential to stabilize I/O performance as well as model integration. In general, frequent small I/O is expected to be accelerated by burst buffer and we confirmed it with relatively smaller WRF experiment, although another bigger problem set does not benefit from burst buffer. It tells us that the performance improvement of burst buffer can also depends on experimental design and system environment. We
plan to see more details on application of burst buffer storage layer with respect to WRF simulation for the further study.

In this study, all of experimental results are summarized statistically and we have introduced how efficiently we could generate the numerical data of high resolution weather events from a HPC system. Our experimental results show that one needs to test their application into the system with various setting such as the number of cores per node, the best combination within hybrid OpenMP threads and MPI cores, and I/O acceleration technology, to find the best combination of one’s application in terms of computational efficiency.
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