A Search for $0^+$ States in $^{50}\text{Cr}$: Implications for the Superallowed $\beta$-decay of $^{50}\text{Mn}$
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A $^{52}\text{Cr}(p, t)^{50}\text{Cr}$ two-neutron pickup reaction was performed using the Q3D magnetic spectrograph at the Maier-Leibnitz-Laboratorium in Garching, Germany. Excited states in $^{50}\text{Cr}$ were observed up to an excitation energy of 5.3 MeV. Despite significantly increased sensitivity and resolution over previous work, no evidence of the previously assigned first excited $0^+$ state was found. As a result, the $0^+_2$ state is reassigned at an excitation energy of $E_x = 3895.0(5)$ keV in $^{50}\text{Cr}$. This reassignment directly impacts direct searches for a non-analogue Fermi $\beta^-$ decay branch in $^{50}\text{Mn}$. These results also show better systematic agreement with the theoretical predictions for the $0^+$ state spectrum in $^{50}\text{Cr}$ using the same formalism as the isospin-symmetry-breaking correction calculations for superallowed nuclei. The experimental data are also compared to ab-initio shell-model predictions using the IM-SRG formalism based on $NN$ and $3N$ forces from chiral-EFT in the pf-shell for the first time.

Tests of the Standard Model through precision measurements of nuclear decay properties have proven to be a valuable tool in experimental subatomic physics [1]. Of these investigations, superallowed Fermi nuclear $\beta$ decay data are among the most important, as they currently provide the most precise determination of the vector coupling strength in the weak interaction, $G_V$ [2]. This is uniquely possible in this class of radioactive decay since the transition operator that connects the initial and final $0^+$ states is (to first order) independent of the axial-vector contribution to the weak interaction. By obtaining $G_V$, the up-down element of the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix, $V_{ud}$ is also extracted from the precise $0^+ \rightarrow 0^+$ nuclear $\beta$ decay $ft$ values. The $ft$ values are experimentally determined through measurements of three quantities; the half-life, the decay $Q$-value, and the branching fraction of the superallowed decay mode [2].

In order to obtain the level of precision required for Standard Model tests, corrections to the experimental $ft$ values must also be made to obtain nucleus-independent $ft$ values,

$$
ft = ft(1 + \delta_R(1 - \delta_C)) = \frac{2\pi^3\hbar^7\ell_n(2)}{2G_V^2m_e^2c^4(1 + \Delta_R)},
$$

where $\delta_R$ is a transition-dependent radiative correction, $\Delta_R$ is a transition-independent radiative correction, and $\delta_C$ is a nucleus-dependent isospin-symmetry-breaking (ISB) correction. Although relatively small (~1%), these corrections are crucial due to the very precise ($\lesssim 0.1\%$) $ft$-values [2] that result from decades of high-precision measurements at both stable and radioactive ion-beam facilities [2]. In fact, the current uncertainty on $G_V$, and consequently $V_{ud}$, is dominated by the precision of these theoretical corrections. With a value of 2.361(38)% [3], the largest fractional uncertainty of any individual correction term is due to the transition-independent radiative correction, $\Delta_R$. Despite the large uncertainty, the QED formalism that is used in the calculation of this quantity is well understood, suggesting that the central value is accurate. This is not as clear for the ISB corrections [4], which have a similarly large uncertainty contribution in the extraction of $G_V$, but require very difficult nuclear-structure calculations in relatively large model spaces [5].

The current extraction of $G_V$ and $V_{ud}$ from the superallowed data uses the shell-model-calculated ISB corrections of Towne and Hardy (TH), which have been the benchmark for nearly forty years. In that time, the experimental $ft$ values have become increasingly more precise - particularly in the last decade - and as such, the model-space truncations [5] and small deficiencies that exist in this formalism [4] must be investigated. Addi-
tionally, with increasing computational power, more exact theoretical treatments which were out of reach in the past are now under investigation \[4, 7, 11\], thus providing useful insight into where some of the older phenomenological approaches may be incomplete \[12\]. Despite these new techniques, the TH Woods-Saxon shell-model approach remains the standard today due to the high level of experimental testing \[13, 14\] and guidance \[15–17\] the formalism has been exposed to. However, due to the dramatic implications of a deviation from unity in the top-row sum of the CKM matrix resulting from a shift in the $\delta_C$ calculations, continued experimental verification and testing of these quantities is critical.

In the TH theoretical framework, a separation of $\delta_C$ into a sum of two terms is performed. The first, $\delta_{C1}$, results from different configuration mixing between the parent and daughter nuclear states in the superallowed decay. The second, $\delta_{C2}$, accounts for the imperfect radial overlap between the initial and final nuclear wave functions. If the shell-model effective interaction was truly isospin invariant, the parent and daughter analogue-state wave functions would be identical and would lead to all non-analogue $\beta$ decay transitions to $0^+$ states in the daughter nucleus being strictly forbidden \[5\].

For the calculation of $\delta_{C1}$ in particular, a relatively small model space is used (typically one major oscillator shell) \[18\]. In this model space, the charge-dependent terms are added to the charge-independent effective Hamiltonian of the shell-model. These additional terms are separately adjusted to reproduce the $b$ and $c$ coefficients of the isobaric multiplet mass equation (IMME) for each $T = 1$ $J^\pi = 0^+$ superallowed $\beta$ transition. For all of the $0^+$ states in a given model space with the same total isospin, the effect of this mixing is to deplete the analogue transition strength by the sum of the mixing into all of the non-analogue states,

$$\delta_{C1} \approx \sum_n \delta_{C1}^n,$$  \hspace{1cm} (2)

where $n$ is a counting index for excited $0^+$ states. In most cases, the bulk of the mixing is associated with the first few excited non-analogue $0^+$ states \[5\]. Since the calculations of $\delta_{C1}$ are highly sensitive to the specific model that is used, the TH approach adopts two strategies to reduce model dependencies. The first method is to scale the $\delta_{C1}$ values by the square of the ratio between the theoretical and experimentally observed excited $0^+$-state energies,

$$\frac{(\Delta E)^2_{SM}}{(\Delta E)^2_{exp}}.$$

The second method was originally reported in the formalism of Ormand and Brown \[19\], where the charge-dependent part of the effective interaction is constrained such that the coefficients of the IMME \[20\] are properly reproduced. It is the former of these two methods that is of particular interest to the work presented here, since it requires accurate experimental information regarding excited $0^+$ state energies.

Motivated by recent half-life and Gamow-Teller $\beta$-decay branching ratio measurements by the RISING collaboration at GSI \[13\], the theoretical ISB corrections for the $A = 42, 46, 50, \text{and} 54$ superallowed systems were recently re-visited in Ref. \[18\]. For the case of $^{50}\text{Mn}$ specifically, the parameters of the IMME had significantly changed since the previous calculations reported in Ref. \[2\], which resulted in a reduction of the $^{50}\text{Mn}$ $\delta_{C1}$ value by roughly a quarter of its central value from $0.045(20)\%$ to $0.035(20)\%$ \[18\]. This reduction may be consistent with previous measurements in other superallowed systems \[21–22\], which have suggested that the non-analogue $\beta$-decay strength is over-predicted by a significant amount. Therefore, it is important to provide experimental bench-marking of these calculations, especially as they are updated and refined.

As mentioned above, if isospin were an exact symmetry, the parent and daughter analogue-state wave functions would be identical in superallowed Fermi $\beta$ decay. Since isospin is not an exact symmetry, configuration mixing generates non-analogue Fermi $\beta$-decay branches which allows for the direct measurement of the $\delta_{C1}^n$ from the observed $\beta$-decay branching ratios, $B_n$, to the $n$ excited $0^+$ states \[21\],

$$\delta_{C1}^n \approx \left( \frac{f_0}{f_n} \right) B_n \left( 1 - \delta_{C1}^n \right) \approx \left( \frac{f_0}{f_n} \right) B_n,$$  \hspace{1cm} (4)

where $f_0$ and $f_n$ are the phase-space integrals for decay to the ground state and $n$th excited $0^+$ state, respectively.

The only direct experimental search for non-analogue $0^+ \rightarrow 0^+$ Fermi $\beta$ decay of $^{50}\text{Mn}$ is reported in Ref. \[21\]. In that Letter, no definitive non-analogue decay branch was observed, although two new Gamow-Teller (GT) $\beta$-decay branches to $1^+$ states in $^{50}\text{Cr}$ were measured, with branching fractions of $570$ ppm and $6.8$ ppm to states at $3628$ and $4998$ keV, respectively. This resulted in a quoted superallowed branching ratio of $99.9423(30)\%$ \[21\]. The authors noted, however, that the information on excited $0^+$ states in $^{50}\text{Cr}$ “was very imprecise”, and that “the evidence for five possible $0^+$ states below 5 MeV were not well established”. The imprecise knowledge of the $0^+$ state locations in the daughter nucleus thus limited their ability to place limits on possible non-analogue transitions. In particular, the $\beta$-delayed $\gamma$ transition from the first excited $0^+$ state in $^{50}\text{Cr}$ is expected to carry the majority of the non-analogue strength \[18\]. Unfortunately, in the 22 years that have passed since that $\beta$-decay work was published, the situation regarding knowledge of these $0^+$ states has not changed. Due to the strong recent motivation for a direct search in $^{50}\text{Mn}$ for non-analogue $\beta$ decay branches at radioactive ion-beam (RIB) facilities, the present work reports a high-sensitivity search for $0^+$ states in $^{50}\text{Cr}$ using the $(p, t)$ two-neutron-transfer reaction.

The experiment was performed at the Maier-Leibnitz-Laboratorium (MLL) of Ludwig-Maximilians-Universität (LMU) and Technische Universität München (TUM) in Garching, Germany. A $\sim 1 \mu$A beam of protons was ac-
c) 4069 keV. Experimental errors are shown, however in most cases they are smaller than the data points. The curves are normalized to the data to provide a better shape comparison for the identification of the 0+ states. The inset in each panel shows the triton energy spectrum at 10° for transfer to the respective states.

To further improve the accuracy and precision of the calibration, the triton energy dependence as a function of outgoing triton energies was benchmarked to carbon backing. The reaction products were momen-

tum analyzed using a Q3D magnetic spectrograph, and the resulting particles were detected at the focal plane using a cathode-strip detector [26] with a full-width at half-maximum (FWHM) energy resolution of roughly 10 keV. Outgoing tritons were observed at eight angles between 10° and 50°, up to an excitation energy in 50Cr of 5.4 MeV using seven different momentum settings of the spectrograph. These settings were altered slightly at various angles to remove peaks from reactions on light-mass target impurities in an effort to reduce system dead time. A 0° Faraday cup inside the target chamber was used to determine the number of beam particles incident on the target by integrating the total current. Using this information, cross-sections were determined and angular distributions were extracted. Due to the extremely large negative reaction Q-value for 52Cr(p, t), no stable target was suitable for energy calibration. Instead, outgoing triton energies were benchmarked to 50Cr excitation energies using well-known states from the evaluated data [31]. To further improve the accuracy and precision of the calibration, the triton energy dependence as a function of position from this work and Refs. [16, 17] were combined to extrapolate the fit parameters above ~ 3 MeV. This parameter-extrapolation, along with overlapping position spectra, allowed for an energy calibration of the higher-energy states.

The identification of the 0+ states was conducted through a comparison of the extracted angular-distribution data to two-nucleon-transfer reaction calculations performed using the coupled-channel, finite-range DWBA software FRESCO [27]. The FRESCO calculations use shell-model final-state wave functions from two-nucleon-amplitude (tna) files, and include both simultaneous and sequential transfer of the two neutrons. The tna files were generated from shell-model calculations using the GXPF1A interaction [28]. The global proton and triton optical-model parameters of Varner et al. [29] and Li, Liang, and Cai [30] were used, respectively. The proton parameters remained constant for all calculations, with the triton values calculated as a function of outgoing triton energy. To provide a test of the shell-model theory used, the FRESCO calculated cross-sections for the observed 0+ states in Fig. 1 are compared to the experimental data at 10° in Table I. In most cases, the primary feature used for identification of the observed 0+ states was a characteristic increasing cross-section at forward angles, as shown in Fig. 1. However, as the outgoing triton energies decreased in energy (corresponding to higher excitation energies in 50Cr), the DWBA-calculated angular distributions for L = 0 transfer show more subtle features due to the increased sequential-transfer component, thus making the identification of 0+ states more

| Theory | Experiment |
|--------|------------|
| 6500(300) | 72(3)   |
| 1150   | 106(6)   |

FIG. 1. (Color online) A comparison of the FRESCO calculated L = 0 angular distributions (red curve) using shell-model generated two-nucleon amplitude files, to the experimental data for a) the ground-state, and excited states at b) 3895.0(5) keV and c) 4069.8(5) keV. Experimental errors are shown, however in most cases they are smaller than the data points. The curves are normalized to the data to provide a better shape comparison for the identification of the 0+ states. The inset in each panel shows the triton energy spectrum at 10° for transfer to the respective states.

TABLE I. A comparison of the shell-model predicted L = 0 transfer cross-sections to the experimental data at 10° for the three observed 0+ states in this work. Cross-sections are given as dσ/dΩ in (µb/sr).
through the observation of a doublet at 3850(20) keV.

The only previous observation of this state in Ref. [33] using a 31.4 MeV \( ^{52}\text{Cr}(p,t)^{50}\text{Cr} \) reaction. Although the quoted energy is not in 1\( \sigma \) agreement with the 3895.0(5) keV state reported here, due to the relatively thick target used in that work (\( \sim 1 \text{ mg/cm}^2 \)), a final-state energy resolution of roughly 90 keV was reported, which likely encapsulated the energy region of interest. A state at 3898(7) keV was also observed in Ref. [32] with a characteristic increasing cross-section at low angles, but a \( J^\pi \) was not assigned. This state was also assigned as a 0\( ^+ \) in a \( ^{48}\text{Ti}(^{3}\text{He},n)^{50}\text{Cr} \) reaction in Ref. [33]. The present work therefore confirms these three observations with a definite assignment of \( J^\pi = 0^+ \) and an excitation energy of 3895.0(5) keV.

**4050 keV state:** The only previous observation of this state is reported in Ref. [33] as a doublet of states at 4050 keV with a proposed 0\( ^+ \) state contribution. With the significantly increased energy resolution achieved in the work presented here, this doublet of 3\( ^- \) and 0\( ^+ \) states was resolved, and is shown in Fig. 1c). It is therefore assigned as the second excited 0\( ^+ \) state in \( ^{50}\text{Cr} \) at an excitation energy of 4068.8(5) keV.

**4350 keV state:** The only observation of this state is reported in Ref. [33] with a very weak population and very large uncertainties on the reported cross-sections. This state overlaps in energy with the first 5\( ^- \) state at 4367.0(4) keV reported in the evaluated data [31]. A peak at 4368(3) keV observed in this work is in excellent energy agreement with this reported 5\( ^- \) state, and demonstrates relatively good agreement with the \( L = 5 \) transfer shown in Fig. 2b). The Fresco calculated \( L = 0 \) curve for the shell-model-predicted third excited 0\( ^+ \) state shows a very flat angular distribution which cannot be immediately dismissed. However, given the large amount of experimental data in Ref. [31] to support \( J^\pi = 5^- \), the present work adopts the same assignment for this state.

**4728 keV state:** The final 0\( ^+ \) state below 5 MeV listed in Ref. [31] is at an energy of 4728(7) keV. The previous \((p,t)\) work of Ref. [33] reported this state at an energy of 4750 keV with a \( \sim 10 \mu \text{b/sr} \) cross-section. In the present work, two states were observed in this general energy region at 4733(5) keV and 4763(5) keV. The second state at 4763(5) keV is in good energy and \( L \)-transfer agreement with the evaluated 2\( ^+ \) state at 4772(7) keV in Ref. [31]. The 4733(5) keV state is in energy agreement with the evaluated data for the 0\( ^+ \), however the cross-section magnitude and angular distribution shown in Fig. 2c) are so featureless that no definitive conclusion can be made. Therefore, the previous assignment is neither supported, nor refuted by the work presented here.

A comparison of the experimental spectrum of 0\( ^+ \) state energies in \( ^{50}\text{Cr} \) to three theoretical models, shown in Fig. 3 also supports the observations presented here. In particular, shell-model calculations using the GXPF1A interaction [28] predicts two 0\( ^+ \) states that are very close in energy to experiment. The agreement with a modified (older version) of the GXPF1 interaction [36] (labelled here as GXPF1S) is somewhat worse, with three excited 0\( ^+ \) states predicted below 4.5 MeV. The modified GXPF1 interaction is the current method employed for calculating the wavefunctions used in the TH \( \delta_{C1} \) determination.

The experimental data are also compared to \textit{ab-initio} in-medium similarity renormalization group (IM-SRG) calculations [37] based on two- \((NN)\) and three-nucleon
(3N) forces from chiral Effective Field Theory (EFT) [38, 39]. The NN and 3N forces of Refs. [40] and [41], respectively, are evolved with the free-space SRG [42] to the Hartree-Fock basis with model-space truncations of $2n + \ell \leq e_{\text{max}}$ = 12 and $e_1 + e_2 + e_3 \leq E_{\text{max}} = 14$. In the standard approach, the Magnus formulation of the IM-SRG [43] is used to decouple consistently both the core energy and valence-space Hamiltonian of interest [44], with 3N forces normal ordered with respect to the valence-space core [45, 46]. More recently to account for 3N forces between valence nucleons [47], a targeted normal ordering scheme was developed in which 3N forces are normal ordered with respect to the nearest subshell closure [18]. In this work an improved procedure is adopted, where ensemble normal ordering accurately includes 3N forces specifically in the nucleus of interest [49]. For $^{50}$Cr the $pf$ shell outside a $^{46}$Ca core is taken for both protons and neutrons, and the valence-space diagonalization is performed with the NuShellX shell model code [50].

Although the IM-SRG prediction of the $0^+_2$, shown in Fig. 3, is too high compared with experiment and phenomenology, the fact that it agrees to the level of several hundred keV is notable since it represents the first such calculation with no local fitting to data, as well as the first application of valence-space IM-SRG to the $pf$ shell. It should also be noted that the input chiral Hamiltonians, when used in a number of many-body methods, are insufficient to describe nuclei in the calcium region and heavier [51]. Thus, forces with improved saturation properties are currently being explored [52, 53]. With the rapid progression of ab-initio methods in the medium-mass region, it is likely that these theoretical approaches may soon be able to calculate the superallowed ISB corrections from first principles.

The reassignment of the first excited $0^+$ state has two important consequences for the TH $\delta_{C1}$ calculations. The first is a small effect, and is related to the energy scaling for the $\delta_{C1}$ term in $^{50}$Mn, which is now lowered from $\delta_{C1} = 0.035(20)\%$ quoted in Ref. [18] to $\delta_{C1} = 0.031(20)\%$. The second consequence has much larger implications, as it directly impacts searches for a non-analogue decay branch in $^{50}$Mn at RIB facilities, such as with the GRIFFIN spectrometer [54] at TRIUMF. Since the first excited $0^+$ states is expected to have the strongest isospin mixing with the isobaric analogue state [18], it would therefore contain the majority of the non-analogue $\beta$ decay strength from $^{50}$Mn. The reassignment of the $0^+$ states therefore suggests that current work towards identifying (or placing limits) on any non-analogue decay strength in this system should focus efforts on observing a 3111.7(5) keV $\gamma$ ray that would result from the $0^+_2 \to 2^+_1$ transition to the 783.32(3) keV state in $^{50}$Cr (Fig. 4). A direct observation of any non-analogue decay strength in these systems will continue to provide important benchmarks for the various calculation methods used in the extraction of $G_V$ from the superallowed Fermi $\beta$-decay data.

To summarize, a 24 MeV $^{52}$Cr($p, t$)$^{50}$Cr experiment was performed to search for excited $0^+$ states in the superallowed $\beta$-decay daughter nucleus of $^{50}$Mn. Two excited $0^+$ states in $^{50}$Cr were identified at excitation energies of 3895.0(5) keV and 4068.8(5) keV, and a third excited $0^+$ at 4733(5) keV remains tentatively assigned. No evidence for two of the five previously reported $0^+$ states in the evaluated data were found. As a result, the first excited $0^+$ state in $^{50}$Cr is reassigned at an energy of 3895.0(5) keV. These results show better agreement with the $0^+$-state spectrum predicted by phenomenological shell-model calculations. Ongoing searches for a non-analogue branch in the superallowed $\beta$ decay of $^{50}$Mn...
should therefore look for the characteristic 3111.7(5) keV γ ray which would result from a de-excitation of the first excited 0+ state in 50Cr.
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