Hong-Ou-Mandel atom interferometry in tunnel-coupled optical tweezers
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The quantum statistics of atoms is typically observed in the behavior of an ensemble via macroscopic observables. However, quantum statistics modifies the behavior of even two particles, inducing remarkable consequences that are at the heart of quantum science. Here we demonstrate near-complete control over all the internal and external degrees of freedom of two laser-cooled $^{87}\text{Rb}$ atoms trapped in two optical tweezers. This full controllability allows us to implement a massive-particle analog of a Hong-Ou-Mandel interferometer where atom tunneling plays the role of a photon beamsplitter. We use the interferometer to probe the effect of quantum statistics on the two-atom dynamics under tunable initial conditions, chosen to adjust the degree of atomic indistinguishability. Our work thereby establishes laser-cooled atoms in optical tweezers as a new route to bottom-up engineering of scalable, low-entropy quantum systems.

Quantum interference between possible detection paths for two indistinguishable particles yields information about quantum statistics and correlations [1,2]. An example is the Hong-Ou-Mandel (HOM) effect, which reveals bosonic quantum statistics through a coalescence effect that causes two indistinguishable photons incident on different ports of a beamsplitter to emerge on the same, yet random, output port [3]. The HOM effect has been observed with photons [3–5] and in an analogous experiment with electrons [6], but has never been observed with independently prepared massive bosons.

Here we demonstrate HOM interferometry with bosonic atoms in tunnel-coupled optical tweezers. We attain the requisite, precise control of the single-atom quantum state by laser cooling each atom to its motional ground state in separated, dynamically positionable optical tweezers. The realization of a low-entropy bosonic state by individually placing atoms in their motional ground state has long been a goal in atomic physics [7–9]. The HOM interference we observe represents a direct observation of quantum indistinguishability with independently prepared, laser-cooled atoms. While the role of quantum statistics in macroscopic ensembles of fermionic and bosonic atoms can be observed via Hanbury Brown and Twiss interference experiments [10–16], HOM interferometry allows us to study nonclassical few-atom states with single-atom control. Our results lay a foundation for linear quantum computing with atoms [17], interferometric highly sensitive force detection [18], control of neutral atoms in nanoscale optical devices [19–20], and quantum simulation with laser-cooled atoms in scalable optical tweezer arrays.

In our work, a double-well trapping potential created with optical tweezers realizes a beamsplitter for single $^{87}\text{Rb}$ atoms. Analogous to photons incident on separate ports of an HOM beamsplitter, when the two bosonic atoms start in separate wells, a tunnel-coupling can result in the transformation $|1, 1\rangle \rightarrow \frac{1}{\sqrt{2}}(|2, 0\rangle + |0, 2\rangle)$, where $|n_L,n_R\rangle$ is the bosonic state of $n_L$ ($n_R$) atoms in the left (right) tweezer. To understand the HOM effect in our system, it is helpful to utilize the single-particle states $|L\rangle$ and $|R\rangle$ that correspond to an atom localized in the left or right well. In this notation, thebose-symmetric state that the atoms initially occupy is $|S\rangle \equiv \frac{1}{\sqrt{2}}(|L\rangle_1|R\rangle_2 + |R\rangle_1|L\rangle_2)$, where the ket subscript is a particle label. Introducing a tunnel-coupling between the left and right wells allows for the single-atom transformations $|L\rangle \rightarrow \frac{1}{\sqrt{2}}(|L\rangle_1 + |R\rangle_1)$ and $|R\rangle \rightarrow \frac{1}{\sqrt{2}}(|R\rangle_1 + |L\rangle_1)$. One might expect that these transformations yield an equal likelihood of finding the atoms in separate wells or the same well. However, when the two atoms are indistinguishable, the paths resulting in a single atom in each well destructively interfere (Fig. 1A), and hence one finds $|S\rangle \rightarrow \frac{1}{\sqrt{2}}(|L\rangle_1|L\rangle_2 + |R\rangle_1|R\rangle_2)$. The atoms, therefore, only appear in the same, yet random, tweezer.

The experimental results in this work depend on the mobility of two wavelength-scale optical tweezers and single-site imaging, which are realized via the apparatus illustrated in Fig. 1B [21–23]. For laser cooling to the three-dimensional (3D) ground state (Fig. 1C) [23–24] and imaging in position-resolved potentials, our tweezers are positioned far apart compared to the focused spot radius of 710 nm. For tunneling, the tweezers are brought close together such that there is a small, tunable overlap of the single-particle wavefunctions. The versatility of the tweezers, therefore, enables the simultaneous capabilities of laser-cooling in separated potentials and of coherently overlapping the single-particle wavefunctions with control on a scale much smaller than the size of the atomic wavepackets. Our full experimental sequence consists of the following steps: We image the initial atom positions, laser cool with Raman sideband cooling, perform tunneling experiments, and then image the atoms again. Hence, we can follow the quantum dynamics between initial and final states that are both known with single-site resolution.
In Fig. 2A–C, we study the single-atom tunneling dynamics by only considering experiments that, after stochastic loading [21], yield a single atom in the left or right well in the first image (fig. S1). After imaging and cooling, the atom is in the 3D motional ground state and the |F = 2, m_F = 2⟩ ≡ |↓⟩ spin state, where F and m_F are the total angular momentum quantum number and its projection along a quantization axis, respectively. The tweezers are then dynamically reconfigured for tunneling experiments (Fig. 2A); both the depth and spacing are decreased rapidly (slowly) with respect to the tunnel-coupling (trap frequency) to prepare an initial state ideally localized in the left or right well (fig. S2). The tunnel-coupling is described by $J = -\int \phi_L(\vec{r}) H_{sp} \phi_R(\vec{r}) d^3r$, where $\phi_L(\vec{r}) \equiv (\vec{r}|L)$ and $\phi_R(\vec{r}) \equiv (\vec{r}|R)$ is the lowest energy, localized wavefunction for the left (right) well, and $H_{sp}$ is the single-particle Hamiltonian [25]. We control the energy bias $\Delta$ between the two wells by varying the relative intensity of each tweezer. On the tunneling resonance ($\Delta = 0$), an atom prepared in the left well undergoes the coherent dynamics $|L⟩ \rightarrow \cos(Jt)|L⟩ + i \sin(Jt)|R⟩$ [20, 29]. After an evolution time $t$ in the presence of tunneling, the depth of the traps is rapidly increased to freeze the atom distribution, the traps are pulled apart, and the single-atom location is imaged.

Figure 2B demonstrates resonant ($\Delta = 0$) coherent tunneling as measured by recording the likelihood of observing the atom in the left well ($P_L$) as a function of time for an atom starting in the left well (blue) or the right well (red). The tunneling can be tuned in accordance with our expectations by varying either the tweezer spacing or the overall potential depth (fig. S3C). In Fig. 2B, a fit to the data reveals $J/2\pi = 262(4)\text{ Hz}$; Fig. 2C shows data in which $J$ is increased to $348(4)\text{ Hz}$. Part of the finite contrast of the oscillations is due to atom loss due to background collisions; in the duration of our experiments the loss probability ($P_{\text{loss}}$) ranges from 0.03 to 0.05 and is known precisely for each experiment (fig. S1, table S1) (figs. 2B, C gray regions). We also observe damping of the tunneling oscillations and finite initial contrast that is not accounted for by particle loss ($\tau \approx 10 \text{ ms}$ for $J/2\pi = 262 \text{ Hz}$) (fig. S3B). These effects are most likely due to experimental fluctuations of the double-well bias, and we experimentally find that the contrast and damping improve with increasing $J$ [25].

We now consider the theoretical expectation for an equivalent dynamical experiment starting with two particles, one atom in each well. For perfect cooling and spin preparation of the isolated atoms, all degrees of freedom besides their position (left or right) will have been made the same, i.e. we know there is a particle in the left well and there is a particle in the right well, but we cannot associate any additional label to the particles. The bosonic atoms will then, necessarily, occupy the spatially symmetric $|S⟩$ state. For poor cooling or spin preparation, the atoms can be distinguished by a degree of freedom other than their position; hence, the atoms can anti-symmetrize in the additional degree of freedom, motional state or spin, and in turn have a projection onto the anti-symmetric spatial state $|A⟩ \equiv \sqrt{1/2}(|L⟩_1|R⟩_2 - |R⟩_1|L⟩_2)$. The bosonic state can then be written as a mixture of the states $|\psi_{\pm}⟩ = \sqrt{1/2}(|S⟩|\chi_+⟩ \pm |A⟩|\chi_-⟩)$, where $|\chi_\pm⟩ = \frac{1}{\sqrt{2}}(|χ⟩_1|χ⟩_2 \pm |χ⟩_2|χ⟩_1)$ and $\{χ, \bar{χ}\}$ describe the other degree of freedom such as motional state $\{n, n'\}$ or spin $\{↑, ↓\}$. Two atoms in either of the $|\psi_{\pm}\rangle$ states are distinguishable because the additional degree of freedom $\{χ, \bar{χ}\}$ is uniquely correlated with the atoms’ positions: For the $|\psi_{+}⟩ (|\psi_{-}⟩)$ state, the atom on the left is in state $|χ⟩ (|\bar{χ}⟩)$ and the atom on the right is in state $|\bar{χ}⟩ (|χ⟩)$. The ability to measure two-atom indistinguishability arises from the different dynamics exhibited in the symmetric and anti-symmetric cases. The symmetric spatial state dynamically evolves as $|S⟩ \rightarrow |S⟩ \cos(2Jt) + \sqrt{2J}(|L⟩_1|R⟩_2 + |R⟩_1|L⟩_2)\sin(2Jt)$. The anti-symmetric state $|A⟩$ undergoes destructive interference that prevents the two bosons from being in the same well, and hence displays no tunneling dynamics.

In Fig. 2D we show the expected ideal dynamics for the distinguishable (purple) and indistinguishable (black)
cases; we emphasize that \( t \) is the time the atom spends tunneling. We consider the observable \( P_{11}(t) \), which is the likelihood to measure the atoms in separate wells as a function of time spent tunneling. A measurement of \( P_{11} \) is analogous to looking at coincidence counts on a pair of photon detectors. For the distinguishable states \( |\psi_{\pm}\rangle \), \( P_{11}(t) \) is the average of the time-independent \( P_{11}(t) = 1 \) from \( |A\rangle \) and unity contrast oscillations of \( P_{11}(t) \) from \( |S\rangle \) (Fig. 2D), and as such does not attain a value below 0.5. The \( |S\rangle \) state oscillates with unity contrast and thus vanishes at times \( t_{\text{HOM}} = 2\pi/8J \) and odd multiples thereof (green dashed lines). At \( t_{\text{HOM}} \), in analogy to the HOM effect for photons, each atom has been coherently beamsplit between the two wells.

In Fig. 2E, we experimentally investigate the population dynamics observed with two particles. We plot \( P_{11}(t) \) for cases in which the stochastic loading results in two atoms, one in each well (black squares); these points are taken in the same experimental sequence as the single-particle data in Fig. 2B. In our atom detection protocol, we image scattered light from the two well-separated traps onto a CCD array. During the \( 25 \) ms to \( 50 \) ms imaging time, the atoms are cooled via polarization gradient cooling, and due to light-assisted atomic collisions we observe signal corresponding to either zero or one atom \([21,29,30]\). \( P_{11} \) is determined by the distinct signature in which the image indicates one atom in each well. If the experiment yields two atoms in one well, \( P_{30} \) or \( P_{02} \), this is manifest by final images that yield zero atoms, or in some cases one atom in a single well (Fig. S1) \([25]\). To accurately interpret \( P_{11} \) we take into account signal depletion due to the single-particle loss described earlier (\( P_{\text{loss}} \)). This effect reduces the maximum value that can be achieved by the measured \( P_{11} \) to \((1 - P_{\text{loss}})^2 \). (The gray region above the black dashed line in Figs. 2E,F indicates the loss contribution).

Before focusing our studies on experiments at \( t_{\text{HOM}} \), we first analyze the result of the full two-particle dynamics. Our goal is to compare \( P_{11}(t) \) from our two-particle measurement to that of a theoretical expectation for uncorrelated, distinguishable atoms, which we refer to as \( P_{\text{dist}}(t) \). \( P_{\text{dist}} \) at any time can be calculated directly from corresponding single-particle data via \( P_{\text{dist}} = P_{L1}^{(1)}p_{L}^{(2)} + P_{R1}^{(1)}p_{R}^{(2)} \) (purple circles in Fig. 2E) \([25]\). Here, \( P_{L}^{(1)} \) corresponds to measuring an atom in the left well when an atom starts in the left (right) well, i.e. the blue (red) data of Fig. 2B, and \( P_{R}^{(1)} \) is the corresponding information for measuring an atom in the right well. A calculation of \( P_{\text{dist}} \) directly from the single-particle points inherently contains both loss and finite single-particle contrast. For example, \( P_{\text{dist}}(t_{\text{HOM}}) \) reaches a value consis-
tent with \((1 - P_{\text{loss}})^2/2 \approx 0.5 - P_{\text{loss}}\), and the amplitude of \(P_{\text{dist}}(t)\) is consistent with the expectation of one half the product of the single-particle contrasts \([25]\). We can compare the amplitude of oscillation for the distinguishable expectation (purple circles) to our two-particle measurement (black squares). We find these values differ by \(6\sigma\) \([25]\): \(A_{P_{\text{dist}}} = 0.282(12)\) and \(A_{P_{\text{HOM}}} = 0.46(2)\).

A full treatment of the observed \(P_{11}(t)\) must also consider potential effects of interactions between the atoms. In many experiments with atoms in optical lattices the on-site interaction energy \(U\) is the dominant scale \([20,31]\); however, we intentionally operate in a regime where \(U\) is smaller than \(J\). For the data shown in Fig. 2E, \(U = 0.44(4)J\) \([25]\). In Fig. 2F we demonstrate a similar HOM signature for experimental conditions of even smaller relative interaction \(U = 0.22(2)J\), with measurements \(A_{P_{11}} = 0.48(2)\) and \(A_{P_{\text{dist}}} = 0.306(18)\). The similarity of these results to those in Fig. 2E suggests that interactions are not a relevant scale in either experiment. Nevertheless, we also theoretically analyze whether interactions between distinguishable atoms could mimic the HOM signal \([25]\) (figs. S5,S6). For the two-particle initial conditions expected in our experiment, the interaction energy shift suppresses two-particle tunneling regardless of distinguishability, and hence the theoretical expectation for \(A_{P_{\text{dist}}}\) decreases with increasing interactions. In the implausible case that the particles initially have specific coherences described in \([25]\), \(A_{P_{\text{dist}}}\) can be larger and \(P_{\text{dist}}(t)\) can reach a lower minimum value. Even in this unlikely circumstance our data are statistically different from this interacting distinguishable case (fig. S6).

Another independent piece of evidence that the HOM interference we observe arises due to quantum statistics and not atom interactions comes from the studies presented below. In these experiments we vary the two-particle spin state and consequently the HOM interference, while changing the interactions by at most 5\% \([32]\).

We now focus on experiments in which we fix the tunneling time at \(t_{\text{HOM}}\), where \(P_{11}\) reaches a value that we refer to as \(P_{\text{HOM}}\). By studying the behavior of \(P_{\text{HOM}}\) as the indistinguishability of the atoms is varied, we can observe the analog of an “HOM dip”. In particular, we vary the two-particle spin state and the 3D motional ground-state fraction to introduce distinguishing spin or motional degrees of freedom.

We start by studying the dependence of \(P_{\text{HOM}}\) on the relative spin state of the two atoms using two distinct methods. In the first method, after cooling the atoms, we apply a variable-length microwave pulse that couples the \(|\uparrow\rangle\) and \(|\downarrow\rangle\) spin states in only the right well (fig. S4). This is accomplished by shifting the transition in the left well out of resonance using a circularly-polarized, tightly focused laser spot \([25]\). Upon \(\pi\) rotation of this spin, the atoms become distinguishable, and we expect the HOM dip to disappear. The observed dependence on the microwave pulse area is shown in Fig. 3A; for comparison we show that \(P_{\text{dist}}\), from the single-particle measurements, remains constant (purple circles). We study multiple spin rotations to show that the HOM effect is recovered after a \(2\pi\) rotation. We find the frequency of oscillation is 32.6(6) kHz, which is in agreement with the measured microwave Rabi frequency of 32.65(18) kHz. The displayed fit to the data determines \(P_{\text{HOM}}^\text{min} = 0.314(14)\), and the amplitude of the variation in \(P_{\text{HOM}}\) is 0.15(2).
into account the spin rotation fidelity we expect an amplitude of 0.84(1 − \(P_{\text{loss}}\)^2/2 − \(P_{\text{HOM}}\)\(_{\text{min}}\)) = 0.130(13)\(^{25}\), which is consistent with the measured value.

In the second spin study, we simultaneously couple the |↑⟩ and |↓⟩ spin states of atoms in both wells using a pair of Raman beams. This global rotation avoids any systematic effects that might be introduced by single-site addressing. During the time (25 ms) between the Raman pulse and the tunneling, the atoms lose their spin coherence, and hence the spin state of each atom is in an incoherent mixture. Ideally, odd multiples of a \(\pi/2\)-pulse yield an equal mixture of all possible two-atom spin states, and hence the likelihood for the atoms to have opposite spin is 1/2 and the magnitude of the HOM dip should be reduced by 1/2. The observed dependence on the Raman pulse area is shown in Fig. 3B. We find the frequency of oscillation is 65.5 ± 1.2 kHz, which, as expected, is twice the measured Raman Rabi frequency of 32.3(3) kHz. The displayed fit to the data determines \(P_{\text{HOM}}^{\text{min}} = 0.296(10)\), and the amplitude of the variation in \(P_{\text{HOM}}\) is 0.085(15). Taking into account the relative spin rotation fidelity of 0.90(3), we expect a half amplitude of (0.90\(^2\)/2)(1 − \(P_{\text{loss}}\)^2/2 − \(P_{\text{HOM}}\)\(_{\text{min}}\)) = 0.069(6), which is consistent with the measured amplitude.

Lastly, we study the dependence of \(P_{\text{HOM}}\) on the motional state of the atoms in Fig. 3C. During the last stage of our cooling we vary the frequency \(\delta_{\text{cool}}\) of one Raman beam that controls the cooling along the weak axis (z) of both tweezer wells. For a separable potential, motional excitation along this axis would leave the single-particle tunneling unaffected. For our non-separable tweezer potential, we expect and observe some variation in the tunneling\(^{25}\), but near \(t_{\text{HOM}}\) the single-particle tunneling still results in a relatively constant \(P_{\text{dist}}\) (purple circles), which is consistent with the distinguishable expectation (1 − \(P_{\text{loss}}\)^2/2 = 0.4660(14). For the two-particle measurements, at the primary sideband cooling resonance (\(\delta_{\text{cool}} = 0\)), we observe a dip to \(P_{\text{HOM}}^{\text{min}} = 0.28(2)\), which is a value below the distinguishable expectation.

In all of the measurements we present, the value of \(P_{\text{HOM}}^{\text{min}}\) is observed to be finite, and it is useful to consider the origin of imperfections that could lead to the observed value. As an estimate of one effect, if residual atom temperature along the weak z-axis were the only contributing factor, the central value of our single-atom ground state fraction (measured via sideband spectroscopy to be 85%\(^{23}\)\(^{25}\)) would correspond to \(P_{\text{HOM}}^{\text{min}} = 0.12\). Hence, it is likely that the finite \(P_{\text{HOM}}^{\text{min}}\) is further enlarged by technical fluctuations similar to those that lead to our finite single-particle contrast.

We have demonstrated a new experimental system with which we achieve quantum control over the motion, position, and spin of single neutral atoms. Through an HOM experiment with massive composite bosons, we have shown that with laser cooling alone it is possible to generate a low-entropy set of atoms in optical tweezers, where quantum statistics and atomic indistinguishability are manifest. Our work introduces a new platform for quantum-state engineering and for studying the interplay between spin and motional degrees of freedom that is key to many condensed matter models.
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Materials and Methods

I. EXPERIMENTAL PROTOCOLS, CALIBRATION, AND SUPPORTING DATA

A. The optical tweezer potential

The optical tweezer potentials used for single-atom trapping are generated by focusing 852 nm light through a high numerical aperture (NA) lens. The system aperture is set to operate at 0.6 NA, and the nominally gaussian input beam is clipped by the aperture at 0.88 of the gaussian waist ($1/e^2$ radius). The finite aperture alters the ideal focus from a gaussian profile, and due to imperfections in the optical system we know that there are also some small aberrations that further reduce the trap strength. Here we describe the methods used to develop a quantitative understanding of our trapping potential.

We can measure the trap depth by recording the light shift of the $|F = 2, m_F = 2 \rangle \rightarrow |F' = 3, m_{F'} = 3 \rangle$ cycling transition of $^{87}$Rb as a function of the input power. The resonance is recorded at each trap depth by scanning the frequency of a $\sigma^+$-polarized probe beam, which heats the atom out of the trap when on resonance with the cycling transition. Because the shift of the cycling transition is primarily determined by the peak intensity at the tweezer focus ($I_0$), we can extract the peak intensity as a function of input power [1]. From $I_0$ we can directly calculate the trap depth ($V_0$). We also measure directly the trap oscillator frequencies [2], which determine the curvature at the bottom of the tweezer potential.

To determine our best estimate for the overall intensity profile we calculate the expected aberration-free Huygens point spread function (PSF) in Zemax. Due to the clipped gaussian input beam, this results in a slightly non-gaussian function. Matching this function to the measured trap depth and curvature provides the tweezer potential; to simplify our tunneling calculations we then fit the full potential to a gaussian to parameterize the trap in terms of a depth, and effective waist ($w_0$) and independent z-length scale ($z_0$). We find a waist of 710(10) nm, and for the input power used during the cooling and imaging the depth of each trap is 23(1) MHz. The corresponding trap depths during the tunneling dynamics are 96(4) kHz and 60(4) kHz.

B. Calibration of tweezer trap spacing

The tunneling is extremely sensitive to the distance between the optical tweezers. To calibrate the spacing we measure the imaging magnification of the optical system in a separate setup using a custom fabricated test target with two approximately 348 nm diameter pinholes separated by 6861 nm. From this test setup, we measure an imaging magnification of $M = 48.9(5)$. We then image the atoms on our CCD array as a function of the frequency difference of the RF tones that generate the optical tweezers. Via the magnification we then find the gaussian function spacing of the optical tweezers is given by $0.209(3) \ \mu$m/MHz. Note in our experiments the gaussian function spacing of $\approx 800$ nm ($a$ in Eq. (S1)) is similar to the trap waist; in this situation the spacing between the double-well minima is different (smaller) than the functional spacing between the gaussians.
C. Determining $P_{11}(t)$ from imaging data

In the experimental two-particle data presented in the main text we focus on the quantity $P_{11}(t)$. Here we discuss how we measure $P_{11}$ and its relation to $P_{20}$ and $P_{02}$. In our experiments we start by stochastically loading atoms into each tweezer. Due to light-assisted collisions we only ever observe zero or one atom in the trap after our loading sequence \[3\], and for our trap and cooling parameters we find we achieve approximately 60% loading of a single atom. A key feature of our experiment is that we have a record of the initial number of atoms in each well for every experiment because we image before performing Raman cooling and initiating the tunneling experiment. In each iteration of the experiment we then take a final image after tunneling. As discussed in the main text, during the imaging time, the atoms are cooled via polarization gradient cooling, and due to light-assisted atomic collisions we observe signal corresponding to either zero or one atom. Figure \[S1\] illustrates the full set of possible outcomes of the two sets of images for a double well; it also provides a visual picture of how both single-particle and two-particle experiments arise from the same experimental sequence.

$P_{11}$ is defined by the case in which both images indicate one atom in each well. If the experiment yields two atoms in one well, $P_{20}$ or $P_{02}$, this is manifest by final images that yield zero atoms, or in some cases one atom in a single well (a “two-to-one event”). More explicitly, in our calculation of $P_{11}$ if there is an atom in each well we count this as 1; if there are zero atoms, we count this as 0; if there is one atom total, we also count this as 0. We then take the mean over all experimental realizations. To accurately interpret the measured $P_{11}$ we must take into account particle loss. Hence, in our analysis this loss is independently accounted for by using the value of $P_{\text{loss}}$ determined in the parallel single-particle experiments. Specifically, in two-particle experiments the maximum value that $P_{11}$ can reach is $(1 - P_{\text{loss}})^2$. For the small values of $P_{\text{loss}}$ observed in our experiments to good approximation this is $1 - 2P_{\text{loss}}$. $P_{\text{loss}}$ ranges in our experiments between 0.03 and 0.05; these values are consistent with variation in vacuum lifetime and experiment length amongst different datasets.

Independent of this procedure, we can study the two-to-one events we observe and confirm that they are a signature of two atoms on a single well. This perspective affirms our treatment above, but note our analysis does not directly depend upon the fraction of images that yield two-to-one events versus two-to-zero events. First, we find that in our experiments we see an increase in two-to-one events when the data is analyzed at $t_{\text{TRAM}}$ (minimum of $P_{11}$) and a consistent value of 22(5)% when the data is analyzed at the maximum of $P_{11}$. We also can directly measure two-to-one events by carrying out a separate experiment in which we combine two traps each with a single atom to deterministically start with two atoms in a single trap. In this experiment we find 26(2)% of the time a two-to-one event occurs. These findings are in contrast to many optical lattice experiments in which pure parity imaging is observed \[4\] \[5\]. However, in other optical tweezers experiments in which atoms undergo light-assisted collisions it has also been observed that images of two atoms do not yield zero or one atom based on the parity of the atom number \[6\].

D. Single-particle preparation: 3D sideband cooling and thermometry

After the first imaging of the initial atom configuration, we perform 3D Raman-sideband cooling. Our 3D cooling procedure uses the same beam geometry as our earlier work \[2\]. However, we modified our cooling protocol so that it operates in a semi-continuous, as opposed to a pulsed, format. The repumping ($F = 1 - 2'$) and optical pumping beams ($F = 2 - 2'$) are on for the entirety of the cooling procedure, during which their powers are modulated depending on the relevant motional axis being addressed. The modification is a trade off between cooling time (nearly 5 times longer than the pulsed approach in our previous work) and stability. We find this approach is much more stable to drifts in the Raman Rabi frequencies and pumping scattering rates, especially along the weakly confining axial ($z$) axis.

There are 100 cooling cycles, and within each cycle we alternate between the axial and then radial trap dimensions. For the first 75 cycles, we cool on the first (second) sideband for the radial (axial) direction, while for the last 25 cycles we cool on the first sideband for both dimensions. As in our previous work, the radial sidebands indicate a lower bound on our radial ground state fraction of $P_{GS}^\text{radial} \gtrsim 95\%$. The limitation to our 3D ground state fraction is largely determined by our residual axial motion. Based on spectroscopy taken directly after the data in Fig. 2B,E, we conclude an axial ground-state fraction of $P_{GS}^\text{axial} = 85^{+12}_{-10}\%$. Hence, we expect a 3D ground-state fraction of approximately 80%.

For the data displayed in Fig. 3C, it is during the last 25 cycles that we adjust the detuning of the Raman beams that address the axial dimension. While the first 75 cycles realize an axial ground-state fraction of $P_{axial} \approx 50\%$, the final ground-state fraction depends on the last 25 cycles of first sideband cooling. Hence, by varying the cooling detuning...
at this stage, we vary the axial ground-state fraction between $P_{axial}^{GS} \lesssim 50\%$ and the final value $P_{axial}^{GS} = 85^{+12}_{-10}\%$.

**E. Single-particle preparation: Tunneling**

Once 3D cooling has finished, the tunneling experiments start. The preparation proceeds as follows and is illustrated in Fig. S2A. (All numbers presented here are for the final trap values that realize the smaller value of $J$ presented in Fig. 2B,E and Fig. 3B,C.) While the traps are each still 23(1) MHz deep, the gaussian tweezer spacing is swept from 1570 nm to 808 nm in $T_{pos} = 10$ ms. Afterward, in a $T_1 = 10$ ms linear ramp the traps are dropped to 2.3(1) MHz, and from there, in a second linear ramp of $T_2 = 5$ ms to a depth of 96(4) kHz. This last ramp initiates the tunneling experiments. After a variable evolve time $t$, the trap is jumped in 100 µs to 210 kHz (not shown in Fig. S2A), and then linearly ramped in $T_3 = 10$ ms back to 23(1) MHz. The traps are then swept apart in $T_{pos} = 10$ ms to 1570 nm for imaging. The same procedure is used for experiments in which the final tunneling depth is 60 kHz and the well spacing is 805 nm (Fig. 2C,F and Fig. 3A).

The goal of the second ramp $T_2$ is to minimize tunneling that occurs before $t = 0$, while preserving the temperature achieved during sideband cooling. The data in Fig. S2B affirms that minimal, though measurable, population transfer occurs before our nominal $t = 0$. Based on the data in Fig. 2B, we observe that the coherent dynamics are consistent with a small time offset $t_{corr} = -60$ µs, which informs our calculation of the experimental $t_{HOM} = 2\pi/8J + t_{corr} = 0.42$ ms for $2J/2\pi = 524$ Hz. With respect to any heating during the ramps, if we do the tunneling initiation procedure forward and then in reverse, we do not observe changes in the temperature measured via sideband spectroscopy. Lastly, we note that the data in Fig. S2B validate assumptions in the theoretical section below that interactions during the ramp can be neglected, because very little population transfer occurs in this time.

**F. Single-particle tunneling dependences**

Here we present additional data on single-particle tunneling in a double-well potential. These studies help elucidate the origin of the single-particle tunneling contrast and damping, and they are verification of our understanding of the optical tweezer potential parameters (Sec. I A) that are later important for determining the on-site interaction energy (Sec. I C).

In Fig. S3A,B we display single-particle tunneling data for a double-well trap with a final single-well depth of 96 kHz and an $a = 808$ nm gaussian function spacing. In Fig. S3A we plot the likelihood of observing the atom in the left well ($P_L$) as a function of the double-well bias $\Delta$ for a fixed evolution time of 0.9 ms for the condition of an atom initially imaged on the left (blue) or on the right (red). We estimate a 15% uncertainty in $\Delta$. In Fig. S3B we plot tunneling oscillations out to longer times than displayed in similar data in Fig. 2B; in this trap we find a damping $\tau \approx 10$ ms. We also demonstrate in Fig. S3C a tunability unique to our apparatus by measuring the tunneling rate as a function of the gaussian function spacing $a$ (while maintaining a 96 kHz single well depth). We observe in accordance with theory that the tunneling changes rapidly with the spacing. The solid line is a theoretical expectation (see Sec. I A) for the trend calculated for an ideal gaussian beam of waist 707 nm and a single-well depth of 96 kHz. These values are consistent with our independently determined trap and spacing parameters (Sec. I A and Sec. I B), indicating our absolute knowledge of the trap parameters. We have also studied similar single-particle tunneling for a range of $J/2\pi$ values from 150 to 350 Hz. We find that the initial contrast decreases and the damping increases with smaller $J$. This behavior is consistent with the presence of technical fluctuations in the trap; in particular our models point to fluctuations in the double-well bias.

The tunneling calculation shown in Fig. S3C assumes ground-state tunneling. We have also analyzed theoretically tunneling rates in higher vibrational states using the calculation presented in Sec. II A. For our experiments the main contribution to $J$ variations is predominantly-axial excitations. In a separable potential, motional excitation along the axial $z$-axis would leave the single-particle tunneling in $y$ unaffected. For our non-separable tweezer potential we expect some variation in $J$. For typical trap parameters $J$ is changed by $\approx 40\%$ over the first three vibrational states. In the data presented in Fig. 3C, where the axial excitation is varied, we observe single-particle data consistent with fluctuations in the tunneling. In addition at the highest values of $\delta_{cool}$ we observe some asymmetry between the wells. However at $t_{HOM}$, $P_{dist}$ is first-order insensitive to the exact value of $J$, and we find experimentally that $P_{dist}$ is relatively unchanged over the relevant range of cooling (purple circles). We also expect variations in $J$ due to axial excitation to introduce dephasing in single-particle tunneling oscillation data. In our current experiments, however, we estimate the dephasing is dominated by technical fluctuations discussed above and not axial cooling fidelity.
G. On-site interaction energy

In our experiment we determine the on-site interaction energy by using independent knowledge of our trap parameters (well depths, gaussian center spacing, and the effective gaussian waist) as inputs to the theoretical calculations described in Sec. I A. In performing these calculations of $J$ and $U$, we assume that the tweezer potentials are gaussian and identical. Propagating the uncertainties in the trap parameters, as described in Sec. I A and Sec. I B, we find the uncertainty in the predicted $U$. Note due to the extreme sensitivity of $J$ to trap parameters we can predict $U$ with less uncertainty than an equivalent prediction of $J$. The values of $U/J$ presented in the manuscript use the measured $J$ (and associated statistical uncertainty from the oscillation measurement) and calculated $U$ to generate our best estimate of $U/J$ in each of the traps.

H. Spin-flip of a single atom in the double well

We achieve the single-atom spin addressing in Fig. 3A by focusing a “light-shift” beam on the left trap when the trap spacing is 1570 nm and the traps are still at their largest depth, while simultaneously irradiating both traps with a microwave signal. The goal is to achieve a significant shift of the $|2,2\rangle \leftrightarrow |1,1\rangle$ microwave transition for the left atom only. The circularly-polarized light-shift beam is $\sim 50$ GHz detuned from the D2 line and contains 250 nW of power in a beam with a $\approx 0.7 \mu m$ radius. We observe that on a 10-hour time scale the light shift beam can drift off the left trap, and hence we regularly recalibrate its position and measure the microwave response of each well. In Fig. S3A we show data demonstrating this technique, recorded directly following the data shown in Fig. 3A. Figure S4A demonstrates that the resulting relative shift of the microwave transition between the left well and right well is nearly 200 kHz. In Fig. S4B, we show the transition probability as a function of time. Due to experimental drift, the microwave frequency was 6 kHz off resonance for these data as well as the data in Fig. 3A. Taking the mean of the left well data, and the peak value of the right well data, we conclude that there is a 0.84(2) probability that the atoms are in different spin states, and hence distinguishable, at the peak of the Rabi oscillations. The measured Rabi frequency in the right well is 32.05(18) kHz, which is consistent with the measured oscillation frequency 32.6(6) kHz of the data in Fig. 3A.

I. Summary of measurements and statistical analysis

In the main text we present five distinct measurements, each of which contains a statistically-significant measurement of the HOM effect. Table S1 summarizes these experimental measurements and their uncertainties. The quantities and their uncertainties are determined as follows: $P_{\text{loss}}$, is given by an average over all single-particle data in the relevant measurement; the uncertainty is the standard error determined from this set of points. $A_{P_{\text{loss}}}$, $A_{P_{\text{dist}}}$, $A_1$, $A_2$, $\phi$, and $P_{\text{HOM}}$ (Figs. 3A,B) are determined from weighted fits to the data, where each data point is weighted based on the statistical uncertainty associated with the measured value ($\sigma_i = \frac{1}{\sqrt{N_i}}$), and the uncertainty in the final fit parameters are then calculated from the weighted average variance of the data. $U/J$ and its uncertainty is determined from the procedure described in Sec. I C $P_{\text{HOM}}$. In Fig. 3C is determined from the data point at $\delta_{\text{cod}} = 0$, and the associated uncertainty indicated by the error bar on this point, namely the standard error from the average over the experimental realizations (of which there are $\approx 360$).

The purple circles shown in the figures in the manuscript represent $P_{\text{dist}}$ as calculated from the expression $P^1_R P^2 + P^1_L P^2$. The error bars on these points are determined by propagating the uncertainty from each single-particle data point, properly taking into account correlations between these measurements. Note that near the crossing point of the single-particle datasets the uncertainty in the calculated $P_{\text{dist}}$ values is relatively small due to the fact that $P_{\text{dist}}$ is the sum of two nearly anti-correlated variables and because the quantity reaches a minimum at this point.

In our analysis of the results presented in Figs. 2E,2F we must determine from our measurements of the amplitude of the $P_{\text{dist}}(t)$ and $P_{11}(t)$ oscillations our confidence that these amplitudes are statistically different. To do this we employ a modified Student’s t-test known as Welch’s t-test that is used for samples with possibly unequal variances and degrees of freedom. We obtain the effective degrees of freedom and perform a two-tailed test on the distribution to obtain the probability that the two parameters are different. Using this procedure and the standard errors from the fits (Table S1), we find for the $J/2\pi = 262$ Hz experiment ($J/2\pi = 348$ Hz experiment) a $6.1\sigma$ ($5.5\sigma$) deviation between the $P_{\text{dist}}(t)$ data and $P_{11}(t)$ oscillation amplitudes. Note that these are quite close to what one would calculate from a simple analysis of the standard errors quoted in Table S1 but this method accounts for the finite number of data points.
II. THEORETICAL ANALYSIS

A. Analysis of the three-dimensional optical tweezer potential

The double-well potential formed by two optical tweezers in the experiment is a novel realization for tunneling experiments, possessing properties different from typical lattice experiments. The potential resulting from the experimental configuration described in Sec. [A] is

$$V(r) = -\frac{V_0}{1 + \frac{x^2}{w_0^2}} \exp\left(-\frac{2x^2}{w_0^2 (1 + \frac{z^2}{z_0^2})}\right) \left[\exp\left(-\frac{2(y - a/2)^2}{w_0^2 (1 + \frac{z^2}{z_0^2})}\right) + \exp\left(-\frac{2(y + a/2)^2}{w_0^2 (1 + \frac{z^2}{z_0^2})}\right)\right]$$  (S1)

where $V_0$ is the single-well potential depth, $w_0$ is the beam waist, $z_0$ is the $z$-length scale, $a$ is the gaussian function separation, and we have assumed zero bias between wells. For atoms trapped in a cubic optical lattice, the potential is separable in Cartesian coordinates and hence calculation of single-particle wave functions is straightforward. In contrast, the optical tweezer potential of Eq. (S1) is not separable, and a quantitative treatment of the single-particle dynamics requires a numerical solution of the full 3D Schrödinger equation.

We solve for the eigenstates of Eq. (S1) numerically using a 3D discrete variable representation (DVR) [2]. As Eq. (S1) is invariant under the inversion of any Cartesian coordinate, the eigenstates can be classified according to their parities ($P_x, P_y, P_z$), where, e.g., $P_x = +(-)$ denotes an eigenstate that is even (odd) with respect to inversion along the $x$ direction. The DVR basis has been adapted to take into account this parity symmetry. Additionally, due to the multiplicative separability of Eq. (S1) along $x$ and $y$, we use a quasi-adiabatic method to reduce the effort required to converge the lowest-energy states. That is, we first diagonalize the $y$ kinetic energy together with Eq. (S1) at $x = 0$ and a range of $z$ specified by the $z$-coordinate DVR basis. For each $z$ we then project the $y$ kinetic energy and the potential into a truncated basis of the lowest-energy states of the 1D problem and diagonalize the $x$ and $y$ kinetic energies together with Eq. (S1). After projecting the Hamiltonian for the $x$ and $y$ degrees of freedom into a truncated basis of the lowest-energy states of the 2D problem, we diagonalize the full 3D problem in this reduced basis. Computational effort is reduced for fixed error using the quasi-adiabatic method because the quasi-adiabatic basis sizes are typically much smaller than the DVR basis sizes. Our results have been checked for convergence in both the DVR basis size and the basis size of the quasi-adiabatic decomposition.

Once we have the eigenstates with parity ($P_x, P_y, P_z$), $\psi_{P_x, P_y, P_z; n}(r)$, and their eigenenergies $E_{P_x, P_y, P_z; n}(r)$, where $n$ labels eigenstates increasing in energy as $n = 1, 2, \ldots$, we choose the basis states of our effective model, Eq. (S6) below, as

$$\psi_R(r) = \frac{1}{\sqrt{2}} (\psi_{+++;1}(r) + \psi_{++-;1}(r))$$  \hspace{1cm} (S2)

$$\psi_L(r) = \frac{1}{\sqrt{2}} (\psi_{+++;1}(r) - \psi_{++-;1}(r)).$$  \hspace{1cm} (S3)

The choice of wave functions in Eqs. (S2)-(S3) follows from truncating to the two lowest-energy states, which is valid as long as interactions and temperature are smaller than the energy separation from the excited states. We then choose the particular linear combinations of these states that are maximally localized around the left or right well. Localized basis functions minimize the effect of interactions between wells in the resulting model. For the parameters of the present experiment, interactions between particles in different wells are smaller than 1% of the tunneling, and so are neglected.

From the calculated wave functions, we can determine the single-atom tunnel-coupling $J$ between the tweezers and the two-atom interaction $U$. The tunneling and intra-well interaction matrix elements are defined as

$$J = (E_{++-;n} - E_{+++;n})/2;$$  \hspace{1cm} (S4)

$$U = \frac{4\pi\hbar^2 a_s}{m} \int dr |\psi_L(r)|^4,$$  \hspace{1cm} (S5)

where $a_s = 5.45$ nm is the background $s$-wave scattering length for $^{87}$Rb [8], and $U$ is defined for two atoms in the left tweezer.
B. Analysis of the two-particle dynamics

With the choice of single-particle basis states Eqs. S2-S3, the effective Hamiltonian for two particles in the tunneling phase of the experiment is

\[ \hat{H} = \begin{pmatrix} U & -2J & 0 & 0 \\ -2J & 0 & 0 & 0 \\ 0 & 0 & U & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} , \] (S6)

where the two-particle basis is

\[ \langle r_1, r_2 |+\rangle = \frac{1}{\sqrt{2}} (\psi_L (r_1) \psi_L (r_2) + \psi_R (r_1) \psi_R (r_2)) \] (S7)
\[ \langle r_1, r_2 |S\rangle = \frac{1}{\sqrt{2}} (\psi_L (r_1) \psi_R (r_2) + \psi_R (r_1) \psi_L (r_2)) \] (S8)
\[ \langle r_1, r_2 |−\rangle = \frac{1}{\sqrt{2}} (\psi_L (r_1) \psi_L (r_2) − \psi_R (r_1) \psi_R (r_2)) \] (S9)
\[ \langle r_1, r_2 |A\rangle = \frac{1}{\sqrt{2}} (\psi_L (r_1) \psi_R (r_2) − \psi_R (r_1) \psi_L (r_2)) . \] (S10)

The time-dependent probability to measure one atom in each well,

\[ P_{11} (t) = \text{Tr} [\hat{\rho} (t) (|S\rangle\langle S| + |A\rangle\langle A|)] , \] (S11)

where \( \hat{\rho} (t) \) is the density matrix at time \( t \) with initial condition

\[ \hat{\rho} (0) = \begin{pmatrix} a & \alpha & \beta & \gamma \\ \alpha^* & b & \epsilon & \zeta \\ \beta^* & \epsilon^* & c & \eta \\ \gamma^* & \zeta^* & \eta^* & 1 − a − b − c \end{pmatrix} , \] (S12)

is

\[ P_{11} (t) = 1 − a − c + \frac{4J (2J (a − b) + UR (\alpha))}{\omega_{JU}^2} − \frac{4J (2J (a − b) + UR (\alpha)) \cos (\omega_{JU} t)}{\omega_{JU}^2} \] (S13)
\[ − \frac{4J \mathcal{I} (\alpha)}{\omega_{JU}} \sin (\omega_{JU} t) . \] (S14)

Here \( \omega_{JU}^2 = 16J^2 + U^2 \), and \( \mathcal{R} (\cdot) \) and \( \mathcal{I} (\cdot) \) denote real and imaginary parts. This expression will be used in the next section to understand the dynamics of two atoms in the presence of interactions.

C. Calculation of \( P_{11} \) and contrast for distinguishable atoms

Here we derive constraints on the dynamics of \( P_{\text{dist}} (t) \)—the theoretically expected value of \( P_{11} (t) \) for distinguishable particles—bounding both its minimum value and the amplitude of its oscillations. The experimentally measured amplitude \( (A_{P_{\text{dist}}}) \) and HOM dip \( (P_{\text{HOM}}^\text{min}) \) violate these bounds, and thus the following discussion justifies our claim of indistinguishability. In the analysis below we write simplified expressions for the situation of zero particle loss. In all descriptions in the main text and in the final plots in Fig. S5 the loss is included.

1. Single-atom density matrices

By assumption of distinguishability, we can label an atom initially in the left well as “atom 1” and an atom initially in the right well as “atom 2”, regardless of whether there is one or two atoms. We define the point in time immediately after the ramp down of the double-well barrier to be \( t = 0 \), at which point the density matrices for atoms 1 and 2 are

\[ \rho_1 (0) = \begin{pmatrix} \rho_{1L} (0) & \rho_{1R} (0) \\ \rho_{1R} (0) & \rho_{1L} (0) \end{pmatrix} , \quad \rho_2 (0) = \begin{pmatrix} \rho_{2L} (0) & \rho_{2R} (0) \\ \rho_{2R} (0) & \rho_{2L} (0) \end{pmatrix} . \]
These density matrices can be visualized on a Bloch sphere (see Fig. S5) by associating the $z$ direction with the $|L\rangle$, $|R\rangle$ basis, and choosing the direction defined by the ground state of the single-atom tunneling Hamiltonian $\{(|L\rangle + |R\rangle)/\sqrt{2}\}$ to be the $x$ direction, such that

$$
\rho_1(0) = \frac{1}{2} \begin{pmatrix}
1 + z_1 & x_1 - iy_1 \\
x_1 + iy_1 & 1 - z_1
\end{pmatrix}, \\
\rho_2(0) = \frac{1}{2} \begin{pmatrix}
1 + z_2 & x_2 - iy_2 \\
x_2 + iy_2 & 1 - z_2
\end{pmatrix}.
$$

In this picture, the single particle dynamics amounts to rotation about the $x$-axis. The single-atom experiments measure the probability $P_1 = \rho_{1\text{L}}(t)$ for an atom starting in either the left or right well to be in the left well at time $t$. The oscillation amplitude of $P_1$ for an atom starting in the left (right) well is $A_1$ ($A_2$), and this amplitude determines the length of the Bloch vector’s projection into the $yz$ plane

$$A_1 = \sqrt{y_1^2 + z_1^2}, \quad A_2 = \sqrt{y_2^2 + z_2^2}. \tag{S15}$$

The experimentally measured phases $\phi_1$ and $\phi_2$, which can be nonzero due to small but non-vanishing tunneling initiated during the final stages of the ramp (right before $t = 0$) determine the angle of the Bloch vectors in the $yz$ plane at $t = 0$, measured from the $z$ axis,

$$\tan \phi_1 = y_1/z_1, \quad \tan \phi_2 = y_2/z_2. \tag{S16}$$

Equations (S15) and (S16), taken together, are sufficient to reconstruct $y_{1(2)}$ and $z_{1(2)}$ from the experimental data. The data do not, however, specify the initial $x$-component of the Bloch vector, and this unknown degree of freedom must be considered in the presence of interactions (this issue is considered in detail below). In the experiment, the single-atom observables are the two diagonal elements $\rho_{1\text{L}}(t)$ and $\rho_{2\text{L}}(t)$, reported as the blue and red traces in Figs. 2B,C of the manuscript, respectively. In terms of the contrast and phase, we have

$$\rho_{1\text{L}}(t) = \frac{1}{2} + \frac{A_1}{2} \cos(2Jt - \phi_1), \tag{S17}$$

$$\rho_{2\text{L}}(t) = \frac{1}{2} - \frac{A_2}{2} \cos(2Jt - \phi_2). \tag{S18}$$

2. Inferred two-atom dynamics in the absence of interactions

In the experiment, the atoms are prepared independently in spatially separated tweezers, and they do not interact appreciably before $t = 0$. As a result, they must be uncorrelated at the onset of the tunneling, and we therefore consider the dynamics of an initial product state of distinguishable atoms

$$\rho(0) = \rho_1(0) \otimes \rho_2(0). \tag{S19}$$

If interactions are ignored during the tunneling, it can be shown that

$$P_{\text{dist}}(t) \equiv \text{Tr} [\rho(t)|L\rangle_1 \langle L_1| \otimes |R\rangle_2 \langle R_2| + \text{Tr} [\rho(t)|R\rangle_1 \langle R_1| \otimes |L\rangle_2 \langle L_2| = \rho_{1\text{L}}(t)\rho_{2\text{R}}(t) + \rho_{1\text{R}}(t)\rho_{2\text{L}}(t) = P_{1\text{L}}(t)P_{2\text{R}}(t) + P_{1\text{R}}(t)P_{2\text{L}}(t) \tag{S20}$$

satisfies

$$P_{\text{dist}}(t) = \frac{1}{2} + \frac{A_1A_2}{2} \cos(2Jt - \phi_1) \cos(2Jt - \phi_2) \tag{S21}.$$ 

Equation (S21) constrains that distinguishable and uncorrelated particles exhibit oscillations in $P_{\text{11}}$ with a contrast $A_1A_2/2$.

As discussed in Sec. I E, nonzero phase shifts of $\phi_{1,2} = 2Jt_{\text{corr}}$ are measured in the experiment. Thus the intersection of $\rho_{1\text{L}}(t)$ and $\rho_{2\text{L}}(t)$ occurs at a time $t_{\text{HOM}} = 2\pi/8J + t_{\text{corr}}$, and $\rho_{1\text{L}}(t_{\text{HOM}}) = \rho_{2\text{L}}(t_{\text{HOM}}) = 1/2$ (neglecting single-atom loss). At this time, we therefore have

$$\cos(2Jt_{\text{HOM}} - \phi_1) = \cos(2Jt_{\text{HOM}} - \phi_2) = 0, \tag{S22}$$

and hence $P_{\text{dist}}(t_{\text{HOM}}) = 1/2$. This result is not surprising, because two uncorrelated and distinguishable atoms, which are each equally likely to be found in either well, ought to be found in different wells with probability 1/2. Thus, for noninteracting particles, an experimental measurement of $P_{1\text{L}}(t_{\text{HOM}}) < 1/2$ is a direct demonstration of indistinguishability.
3. Inferred two-atom dynamics with interactions

The two-particle dynamics in the presence of interactions depends not only on the measured Bloch vector components $\mathbf{y}_1(2)$ and $\mathbf{z}_1(2)$, but also on the unknown values $x_{1(2)}$. Though undetermined, these coherences are constrained to satisfy

$$|x_1| \leq (1 - A_1^2)^{1/2} \quad \text{and} \quad |x_2| \leq (1 - A_2^2)^{1/2}. \quad (S23)$$

These equations simply enforce that the total single-particle Bloch vector length must be less than unity, and $x_{1(2)}$ take on their extremal values only for a pure state.

The two-particle density matrix in Eq. (S19) by using the results of Sec. II B. After some algebra, we find that the minimum value of $P_{\text{dist}}(t)$ is given by

$$P(x) = \frac{2 + A_1 A_2}{4} + \frac{U(J x + U A_1 A_2 \cos(2\phi)/4)}{16 J^2 + U^2}$$

$$\quad - \frac{J \sqrt{(U x - 4 J A_1 A_2 \cos 2\phi)^2 + 64 J^2 A_1^2 A_2^2 \cos^2 \phi \sin^2 \phi + U^2 A_1^2 A_2^2 \sin^2(2\phi)}}{16 J^2 + U^2}, \quad (S24)$$

while the contrast is given by

$$A(x) = \frac{2 J \sqrt{(U x - 4 J A_1 A_2 \cos 2\phi)^2 + 64 J^2 A_1^2 A_2^2 \cos^2 \phi \sin^2 \phi + U^2 A_1^2 A_2^2 \sin^2(2\phi)}}{16 J^2 + U^2}. \quad (S25)$$

Here $x = x_1 + x_2$, and we have set $\phi_1 = \phi_2 = \phi$ (these phases are measured to be very nearly equal in the experiment). In principle, the unknown coherences $x_1$ and $x_2$ can be nonzero. If so, these would necessarily develop at the end of the ramp of the trap to the tunneling parameters [time interval $T_2$ in Fig. S2A] as a result of this ramp speed not being infinitely fast compared to the tunneling $J$. However, we note that the development of coherences due to quasi-adiabatic effects during the ramp down requires a bias $\Delta \neq 0$. For a fixed bias, a simple model of the Landau-Zener type crossing predicts that $x_1 = -x_2$, and thus $x = 0$. If, on the other hand, the bias is fluctuating, then we also expect these coherences to remain zero. Therefore, it is exceedingly likely that $x = 0$ at the onset of the experiment, resulting in the bounds

$$P_{\text{dist}}(t_{\text{HOM}}) \geq P(0) \quad \text{and} \quad A_{P_{\text{dist}}} \leq A(0). \quad (S26)$$

A more conservative bound can be derived by ignoring our reasonable expectation that $x = 0$ at the onset of tunneling, and simply minimizing [maximizing] $P(x)[A(x)]$ over $x$. This occurs when $x$ takes on the extremal value

$$x_0 = -(1 - A_1^2)^{1/2} - (1 - A_2^2)^{1/2} \quad (S27)$$

(i.e. when both atoms start in a pure state in a direction diametrically opposed to the ground state of the tunneling Hamiltonian), thus providing more conservative bounds on the distinguishable expectation

$$P_{\text{dist}}(t_{\text{HOM}}) \geq P(x_0) \quad \text{and} \quad A_{P_{\text{dist}}} \leq A(x_0). \quad (S28)$$

These bounds on $P_{\text{dist}}(t_{\text{HOM}})$ and $A_{P_{\text{dist}}}$ are plotted as black solid ($x = 0$) and red dotted ($x = x_0$) lines in Fig. S6. In Figs. S6A,B we see that, while interactions do allow $P_{\text{dist}}(t_{\text{HOM}})$ to fall below 1/2, the experimentally measured HOM dip ($P_{\text{min}}(t_{\text{HOM}})$, blue point) still falls below the minimal value allowable for distinguishable particles. In Figs. S6C,D we see that interactions can also increase the oscillation contrast of $P_{\text{dist}}(t)$, but the experimentally measured contrast ($A_{P_{\text{min}}}$, blue point) still falls above the maximum value allowed for distinguishable particles. We emphasize again that the minimization [maximization] of $P(x)[A(x)]$ over $x$ is extremely conservative, because the types of states that minimize it—pure states with coherences diametrically opposed to the direction set by the tunnel coupling—are highly implausible. Focusing on the more natural bounds given in Eq. (S26), we see that interactions actually tend to increase the minimum possible value of the HOM dip for distinguishable particles, while decreasing the maximum contrast.

The experimentally measured single-particle quantities used for producing the plots in Fig. S6 and the uncertainties propagated through Eqs. S24, S25 to determine the error bands, are shown in Table S1.
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FIG. S1. A list of the possible outcomes of our imaging protocol. A 0 (1) within a box indicates that on the pixel corresponding to either the left (L) or right (R) wells, the measured counts fell below (exceeded) the threshold for triggering atom detection. The red, blue, and grey regions highlight the signals used to produce the data points in, for example, Fig. 2B,E. \( P_L^1 (P_R^2) \) refers to an atom that started on the left (right), i.e. the first image indicated an atom on the left (right).

FIG. S2. Protocol for initiating tunneling. (A) The tunneling sequence as a function of time, illustrated for the 96 kHz final trap depth. (B) For the 96 kHz depth, tunneling at times before \( t = 0 \) for a single atom starting on the right (red), on the left (blue), and with one atom in each well (black).

FIG. S3. Tunneling dependences at the 96 kHz well depth. (A) For a 0.9 ms tunneling time, we scan the relative well bias, \( \Delta \), and observe the single particle tunneling resonance, symmetrically for an atom originating from either well. The blue circles (red triangles) correspond to atoms starting in the left (right) well. (B) At \( \Delta = 0 \), we observe oscillations at \( 2J \) in the expectation value of an atom’s position. (C) We measure and plot the tunneling \( J \) as a function of the gaussian function spacing \( a \). The solid black line is a theoretical expectation for a 96 kHz single well depth and 707 nm gaussian spot size.
FIG. S4. Single atom spin-flip data. After the protocol we use to flip a single spin, we measure the spin state with a resonant push-out beam that removes $F = 2$ atoms from the trap \cite{2}. (A) Microwave spectrum with a 16 $\mu$s microwave pulse for the right well (red triangles) and left well (blue circles). The dashed line indicates the detuning used in the experiment in Fig. 3A. (B) Microwave Rabi oscillations for a detuning of $+6$kHz from the right well resonance (indicated by the dashed line in A) for the right well (red triangles) and left well (blue circles).

FIG. S5. (A) Bloch sphere used to describe the single-atom density matrices. (B) Two tables: The top one summarizes the connection between Cartesian coordinates of the Bloch vector and populations/coherences in the $|L\rangle,|R\rangle$ basis, while the bottom one connects the Cartesian coordinates to experimentally measured phase and contrast. (C) Schematic of the single-particle dynamics and the meaning of $\phi_{1(2)}$ and $A_{1(2)}$. 
FIG. S6. Bounds on $P_{\text{dist}}(t_{\text{HOM}})$ (A,B) and $A_{P_{\text{dist}}}$ (C,D): The two left panels (A,C) are for experiments with $U/J = 0.44(4)$, while the two right panels (B,D) are for experiments with $U/J = 0.22(2)$. In all plots, the figure of the manuscript to which the presented data corresponds is given in the plot label. In panels A and B, the black curve is $P(x = 0)$, which is a lower bound on the HOM dip for distinguishable particles assuming no initial coherences along the $x$-direction of the Bloch sphere. The dark shaded uncertainty region of the curve is obtained by propagating uncertainties in the experimentally measured single-particle amplitudes ($A_1, A_2$) and phases ($\phi_1, \phi_2$) through Eq. (S24). The light shaded region below the black curve is therefore classically forbidden, i.e. inaccessible to distinguishable particles. The red dashed curve is $P(x_0)$, which is a worst case scenario that could, in principal, be saturated by distinguishable particles (the red shaded region is obtained in the same way). The measured minimum of the HOM dip ($P_{\text{HOM}}^{\min}$, blue point) sits in the classically forbidden region. Panels C and D are similar to the top panels, except now we plot the contrast bound ($A$) and the blue points are measured values of $A_{P_{11}}$. 
### Important numbers from tunneling dynamics plots

| Measurement | $P_{\text{loss}}$ | $A_{P_{11}}$ | $A_{P_{\text{dist}}}$ | $U/J$ | $A_1$ | $A_2$ | $\phi$ |
|-------------|-------------------|---------------|----------------------|-------|-------|-------|--------|
| Fig. 2B, 2E| 0.049(2)          | 0.46(2)       | 0.282(12)            | 0.44(4)| 0.722(15) | 0.765(16) | -0.20(7) |
| Fig. 2C, 2F| 0.034(2)          | 0.48(2)       | 0.306(18)            | 0.22(2)| 0.77(2)  | 0.83(2)  | -0.45(7) |

### Important numbers from $t_{\text{HOM}}$ plots

| Measurement | $P_{\text{loss}}$ | $(1 - P_{\text{loss}})^2/2$ | $P_{\text{min}}^{\text{HOM}}$ |
|-------------|-------------------|-----------------------------|-----------------------------|
| Fig. 3A     | 0.032(2)          | 0.4689(19)                  | 0.314(14)                  |
| Fig. 3B     | 0.0337(17)        | 0.4669(16)                  | 0.296(10)                  |
| Fig. 3C     | 0.0346(15)        | 0.4660(14)                  | 0.28(2)                    |

**TABLE S1.** Summary of the important parameters for understanding the experimentally observed two-particle interference. The experimental signature of the HOM effect is reflected in the difference between our measurements and the expectation for distinguishable atoms: In the top table the values to compare are $A_{P_{11}}$ and $A_{P_{\text{dist}}}$. In the bottom table the values to compare are $(1 - P_{\text{loss}})^2/2$ and $P_{\text{min}}^{\text{HOM}}$. Each value of $P_{\text{loss}}$ is computed by taking the mean over all single atom data in the specified set. The values tabulated here are used to produce the distinguishable limits shown in Fig. S6.
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