An efficient solution for Dirac equation in 3D lattice space with the conjugate gradient method
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Abstract

An efficient method, preconditioned conjugate gradient method with a filtering function (PCG-F), is proposed for solving iteratively the Dirac equation in 3D lattice space for nuclear systems. The filtering function is adopted to avoid the variational collapsed problem and a momentum-dependent preconditioner is introduced to promote the efficiency of the iteration. The PCG-F method is demonstrated in solving the Dirac equation with given spherical and deformed Woods-Saxon potentials. The solutions given by the inverse Hamiltonian method in 3D lattice space and the shooting method in radial coordinate space are reproduced with a high accuracy. In comparison with the existing inverse Hamiltonian method, the present PCG-F method is much faster in the convergence of the iteration, in particular for deformed potentials. It may also provide a promising way to solve the relativistic Hartree-Bogoliubov equation iteratively in the future.
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I. INTRODUCTION

During the past decades, new experimental facilities with radioactive beams have extended our knowledge of nuclear physics from the stable to the unstable nuclei far from the stability line. The density functional theory (DFT) has been proved to be an important microscopic approach for self-consistent description of nuclei [1]. Starting from a universal energy density functional, DFT can provide a satisfactory description for nuclei all over the nuclide chart. The covariant density functional theory (CDFT), which includes the Lorentz symmetry, has attracted a lot of attention in nuclear physics [2–6]. Its starting point is a standard effective Lagrangian density, where nucleons can be coupled with either finite-range meson fields [7, 8] or zero-range point-coupling interactions [9, 10]. The CDFT brings many advantages to describe the nuclear systems, such as the natural inclusion of spin-orbit interactions [11] and the self-consistent treatment of the time-odd fields [12, 13].

An essential ingredient of DFT is to solve the so-called Kohn-Sham equation for nucleons. In many cases, it has been solved by an expansion of a finite set of basis functions, such as, the eigenfunctions of a harmonic oscillator. This method has been used successfully for many investigations in the literature, but it has limitations: (a) The convergence of the number of basis functions depends on the parameters of the basis, and this requires a careful optimization of these parameters, for example, in describing nuclear states with large deformations; (b) For heavy nuclei, the required number of basis functions becomes large, and the construction and diagonalization of the single-particle Hamiltonian matrix with a large dimension in each step of the iteration leads to a surge of computational costs; (c) There are specific difficulties in describing nuclei with a large space distribution, for instance, in the case of halo nuclei [4, 14, 15]. Therefore, the methods developed in coordinate space are preferred to avoid these limitations.

The CDFT has been successfully developed in spherical coordinate space by solving the spherical relativistic Hartree-Bogoliubov (RHB) equation, where the conventional shooting method works quite well [16]. It has been applied to investigate the halo and giant halo phenomena in nuclei [17, 18]. Recently, this framework has also been used to explore the limits of the nuclear landscape [19]. For deformed nuclei, however, the shooting method becomes rather complicated due to the difficulty in solving the coupled channel differential equations [20]. Therefore, the Dirac Woods-Saxon (DWS) basis was proposed [21] and the
corresponding DWS basis expansion method has been used in the CDFT for deformed halo in nuclei [22–25]. The same basis has also been employed in the development of spherical and axially deformed relativistic Hartree-Fock theories [26–28], where nonlocal potentials are involved in. Despite these achievements, the CDFT calculations with further inclusions of triaxial and/or octupole deformations become very sophisticated in the DWS expansion method. Therefore, to develop the CDFT in three-dimensional (3D) lattice space without any symmetry limitation is highly desired.

The nonrelativistic DFT in 3D lattice space has been realized for a long time with the iterative methods including the imaginary time method [29, 30] and the damped-gradient method [31–33]. The basic idea of these iterative methods is searching for the descending direction of energy and following it iteratively until a local energy minimum is reached. For covariant DFT, however, due to the existence of Dirac sea in Dirac equation, the relativistic ground state within the Fermi sea is a saddle point rather than a minimum. A direct application of the iterative methods for Dirac equation usually encounters the so-called variational collapse problem [34, 35]. Therefore, the development of the CDFT on a 3D lattice becomes a longstanding challenge. Recently, the inverse Hamiltonian method (IHM) has been used to avoid the variational collapse problem [36], and to solve the CDFT in 3D lattice space [37]. Later on, the Fourier spectral method has been used to solve the fermion doubling problem [38], another challenge in the numerical implementation of the IHM in lattice space. This new framework is then successfully applied to study the nuclear linear-chain [39] and toroidal structures [40]. Very Recently, the time-dependent CDFT has also been developed on a 3D lattice and applied to investigate the microscopic dynamics of the linear-chain cluster states [41].

Although the IHM has been successful to solve the Dirac equations in 3D lattice space, it is still very time-consuming for heavy nuclei, due to the numerical complexity for calculating the inverse of the Dirac Hamiltonian. Moreover, it is practically difficult to apply the IHM to Hartree-Fock-Bogoliubov (HFB) calculations in 3D lattice space due to the slow convergence in calculating the inverse of a HFB Hamiltonian [42], although it is feasible in the spherical case [43]. Therefore, it is desirable to develop an efficient method to solve the Dirac equation in 3D lattice space.

In this paper, inspired by the successful application of the conjugate gradient method with a filtering step to solve the Dirac equation for electron systems [44], a preconditioned
conjugate gradient method with a filtering function (PCG-F) is developed to solve the Dirac equation for nuclear systems on a 3D lattice. This new method avoids the inverse of Hamiltonian and, thus, provides an efficient way to solve the nuclear Dirac equation in 3D lattice space. Moreover, it also paves a new way to solve the RHB equation with the powerful gradient method \[45\]. The efficiency and accuracy of the newly proposed PCG-F method are demonstrated in comparison with the inverse Hamiltonian and shooting methods.

II. THEORETICAL FRAMEWORK

A. Conjugate gradient method for eigenstate problems

The conjugate gradient method was proposed to solve the system of linear equations iteratively \[46\]. Later on, it was extended to solve the eigenstate problem \[47]\.

\[
A\phi = \lambda\phi, 
\]

(1)

where \(A\) is a real \(n \times n\) symmetric matrix and \(\phi\) is the eigenstate with the eigenvalue \(\lambda\). In the conjugate gradient method, the eigenstate with the smallest eigenvalue is obtained by minimizing the Rayleigh quotient,

\[
\min_{X \in \mathbb{R}^n} \lambda(X) = \min_{X \in \mathbb{R}^n} \frac{(X, AX)}{(X, X)}. 
\]

(2)

Here, the trial solution \(X\) is updated iteratively starting from an normalized initial guess \(X^{(0)}\). In the \(i\)-th iteration, the search direction \(P^{(i)}\) for updating \(X^{(i)}\) is determined by

\[
P^{(i)} = R^{(i)} + \beta^{(i-1)}P^{(i-1)}, \quad \beta^{(i-1)} = -\frac{(R^{(i)}, AP^{(i-1)})}{(P^{(i-1)}, AP^{(i-1)})} 
\]

(3)

with the residual \(R^{(i)} = AX^{(i)} - (X^{(i)}, AX^{(i)})X^{(i)}\) and \(P^{(0)} = R^{(0)}\). As a result, the updated \(X^{(i+1)}\) is provided by

\[
X^{(i+1)} = G^a X^{(i)} + G^b P^{(i)}, 
\]

(4)

where the coefficients \(G^a\) and \(G^b\) are chosen to minimize \(\lambda^{(i+1)} = (X^{(i+1)}, AX^{(i+1)})\) under the normalization condition \((X^{(i+1)}, X^{(i+1)}) = 1\).

B. Locally optimal block preconditioned conjugate gradient method

For a long time, the conjugate gradient method suffers from a poor convergence in the iteration process of finding the eigenstate. Therefore, the preconditioning technique has
been introduced, and this provides the preconditioned conjugate gradient (PCG) methods [48]. Compared to other types of PCG methods, the so-called locally optimal block PCG method [49], where the local optimization of a three-term recurrence is adopted, has been shown to be effective for evaluating a relatively large number of eigenvalues and eigenstates.

In the locally optimal block PCG method, the $n$ lowest eigenstates of a Hamiltonian $\hat{h}$ are solved iteratively starting from a sets of normalized guess solutions $X_k^{(0)}$ ($k = 1, 2, ..., n$). The trial wavefunction $X_k$ is updated iteratively with

$$X_k^{(i+1)} = \sum_{l=1}^{n} \left( G_{kl}^a X_l^{(i)} + G_{kl}^b R_l^{(i)} + G_{kl}^c P_l^{(i)} \right).$$

(5)

Here, $R_l^{(i)}$ is the residual

$$R_l^{(i)} = \hat{h} X_l^{(i)} - \langle X_l^{(i)} | \hat{h} | X_l^{(i)} \rangle X_l^{(i)},$$

(6)

and $P_l^{(i)}$ is the previous search direction

$$P_l^{(i)} = X_l^{(i)} - \sum_{l'=1}^{n} \langle X_l^{(i-1)} | X_l^{(i)} \rangle X_l^{(i-1)}, \quad P_l^{(0)} = 0.$$  

(7)

To accelerate the convergence of the evolution, the preconditioning technique is usually adopted for $R_l^{(i)}$

$$W_l^{(i)} = \hat{T}_l^{-1} R_l^{(i)},$$

(8)

where $\hat{T}_l$ is the preconditioner. As a result, the wavefunction $X_k$ is updated with

$$X_k^{(i+1)} = \sum_{l=1}^{n} \left( G_{kl}^a X_l^{(i)} + G_{kl}^b W_l^{(i)} + G_{kl}^c P_l^{(i)} \right),$$

(9)

where the coefficient matrices $G^a$, $G^b$ and $G^c$ are chosen to minimize $\sum_{k=1}^{n} \langle X_k^{(i+1)} | \hat{h} | X_k^{(i+1)} \rangle$ under the orthonormalization condition $\langle X_k^{(i+1)} | X_l^{(i+1)} \rangle = \delta_{kl}$.

C. Filtering and preconditioning operators for Dirac equation

The main task for CDFT is to solve the Dirac equation with the Hamiltonian,

$$\hat{h} = \alpha \cdot \hat{p} + \beta (m_N + S) + V - m_N,$$

(10)

where $\alpha$ and $\beta$ are the Dirac matrices, $m_N$ is the mass of nucleon, and $S$ and $V$ are the scalar and vector potentials, respectively. For the sake of convenience, here the Hamiltonian
is shifted down by a nucleon mass \( m_N \). Since the spectrum of the Dirac Hamiltonian \( \hat{h} \) contains negative- and positive-energy states, a direct application of the PCG method would suffer from the variational collapse problem.

To avoid the variational collapse problem, a filtering operator can be used to suppress the components of negative-energy states in the wavefunctions during the iteration. In the present work, the filtering operator is taken as,

\[
F(\hat{h}) = \frac{1}{D^2} (\hat{h} - C)^2, \tag{11}
\]

where \( C \) and \( D \) are two parameters to be optimized in the practical calculations. The filtering operator is implemented in the PCG method by replacing \( X_l^{(i)} \) and \( W_l^{(i)} \) in Eq. (9) with

\[
X_l^{(i)} \rightarrow F(\hat{h})X_l^{(i)}, \quad W_l^{(i)} \rightarrow [F(\hat{h})]^{N_F} W_l^{(i)}. \tag{12}
\]

Note that here the filtering operation on \( W_l^{(i)} \) is carried out by \( N_F \) times. This is different from the solution of Dirac equation for electron systems, where the states in the Fermi- and Dirac sea are well separated due to the negligible spin-orbit splittings. For nuclear systems, however, due to the large spin-orbit interactions, the energy gap between the positive- and negative-energy states is only two or three times of the potentials \( S \) and \( V \). The optimized value of \( N_F \) will be discussed below in Sec. III.

The multiple filtering operations on \( W_l^{(i)} \) could lead to a poor convergence behavior because the components of high positive-energy states can be substantially enlarged. Motivated by the fact that the high-energy states are usually dominated by the kinetic energy, here the preconditioner \( \hat{T} \) in Eq. (8) is chosen as the following momentum-dependent form,

\[
\hat{T}_l = [\hat{p}^2 + g_l^2 m_N^2]^2, \tag{13}
\]

where \( g_l \) is a optimized factor and will be discussed below in Sec. III. This preconditioner operation could effectively damp the components of high-energy states, and provides an efficient convergence. Note that for electron systems, such a preconditioner operation is not mandatory [44].
III. NUMERICAL DETAILS

In the present work, the Dirac equation for nucleons is solved in 3D lattice space by the PCG-F method. The large scalar and vector potentials are taken as a Woods-Saxon form,

\[ V(r) + S(r) = \frac{V_0}{1 + \exp[(r - R_0 D(\theta, \varphi))/a]}, \]
\[ V(r) - S(r) = \frac{-\lambda V_0}{1 + \exp[(r - R_{ls} D(\theta, \varphi))/a_{ls}]}, \]

where \( D(\theta, \varphi) \) brings in the quadrupole \((\beta, \gamma)\) and octupole deformations \(\beta_{30}\),

\[ D(\theta, \varphi) = 1 + \beta \cos \gamma Y_{20}(\theta, \varphi) + \frac{1}{\sqrt{2}} \beta \sin \gamma [Y_{22}(\theta, \varphi) + Y_{2(-2)}(\theta, \varphi)] + \beta_{30} Y_{30}(\theta, \varphi). \]

The parameters for the Woods-Saxon potentials are listed in Table I, which correspond to the neutron potentials of \(^{48}\text{Ca}\) [50].

| V_0 [MeV] | R_0 [fm] | a [fm] | \lambda | R_{ls} [fm] | a_{ls} [fm] |
|-----------|---------|-------|--------|----------|---------|
| -65.796   | 4.482   | 0.615 | 11.118 | 4.159    | 0.648   |

In the present calculations, the coordinate space along the \(x\), \(y\), and \(z\) axes is respectively discretized by 28 grids with the mesh size \(d = 1\) fm. The initial guess of the single-particle wavefunctions are taken as the spherical harmonic oscillator wavefunctions for both upper and lower components. To avoid the fermion doubling problem, the spatial derivatives are performed in the momentum space with the help of the fast Fourier transformation [38].

For the filtering operation, we define \( C = -2m_N \) in \( F(\hat{h}) \), and this is in analogy to Ref. [44], where \( C = -2m_e \) is used for electron systems. It should be noted that the value of \( D \) is in principle irrelative, because it is anyhow absorbed in the coefficient matrices \( G^a, G^b, G^c \) in Eq. (9) via the energy minimization and orthonormalization condition. In the present work, we define \( D = (V + S)_{\text{min}} + 2m_N \) with \((V + S)_{\text{min}}\) being the minimum of the potential \( V + S \) in the coordinate space. By this definition, we have \( F(\hat{h}) \approx 1 \) for the lowest positive-energy state, and \( F(\hat{h}) \approx 0.1 \) for the highest negative-energy state.

To illustrate the effects of the filtering operation, in Fig. I(a), the filtering function \( F(E) \) is shown as a function of energy \( E \). It can be seen that the \( F(E) \) values are very small.
(around $10^{-1}$) in the region of negative-energy spectrum, in comparison with those in the positive-energy spectrum. This could suppress the negative-energy components during the iteration, while the suppression is found to be not sufficient to avoid the variational collapse in the practical calculations. Therefore, as in Eq. (12), the filtering operation on $W_l^{(i)}$ is performed by $N_F$ times.

In Figs. 1(b) and 1(c), the square and fourth power of the filtering function $F(E)$ are shown respectively. The suppression of the filtering function on negative-energy states is promoted obviously with the increasing power. In particular for $F^4(E)$, the suppression on the negative-energy states reaches to an order of $10^{-4}$. It is found that such a suppression works quite well to overcome the variational collapse problem and, thus, we adopt $N_F = 4$ in the present work.

In Fig. 1 one can also see that the filtering function at high energies becomes larger with the increasing power. This could lead to a slow convergence of the iteration, because the components of bound states are relatively reduced by the filtering function. Therefore, as in Eq. (13), the preconditioner $\hat{T}_l$ is introduced, and the factor $g_l$ is taken as

$$g_l = 0.4 \frac{\lambda_l - (V + S)_{\min}}{(V + S)_{\min}} + 0.6,$$

with the single-particle energy $\lambda_l = \langle X_l | \hat{h} | X_l \rangle$.

To demonstrate the effects of the preconditioner, the PCG-F method is applied for a Dirac equation with a spherical Woods-Saxon potential in 3D lattice space by either considering the preconditioner $\hat{T}_l$ as in Eq. (13) or setting $\hat{T}_l$ as a unit operator, i.e., without preconditioner. The evolution of the maximum energy dispersion $\langle \hat{h}^2 \rangle - \langle \hat{h} \rangle^2$ for the bound single-particle states is shown in Fig. 2. For the PCG-F method, it takes only 15 iterations to reduce the maximum energy dispersion to $10^{-8}$ MeV$^2$, while without the preconditioner, it takes more than 1200 iterations to reach the same level. As a comparison, the IHM calculations require more than 30 iterations to reach this accuracy. Moreover, one can see that the energy dispersions can drop to around $10^{-10}$ MeV$^2$ after 18 iterations for the PCG-F method (after 37 iterations for the IHM), but they are finally fluctuated around $10^{-8}$ MeV$^2$ for the calculations without the preconditioner. Therefore, one can conclude that the preconditioner greatly improves the convergent accuracy and the speed of the iteration.

In the previous work with the IHM [38], the convergence of a wavefunction is regarded to be reached if the corresponding energy dispersion is smaller than $10^{-8}$ MeV$^2$. The same
FIG. 1. (Color online) The filtering function $F^n(E)$ with $n = 1$ (top), $n = 2$ (middle), and $n = 4$ (bottom) as a function of energy $E$. The solid and dashed lines respectively correspond to the positive- and negative-energy states, which are separated by the filtering function values (dotted lines). The insets present a partial enlargement for the negative-energy region.

IV. RESULTS AND DISCUSSION

A. Spherical potential

We first assume the potentials $S$ and $V$ in Eq. (14) are spherical, and solve the corresponding Dirac equation with the PCG-F method. The results of other methods, including the IHM in 3D lattice space and the shooting method in radial coordinate space, are used for comparison. The numerical details used in the IHM is the same as those in the PCG-
FIG. 2. (Color online) Evolution of the maximum energy dispersion for the bound single-particle states in the spherical Woods-Saxon potential as a function of the iteration number. The solid and dashed lines respectively represent the results with and without the preconditioner, and the abscissa of the latter is scaled by a factor of 30. The results of the inverse Hamiltonian method (dotted line) are also shown for comparison.

F method. For the shooting method, the radial box size $R = 20$ fm and the mesh size $dr = 0.01$ fm are adopted, and the obtained results can be regarded as exact solutions thanks to the high accuracy.

FIG. 3. (Color online) Evolution of the single-particle energies in a spherical Woods-Saxon potential obtained by the PCG-F method as a function of the iteration numbers. For comparison, the single-particle energies obtained by the inverse Hamiltonian and the shooting methods are shown in the right side together with the spherical quantum numbers.

In Fig. 3, the evolution of single-particle energies obtained by the PCG-F method is shown as a function of the iteration numbers. There are 40 bound states obtained in the PCG-F
method, and they are grouped in energy according to the degeneracy due to the spherical symmetry. One can see that the single-particle energies given by the PCG-F method are in very good agreement with those give by the IHM and the shooting method. Although the evolution in Fig. 3 is shown up to 20 iterations, to check the numerical stability of the PCG-F methods, the calculation was carried out up to the 3000th iteration. It is found that the obtained single-particle energies of the bound states are quite stable after the 15th iteration, and the negative-energy states are eliminated perfectly.

![Graph showing single-particle energy deviations](image)

**FIG. 4.** (Color online) Absolute differences between the single-particle energies in a spherical Woods-Saxon potential obtained with the PCG-F method and those with other methods including the inverse Hamiltonian (a) and shooting (b) methods. The spherical quantum numbers are listed in panel (b). For the degenerate states, only the maximum and minimum deviations are shown with the connecting bands.

For a more precise comparison, Fig. 4 shows the absolute differences between the single-particle energies obtained with the PCG-F method and those with the inverse Hamiltonian and shooting methods. In Fig. 4(a), one can see that the absolute energy deviations between the PCG-F method and IHM are extremely small for all states, i.e., less than $10^{-12}$ MeV. This demonstrates that the 3D lattice calculations with these two methods are in accuracy at the same level.

In Fig. 4(b), the absolute energy deviations between the PCG-F and shooting methods are found to be in the range of $10^{-5} \sim 10^{-3}$ MeV. This also shows the high accuracy of the
PCG-F method, and it can be further improved by reducing the mesh size and/or enlarging the 3D box size. Moreover, in contrast to the shooting solutions, the spherical degeneracy of the single-particle levels are slightly broken in the 3D lattice calculations. This is because the discretized 3D lattice space is not exactly spherical, while the spherical symmetry is exactly fulfilled for the shooting method on radial coordinates.

![Graph](image)

**FIG. 5.** (Color online) The total density of the lowest 28 levels in the spherical Woods-Saxon potential as a function of the radial coordinate \( r \) in normal (top) and logarithmic scales (bottom). The circles and lines represent the results of the PCG-F and shooting methods, respectively.

Apart from the single-particle energies, it is necessary to examine the accuracy of the wavefunctions. This is shown in Fig. 5 where the total density of the lowest 28 levels, i.e., the neutron density for \(^{48}\text{Ca}\), are shown as a function of the radial coordinate \( r \) in normal and logarithmic scales, respectively. The density obtained with the PCG-F method agrees with that with the shooting method very well, even at very large \( r \) values. In the region of \( r > 5 \) fm, both densities decrease exponentially. This reveals that the PCG-F method could properly describe the asymptotic behavior of the single-particle wavefunctions.

**B. Deformed potential**

Deformation can be introduced to the potentials \( S \) and \( V \) through the parameters \((\beta, \gamma, \beta_{30})\) in Eq. (15). We investigate three cases with the PCG-F method, i.e., \((\beta, \gamma, \beta_{30}) = \)
(0.3, 0°, 0), (0.3, 30°, 0), and (0.3, 30°, 0.1), and they correspond to the axial, triaxial, and triaxially octupole potentials, respectively. The calculated results are compared with the IHM in 3D lattice space.

FIG. 6. (Color online) The maximum energy dispersions of the bound single-particle states in various Woods-Saxon potentials obtained by the PCG-F (top) and inverse Hamiltonian methods (bottom) as a function of the iteration number.

Firstly, the convergent behavior of the PCG-F and inverse Hamiltonian methods is examined for spherical and deformed potentials in Fig. 6, where the maximum energy dispersions of the bound single-particle states are shown as a function of the iteration number. For deformed potentials, the convergence for both the PCG-F and inverse Hamiltonian methods becomes slower. This is because, on the one hand, there are more bound states in deformed potentials than in spherical ones, and, on the other hand, the initial guess of the wavefunctions is usually spherical for simplicity.

Nevertheless, for all potentials, the iteration of the PCG-F method is more efficient than the inverse Hamiltonian method. In particular for deformed potentials, for instance, it takes less than 30 iterations for the PCG-F method to reduce the maximum energy dispersion to around $10^{-10}$ MeV$^2$, while for the inverse Hamiltonian method, one needs more than 100 iterations. This feature should be helpful to save the computational time for the future studies on many phenomena with the 3D lattice CDFT, such as exotic deformations [13, 51, 52], super-heavy nuclei [53–55], fission [56–58], fusion dynamics [41, 59, 60], etc.
In Fig. 7 the absolute differences between the single-particle energies obtained with the PCG-F method and those with the inverse Hamiltonian method are depicted. Similar to the spherical case [see Fig. 4(a)], the results of the two methods agree with each other in a very high accuracy, i.e., less than $10^{-12}$ MeV. In particular, the magnitudes of the deviations are not affected by the shape of the potential. This demonstrates that the 3D lattice calculations realized by the PCG-F and the inverse Hamiltonian methods are essentially equivalent. However, considering the high efficiency of the PCG-F method, to develop the CDFT in 3D lattice space with this method would be very beneficial in the future.

Moreover, it is worthwhile to mention the perspective of the present PCG-F method on solving the RHB equation, where pairing correlations are taken into account with the Bogoliubov transformation. Instead of diagonalizing huge matrices in the basis expansion method, the nonrelativistic HFB equation can be solved by the powerful gradient method, which is...
quite robust and easily deals with multiple constraints \cite{45}. However, a direct application of the gradient method for the RHB equation is inhibited by the quasiparticle states in Dirac sea. In this sense, the present PCG-F method, with an appropriate filtering function, seems a promising way to solve the relativistic Hartree-Bogoliubov equation iteratively.

V. SUMMARY

In summary, an efficient method, PCG-F, has been proposed for solving nuclear Dirac equation in 3D lattice space, where a filtering function is adopted to avoid the variational collapsed problem and a momentum-dependent preconditioner is introduced to promote the efficiency of the iteration. The method has been demonstrated in solving the Dirac equation with spherical and deformed Woods-Saxon potentials. In the spherical case, the PCG-F method reproduces the single-particle energies and densities obtained by the shooting method in radial coordinate space with a high accuracy. In both spherical and deformed cases, the single-particle energies obtained with the PCG-F and inverse Hamiltonian methods agree with each other very precisely, but the PCG-F method is much faster to achieve the convergence of the iteration, in particular for deformed potentials. Considering the high efficiency of the PCG-F method, to develop the CDFT in 3D lattice space with this method would be very beneficial in the future. Moreover, the present PCG-F method seems a promising way to solve the relativistic Hartree-Bogoliubov equation iteratively. Works following these directions are in progress.
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