A Bayesian Model for Prediction of Stroke with Voice Onset Time

Seung Nam Min¹, Se Jin Park², Jung Nam Im³ and Murali Subramaniyam⁴*
¹Department of Drone and Industrial Safety, Shinsung University, Dangjin, Republic of Korea
²Korea Research Institute of Standards and Science, Daejeon, Republic of Korea
³Hanyang Institute of International Education, Seoul, Republic of Korea
⁴Department of Mechanical Engineering, SRM Institute of Science and Technology, Kattankulathur, Chennai, Tamil Nadu, India

E-mail: murali.subramaniyam@gmail.com

Abstract. The purpose of this study was to examine the changes in voice onset time (VOT) of stroke patients (elderly) and healthy elderly, and to compare them. Also, to propose a prediction model by considering speech analysis data. One hundred and fifty-three healthy elderly and forty-six stroke patients participated in this research study. Each group performed a plosive pronunciation of a Korean word 3 times, and voice signals were recorded. The speech analysis calculates probability parameters of speech signals. The parameters were mean, standard deviation, minimum value, and maximum value of the voice onset time. Finally, a Bayesian model was prepared with these parameters as inputs to predict stroke. Both groups’ speech signals were analyzed and confirmed that there were significantly different in their VOT parameters. And with the calculated probability of both stroke and healthy elderly, the Bayesian prediction model was proposed for stroke prediction. This present study shows that the proposed prediction model could assist in classifying whether the person having stroke or not through their voice onset time data.

1. Introduction

Stroke rated as the third leading cause of death in the developed countries [1]. To predict stroke incidence, Amini et al [1] conducted a study in 2010-2011 at Al-Zahra and Mashhad Ghaem hospital. This study considered a total of 807 subjects including healthy and sick, and the risk factors were collected based on checklist. It contains fifty risk factors for stroke including heart disease, diabetes, hypertension, etc. The collected data were analyzed using K-nearest neighbour and C4.5 decision tree. The authors concluded that both the data mining techniques (K-nearest and C4.5 decision tree) were predicting stroke with good accuracy of 95.42 % and 94.18%. Mroczek T et al [2] explained a supervised machine learning technique named New General To Specific algorithm to generate production rules from data. They applied the algorithm and extracted 84% of data from the 162 specimen data with 84.8% accuracy. Tjortjis et al [3] proposed a method to build accurate predictive model and descriptive model for medical health record. In addition, the authors compared the various data mining methods and reported the pros and cons. The result mentioned that T3, a decision tree classifier offered an impressive performance with 0.4% classification error than the other decision tree classifiers offered 33.6%. An artificial intelligence method named “fuzzy cognitive map” used to
predict diseases with features including neural network and fuzzy logic. Khodadadi et al [4] used fuzzy cognitive maps and nonlinear Hebbian learning algorithm to predict stroke probability where they have considered various factors including blood pressure, body mass index, smoking, heart disease, blood sugar levels, and cholesterol levels. Their proposed method was compared with other machine learning algorithm like support vector machine and KNN classifiers. Min et al [5] proposed pre-diagnosis algorithm to predict stroke with modifiable risk factors. They have developed a logistic regression model for pre-diagnosis of stroke symptoms.

Stroke signs are including vision problem, dizziness, difficulty in understanding, lack of balance, trouble in walking, numbness, confusion, severe headache, and speech difficulties. To prevent muscle fatigue, it is recommend to study of fatigue. In the same way, by studying individual signs related to stroke will give understanding on the prevention of stroke or pre-diagnosis of stroke. This paper focused on one of the signs of stroke, “speech difficulties”. Language disorders affects daily life practice in communicating orally. This disorders tend to recover naturally, but neurological speech impairment may occur due to partial or complex problems of the nervous system, even if recovery is achieved [6]. Park et al [6] discussed about “dysphagia”, is caused by various abnormalities that can occur on the pathway from oral to gastrointestinal tracts. It is reported that 40-80% of stroke patients experiences some form of dysphagia. Also, many clinicians consider the change of voice after aspiration to be one of the most common symptoms for identifying dysphagia, with an as high as 80% accuracy rate, yet the evaluation method itself is somewhat subjective. A number of previous studies have attempted to come up with more concrete and objective way of demonstrating the linkage between the changes in the voice and the swallowing disorders. Likewise analysing abnormal speech can be one of the most effective ways to accurately identify stroke in emergency situations and to provide appropriate treatment. The purpose of this study was to examine the changes in voice onset time (VOT) of stroke patients (elderly) and healthy elderly, and to compare them. Also, to propose a prediction model by considering speech analysis data.

2. Methods
This research study considered two test group, which comprise of healthy elderly and another group is known to have stroke i., stroke patient group. Forty six stroke patients and one hundred and seventy-three healthy elderly participated. Each group performed a plosive pronunciation of a Korean word 3 times, and voice signals were recorded for voice onset time (VOT). After the recording, the start time of the vocal vibration of the collected voice data is extracted and measured, and the stroke patient is identified according to a statistical analysis of the measured voice onset time. In another method, the VOT from each of the voice data stored in the voice recording unit and obtaining one or more probability parameter associated with the VOT; and a stroke determination unit that calculates a first probability of belonging in the normal population and a second probability of belonging in the stroke patient group according to an integration section defined from the parameters obtained by the voice analysis unit, then apply Baye’s theorem to the first probability and the second probability to determine whether an individual is a stroke patient Fig. 1. The average of the VOT of both groups presented in Table 1.

| VOT data       | Group         | Mean   | SD    | T-test results |
|----------------|---------------|--------|-------|----------------|
|                | Healthy elderly | 0.0217 | 0.0060| p < 0.05       |
|                | Stroke patients | 0.0285 | 0.0096|                |

A flowchart illustrates a stroke determination procedure using voice analysis of a test subject according to an embodiment of present disclosure.
The probability density function is used to draw a normal distribution curve for the VOT of each group. The probability density function is shown (Eqn. 1).

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^2}}e^{-\frac{(x-m)^2}{2\sigma^2}}$$  \hspace{1cm} (1)

Here, “x” is a random variable for the VOT of a normal or stroke patients population, and f(x) is a probability density function for the VOT of the group. “m” represents the mean value of the normal population or the stroke patient population, and “σ” represents the standard deviation of the normal population or the stroke patient population.

The Bayes theorem shows the relationship between the prior probability and the posterior probability of two random variables. In this study, both groups prior probability [P(B) for stroke patient and P(H) for normal elderly] set as 0.5. Here, P(B) is a prior probability or marginal probability for event B in a state that has not been affected by event A. P(A|B) is a conditional probability in which event A will occur after the occurrence of event B. It is called posterior probability, because P(A|B) depends on specific information about B. P(B|A) is a conditional probability in which event B will occur after the occurrence of event A. P(B) is the prior probability or marginal probability of event B. P(B) serves to normalize the probability of P(A|B).

Our system will calculates a probability of belonging to the normal group P(H|I) within the range of the VOT through equation (Eqn. 2).

$$P(H|I) = \frac{P(I|H)P(H)}{P(I|H)P(H) + P(I|B)P(B)}$$  \hspace{1cm} (2)

Here, “H” denotes a normal group among the test group, “B” denotes a stroke patient group among the test group, and “I” denotes interval data indicating a range of the VOT. Thus, P(H) is the probability of belonging to the normal population, and P(B) is the probability of belonging to the stroke patient population. P(I) is the probability that the range of the VOT belongs. P(I|H) is the integral value of the normal population in the measurement interval data (I) of the VOT. P(I|B) is the integration value for the stroke patient population in the measurement interval data (I) of the VOT.

Accordingly, our system also calculates the probability P(H|I) belonging to the normal population in the integration section. The probability analysis unit may calculate the probability P(B|I) belonging to the stroke patient group in the integration section through the following equation (3).
The result of the determination can be represented by the population distribution probability. The system for determining a stroke applies the calculated probabilities to the Bayes theorem to determine whether the subject are stroke patients. The detailed explanation and examples can be found in Park et al [6, 7].
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\[ P(B|I) = 1 - P(H|I) \]