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Abstract—In this paper, we propose a novel approach that aims to offer an alternative to the prevalent paradigm to dynamic slicing construction. Dynamic slicing requires dynamic data and control dependencies that arise in an execution. During a single execution, memory reference information is recorded and then traversed to extract dependencies. Execute-once approaches and tools are challenged even by executions of moderate size of simple and short programs. We propose to shift practical time complexity from execution size to slice size. In particular, our approach executes the program multiple times while tracking targeted information at each execution. We present a concrete algorithm that follows an on-demand re-execution paradigm that uses a novel concept of frontier dependency to incrementally build a dynamic slice. To focus dependency tracking, the algorithm relies on static analysis. We show results of an evaluation on the SV-COMP benchmark and Antrl4 unit tests that provide evidence that on-demand re-execution can provide performance gains particularly when slice size is small and execution size is large.
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1 INTRODUCTION

The concept of dynamic program slicing was proposed in the early 90s by Agrawal et.al. [1] and Korel et.al. [2] as an alternative to static slicing. Static slicing suffers from imprecision (too many statements) resulting from considering too many execution paths. However, in some programming tasks such as debugging or testing interest is only in one specific execution path that, for instance, triggers a system failure. Korel and Agrawal [1], [2] then proposed to solve a different problem: given an execution path (e.g., a test), find all the statements that affect program values at a point of interest (e.g., a test assertion); namely a dynamic slice. Since then, dynamic slicing has been proposed as a backend technique for debugging [3], fault localization [4], and automated program repair [5], amongst others.

State-of-the-art dynamic slicing techniques struggle in terms of efficiency and scale. Algorithms register memory reference information [6], [7] from a single program execution (i.e., execute-once), and afterwards traverse this information to extract dependencies that can be used to produce a slice. Scalability of these techniques is known to suffer when execution size, the number of executed instructions, grows [8]–[10].

Given that dynamic slices are known to be small in size [11], our hypothesis is that dynamic slicing computation time can be improved by detecting relevant dependencies at execution time rather than registering and traversing memory references. This may lead to a slicing process that is more dependent on slice size and less on execution size.

We propose an approach that incrementally builds a slice by acquiring targeted information about dependencies through repeated execution of the same program but varying instrumentation based on the statements already identified as part of the slice. We refer to this approach as dynamic slicing by on-demand re-execution.

Concretely, we calculate the slice set \( S \) by starting with a set containing the target statement (commonly called the slicing criteria). In each iteration we obtain –using a static dependency analysis– the potential direct data dependencies from statements in \( S \) to statements not in \( S \), we call these dependencies frontiers. Of course, many of such frontiers may not be executed (i.e., the def-use pair is not covered [12], [13]) due to the approximate nature of the static analysis. Thus, we instrument and execute the program to check which of those frontiers are actually executed. If a frontier execution is corroborated –i.e., we detect that a node not included in \( S \) writes a value that is read by a node in \( S \)– we add the observed writing node to the slice and re-iterate. Naturally, the computation stops when no new frontier executions are corroborated. The algorithm includes careful and efficient handling of calling contexts to support detection of frontier dependency executions incrementally in an inter-procedural setting.

Our evaluation looks at comparing on-demand re-execution and execute-once paradigms in terms of overall performance and how gains and losses are affected by execution and slice size. Specifically we compare against Javaslicer [14] and Slicer4J [15].

We developed an implementation that targets the Java programming language implementing a static dependency analysis using CodeQL [16], [17], and a dynamic instrumentation for frontier tracking, avoiding a re-compilation task per re-execution. We split our evaluation between a controlled experimentation in an environment where subjects are classic algorithms implemented in Java (SV-COMP benchmark [18]), and an industrial feasibility study in a open source, widely adopted subject, Antlr4 [19].

For the SV-COMP benchmark the main results on the construction of more than 1700 slices –unique combinations of inputs and target statements– include: i) an average of 124x gain in time when compared with a state-of-the-art tool [14] that implements a execute-once strategy, observing that in general gains are typically almost linear to the execu-
tion size; and ii) a statistically significant negative Spearman correlation coefficient between slice size and gains with $p < 0.001$ for groups of slices built with the same input.

On the other hand, in the Antlr4 case study, we report results for the construction of 50 slices from real unit tests assertions where we obtain: i) an average 8x gain in overall slice time. Total time by the state-of-the-art tool was 70min compared to a little more than 8min of our approach, ii) a statistically significant negative Spearman correlation coefficient $p < 0.001$ between the produced slice size and gains of our approach versus available execute-once tooling.

Finally, for the Antlr4 case study, considering its only available performance test, we found that state-of-the-art tooling ran out of memory in 15min while processing 3GB traces while our approach was able to slice them in 5min.

Results also provide evidence that our on-demand incremental dependency corroboration plays a key role in our approach performance and its shift in practical complexity to slice size rather than execution size.

To summarize, the contributions of this paper are i) a novel idea, on-demand re-execution, that challenges the execute-once strategy that is predominant in dynamic slicing, ii) an algorithm for on-demand re-execution dynamic slicing based on static frontier dependency analysis, and iii) an evaluation that provides evidence that on-demand re-execution can provide performance gains for dynamic slice computation particularly when the slice size is small and the execution size large.

2 BACKGROUND

Korel-Laski’s seminal work defines dynamic slicing by instantiating a program’s structure with a control flow graph $G = (N, A, s, e)$ where 1) $N$ is a set of nodes, 2) $A$ is a set of arcs (a binary relation on $N$), and 3) $s$ and $e$ are respectively unique entry and exit nodes. A node corresponds to a statement in the program, and an arc $(n, m)$ is in $A$ when a potential transfer of control exists between $n$ and $m$.

A path $p$ from the entry node $s$ to some node $n$ in $N$, is a sequence $(s, ..., n)$ of nodes, of length $k$, such that $(p[i], p[i+1])$ is in $A$, for all $1 \leq i < k$. A path that has been executed for some input $x$ will be referred to as an execution trace $T_x$. Since a node can be executed multiple times in a trace, nodes are distinguished in an execution trace by their occurrence number. More formally, given a trace $T_x$ a node occurrence $n^w_x$ represents the $q$-th appearance of a node $n_w$ in $T_x$. Also, given a trace $T_x$, $(n^w_x, n^t_x)$ is in $DU_T$, whenever an occurrence of a node $n^w_x$ defines a memory address that is later used by an occurrence $n^t_x$ without being redefined by other node in $T_x$ between $n^w_x$ and $n^t_x$. For simplicity we note $n^w_x < n^t_x$ whenever a node $n^w_x$ occurs in the trace $T_x$ before $n^t_x$.

Given a trace $T_x$ and a node occurrence $I^g$ present in $T_x$, Korel-Laski’s slicing [2] is a fixed-point algorithm that builds the smallest set of nodes such that (a) it contains node occurrence $I^g$, and (b) it is closed under: data dependencies for all variables, control dependencies, and the identity relation. In a few words, when a node occurrence $n^t_x$ happens to be in the computed set of relevant occurrences, then any $n^w_x$, such that $(n^w_x, n^t_x)$ is in $DU_T$, is also part of the set of nodes. As well as any $n^p_x$ nodes that control the execution of $n^w_x$ - as defined by Ferrante et al. [21] - where $p$ is the last occurrence of $n_c$, before $n^t_x$, and -by the identity relation- any occurrence $n^p_x$ where $p < t$.

3 ON-DEMAND RE-EXECUTION SLICING

Our approach, which aims at corroborating relevant dependencies, requires some information that can be statically obtained plus some standard run-time capabilities for instrumentation and detection.

We assume that given a node $n_r$ it is possible to statically compute the set of nodes tuples $\{(n_w_0, n_r), ..., (n_w_k, n_r)\}$, that we refer to as $SD_{data}(n_r)$ or just static data dependencies, where $n_w_0$ is a node that may write an address in memory later used (read) by $n_r$. We assume the set of nodes $\{n_c | n_c controls n_r\}$, namely $SD_{control}(n_r)$, where controls is the classic control-dependency relation defined by Ferrante et al. [21]. As many static analyses can be adapted to output such both sets of dependencies, we generically refer to the analysis that computes them as $SDA$. In this paper, we use static taint analysis for such purpose [16], [17]. On the other hand, we assume runtime support is able to pinpoint memory addresses used or defined by a program node execution. Like in def-use coverage analysis [12] and dynamic tainting [22], that support is instrumental for our targeted dependency-corroboration analysis we introduce in the next sections.

3.1 Intra-procedural Algorithm

To introduce the approach in its simplest form, we present an intraprocedural version of the on-demand re-execution slicing pseudo-code (Algorithm 1). Next section will show the full version that also handles procedure/method calls.

Our slice formulation takes a node occurrence, $I^g$, as the criterion and targets all the variables used by it, the input of the program to be sliced, $x$, and the SDA as parameters.

We begin our slicing algorithm by adding to $S$ the criteria node $I$ -line 10– and $I$’s control dependencies; and initiating checked_frontiers and $\Delta_{control}$ as empty sets – line 11,12–.

Then we perform an on-demand re-execution cycle –line 14 to 19–, this fixed-point loop performs five operations: it calculates the frontiers to check of $S$ –line 14– it executes an instrumented version of the program to corroborate which of those frontiers are actually exercised and filters its detected definition nodes –line 15–, then it adds these observed nodes to the current slice $S$ –line 16–, adds the missing control dependencies of nodes currently in $S$ –lines 17,18–, and updates the already checked frontiers –line 19–. Finally, the routine verifies whether the observed definitions are empty (i.e., none of the frontiers were exercised) and also whether there are no more missing control dependencies. If this is the case then the algorithm terminates returning the $S$ set.

The algorithm always terminates, as every iteration of the loop adds elements to $S$, which is bounded by the size of the program being sliced. The post condition is that for all nodes in $S$ there are no dependencies to other nodes outside $S$ when executing $x$.

Note that, the frontier corroboration –line 15– is done (on-demand) for frontiers of $S$ –that vary as $S$ is extended–
Moreover, the memory consumed is in direct relationship with the memory locations actually defined by writer nodes (which in turn, assuming sound static dependency analysis, is a superset of memory locations used by readers). The memory required could be in practice, substantially less than the total memory space defined by the program.

### 3.2 Inter-procedural algorithm

A naive adaptation of our intra-procedural algorithm to handle inter-procedural programs would begin by removing method calls with succession of inline expansions. Inlining places fresh copies of the nodes of a method body at each call-site location producing a new (inlined) program\(^1\) that has zero method calls, thus our intra-procedural algorithm can be executed for such program. Afterwards, the resulting slice of the inlined program would be easily translated to a slice of the original program by a reverse mapping of the nodes in the inlined program to the corresponding nodes, and call-site nodes, of the original program. We illustrate this in the example code (Figure 1).

---

1. Note that, in theory, an inlining approach would always be possible as we are dealing with finite executions (until the criteria is executed), and a bounded number of inline expansions would suffice to generate an equivalent program.
This naive inlining approach, although sound and precise, unfortunately, would lead to a growth of the main complexity parameter of our approach: the inlined program (and its slice) would typically grow considerably in size. This would constitute a problem to our approach as more re-executions would be required to slice the inlined program. In the example, the inlined program requires 7 re-executions (Table 1) for a fairly small program. Moreover, in the presence of recursion, size growth of the original program might closely follow execution size, a complexity parameter we would like to detach from, at least in practical terms.

Inlining solves the problem of identifying a node calling context by cloning them syntactically per call-site. Instead, our approach (Algorithm 2) works with the original program but augments the exercised frontiers with the calling contexts at the moment of definition and use of the frontier nodes (contextualized frontiers). Given a frontier2check tuple \((w, r)\), our inter-procedural algorithm detects the contextualized frontiers \((\langle w, w_{ctx}, r, r_{ctx} \rangle)\) that happen in runtime – line 11. These are the exercised frontiers along with the set of their associated call stack elements (call-site nodes) at the moment of the definition and use respectively.

Then, a contextualized frontier \(w\) node is added to the slice only when the reader node \(r\) happens in a context \(r_{ctx}\) whose call-sites are all included in the current slice \(S\) – line 21. If that is not the case, it is safe to consider that \(r\) will not be executed, within the context \(r_{ctx}\), by the current slice.

Note that, the algorithm initializes \(S\) with the criteria node \(I\) – line 12– and \(I\)’s control dependencies –line 13–, however as our criteria \(I\) is indeed an occurrence in a given context, the elements of its call-stack (and their control dependencies) are also added into the initial slice.

On the other hand, call-site nodes in \(w_{ctx}\) of a relevant occurrence a frontier’s writer node \(w\) are then also incorporated into the computed slice – line 22-. This has the effect of the reverse mapping of the inlining approach. However, in comparative terms, it means that many frontiers of the inlining approach could be confirmed in a singed (re-)execution. For instance, in the example our inter-procedural algorithm performs only 2 executions (Table 2) instead of 7.

Finally, as the slice is incrementally built by adding nodes in each iteration –lines 24,25,26–, some of the exercised frontiers that we safely disregarded because \(r_{ctx}\) is not all included in \(S\) might actually become relevant in further iterations, thus it would be incorrect to rule these frontiers as checked. Instead we must keep them – line 27– until they either become relevant or our algorithm terminates.

Thus, in a few words, the contextualized-frontiers approach identifies potential frontiers using the dependencies detected by the static analysis over the original program, it does not increase the number of lines and frontiers to check like the inlining approach, and leaves the task of identifying relevant occurrences of read and write nodes to the dynamic phase. Yet, the burden introduced to work with contextualized frontiers does not add any factor that might couple the use of time and memory resources to execution size, we expand on this in the following sub-section.

### 3.2.1 Detecting exercised frontiers

As mentioned above, the detection works very similarly to the intraprocedural one with a few extensions. Since the exercised frontiers procedure, in this case, is contextualized the instrumentation registers in \(M’\) at address \(m\) not only the writer node \(w\) that is defining \(m\) but also the elements of current stack \(\pi\). Thus, when a reader of a frontier to check is executed, if the last definition of an used memory address \(m\) happens to be a frontier writer node \(w\), \(M’\) at \(m\) also contains the elements of stack snapshot taken at the last \(w\) occurrence (the one last defining \(m\)), as required in the post-condition of this procedure. Compared to the intraprocedural approach, the memory required is multiplied by the size of a structure for representing sets of calling sites which can be bounded by the maximum number of different call-sites that can make up a call chain in the program. This means, unlike, execute-once approaches, worst case memory complexity does not depend on the execution size but linearly on the memory footprint and the number of call sites of the program.

Regarding libraries, program analyses usually differentiate between client/application code and the code written by the developer- and library code. In particular, libraries pose efficiency and recall challenges to state of the art dynamic slicers [15]. Our approach can be naturally adapted to avoid

#### Algorithm 2:

```plaintext
Procedure OnDemandInterSlice \(x, I^0, SDA\):
// Variable declarations:
1. Let \(S\) be the set of program nodes;
2. Let \(\text{obs}_\text{defs}\) and \(\text{obs}_\text{ctes}\) be a set of nodes;
3. Let \(\text{checked}_\text{frontiers}\) be a set of tuples of nodes;
4. Let \(\text{kept}_\text{frontiers}\) be a set of tuples of nodes;
5. Let \(\text{missing}_\text{control}(S)\) be a set of tuples of nodes;
6. Let \(\text{obs}_\text{fr}\) be a set of contextualized tuples of nodes;
7. Let \(\Delta\text{control}\) be a set of contextualized tuples of nodes;
8. Let \(\text{frontiers}(S)\) be a set of nodes;
9. Let \(\Delta\text{control} = \text{missing}_\text{control}(S)\);
10. \(S = S \cup \Delta\text{control}\);
11. \(\text{checked}_\text{frontiers} = \emptyset\);
12. \(\Delta\text{control} = \text{missing}_\text{control}(S)\);
13. \(S = S \cup \Delta\text{control}\);
14. \(\text{kept}_\text{frontiers} = \emptyset\);
15. \(\text{checked}_\text{frontiers} = \emptyset\);
16. \(\text{kept}_\text{frontiers} = \emptyset\);
17. \(\Delta\text{control} = \emptyset\);
18. repeat
19. \(\text{frontiers}(S) = \text{checked}_\text{frontiers}\);
20. \(\text{obs}_\text{fr} = \text{exercised}_\text{fr} \cup \text{ctx}_\text{fr} \cup \text{ctes}_\text{fr}\);
21. \(\text{obs}_\text{defs} = \text{obs}_\text{fr} \cap \text{ctx}_\text{fr} \cup \text{ctes}_\text{fr}\);
22. \(\text{obs}_\text{ctes} = \text{ctx}_\text{fr} \cup \text{ctes}_\text{fr}\);
23. \(\text{kept}_\text{frontiers} = \text{kept}_\text{frontiers} \cup \text{ctx}_\text{fr} \cup \text{ctes}_\text{fr}\);
24. \(\Delta\text{control} = \text{missing}_\text{control}(S)\);
25. \(S = S \cup \Delta\text{control}\);
26. until \(\text{obs}_\text{fr} = \emptyset\)
27. \(\Delta\text{control} = \emptyset\);
28. return \(S\);
```
analyzing frontiers inside library code. In essence, as [15] we leverage library models of static taint analyzers, usually called summaries (e.g., [16], [23], [24], etc.). In our case, those models are used by the SDA component to infer data dependencies at client code level without analyzing library code. The actual adaptation of the approach is to use the summaries as actual read and write operations by wrapping the calls to libraries methods, similarly to [15]. This is done as an adaptation of our frontier detection instrumentation. It is worth noting that this manipulation is sound provided that the summary’s output indicates a “MUST define” behavior, as our detection instrumentation would assume a redefinition when updating last def information.

4 Evaluation

The first research question we aim to address is:

RQ1 How does our approach compare with execute-once dynamic slicers with respect to performance, precision and recall?

Our second research question aims at exploring the extent to which our approach depends more on slice size and less on execution size than execute-once approaches. Precision and recall cannot be affected by execution and slice size, thus we focus on performance.

RQ2 How does execution and slice size impact the performance gains and losses of our approach with respect to execute-once dynamic slicers?

Our approach is different to execute-once in two ways. On one hand we corroborate dependencies, rather than register and traverse explicit memory locations. On the other, we do corroboration on-demand by re-executions. Our third question aims to explore to what extent each contribute to shifting the dependency of our approach towards slice size. To isolate the impact in performance of dependency corroboration, we compare our on-demand approach with one in which all potential dependencies are corroborated upfront in one single execution.

RQ3 How does on-demand dependency corroboration compare to upfront dependency corroboration with respect to performance?

To evaluate our approach, we developed an implementation of the on-demand re-execution inter-procedural algorithm that targets the Java programming language. Our implementation uses a static dependency analysis built on the publicly available static analysis tool CodeQL [16] for frontier detection. This analyzer is to the best of our knowledge a flow-sensitive, object-insensitive, context-insensitive static taint analyzer implemented on Datalog that compromises precision to achieve scale. Our frontier tracker is built using a custom Java-agent that uses ASM [25] for runtime code instrumentation, and Java IdentityHashMaps and JVMTI tagging technology [26] for low level def-use coverage checking.

We compare our implementation against Javaslicer [14], a state-of-the-art dynamic slicer for Java. Javaslicer implements the algorithm described by Wang and Roychoudhury [7], [20], that can be thought of as a Korel-Laski implementation that works at bytecode-level and that slices by performing a closure of data and control dependencies but skips the Korel-Laski identity relation. Javaslicer usage is as follows: i) Tracing: the target Java program must be run once with the Javaslicer instrumentation agent, that on termination outputs a trace file where it stores every memory references that was accessed (read or write) by each executed bytecode instruction. ii) Slicing: Once a trace is produced, Javaslicer provides an executable jar that given a trace file and a node criteria (a line number, and optionally a set of variables) slices the trace backwards and outputs the program slice as a list of bytecode instructions.

We also compare against Slicer4j [17] that is a recently published slicer whose main goal is to support the latest Java features that Javaslicer does not support out-of-the-box. Slicer4j authors acknowledge that for this they pay a price in terms of performance in comparison with Javaslicer [15].

We do not compare against DrDebug as it only supports C/C++ making comparison against Javaslicer, Slicer4j and our implementation very challenging. Some experiments we did provided some indication DrDebug would not be significantly different.

Specifically for RQ3, we compare our on-demand slicer against two components that performs upfront dependency corroboration: upfront-all, and upfront-slice. We developed these two components with the same dynamic instrumentation code than our approach and using the same static dependency analysis (to avoid any coding bias), but targeting all potentially relevant dependencies upfront. Concretely, these components differ by the set of dependencies targeted for corroboration: The upfront-all component corroborates all the static data dependencies found by the static dependency analysis, and the upfront-slice component focuses on the data dependencies that are present in a static slice of the criterion. Note that these components do not include the logic to yield slices like the on-demand tool and are meant to isolate the corroboration logic. Thus, being a sub-task of an hypothetical slicing based on those corroboration approaches, they are fair proxies to analyze our speed ups and degree of coupling with respect to execution and slice size.

We use two benchmarks for the evaluation. The first is SV-COMP benchmark from which we took all its Java algorithms. These are short but computationally intensive programs that manipulate data structures (e.g., insertion sort, bellman-ford, red-black-tree, binary-tree, etc.). The benchmark is suitable to perform a controlled evaluation for various reasons: i) The algorithm has simple inputs (e.g., a list of integers) which straightforwardly impact the execution size, and ii) being short programs, it is feasible to cover all possible slice criteria to avoid bias in criteria selection while varying slice size.

The choice of the second benchmark was motivated by using a large real software application with slicing criteria derived from real dynamic slicing use cases [27]. We selected Antlr4 [19], as it is Github’s top starred project where Javaslicer has already been applied [14], and has a test suite that includes assertions that can be used as proxies for some sort of real slices that a user may require for debugging, regression testing or program understanding. Antlr4 is a parser generator for reading, processing, executing, or
translating structured text or files. It is widely used to build languages, tools, and frameworks. From a grammar, Antlr4 generates a parser that can build and walk parse trees.

For Antlr4 we used as slicing criteria the first 50 assertions that are executed in its suite of unit-tests. Unit-test tend to favour small execution sizes in which code that is irrelevant to the test purpose (i.e., the assertion) is not best practice. In other words, these tests will tend to minimize the difference between slice sizes and execution size, which in principle is biased towards execute-once approaches. We also included Antlr4’s only performance test, which is of the opposite nature. This test included one assertion that was used as slicing criteria. Due to the very different nature of the Antlr4 tests, we report results for Antlr4 unit tests and performance tests separately.

To measure efficiency we used the resource python API [28], executing processes sequentially and averaging runs. We also measured the average disk space used by Javaslicer for trace storage. We ran all our experiments on a computer with a i7-856U CPU, 500GB solid state drive and 16GB of RAM.

4.1 SV-COMP

To perform a thorough and fair comparison between our approach, Javaslicer and Slicer4J we replaced nondet(): input reads with command line inputs to define a fixed data set. We fixed the maximum problem sizes so as to avoid memory thrashing of Javaslicer which downgrades its performance considerably (recall that Javaslicer is reported to perform better than Slicer4J [15]). Problem specific arguments were fixed randomly.

To select slicing criteria for each program we executed the first input of its data set and collected every executed line as a criterion. Thus, for every subject we computed a different number of slices. In total we built 1784 different slices using our approach and Javaslicer.

4.1.1 RQ1

In Table 3 we report results of slice construction for the SV-COMP benchmark for Javaslicer and our implementation. We report for each subject collected data in the following order: the number of slices we built (col. A), the average baseline execution time for each input (col. B), the time that Javaslicer took on average for tracing each input (col. C), the average time that Javaslicer spent computing a slice based on traced information (col. D), the average slice size (lines of code) computed by Javaslicer (col. E), the average time per slice spent by our approach (col. F), the average of the gains per slice when compared with Javaslicer (tracing plus slicing) (col. G), the average number of nodes per slice that Javaslicer includes but that our approach does not – referred to as recall loss (col. H), the average number of nodes per slice that our approach includes in the slice but that Javaslicer does not – referred to as precision loss (col. I), and the average Javaslicer trace file size (col. J). Each MB of a Javaslicer trace corresponds to approximately 0.4M executed instructions.

The table shows a performance gain of our approach over all subjects (avg 124x, max >1000x, min 3.74x), with reasonably low recall loss (avg 9%, max 17%, min 0%) and low precision loss (avg 5%, max 13%, min 0%), suggesting that our approach could be more efficient than the current state-of-art in dynamic slicing at least in small stand alone subjects. On-demand re-execution seems to be a perfectly valid penalty in terms of efficiency compared with traditional trace storing and traversing.

Recall loss is due to how Javaslicer computes control dependencies for loops [29]. Every loop is considered by Javaslicer as a potential non-terminating cycle in the control flow graph, and thus controls whenever any successor node is executed or not. However, in practice this definition always adds all executed loops in the slice, even if their execution is irrelevant to the slice criteria computation. Given that both Javaslicer and our approach are designed to slice terminating executions, this control dependency adds nothing relevant to the slice and can be understood as an imprecision loss Javaslicer rather than a recall loss of our approach. Moreover, this imprecision is amplified as loop variables and loop conditions depend transitively on other nodes. Consistent with this observation is that the only subject with 0% recall loss, SortedList, has no successors after its only loop.

Regarding precision loss our findings show that Javaslicer, being designed to slice Java bytecode, chooses to model each method call argument as a separated node regardless of being in a single line at the source-code level. This causes Javaslicer for a method that has n-parameters to add the method call and only the parameters actually used in the execution. However at source-code granularity every parameter has to be in the slice. For instance, one way of obtaining the exact same results as Javaslicer would be to transform all parameters of the program’s methods to global variables and assign them in different lines before each call-site.

We also looked into a multiple slicing criteria scenario, where Javaslicer can take advantage of tracing once and then traverse the same trace for each criterion. For each input, we computed one trace using Javaslicer and then built a slice for every criterion from that trace (avg. 32 criteria per trace). On average our implementation, computing slices for all criteria, exhibited a 67x speed up.

In Figure 2, we depict a box-plot that shows in more detail how performance gain varies for the different SV-COMP algorithms. These variations are the concern of RQ2.

We do not include detailed performance results for Slicer4J as these were significantly worse that Javaslicer and our implementation. For over 70% of slice criteria Slicer4J timed-out. For criteria that was successfully sliced (those with the smallest execution size), computation time was on average 50x (max 418x, min 8x) compared to our implementation.

4.1.2 RQ2.

We discuss variations in efficiency of InsertionSort slices with respect to execution and slice size as these are representative of all the rest except Red Black Tree. We then discuss Red Black Tree to explain why it has a significantly different box plot in Figure 2.

Figure 4 shows how the median gain for InsertionSort increases with execution size. However, this can be slightly
TABLE 3
Evaluation results.

| Subject       | N° of Slices | Exec. Time(s) | Javaslicer Time(s) | JavaSlicer Slicing Time(s) | Slice Size (Loc) | On-De Re-ex Time(s) | Gains Recip. Eq | Recall Loss | Prec. Loss | Trace Size (MB) | N° of Re-ex | N° of f2c | upfront all Time(s) | Deps | upfront slice Time(s) | Deps |
|---------------|--------------|---------------|---------------------|-----------------------------|------------------|---------------------|-------------------|--------------|-------------|-------------------|------------|----------|-----------------------|------|---------------------|------|
| MergeSort     | 120          | 0.083         | 33.24               | 84.73                       | 9.15             | 1.80                | 114.04           | 0.09         | 0.03       | 39.13            | 2.83       | 4.35     | 6.9                  | 36   | 2.24                | 9.5   |
| BellmanFord   | 120          | 0.079         | 45.36               | 18.47                       | 15.00            | 1.47                | 51.08             | 0.14         | 0.12       | 5.50             | 3.75       | 3.80     | 1.3                  | 26   | 3.46                | 8.4   |
| RedBlackTree  | 907          | 0.092         | 52.26               | 34.34                       | 63.31            | 12.86               | 17.28             | 0.17         | 0.12       | 17.35            | 6.41       | 91.5     | 3.8                  | 218  | 0.74                | 89    |
| BinaryTree    | 243          | 0.048         | 38.76               | 10.35                       | 16.66            | 0.98                | 64.60             | 0.13         | 0.02       | 2.91             | 2.74       | 16.1     | 0.5                  | 26   | 0.5                 | 18    |
| InsertionSort | 66           | 0.068         | 60.40               | 206.35                      | 6.71             | 5.01                | 168.78            | 0.10         | 0.00       | 271.00           | 2.69       | 4.09     | 42.1                 | 11   | 16.1                | 5.38  |
| SortedList    | 127          | 0.035         | 56.83               | 26.90                       | 4.57             | 0.31                | 256.98            | 0.00         | 0.00       | 6.83             | 2.43       | 3.02     | 1.6                  | 13   | 0.8                 | 7.5    |
| Top           | 120          | 0.094         | 45.41               | 251.29                      | 13.91            | 12.08               | 217.91            | 0.04         | 0.03       | 355.8            | 3.42       | 8.00     | 16.9                 | 28   | 23.13               | 14.08 |
| Total & Avg.  | 1784         | 0.056         | 47.46               | 90.38                       | 18.48            | 4.93                | 124.45            | 0.09         | 0.05       | 102.46           | 3.51       | 18.6     | 16.5                 | 51   | 6.28                | 21.7  |
| Antlr4 Unit   | 50           | 0.010         | 51.28               | 34.56                       | 57.75            | 10.75               | 8.23              | 0.04         | 0.07       | 16.07            | 11.08      | 422.7    | 43.09                | 88K  | 41.5                | 66K   |
| Antlr4 Perf.  | 1            | 1.78          | 12.0                | 17.0                        | 54               | 86                  | N/A               | N/A          | N/A        | N/A              | 0.8        | 1.0     | N/A                  | -    | -                   | -     |

Fig. 2. Performance gains in SV-COMP subjects. Axis y is in logarithmic scale.

Fig. 3. Performance (in seconds) for InsertionSort grouping slices by execution size (file size in Mb). Axis y is in logarithmic scale.

Fig. 4. Median performance gain for slices grouped by execution size (file size in Mb) for InsertionSort, fitted with a linear model of $x \times \log(x)$ curve with $R^2=0.99$.

Fig. 5. InsertionSort performance gain by slice size when processing its biggest trace size (858 Mb), fitted with a linear model of $x \times \log(x)$ curve with $R^2=0.87$.

Fig. 6. InsertionSort performance gains when slicing the biggest subject slice (in LoC) with inputs between 3000 and 4000 elements. Green/orange are executions for which Javaslicer does/does-not use swap memory, fitted with two different linear regressions.

Fig. 7. RedBlackTree performance gain vs. slice size, when processing its biggest trace size, fitted with a linear model of $x \times \log(x)$ curve with $R^2=0.92$. 
misleading as the execution time dispersion of our approach grows with execution size (see Figure 3).

We conducted a follow-up analysis on InsertionSort to study our gains with respect to execution size: we grouped slices by slicing criteria and we ranked them in each group by execution size and by overall gains to compute the Spearman correlation coefficient. We observed a positive correlation coefficient for 75% of the groups (the bigger the execution size the bigger the gain of our approach) with statistical significance ($p < 0.005$). 12.5% do not exhibit correlation (gains remain constant, the execution size affects our approach the same as Javaslicer), and for the remaining 12.5% we observe a negative correlation (gains drop while execution size increases). The latter correspond to cases where the slice size is the complete code, which is our worst case. Indeed, Figure 5 shows that worst gains are achieved with slices that include all (i.e., 12) executed statements.

We conducted an additional experiment for InsertionSort picking these worst cases and augmenting the execution size (i.e., parameters that force loops to be executed more times) to stress test our approach. Figure 6 shows that as execution size increases gains are reduced (but are always positive) up to the point in which Javaslicer occupies its entire RAM memory allocation and starts swapping.

The reason why Red Black Tree has a notably different box-plot in Figure 2 is due to the fact that all slices involved similar execution sizes thus efficiency gain variations may be mainly impacted by slice size which Figure 7 shows to be bi-modal.

We conducted another follow-up analysis: for each subject we grouped the slices with same input (thus same execution size) and we ranked them in each group by slice size and by overall gains to compute the Spearman correlation coefficient. For every group we observed a negative correlation coefficient (the smaller the slice the bigger the gain) with strong statistical significance ($p < 0.001$).

Regarding the number of re-executions, we observe that on average, they are sub-linear with respect to the slice size. This is expected as our approach tracks multiple frontiers in each re-execution, which leads to adding multiple nodes at once in each iteration.

4.1.3 RQ3.

In Table 3, we report a comparison between our approach and the upfront dependency corroboration programs. We report: the average number of re-executions per slice (col. K), the average number of on-demand frontiers to corroborate per slice (col. L), the average execution time of the upfront dependency corroboration programs per slice (col. M and col. O), and the average number of dependencies to corroborate upfront per slice (col. N and col. P). The results show an overall performance gain between our approach and the upfront corroboration programs (avg 3.34x with upfront-all, and avg 1.25x with upfront-slice). We conducted a follow-up analysis to study these gains and their dependency with execution size and slice size. We found that upfront-all performance is largely dependent on execution size, see Figure 8, reporting a similar pattern than Javaslicer (the bigger the execution size, the bigger the gain of our approach). On the other hand, upfront-slice performance depends less on execution size. In particular, in cases where the static slice is small (i.e, precise), upfront-slice reports similar or slightly better times than our approach. However, upfront-slice reports a stronger dependency on execution size than our approach when the static slice is large and imprecise. In these cases, the static slice removes few dependencies and the performance is similar to that of upfront-all. This provides some indication that on-demand corroboration can improve performance when static slicing has precision problems.

4.2 Antlr4 Unit Tests

As Antlr4 has external libraries, our approach requires providing summaries for them. Summaries for some classes from the Java Standard Library (e.g., lists, maps, etc.) were taken out-of-the-box from the distribution of CodeQL, others were developed manually.

4.2.1 RQ1.

We sliced the first 50 test assertions of the Antlr4 test suite. The average slice size output by Javaslicer was 57.75. On the other hand, Slicer4J crashed at every test case.

Regarding efficiency, we found that the average gain was 8.24, the standard deviation was 1.68, the minimum 5.84 and maximum 14. While the total running time for Javaslicer was 70 minutes, it was 9 minutes for our approach. On average, our approach performed 11 re-executions per slice. Regarding recall, we observed an average 4% loss which we attribute to i) lack of modelling of some libraries and ii) differences in control dependencies similarly to the ones reported in the SV-COMP experiment. Regarding precision,
the reported loss is on average 70%. However, we consider this difference to be all due to accidental differences as with the SV-COMP benchmark: We explored manually the five slices for which our approach showed maximum precision loss. We found that the cause for the loss was the same as in the SV-COMP benchmark regarding differences in how a method’s call arguments are modelled and sliced.

It is important to note the average gain (8x) for the Antlr4 unit tests is lower than the worst average gain amongst the SV-COMP programs, namely RedBlackTree (21x). An explanation for this lies in understanding how execution and slice size impacts slicing the Antlr4 unit tests (i.e., RQ2).

As with SV-COMP, we also analysed a multiple-criteria scenario. In Antlr4, each test on average had 4 criteria, which we sliced together for each input. Our approach showed a speedup of 5x compared to javaslicer.

4.2.2 RQ2.
To better address this research question we performed the same follow up analysis used for SV-COMP RQ2. We ranked the tests according to slice sizes and gain ratio, obtaining a Spearman correlation coefficient of -0.65 over an n=50 which has a strong statistical significance of p < 0.001. Therefore replicating the same correlated behaviour that we observed with the SV-COMP benchmark: Smaller sized slice achieve better gains as showed in Figure 9.

Unfortunately, the relation between execution size and gains cannot be studied with these 50 unit test slices because their execution size differs insignificantly. We opt for not manually changing the tests to impact execution size to keep the treatment of Antlr4 slices unbiased. For this very reason, we also selected the only performance test of Antlr4.

4.2.3 RQ3
We compared our approach with upfront-all and upfront-slice corroboration programs. Results showed that our approach is at least 4x faster to produce a slice when compared with upfront dependency corroboration. Interestingly, upfront-all and upfront-slice report similar times, this happens because they target the same dependencies for corroboration due to static slice imprecision (88K dependencies and 66K respectively). Both upfront programs use the same library summaries that we use for our approach to avoid any bias related to libraries.

4.3 Antlr4 Performance Test
4.3.1 RQ1.
We sliced the Antlr4 performance test with javaslicer and our approach. The execution of the test with no instrumentation takes 20 seconds. Results regarding RQ1 are that javaslicer produced a 3GB trace file (consistent with a large execution size) and after 15 minutes of traversing the trace it ran out of memory (16GB). On the other hand, our approach sliced the test assertions in 5 minutes on average, re-executing the program 8 times on average. The fact that our approach scales to these slicing tasks while javaslicer does not is consistent with the observation that in general our approach obtains increased gain with bigger executions.

4.3.2 RQ2 and RQ3
With only one slicing criteria for the only performance test, there is insufficient data to investigate the correlation between execution or slice size and gains. Both upfront-all and upfront-slice programs timed out after 15 minutes.

4.4 Summary of Results
Regarding RQ1, our evaluation provides evidence that our implementation of the on-demand re-execution paradigm for dynamic slicing results in performance gains with respect to execute-once tools with comparable precision and recall.

For the 7 algorithms implemented in Java of the SV-COMP benchmark, with more than 1700 unique combinations of inputs and target criteria, we show a significant speedup (avg 124x, max >1000x, min 3.74x) when compared with javaslicer. We also show gains for multi-criteria usage scenarios. Slicer4J performed significantly worse than both approaches.

For the Antlr4 case study, we report results for the construction of 50 slices from real unit test assertions where we obtain, when compared to javaslicer, an average 8x gain in overall slice size. We also report gains in multi-criteria usage scenarios. Slicer4J failed to slice Antlr4 unit tests. We also report the slicing of Antlr4’s performance test, in this case javaslicer ran out of memory while our approach sliced the test assertion in 5m.

For RQ2, results provide positive evidence that the gains of our implementation of on-demand re-execution compared to execute-once approaches is directly proportional to execution size and inversely proportional to slice size. This is observable in all benchmarks. In particular, for SV-COMP and Antlr4 unit tests we observe for comparable execution sizes, a negative Spearman correlation between slice size and performance gains with a statistical significance of p < 0.001. While for comparable slices, with the same criterion, in SV-COMP we observe that our approach reports a positive correlation between execution size and gains for 75% of the slices with a statistical significance of p < 0.005. In Antlr4, we observe that execute-once tools have scale problems slicing an execution of a performance test.

Regarding RQ3, results provide evidence that on-demand corroboration offers gains compared to upfront dependency corrobations. Results indicate that gains increase with execution size and imprecision of dependencies to be corroborated up-front. Indeed, in Antlr4 unit tests we observe that nearly half of the gains associated to our approach are due to on-demand corroboration, as upfront-all and upfront-slice are both 4x slower. While at Antlr4 performance test, neither upfront component scale. This provides evidence that on-demand dependency corroboration plays an important role in our approach performance and its shift in practical complexity to slice size rather than execution size.

5 Threats to Validity
To slice Antlr4 our approach required libraries summaries, some of which were developed manually others by a third party, which may lead to diminished recall (but experimentation shows this small and accountable to differences
with Jasvlicer), to increased frontier dependency tracking (which is detrimental to the performance of our approach). The differences in precision and recall between our approach and Jasvlicer were explained by means of manual inspection that may have errors. We make all slices available to third party inspection in the supplementary material.

Our algorithm is designed to slice single-thread deterministic programs, adaptations when that is not the case might not be trivial (e.g., [30]). Regarding our use of a static analysis, building an analysis with perfect recall is a known technological challenge [31], thus as well as static slicers our algorithm may -in practice- miss statements that were relevant to the criteria node. In this sense, our technique inherits the limitations that static analysis might have in terms of scale. We understand that in some settings re-execution may be prohibitively expensive, for instance applications that perform heavy initialization (e.g., web servers, databases, mobile apps, etc) or exhibit non-deterministic behavior. In those respects, we believe that record and replay techniques [32] may be a key technology and that re-execution should be performed during replay phase.

6 RELATED WORK

Dynamic Slicing is a concept presented by Korel and Laski [2] and Agrawal et al. [1] where they presented the idea of closure data and control dependencies for a given input. Following algorithms, sometimes redefine what they consider as a dynamic slice [1], [6], [33], [34] usually in terms of precision, slice executability [35]–[37] or syntactically correspondence [38]. Approaches and tools that followed seminal Korel-Laski’s concept explore different trade offs and optimizations to scale (e.g., [7]–[9], [14], [39]–[41], etc.) but, to the best of our knowledge, all of them work based a single traced-execution. Moreover, to the best of our knowledge, all available tools that produce precise dynamic slices capture memory reference information to extract relevant dependencies. Jasvlicer [7], [14], [20] and DrDebug [10] do an on-demand traversal of that information as proposed in [6], [7]. Slicer4J [15] do full preprocessing [6] by building a dependency graph [1] out of memory references.

Observational slicing [42]–[44], unlike classical approaches, is not meant to keep in the slice statements that are relevant from the point of view of control or data dependence but, instead, to get an executable slice that produces the same results for the slicing criteria. They do that by following a delete-and-observe paradigm, where a candidate slice is built by deleting lines of a program and then compiled and executed to check whether the observed behaviour (e.g., the output) is the same than the original program. Observational slicing is a promising concept designed mainly to deal with multiple languages since, by problem definition, it does not neither require dependency definitions nor ad-hoc instrumentation technology like it is the case for our approach and the tracing approaches. However, delete-and-observe requires a clever treatment of the potentially huge search space and, in some settings, every speculative deletion requires a compilation and then a successful a test execution [44]. Moreover deletion-and-observe techniques must cope with problems such as potential non-termination of slice candidates. Our approach instead do not impose a mandatory recompilation task, instead our observation can be done dynamically using the same program.

There is a few reported hybrid slicing approaches that blend static information with dynamic observation. “Approach 2” of [1] is based on dynamically marking a static dependency graph. Interestingly, it has been reported as a rather imprecise approach [1], [8] and our upfront-all corroboration approach can be regarded as a more precise way to do such marking due to the contextualized nature of our corroboration infrastructure. Yet, our experiments have shown how this corroboration approach is less efficient than our on-demand approach because its performance is tightly coupled with execution size. Other reported hybrid approaches [45], [46] propose a different blend of static and dynamic information, for instance [45] uses available dynamic information in debugging (manually introduced breakpoints) to prune the statically reported paths and build an static slice from them. Instead, our approach uses information of def-use coverage which is more precise than breakpoints information, which we can afford due to multiple re-executions. Finally, we are aware of few dynamic analysis that executed more than once the program under analysis. Notably, secure multi-execution at different security-levels is used to enforce non-interference [47]. In [48] a feedback-directed instrumentation technique for computing crash paths that allows the instrumentation overhead to be distributed over a crowd of users and to reduce it for users who do not encounter the crash. As authors noticed, this is a different problem than slicing and thus challenges and technical approaches are different in many aspects.

Record and replay technology (RR) focuses on providing low overhead recording to allow replaying program behaviour (e.g., [49], [50]). This is a related problem but not equivalent to identifying data flow dependencies in a program execution, our focus. Actually, tools supporting debugging workflows have made important progress by using record and replay technology but still have problems scaling with respect to execution size when (pre)computing and using information necessary for data flow tracking. For instance, Pernosco [51] allows navigating data dependencies, for which it “pre-computes all program states” which can take minutes and that may fail when a submitted recording is ‘too large’. As mentioned, DrDebug provides dynamic slicing functionality on top of record replay technology. Particularly, memory reference information is captured during replay. As noted by [10] “both PinPlay (the RR) and dynamic slicing can incur in a large runtime overhead” that is why developer needs to manually specify ‘buggy region’ (which jeopardizes soundness of slices).

We believe that the ideas we present could be adopted by modern RR and debugging workflows to improve scalability of features aimed at supporting data flow dependencies analysis when traditional memory reference tracing do not scale.

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a novel approach that aims to offer an alternative to the classic execute-once paradigm built around Korel-Laski’s algorithm. The core idea is to re-execute the program to be sliced multiple times while keep-
ing the need for tracking minimal and specific to the analysis needs at each execution. We present a concrete algorithm that follows the on-demand re-execution paradigm that uses a novel concept of frontier dependency to incrementally build a dynamic slice. We show results of an evaluation on the SV-COMP benchmark and Antr4 unit tests that provides evidence that on-demand re-execution can provide performance gains and a practical shift of complexity to slice size rather than execution size, thriving when slice size is small and execution size is large.
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