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Abstract: Activity recognition is one of the most active areas of research in ubiquitous computing. In particular, gait activity recognition is useful to identify various risk factors in people’s health that are directly related to their physical activity. One of the issues in activity recognition, and gait in particular, is that often datasets are unbalanced (i.e., the distribution of classes is not uniform), and due to this disparity, the models tend to categorize into the class with more instances. In the present study, two methods for classifying gait activities using accelerometer and gyroscope data from a large-scale public dataset were evaluated and compared. The gait activities in this dataset are: (i) going down an incline, (ii) going up an incline, (iii) walking on level ground, (iv) going down stairs, and (v) going up stairs. The proposed methods are based on conventional (shallow) and deep learning techniques. In addition, data were evaluated from three data treatments: original unbalanced data, sampled data, and augmented data. The latter was based on the generation of synthetic data according to segmented gait data. The best results were obtained with classifiers built with augmented data, with F-measure results of 0.812 (σ=0.078) for the shallow learning approach, and of 0.927 (σ=0.033) for the deep learning approach. In addition, the data augmentation strategy proposed to deal with the unbalanced problem resulted in increased classification performance using both techniques.

Keywords: Activity recognition; Human gait; Gait activities; Gait classification; Inertial sensors

1. Introduction

Activity recognition is one of the most active areas of research in ubiquitous computing with applications in behavior change, risk prediction and early diagnosis [1]. Some of its main challenges include [2]: (i) the fact that human activities, especially human movement, present high intra-and inter-subject variability, and (ii) the daily dynamics of people in complex environments. Most of the works on activity recognition have started investigating from a general outlook, i.e., they focus on classifying activities that are very different from each other, such as walking vs. drinking coffee, instead of a particular, such as walking vs. running [3]. However, due to the granularity of each type of activity, it is necessary to study each of them separately, e.g., gait activities, sleep phases, sedentary activities, etc.

Gait activities are directly related to people’s ambulation, deriving the classification: (i) by the speed with which people move, e.g., walking, jogging, running; or (ii) by the surface on which people move, e.g. walking on flat surfaces, walking stairs, or walk on inclines. According to the type of gait...
activities to be studied, data gathered from different sensors might be required to classify them. To classify the first group (by movement speed), an accelerometer may be sufficient since it measures the change in speed with respect to time [4], even for different populations like children [5] or older adults [6]. However, when the speed is rather constant, having relatively low variability, the challenge is even greater for activities of the second group (by surface walked on).

Recognizing gait activities is useful to identify various risk factors in people, with one of the main ones being fall prevention. Falls are a leading cause of injury among older adults and most often occur during walking [7] and stair negotiation [8]. Another risk factor is physical inactivity, which according to the WHO is now identified as the fourth leading risk factor for global mortality 1. The average healthy adult needs to be active for at least 30 minutes per day or to walk a minimum of 10,000 steps per day. In some studies, the adult population has been found to walk between 6,000 to 9,000 steps per day [9,10]. Therefore, it is important to monitor the physical activity of people daily, including gait activities.

Currently, conventional (shallow) machine learning methods have been applied to classify gait activities using statistical features extracted from time-series of different sources, such as inertial sensors. However, the models usually tend to fit the data from each study, as well as the features used to build them, and when the models are tested with a larger dataset the results cannot be replicated [11]. Therefore, the use of deep learning methods has gained popularity, mainly because they extract a large set of features automatically from different types of data [12]. These methods have been particularly successful for image processing, and thus, one approach has been to transform one-dimensional signals to images, using the features extracted from the images to train their models. Deep learning techniques have achieved great success in many challenging research areas, such as image recognition, Natural Language Processing, and activity recognition [13].

In the recognition of activities and particularly in gait analysis, datasets are usually unbalanced, i.e., there is an unequal number of instances for different classes, in this case, more data from one activity than from the others. One of the reasons for this class unbalance is the fact that the activities performed in naturalistic conditions depend on the daily routine of the people and even their environment, e.g., walking on level ground is the most common activity among people, as opposed to walking stairs [14]. Due to this disparity, the classification models tend to categorize into the class with more instances, the majority class, while at the same time giving the false sense of a highly accurate model [15]. Data augmentation techniques have been proposed in other fields to deal with this problem, being mostly used to balance the number of instances per class.

In the present study, two methods for classifying gait activities using accelerometer and gyroscope data are presented. The proposal is illustrated using a large-scale public dataset and comparing shallow and deep learning techniques. The first method is based in a previous work [16], in which a method for classifying gait activities based on shallow algorithms is proposed with the aim of evaluating its performance with a larger dataset. Additionally, to take advantage of the substantial amount of data, a second method for classifying activities based on a deep learning approach is proposed. Finally, two data treatments to deal with unbalanced data are also proposed in this work. The remaining of the paper is organized as follows. In Section 2 most related work is summarized. Sections 3 and 4 detail the methods proposed for recognizing gait activities and their evaluation, respectively. Finally, the conclusions and future directions are presented in Section 5.

2. Related work

The recognition of gait activities has been studied from two machine learning approaches: (i) shallow or traditional learning [17–21], and (ii) deep learning [22–26]. As an example of the first category, in [17], accelerometer and gyroscope data were used to classify six gait actions: sitting,
standing, lying, walking, running, and cycling. A smartphone was placed on the thigh and an Inertial Measurement Unit (IMU) on the chest of 24 subjects. Time and frequency-domain features were extracted from the segmented signals (15 seconds) and classified using different algorithms, including C4.5, Classification And Regression Trees, Support Vector Machines (SVM), Multi-Layer Perceptrons, and Naive Bayes (NB). Regarding the second category, in [22] the authors propose a one-dimensional (1D) Convolutional Neural Network (CNN) -based method for classifying walking, jogging, and running, by using accelerometer data collected from the smartphones of 5 subjects. The acceleration data were combined in a vector magnitude and segmented in windows of 10 and 20 seconds. The performance of the 1D CNN-based method showed 92.71% of accuracy.

In the previously mentioned studies [17,22], the authors collected data from some subjects and used it to evaluate their proposed methods. There are also studies that have collected a large-scale dataset of gait activities from hundreds of people [18–21,23–26]. One of these datasets is the OU-ISIR gait dataset, which is described in Subsection 3.1. This dataset has been used for people identification, and classification of gender, age groups, and gait activities. Works that use this dataset to evaluate their proposed methods, based on shallow learning, are described below.

In [18], features were extracted from acceleration and angular velocity data using a set of gait dynamics information from the sequences of participants’ movement in the lateral view. During the training phase, gait dynamics are approximated using Radial Basis Function neural networks. In the recognition phase, a set of dynamical estimators are generated for the training gait patterns. Recognition errors are produced by comparing the set of dynamical estimators with test gait patterns. The correct classification rate in [18] is 83.3%.

An approach for gait authentication of accelerometer data based on Higher Order Statistics is presented in [19]. Feature extraction is performed using High Order Cumulants on acceleration data to produce a feature vector of cumulant coefficients. The approach combines feature-level and sensor-level fusion on multichannel and multisensor data. They reported Equal Error Rate (EER) results of 6% to 12%, indicating a reliable performance of the approach considering the number of participants and the location of the sensors.

In [20], an orientation invariant gait-matching algorithm based on the Kabsch alignment is presented for gait authentication. The approach is comprised of methods for splitting cycles, aligning orientation and comparing gait signals. The authors mention that their approach does not require training or learning steps to estimate parameters. The inputs for the gait matching algorithm are sensor data in the form of two time series, each corresponding to the reference and to the test signals respectively. The reported accuracy results estimated from ROC curves are above 90% at 5% false alarm.

In the work presented by [21], the performance of two different approaches (Self-Organizing Maps (SOM) and Fuzzy C-Means (FCM)) are explored. The focus of their work is to cluster healthy participants divided into age groups. Kinematic features were extracted from Average Cycle Time and cadence. The results reported indicate that better results were obtained with FCM considering that a participant can be part of many clusters. It is also mentioned that the SOM approach does not require defining the number of clusters, which could be useful in cases where there is limited information about a dataset.

Deep learning based approaches applied for the task of gait recognition on the OU-ISIR inertial gait activities dataset obtained much better results than conventional (shallow) approaches. The success of deep learning could depend not only on mathematics but also on physics [23]. In this study, the authors argue that when the statistical process generating the data is of a certain hierarchical form prevalent in physics and machine learning, a deep neural network can be more efficient than a shallow one. This satisfactory performance of deep learning is consistent with results obtained from the data analysis of different types of data, like images or text. The most relevant studies using deep learning based approaches are detailed below.
The approach presented by [24] uses multi-region size CNN for gait recognition from accelerometer and gyroscope data. In this case, a pre-trained CNN for gait feature extraction from a large sensor dataset was used for training and for encoding gait features of another set of participants to be classified using SVM. The experiments carried out were for finding the most adequate parameters for CNN models, and for pre-trained CNN model evaluation. It is reported that their best CNN models applied on the OU-ISIR inertial gait activities dataset provide an accuracy of 96.84% and EER of 10.43%, and that using only a subset of the OU-ISIR dataset their approach can obtain an accuracy of up to (95.53 ± 0.82)% and EER of (11.60 ± 0.98%).

In [25], an end-to-end multi-task and fusion CNN approach that uses raw inertial data as input is presented for gait recognition. From the input raw data, the model learns features that maximize accuracy on the target task via backpropagation. The gait recognition experiments were: (i) sensor position, (ii) single task with individual sensors, (iii) multi-task with individual sensors, (iv) selection of the fusion position, (v) single task with fusion, and (iv) multi-task with fusion. The results reported present an improvement of accuracy (from 83.8% to 94.8%) and the authentication EER (from 5.6 to 1.1).

Another deep learning approach for age and gender recognition from a single inertial sensor is presented in [26], where features are extracted using convolutional feature extraction. The approach performed 10 trials of inter-subject Monte Carlo cross-validation. For the age recognition two classes were considered (teen (age < 20) and adults (age ≥ 20)), and for each trial 70% of the participants were randomly selected for training and the remaining 30% was used for testing. Two experiments were carried out for gender recognition: (i) all participants trained in the same network, and (ii) two separate networks were used for teens and adults respectively. The reported results in [26] were: (i) accuracy for age recognition of 88.6% ± 2.4%, (ii) averaged accuracy for gender recognition of 88.6% ± 2.5%, and (iii) averaged accuracy for the age of 73.9% ± 2.8%.

In contrast to previous work, two important aspects of the present study can be highlighted: (i) two methods for classifying gait activities from the OU-ISIR gait dataset were evaluated and compared, one based on shallow learning (see Section 3.3.1), and the other based on deep learning (see Section 3.3.2); and (ii) the use of data treatments for balancing the dataset, the first based on subsampling, and the other using augmentation techniques to generate synthetic data (see Section 3.2).

3. Methods

Human activity recognition using data from inertial sensors is commonly carried out through a process that begins with data acquisition and ends with the classification. In most cases, researchers collect data and propose methods according to this type of data, by processing the signals (the so-called time-series) based on filters designed to the conditions of their setups, as well as adjusting the parameters of the classification models to this data. Regarding the classification step, the most used approach is supervised classification, which requires labeled data and a set of features that best describe the signals obtained with inertial sensors. In this sense, statistical features have been widely used since they usually describe how activities are performed according to the type of signal used, such as raw data, e.g. linear acceleration, or high-level data, e.g. orientation. On the other hand, recent studies have focused on extracting a large number of features by changing the representation of the signals to the image domain in order to take advantage of deep learning techniques.

In previous work [16], a method for classifying gait activities was proposed for a specific setting. Acceleration data was collected from seven young subjects (24–35 years), who performed five gait activities: (i) going down an incline, (ii) going up an incline, (iii) walking on level ground, (iv) going down stairs, and (v) going up stairs, all at a speed comfortable to them. All subjects were asked to carry a smartphone in their right hand, while an inertial sensor was firmly attached to their right ankle using an elastic band. All subjects declared not having any mobility impairment in their limbs. The environments to carry out the activities were the same for all subjects, including both indoors and outdoors.
To evaluate the performance and robustness of the proposed method, a dataset that includes the same gait activities and the same type of data, but under different experimental conditions, was searched, e.g., greater number of participants, other environments, different position of the sensors, among others. This dataset is presented in the following section. Because the data is unbalanced, three types of data partitions are proposed for treatment, see Section 3.2. The proposed method in [16] was adapted as explained in Section 3.3.1. Additionally, a novel approach for extracting deep-based features to take advantage of a large amount of data available is proposed, as detailed in Section 3.3.2.

3.1. OU-ISIR Gait dataset

The OU-ISIR Gait dataset was collected by the Institute of Scientific and Industrial Research (ISIR) of Osaka University (OU) as part of the GAG2019 challenge (OU-ISIR Wearable Sensor-based Gait Challenge: Age and Gender) [27]. The gait activities considered in the OU-ISIR Gait dataset are listed in [28] as (i) level, (ii) up-slope walk, (iii) down-slope walk, (iv) step up, and (v) step down; note that these activities are similar and correspond to the ones considered in the initial dataset previously described in this section. The distribution of age group and gender was not uniform. In addition, the actions were already segmented by steps.

The dataset was gathered from 745 visitors (388 males and 357 females) of varied ages (from 2 to 78 years) of an exhibition in Japan over five days. In this case, three IMU sensors were used to collect the gait data at a sampling rate of 100 Hz. The IMU sensors include a triaxial accelerometer and a triaxial gyroscope, with dynamic ranges at ±4[g] and ±500[deg/s] respectively. For the data collection, the participants wore a waist belt that had three IMU sensors attached at different orientations (left, right and center-back). Some of the constraints of the training dataset were the non-uniformity of age groups, sensor location, and orientation inconsistencies. Only data of the sensor identified as center-back was used in this work.

3.2. Data treatments

As mentioned, the data in the OU-ISIR dataset is unbalanced, which refers to a problem where the number of instances in the dataset for each class label is not balanced. The number of instances for each class is: (i) going down an incline = 2,098 (13%), (ii) going up an incline = 1,890 (12%), (iii) walking on level ground = 9,865 (63%), (iv) going down stairs = 882 (6%), and (v) going up stairs = 956 (6%). Three data treatments (Figure 1) were used to train and test the classification models:

1. Using unbalanced data (no alterations in the original dataset), the total of instances is 15,691 (see Subfigure 1(a)).
2. Balancing data by sampling to the number of instances of the minority class: going down stairs, i.e. the total of instances is 4,410 (see Subfigure 1(b)).
3. Balancing data by increasing to the number of instances (Subsection 3.2.1) of the majority class: walking on level ground, i.e. the total of instances is 49,325 (see Subfigure 1(c)).

![Figure 1](image-url). Data treatments: (a) original dataset; (b) randomly subsampled data from the original dataset; (c) augmented data using synthetic data.
3.2.1. Data augmentation

Five techniques were applied to generate synthetic data in order to balance the classes of the dataset used in the present study. These techniques that are commonly used in the field of activity recognition using time-series were analyzed [29,30], implementing those that best fit the data types. The selected techniques are grouped into: (i) data modifying the magnitude of the signals DMM, and (ii) data modifying the frequency of the signals DMF, and are described below:

1. Scaling (DMM): Multiply all elements of each signal by a random value. The frequency of the signal remains.
2. Jittering (DMM): Multiply a random value to each element of each signal (add noise). The frequency of the signal remains.
3. Smoothing (DMM): Filter each signal using a Hann window with a length of the $total - time/10$ multiplied by a random value. The frequency of the signal remains.
4. Downsampling (DMF): Random selection of frames and uniform subsampling to reduce the signals. The same rate is applied to all signals. The magnitude of the signals remains.
5. Cutting (DMF): Reduce an equally number of frames ($total - time/10$ multiplied by a random value) of the edges of the signals. The same rate is applied to all signals. The magnitude of the signals remains.

The variation factor for the generation of the synthetic data depends on a random value with a Gaussian distribution of mean $\mu = 1$ and standard deviation $\sigma = 0.2$. This parameter is important for the data augmentation since it adjusts to the restrictions of human movement, as well as to the segmentation based on steps. The five techniques were applied iteratively until completing the number of synthetic data required for each class: (i) going down an incline = 7,767; (ii) going up an incline = 7,975; (iii) walking on level ground = 0; (iv) going down stairs = 8,983; and (v) going up stairs = 8,909.

Figure 2 shows an example of data generated from a segmented step of the walking on level ground activity for gyroscope (top) and accelerometer (bottom) data.

![Figure 2. Synthetic data. Top images show gyroscope data while bottom show accelerometer data. From left to right: Original signals, synthetic data modifying magnitude of signals (scaling, jittering, and smoothing), and synthetic data modifying frequency of signals (downsampling, and cutting).](image)

3.3. Activity classification

The data, separated by treatment, was used to classify gait activities applying two approaches. The first of them follows the traditional approach of supervised classification based on statistical features, which describe human movement from the time-series of inertial sensors (see Section 3.3.1). The second approach corresponds to the transformation of the time series in images, from which features are extracted to be used in an artificial neural network (see Section 3.3.2).

3.3.1. Shallow learning approach

The adapted method for classifying gait activities is presented in Figure 3 and detailed below. The method is divided into two stages: (i) steps detection, and (ii) gait classification. The main difference
from the original method is that the segmentation is already provided in the dataset, so the input data are the segmented steps. When sensors are placed on people’s limbs, it is possible to characterize the strides, or gait cycles, of such limb. In the dataset considered, the sensor was placed on the torso, making it possible to extract steps. The difference between stride and step is that the former comprises successive contact phases ending by the same foot, while the latter are successive contact phases of opposite feet. Despite this, the proposed method can be used under such circumstances.

![Diagram of Strides and Gait Classification Stages](image)

**Figure 3.** Adapted gait recognition method [16]. Since the data is already segmented the first step (gray) was omitted (Step 3 in [16]).

Since the data is already segmented the third step (gray) was omitted. In the preprocessing step (first step), a low-pass filter is applied to the accelerometer and gyroscope signals. The purpose of the filter is to avoid artifacts due to movement and to filter the noise in signals. A pseudo-Gaussian smoothing function is then applied to the filtered signals. The first step is applied to the three axes of both types of sensors. Because the signal aligned with the sagittal plane of people is the one that records a greater magnitude of acceleration, a search is conducted to identify which of the three acceleration signals has greater power (second step) and it will be labeled as the forward-direction signal FD. In addition, the magnitude vector XYZ, is calculated in order to use information of the three signals combined. This vector has been widely used as it is invariant to device rotations.

In the second stage, a supervised classification approach was implemented. Five descriptive features were extracted from each step segmented of both accelerometer and gyroscope data: (i) width of the segment, (ii) height of the segment, (iii) mean of the acceleration, (iv) standard deviation of the acceleration, and (v) power of the acceleration. In the last step, the feature vectors are used for building the gait activity classifiers. Four inference algorithms were selected because they are appropriate to deal with problems involving unbalanced data. Naive Bayes (NB) classifier is a classification method founded on the Bayes theorem based on the estimated conditional probabilities [31]. C4.5 is a decision tree classifier that builds a binary classification tree; determined by a splitting criterion, features are selected as branching points that separate the two classes [32]. Support Vector Machines (SVM) classify unseen information by deriving selected features and constructing a high dimensional hyperplane to separate the data points into two classes [33]. K-Nearest Neighbors (KNN) is a non-parametric method that does not need any modeling or explicit training phase before the classification process [34].

### 3.3.2. Deep learning approach

In recent years Deep Learning (DL) models have shown outstanding performances to undertake problems in different domains of application such as object recognition, medical diagnosis, self-driving cars, natural language, and predictive forecasting [35]. Convolutional Neural Network (CNN) is one of the most common DL models and has become a state-of-the-art approach in the areas of image processing and computer vision. Inspired by the success of DL and considering that previous works have shown the feasibility of using CNNs using inertial data represented as images for activity recognition [36–38], an image-based gait activity recognition using a CNN was implemented.
CNN is able to successfully capture the spatial and temporal dependencies in an image through the application of relevant filters. As a first step, the time series is encoded as a Gramian Angular Field (GAF) image (the encoding strategy is based on the work presented in [38]). According to this strategy, to make a GAF matrix, the values $X = \{x_1, x_2, \ldots, x_n\}$ of the time series are first scaled into values between $[-1,1]$ by using Equation 1.

$$\tilde{x}_i = \frac{(x_i - \max(X)) + (x_i - \min(X))}{\max(X) - \min(X)}$$

Equation 1

Thus, $\tilde{X} = \{\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n\}$ represents the scaled values. The second step is to represent the scaled data in the polar coordinate system. Equations 2 and 3 are used to generate the polar representation.

$$\phi = \arccos(\tilde{x}), \quad \tilde{x} \in [-1,1]$$

Equation 2

$$r = \frac{t_i}{N}, \quad t_i \in \mathbb{N}$$

Equation 3

After transforming the scaled time series into the polar coordinate system, the cosine of the sum of the angles is calculated to make the GAF by using Equation 4.

$$GAF = \cos(\phi_i + \phi_j)$$

Equation 4

Figure 4 shows an example of the time series coding process (in this case the magnitude of the angular velocity components) corresponding to one step.

Figure 4. Encoding time-series process: 4(a) angular velocity magnitude time series; 4(b) polar representation; 4(c) GAF image.

Feature-based Image

Typically, in terms of colors/channels an image can be represented in two ways: (i) gray-scale (one channel), and (ii) color (three channels: RGB). Considering that a time-series (signal) can be encoded as a one-channel image, the combination of three signals (one per channel) in a feature-based color image is proposed. The proposed signals combination is given by (i) the magnitude vector of acceleration ($\text{Acc}_{\text{XYZ}}$), (ii) magnitude vector of angular velocity ($\text{Gyr}_{\text{XYZ}}$), and (iii) forward-direction signal based on the acceleration signal ($\text{Acc}_{\text{FD}}$).

In Figure 5 an example of a feature-based image (Figure 5(a)), as well as its channels (Figures 5(b), 5(c), and 5(d)) are shown. In this figure each channel is presented according to its corresponding value, for instance, the GAF image of the magnitude vector of acceleration corresponds
Convolutional Neuronal Network (CNN)

CNN is a type of artificial neural network, most commonly applied to analyze visual imagery. CNN is comprised of units called neurons, which take in a weighted sum of inputs and output an activity level. The activity level is commonly a nonlinear function of the input, frequently just a rectified linear unit where the activity is equal to the input for all positive input and 0 for all non-positive input.

4. Results and discussion

In this section, we present the results of applying both approaches, shallow (Section 4.1) and deep (Section 4.2) learning techniques, and the discussion of them (Section 4.3). The results are shown using
the data treatments introduced in Section 3.2: original unbalanced dataset, balanced sampled data, and balanced augmented data.

4.1. Gait classification using shallow learning

In order to evaluate the gait classifiers based on statistical features, detailed in Section 3.3.1, feature vectors were divided in two levels: (i) type of sensor (accelerometer data, gyroscope data, and both accelerometer and gyroscope data); and (ii) type of signal (forward-direction signal FD, acceleration magnitude vector XYZ, and both FD and XYZ). Data partition was made using five-fold cross-validation, which indicates that the classifiers were trained with the 80% of the instances and tested with the rest of the instances (20%), repeating the process five times. 3.2.

4.1.1. Unbalanced data

Table 1 presents the correctly classified instances rate by using the original dataset, i.e., unbalanced data. Regarding the type of sensor data, combining the data from both shows a better result; there is no significant difference between using accelerometer data or using the gyroscope data separately. Regarding the type of signal, the best result was achieved using the forward direction signal (FD), and combining FD with the magnitude vector XYZ. The best results by treatment for each classifier built from unbalanced data were: 68.2% for Naive Bayes (NB), 72.5% for C4.5, 73.2% for Support Vector Machines (SVM), and 69.7% for K-nearest Neighbors (KNN).

| Sensor | Signal | Features | NB    | C4.5  | SVM   | KNN   | Avg (σ) |
|--------|--------|----------|-------|-------|-------|-------|---------|
| Acc    | FD     | 5        | 66.0  | 68.5  | 69.1  | 59.5  | 65.8 (4.4) |
|        | XYZ    | 5        | 63.8  | 66.5  | 68.4  | 54.8  | 63.4 (6.0) |
|        | FD+XYZ | 9        | 63.7  | 67.8  | 69.6  | 61.6  | 65.7 (3.7) |
| Gyr    | FD     | 5        | 68.2  | 71.9  | 71.8  | 60.4  | 68.1 (5.4) |
|        | XYZ    | 5        | 63.0  | 66.3  | 68.2  | 54.2  | 62.9 (6.2) |
|        | FD+XYZ | 9        | 56.8  | 69.9  | 72.2  | 62.6  | 65.4 (7.0) |
| Acc + Gyr | FD     | 9        | 67.9  | 72.5  | 72.8  | 66.4  | 69.9 (3.2) |
|        | XYZ    | 9        | 61.3  | 65.2  | 69.4  | 57.7  | 63.4 (5.0) |
|        | FD+XYZ | 17       | 55.3  | 70.6  | 73.2  | 69.7  | 67.2 (8.1) |

Table 1. Correctly classified instances (%) using unbalanced data, number of instances = 15,691.

From the best results by classifier, Table 2 shows the individual F-measure by activity. This classification metric provides a single score that balances both the concerns of precision and recall. The results are similar for all classifiers, however two of the activities present very low scores for all classifiers too: going down an incline and going up an incline. Despite the fact that the class with the highest number of instances is walking on level ground, there is no clear overfitting with respect to the other classes, since similar or superior results were obtained for activities that involve the use of stairs; this trend can be best distinguished for the SVM classifier.

4.1.2. Sampled dataset

Table 3 shows the classification results for the second data treatment corresponding to a subsample of the original dataset. Note that the correct classification rate decreased for all combinations, obtaining the best results combining the data from both sensors and the two types of signals, in particular 54.0% for C4.5, 60.3% for SVM and 52.1% for KNN classifiers. In the case of NB, it also required the use of the accelerometer data to improve the classification, unlike the previous data treatment which only required the gyroscope data.

From the best results by classifier in this second evaluation, Table 4 shows the individual F-measure by activity. The best results using this metric were obtained from the SVM classifier (0.603), and although it is worse than the best results from the previous data treatment (0.625 - 0.696), it
Table 2. F-measures for all gait activities using the best treatment by each classifier from unbalanced data (Table 1).

| Gait activity                  | NB   | C4.5 | SVM  | KNN  | Avg (σ)         |
|--------------------------------|------|------|------|------|-----------------|
| Going down an incline          | 0.205| 0.299| 0.038| 0.349| 0.223 (0.137)   |
| Going up an incline            | 0.231| 0.305| 0.007| 0.315| 0.215 (0.143)   |
| Walking on level ground        | 0.795| 0.825| 0.827| 0.795| 0.811 (0.018)   |
| Going down stairs              | 0.676| 0.860| 0.904| 0.862| 0.826 (0.102)   |
| Going up stairs                | 0.833| 0.862| 0.912| 0.893| 0.875 (0.035)   |
| Weighted avg (σ)               | 0.625| 0.696| 0.633| 0.687| 0.660 (0.087)   |

Table 3. Correctly classified instances (%) using sampled data, number of instances = 4,400.

| Sensor | Signal | Features | NB | C4.5 | SVM | KNN | Avg (σ) |
|--------|--------|----------|----|------|-----|-----|---------|
| Acc    | FD     | 5        | 51.7| 52.0 | 53.6| 47.0| 51.1 (2.8) |
|        | XYZ    | 5        | 46.9| 45.7 | 50.3| 42.2| 46.3 (3.3) |
|        | FD+XYZ | 9        | 50.0| 51.8 | 55.5| 49.7| 51.7 (2.7) |
| Gyr    | FD     | 5        | 46.0| 43.2 | 47.4| 40.0| 44.2 (3.3) |
|        | XYZ    | 5        | 45.3| 44.3 | 48.0| 39.5| 44.3 (3.5) |
|        | FD+XYZ | 9        | 45.7| 45.2 | 50.5| 43.5| 46.2 (3.0) |
| Acc + Gyr | FD    | 9        | 53.2| 53.5 | 58.0| 50.6| 53.8 (3.1) |
|        | XYZ    | 9        | 47.5| 47.4 | 53.0| 44.5| 48.1 (3.6) |
|        | FD+XYZ | 17       | 50.0| 54.0 | 60.3| 52.1| 54.1 (4.4) |

Acc: Accelerometer, Gyr: Gyroscope, NB: Naive Bayes, SVM: Support Vector Machines, KNN: K-Nearest Neighbors

4.1.3. Augmented dataset

Table 5 presents the classification results for the third data treatment corresponding to the dataset balanced using synthetic data. In this case, the models that combine information from both sensors and both signals improve their classification with respect to the previous data treatments. Additionally, from this treatment of the data, the best classifiers were built using C4.5 (81.2%), SVM (68.0%) and KNN (79.6%); for NB the best result was obtained with the unbalanced dataset (68.2%). The best global classifier so far is the one built with the C4.5 algorithm and the FD signal from both sensors.
Table 5. Correctly classified instances (%) using augmented data, number of instances = 49,325.

| Sensor | Signal | Features | NB     | C4.5   | SVM     | KNN     | Avg (σ) |
|--------|--------|----------|--------|--------|---------|---------|---------|
| Acc    | FD     | 5        | 57.7   | 71.1   | 60.3    | 68.9    | 64.5 (6.5) |
|        | XYZ    | 5        | 51.9   | 60.7   | 57.3    | 57.0    | 56.7 (3.6) |
|        | FD+XYZ | 9        | 56.4   | 72.1   | 62.4    | 73.2    | 66.0 (8.0) |
| Gyr    | FD     | 5        | 44.7   | 48.1   | 46.8    | 47.7    | 46.8 (1.5) |
|        | XYZ    | 5        | 43.2   | 44.7   | 45.6    | 43.7    | 44.3 (1.1) |
|        | FD+XYZ | 9        | 43.2   | 51.3   | 49.6    | 57.2    | 50.3 (5.8) |
| Acc + Gyr | FD       | 9        | 60.0   | 81.2   | 65.1    | 77.2    | 70.9 (10.0) |
|         | XYZ    | 9        | 55.5   | 66.0   | 62.5    | 67.1    | 62.8 (5.2) |
|         | FD+XYZ | 17       | 58.9   | 81.2   | 68.0    | 79.6    | 71.9 (10.5) |

Acc: Accelerometer, Gyr: Gyroscope, NB: Naive Bayes, SVM: Support Vector Machines, KNN: K-Nearest Neighbors

From the best results by classifier in the last evaluation, Table 6 shows individual F-measures. In this case the activities that have the best performances are again going down and going up stairs, however this time the activity of walking on level ground scores a similar performance. In addition of scoring the best accuracy results, C4.5 has the best F-measure with the lowest dispersion among the activities.

Table 6. F-measures for all gait activities using the best treatment by each classifier from sampled data (Table 5).

| Gait activity          | NB    | C4.5  | SVM   | KNN   | Avg (σ) |
|------------------------|-------|-------|-------|-------|---------|
| Going down an incline  | 0.325 | 0.714 | 0.511 | 0.674 | 0.556 (0.177) |
| Going up an incline    | 0.554 | 0.748 | 0.583 | 0.704 | 0.647 (0.093) |
| Walking on level ground| 0.787 | 0.800 | 0.795 | 0.761 | 0.786 (0.017) |
| Going down stairs      | 0.552 | 0.872 | 0.700 | 0.899 | 0.756 (0.162) |
| Going up stairs        | 0.698 | 0.925 | 0.769 | 0.944 | 0.834 (0.120) |
| Weighted avg (σ)       | 0.583 (0.157) | 0.812 (0.078) | 0.672 (0.109) | 0.797 (0.107) | 0.716 (0.114) |

Treatments. NB and C4.5: Acc_FD + Gyr_FD, SVM and KNN: Acc_FD + Acc_XYZ + Gyr_FD + Gyr_XYZ

4.1.4. Classification comparison

Finally, the best model for each data treatment was selected for comparing the inter-activity misclassification: (i) C4.5 built with features Acc_FD + Gyr_FD (unbalanced data), (ii) SVM built with all features (sampled data), and (iii) C4.5 with all features (augmented data). Thus, to summarize the classification performance, a confusion matrix for each data treatment, has been calculated. Figure 7 shows the confusion matrices from these classifiers, respectively. As it can be seen, the model in Figure 7(a) is overfitted to the majority class, because most instances of going down and going up an incline are misclassified as walking on the level ground, while the stairs activities presented the best proportion among sensitivity and specificity. In the second confusion matrix 7(b), there is a high confusion between the first three activities, and most instances of walking on the level ground are misclassified as going up an incline; in this case the stair activities present confusion between them. The best classification is shown in Subfigure 7(c), although it presents a minimum confusion in the first three activities.

4.2. Gait classification using deep learning

To test the CNN model (presented in Section 3.3.2) for the classification of the gait activity, the same scenarios presented in Section 4.1 are considered: (i) the unbalanced dataset, (ii) the sampled dataset, and (iii) the augmented dataset. The CNN model on each scenario is trained for 30 epochs.
The metrics used to evaluate the performance of the CNN model in each case were precision, recall, accuracy and F-measure.

4.2.1. Unbalanced dataset

As in the shallow learning approach, 80% of the instances of each class of the OU-ISIR gait activities dataset was used to train the CNN model. The training instances were randomly and uniformly selected leaving the remaining ones for testing. Figure 8 shows the loss graph during the training process of the implemented CNN model. As it can be seen in the figure, the exponential shape of the loss plot (red line) indicates that the model has a good learning rate and, given that the validation loss (blue line) remains close to the loss plot, it is then expected that the model trained does not present overfitting.

The classification report is presented in Table 7, where it can be seen that the overall accuracy of the model is around 89%. Furthermore, despite the fact that the CNN model was used on a dataset with unbalanced classes, it seems that the relevant features of each class are being captured in the training stage, which makes it possible to have good classification performance, as shown by the F-measure.
4.2.2. Sampled dataset

A balanced dataset generated from the OU-ISIR gait activities dataset to train the model was used (80% instances for training and 20% for testing).

Table 8. Classification report of the CNN model trained with the sampled dataset.

| Gait activity       | Precision | Recall | F-measure | support |
|---------------------|-----------|--------|-----------|---------|
| Going down an incline| 0.849     | 0.897  | 0.872     | 175     |
| Going up an incline | 0.891     | 0.891  | 0.891     | 175     |
| Walking on level ground| 0.867     | 0.817  | 0.841     | 175     |
| Going down stairs  | 0.971     | 0.949  | 0.96      | 175     |
| Going up stairs    | 0.95      | 0.971  | 0.96      | 175     |
| Accuracy           |           |        | 0.905     | 875     |
| Macro Avg.         | 0.905     | 0.905  | 0.905     | 875     |
| Weighted Avg.      | 0.905     | 0.905  | 0.905     | 875     |

Figure 9 shows the loss curve during the training process. As in the previous case, the validation loss curve, as well as the loss curve, show an exponential shape besides staying close, indicating that the model has a good learning rate.

Table 8 shows the classification report. Even though the number of instances on each class is lower (except for the minority class) than in the previous case, the accuracy remains almost the same. However, it can be observed that the F-measure for the walking class has decreased. Possible reasons for this result are, on the one hand, that perhaps for this particular class it is necessary to have more data in the training stage, and on the other hand, that the data selected during sampling might not be representative enough for the class.
4.2.3. Augmented dataset

As a last case, the CNN model was trained using a dataset generated by means of data augmentation techniques. Thus, given that the amount of data per class is considerably larger than in the previous cases, it is expected that the learning rate of the network to be good, as shown in Figure 10.

![Figure 10. Loss behavior during training stage. To train the model the augmented dataset was used.](image)

The performance of the trained model is summarized in Table 9. From this table, it can be concluded that the CNN model performance has improved. For instance, the overall accuracy is almost 93%, a value that is 3% higher compared to the accuracy value of the first case and 2% higher compared to the second case.

| Gait activity            | Precision | Recall | F-measure | support |
|--------------------------|-----------|--------|-----------|---------|
| Going down an incline    | 0.912     | 0.873  | 0.892     | 1553    |
| Going up an incline      | 0.890     | 0.885  | 0.887     | 1594    |
| Walking on level ground  | 0.964     | 0.969  | 0.977     | 1972    |
| Going down stairs        | 0.935     | 0.914  | 0.924     | 1796    |
| Going up stairs          | 0.922     | 0.956  | 0.939     | 1781    |
| Accuracy                 |           |        | 0.927     | 8696    |
| Macro Avg.               | 0.925     | 0.923  | 0.924     | 8696    |
| Weighted Avg.            | 0.927     | 0.927  | 0.927     | 8696    |

4.2.4. Classification comparison

The performance of each trained model can be summarized in the confusion matrices (in a normalized form) shown in Figure 11.

For the unbalanced dataset scenario, it can be observed from the confusion matrix shown in Figure 11(a), that misclassified instances of incline down and incline up were predicted as walking (14% in each case). For the rest of the gait activities, the classification rate is over 90%. However, note that from the column sums, it can be concluded that the walking class is an attractor (more samples than expected are assigned to this class), since it has 21% above the expected value of samples assigned to it, while the incline down class is the strongest repeller (less samples than expected are assigned to this class) with 11% less samples assigned to it than expected. In contrast, although in the second case the dataset has less number of instances, the classification rate for the incline up and incline down classes has improved, but the classification rate for the walking class has decreased by around 10% (see Figure 11(b)); besides, there are no strong attractors or repellers, though class incline down is the strongest attractor with 5% above expected value of samples assigned to it, and class stairs down is the
strongest repeller with 5% less samples assigned to it than expected. On the other hand, from results shown in Figure 11(c), it can be seen that even though a large amount of data has been generated by means of the data augmentation techniques, the CNN model performs well, even better than in the other scenarios.

F-measure has been calculated to assess and compare the performance of the CNN model, trained from an unbalanced, sampled and augmented dataset.

Table 10. F-measures for all gait activities using CNN model from unbalanced, sampled and augmented data.

| Gait activity               | Unbalanced | Data treatment | Augmented |
|-----------------------------|------------|----------------|-----------|
| Going down an incline       | 0.806      | 0.872          | 0.892     |
| Going up an incline         | 0.792      | 0.891          | 0.887     |
| Walking on level ground     | 0.930      | 0.841          | 0.977     |
| Going down stairs           | 0.912      | 0.960          | 0.924     |
| Going up stairs             | 0.918      | 0.960          | 0.939     |
| Weighted avg (σ)            | 0.895 (0.064) | 0.905 (0.048) | 0.927 (0.033) |

Table 10 shows that the CNN model performs well regardless of the dataset used for training. Nevertheless, the best results are presented when the augmented dataset is used, which is expected due to the considerably greater amount of data, compared to the other datasets, used in the training process. However, the amount of time to train the CNN model is also considerably greater (about 30 hours on a standard laptop with an Intel Core i5 processor and 16 GB of RAM). In contrast, the lowest performance is presented when the CNN model is trained with the unbalanced dataset, except for the walking class which has around 63% of the total number of instances of the entire unbalanced dataset.

4.3. Discussion

The classification results from the shallow learning approach vary significantly for all the combinations of features used, from 39.5% to 81.2%, either using balanced, sampled or augmented data. In general, the best results are obtained using the features extracted from the forward-direction signal FD of both accelerometer and gyroscope. There was no inference algorithm that would work properly for all three data treatments, however, the classifier built using C4.5 obtained the best overall result with this approach.
Regarding the results reported in the previous work in [16], in which only data from the accelerometer, with balanced classes, of seven young subjects were used, the correct classification average of the four classifiers from the combination $\text{Acc}_{FD} + \text{Acc}_{XYZ}$ was 69.4% ($\sigma=11.4$), while in this study it was 65.7% ($\sigma=3.7$) for the unbalanced data, 51.7% ($\sigma=2.7$) for the sampled data, and 66.0% ($\sigma=8.0$) for the augmented data. Although the average is close for data treatments 1 and 3, the inter-classifier dispersion value was considerably reduced for all three treatments. From the perspective of evaluating the proposed method with a much larger number of participants (745) with widely dispersed ages (2 - 78 years), it is worth mentioning that the results are satisfactory.

Nevertheless, as it is shown in the experimental results, the deep learning approach presents improvements in the gait activity classification task presented in this work, making it a good alternative to solve this kind of problems. Furthermore, encoding a time series as a color image, proved to be a good strategy to extract features through the CNN model training stage. The CNN is used to build a gait activities classifier, which showed to have a better performance than the so-called shallow learning methods. However, it is important to consider the training time which increases as the number of data increases, and in particular for the case of the augmented database it was around 30 hours, nevertheless, this time can be improved if the training stage is performed using a GPU. Although it is a fact that training a CNN model is a slow process, the execution time is not related to it but with the input parameters instead, in this case the image size. The average classification time was computed for the largest dataset, resulting in a value around 0.016s, making it feasible to use this classifier in real-time scenarios.

The improvement of the deep learning approach with respect to the shallow learning based approach can be seen in Figure 12. This figure shows the F-score obtained by the best classifiers of the two approaches, using the three data treatments: unbalanced, sampled, and augmented. The classifiers selected from the shallow learning approach are described in Figure 7, while those based on deep learning were presented in Table 10 and are shown in Figure 11.

![Figure 12. Comparison between conventional (shallow) and deep learning techniques.](image)

As it can be noticed, the measure of central tendency is superior for deep learning, and the measure of dispersion is less in all three treatments. Surprisingly, the same data trends relative to its counterpart for all proposed treatments can be seen. In the case of unbalanced data, in both approaches, the classifiers have good results for three of the classes, while for both, the incline-related ones, have poor results and far from the others, so the median of the boxplots is grouped at the top. In contrast, with the sampled data the classifiers of both approaches have the best results for stairs activities, grouping the other three activities down from the boxplot. In the third case, using augmented data, the results of the classifiers of both approaches, which are the best overall, are close for the five activities, however, the activity best classified for the deep approach was walking on level ground, while for the other approach it was going up stairs. The results of the last treatment could be explained by the
generation of synthetic data, but in the deep approach the best activity was walking, from which no additional data was generated.

Using a deep learning-based approach to authenticate, label, recognize or even classify gait time series, has proven to be a better strategy, as in almost all cases it has shown improvements over the results obtained with the shallow approaches. For instance, in [26] a gender recognition as well as age recognition with around 88.6% of accuracy have been achieved. In works like the one presented in [25] where a multi-task approach is proposed, the authors present a solution for a gender and age recognition as well as for people authentication, obtaining up to 96% of identification accuracy. Then, for gait activities classification task (like the one presented in this work), a classification accuracy around 90% shows that deep learning approaches should be considered as a good choice for this task just as it was in the other tasks.

Finally, it is important to notice that when using unbalanced data, overfitted models are usually generated, particularly when the order is very high between the majority class and the rest of the classes. As can be seen in the results obtained from the proposed approaches, the use of balanced data improves the sensitivity as well as the specificity of the gait activity classifiers.

5. Conclusions

In the present work, gait activities were classified by using two computational learning approaches on a large-scale dataset. For the treatment of this dataset, three types of treatments were presented, one of them considering the unbalanced original data, and the other two by balancing the number of instances per class. Balancing by increasing data requires adapting synthetic data generation techniques to the problem domain, since the data was previously segmented by step size, which represented a detailed study of inertial data. The first learning approach consisted of adapting a previous method for recognizing gait activities, and although the same good results were not obtained, the best classification model (shallow approach) was able to properly fit the huge dataset. This characteristic led us to propose a second approach that could deal with a large amount of data, and it was solved by transforming inertial sensor signals into images to be used by a method based on deep learning. This second approach obtained very good results, even when using unbalanced data.

The dataset considered was collected using inertial sensors attached to the waist using a belt, allowing redundant data among the sensors. Since the images transformed from the sensor signals can be mixed or even grouped by changing their representation, it is feasible to use multiple sensors placed on different anatomical references to generate rich representations, either hierarchically or topologically, for example using inertial sensors embedded in activity trackers or smartwatches, or even placing the inertial sensors on the lower extremities.

Future work will investigate if the methods presented in this study can be used with gait data captured in naturalistic environments, in addition, to propose an online recognition approach, taking advantage of both approaches for different tasks, e.g., recognizing periods of ‘activity’ and ‘not activity’ using conventional classification, and the periods of activity classifying them into types of gait activity. Additionally, it is possible to focus the work on customized models or by type of population, e.g., children or elderly, adding a retraining stage from the general model of gait recognition and classification, using the data that is captured online.
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Abbreviations
The following abbreviations are used in this manuscript:

ACC  Acceleration sensor
GYR  Gyroscope sensor
FD   Forward Direction signal
XYZ  magnitude vector signal
NB   Naive Bayes
SVM  Support Vector Machines
KNN  K-Nearest Neighbors
CNN  Convolutional Neuronal Network
DL   Deep Learning
GAF  Gramian Angular Field
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