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Abstract— Although time-domain optical coherence tomography (TD-OCT) systems are straightforward to realize, the imaging speed, sensitivity, and imaging depth limit their range of applications. Multiple reference optical coherence tomography (MR-OCT) based on TD-OCT increases imaging range by about tenfold while providing sensitivity to image highly scattering biological samples. The multiple path-delays and free-space construction make MR-OCT also interesting for hybrid and compact systems, filling the gap between fibre-based and wafer-level integrated optical systems. We describe an optical configuration using a balanced detection scheme and the resulting signal properties due to the required use of polarizing optical components. We numerically simulate the signal properties using Jones calculus and compare the results with measurements. We discuss the origin of signal degradation due to birefringence of the sample in OCT and show that the quarter-wave plate in the sample arm of the Michelson interferometer can be adjusted to optimize the signal returning from a birefringent sample thereby improving the visibility of structures of interest. The theory discussed will be useful to understand and minimize signal degradation due to birefringence in Time-Domain and Fourier-Domain OCT systems.
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I. INTRODUCTION

O PTICAL coherence tomography (OCT) is a non-invasive imaging technique using low coherent interferometry to produce high-resolution cross-sectional images of subsurface structures in biological tissues and materials [1]. Driven by the commercial availability of miniaturized optics and the need for flexibility in many clinical applications, OCT systems increasingly are designed with reduced form factors and reduced costs while trying to keep imaging performance constant [2], [3]. Most of these miniaturization efforts are focused on spectral-domain OCT (SD-OCT) systems as they offer advantages over time-domain OCT (TD-OCT) in terms of speed and sensitivity [3]–[6]. Time-domain OCT has reduced speed, sensitivity, and axial scan range and may not be of immediate interest for high-end medical grade systems. However, TD-OCT can be more easily adopted for open space optical configurations, such as extreme broad bandwidth light sources. Moreover, TD-OCT can easily be used with off-the-shelf components to make purpose-built systems more readily available compared to other technologies [7]. Portable systems for field usage may have narrower margins to component costs. Reduced scanning speeds and sensitivity may be acceptable for low-cost systems where low data volumes can save costs but are sufficient to obtain relevant information for long-term monitoring and event detection. Multiple-reference OCT (MR-OCT) demonstrates the flexibility of TD-OCT by increasing the axial scan range by simply using a partial mirror [8]. MR-OCT can address applications where system scalability and availability are essential.

Applications of MR-OCT technology in dentistry, dermatology, and non-destructive testing have already been demonstrated [9]–[12]. Unfortunately, the splitting of the reference arm power due to the partial mirror limits the achievable sensitivity of MR-OCT. Therefore, it is essential to compensate as much as possible to achieve sufficient sensitivity for highly scattering samples such as skin. The balanced detection scheme can reduce common-mode noise that originates from the reference and sample arm. Specifically, noise from the light source can efficiently be removed with balanced detection [13], [14]. Neuhaus et al. report a two order of magnitude reduction of excess noise and one order of magnitude reduction of receiver noise compared to single photo-detector mode detection [15]. Balanced detection schemes and the advantages of fibre-based OCT systems are reported in the literature [16]. However, fibre-based systems have limitations regarding miniaturization due to the minimum bending radius of fibre optic guides. Although integrated optical coherence tomography systems on a chip are proposed...
in the literature, their construction may be complex with current technologies. The housing to protect against environmental conditions may increase size and costs, effectively limiting the availability of such systems for the foreseeable future [17]–[19]. Consequently, it seems that free-space time-domain OCT and specifically MR-OCT may still be of interest to fill a gap between larger high-end systems and wafer-level optically integrated systems. Therefore, the MR-OCT method is described using a free-space polarization-based balanced detection configuration to reduce noise and increase sensitivity. Polarization optics for balanced detection can be applied in all OCT configurations. However, it is easier for fibre optic-based systems to use a secondary fibre coupler or circulating to access a secondary optical channel for balanced detection. Although it may be possible to use the same polarization configuration as for MR-OCT in conjunction with fibre optics, such a configuration would be more complex and introduce losses due to the increased number of fibre couplers. For SD-OCT systems, there is little attraction to looking into a more complex configuration as long as most cameras’ saturation power is below the level of power where the excess photon noise exceeds the shot noise. Moreover, a balanced detection raises technical difficulties in balancing not a single point photo-detector, as in TD-OCT and swept-source-based OCT (SS-OCT), but signals delivered by an array of photo-detectors [13].

It is well understood that conventional OCT systems are vulnerable to birefringent artifacts such as extinction banding. Conventional OCT treats the electric field as a scalar quantity and cannot detect the polarization states. When light propagates through the sample being imaged, the polarization states are modified by scattering and birefringence. This can manifest as artifacts in the image. Tissues with stronger birefringence like the sclera in the human eye and highly oriented biological tissues such as cartilage, tendons, burn wounds and muscles cause image artifacts due to polarization effects [20]. Exploratory studies reveal that one in four intensity-based retina images of patients with age-related macular degeneration, glaucoma, or high myopia show artifacts related to polarization [21]. Several techniques have been proposed over time, including polarization-sensitive OCT (PS-OCT), to overcome signal degradation due to polarization mismatch between the sample beam and the reference beam [20], [22]. While PS-OCT systems can generate an additional tissue-specific contrast for advanced diagnosis, they are limited in measurement accuracy by signal to noise ratio [22]. PS-OCT system with balanced detection can be implemented [23], [24]. However, they are complex in construction and expensive [20], [25]. The polarization-based configuration used for MR-OCT requires polarization optics to generate two optical channels with a phase difference of \( \pi \) for balanced detection. The balanced detector generates a single output and cannot retrieve amplitude and phase information of the signal in the two orthogonal polarization axes like in PS-OCT. Because of this, like conventional OCT configurations, polarization-based balanced detection configurations are also known to be susceptible to image artifacts caused by the birefringence of the sample. However, the use of polarization optics opens up the possibility of investigating polarization effects due to the birefringence in the sample. Modelling the signal properties of an MR-OCT system with polarization-based balanced detection, including the effects of the sample birefringence, show that the sample’s depth visibility can be improved with the optical components. We confirm the findings from numerical simulation using measurements from a commercial 3 M Scotch Magic tape. A human finger was imaged in-vivo at three different sample arm quarter-wave plate (QWPs) orientations and the visibility of sweat ducts was compared.

II. THEORY AND METHODS

A. Multiple Reference Optical Coherence Tomography

The fundamental theory of MR-OCT can be explained using the theory of TD-OCT [26]–[28]. The time-dependent power \( P \) of the interference for TD-OCT is

\[
P(t) = P_r + P_s + 2\sqrt{P_r P_s} G(\delta l) \cos(\omega t + \phi).
\]

(1)

Where \( P_r \) and \( P_s \) are the powers in reference and sample arms. \( \delta l \) is the path length difference between the reference and sample arms. If the light source has a Gaussian power distribution then the function \( G(\delta l) \) represents the Gaussian envelope of the interference amplitude along \( \delta l \). The angular frequency is \( \omega = 2\pi f \) and \( \phi \) is the initial phase of the frequency content of the interference [15], [28]. Compared to TD-OCT, MR-OCT has an additional partial mirror (PM) in front of the scanning reference mirror. In this study, we used a partial mirror that transmits 20% and reflects 80% of the reference intensity. The SRM was mounted on a custom made voice coil oscillating at 300 Hz with 75 \( \mu \)m scanning range. The multiple reflections between the scanning reference mirror (SRM) and PM enhance the otherwise shallow scanning range of SRM (Fig. 1). The total scanning range or imaging depth (\( Z_{MRO} \)) for MR-OCT can be described as

\[
Z_{MRO} = \frac{\delta l}{2} (N + 1) + D(N - 1)
\]

(2)

where \( \delta l \) is the scanning range of the SRM, \( D \) is the spacing between SRM and PM and \( N \) is the number of orders processed. Although infinite reflections and subsequently infinite signal-orders are theoretically available, only up to around twenty orders can be used depending on the sample. The reflectivity, \( R \), of the partial mirror, determines the portion of the reference intensity lost with each reflection. The reference power associated with the \( N \)th order reflection is given by

\[
P_N = P_{R0}(1 - R^2)^2 \cdot R^{(N-1)}. \]

(3)

The intensity of the incident reference beam is \( P_{R0} \) originating from the beam splitter of the Michelson interferometer. As a consequence of multiple orders of reflections, (1) can be re-written as

\[
P_{MRO} = P_{PM0} + \sum_{N=\infty} P_r(N) + P_s(N) + 2\sqrt{P_r(N) P_s(N)} G(\delta l, N) \cos(N\omega t),
\]

(4)

to incorporate the sum of reference and sample arm powers (\( P_r \) and \( P_s \)) for each order \( N \) [15]. The component \( P_{PM0} \) is the power
of the first reflection from the partial mirror back to the beam splitter and the detector describing most of the non-coherent DC background on the detector signal. The Gaussian envelope of the $N^{th}$ order can then be described as

$$G(\delta l, N) = \exp\left(-\left(\frac{2\sqrt{\ln 2}N\delta l}{l_c}\right)^2\right). \quad (5)$$

where $l_c$ is the round trip coherence length of the light source [28], [29].

B. Simulation of Polarization States in an MR-OCT System With Balanced Detection

To realize MR-OCT with balanced detection, a Michelson interferometer that encodes light in the reference and sample arms with polarization states was designed. The returning light from the reference and sample arm are spatially combined at the polarizing beam splitter (PBS).

A detailed schematic of this set-up is demonstrated in Fig. 2. The polarization states in Fig. 2 are representative of ideal alignment conditions with a mirror in the sample arm. The reference arm consists of a quarter-wave plate (QWP$_r$) with its axis oriented at $45^\circ$ to the incoming linear polarized state. The light reflected by the reference scanning mirror passes through this QWP$_r$ again and returns to the PBS$_1$ with its linear polarization state rotated by $90^\circ$. Similarly, the QWP$_s$ at $45^\circ$ in the sample arm rotates the incoming polarization state by $90^\circ$ and returns to the PBS$_1$. The half-wave plate in the detector side (HWP$_2$) converts the horizontally and vertically polarized beams from the sample and reference arms to diagonally polarized states. A second PBS$_2$ on the detector arm splits the diagonally polarized beam onto both detectors equally. Consequently, the beams on both detectors will have equal amplitude and interference related oscillations with a phase difference, $\pi$, in radians. The noise components including reflections from the partial mirror, auto-correlation due to self-interference within the sample will be in phase. The summing operation at the balanced detector will reject this common noise and thereby improve the overall SNR of the signal. Please note that the reference and sample beams have the same polarization states when they approach the detector.

A numerical simulation was performed to evaluate the polarization states in the MR-OCT system. The goal of the simulation
was to analyse the impact of rotation of reference and sample arm quarter-wave plates on the polarization states of respective beams and their relevance in conjunction with the MR-OCT interference signal. The simulation was first performed with a mirror in the sample arm to evaluate the change of intensity vs the angle of the QWP.

The polarization state of light is determined by the direction of the field vector perpendicular to the direction of propagation (z). The polarization state of light can be described by the complex valued field strength along the x (horizontal) and y (vertical) direction, $E_x$ and $E_y$, respectively. The complex electric field $E(z,t)$ given by [30]

$$E(z,t) = E_0 e^{i(kz-\omega t)} = \begin{pmatrix} E_x \\ E_y \end{pmatrix} e^{i(kz-\omega t)},$$

$$E_x = E_{0x} e^{i\phi_x}, E_y = E_{0y} e^{i\phi_y}.$$  \hspace{1cm} (6)

The parameters in (6) are the angular frequency $\omega = 2\pi c/\lambda$, the wave number $k = \omega n/c$, the wavelength $\lambda$, velocity of light $c$, and the complex refractive index $n = n + iK$. To describe the polarization states of light as it passes through the MR-OCT system, the Jones formalism is used [31]. Jones calculus involves representing the electromagnetic field vector ($\mathbf{E}$) as a complex quantity in the $2 \times 1$ column matrices (Jones vectors) and the linear optical element in the $2 \times 2$ square matrices (Jones matrix). The field $\mathbf{E}$ is the incident field before passing through an optical element represented by a Jones matrix $\mathbf{J}$ and the emerging field with changed polarization states is $\mathbf{E'}$.

$$\mathbf{E'} = \begin{pmatrix} E'_{0x} \\ E'_{0y} \end{pmatrix} = \begin{pmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{pmatrix} \cdot \begin{pmatrix} E_x \\ E_y \end{pmatrix} = \mathbf{J} \cdot \mathbf{E}.$$  \hspace{1cm} (7)

The total intensity $I$ of the emerging field is given by

$$I = E_x E_x^* + E_y E_y^*.$$  \hspace{1cm} (8)

$E_x^*$ and $E_y^*$ are complex conjugates of $E_x$ and $E_y$ respectively. Carrying out the multiplication after substituting for $E_x$ and $E_y$ from (6) will give

$$I = E_{0x}^2 + E_{0y}^2.$$  \hspace{1cm} (9)

The light from the SLED is partially unpolarized and becomes fully polarized after passing through the polarizer POL. The linearly horizontally polarized state for the light after the polarizer is numerically generated directly ($\mathbf{E}_1$). Since linearly horizontally polarized, the electric field component in the vertical axis is zero ($E_y = 0$). From (6), the propagator term ($kz - \omega$) can be neglected since it is not a determining factor for polarization state and $e^{i\phi_y}$ can be neglected since it is uni-modal. It is customary to normalize the total intensity, $I$ of the optical field which results in $E_{0x}^2 = 0$ (see (9)). Therefore, the Jones vector for $\mathbf{E}_1$ can be represented as

$$\mathbf{E}_1 = \begin{pmatrix} E_x \\ E_y \end{pmatrix} = \begin{pmatrix} E_{0x} e^{i\phi_x} \\ E_{0y} e^{i\phi_y} \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$  \hspace{1cm} (10)

The Jones matrices for an HWP and QWP with the fast axis rotated at an angle $\theta$ with the horizontal are given by the following equations [32]

$$\mathbf{J}_{\text{HWP}} = i \begin{pmatrix} \cos 2\theta & \sin 2\theta \\ \sin 2\theta & -\cos 2\theta \end{pmatrix},$$  \hspace{1cm} (11)

$$\mathbf{J}_{\text{QWP}} = i \begin{pmatrix} \sqrt{2} & \sqrt{2} \cos 2\theta & \sqrt{2} \sin 2\theta \\ \sqrt{2} \sin 2\theta & -\sqrt{2} & \sqrt{2} \cos 2\theta \end{pmatrix}.$$  \hspace{1cm} (12)

To simulate the polarization beam splitter, two separate Jones matrices were used [33], where the matrix for reflection and transmission for an ideal PBS are

$$\mathbf{J}_{\text{PBS}_r} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \mathbf{J}_{\text{PBS}_t} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (13)

Throughout the simulation, we assume that the SRM is stationary and the sample mirror is positioned in such a way that optical path length of reference and sample arms are the same. Only values for constructive interference due to superposition are considered. Consequently, (4) and (5) compute only the maximum values for constructive interference due to superposition are considered. Thus, intensities from sample arm and reference arm.

The light beams on detector 1 from the sample and reference arm are

$$\mathbf{E}_{9s} = \mathbf{J}_{\text{PBS}_s,\text{reflection}} \cdot \mathbf{J}_{\text{QPR}, (-45^\circ)} \cdot \mathbf{J}_{\text{mirror}} \cdot \mathbf{J}_{\text{QWP}, (45^\circ)} \cdot \mathbf{J}_{\text{PBS}_{s,\text{transmission}}} \cdot \mathbf{J}_{\text{HWP}, (22.5^\circ)} \cdot \mathbf{E}_1,$$  \hspace{1cm} (14)

and

$$\mathbf{E}_{8s} = \mathbf{J}_{\text{HWP}, (22.5^\circ)} \cdot \mathbf{J}_{\text{PBS}_{s,\text{transmission}}} \cdot \mathbf{J}_{\text{QPR}, (-45^\circ)} \cdot \mathbf{J}_{\text{mirror}} \cdot \mathbf{J}_{\text{QWP}, (45^\circ)} \cdot \mathbf{J}_{\text{PBS}_{s,\text{reflection}}} \cdot \mathbf{J}_{\text{HWP}, (22.5^\circ)} \cdot \mathbf{E}_1.$$  \hspace{1cm} (15)

The electric field intensities $I_{9s}, I_{9r}, I_{10s}$ and $I_{10r}$ for $\mathbf{E}_{9s}, \mathbf{E}_{9r}, \mathbf{E}_{10s}$ and $\mathbf{E}_{10r}$ respectively can be computed using (8). The HWP2 is aligned at $23.5^\circ$ so that the amplitudes of electric fields reflected and transmitted by PBS2 are equal, such that the intensities relation becomes

$$I_{9s} = I_{10s} = I_s,$$  \hspace{1cm} (20)

and

$$I_{9r} = I_{10r} = I_r.$$  \hspace{1cm} (21)

To simulate sample arm signal only, we use $I_s$ from (20). For simplicity of numerical simulation, we assume that the reference mirror is stationary. From (4), when the reference mirror is stationary ($\delta t = 0$) and there is no interference. The signal on the detector, in this case will be the summation of intensities from sample arm and reference arm.
and for $QWP_s = 25^\circ$ which also reduces the feedback to the SLED to zero. The roll-off 55 65 45 $E$ components mutually $\times$ $s$ $r$ $J$ $r$ $s$ $E$ components. The linearly polarized incident $E_s$ converts the circularly polarized light. The reflection on the sample mirror changes the handedness of the circularly polarized state. The second pass through the $QWP_s$ converts the circularly polarized sample beam into the linearly horizontally polarized beam ($E_{o,s}$) which is is 100% transmitted by PBS$_1$. However, if the $QWP_r$ axis is rotated either clockwise or anti-clockwise, the beam reflecting from the sample ($E_{3,s}$) will be elliptically polarized. Consequently, the sample beam after the second pass through $QWP_r$ will have $E_x$ and $E_y$ components mutually oriented at an angle $\theta$. The $E_x$ component of the field will be transmitted and the $E_y$ component will be reflected by PBS$_1$. This $E_y$ component of the sample beam will propagate towards HWP$_1$, POL and finally end up as feedback on the SLED or circulator.

Fig. 3 shows the simulated powers at different angles of the $QWP_s$ for the sample arm intensity towards the detector and the intensity towards the SLED. The interest of the plot is to show that the elliptically polarized light causes feedback and loss of light at the detector. If we lose sample power, it decreases SNR and sensitivity.

In the next step of the simulation, we simulated the reference arm intensity changes on the detector versus the $QWP_r$ axis orientation. To simulate a partial mirror of 80/20 reflection to transmission ratio, the Jones matrix for a mirror with reflectivity 0.8 was used. Multiple reflections can be realized by successive multiplications between the scanning mirror (reflectivity = 1) and the partial mirror. For example, to simulate the second-order reflection, $J_{mirror}$ in (14) was replaced by $(J_{mirror} \times J_{partial\_mirror} \times J_{mirror})$. Fig. 4 shows two separate plots related to the ports of the PBS$_1$ with the fraction propagating towards the detector (Fig. 4(a)) and the feedback towards the SLED (Fig. 4(b)).

If the $QWP_r$ is at $45^\circ$ relative to the incident polarization states, the light becomes circularly polarized after passing through the $QWP_r$. Reflection on the scanning mirror reverses the handedness of circularly polarized state. All higher orders of reflections involve an odd number of reflections between the PM and SM. This means that every higher-order reference beam in MR-OCT will have the same polarization state and handedness. The light returning after the second pass through $QWP_r$ will be horizontally polarized and completely reflected by PBS$_1$ towards the detector. However, if the $QWP_r$ is rotated either clockwise or anti-clockwise, the beam returning to PBS$_1$ will have both $E_x$ and $E_y$ components. The $E_x$ component of the field will be transmitted towards the SLED. The reference beam intensity roll-off obeys eq.3 for all orientations of $QWP_r$. This means that the $QWP_r$ can be used as a reference arm attenuator if the light towards the SLED is blocked using a circulator.

### C. Simulation Using a Mirror on the Sample arm

In the first part of the simulation, we consider the condition in which the sample is a perfectly reflecting mirror. In this case, ideally, the $QWP_r$ will be aligned with its axis oriented at $45^\circ$ to the incident sample beam in the vertically polarized state ($E_{3,s}$). The $QWP_s$ converts the linearly polarized incident beam into circularly polarized light. The roll-off at ten depth positions ($\theta$) will be elliptically polarized and a partial mirror. For example, to simulate a partial mirror of 80/20 reflection to transmission ratio, the Jones matrix for a mirror with reflectivity 0.8 was used. Multiple reflections can be realized by successive multiplications between the scanning mirror (reflectivity = 1) and the partial mirror. For example, to simulate the second-order reflection, $J_{mirror}$ in (14) was replaced by $(J_{mirror} \times J_{partial\_mirror} \times J_{mirror})$. Fig. 4 shows two separate plots related to the ports of the PBS$_1$ with the fraction propagating towards the detector (Fig. 4(a)) and the feedback towards the SLED (Fig. 4(b)).

If the $QWP_r$ is at $45^\circ$ relative to the incident polarization states, the light becomes circularly polarized after passing through the $QWP_r$. Reflection on the scanning mirror reverses the handedness of circularly polarized state. All higher orders of reflections involve an odd number of reflections between the PM and SM. This means that every higher-order reference beam in MR-OCT will have the same polarization state and handedness. The light returning after the second pass through $QWP_r$ will be horizontally polarized and completely reflected by PBS$_1$ towards the detector. However, if the $QWP_r$ is rotated either clockwise or anti-clockwise, the beam returning to PBS$_1$ will have both $E_x$ and $E_y$ components. The $E_x$ component of the field will be transmitted towards the SLED. The reference beam intensity roll-off obeys eq.3 for all orientations of $QWP_r$. This means that the $QWP_r$ can be used as a reference arm attenuator if the light towards the SLED is blocked using a circulator.

### D. Simulation Using a Birefringent Material

Birefringent material is simulated by simplifying the model into several layers with a specified retardance. Fig. 5 shows the
Fig. 6. Shows the results for the layered birefringent sample simulated. (a) Shows the sample arm intensity changes originating from different depth layers versus the QWP(s) orientation for different values of $\theta$, the azimuth. Physically, the azimuth represents different orientations of the optic axis of the sample with respect to the horizontal component of the input polarization state. The sample arm intensity changes for a selected depth versus QWP(s) curve is sinusoidal in shape. The curve for each depth layer is normalized independently. The QWP(s) value corresponding to the peak of the sinusoidal gives maximum intensity for that particular depth.

(b) The plot shows the mutual relationship between QWP(s) orientation that gives maximum intensity (the QWP(s) value corresponding to the peak of sinusoidal in Fig. (a) and azimuth. The plot reveals that for the retardance value used for the simulation, QWP(s) has to be rotated either clockwise or anticlockwise from $45^\circ$ depending on the azimuth or orientation of the sample to improve the visibility of depth layers. The exception is when $\theta$ equals to $45^\circ$ or odd multiples of $45^\circ$. In this case, the visibility of all layers will be maximum when QWP(s) = $45^\circ$ (Also visible from Fig. (a), $\theta = 45^\circ$ where all the sinusoidal curves overlap).

model simulating only the sample arm for ten optical retarders and a reflector. A multi-layer birefringent sample was simulated using 10 linear retarders of the same retardance ($R_i$). To simplify the simulation, we consider the incidence of a single reflection only. The signal degradation over depth due to multiple scattering and dispersion is not considered. $Z_i$ are possible positions along the depth for the reflector. In other words, reflector position $Z_n$ represents the $n^{th}$ layer of the Scotch tape and there are $n$ layers of linear retarders on top of the reflector. The findings from this modelling are later experimentally confirmed with a multi-layer Scotch tape.

The exact optical properties of Scotch Magic adhesive tape depend on temperature, humidity, tension stress, drawing rate during production, material isotropy, and molecular composition [34]–[42]. Consequently, we expect that the determination of the birefringence of the available Scotch Magic white tape will have considerable variance. Values provided in literature for similar tape or chemical compositions are listed in the Table I. The acronyms for the Materials are for cellulose diacetate (CDA), cellulose triacetate (CTA), cellulose acetate propionate, biaxially oriented polypropylene (PP), ployvinyl chloride (PVC), polyimide (PI), cellophane (C), cellotape (CT).

The retardance of Scotch tape was determined by Yoo et al. [47] (page 874) and he found for a single tape strip a value of about 0.26 rd (for 500 nm). We used this value to simulate the birefringent sample.

The reflector is simulated using the Jones matrix $J_M$ for a mirror

$$J_M = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$  \hspace{1cm} (22)

The linear retarder was simulated using the Jones matrix $J_R$ for a rotated retarder

$$J_R(\phi, \theta) = \begin{bmatrix} e^{i/2} \cos^2 \theta + e^{-i/2} \sin^2 \theta & (e^{i/2} - e^{-i/2}) \sin \theta \cos \theta \\ (e^{i/2} - e^{-i/2}) \sin \theta \cos \theta & e^{i/2} \sin^2 \theta + e^{-i/2} \cos^2 \theta \end{bmatrix}.$$  \hspace{1cm} (23)
TABLE I

| Material     | Birefringence | Birefringence extrapolated |
|--------------|---------------|----------------------------|
| [42]         | @750 nm       | @1300 nm                   |
| CTA          | -3 x 10^{-4} nm | -1 x 10^{-4} nm           |
| CDA          | 19.5 x 10^{-4} nm | 20 x 10^{-4} nm          |
| CAP          | 10.1 x 10^{-4} nm | 11 x 10^{-4} nm          |
| PP [43], [44] | ≈ 0.01 (n=1.50@589.3 nm) | N/A            |
| PVC [45]     | 0.027 (n=1.54) | N/A                        |
| PI [24]      | 0.0263 (n=1.70) | N/A                       |
| C [46]       | 0.0041 (n=1.47@632.8 nm) | N/A            |
| C [34]       | 0.0077        | N/A                        |
| C [40]       | φ = 0.88@750 nm | d = 40 μm, λ = 750 nm, Δn = 0.0026 |
| C [46]       | 0.0041 ± 0.0003 | N/A                        |
| [37]         | @750 nm       | @1300 nm                   |
| CAP          | 7.5 x 10^{-4} | 8 x 10^{-4}               |
| CTA          | -7.5 x 10^{-4} | -6 x 10^{-4}             |
| CT [34]      | 0.0077 ± 0.0003 | N/A                      |
| Scotch Magic tape [47] | 0.00038@550 nm | N/A                      |

For the rotated retarder in (23) φ is the total phase shift between the field components, $E_x$ and $E_y$ and θ is the angle of orientation of the fast axis with respect to the X-axis (Azimuth). In general, for elliptical retarders, φ takes values between $-\pi/2$ and $\pi/2$.

The same equation can be directly translated to a birefringent sample

$$\phi = \frac{2\pi}{\lambda} \Delta n$$

where $n_e$ and $n_o$ are refractive indices along extra-ordinary and ordinary axes and $d$ is the thickness of the sample. The simulation consequently produces as many data points versus depth depending on the number of defined linear retarders. This allows studying the change of the visibility roll-off depending on the azimuth of the sample (θ) and rotation angle of the QWP$_s$. The intensity changes versus QWP$_s$ orientation for each layer was separately calculated and plotted in Fig. 6(a). Visibility of each layer is determined by the sample orientation (Azimuth, θ) and QWP$_s$ orientation.

Ideally, the sample arm intensity changes for selected depth versus QWP$_s$ rotations would have a sinusoidal characteristic. However, we show only a fraction of the rotation, including the distortions caused by the sample. For each layer, the QWP$_s$ orientation corresponding to the peak of the sinusoidal (Fig. 6(a)) produces maximum visibility. For a given orientation of sample, the QWP$_s$ can be adjusted for each layer to optimize the visibility. The beam returning from the birefringent sample will be elliptically polarized. The ellipticity of the returning beam is determined by the cumulative double-pass retardance up to the scatterer or reflector positioned along the depth. This beam will have electric field components in $x$ and $y$ directions. The electric field component in the $x$ direction ($E_x$) will be transmitted by the PBS$_1$ towards the detector arm while $E_y$ will be reflected towards the SLED. The power lost due to the light reflected by the PBS$_1$ towards the SLED causes degradation of signal in the interferometer as it does not reach the detector. By adjusting the orientation of QWP$_s$ with the incident polarization state, the proportion of $x$ and $y$ components present in the returning beam can be altered. The QWP$_s$ orientation can be adjusted for a selected ellipticity in such a way that the E$_x$ component is maximum after passing through QWP$_s$ in the returning path. In this case, the intensity of light returning from selected depths can be maximized. The disadvantage is that the visibility of certain other depth regions may be compromised. From Fig. 6, it is evident that the sample arm intensities on detector returning from reflectors at different depths are heterogeneously influenced by the QWP$_s$ orientation and the azimuth of the sample. Therefore, it is of interest to evaluate the dependency of intensity roll-off in a birefringent sample for different orientations of QWP$_s$ and azimuths.

Sample arm intensity roll-off and roll-off of total signal (sample arm + reference arm) are separately plotted in Fig. 7(a) and 7(b) respectively. The sample arm intensity roll-off in Fig. 7(a) is determined exclusively by the value of retardation used to simulate the linear retarders in Fig. 5. The intensity roll-off in Fig. 7(a) is determined by the combination of sample arm roll-off and reference arm roll-off (Fig. 4(a)). Here, according to (3), the intensity contribution from the reference arm will be different for signals representing different depth layers in the sample. Please note that the attenuation of light in the medium due to scattering, optical effects such as depolarization, diattenuation are not accounted for here. The roll-off models simulated reveals that depending on θ and φ, the orientation of QWP$_s$ can be optimized to improve the visibility for depth ranges of interest. To verify this, a white Scotch tape was imaged at different azimuths and QWP$_s$ orientations.

### III. Experimental Results and Discussions

To verify the results from the simulation, a the sample was constructed by slicing off 15 layers from a commercial 3 M Scotch Magic tape and then stacking them on a coverslip. Scotch tape was selected because it shows moderate linear retardance that can be used to control and investigate polarization properties, is easy to obtain, and it is a material with good light scattering properties. The linear birefringence of a single Scotch tape film is approximately oriented along the strip axis [47]. The sample was fixed on a rotation mount from Thorlabs, Inc.(Fig. 8(c)). The rotation mount allowed to image the sample at different azimuths (θ). To recreate the results in Fig. 8, the sample was imaged at different azimuths and QWP$_s$ orientations.
Fig. 7. The plots show how the intensity roll-off of a birefringent sample depends on the QWP orientations and $\theta$, azimuth of the sample. Three values that exhibit extreme intensity variations versus QWP orientations were selected for $\theta$ ($0^\circ$, $45^\circ$ and $90^\circ$) based on Fig. 6(b). (a) The first row of images represent the sample arm intensity roll-off at the detector versus depth. It can be seen that depending on $\theta$, the roll-off characteristics are different for different orientations of QWP. When $\theta = 45^\circ$, the sample arm intensity roll-off due to birefringence is a flat line indicating independence of roll-off from polarization effects. (b) Shows the roll-off of total interference intensity (reference arm + sample arm) from the simulated birefringent sample at the detector. For these plots, the reference arm intensity roll-off due to higher orders of MR-OCT (Fig. 4(a)) is incorporated. From the plots, it can be observed that when $\theta = 0^\circ$, the intensity at deeper regions (400 $\mu$m to 600 $\mu$m) can be improved by orienting the QWP at $25^\circ$. On the other hand, when $\theta = 90^\circ$, QWP = $65^\circ$ gives the best visibility at 400 $\mu$m to 600 $\mu$m depth region. When $\theta = 45^\circ$, the intensity is maximum at all depths when QWP = $45^\circ$. Also, the roll-off curves for complementary QWP orientations overlap.

The intensity changes for selected layers were plotted against QWP orientations as shown in Fig. 8(a).

The data in Fig. 8(a) was obtained by plotting the intensity changes versus QWP orientations for selected layers at selected sample orientations ($\theta$). The data points were generated by taking the mean intensity at selected depth positions from all the 500 available A-lines. The standard error in this mean calculation is represented by the error bars. The model in Fig. 6(a) was fitted over the data points to obtain the sinusoidal curves. The value of $\theta$ was not predetermined. The orientation of the sample where the intensity versus QWP orientation plots for all the layers overlapped was selected as $\theta = 45^\circ$. Fig. 8(b) was generated by plotting the QWP orientation corresponding to the peak of sinusoidal for each layer against $\theta$. Only a range of $\theta$ was selected ($0^\circ$ to $90^\circ$) to reasonably limit the data acquisition process. On the data points thus generated, a sinusoidal fitting was applied. To evaluate the dependency of intensity roll-off in the Scotch tape sample for different orientations of QWP, and azimuths, averaged A-lines from conventional OCT images were analyzed. The averaged A-lines in this case directly gives the intensity roll-off versus depth and allow the visibility of each layer to be calculated.

The plots in fig. 9 evaluate how the intensity roll-off of Scotch tape sample depends on the QWP orientation and $\theta$, azimuth of the sample. It can be observed from the grayscale images in Fig. 9(a) that when $\theta = 0^\circ$, deeper layers become more visible as we rotate the QWP from $25^\circ$ to $65^\circ$. When $\theta = 90^\circ$, deeper layers have higher intensity when the QWP orientations tend towards $25^\circ$. When $\theta = 45^\circ$, all layers are most visible at QWP = $45^\circ$. For better visualization of the intensity roll-off of
Fig. 8. Shows the experimental results from the birefringent sample imaged. (a) Shows the intensity changes originating from different layers of Scotch tape versus the QWP’s orientation for different values of $\theta$, the azimuth. Physically, the azimuth represents different orientations of the optic axis of the sample with respect to the horizontal component of the input polarization state. The intensity changes for selected layers versus QWP curve is sinusoidal in shape as expected from Fig. 6(a). The sinusoidal curve for each depth layer is normalized independently. The QWP value corresponding to the peak of the sinusoidal gives maximum intensity for that particular layer. (b) The plot recreates the results from Fig. 6(b) to show the mutual relationship between QWP orientation that gives maximum intensity (the QWP value corresponding to the peak of sinusoidal in Fig. (a) and azimuth. (c) Shows photograph from the sample used. 15 layers sliced off from a Scotch tape were stuck together on a cover slip. The cover slip was then mounted on a rotating mount to image the samples at different azimuths.

To quantitatively evaluate the changes in visibility of layers with QWP’s orientations, the Michelson contrast was used. The Michelson contrast describes the visibility of periodic intensity changes based on the minimum ($I_{\text{min}}$) and maximum ($I_{\text{max}}$) amplitude [48]. To quantify the visibility of the tape layers, we fitted a sinusoidal function over the intensity undulations originating from the axial intensity variations. We then used the Michelson contrast equation

$$\frac{I_{\text{min}} - I_{\text{max}}}{I_{\text{min}} + I_{\text{max}}}$$

to obtain a value for visibility for further comparison.

It can be observed from the enlarged images near $500 \mu m$ depth that the intensity is maximum at $\text{QWP}_s = 65^\circ, 45^\circ$ and $25^\circ$ for $\theta = 0^\circ, 45^\circ$ and $90^\circ$ respectively. This is in correlation with the prediction from the plots in fig.7(b). The model also predicted the overlap of intensity roll-off curves from complementary angles of QWP’s while $\theta = 45^\circ$. This can be verified from the experimental results provided in Fig. 9(b) ($\theta = 45^\circ$).

To demonstrate the potential of imaging with different QWP orientations to improve the visibility of relevant structures within biological tissues, a human finger was imaged in-vivo at three different QWP orientations and the visibilities of sweat ducts were compared (Fig. 10). The tissue in the finger is birefringent due to the presence of narrow fibrous structures. To compare the visibility, contrast to noise
Fig. 9. The plots evaluate how the intensity roll-off of Scotch tape sample depends on the QWP orientation and $\theta$, azimuth of the sample. Three values that exhibit extreme intensity variations versus QWP orientations were selected for $\theta$ ($0^\circ$, $45^\circ$ and $90^\circ$) based on Fig. 6(b). (a) Shows conventional grayscale images (logarithmic scale) from different azimuths of the sample acquired with different QWP orientations. The scale bar represents 225 $\mu$m. (b) Shows the averaged A-lines from intensity-based OCT images. The averaged A-lines can be used to evaluate the dependency of $\theta$ and QWP on intensity roll-off. (c) Shows how the Michelson contrast for specified layers varies against QWP orientations.

The CNR for structures in the yellow and orange insets were calculated using $|S_A - S_B|/\sigma$ where $S_A$ and $S_B$ are signal intensities for signal producing structures A (sweat duct within inset) and B (median background intensity in the selected region) respectively and $\sigma$ is the standard deviation of the image noise. The CNR values obtained are listed in the Table II. It can be seen that the visibility of sweat ducts improved when imaged with QWP = 65$^\circ$ compared to QWP = 25$^\circ$ and 45$^\circ$. 

frac {S_A - S_B} {\sigma}$
Fig. 10. Shows the changes in visibility of sweat ducts when a finger was imaged with three different orientations of QWP (25°, 45° and 65° from left to right). A quantitative comparison of visibility of structures within the insets is provided in Table II. The scalebar represents 200 μm. The images were acquired in vivo from one of the author’s fingertips using the MR-OCT system with polarization-based balanced detection.

### Table II

| QWP° | CNR (A) | CNR (B) |
|------|---------|---------|
| 25°  | 1.7     | 1.8     |
| 45°  | 2.2 \( (29\% \text{ improvement over QWP}_{\text{b}} = 25^\circ) \) | 1.9 \( (6\% \text{ improvement over QWP}_{\text{b}} = 25^\circ) \) |
| 65°  | 2.5 \( (13\% \text{ improvement over QWP}_{\text{b}} = 45^\circ \) and 47% improvement over QWP$_b$ = 25°) | 2.0 \( (5\% \text{ improvement over QWP}_{\text{b}} = 45^\circ \) and 11% improvement over QWP$_b$ = 25°) |

### IV. Conclusion

We described an MR-OCT with a polarization-based balanced detection configuration and numerically evaluated the resulting signal properties in relation to the polarization optics used and the birefringence of the sample imaged. The numerical simulation can accurately model the image contrast changes caused by the birefringence of the sample. We demonstrated in a human finger that imaging with different orientations of the quarter-wave plates in the sample arm could influence the visibility of structures. Using Scotch tape as a simple layered model, we showed that the visibility of deeper regions in a birefringent sample could be improved. This enhanced imaging range is particularly interesting for low-cost systems with constrained imaging range due to moderate sensitivity when imaging materials and biological tissues with strong birefringence like the sclera in the human eye, cartilage, tendons, burn wounds and muscles. The theory and results discussed in the manuscript can be translated to other OCT systems such as FD-OCT and TD-OCT. Even if the system is not equipped with polarization components such as a quarter-wave plate in the sample arm, imaging the birefringent samples at different azimuths can influence the visibility of structures. Under constrained imaging conditions where rotating the sample is not practical, an optical configuration such as the one described in this study can be useful.
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