Machine learning event detection workflows in practice: A case study from the 2019 Durrës aftershock sequence.
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\textbf{Summary}

Machine Learning (ML) methods have demonstrated exceptional performance in recent years when applied to the task of seismic event detection. With numerous ML techniques now available for detecting seismicity, applying these methods in practice can help further highlight their advantages over more traditional approaches. Constructing such workflows also enables benchmarking comparisons of the latest algorithms on practical data. We combine the latest methods in seismic event detection to analyse an 18-day period of aftershock seismicity for the $M_w 6.4$ 2019 Durrës earthquake in Albania. We test two phase association-based event detection workflows methods, the EarthQuake Transformer (EQT; \cite{Mousavi2020}) end-to-end seismic detection workflow, and the PhaseNet (\cite{Zhu2019}) picker with the Hyperbolic Event eXtractor (Woollam et al. \cite{Woollam2020}) associator. Both ML approaches are benchmarked against a data set compiled by two independently operating seismic experts who processed a small subset of events of this 18-day period.

In total, PhaseNet & HEX identifies 3,551 events, and EQT detects 1,110 events with the larger catalog (PhaseNet & HEX) achieving a magnitude of completeness of $\sim 1$. By relocating the derived catalogs with the same minimum 1D velocity model, we calculate statistics on the resulting hypocentral locations and phase picks.
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We find that the ML-methods yield results consistent with manual pickers, with bias that is no larger than that between different pickers. The achieved fit after relocation is comparable to that of the manual picks but the increased number of picks per event for the ML pickers, especially PhaseNet, yields smaller hypocentral errors. The number of associated events per hour increases for seismically quiet times of the day, and the smallest magnitude events are detected throughout these periods, which we interpret to be indicative of true event associations.
1 Introduction

1.1 The seismic event detection problem: How is it tackled?

Throughout recent years there has been an explosion in interest in the application of Machine Learning (ML) methods in seismology. Driven by increases in computational storage and compute capacity, these techniques are proving effective in solving a variety of tasks across the field. One such area which has received a particular interest is the task of seismic phase and event detection. Numerous approaches utilising ML are now attempting to detect seismic events at ever lower-signal to noise ratios. With this task forming a fundamental step to many seismological workflows, even minor increases in the event detection rate could greatly affect the subsequent understanding of any underlying physical-processes.

As the detection of seismic events is an intrinsic point of many workflows in seismology, numerous methodologies have evolved for performing this task over decades. These varying approaches to detect the coherent energy of seismic events can be typically split into three categories: migration-based, cross-correlation-based, and phase association-based methods. The first two groups operate directly on time series, compromising either the (usually) filtered waveforms or characteristic functions, with the final group operating on pre-determined arriving phase information.

Migration-based approaches detect events through coherency of the seismic wavefield, backpropagating waveforms or characteristic functions derived from them to find the focusing energy point in time and space as the source location and origin time (e.g. [Kao & Shan 2004], [Grigoli et al. 2013], [Drew et al. 2013]). Whilst this approach enables the detection of smaller magnitude events due to the underlying stacking process, it is computationally expensive. Depending on the frequency range used and whether oscillatory waveforms, or unsigned characteristic functions are back-projected, this can also impose strict demands on the quality of the assumed velocity model. Additionally, if the seismicity rate increases, distinguishing between multiple events and their associated P- and S-wave radiated energy becomes challenging because many secondary maxima can occur due to interference of waves from different events, making it hard to understand which maxima correspond to real events.

Cross-correlation-based event detection routines use the similarity of waveform signature to cluster waveforms belonging to the same seismic source region into groups. The predominant technique is template matching (e.g. [Gibbons & Ringdal 2006], [Shelly et al. 2007]) where a correlation function is used as the similarity metric, but more varied approaches using the same concept also exist (e.g. [Perol et al. 2018], [Mousavi et al. 2019], [McBrearty, Delorey & Johnson 2019]). However, due to bias towards templates of existing seismicity, events at 'hot-spots' can be detected well but the analysis might be blind to earthquakes not located in already known clusters.

Phase association-based event detection involves splitting the event detection pipeline into two distinct stages, highlighted in Figure 1. Firstly, the impulsive onsets of seismic phase arrivals are detected (the seismic picking stage, Figure 1) and classified via wave type (e.g. P- or S-wave). These independent detections of seismic energy are then correlated to their underlying source (the association stage, Figure 1). The association step is non-trivial, as other sources of seismic energy arriving in the continuous data can result in false picks, complicating the association process.
In this work we focus on the specific approach, comparing the relative merits of phase association-based event detection workflows for analysing continuous data from a temporary aftershock deployment.

For many years, due to the heterogeneous nature of seismic wave propagation, the most accurate method was for a human expert to perform the picking stage. The natural drawbacks of having to employ a human expert is that the task becomes time-intensive, rendering the approach impractical in the current era of extensive data (Li et al. 2018). In contrast, automated phase association pipelines offer orders of magnitude faster processing speeds, historically at the expense of event detection and location accuracy.

In terms of methods, again there are a wide variety of techniques proposed. Automated picking algorithms can encompass traditional characteristic function-based approaches, applied for decades in real-time detection pipelines (Allen 1978, 1982, Baer & Kradolfer 1987, Lomax et al. 2012), but more recently, deep learning based picker have emerged as the leading automated picking method (Zhu & Beroza 2019, Ross et al. 2018, Mousavi et al. 2020, Soto & Schurr 2021). Deep learning routines are typically trained on millions of labelled phase examples to automatically infer the characteristic properties of seismic phase onsets. The latest deep learning routines now display accuracy levels similar to - or even exceeding - the performance of a human expert (Münchmeyer et al. 2022). These methods are massively parallelized, and can be applied via GPU architectures, enabling rapid processing. They are also able to detect significantly more picks compared to traditional approaches (Woollam et al. 2019).

Any increase in the phase detection rate renders the second component of an event association pipeline more difficult. Ignoring the potential for false picks, the simple power-law scaling of the Gutenberg-Richter relationship highlights that, as the minimum detectable event size decreases, orders of magnitude more events should be detected. Due to this factor, compute intensive phase association algorithms (e.g. backprojection-based, or cross correlation-based methods) will require significant compute time if they are to associate smaller magnitude events - which are key for enhancing the physical understanding (Ross, Trugman, Hauksson & Shearer 2019). This problem is further exacerbated by the increasing number of sensors present in the latest seismic deployments.

To cope with increased level of information to correlate, there has also been a recent influx of novel association algorithms, which have been designed with scalability in mind. These can incorporate traditional ideas combined in a new way e.g. Rapid Earthquake Association and Location (REAL;
Zhang et al., 2019), a hybrid approach which takes a typical waveform backprojection methodology and applies it in a 'sparse' way through using the coherency of detected phases instead of the waveform itself. There are also a more prominent general suite of techniques being applied to tackle the scalability problem; ML-based methods, which can utilise the information contained within extensive datasets to perform inference. Newly proposed phase association methods utilise a variety of ML techniques, from graph-theory (McBrearty, Gomberg, Delorey & Johnson, 2019), Bayesian Gaussian Mixture Models for unsupervised clustering (Zhu, McBrearty, Mousavi, Ellsworth & Beroza, 2021), recurrent neural networks (Ross, Yue, Meier, Hauksson & Heaton, 2019), and also RANdom SAmple Consensus (RANSAC; Fischler & Bolles, 1981), a data-driven ML technique to fit a parametric model to a data distribution (e.g. Woollam et al., 2020; Zhu, Chuang, McClellan, Liu & Peng, 2021). These techniques aim to improve both accuracy and performance of the phase association task, decreasing the minimum threshold of detectable events given the new conditions of densely recorded picks in time and space.

Accurate event association algorithms are therefore a key tool for seismologists aiming to better image and interpret the processes occurring within the subsurface. This work analyses 18 days of continuous data from a short period aftershock seismic network following the $M_w$ 6.4 Durrës event. We apply a selection of the latest ML-based methods for both seismic picking, and phase association to test how they perform associating a physical aftershock sequence recorded over a dense local array of recording instruments. Our analysis tests the PhaseNet (Zhu & Beroza, 2019) and EQTransformer (EQT; Mousavi et al., 2020) pickers. The EQT implementation also comes packaged with its own associator. This associator, along with the Hyperbolic Event eXtractor (HEX; Woollam et al., 2020) approaches are integrated into the detection pipelines to associate events. All detection pipelines are benchmarked against the manual event picks of two seismic experts who worked independently to analyse randomly selected events of the aftershock sequence. Such a workflow is similar in scope to Cianetti et al. (2021), where we seek to evaluate the potential improvements ML algorithms hold over traditional methods for event detection.

1.2 Seismic setting

The continental collision of the Adriatic micro-plate with Eurasia generates the compressional tectonic structures observed throughout western Albania. Faulting structures in the region have been highly active, with notable events recorded in historical records. The largest of these being the 1979 $M_w$ 6.9 event occurring $\sim$100km north of the coastal city of Durrës (Benetatos & Kiratzi, 2006). In recent years, the occurrence of numerous moderate-large magnitude events (2016, 2017, 2018) indicated a reactivation and changing stress dynamics within these faulting structures. The $M_w$ 6.4 mainshock ruptured $\sim$10 km north Durrës at a depth of 24 km GFZ German Research Centre for Geosciences (2019) on 26 November 2019.

The Geoforschungs Zentrum Postadam (GFZ) and Karlsruhe Institute of Technology (KIT) in conjunction with Polytechnic University of Tirana deployed 30 3-component short-period seismic instruments (a mixture of 1Hz and 4.5 HZ sensors) to record the aftershocks sequence (Figure 2; Schurr et al., 2020). Stations were deployed from approximately two weeks after the mainshock. Stations were deployed close
Figure 2: Seismic deployment following the $M_w$ 6.4 Durrës earthquake (2019-11-26). Temporary network shown with inverted triangles; stations are mix of 1 Hz and 4.5 Hz instruments. The main faulting structures are highlighted, geo-referenced from Teloni et al. [2021] Vittori et al. [2020]. The Albania region is highlighted in the inset map in green.
Figure 3: Outline of workflows for generating seismicity catalogues for comparing automated and manual approaches. All derived catalogs are evaluated against one another. See text for references to the different methods.

to houses to facilitate rapid deployment and ensure security of the recording devices which also means that an increased noise level had to be accepted. All stations were operated offline and the data was collected in regular visits of about 3 months, which became more complicated as the COVID-19 pandemic took hold in Europe.

2 Methodology

2.1 Event detection methods

To benchmark our various approaches, all methods are applied on the same period of continuous waveform data, 2019-12-13 to 2019-12-31. This covers an ~18-day period directly following the deployment of the first instruments. With the first instruments from the temporary network only recording from 16 days after the mainshock, the recorded data does not capture the aftershock seismicity occurring immediately after the main rupture.

The comparison of workflows for processing the 18 days of continuous waveform data are displayed in Figure 3. In total, there are three stages to our event association workflow: picking, association, and location. We apply three workflows, one combined manual approach, and two automatic approaches, resulting in three independent event catalogs over the analysis period. For the manually analysed control data set we applied a standard STA/LTA (short time average over long term average) arrival and event detection procedure as outlined in Rietbrock et al. (2012). The main reason behind this was to quickly compile a basic event list from which about 300 events were selected for manual analysis in order to gain a quick impression of aftershock activity and maybe identify the main causative fault. The magnitude range of selected events is roughly between $M_L$ 1 and 4, providing a good range of magnitudes for the benchmarking exercise. For the automated procedures, our choice of algorithm for the association step was motivated by the results from the picking stage. Below, we first state the overall performance of the different picking methods.

The total number of picks for each method are displayed in Table 1. In total, analyst A picked 9,761 total phases, and analyst B picked 2,980 phases; for the automated approaches, EQT (Mousavi et al., 2022)
Table 1: Picking statistics following the application of the various manual and automated approaches in processing all continuous waveform data over the recording network from 2019-12-13 to 2019-12-31. Values denote the total number of picks made in the first stage of the event detection pipeline, before any association stage.

| Parameter | Manual | Automatic |
|-----------|--------|-----------|
|           | Analyst A | Analyst B | EQT | PhaseNet |
| P-picks   | 5,758   | 1,680     | 39,918 | 289,509 |
| S-picks   | 4,003   | 1,300     | 38,860 | 271,817 |
| total     | 9,761   | 2,980     | 78,778 | 561,326 |
| #P/#S     | 1.438   | 1.292     | 1.027  | 1.065    |

2020 picked 78,778 phases, and PhaseNet (Zhu & Beroza 2019) picked 561,326 phases. The total number of picks between manual approaches and automated approaches cannot be compared directly, however, as the manual picks these were not picked in a comprehensive manner. Both EQT, and PhaseNet output probabilistic Characteristic Functions (CFs), which are a proxy for the probability of the occurrence of each phase. Picks are obtained from the output CFs by defining a cut-off value past which the sample of the maximum will be set as a pick onset. This threshold is a user-definable input parameter, for both picking algorithms we use the default value from the original publications.

As the EQT pick catalog contains almost an order of magnitude less picks than the PhaseNet approach, irrespective of which cut-off probability threshold used, EQTs simple built-in association routine can deal with this level of pick information (one pick arriving on average every 20 s across the network), whereas we use the machine learning-based HEX routine (Woollam et al., 2020) to associate the greater number of pick information generated by PhaseNet (one pick arriving on average every 3 s, across the network) \[1\] In the final stage of each workflow the probabilistic location software NonLinLoc (NLLOC; Lomax et al., 2000) is applied to locate any associated events.

As the goal of this study is to verify the quality of automatic event catalogs made with the latest ML methods, any events located by each approach should, therefore, exhibit well-located hypocentres. To ensure all compared events are well-located, all final catalogs are filtered according to the following criteria. The minimum acceptable number of phases for a location are set as 6 for P-phases, and 4 for S-phases. As poor S-phase constraints are known to lead to incorrect focal depth estimates (e.g. Gomberg et al., 1990), for the relocation step, we only relocate events with phase information satisfying the following criteria (Hardebeck & Husen, 2010); azimuthal gap < 180° (e.g. Kissling, 1988); at least 1 S-wave arrival must be at an epicentral distance less than the focal depth (e.g. Chatelain et al., 1980).

2.2 Evaluation

We first compare the results of the two manual event catalogues against one another to see how they differ amongst themselves. This provides an assessment of how the baseline catalogs vary between one-another acts as a reference point of consistency for which the automatic procedures can be evaluated against.

\[1\] Further statistics on relative performance of picking component as a function of varying cut-off thresholds are presented in Data Appendix, section A.1, to highlight how the EQT picker typically produced fewer picks than PhaseNet.
Following this comparison, the two manual event catalogues are merged to one combined manual event
catalogue (without duplicates). Merging of matched events from manual analysts is done as follows:
first, all picks and phases from both analysts are merged into a single combined manual catalog; then
duplicated events are determined as events from each respective manual analyst with an onset time
within 5s; finally, we fit a linear trend through the combined catalog events RMS relocation residual
and total number of detected phases. As residual is strongly correlated to an event size and moveout
across the network, factoring in this trend allows for determination of the ‘better-quality’ events when
comparing matched events (discussed further in section 3.3). The event with the smallest ‘corrected’
RMS is then taken as the event to use. Only the phases of the ‘best quality’ manual events are then used
in the combined catalog. This combined manual catalog is then compared to the EQT and PhaseNet
catalogs (top workflow, Figure 3).

The quality of all automatic event locations are assessed by comparing against this suite of ‘base’
benchmark events. Evaluating the latest events association methods against this approach provides a
relative estimate against the ‘traditional’ state-of-the-art, when performing event association in practice.
Once the varying manual and automated events catalogs are obtained, the workflow to pairwise compare
events between catalogues is the following:

1. Find commonly detected events in both catalogues (using origin time). We consider events with
   an origin time difference of less than 2s to be the same event.
2. Find common phase arrivals between pairs of matched events (using station and phase information)
   and calculate their residuals.
3. Analyse the comparison statistics of matched events and phases.

We determine events with an origin time difference of less than 2s to be the same event.

3 Results

3.1 Benchmarking automated event detection workflows

The overall event detection results over the benchmarking period are displayed in Figure 4 and Table
2. From the combined manual baseline catalog, the EQT approach detects 94.1% of the manual events,
and the PhaseNet & HEX approach detects 99.5% of the manual events. EQT finds 1,110 events in
total, with PhaseNet & HEX finding 3,551 events (Figure 4).

3.2 Statistics of matched events and phases

The results of the comparison routine are shown in Table 3 where we calculate statistics of the residual
differences of matched events between catalogs, determined for a set of common event parameters. For
example, the mean number of P-picks for the PhaseNet vs. manual baseline comparison ($\mu = -4.8211$)
means that on average, PhaseNet picks 4.8211 more P-picks when comparing matched events of the
Table 2: Comparison of the statistics of various automatic and manual event catalogs. Compared statistics are related to the matched events only and include: the number of matched events; the detected picks within matched events, and the mean ratio of the number of P picks and the number of S picks per matched event. For the manual analyst comparison, percentages are stated as fraction of picks of analyst A. For the automatic vs. combined manual catalog comparisons, the percentages are stated as a fraction of the combined manual baseline catalogs picks. EQT. denotes the EQTransformer event detection method; PhN. denotes the PhaseNet & HEX detection method; An. A and An. B denote Analyst A and analyst B, respectively; Man. denotes the combined manual baseline event catalog.

| Comparison | Manual | EQTransformer | PhaseNet & HEX |
|------------|--------|---------------|---------------|
|            | An. A | An. B | match | Man. | EQT. | match | Man. | PhN. | match |
| events     | 209   | 43    | 33    | 219  | 1,110 | 206 (94.06%) | 219  | 3,351 | 218 (99.54%) |
| picks      | 1,318 | 1,640 | 1,278 (96.97%) | 7,799 | 7,892 | 6,494 (83.27%) | 8,221 | 11,107 | 7,937 (95.90%) |
| #P/#S      | 1.41  | 1.18  |       | 1.36 | 1.05  | 1.05  | 1.35 | 1.09  |
Table 3: Comparison of statistics for common events between catalogs. For the manual events, the differences are calculated as the derived results from Analyst A compared against the results of Analyst B. Subscripts 'eqt', 'phn', 'base' refer to EQTransformer, PhaseNet & HEX, and manual baseline, respectively.

| Comparison | Manual | EQTransformer | PhaseNet & HEX |
|------------|--------|---------------|---------------|
|            | $\mu_{A-B}$ | $\sigma_{A-B}$ | $\mu_{base-eqt}$ | $\sigma_{base-eqt}$ | $\mu_{base-phn}$ | $\sigma_{base-phn}$ |
| Depth (km) | -0.2530 | 0.5764 | 0.2146 | 0.6235 | 0.0161 | 0.4339 |
| Latitude (km) | -0.0046 | 0.0031 | -0.0005 | 0.0030 | -0.0007 | 0.0028 |
| Longitude (km) | -0.0006 | 0.0056 | -0.0010 | 0.0045 | -0.0005 | 0.0034 |
| RMS (s) | -0.1148 | 0.0517 | -0.0033 | 0.0576 | -0.0243 | 0.0496 |
| number of picks | -10.9394 | 5.1109 | -0.2233 | 10.0491 | -13.0229 | 7.9616 |
| number of P picks | -3.2424 | 2.1456 | 2.1456 | -4.8211 |
| number of S picks | -6.5455 | -2.5971 | -2.5971 | -8.4174 |

PhaseNet catalog with the manual baseline catalog. We calculate statistics for the following parameters; depth, latitude, longitude, Root-Mean-Square location error (RMS), and the Number of Picks (NPS). We compare the events detected by both manual analysts against one another, to provide a rough reference point for the consistency of the manual seismic phase picking.

For all matched events, the intersection of common picks are then examined. Once common picks are identified between catalogs, the phase pick residuals can be determined. The statistics of pick differences are displayed in Table 3 and Figure 5. Residuals are calculated for arrival time in seconds, pick weight, and epicentral distance to the station where the phase was picked in kilometers. Again, all metrics describe the nature of the residual distribution when comparing matched phases in both catalogs. Traveltime denotes the difference in pick onset time. The underlying distributions for the traveltime residual comparison of matched phases are displayed in Figure 5.

The PhaseNet & HEX, and EQT association approaches display an average difference in pick onset of 0.038, and 0.043 s, respectively, i.e., they pick slightly earlier than the baseline catalogue, which is dominated by the picks from analyst A. This average difference in pick onset between automated approaches and the baseline manual catalog is smaller than the mean difference between the two analysts, where analyst B seems to have picked 0.112 s earlier on average (this estimate is based on a very small number of events, though). However, the standard deviation of the pick time differences with respect to the manual baseline is larger for the automated methods (0.270 s for PhaseNet & HEX, and 0.321 s for EQT) when compared against the variation observed between different analysts (0.122 s). So, whilst both automated approaches detect more picks per event (Table 3), these picks have potentially larger associated uncertainties compared to a manual analyst.

### 3.3 Matched event locations

For evaluating the location consistency, the differences between the manual analysts can again provide a baseline metric which we can compare the automated catalogs against. The locations of compared

---

2The full underlying distributions of each parameter in their respective catalogs are included within Fig. A.1 in the Data Appendix.
Table 4: Phase pick difference for matched phases. For the 'Manual' column the matched phase picks of Analyst A are compared with those of Analyst B; for 'EQT' and 'PhaseNet' columns, the phase picks of EQTransformer and PhaseNet are compared against the manual baseline catalog, respectively. 'NLLoc weight' refers to the difference in pick weighting assigned in the NLLoc relocation procedure for matched picks.

| Comparison | Manual | EQTransformer | PhaseNet & HEX |
|------------|--------|---------------|----------------|
|            | $\mu_{A-B}$ | $\sigma_{A-B}$ | $\mu_{base-eqt}$ | $\sigma_{base-eqt}$ | $\mu_{base-phn}$ | $\sigma_{base-phn}$ |
| Travel time (s) |        |               |                 |                 |                 |                 |
| P          | 0.112  | 0.118         | 0.043           | 0.322           | 0.038           | 0.269           |
| S          | 0.058  | 0.268         | 0.064           | 0.483           | -0.006          | 0.347           |
| NLLoc weight |       |               |                 |                 |                 |                 |
| P          | 0.087  | 0.134         | -0.066          | 0.156           | -0.102          | 0.133           |
| S          | -0.129 | 0.165         | -0.002          | 0.196           | -0.027          | 0.177           |

Event catalog phase residual comparison

Figure 5: Phase arrival differences for matched phase picks of the matched events. The 'manual' comparison of Analyst A vs. Analyst B is the left-column, the EQTransformer vs. manual baseline comparison is the central column, and the PhaseNet & HEX vs. manual baseline comparison is the right column.
event catalogs are displayed in Figure 6. When comparing the 209 events of Analyst A and 43 events of Analyst B, 33 events are matched, detected across both event catalogues. These intersecting events differ in epicenter by 705 m on average (left panel, Figure 6). For the 206 matched events from the EQT catalog (94.1% of the total baseline events), these locations exhibit an average epicenter difference of 424 m when compared against the baseline catalog (centre panel, Figure 6). Finally, 218 (99.5%) of the base events are found using PhaseNet and HEX; locations show a difference of 377 m in epicentral distance on average (right panel, Figure 6).
Figure 6: Matched event locations determined by Analyst A and Analyst B in the left panel; manual baseline and EQTransformer matched events in the centre panel, and manual baseline and PhaseNet & HEX matched events in the right panel.
Figure 7 displays the travel time residual (RMS) plotted as a function of number of picks (NPS) for matched events in each of the event catalog comparisons. Generally, we expect the RMS to increase with an increase in associated number of picks due to larger numbers of picks made at varying distance ranges incorporating higher pick uncertainties. This is easily visualised with the comparison between manual analysts. Analyst B picked more phases than Analyst A for every event, resulting in a larger RMS for every event, and is indicated by the positive slope of connecting line in left panel of Figure 7. This signifies how we cannot simply take the standard RMS residual values as a ‘gold standard’ of uncertainty, as there are other contributing factors influencing the RMS. For example, not accounting for the 3D velocity perturbations in the relocation procedure could potentially account for the increase of RMS as a function of the number of picks; furthermore, picks at larger distances, more frequent for the automatic pickers, might suffer more from this.

The automated EQT approach finds events with a similar RMS and number of associated picks to the manual baseline catalog (see central panel in Figure 7). EQT makes $\sim 0.2$ more picks per event on average (Table 3). In terms of location RMS, events located by the human analysts range between RMS 0.06 to 0.37 s, and for EQT event RMS ranges between 0.06 and 0.44 s (Figure 7). Results for the Manual and PhaseNet & HEX approach comparison are distinctively different. Here, we see that the majority of PhaseNet events have a RMS ranging between 0.11 and 0.31 s, and the number of picks per event ranges from 38 to 58. On average, the PhaseNet & HEX method associate $\sim 13$ more picks per event than the human analysts, increasing the RMS by 0.024 s on average (Table 3).

![Figure 7: Travel time residual (RMS) as a function of number of picks for matched events from the manual Analyst A vs. Analyst B comparison (left), EQTransformer vs. Manual baseline catalog comparison (center), and PhaseNet & HEX vs. manual baseline catalog comparison (right).](image)

4 Discussion

The results of the benchmarking analysis indicate that the latest ML event detection methods at least match the reliability of individual analysts for individual events, while potentially being able to analyse very large number of events. More specifically, improvements do not only relate to greater numbers of event detections, but the ML detectors can identify a greater number of phases per event, with the ability to pick at larger distance ranges with relatively minor increases in RMS residual. Both end-to-end

---

Table 3: Average number of picks per event for different event detection methods.
automated workflows in the EQT and PhaseNet & HEX approaches take continuous seismic data streams, and return $\sim 5x$ and $\sim 16x$ more events, respectively, than our manually analyzed catalog. 219 events is a typical number of manually analyzed detections for temporary aftershock campaigns which can be quickly processed over a feasible time period. For a manual analyst to reach the number of detections of the ML workflows, this would be a significant, time-intensive undertaking. ML detected events are well-recorded across the seismic network, returning accurate event locations which can be used in subsequent analysis. Such results are in line with other works now applying ML tools to process seismicity (Tan et al. 2021, Cianetti et al. 2021), where ML are displaying significant performance improvements over traditional methods. With the increasing popularity of ML event detection components, our results may also help inform future researchers who are seeking to apply such techniques in an end-to-end fashion. Within the community, toolboxes are becoming available to streamline this task (Zhang et al. 2022, Woollam et al. 2022), testament to their growing usefulness.

Our investigation focuses on benchmarking a selection of fully integrated event detection pipelines, Crucially, the ML workflows presented here require no a-priori knowledge of the subsurface velocity structure to make these accurate detections. As the Albania region is one such area without a well-constrained velocity structure to date, we can see how applying such end-to-end detection workflows will greatly enhance understanding of the seismic structure of yet unexplored regions. This is especially true for the phase association problem, as whilst there might be room for performance increases by incorporating additional information like a region-specific 1D or 3D velocity model; however, the drawback of these approaches are that you are relying on a-priori knowledge, which might not be available for new regions or only of poor quality. The full PhaseNet & HEX event catalog from this work has been used in performing a new 1D velocity model inversion for the Albania region, using only results of the automated detection methods (Van der Heiden 2021).

One remaining question to ask is: Are all of the automatically detected aftershocks real events? To answer this question we investigated in more detail the obtained catalogue by looking into the magnitude and the time distribution of the events. Firstly, we compute magnitude estimates ($M_L$) for all the events in both the manual, and the PhaseNet & HEX catalog (Figure 8), using the calibration for the Albanian region of Muco & Minga (1991). We estimate magnitudes for all the events detected throughout the analysis period, so in this case, the final quality filtering step is not performed. This is as the magnitude calculation only very weakly depends on event depth, so here, we do not need such strict criteria, boosting the total number of associated events to 270 for the manual approach and 5,548 for the PhaseNet & HEX approach. The PhaseNet & HEX automatic catalog is determined to be complete above $M_L 1$, with the manual catalog complete to $M_L 2.5$. We note that the magnitude of completeness for the manual catalog should not be used in a direct comparison with the automated procedures, as the manual events were not picked in an exhaustive manner. It does, however, indicate what sort of completeness can be achieved when aiming to perform a standard manual analysis of an aftershock sequence, in a reasonable period of time.

Secondly we investigate the dependence of the number of detected events on time of day in the benchmarking period. Figure 9 displays the number of detected aftershock throughout the day for both
ML-based methods. We also overlay the average amplitude of background noise (between 1 to 10 Hz) for each respective 3-component channel (HHE, HHN, HHZ). A clear diurnal pattern is observed. The noise estimation curve shows background noise increasing during the day and decreasing at night. As the seismic network is in the vicinity of populated areas, we can relate this to anthropogenic activity.

If the workflows were wrongly associating noise, we would expect the distribution of aftershocks throughout the day to match the daily background noise distribution, with more events in the middle of the day, during periods of higher background noise. For true associations, the expected behaviour would be to detect larger numbers of the smaller magnitude aftershocks during the night when the noise level drops (see the noise estimation point for components in the edge portions of Figure 9). The number of associated aftershocks through the day exhibits the latter behaviour, indicating true associations (see the hourly event count bars in Figure 9). Such a time-of-day dependency of the number of detected events is well-known from manual analysis. This pattern is further highlighted when plotting the magnitude of events through time (Figure 10). Here we can clearly see the local minima of detected event magnitudes roughly aligning with the occurrence of midnight.

Both methods are making true associations, uncorrelated to the background noise level but, a surprising result is the number of picks made by both ML methods in practice. EQT makes 78,778 picks in total, and PhaseNet makes 561,326 total picks. This result is in contrast to the latest results of benchmarking works using curated benchmark datasets (e.g. Münchmeyer et al. 2022), which determined EQT and PhaseNet to detect phases at a similar rate. One potential explanation is the length of the input window required for both algorithms. EQT requires a 60s input window, PhaseNet requires a 30s input window, but due to the nature of the CNN method along with a lack of global connections,
its receptive field is $\sim4$ s long. The larger input window for EQT means that longer term temporal dependencies can be optimised for during training. When deployed in practice to a new seismic region not seen during the training stage - such as Albania - these relatively longer-term temporal relationships may now differ due to the natural heterogeneity of wave propagation. Another way in which the learned temporal relationships could differ is due to the potentially higher seismicity rate of a temporary aftershock deployment. In such a network, simultaneously occurring events are more likely, overlapping in time to change the arriving waveform signature. These factors could be potentially contributing to the decrease in pick identifications when compared against PhaseNet, which applies a CNN with a smaller input window to detect local relationships only.

5 Conclusions

We have deployed two ML-based approaches to detect events occurring throughout an 18-day subset of the 2019 Durrës aftershock sequence. Both approaches are benchmarked against the results of manual analysts who selectively picked events during the same 18-day period of aftershock seismicity. From the two approaches, we find that the PhaseNet & HEX method detects 3,551 events in total, and EQT
Figure 10: Magnitude-time plot of detected events over the benchmarking period for the PhaseNet & HEX detection workflow.

detects 1,110 events in total, compared against the 219 manually analysed events.

The difference in number of identified events between ML-methods is attributed to the step change in phase detections generated during phase picking. PhaseNet identifies 561,326 total picks, with EQT identifying 78,778 total picks when applied to detect continuous data in practice. By relocating the events using the same minimum 1D model, we matched events and phases common between seismic catalogs and analysed the resulting statistics. Further analysis indicates that the occurrence of the ML-detected events are inversely correlated to the background noise level, indicating true associations.
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Appendix

Section A.1

Figure A.1: The matched events for each event catalog plotted as a function of varying parameters. The ‘EQTransformer’ label corresponds to the EQTransformer vs. manual baseline catalog event intersection, The ‘PhaseNet & HEX’ label corresponds to the PhaseNet & HEX vs. manual baseline catalog event intersection, the ‘Manual’ label corresponds to combined manual catalog Analyst A and Analyst B, containing 219 events. Hypocentral error is calculated as the length of the long axis of the confidence ellipsoid from location procedure output.
Figure A.2: The total number of detected phases for EQTransformer, plotted as a function of the characteristic function/output probability cutoff detection threshold. The colorscale indicates the P-phase/S-phase probability cutoff threshold.