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Abstract

The peanosphere construction of Duplantier, Miller, and Sheffield provides a means of representing a \(\gamma\)-Liouville quantum gravity (LQG) surface, \(\gamma \in (0, 2)\), decorated with a space-filling form of Schramm’s SLE\(_{\kappa}\), \(\kappa = 16/\gamma^2 \in (4, \infty)\), \(\eta\) as a gluing of a pair of trees which are encoded by a correlated two-dimensional Brownian motion \(Z\). We prove a KPZ-type formula which relates the Hausdorff dimension of any Borel subset \(A\) of the range of \(\eta\) which can be defined as a function of \(\eta\) (modulo time parameterization) to the Hausdorff dimension of the corresponding time set \(\eta^{-1}(A)\). This result serves to reduce the problem of computing the Hausdorff dimension of any set associated with an SLE, CLE, or related processes in the interior of a domain to the problem of computing the Hausdorff dimension of a certain set associated with a Brownian motion. For many natural examples, the associated Brownian motion set is well-known. As corollaries, we obtain new proofs of the Hausdorff dimensions of the SLE\(_{\kappa}\) curve for \(\kappa \neq 4\); the double points and cut points of SLE\(_{\kappa}\) for \(\kappa > 4\); and the intersection of two flow lines of a Gaussian free field. We obtain the Hausdorff dimension of the set of \(m\)-tuple points of space-filling SLE\(_{\kappa}\) for \(\kappa > 4\) and \(m \geq 3\) by computing the Hausdorff dimension of the so-called \((m-2)\)-tuple \(\pi/2\)-cone times of a correlated planar Brownian motion.
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1 Introduction

1.1 Overview

The Schramm-Loewner evolution (SLE\(_{\kappa}\)) \cite{Sch00} and related processes such as SLE\(_{\kappa}(\rho)\) \cite{LSW03,SW05,MS16d} and the conformal loop ensembles (CLE\(_{\kappa}\)) \cite{She09,SW12} have been an active area of research for the past sixteen years. One line of research in this area has been the confirmation of exponents computed non-rigorously by physicists in the context of discrete models from statistical physics. Many of these exponents were derived using the so-called KPZ relation \cite{KPZ88}, which is a non-rigorous formula which relates exponents for statistical physics models on random planar maps to the corresponding exponents for the model on a Euclidean lattice, such as \(\mathbb{Z}^2\). Exponents derived in this way are said to be obtained from “quantum gravity methods.” This method of deriving exponents has been very successful because...
the computation of an exponent in many cases boils down to a counting problem which turns out to be much easier when the underlying lattice is random (i.e., one considers a random planar map). Perhaps the most famous example of this type are the so-called Brownian intersection exponents, which give the exponent of the probability that \( k \) Brownian motions started on \( \partial B_\epsilon(0) \) at distance proportional to \( \epsilon \) from each other make it to \( \partial \Omega \) without any of their traces intersecting. These exponents were derived using quantum gravity methods by Duplantier\footnote{The Brownian intersection exponents were also derived earlier using a different method by Duplantier and Kwon in \cite{DK88}.} in \cite{Dup98}. The values of the Brownian intersection exponents were then verified mathematically in one of the early successes of SLE by Lawler, Schramm, and Werner in \cite{LSW01a,LSW01b,LSW02}. Following these works, a number of other exponents (hence also Hausdorff dimensions) have been calculated using SLE techniques, many of which were previously predicted in the physics literature \cite{ABJ15,AS08,Bef08,GMS17b,JVL12,MS16d,MS16e,MS16a,MS13}. We will now provide a brief review of Liouville quantum gravity and the peanosphere construction which will be necessary to understand our main result below. Suppose that we assume that

\[ \kappa \in (0,4) \]  

and \( \kappa' \in (4,\infty) \), to the a.s. Hausdorff dimension of a certain Brownian motion set in the context of the so-called peanosphere construction of \cite{DMS14}, which we review below. This serves to reduce the problem of calculating the Hausdorff dimension of any set associated with SLE\( \kappa \), SLE\( \kappa(\rho) \), or CLE\( \kappa \) for \( \kappa \neq 4 \) in the interior of a domain to the problem of calculating the Hausdorff dimension of a certain (explicitly described) set associated with a correlated two-dimensional Brownian motion. There are numerous formulations of the KPZ formula in the literature, see e.g. the original physics paper \cite{KPZ88}, in addition to more recent and rigorous formulations in e.g. \cite{Aru15,BGRV14,BJRV13,BS09b,DMS14,DRSV14,DS11,RV11}. As explained just above, the KPZ formula is typically applied to compute the Euclidean dimension of fractal sets, after deriving the quantum dimension heuristically or rigorously by quantum gravity techniques. In our formulation the quantum dimension is explicitly given by the dimension of some Brownian motion set, hence our formula is directly useful for computations.

To illustrate the application of our main theorem, we will obtain new proofs of the a.s. Hausdorff dimensions of several sets, including the SLE curve for \( \kappa \neq 4 \), the double points of SLE, the cut points of SLE, and the intersection of two flow lines of a Gaussian free field \cite{She16a,MS16d,MS16c,MS16a,MS13}. We will also use our theorem to calculate the a.s. Hausdorff dimension of the \( m \)-tuple points of space-filling SLE\( \kappa' \), \( \kappa' \in (4,8) \), by calculating the Hausdorff dimension of the so-called \((m-2)\)-tuple cone times for correlated two-dimensional Brownian motion. The statement and the proof of the dimension result for \((m-2)\)-tuple cone times do not rely on quantum gravity techniques or results in the remainder of the paper.

The main motivation of our theorem is to convert SLE dimension questions into Brownian motion dimension questions, since these are often much easier to solve. However, the result also works in the reverse direction. One example of a Brownian motion set whose dimension has not yet been directly computed to our knowledge is the set of times not contained in any left cone interval. Under the peanosphere correspondence, this set corresponds to the CLE\( \kappa \) gasket for \( \kappa' \in (4,8) \), the Hausdorff dimension of which is computed in \cite{MS16d,SSW09}. In the subsequence work \cite{GHM16}, the main theorem of the present paper (along with a theorem of Rhodes and Vargas \cite{RV11}) will be used to prove the following additional dimension formula for SLE\( \kappa \). If \( \eta \) is an SLE\( \kappa \) curve for \( \kappa \in (0,4) \), and \( Y \) is a deterministic subset of \( \mathbb{R} \) with Hausdorff dimension \( d \in [0,1] \), then it is a.s. the case that

\[ \dim_H f(Y) = \frac{1}{32\kappa} \left( 4 + \kappa - \sqrt{(4+\kappa)^2 - 16\kappa d} \right) \left( 12 + 3\kappa + \sqrt{(4+\kappa)^2 - 16\kappa d} \right) \]

for almost every choice of conformal map \( f \) from \( \mathbb{H} \) to a complementary connected component of \( \eta \) which satisfies \( f(Y) \subset \eta \).

### 1.2 Review of Liouville quantum gravity and the peanosphere

We will now provide a brief review of Liouville quantum gravity and the peanosphere construction which will be necessary to understand our main result below. Suppose that \( h \) is an instance of the Gaussian free field \footnote{In order to be consistent with the notation of \cite{MS16d,MS16c,MS16a,MS13}, unless explicitly stated otherwise we will assume that \( \kappa \in (0,4) \) and \( \kappa' = 16/\kappa \in (4,\infty) \).}
(GFF) on a planar domain \( D \) and \( \gamma \in (0, 2) \). The \( \gamma \)-Liouville quantum gravity (LQG) surface associated with \( h \) formally corresponds to the surface with Riemannian metric

\[
e^{\gamma h(z)}(dx^2 + dy^2),
\]

where \( z = x + iy = (x, y) \) and \( dx^2 + dy^2 \) denotes the Euclidean metric on \( D \). This expression does not make literal sense because \( h \) takes values in the space of distributions and does not take values at points. The area measure \( \mu_h \) associated with (1.1) has been made sense of using a regularization procedure (see e.g., [DS11]), namely by taking \( e^{\gamma h(z)}dz \) to be the weak limit as \( \epsilon \to 0 \) of \( e^{\gamma^2/2}e^{h(z)}dz \), where \( h_\epsilon(z) \) is the average of \( h \) on the circle \( \partial B_\epsilon(z) \). One can similarly define a length measure \( \nu_h \) by taking it to be the weak limit as \( \epsilon \to 0 \) of \( e^{\gamma^2/2}e^{h(z)/2}dz \). We refer to \( \mu_h \) (resp. \( \nu_h \)) as the quantum area (resp. boundary length) measure associated with \( h \). Quantum boundary lengths are well-defined for piecewise linear segments [DS11], their conformal images, and SLE type curves for \( \kappa = \gamma^2 \) [She16a]. The metric space structure associated with (1.1) has also been recently constructed in [MS15a, MS15b, MS16a, MS16b, MS15c] in the special case that \( \gamma = \sqrt{8/3} \), in which case it is isometric to the Brownian map [Mic13, Le13]. It remains an open question to construct the metric space structure for \( \gamma \neq \sqrt{8/3} \).

One of the main sources of significance of LQG is that it has been conjectured that certain forms of LQG decorated with SLE or CLE describe the scaling limit of random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].

However, the convergence of other random planar maps decorated with a statistical physics model after performing a conformal embedding, where different \( \gamma \) values arise by considering different discrete models [DS11]. So far, this conjecture has been proven only in the case of the Tutte embedding of the \( \gamma \)-mated-CRT map (a discretized version of the peanosphere) for \( \gamma \in (0, 2) \) [GMS17a].
infinite, it is natural to normalize $Z$ so that $L_0 = R_0 = 0$. By [DMS14, Theorem 9.1] (in the case $\kappa' \in (4,8]$) and [GHMS17, Theorem 1.1] (in the case $\kappa' > 8$), the variances and covariances of $L$ and $R$ are given by

$$\text{Var}(L_t) = a|t|, \quad \text{Var}(R_t) = a|t|, \quad \text{Cov}(L_t, R_t) = -a \cos \theta|t|, \quad \theta = \frac{4\pi}{\kappa'}$$

(1.3)

with $a$ a constant depending only on $\kappa'$.

One of the main results of [DMS14] is that the pair $(L, R)$ almost surely determines the pair consisting of the $\gamma$-quantum cone $(C, h, 0, \infty)$ and the space-filling $\text{SLE}_{\kappa'}$ process $\eta'$. That is, the latter is a measurable function of the former (and it is immediate from the construction that the former is a measurable function of the latter). This is natural in the context of discrete models [She16b] which can also be encoded in terms of an analogous such pair and, in fact, the main result of [She16b] combined with [DMS14] gives the convergence of FK-decorated random planar maps to CLE decorated LQG with respect to the topology in which two surfaces are close if the aforementioned encoding functions are close. This is the so-called peanosphere topology.

As explained in Figure 1, $L$ and $R$ have the interpretation of being the contour functions associated with a pair of infinite trees, and $(C, h, 0, \infty)$ and $\eta'$ have the interpretation of being the embedding of a certain path-decorated surface into $C$ which is generated by gluing together the pair of trees encoded by $L, R$ [DMS14].

We remark that the construction in [DMS14] deals with the setting of infinite volume surfaces. The setting of finite volume surfaces is the focus of [MS15c] and the corresponding convergence result in the finite volume setting is established in [GMS15,GS17,GS15].

### 1.3 Main result

Our main result is a KPZ formula which allows one to use the representation $(L, R)$ of an SLE decorated quantum cone to compute Hausdorff dimensions for SLE and related processes.

**Theorem 1.1.** Let $\kappa' > 4$ and $\gamma = 4/\sqrt{\kappa'}$. Let $(C, h, 0, \infty)$ be a $\gamma$-quantum cone and let $\eta'$ be an independent space-filling $\text{SLE}_{\kappa'}$, parameterized by $\gamma$-quantum mass with respect to $h$ and satisfying $\eta'(0) = 0$. Assume that $h$ has the circle average embedding (see Definition 1.6 below). Let $X$ be a random Borel subset of $C$ such that $X$ is independent from $h$ (e.g. $X$ could be a set which is determined by the curve $\eta'$ viewed modulo monotone reparameterization). Almost surely, for each Borel set $\hat{X} \subset \mathbb{R}$ such that $\eta'(\hat{X}) = X$, we have

$$\dim_H(X) = \left(2 + \frac{\gamma^2}{2}\right) \dim_H(\hat{X}) - \frac{\gamma^2}{2} \dim_H(\hat{X})^2.$$  

(1.4)

A space-filling $\text{SLE}_{\kappa'}$ encodes an entire imaginary geometry of flow lines, which in turn encodes both $\text{SLE}_{\kappa}$ and $\text{SLE}_{\kappa'}$-type paths and a $\text{CLE}_{\kappa'}$ (see [MS13] and Section 1.4.3 below). The forthcoming work [MSW17] will show that the imaginary geometry framework also encodes a $\text{CLE}_{\kappa}$. Therefore, Theorem 1.1 reduces the computation of the dimension of any set in the interior of a domain associated with $\text{SLE}_{\kappa}$ or $\text{CLE}_{\kappa}$ for $\kappa \neq 4$ to computing the dimension of the corresponding set associated with the correlated Brownian motion $Z$. As we will discuss in Section 1.4, it is often possible to characterize special sets associated with $\text{SLE}_{\kappa}$ and $\text{CLE}_{\kappa}$ as time sets of $Z$ with particular properties. Examples of such sets are:

1. $\text{SLE}_{\kappa}$ curves for $\kappa \neq 4$ [Bef08,RS05],
2. double points of $\text{SLE}_{\kappa'}$ for $\kappa' > 4$ [MW17],
3. cut points of $\text{SLE}_{\kappa'}$ for $\kappa' > 4$ [MW17],
4. intersection of two GFF flow lines [MW17],
5. $m$-tuple points of space-filling $\text{SLE}_{\kappa'}$ for $m \geq 3$ and $\kappa' \in (4,8)$, and
6. $\text{CLE}_{\kappa'}$ gasket for $\kappa' \in (4,8)$ [MSW14,SSW09].
Theorem 1.1 is in agreement with the KPZ formula \[\text{KPZ88}\] if the “quantum dimension” of a set \(X\) does not have to be measurable with respect to the space-filling SLE\(_{\kappa'}\). However, Theorem 1.1 does not hold without the hypothesis that \(X\) is independent from \(h\). For example, suppose we take \(X\) to be the \(\gamma\)-thick points of \(h\) (see \[HMP10\] as well as Section 4). The \(\gamma\)-quantum measure \(\mu_h\) is supported on \(X\). \[\text{DS11}\] Proposition 3.4, so since \(\eta'\) is parameterized by quantum mass, we have \(\dim_H(\eta')^{-1}(X) = 1\). On the other hand, it is shown in \[HMP10\] that \(\dim_H X = 2 - \gamma^2/2\), so \[(1.4)\] does not hold for this choice of \(X\).

Theorem 1.1 is in agreement with the KPZ formula \[\text{KPZ88}\] if the “quantum dimension” of \(X\) is defined to be twice the Hausdorff dimension of the Brownian motion set \(\hat{X}\).

**Remark 1.2.** Theorem 1.1 only applies to sets associated with SLE and CLE in the interior of a domain. In order to calculate the Hausdorff dimension of sets associated with chordal or radial SLE which intersect the boundary one may apply \[\text{RV11}\] Theorem 4.1], which implies the following one-dimensional KPZ formula. Let \(h\) be a free boundary GFF in the upper half-plane and let \(\nu_h\) be the associated boundary measure. Define the quantum dimension of a set \(X \subset [0, \infty)\) to be

\[
\dim_H(\hat{X}), \quad \hat{X} := \{\nu_h([0, x]) : x \in X\}.
\]

Then it holds a.s. that

\[
\dim_H(X) = \left(1 + \frac{\gamma^2}{4}\right) \dim_H(\hat{X}) - \frac{\gamma^2}{4} \dim_H(\hat{X})^2. \tag{1.5}
\]

---

### Table 1: The sets whose dimension we compute in this paper.

| SLE set                                      | SLE \(\dim_H\) | BM set                  | BM \(\dim_H\) |
|----------------------------------------------|----------------|-------------------------|----------------|
| SLE\(_{\kappa}\) trace, \(\kappa \in (0, 4)\) | \(1 + \frac{\kappa}{8}\) | Running infima of \(L\) or \(R\) | \(\frac{1}{2}\) |
| SLE\(_{\kappa'}\) trace, \(\kappa' \in (4, 8)\) | \(1 + \frac{\kappa'}{8}\) | Ancestor free times     | \(\frac{\kappa'}{8}\) |
| Cut points of SLE\(_{\kappa'}\), \(\kappa' \in (4, 8)\) | \(3 - \frac{3}{8}\kappa'\) | Simultaneous running infima of \(L\) and \(R\) | \(1 - \frac{\kappa'}{8}\) |
| Double points of SLE\(_{\kappa'}\), \(\kappa' \in (4, 8)\) | \(2 - \frac{(12 - \kappa')(4 + \kappa')}{8\kappa'}\) | Composition of subordinators | \(\frac{\kappa'}{8} - \frac{1}{2}\) |
| Double points of SLE\(_{\kappa'}\), \(\kappa' > 8\) | \(\frac{1 + \frac{2}{\kappa'}}{\kappa'}\) | Running infima of \(L\) or \(R\) | \(\frac{1}{2}\) |
| GFF flow line intersection with angle gap \(\theta\) | \(2 - \frac{1}{2\kappa} \left(\rho + \frac{\kappa}{2} + 2\right) \left(\rho - \frac{\kappa}{2} + 6\right)\), \(\rho = \frac{\theta}{\pi} \left(2 - \frac{\kappa}{2}\right) - 2\) | Composition of subordinators | \(\frac{1}{2} - \frac{\rho + 2}{\kappa}\) |
| CLE\(_{\kappa'}\) gasket, \(\kappa' \in (4, 8)\) | \(2 - \frac{(8 - \kappa')(3\kappa' - 8)}{32\kappa'}\) | Times not contained in any left \(\pi/2\)-cone interval | \(\frac{1}{2} + \frac{\kappa'}{16}\) |
| \(m\)-tuple points of space-filling SLE\(_{\kappa'}\) | \(\frac{(4m - 4 - \kappa'(m - 2))(12 + (\kappa' - 4)m)}{8\kappa'}\) | \((m - 2)\)-tuple \(\pi/2\)-cone times | \(d(\kappa', m)\) |

The random set \(X\) does not have to be measurable with respect to the space-filling SLE\(_{\kappa'}\). However, Theorem 1.1 does not hold without the hypothesis that \(X\) is independent from \(h\). For example, suppose we take \(X\) to be the \(\gamma\)-thick points of \(h\) (see \[HMP10\] as well as Section 4). The \(\gamma\)-quantum measure \(\mu_h\) is supported on \(X\). \[\text{DS11}\] Proposition 3.4, so since \(\eta'\) is parameterized by quantum mass, we have \(\dim_H(\eta')^{-1}(X) = 1\). On the other hand, it is shown in \[HMP10\] that \(\dim_H X = 2 - \gamma^2/2\), so \[(1.4)\] does not hold for this choice of \(X\).
Figure 1: The peanosphere construction of [DMS14] shows how to obtain a topological sphere by gluing together two correlated Brownian excursions $L,R: [0,1] \to [0,\infty)$ (A similar construction works when $L,R$ are two-sided Brownian motions, see [DMS14, Footnote 4]). We choose $C > 0$ so large that the graphs of $C-L$ and $R$ do not intersect. We then define an equivalence relation on the square $[0,1] \times [0,C]$ by identifying points which lie on the same horizontal line segment above the graph of $C-L$ or below the graph of $R$; or the same vertical line segment between the two graphs. As explained in [DMS14], it is possible to check using Moore’s theorem [Moo28] that the resulting object is a topological sphere decorated with a space-filling path $\eta'$ where $\eta'(t)$ for $t \in [0,1]$ is the equivalence class of $(t,R_t)$. The pushforward of Lebesgue measure on $[0,1]$ induces a so-called good measure $\mu$ on the sphere (i.e., a non-atomic measure which assigns positive mass to each open set) and $\eta'$ is parameterized according $\mu$-area, i.e., $\mu(\eta'(s,t)) = t-s$ for all $0 \leq s < t \leq 1$. In [DMS14], the resulting structure is referred to as a peanosphere because the space-filling path $\eta'$ is the peano curve between the continuum trees encoded by $L$ and $R$. It is shown in [DMS14] (infinite volume case) and in [MS15c] (finite volume case) that there is a measurable map which associates a pair $(L,R)$ (or equivalently the aforementioned good-measure endowed sphere together with a space-filling path) with an LQG surface decorated with an independent space-filling SLE. That is, the peanosphere comes equipped with a canonical embedding into the Euclidean sphere where the pushforward of $\mu$ encodes an LQG surface and $\eta'$ is a space-filling SLE. The embedding of the trees coded by $L$ and $R$ correspond to trees of flow lines with a common angle in an imaginary geometry [MS13]. The right side of the illustration shows a subset of the SLE-decorated LQG surface, where the green region corresponds to points that are visited by $\eta'$ before some time $t_0$, and where the two trees are embeddings of the trees with contour functions $L$ and $R$. The branches of these continuum random trees correspond to the frontier of the space-filling curve at different times, and the Brownian motions $L$ and $R$ encode the lengths of the left and right, respectively, frontier of the SLE curve. The right figure illustrates the embedding of the peanosphere for the regime when $\kappa' \in [8,\infty)$; for $\kappa' \in (4,8)$ the green region on the right figure is not homeomorphic to $\mathbb{H}$ since for this range of $\kappa'$ values, space-filling SLE in $\mathbb{H}$ is loop-forming.

(The function $\zeta$ in the statement of [RV11, Theorem 4.1] can be obtained using the scaling properties of the free boundary GFF and [RV11, Proposition 2.5].) At the end of Section 2 we will include a short example showing how one may use this theorem, combined with results of [DMS14], to obtain the Hausdorff dimension of the points where a chordal SLE$_\kappa(\rho)$, $\kappa \in (0,8)$, in $\mathbb{H}$ intersects the real line.

We will now discuss how our version of the KPZ formula relates to other KPZ-type formulas in the literature. The results of [DS11] relate the expected Euclidean mass of the Euclidean $\delta$-neighborhood of a set $X$ to the expected quantum mass of the so-called quantum $\delta$-neighborhood of $X$, which is defined in terms of Euclidean balls of quantum mass $\delta > 0$. The scaling exponents for these dimensions are proven to satisfy the KPZ equation. In [RV11, BJR13, DRSV14], the authors consider a notion of quantum Hausdorff dimension in terms of the quantum mass of Euclidean balls covering a set $X$ and obtain KPZ formulas relating the...
a.s. quantum Hausdorff dimension to the a.s. Euclidean Hausdorff dimension. The KPZ relations in the works [DS11, RV11, BJR13, DRS14] all rely on the Euclidean geometry, since Euclidean balls or squares are used to cover $X$. In our formulation, by contrast, we obtain a cover of $X$ by pushing forward a cover of the time set $\tilde{X}$ via the curve $\eta_T$, hence the quantum dimension does not rely on the Euclidean geometry. The version given in [BGRV14] also does not rely on Euclidean geometry because it is defined in terms of the heat kernel for the Liouville Brownian motion (see [GRV16, Der15, GRV14, RV15, Jac14]) which is intrinsic to the LQG surface. The nature of [BGRV14], however, is quite different from the present work and, as we shall see in Section 2, the formulation considered here appears to be more amenable to explicit calculation.

1.4 Background and notation

We will now describe the basic notation and objects that we will use throughout the paper, including quantum cones, quantum wedges and space-filling SLE$_{\kappa'}$. We refer the reader to DMS14, MS13, She16a for more details.

1.4.1 Notation

We adopt the convention of MS16c, MS16d, MS16a, MS13 that $\kappa$ denotes a parameter in $(0, 4]$ and $\kappa' := 16/\kappa \in (4, \infty)$. If the $\kappa$-value is not restricted to either of the two intervals $(0, 4]$ or $(4, \infty)$, we will simply write $\kappa$. We also use the following notation.

**Notation 1.3.** If $a$ and $b$ are two quantities, we write $a \lesssim b$ (resp. $a \gtrsim b$) if there is a constant $C$ (independent of the parameters of interest) such that $a \leq Cb$ (resp. $a \geq Cb$). We write $a \asymp b$ if $a \lesssim b$ and $a \gtrsim b$.

**Notation 1.4.** If $a$ and $b$ are two quantities which depend on a parameter $x$, we write $a = o_x(b)$ (resp. $a = O_x(b)$) if $a/b \to 0$ (resp. $a/b$ remains bounded) as $x \to 0$ (or as $x \to \infty$, depending on context). We write $a = o^\infty_x(b)$ if $a = o_x(b^s)$ for each $s \in \mathbb{R}$.

Unless otherwise stated, all implicit constants in $\asymp$, $\lesssim$, and $\gtrsim$ and $O_x(\cdot)$ and $o_x(\cdot)$ errors involved in the proof of a result are required to satisfy the same dependencies as described in the statement of the result.

1.4.2 Quantum cones and quantum wedges

Fix $\gamma \in (0, 2)$. As explained above, a $\gamma$-LQG surface is an equivalence class of pairs $(D, h)$, where $D$ is a planar domain and $h$ is an instance of some form of the GFF on $D$, see e.g. DS11, [She16a, DMS14], where two such pairs are said to be equivalent if they are related as in (1.2). The surface $(D, h)$ is equipped with a quantum area measure that can be formally represented as $\mu_h = e^{-\kappa h(z)/2}dz$ (where $dz$ is Lebesgue measure) as well as a quantum length measure $\nu_h = e^{\gamma h(z)/2}dz$ (where $dz$ is Lebesgue length measure in the case when the boundary is a straight line), which is defined on $\partial D$ as well as on certain curves in the interior of $D$, including SLE$_{\kappa}$-type curves for $\kappa = \gamma^2$ [She16a]. We refer to a particular choice of equivalence class representative $(D, h)$ as an embedding of the quantum surface. If $(D, h)$ and $(\tilde{D}, \tilde{h})$ are equivalent and $\varphi : D \to \tilde{D}$ is the conformal map of (1.2), $\mu_{\tilde{h}}$ is almost surely the push-forward of $\mu_h$ under $\varphi$, i.e., $\mu_{\tilde{h}}(A) = \mu_h(\varphi(A))$ for any $A \subseteq D$ [DS11, Proposition 2.1]. A similar statement is true for $\nu_h$.

Several types of quantum surfaces of the form $(D, h, x_1, ..., x_k)$, where $x_1, ..., x_k \in \tilde{D}$ are additional marked points, are introduced in [She16a, DMS14]. Two such surfaces $(D, h, x_1, ..., x_k)$ and $(\tilde{D}, \tilde{h}, \tilde{x}_1, ..., \tilde{x}_k)$ are defined to be equivalent if there exists a conformal map $\varphi : D \to \tilde{D}$ where $\tilde{h}, h$ are related as in (1.2) and $\varphi(x_j) = \tilde{x}_j$ for each $1 \leq j \leq k$. In this paper we will mainly consider $\alpha$-quantum cones, $\alpha < Q$, which are a one-parameter family of doubly marked surfaces homeomorphic to $\mathbb{C}$. In Section 2 we will also need some theory of quantum wedges.

Let $\mathcal{H}(\mathbb{C})$ be the Hilbert space closure modulo a global additive constant of the subspace of functions $f \in C^\infty(\mathbb{C})$ satisfying $\|f\| = \|f\|_\mathcal{H} < \infty$, where $\|f\|_\mathcal{H} := (2\pi)^{-1} \int_\mathbb{C} |\nabla f \cdot \nabla \eta| dz$ for $g \in C^\infty(\mathbb{C})$ for which the integral is well-defined and finite. Let $\mathcal{H}_1(\mathbb{C}) \subset \mathcal{H}(\mathbb{C})$ be the subspace of functions that are radially symmetric about the origin, and let $\mathcal{H}_2(\mathbb{C}) \subset \mathcal{H}(\mathbb{C})$ be the subspace of functions (modulo of global additive
constant) which have mean zero about all circles centered at the origin. By [DMS14, Lemma 4.8] we have \( \mathcal{H}(\mathbb{C}) = \mathcal{H}_1(\mathbb{C}) \oplus \mathcal{H}_2(\mathbb{C}) \). Recall that a whole-plane GFF \( h \) is a modulo additive constant distribution on the complex plane (i.e., a continuous linear functional defined on the subspace of functions \( f \in C^\infty_0(\mathbb{C}) \) with \( \int_C f(x)dx = 0 \)) which can be represented as \( h = \sum_{n\in\mathbb{N}} \alpha_n f_n \), where \( (\alpha_n)_{n\in\mathbb{N}} \) is a series of i.i.d. standard normal random variables, and \( (f_n)_{n\in\mathbb{N}} \) is an orthonormal basis for \( \mathcal{H}(\mathbb{C}) \).

**Definition 1.5.** Let \( \alpha \in (0, Q] \). An \( \alpha \)-quantum cone is the doubly marked quantum surface \( (\mathbb{C}, h, 0, \infty) \), where \( h = h^1 + h^0 \) is a random distribution sampled as follows. The radially symmetric function \( h^1 \) takes the value \( A_s \) on \( \partial B_{\sqrt{s}}(0) \), where \( A_s = \tilde{B}_s + \alpha s \) for \( \tilde{B} \) a standard two-sided Brownian motion, conditioned such that \( A_s \geq Qs \) for \( s < 0 \). The distribution \( h^0 \) is independent of \( h^1 \), and is given by the projection of a whole-plane GFF onto \( \mathcal{H}_2(\mathbb{C}) \).

There is a two-parameter family of embeddings of a quantum cone into \( (\mathbb{C}, 0, \infty) \) (i.e., choices of the distribution \( h \)), corresponding to multiplication of \( \mathbb{C} \) by a complex number. The distribution \( h \) in Definition 1.5 is one such choice.

**Definition 1.6.** For \( \alpha \in (0, Q] \), the circle average embedding of an \( \alpha \)-quantum cone is the distribution \( h \) of Definition 1.5.

**Remark 1.7.** One of the main reasons why we are interested in the embedding of Definition 1.6 is that under this embedding, \( h|_{\partial \mathbb{D}} \) agrees in law with the restriction to \( \partial \mathbb{D} \) of a whole-plane GFF plus \( -\alpha \log |\cdot| \), with additive constant chosen so that its circle average over \( \partial \mathbb{D} \) vanishes. Indeed, this is a straightforward consequence of Definition 1.5.

We refer to [DMS14, Section 4.3] for further details regarding quantum cones.

For \( \alpha \leq Q \) (with \( Q \) as in (1.2)), an \( \alpha \)-quantum wedge is a doubly marked quantum surface, which is homeomorphic \( \mathbb{H} \). For \( \alpha \in (Q, Q + \frac{\pi}{2}) \) an \( \alpha \)-quantum wedge is a Poissonian chain of finite volume doubly-marked quantum surfaces, each of which is homeomorphic to \( \mathbb{D} \) and has two marked points. In the first case we say that the quantum wedge is thick, and in the second case it is thin. A thick wedge can be represented as a quantum surface \( (\mathbb{H}, h, 0, \infty) \), where \( h = h^0 + h^\dagger \) is a decomposition of \( h \) into a distribution \( h^0 \) of mean zero on all half-circles around the origin, and a radially symmetric function \( h^\dagger \). For an \( \alpha \)-quantum wedge with \( \alpha \leq Q \) which is parameterized by \( \mathbb{H} \) one possible embedding is such that the law of \( h^\dagger \) on \( \mathbb{H} \cap \partial B(0, e^{-\gamma}) \) is identical to the function \( A \) described above in Definition 1.6 except that \( \tilde{B}_s \) is replaced by \( \tilde{B}_{2s} \).

If we conformally weld the two boundaries of a quantum wedge according to quantum boundary length we obtain a quantum cone. Conversely, we obtain a quantum wedge if we cut out a surface by considering an independent whole-plane SLE\( _{\kappa}(\rho) \), \( \kappa = \gamma^2 \), on top of a quantum cone [DMS14, Theorem 1.12], with \( \rho \) depending on the parameter \( \alpha \) of the cone. We also obtain a wedge by conformally welding together multiple wedges according to quantum boundary length, and we obtain two independent wedges if we cut a wedge into two or several components by a collection of SLE\( _{\kappa}(\rho) \) curves for certain values of \( \kappa \) and \( \rho \). Quantum wedges and cones can be parameterized by their weight \( W = W(\alpha) \) (which is defined to be \( \gamma(\gamma/2 + Q - \alpha) \) for a wedge and \( 2\gamma(Q - \alpha) \) for a cone) rather than \( \alpha \). The weight of the surfaces is additive under the operations of gluing/welding and cutting as described above.

### 1.4.3 Space-filling SLE

Here we give a moderately detailed overview of the construction and basic properties of whole-plane space-filling SLE\( _{\kappa'} \) from \( \infty \) to \( \infty \) for \( \kappa' > 4 \), which was originally defined in [DMS14, Footnote 9], building on the chordal definition in [MS13, Sections 1.2.3 and 4.3]. For \( \kappa' \geq 8 \), whole-plane space-filling SLE\( _{\kappa'} \) from \( \infty \) to \( \infty \) is just a certain curve from \( \infty \) to \( \infty \) which locally looks like an SLE\( _{\kappa'} \). For \( \kappa' \in (4, 8) \), space-filling SLE\( _{\kappa'} \) from \( \infty \) to \( \infty \) traces points in the same order as a curve which locally looks like SLE\( _{\kappa'} \), but fills in the “bubbles” which it disconnects from its target point with a continuous space-filling loop.

To construct whole-plane space-filling SLE\( _{\kappa'} \) from \( \infty \) to \( \infty \), fix a deterministic countable dense subset \( \mathcal{C} \subset \mathbb{C} \) and let \( \tilde{h} \) be a whole-plane GFF, viewed modulo a global additive multiple of \( 2\pi \chi \) where \( \chi = \sqrt{\kappa'}/2 - 2/\sqrt{\kappa'} \). It is shown in [MS13] that for each \( z \in \mathcal{C} \), one can make sense of the flow lines \( \eta_L^z \) and \( \eta_R^z \) of angles \( \pi/2 \) and
$-\pi/2$, respectively, started from $z$. These flow lines are SLEs $(2-\kappa)$ curves for $\kappa = 16/\kappa'$ [MS13 Theorem 1.1]. The flow lines $\eta^L_z$ and $\eta^L_w$ (resp. $\eta^R_z$ and $\eta^R_w$) started at distinct points in $C$ eventually merge together, such that the collection of flow lines $\eta^L_z$ (resp. $\eta^R_z$) for $z \in C$ form the branches of a tree rooted at $\infty$.

We define a total order on $C$ by declaring that $w$ comes after $z$ if and only if $w$ lies in a connected component of $C \setminus (\eta^L_z \cup \eta^L_w)$ whose boundary is traced by the right side of $\eta^R_z$ and the left side of $\eta^R_w$. It can be shown using the same argument as in the chordal case [MS13 Section 4.3] (or alternatively deduced from the chordal case; c.f. [DMS14 Footnote 9]) that there is a unique space-filling curve $\eta' : \mathbb{R} \to C$ which traces the points in $C$ in order, is continuous when parameterized by Lebesgue measure, and is such that $(\eta')^{-1}(C)$ is a dense set of times. The curve $\eta'$ does not depend on the choice of $C$ and is defined to be whole-plane space-filling SLEs from $\infty$ to $\infty$.

For each fixed $z \in C$, it is a.s. the case that the left and right outer boundaries of $\eta'$ stopped at the first (and a.s. only) time $\tau_z$ that it hits $z$ are given by the flow lines $\eta^L_z$ and $\eta^R_z$. For $\kappa' \geq 8$, these two flow lines do not intersect so $C \setminus \eta'((\infty, t])$ for each time $t$ has the topology of the half-plane. For $\kappa' \in (4, 8)$, the curves $\eta^L_z$ and $\eta^R_z$ intersect each other so $C \setminus \eta'((\infty, t])$ instead consists of a string of domains with the topology of the disk, separated by the intersection points. By [DMS14 Footnote 9], if we condition on $\eta^L_z$ and $\eta^R_z$ (equivalently, on $\eta'((\infty, \tau_z])$ or $\eta'((\tau_z, \infty))$), then the conditional law of $\eta'([\tau_z, \infty))$ is that of a chordal SLEs from $0$ to $\infty$ in $\eta'((\tau_z, \infty))$ if $\kappa' \geq 8$; or a concatenation of independent chordal space-filling SLEs curves in the connected components of the interior of $\eta'((\tau_z, \infty))$ if $\kappa' \in (4, 8)$. The conditional law of the time reversal of $\eta'((\infty, \tau_z])$ admits a similar description.

The curve $\eta'$ is also closely related to the SLEs$(\kappa' - 6)$ counterflow lines of $\hat{h}$ from $\infty$ to $z$ for any given $z \in C$. In particular, if we parameterize $\eta'$ by capacity as seen from $z$, so we skip all of the bubbles filled in by $\eta'$ before it hits $z$, then we a.s. recover the counterflow line from $\infty$ targeted at $z$. The collection of all of these counterflow lines, targeted at a countable dense set of points, forms a whole-plane branching SLEs$(\kappa' - 6)$ process, which can be used to construct a whole-plane CLEs via a whole-plane analog of the construction in [She09]. Hence a whole-plane space-filling SLEs from $\infty$ to $\infty$ encodes a whole-plane CLEs.

### 1.5 Outline

Section 2 gives a number of examples of SLE sets of known Hausdorff dimension, for which Theorem 1.1 provides an alternative derivation.

Section 3 contains various SLE and GFF estimates which we will need for the proof of Theorem 1.1 both for the upper bound and for the lower bound. In Section 3.2 we will prove that, with high probability, any segment of a space-filling SLEs curve of diameter $\epsilon \in (0, 1)$, contains a Euclidean ball of radius $\epsilon^{1+\alpha/2}(1)$. An interesting corollary of this result is that space-filling SLEs is a.s. locally $\alpha$-Hölder continuous for any $\alpha < 1/2$ when parameterized by Lebesgue measure. In Sections 3.3 and 3.4 we will prove some estimates which give that the quantum mass of a small Euclidean ball is unlikely to be much smaller than what is predicted from the GFF circle average process at a nearby point.

In Section 4 we prove that the dimension of the intersection of a general Borel set $A$ with the $\alpha$-thick points of a GFF $\hat{h}$ is a.s. equal to $\dim_{H} A - \alpha^2/2$. The proof is a generalization of the argument in [HMP10], and is used in the proof of the upper bound of Theorem 1.1.

Section 5 contains the proof of Theorem 1.1. Unlike for most Hausdorff dimension calculations, the upper bound for $\dim_{H}(X)$ is more challenging to prove than the lower bound. Using the results of Section 3 we obtain an estimate for the diameter of $\eta'(|I|)$ for $I \subset \mathbb{R}$, in terms of $\text{diam}(I)$ and the thickness of the field at a point near $\eta'(|I|)$. This leads to an upper bound for the dimension of the intersection of $X$ with the $\alpha$-thick points of $\hat{h}$ in terms of $\dim_{H}(X)$. Using the result of Section 4 and optimizing over $\alpha$, we obtain the upper bound in (1.4). The lower bound in (1.4) is proven via a more direct argument based on moment estimates for the quantum measure along with the estimates of Sections 3.2 and 3.3

In Section 6 we use Theorem 1.1 to give a proof for the Hausdorff dimension of the set of $m$-tuple points of space-filling SLEs, which in the setting of Theorem 1.1 corresponds to the image under $\eta'$ of the so-called $(m-2)$-tuple cone times of the two-dimensional correlated Brownian motion. An $m$-tuple cone time can be described by a “cone vector” in $\mathbb{R}^{m+1}$ consisting of $m$ cone times [Shi85, Eva85] for $Z$ and the time-reversal
of \( Z \), where the end of one cone excursion marks the beginning of another cone excursion in the opposite direction. We obtain the Hausdorff dimension of the set of cone vectors by standard techniques, including a two-point estimate for correlations; then obtain the dimension of the set of (\( m - 2 \))-tuple cone times (which is a subset of \( \mathbb{R} \)) by projection. Our result generalizes the result in \cite{Evans1985}, where the dimension of the set of single cone times is calculated.

Finally, in Section 7 we list some open problems related to the results of this paper.

\section{Examples}

In this section we will use Theorem 1.1 to give alternative proofs of several Hausdorff dimensions already known in the literature, in addition to a calculation of a new Brownian motion dimension for which the corresponding SLE dimension is already known. Throughout, we let \( \eta' \) be a space-filling \( \text{SLE}_{\kappa'} \) on top of an independent \( \gamma \)-quantum cone \( (C, h, 0, \infty) \), \( \kappa' > 4 \). We parameterize \( \eta' \) by quantum area, and let \( \mathcal{L} \) and \( R \) denote the left and right boundary length process, respectively, relative to time 0. Define \( Z = (\mathcal{L}, R) \), and recall that \( Z \) has the law of a two-dimensional Brownian motion with covariances as in \cite{Lawler1999}. Before presenting the examples we recall the definitions of cone times, cone intervals and cone excursions.

\begin{definition}
Let \( \alpha \in (0, 2\pi) \), \( t \in \mathbb{R} \), and let \( v(\alpha') \) denote the unit vector in direction \( \alpha' \) for any \( \alpha' \in (0, 2\pi) \). Then \( t \) is an \( \alpha \)-cone time of \( Z \) if there is a time \( s > t \) such that, for each \( s' \in [t, s] \), there exists \( r_{s'} \in [0, \infty) \) and an angle \( \alpha_{s'} \in [0, \alpha] \), satisfying \( Z_{s'} = Z_t + r_{s'} v(\alpha_{s'}) \). If we do not specify an angle \( \alpha \), we will assume \( \alpha = \frac{\pi}{2} \), i.e., a cone time is a \( \frac{\pi}{2} \)-cone time.

For a cone time \( t \) of \( Z \) we define the function \( v \) by
\[
\forall t = \inf \{ s > t : \mathcal{L}_s < \mathcal{L}_t \text{ or } \mathcal{L}_s < \mathcal{L}_t \}. \tag{2.1}
\]
The interval \( (t, v(t)) \) is called a cone interval and \( Z_{(t,v(t))} \) is called a cone excursion. We say that \( t \) is a right cone time for \( Z \) if \( R_{v(t)} > R_t \) (equivalently, \( L_{v(t)} = L_t \)), and we say that \( t \) is a left cone time for \( Z \) if \( L_{v(t)} > L_t \) (equivalently, \( R_{v(t)} = R_t \)).

The Hausdorff dimension of \( \text{SLE}_\kappa \) was first calculated in \cite{RS2005} and \cite{Bershtein2008}. For \( \kappa \in (0, 4) \) we obtain an alternative proof by using that the boundary of \( \eta'([0, \infty)) \) has the law of an \( \text{SLE}_\kappa \) curve.

\begin{example}
The Hausdorff dimension of an \( \text{SLE}_\kappa \) curve for \( \kappa \in (0, 4) \) is a.s. equal to \( 1 + \frac{\kappa}{2} \).
\end{example}

\begin{proof}
Let \( \kappa' := 16/\kappa \). If we stop the space-filling \( \text{SLE}_{\kappa'} \) process \( \eta' \) upon reaching 0, the boundary of the already traced region is given by two flow lines of a whole-plane GFF with angle gap \( \pi \), see \cite[Footnote 9]{DMS14}. The marginal law of each of these flow lines is that of a whole-plane \( \text{SLE}_{\kappa'(2 - \kappa)} \), see \cite[Theorem 1.1]{MS2013}. If \( \eta' \) is parameterized by quantum mass, the times at which \( \eta' \) traces the left and right boundaries of \( \eta'([0, \infty)) \) correspond exactly to the running infima of the left and right boundary length processes \( L \) and \( R \), respectively, relative to time 0. This time set has Hausdorff dimension 1/2 \cite[Theorem 4.24]{MP2010}. Combining with Theorem 1.1 we see that a whole-plane \( \text{SLE}_{\kappa(2 - \kappa)} \) curve a.s. has Hausdorff dimension \( 1 + \frac{\kappa}{2} \). In fact, the same argument shows that a.s. every non-trivial segment of a whole-plane \( \text{SLE}_{\kappa(2 - \kappa)} \) curve has Hausdorff dimension \( 1 + \frac{\kappa}{2} \). By local absolute continuity of \( \text{SLE}_{\kappa(2 - \kappa)} \) and \( \text{SLE}_\kappa \) away from the self-intersection times of the former \cite[equation (9)]{SW2005}, an ordinary radial or whole-plane \( \text{SLE}_\kappa \) also has a.s. Hausdorff dimension \( 1 + \frac{\kappa}{2} \), and using local absolute continuity again \cite[Theorems 3 and 6]{SW2005} we deduce the same result for ordinary chordal \( \text{SLE}_\kappa \).
\end{proof}
The Hausdorff dimension of SLE$\kappa'$, $\kappa' \in (4, 8)$, is obtained by using that SLE$\kappa'$ corresponds to the so-called ancestor free times $(t(s))_{s \geq 0}$ of $Z$. A time $s \geq 0$ is ancestor free if it is not contained in any $\pi/2$-cone interval for $Z$ which is contained in $[0, \infty)$. In other words, $s$ is ancestor free if there is no $t \in [0, s)$ such that $L_u \geq L_t$ and $R_u \geq R_t$ for all $u \in (t, s]$.

**Example 2.3.** The Hausdorff dimension of an SLE$_{\kappa'}$ curve for $\kappa' \in (4, 8)$ in $\mathbb{C}$ or in a domain whose boundary has dimension at most $1 + \frac{\kappa'}{8}$ is a.s. equal to $1 + \frac{\kappa'}{8}$.

**Proof.** Consider the space-filling SLE$_{\kappa'}$ $\eta'$ described above. Let $(t(s))_{s \geq 0}$ denote the inverse of the local time at the ancestor free times of $(L, R)$ relative to $t = 0$, as described in [DMS14, Section 1.7.2]. Conditioned on $\eta'([0, \infty))$ the law of $(\eta'(t(s)))_{s \geq 0}$ is that of a concatenation of independent SLE$_{\kappa' - 4; \kappa'/2 - 4}$ processes in each of the bubbles (connected components of the interior) of $\eta'([0, \infty))$, see [DMS14, Lemma 12.4]. For any such bubble $B$ let $D_n \subset D$ consist of the points in $D$ at distance at least $1/n$ from $\partial D$. By local absolute continuity [SW05], a.s. the intersection of the SLE$_{\kappa' - 4; \kappa'/2 - 4}$ with $D_n$ for sufficiently large $n$ has the same Hausdorff dimension as the intersection of an ordinary SLE$_{\kappa'}$ curve with a sub-domain at positive distance from the boundary of its domain. Since $\partial D$ has Hausdorff dimension $1 + \frac{\kappa'}{8} < 1 + \frac{\kappa'}{8}$ by Example 2.2, it follows that it is sufficient to prove that the image of $(\eta'(t(s)))_{s \geq 0}$ has dimension $1 + \frac{\kappa'}{8}$.

By [DMS14, Proposition 1.13], the processes $(L(t(s)))_{s \geq 0}$ and $(R(t(s)))_{s \geq 0}$ are independent $\kappa'/4$-stable processes. Hence the range of $(L(t(s)), R(t(s)))_{s \geq 0}$ has dimension $\kappa'/4$; see the discussion right after [PT69, Theorem 1.2]. Kaufman’s theorem [MP10, Theorem 9.28] implies that the corresponding time set for $(L, R)$ has dimension $\kappa'/8$. An application of Theorem 1.1 completes the proof.

The dimension of the cut points and double points of SLE$_{\kappa'}$ for $\kappa' \in (4, 8)$ were first calculated in [MW17]. Recall that the set of cut points of a curve $\eta$ is the set $\{t \in (0, \infty) : \eta(0, t) \cap \eta(t, \infty) = \emptyset\}$. The set of local cut points of a curve $\eta$ parameterized by $\mathbb{R}_+$ is the set $\{t \in (0, \infty) : \eta(t, t+s) = \emptyset\}$. The set of cut points of $\eta''|(t, \infty)$ for $t \in \mathbb{R}$ is contained in the set of points where the left and the right boundaries of $\eta''|(t, \infty)$ meet in the manner described in Figure 3 which in turn corresponds to the set of times when both $L$ and $R$ are at a simultaneous running infimum relative to time $t$.

**Example 2.4.** The Hausdorff dimension of the sets of cut points and local cut points of a chordal, radial, or whole-plane SLE$_{\kappa'}$ for $\kappa' \in (4, 8)$ are each a.s. equal to $3 - \frac{3}{2}\kappa'$.

**Proof.** Let $(t(s))_{s \geq 0}$ be defined as in the proof of Example 2.3. Let $\tilde{\eta}'$ be the curve from $\infty$ to 0 which is equal to the time-reversal of $(\eta'(t(s)))_{s \geq 0}$, which has the law of a whole-plane SLE$_{\kappa'}(\kappa' - 6)$; see Section 1.4.3 and [MS13, Theorem 1.20].

We will first prove that the set of local cut points of $\tilde{\eta}'$ a.s. has dimension $3 - 3\kappa'$. The set of local cut points of $\tilde{\eta}'$ is contained in the union over all $t \in \mathbb{Q} \cap [0, \infty)$ of the set of points where the left boundary of $\tilde{\eta}'|(t, \infty)$ hits the right boundary of $\tilde{\eta}'|(t, \infty)$ on the left-hand side (except for the point $\tilde{\eta}'(t)$ itself) and contains this set for $t = 0$. By countable stability of Hausdorff dimension and translation invariance, it suffices to show that the dimension of the set of points where the left and right boundaries of $\tilde{\eta}'|(0, \infty)$ intersect in this manner a.s. has dimension $3 - 3\kappa'$. The pre-image of this set under $\eta'$ (parameterized by quantum area) is equal to the set of times when the correlated Brownian motions $L$ and $R$ attain a simultaneous running infimum relative to time 0. A simultaneous running infimum of $L$ and $R$ is the same as a $\pi/2$-cone time $t$ for the time-reversal of $(L, R)$ with the property that 0 is contained in the corresponding cone interval. By [Evans15, Theorem 1] (c.f. the proof of [DMS14, Lemmas 9.4 and 9.5]), it follows that the Hausdorff dimension of this set of times is a.s. $1 - \kappa'/8$; in fact, the same is a.s. true of its intersection with $[0, s]$ for any $s > 0$. By applying Theorem 1.1 we obtain that the dimension of this set of intersection points of the boundaries of $\eta'|(0, \infty)$, and hence also the set of local cut points of $\tilde{\eta}'$, is given by $3 - 3\kappa'/8$; in fact the same is a.s. true for the set of local cut points of every non-trivial segment of $\tilde{\eta}'$.

We will now argue by local absolute continuity that the a.s. dimension of the set of local cut points of whole-plane, chordal, or radial SLE$_{\kappa'}$ is the same as the a.s. dimension of the set of local cut points of $\tilde{\eta}'$. We have local absolute continuity of the curves when we do not consider points at which the curves hit their domain boundary or their past [SW05], and to conclude it is sufficient to argue that the cut point dimension
of the curves does not decrease if we remove points of this kind. Choral SLE$_{\kappa'}$, a.s. does not have global cut points which intersect the domain boundary, since the left boundary of the SLE$_{\kappa'}$ has the law of an SLE$_{6}(\kappa - 4; \kappa/2 - 2)$ [MS13] Theorem 1.4, which implies by [Dub09] Lemma 15] that the left boundary of the SLE$_{\kappa'}$ a.s. does not hit the right domain boundary. It follows from reversibility [MS16c,MS16a] and the domain Markov property that chordal SLE$_{\kappa'}$ cannot have any local cut points which are also multiple points or which intersect the domain boundary. By local absolute continuity, the same result follows for the radial and whole-plane cases, i.e., a radial or whole-plane SLE does not have cut points which are also multiple points or which intersect the domain boundary. The curve $\eta'$ can have a local cut point which is also a multiple point, but by local absolute continuity with respect to ordinary SLE$_{\kappa'}$, away from the times it interacts with its force point, it has to wrap around the origin during the first time when it hits the point and the time when it has a local cut point there, since any non-trivial segment of $\eta'$ has the same local cut point dimension of $3 - 3\kappa'/8$, the set of local cut points of this kind does not have a larger dimension than the set of local cut points which are not multiple points.

We now argue that the dimension of the set of global cut points is also a.s. equal to $3 - 3\kappa'/8$. By the conformal Markov property and transience of SLE$_{\kappa'}$, for any $t_0 \in \mathbb{R}$ and $\epsilon > 0$, if we condition on the initial segment $| \eta'|_{t \leq t_0}$ of a chordal, radial or whole-plane SLE$_{\kappa'}$ curve $\eta'$, the global cut points for $| \eta'|_{t \leq t_0}$ which lie at distance at least $\epsilon$ from $\eta'(t_0)$ will be global cut points for $\eta'$ with positive probability. This implies that for any $\zeta > 0$ the global cut points of $\eta'$ have dimension at least $3 - \frac{3}{8}\kappa' - \zeta$ with positive probability. Here we subtract a small parameter $\zeta$ since the dimension of the cut points of $\eta'([0, t_0])$ might be slightly larger than the dimension of the cut points of $\eta'(0) \setminus B_{r}(\eta'(t_0))$. By scale invariance, for (say) a chordal SLE$_{\kappa'}$ in $\mathbb{H}$ from 0 to $\infty$ and for any $r > 0$, the probability that the intersection of the set of global cut points of the curve with $B_{r}(0)$ has dimension $\geq 3 - \frac{3}{8}\kappa' - \zeta$, is independent of $r$. If $\tilde{h}$ is a GFF whose imaginary geometry counterflow line [MS16d] is our given SLE$_{\kappa'}$ curve, then the sigma algebra $\cap_{r>0} \sigma(\tilde{h}|_{B_{r}(0)})$ is trivial (see, e.g., [MS16d] Proposition 3.2)).

Since the chordal SLE$_{\kappa'}$ is locally determined by $\tilde{h}$ this implies that the global cut point dimension is $\geq 3 - \frac{3}{8}\kappa' - \zeta$ almost surely. Sending $\zeta \to 0$ we get that the global cut point dimension of a chordal SLE$_{\kappa'}$ is $3 - \frac{3}{8}\kappa'$. A similar argument using GFF tail triviality works in the case of whole-plane SLE, and the radial case follows from the whole-plane case.

Figure 2: Illustration of Examples 2.3 and 2.4. The figure shows the west-going (resp. east-going) flow line from the origin in red (resp. blue), and the region $\eta'((-\infty, 0])$ is shown in green. The counterflow line $(\eta'(t(s)))_{s \geq 0}$, whose marginal law is a whole-plane SLE$_{\kappa'}(\kappa' - 6)$, is shown in black. The cut points of the counterflow line are contained in the set of points where the west-going flow line from the origin hits the east-going flow line from the origin on the left-hand side. These points of intersection correspond to simultaneous running infima of $L$ and $R$ relative to time 0.

**Example 2.5.** The Hausdorff dimension of the double points of SLE$_{\kappa'}$ is a.s. equal to

$$2 - \frac{(12 - \kappa')(4 + \kappa')}{8\kappa'} \quad \text{for} \quad \kappa' \in (4, 8) \quad \text{and} \quad 1 + \frac{2}{\kappa'} \quad \text{for} \quad \kappa' \geq 8. \quad (2.2)$$
Proof. For \( \kappa' \geq 8 \) the set of double points of \( \text{SLE}_{\kappa'} \) has the same dimension as the boundary of \( \eta'([0,\infty)) \), since, conditioned on \( \eta'((-\infty,0)) \), \( (\eta'(t))_{t \geq 0} \) has the law of a chordal \( \text{SLE}_{\kappa'} \). It follows that the set of double points has dimension 1 + 2/\( \kappa' \), since the left and right boundaries of \( \eta'([0,\infty)) \) marginally each have the law of a whole-plane \( \text{SLE}_{\kappa}(2 - \kappa) \) from 0 to \( \infty \), \( \kappa = 16/\kappa' \).

Now assume \( \kappa' \in (4,8) \). Let \( U \) be a connected component of \( \mathbb{C} \setminus \eta'((-\infty,0]) \), chosen in a manner which does not depend on \( h \), and let \( z_1 \) (resp. \( z_2 \)) be the first (resp. last) point on \( \partial U \) visited by \( \eta' \) after time 0. Recall from Section 14.3 that the conditional law given \( \eta'((-\infty,0]) \) of the segment of \( \eta' \) contained in \( \overline{U} \) is that of a space-filling chordal \( \text{SLE}_{\kappa'} \) from \( z_1 \) to \( z_2 \). Let \( \tilde{\eta}' \) be the curve obtained by skipping the bubbles filled in by this segment of \( \eta' \), which is an ordinary \( \text{SLE}_{\kappa'} \) from \( z_1 \) to \( z_2 \) in \( U \) (the curve \( \tilde{\eta}' \) can be obtained by skipping the times contained in reverse \( \pi/2 \)-cone excursions; see right before Example 2.8 for the definition).

Since \( \tilde{\eta}' \) is obtained by skipping the bubbles filled in by \( \eta' \) during a certain interval of times, we find that if \( s_1 < s_2 \) are such that \( z_0 := \tilde{\eta}'(s_1) = \tilde{\eta}'(s_2) \), then there exists \( t_0 \in \mathbb{Q} \cap [0,\infty) \) such that the following is true. There is a connected component \( U_{t_0} \) of \( \mathbb{C} \setminus \eta'((-\infty,t_0]) \), such that if \( \tau_{t_0} \) is the first time that \( \tilde{\eta}' \) enters \( U_{t_0} \), then \( s_1 < \tau_{t_0} < s_2 \) and \( z_0 \) is a point of intersection between the chordal \( \text{SLE}_{\kappa'} \) in the bead \( U_{t_0} \) and the boundary of the domain (in particular, \( U_{t_0} \) is the connected component of \( U \setminus \tilde{\eta}'([0,t_0]) \) with \( z_2 \) on its boundary). Furthermore, there is a closed arc of \( \partial U_{t_0} \) containing the initial point \( \tilde{\eta}'(\tau_{t_0}) \) such that every intersection point of the chordal \( \text{SLE}_{\kappa'} \) with this arc is a double point of \( \tilde{\eta}' \); the reason this property does not hold for all intersection points between the chordal \( \text{SLE}_{\kappa'} \) and \( \partial U_{t_0} \) is that some of these intersection points will be contained in \( \partial U \).

Since \( \eta'(-t_0) \stackrel{d}{=} \eta' \) modulo rotation and scaling \( \text{[DMS14, Lemma 9.3]} \), to show that the double point dimension of \( \tilde{\eta}' \) is a.s. given by \( (2.2) \), it suffices to show that the dimension of the intersection of \( \tilde{\eta}' \) with any non-trivial arc of \( \partial U \) containing \( z_1 \) is a.s. given by \( (2.2) \).

Let \( \psi : [0,\infty) \to \mathbb{C} \) be the parameterization of the left boundary of \( \eta'((-\infty,0]) \) with \( \psi(0) = 0 \) and such that for each \( 0 \leq u < v \) we have that the quantum length of the segment from \( \psi(u) \) to \( \psi(v) \) is equal to \( v - u \). Let \( a > 0 \) be such that \( \psi(a) \) is where the left boundary of \( \eta'((-\infty,0]) \) first hits \( \partial U \). Let \( \varphi : \mathbb{R} \times [0,\pi] \to U \) be the unique conformal transformation which takes \( \eta' \) (resp. \( +\infty \)) to the initial (resp. terminal) point of \( \tilde{\eta}' \) such that the field \( \tilde{h} = h \circ \varphi + Q \log |\varphi'| \) on \( \mathbb{R} \times [0,\pi] \) has the horizontal translation chosen so that the supremum of its projection onto the space of functions which are constant on vertical lines is at \( u = 0 \). For each \( M \in \mathbb{R} \), let \( A_M = \psi^{-1}(\tilde{\eta}' \cap \varphi((-\infty,M] \times \{\pi\})) \). Let \( (\tilde{L}_t,\tilde{R}_t)_{t \in \mathbb{R}} \) be the time-reversal of \( (R_t,L_t)_{t \in \mathbb{R}} \), so \( (\tilde{L}_t,\tilde{R}_t)_{t \in \mathbb{R}} \) is the pair of Brownian motions encoding the time-reversal of \( \eta' \) on top of the independent quantum cone. If we define

\[
\tilde{X} = \{ t \geq 0 : \tilde{R}_t = \inf_{s \in [0,a]} \tilde{R}_s, \varphi^{-1}(\tilde{\eta}'(t)) \in (-\infty,M] \times \{\pi\} \}
\]

then \( \eta'(\tilde{X}) = \psi(A_M) \).

We claim that for any \( M > 0 \) the law of the set \( A_M - a \) is absolutely continuous with respect to the law of the range of a stable subordinator of index \( \kappa'/4 - 1 \) stopped at some positive time. To see this, we first describe the law of the triple \( (U,h|U,\tilde{\eta}') \) viewed as a curve-decorated quantum surface (i.e., modulo conformal maps). Let \( U_Q \) be the first bead of \( \eta'([0,\infty)) \) such that the sum of the quantum masses of the previous beads (including \( U_Q \)) is at least 1 and let \( \tilde{\eta}'_Q \) be the associated chordal \( \text{SLE}_{\kappa'} \) curve between its marked points. Since \( U_Q \) is chosen in a manner which does not depend on the particular embedding of the quantum surface parametrized by \( \eta'([0,\infty)) \) into \( \mathbb{C} \), it follows that the conditional law of the curve-decorated quantum surface \( (U_Q,h|U_Q,\tilde{\eta}'_Q) \) given its quantum area and boundary length is that of a single bead of a weight-2 - \( \gamma^2/2 \) quantum wedge decorated by an independent chordal \( \text{SLE}_{\kappa'} \) curve between its marked points. Since \( U_Q \) is independent from \( h \), it a.s. holds with positive conditional probability given \( \eta' \) (viewed modulo monotone parametrization) and \( (U,h|U,\tilde{\eta}') \) that \( (U_Q,\tilde{\eta}'_Q) = (U,\tilde{\eta}') \). Hence the law of \( (U,h|U,\tilde{\eta}') \) is absolutely continuous with respect to the law of \( (U_Q,h|U_Q,\tilde{\eta}'_Q) \).

The law of the left and the right boundary length of \( \tilde{\eta}' \) parameterized by quantum natural time and run until it exits \( \varphi((-\infty,M] \times [0,\pi]) \) is absolutely continuous with respect to a \( \kappa'/4 \)-stable Lévy process with only negative jumps stopped at a certain time by the preceding paragraph, \( \text{[DMS14, Theorem 1.20]} \), and since when mapping \( U \) to the strip as above, the law of the restriction of the field to \( (-\infty,M] \times [0,\pi] \) is
The dimension of the intersection points of two GFF flow lines (in the sense of [MS16d]) was first obtained in [MW17, Theorem 1.5]. In our calculation below we assume the flow lines are generated from the same GFF as \( \eta' \), and we assume without loss of generality that the first flow line is given by the right boundary of \( \partial U \) and the left frontier of \( \eta'((-\infty,0]) \). The intersection points between the two GFF flow lines on the right figure are calculated by using that the gray region between the curves is a thin quantum wedge.

The dimension of the intersection points of two GFF flow lines (in the sense of [MS16d]) was first obtained in [MW17, Theorem 1.5]. In our calculation below we assume the flow lines are generated from the same GFF as \( \eta' \), and we assume without loss of generality that the first flow line is given by the right boundary of \( \eta'([0,\infty)) \). As we will explain just below, we can sample from the law of the flow line intersection points by considering a Bessel process \( Y \) which encodes the quantum wedge which lies between the two flow lines. The Bessel process \( Y \) that we consider has a different dimension than the Bessel process in [DMS14, Section 4.4, Footnote 8]. Hence our claim follows by [Ber96, Lemma VIII.1].

The set of times \( t \geq 0 \) when \( \tilde{R}_t = \inf_{s \in [0,t]} \tilde{R}_s \) has the law of the range of a stable subordinator of index \( \kappa' = 1/2 \). Hence the law of \( \tilde{X} \) is absolutely continuous with respect to the law of the range of the composition of two (not necessarily independent) subordinators of index \( 1/2 \) and \( \kappa'/4 - 1 \), respectively. By the uniform dimension transformation result for subordinators [HP74, Theorem 4.1], a.s. \( \dim_{\kappa}(\tilde{X}) = \kappa'/8 - 1/2 \). By Theorem 1.1, a.s. the dimension of the intersection of \( \tilde{\eta} \) with any non-trivial segment of \( \partial U \) is given by (2.2).

Recalling the argument at the beginning of the proof, a.s. the set of double points of \( \tilde{\eta} \) is a.s. given by (2.2).

Since chordal \( \text{SLE}_{\kappa'} \) a.s. does not have any boundary double points [MW17, Remark 5.3], the double point dimension for other types of \( \text{SLE}_{\kappa'} \) is obtained via local absolute continuity, as in the preceding examples. 

**Lemma 2.6.** Let \( W \) be a (thin) quantum wedge of weight \( W \in (0,\gamma^2/2) \). There is a Bessel process \( Y \) of dimension \( d = 4W/\gamma^2 \) with the following property. The ordered sequence of quantum disks of \( W \) correspond to the ordered sequence of the excursions of \( Y \) from 0, and the right quantum boundary length of each quantum disk is identical to the length of the corresponding excursion of \( Y \) from 0.

**Proof.** By [DMS14, Definition 4.13], \( W \) is a Poissonian chain of beads, corresponding to the ordered sequence of excursions from 0 of a Bessel process \( \tilde{Y} \) of dimension \( \tilde{d} = 1 + 2W/\gamma^2 \), such that each surface can be parameterized as follows. Let \( S = \mathbb{R} \times [0,\pi] \), and for each excursion \( e \) of \( \tilde{Y} \), let \( (S, h^e) \) be a parameterization of the corresponding bead of \( W \). The distribution \( h^e \) is given by \( h^e = h^1 + h^0 \), where \( h^1((t,u)) = \tilde{X}^e_t \) for all \( (t,u) \in S \), \( \tilde{X}^e_t \) is equal to the reparameterization of \( 2\gamma^{-1} \log(e) \) to have quadratic variation \( 2dt \), and \( h^0 \) is independent of \( h^1 \) and equal in law to the projection of a free boundary GFF onto the space of distributions with mean 0 on each vertical line. Let \( a = W/\gamma - \gamma/2 \). If we take the horizontal translation so that \( \tilde{X}^e \) reaches its supremum at \( t = 0 \), then by [DMS14, Propositions 3.4 and 3.5, Remark 3.7], we have \( \tilde{X}^e_t = \tilde{B}^{e,1}_{2t} + at \) for \( t \geq 0 \), and \( \tilde{X}^e_t = \tilde{B}^{e,2}_{-2t} - at \) for \( t < 0 \), where \( \tilde{B}^{e,1} \) and \( \tilde{B}^{e,2} \) are two independent Brownian motions started from
\( \bar{b} := 2\gamma^{-1}\log(\sup(e)) \), conditioned on \( \bar{X}_t^e \leq \bar{b}^e \) for all \( t \in \mathbb{R} \). (We note that since \( a < 0 \), this conditioning can be made sense of as in [DMS14] Remark 4.3.)

The conditional expectation of the right quantum boundary length of \((S, h^x)\) given \((\bar{X}_t^e)_{t \in \mathbb{R}}\) is proportional to

\[
\int_{\mathbb{R}} \exp(\gamma \bar{X}_t^e/2) \, dt = 4 \int_{\mathbb{R}} \exp(\gamma X_t^e) \, dt,
\]

(2.3)

where \( X_t^e = B_{2t-1}^e + 2at \) for \( t \geq 0 \) and \( X_t^e = B_{-2t}^{e,2} - 2at \) for \( t < 0 \), and \( B^{e,1} \) and \( B^{e,2} \) are two independent Brownian motions started from \( b^e := \bar{b}^e/2 \), conditioned on \( X_t^e \leq \bar{b}^e \) for all \( t \in \mathbb{R} \).

We will argue that we obtain a Bessel process of dimension \( d := 2\bar{d} - 2 = \frac{4W}{\gamma} \) if we reparameterize \( \exp(\gamma X_t^e/2) \) to have quadratic variation \( 2dt \) for each \( e \), and concatenate the resulting excursions in the order given by \( \bar{Y} \).

By (2.3) and [DMS14] Remark 4.14, equations (4.3) and (4.4)]] this will imply that the collection of conditional expected right boundary lengths of \( \mathcal{W} \), given the projection of each \( h^e \) onto the space of functions that are constant on \( \{t\} \times [0, \pi] \) for all \( t \in \mathbb{R} \), has the law of the excursion lengths of a Bessel process of dimension \( d \). By the same argument as in the proof of [DMS14] Proposition 4.16, this implies that there is a \( d \)-dimensional Bessel process \( Y \) such that the length of an excursion \( e \) is equal to the actual quantum boundary length of the corresponding surface, hence we can conclude the proof of the lemma.

By [DMS14] Lemma 3.4, Lemma 3.6, Remark 3.7] we would obtain a Bessel process of dimension \( b \) by the above procedure, given that the collection of maxima \( b^e \) of the processes \( X_t^e \) has the right law, since we know that the drift \( \pm 2\alpha \) of \( X_t^e \) corresponds to a Bessel process of dimension \( d \); see [DMS14] Table 1.1].

Given an excursion \( e \) define \( e^* := \sup(e) \), and note that \( e^* := (\bar{e})^{1/2} \) is the maximum of the excursion obtained by reparameterizing \( \exp(\gamma X_t^e/2) \). By [DMS14] Remark 3.7 the law of \( e^* \) can be described by considering a Poisson point process of intensity \( ds \otimes u^{d-3} \\, du \), where \( ds \) and \( du \) denote Lebesgue measure on \( \mathbb{R}^+ \). A realization of the Poisson point process is a collection of points \( (s, e^*) \), where the second coordinate gives the maximum value of a Bessel excursion, and the Bessel excursions are ordered chronologically by the first coordinate. The collection of points \( (s, e^*) = (s, (\bar{e})^{1/2}) \) has the law of a Poisson point process of intensity proportional to \( ds \otimes u^{2d-5} \\, du \), hence our wanted result follows.

**Example 2.7.** Let \( \theta_1, \theta_2 \in \mathbb{R} \) and suppose that \( \theta := \theta_1 - \theta_2 \in (0, \pi] \). Consider two flow lines \( \eta_{\theta_1}, i \in \{1, 2\} \), of a whole-plane GFF \( h \), started from \( z \in \mathbb{C} \) (in the sense of [MS13]). If \( \theta \in (0, \frac{\pi}{2\kappa} \wedge \pi] \) the Hausdorff dimension of \( \eta_{\theta_1} \cap \eta_{\theta_2} \) is a.s. given by

\[
2 - \frac{1}{2\kappa} \left( \rho + \frac{\kappa}{2} + 2 \right) \left( \rho - \frac{\kappa}{2} + 6 \right),
\]

where \( \rho = \theta(2 - \kappa/2)/\pi - 2 \). If \( \kappa \leq 2 \) and \( \theta \in [\frac{\pi}{2\kappa}, \pi] \), the flow lines a.s. do not intersect.

**Proof.** By [MS13] Theorem 1.1], \( \eta_{\theta_1} \) has the law of a whole-plane SLE\(_{\kappa}(2 - \kappa) \). By [MS13] Theorem 1.11], the conditional law of \( \eta_{\theta_1} \) given \( \eta_{\theta_1} \) is that of a chordal SLE\(_{\kappa}(\rho_1; \rho_2) \) from 0 to \( \infty \) in \( \mathbb{C} \setminus \eta_{\theta_1} \), where \( \rho_1 = W_1 - 2 \), \( W_1 = \theta(2 - \gamma^2/2)/\pi \geq 0 \), \( W_2 = W - W_1 \geq 0 \) and \( W = 4 - \gamma^2 \). Note that \( \rho_1 = \rho \), with \( \rho \) as defined in the statement of the example. Let \( (\mathcal{C}, h, 0, \infty) \) be a weight-W quantum cone (equivalently, a \( \gamma \)-quantum cone) independent of \( \eta_{\theta_1}, i \in \{1, 2\} \), and assume w.l.o.g. that \( z = 0 \). By [DMS14] Theorem 1.9], the quantum surface \( W_1 \) (resp. \( W_2 \)) having \( \eta_{\theta_1} \) as left (resp. right) boundary and \( \eta_{\theta_2} \) as right (resp. left) boundary, is a quantum wedge of weight \( W_1 \) (resp. \( W_2 \)). If \( \kappa \leq 2 \) and \( \theta \in [\frac{\pi}{2\kappa}, \pi] \), \( W_1 \) and \( W_2 \) are thick wedges, implying that \( \eta_{\theta_1} \cap \eta_{\theta_2} = \{0\} \). Assume \( \kappa > 2 \) or \( \theta \not\in [\frac{\pi}{2\kappa}, \pi] \). By Lemma 2.6 there is a Bessel process \( \bar{B} \) of dimension \( d = 4W_1/\gamma^2 \), such that the ordered lengths of its excursions from 0, are identical to the ordered sequence of the right boundary lengths of the bubbles. By the comment right after [Ber99] Proposition 2.2], there is a subordinator \( \alpha_1 \) of index \( \alpha_1 = 1 - d/2 \) such that the zero set of \( \bar{B} \) is equal to its range.

Let \( \eta' \) be a whole-plane space-filling SLE\(_{\kappa} \) from \( \infty \) to \( \infty \) as above. The right boundary of \( \eta'(0, \infty) \) has the law of an SLE\(_{\kappa}(2 - \kappa) \), so we can assume w.l.o.g. that \( \eta_{\theta_1} \) is equal to the right boundary of \( \eta'(0, \infty) \).

Let \( \tilde{X} \subset [0, \infty) \) be the set of times that \( \eta'(0, \infty) \) visits a point in \( \eta_{\theta_1} \cap \eta_{\theta_2} \) for the first time. Note that \( \eta'(0, \infty) \) visits a point in \( \eta_{\theta_1} \), exactly when \( R \) is equal to its running infimum since time zero, and \( \eta' \) visits a point in
the intersection $\eta_{t_1} \cap \eta_{t_2}$ when the additional condition $- R_t \in S_1(\mathbb{R}_+)$ holds. Hence,
\[
\dim_{\mathcal{H}}(Z_t)_{t \leq \hat{R}} = \dim_{\mathcal{H}}\{(L_t, R_t) : - R_t \in S_1(\mathbb{R}_+), R_t = \inf_{0 \leq s \leq t} R_s\}.
\]

The set of times $t$ where $R_t = \inf_{0 \leq s \leq t} R_s$, is equal to the range of a stable subordinator $S_2$ of index $\alpha_2 = 1/2$, such that $S_2(x)$ is the first time that $R_t$ hits $-x$, for any $x \geq 0$. It follows that $\hat{X} = S_2(S_1(\mathbb{R}_+))$. By [HP74, Theorem 4.1] it holds a.s. that $\dim_{\mathcal{H}}(\hat{X}) = \alpha_1 \alpha_2 = 1/2 - W_2/\gamma^2 = 1/2 - (\rho + 2)/\kappa$. Applying Theorem 1.1 completes the proof. □

In our final application of Theorem 1.1 we will use the theorem in the reverse direction as compared to the examples above. We use the dimension of the CLE$_{\kappa'}$ gasket determined in [SSW09, MSW14] for $\kappa' \in (4, 8)$ to calculate the dimension of times not contained in any left $\pi/2$-cone intervals for a correlated Brownian motion. Recall that a left (resp. right) $\pi/2$-cone interval for $Z|_{[0, \infty)}$ is a time interval $(s, t) \subset [0, \infty)$ such that $R_u \geq R_s$ and $L_u \geq L_s$ for all $u \in (s, t)$, and such that $R_s = R_t$ (resp. $L_s = L_t$). Furthermore a reverse $\pi/2$-cone interval for $Z|_{[0, \infty)}$ is a time interval $(s, t) \subset [0, \infty)$ such that $(-t, -s)$ is a cone interval for the time-reversal $(Z_{-t})_{t \leq 0}$ of $Z$.

**Example 2.8.** Let $\kappa' \in (4, 8)$. Consider $(Z_t)_{t \geq 0}$ and let $\hat{X}$ be the set of times that are not contained in any left cone intervals, i.e.,
\[
\hat{X} = [0, \infty) \backslash \{u \geq 0 : \exists \text{ left cone interval } (s, t), 0 \leq s < t, \text{ s.t. } u \in (s, t)\}.
\]

Then $\dim_{\mathcal{H}}(\hat{X}) = \frac{1}{2} + \frac{\kappa'}{16}$. □

**Proof.** It is sufficient to consider a reverse right cone interval $(t_1, t_2)$, $0 < t_1 < t_2 < \infty$, and prove that the set
\[
\hat{X}' = (t_1, t_2) \backslash \{u \in (t_1, t_2) : \exists \text{ a reverse left cone interval } (s_1, s_2) \subset (t_1, t_2), s_1 < s_2, \text{ s.t. } u \in (s_1, s_2)\}
\]

satisfies $\dim_{\mathcal{H}}(\hat{X}') = \frac{1}{2} + \frac{\kappa'}{16}$. This is sufficient by invariance in law under time-reversal of Brownian motion, since any compact subset of $[0, \infty)$ is a.s. contained in some right cone interval (possibly starting before time 0), and since the interval $[0, \infty)$ a.s. contains some reverse right $\pi/2$-cone interval by [Eva85]. As mentioned in Section 1.4, $\eta'$ encodes a whole-plane CLE$_{\kappa'}$. The interior $U$ of the image of the reverse right cone interval $(t_1, t_2)$ under $\eta'$ is a “bubble” disconnected from $\infty$ by $\eta'$, with the boundary traced in the clockwise direction by $\eta'$. The restriction of the CLE$_{\kappa'}$ to $U$ has the law of a CLE$_{\kappa'}$ in $U$. It follows from e.g. [She09, MSW14, GM17] that the interiors of the outermost CLE$_{\kappa'}$ loops in $U$ associated with the space-filling SLE$_{\kappa'}$ $\eta'$ correspond to outermost reverse left cone excursions of $Z|_{[t_1, t_2]}$. The gasket of the CLE$_{\kappa'}$ in $U$ is the set of points $u$ in $U$ not contained in the interiors of any of these loops. The result now follows from Theorem 1.1 since we know by MSW14, SSW09 that the CLE$_{\kappa'}$ gasket a.s. has dimension $2 - (8 - \kappa')(3\kappa' - 8)/(32\kappa')$. □

The final example in this section will be an application of [RV11, Theorem 4.1] to calculate the Hausdorff dimension of the points of intersection between the real line and a chordal SLE$_{\kappa}(\rho)$, $\kappa > 0$, in the upper half-plane where $\rho$ is in the range of values in which the process does not fill the boundary. This Hausdorff dimension was first obtained in [ASM08] for the special case $\rho = 0$ and $\kappa > 4$, and the formula was proved for general values of $\rho$ and $\kappa$ in [MW17, Theorem 1.6]. Our main result Theorem 1.1 cannot be used in this setting, since it only applies to SLE and CLE sets in the interior of a domain.

**Example 2.9.** Let $\kappa > 0$, $\kappa \neq 4$, and $\rho \in (-2 \vee (\frac{7}{2} - 4), \frac{7}{2} - 2)$, and consider an SLE$_{\kappa}(\rho)$ $\eta$ on $\mathbb{H}$ from 0 to $\infty$ with force-point at $0^+$. Almost surely,
\[
\dim_{\mathcal{H}}(\eta \cap \mathbb{R}_+) = 1 - \frac{1}{\kappa}(\rho + 2) \left(\rho + 4 - \frac{\kappa}{2}\right).
\]
Proof. First we consider the case $\kappa > 4$, hence we will write $\kappa'$ instead of $\kappa$ and $\eta'$ instead of $\eta$. Let $\eta'$ be a chordal SLE$_{\kappa'}$ curve from 0 to $\infty$ in $\mathbb{H}$ on top of an independent quantum wedge $(\mathbb{H}, h, 0, \infty)$ of weight $3\gamma^2 - 2 + \frac{\gamma^2}{T}$. Let $D$ be the open subset of $\mathbb{H}$ which is between the right boundary of $\eta'$ and $[0, \infty)$. By [DMS14] Theorem 1.17, $(D, h, 0, \infty)$ has the law of a thin quantum wedge of weight $W = \gamma^2 - 2 + \frac{2}{\gamma^2}$. Defining $X \subset [0, \infty)$ by $X := \{ \nu_{[0, x]} : x \in \mathbb{H} \cap \mathbb{R}_+ \}$ it follows by Lemma [2.6] and [Ber99] Proposition 2.2 that $X$ has the law of the range of a stable subordinator of index $\kappa'/4 - 1 - \rho/2$, hence $\dim_{\text{H}}(X) = \kappa'/4 - 1 - \rho/2$. An application of (1.5) completes the proof. Note that we may apply this formula to the field $h$ since, if $h$ is given the circle-average embedding, say, then the restriction of $h$ to any sub-domain of $\mathbb{H}$ bounded away from 0, $\infty$, and $\partial D \cap \mathbb{H}$ is mutually absolutely continuous with respect to the corresponding restriction of a free-boundary GFF on $\mathbb{H}$ normalized to have average zero on $\partial D \cap \mathbb{H}$.

We proceed by the exact same argument when $\kappa \in (0, 4)$, except that we apply [DMS14] Theorem 1.9 instead of [DMS14] Theorem 1.17. Alternatively, we may obtain this dimension by using the result for $\kappa' > 4$ and SLE duality [Zha08,Zha10,Dub09,MS16d,MS13].

3 SLE and GFF estimates

In this section we will prove various estimates for space-filling SLE and for GFFs which we will need in the sequel.

3.1 Space-filling SLE absorbs a ball with positive probability

Throughout this subsection, we fix $\kappa' > 4$ and let $\eta'$ be a whole-plane space-filling SLE$_{\kappa'}$ from $\infty$ to $\infty$, parameterized by Lebesgue measure and satisfying $\eta'(0) = 0$. Our goal is to prove the following lemma which (together with a multi-scale argument) will be used in the next subsection to argue that $\eta'$ is very unlikely to travel a long distance without absorbing a large Euclidean ball (see Lemma 3.6). Define

$$T_\rho := \inf \{ t \geq 0 : \eta'([0, t]) \not\subset B_\rho(0) \}, \quad \forall \rho > 0. \tag{3.1}$$

The main result of this subsection is the following lemma.

Lemma 3.1. There are constants $\delta, \rho \in (0, 1)$ depending only on $\kappa'$ such that the following is true. For any $\epsilon \in (0, 1)$, it a.s. holds with conditional probability at least $p$ given $\eta'_{|[0, T_1]}$ that $\eta'_{|[0, T_1+\epsilon]}$ contains a ball of radius at least $\delta \epsilon$.

The proof of Lemma 3.1 proceeds via a combination of elementary complex analysis and facts from imaginary geometry [MS16d,MS16c,MS16a,MS13]. See Figure 4 for an illustration and outline of the proof.

We remark that in the case when $\kappa' \in (4, 8]$, one can give a somewhat simpler argument (which does not directly use imaginary geometry). The reason is that in this case, the time reversal of $\eta'_{|[0, \infty)}$ traces points in the same order as the associated SLE$_{\kappa'}(\kappa' - 6)$ curve started from $\infty$, and the time reversal of this curve is also an SLE$_{\kappa'}(\kappa' - 6)$ [MS13] Theorem 1.20. So, we can reduce our problem to proving that if $\eta'_0$ is an SLE$_{\kappa'}(\kappa' - 6)$ from 0 to $\infty$, then with uniformly positive conditional probability given $\eta'_0$ up to the first time it exits $\mathbb{D}$, it holds that $\eta'_0$ forms a bubble which contains a ball of radius $\delta \epsilon$ before exiting $B_{1+\epsilon}(0)$. This statement can be proven using basic complex analysis plus the Markov property of SLE$_{\kappa'}(\kappa' - 6)$ and [MW17, Lemma 2.4]. However, this alternative argument does not work in the case when $\kappa' > 8$ since in this case the whole-plane SLE$_{\kappa'}(\kappa' - 6)$ is not reversible. In fact, the marginal law of $\eta'_{|[0, \infty)}$ is not that of an SLE$_{\kappa'}(\rho)$ for any choice of $\rho$. So, we instead need to control this curve using interior flow lines of a GFF (which form its left and right boundaries).

We now proceed with the proof of Lemma 3.1. First we introduce some notation. For $t \geq 0$, let $K_t$ be the hull generated by $\eta'([0, t])$, i.e. the union of $\eta'([0, t])$ and the set of points which it disconnects from $\infty$ (this hull is just $\eta'([0, t])$ if $\kappa' \geq 8$).
The set $\partial \eta'[[0,T_1]]$ can be divided into four distinguished arcs, which we denote as follows.

- $A^L$ (resp. $A^R$) is the arc of $\partial K_{T_1}$ traced by $\eta^L_0$ (resp. $\eta^R_0$).
- $\overline{A}^L$ (resp. $\overline{A}^R$) is the arc of $\partial K_{T_1}$ not traced by $\eta^L_0$ or $\eta^R_0$ which lies to the left (resp. right) of $\eta'(T_1)$.

Using the notation (3.1), we define the $\sigma$-algebra

$$F_1 := \sigma \left( \eta'[[0,T_1]], \overline{h}_{|\eta'(0,T_1)} \right).$$
Lemma 3.2. The set \( \eta([0, T_1]) \) is a local set for \( \hat{h} \) in the sense of [SS13, Lemma 3.9]. In particular, the boundary data for the conditional law of \( h|_{C \setminus K_{T_1}} \) given \( \mathcal{F}_1 \) on each of the arcs \( \overline{A^L}, \overline{A^R}, \overline{A^L} \), and \( \overline{A^R} \) coincides with the boundary data of the corresponding flow line of \( h \) (i.e., it is given by flow line boundary conditions as described in [MST13, Figure 9]).

Proof. We first check that \( \eta([0, T_1]) \) is a local set for \( \hat{h} \). By [SS13, Lemma 3.9, condition 1], it suffices to show that for each deterministic open set \( U \subset \mathbb{C} \), the event \( \{ \eta([0, T_1]) \cap U \neq \emptyset \} \) is a.s. determined by \( h|_{C \setminus U} \). For \( z \in \mathbb{C} \), let \( S^L_z \) (resp. \( S^R_z \)) be the first time that the flow line \( \eta^L_z \) (resp. \( \eta^R_z \)) enters \( U \). Since flow lines are local sets, each \( \eta^L_z([0, S^L_z]) \) for \( q \in \{ L, R \} \) and \( z \in \mathbb{C} \) is a.s. determined by \( h|_{C \setminus U} \). Since the outer boundary of \( \eta \) at the first time it hits any given rational \( z \in \mathbb{C} \) is equal to \( \eta^L_z \cup \eta^R_z \), we see that a.s. \( \eta([0, T_1]) \) intersects \( U \) if and only if there is a \( z \in \mathbb{Q} \setminus \mathbb{D} \) such that \( \eta^R_z \) merges into \( \eta^L_z([0, S^L_z]) \) before time \( S^L_z \); and the same is true with \( "R" \) in place of \( "L" \). This latter event is a.s. determined by \( h|_{C \setminus U} \).

By [SS13, Lemma 3.11] (applied to the local sets \( \eta([0, T_1]) \) and \( \eta^L_z, \eta^R_z \) for \( z \in \mathbb{Q} \)) and the known boundary data for interior flow lines of a whole-plane GFF M13, Theorem 1.1], we obtain the claimed description of the boundary data for the conditional law of \( \hat{h} \) given \( \mathcal{F}_1 \).

Let \( z_c \) be the point of \( \partial B_{c/4}(0) \) closest to \( \eta(T_1) \) and let \( f_c : (\mathbb{C} \cup \{ \infty \}) \setminus K_{T_1} \to \mathbb{D} \) be the conformal map which takes \( z_c \) to 0 and \( \eta(T_1) \) to 1. Let \( V_c \) be the union of \( B_{c/2}(z_c) \setminus \partial K_{T_1} \) and the set of points which it disconnects from \( \mathbb{C} \setminus K_{T_1} \). Then \( \partial K_{T_1} \cap \partial V_c \) is a connected arc of \( \partial K_{T_1} \). Let \( I^L \) (resp. \( I^R \)) be the sub-arc of \( \partial K_{T_1} \cap \partial V_c \), lying to the left (resp. right) of \( \eta(T_1) \) as viewed from \( \eta(T_1) \), looking out from \( \mathbb{D} \). Note that \( I^L \) (resp. \( I^R \)) need not be part of the left (resp. right) outer boundary of \( K_{T_1} \) if all of this left (resp. right) outer boundary is part of \( \partial V_c \).

There is a universal constant \( q \in (0, 1/2) \) such that conditional on \( \eta([0, T_1]) \); a Brownian motion started from \( z_c \) has probability at least \( q \) to exit \( B_{3c/8}(z_c) \) at a point outside of \( B_{3c/8}(z_c) \cap \mathbb{D} \), then make a counterclockwise loop around \( B_{c/4}(z_c) \) before re-entering \( B_{c/4}(z_c) \) or leaving \( B_{c/4}(z_c) \). If it does so, then such a Brownian motion first hits \( K_{T_1} \) at a point of \( I^L \) before exiting \( V_c \). Symmetrically, Brownian motion started from \( z_c \) has conditional probability at least \( q \) to first hit \( K_{T_1} \) at a point of \( I^R \) before exiting \( V_c \).

From the above estimates and the conformal invariance of Brownian motion, we infer that there is a universal constant \( c_0 \in (0, 1) \) such that each point of \( f_c(\mathbb{C} \setminus (B_{c/2}(z_c) \cup K_{T_1})) \) lies at distance at least \( c_0 \) from 0 and each of the arcs \( f_c(I^L) \) and \( f_c(I^R) \) of \( \mathbb{D} \) has Euclidean length at least \( c_0 \). In fact, the probability that a Brownian motion started from 0 hits any given ball of radius \( c \) centered at a point of \( \mathbb{D} \setminus B_{c/2}(0) \) before exiting \( \mathbb{D} \) tends to 0 as \( c \to 0 \), uniformly over all possible choices of center for the ball. Hence the estimate of the first paragraph implies that we can find a universal constant \( c_0 \in (0, c_0/2) \) and a random path \( \alpha \) in \( \mathbb{D} \) from 0 to 1 such that \( B_{c_0}(\alpha) \subset f_c(V_c) \).

Let \( \mathcal{U} \) be the collection of all simply connected open subsets of \( \mathbb{D} \) which take the form \( U = B_{c/100}(\beta) \) for \( \beta \) a simple piecewise linear path from 0 to 1 in \( \mathbb{D} \) whose linear segments all connect nearest neighbor points \( (c/50) \mathbb{Z}^2 \) (by slightly shrinking \( c \), we can assume without loss of generality that \( c/\epsilon \) is an integer, so that \( 1 \leq c/\epsilon \)). Then \( \mathcal{U} \) is a finite set and there a.s. exists \( U_0 = B_{c/100}(\beta_0) \in \mathcal{U} \) with \( U_0 \subset B_{c_0}(\alpha) \subset f_c(\mathbb{D} \setminus K_{T_1}) \).

By the Koebe quarter theorem, \( |f_c'(z_c)| \approx c^{-1} \), with universal implicit constant, so by the Koebe growth theorem \( f_c^{-1}(B_{c/100}(0)) \) contains \( B_{c_0}(z_c) \) for a universal choice of \( \delta \in (0, 1) \). Hence it suffices to show that \( B_{c/100}(0) \) is contained in \( f_c(\eta([T_1, T_1+c])) \) with uniformly positive conditional probability given \( \eta([0, T_1]) \).

Recall the imaginary geometry parameters from \( \mathcal{E} \). Let \( \hat{h}_c = \hat{h} \circ f_c^{-1} - \chi \arg(f_c^{-1}) \gamma \), so that \( \hat{h}_c \) is similar to a GFF on \( \mathbb{D} \) with Dirichlet boundary data determined by the images of the distinguished arcs \( \overline{A^L}, \overline{A^R}, \overline{A^L} \), and \( \overline{A^R} \) under \( f_c \) (this boundary data is described in Lemma 3.2 except that it possesses a singularity at \( f_c(\infty) \).

Let \( \hat{h}_c^{U_*} \) be a GFF on \( U_* \) with Dirichlet boundary data which coincides with that of \( \hat{h}_c^{U_*} \) on \( \partial U_* \setminus \partial \mathbb{D} \) and whose boundary data on \( \partial U_* \setminus \partial \mathbb{D} \) is 0. As we will see, the laws of \( \hat{h}_c \) and \( \hat{h}_c^{U_*} \) are mutually absolutely continuous on subsets of \( U_* \) at positive distance from \( \partial U_* \setminus \partial \mathbb{D} \). Recalling that \( U_* = B_{c/100}(\beta_0) \) for the piecewise linear curve \( \beta_0 \), we define

\[
U_* := B_{c/100}(\beta_0), \quad \forall r \in (0, 1].
\]
Lemma 3.3. Let $\hat{h}_e$ (resp. $\hat{h}_{U^\epsilon}$) be the harmonic part of $\tilde{h}_{e|U^\epsilon}$ (resp. $\tilde{h}_{U^\epsilon}$). For $r \in (0, 1]$, the conditional laws of $\hat{h}_{e|U^\epsilon}$ and $\hat{h}_{U^\epsilon}$ on $F_1 \cup \sigma(\hat{h}_e, \hat{h}_{U^\epsilon})$ are a.s. mutually absolutely continuous. Furthermore, if $M$ is the Radon-Nikodym derivative then $\mathbb{E}(\log M \mid F_1)$ is bounded above by a deterministic constant depending only on $\kappa'$ and $r$.

Proof. Fix $r' \in (r, 1)$. Also let $\phi$ be a smooth bump function which equals 1 on $U^\epsilon$ and 0 on $U^{\epsilon'}$, chosen in a manner which depends only on $U_*$. By [MS16d, Lemma 6.4] (applied to the conditional field given $F_1$), for each $w \in U^{\epsilon'}$ the conditional law given $F_1$ of each of $\hat{h}_e(w)$ and $\hat{h}_{U^\epsilon}(w)$ is Gaussian with variance bounded above by a universal constant and mean bounded above in absolute value by a constant depending only on $\kappa'$ and $r$ (for this latter statement, we use that the boundary data for each of $\hat{h}_e$ and $\hat{h}_{U^\epsilon}$ is bounded).

The proof of [MS16d, Proposition 3.4] shows that if we condition on $F_1 \cup \sigma(\hat{h}_e, \hat{h}_{U^\epsilon})$ then the conditional law of $\hat{h}_{e|U^\epsilon}$ is absolutely continuous with respect to the conditional law of $\hat{h}_{U^\epsilon|U^\epsilon}$, with Radon-Nikodym derivative given by

$$M := \exp \left( (\hat{h}_{U^\epsilon}, g)_{\nu} - \frac{1}{2} (g, g)_{\nu} \right)$$

where $g := \phi(\hat{h}_{U^\epsilon} - \hat{h}_e)$ and $(\cdot, \cdot)_\nu$ denotes the Dirichlet inner product. Since $\phi$ and all its derivatives vanish on $\partial U_\epsilon \setminus \partial \mathcal{D}$ and $\hat{h}_{U^\epsilon} - \hat{h}_e$ is harmonic and vanishes on $\partial U_\epsilon \cap \partial \mathcal{D}$, a short computation using integration by parts shows that

$$(g, g)_{\nu} = \int_{U_*} \left( \frac{1}{2} \Delta(\phi(w)^2) - \phi(w) \Delta \phi(w) \right) (\hat{h}_{U^\epsilon}(w) - \hat{h}_e(w))^2 \, dw.$$ 

By the above bounds for $\hat{h}_e$ and $\hat{h}_{U^\epsilon}$, we infer that $\mathbb{E}((g, g)_{\nu} \mid F_1)$ is a.s. bounded above by a constant depending only on $U_*, \kappa'$, and $r$. Since $\mathbb{E}((\hat{h}_{U^\epsilon}, g)_{\nu} \mid F_1) = \mathbb{E}((g, g)_{\nu} \mid F_1)$, also $\mathbb{E}(\log M \mid F_1)$ a.s. bounded above by constants depending only on $U_*, \kappa'$, and $r$. Since there are only finitely many possible realizations $U \in \mathcal{U}$ of $U_*$, we obtain the statement of the lemma by taking a minimum over all such $U$.

Proof of Lemma 3.3. Let $x^L$ (resp. $x^R$) be the a.s. unique point of $A^L \cap A^L$ (resp. $A^R \cap A^R$) and with $U_*^{1/2}$ as in (3.3) let

$$H_* := \left\{ f_e(x^L), f_e(x^R) \notin \partial U_*^{1/2} \right\} \subset F_1.$$ 

On $H_*$, the conditional law given $F_1$ of the auxiliary GFF $\tilde{h}_{U^\epsilon}$ depends only on the choice of $U_*$ (i.e., the boundary data of $\hat{h}_e$ does not depend on $F_1$).

Let $\tilde{\eta}^{L,U^\epsilon}$ (resp. $\tilde{\eta}^{R,U^\epsilon}$) be the flow line of $\tilde{h}_{U^\epsilon}$ started from $-c/500$ with angle $\pi/2$ (resp. $-\pi/2$), as in [MS13, Theorem 1.1]. We stop $\tilde{\eta}^{L,U^\epsilon}$ (resp. $\tilde{\eta}^{R,U^\epsilon}$) at the first time it hits $f_e(A^L) \cap \partial U_*$ (resp. $f_e(A^R) \cap \partial U_*$).

Let $\tilde{G}_{e,L}$ be the event that the region whose boundary is formed by the left side of $\tilde{\eta}^{L,U^\epsilon}$, the right side of $\tilde{\eta}^{R,U^\epsilon}$, and $\partial \mathcal{D} \cap \partial U_*$ contains $B_{c/10^{60}}(0)$ and is contained in $U_*^{1/2}$. By [MS13, Lemma 3.9] applied to $\tilde{\eta}_{e,L}$ and then [MW17, Lemma 2.5] applied to the conditional law of $\tilde{\eta}_{e,L}$ given $\tilde{\eta}_{e,L}$, we infer that a.s. $\mathbb{P}(G_{e,L} \mid F_1) > 0$ on $H_*$. Since this conditional probability depends only on $U_*$ on $H_*$ and there are only finitely many possible choices of $U_*$, we can find a $p_0 \in (0, 1)$ depending only on $\kappa'$ such that a.s. $\mathbb{P}(G_{e,L} \mid F_1) \leq p_0^{1/H_*}$.

To transfer this to an estimate for $\hat{h}_e$ (rather than for $\tilde{h}_{U^\epsilon}$), we set $\tilde{\eta}_{e,L}^c := f_e \circ \tilde{\eta}_{e,L}(-c/500)$, stopped at the first time it hits $f_e(A^L \cup A_c^L)$ (resp. $f_e(A^R \cup A_c^R)$), if this time is finite. Equivalently, $\tilde{\eta}_{e,L}^c = f_e \circ \tilde{\eta}_{e,L}^c(-c/500)$, stopped at the first time it hits merges into the left boundary of $\eta_e([0, T_1])$; and similarly for $\tilde{\eta}_{e,R}$. Let $G_e$ be the event that $\tilde{\eta}_{e,L}$ and $\tilde{\eta}_{e,R}$ are contained in $U^{1/2}$; and the region whose boundary is formed by the left side of $\eta_{e,L,U^\epsilon}$, the right side of $\eta_{e,R,U^\epsilon}$, and $\partial \mathcal{D} \cap \partial U_*$ contains $B_{c/10^{60}}(0)$.

We will now deduce from the previous two paragraphs and Lemma 3.3 that there is a $p \in (0, 1)$, depending only on $\kappa'$, such that a.s. $\mathbb{P}(G_e \mid F_1) \leq p_0^{1/H_*}$. To see this, define the harmonic parts $\tilde{h}_e$, $\tilde{h}_{U^\epsilon}$ and the
Radon-Nikodym derivative $M$ as in Lemma 3.3 (the latter with $r = 1/2$). Since $\mathbb{P}(G_U^{|\mathcal{F}_1}|H_1^a) \geq p_0^a H_1$, there is a $p_1 = p_1(\kappa') \in (0, 1)$ such that it a.s. holds with conditional probability at least $p_1$ given $\mathcal{F}_1$ that

$$
\mathbb{P}\left( G_U^{|\mathcal{F}_1} \mid \mathcal{F}_1 \vee \sigma(h_\epsilon, \tilde{h}_U^\prime) \right) \eta_1 \geq p_1 \eta_H. 
$$

Since $\mathbb{E}(\log M \mid \mathcal{F}_1)$ is bounded above by a constant depending only on $\kappa'$, we can find $b > 0$ such that with conditional probability at least $1 - p_1/2$ given $\mathcal{F}_1$, it holds that

$$
\mathbb{P}\left( M \geq b \mid \mathcal{F}_1 \vee \sigma(h_\epsilon, \tilde{h}_U^\prime) \right) \eta_1 \geq (1 - p_1/2) \eta_H.
$$

Since flow lines are determined locally by the field, on $H_1$ it holds with conditional probability at least $p_1/2$ given $\mathcal{F}_1$ that

$$
\mathbb{P}\left( G_U^{|\mathcal{F}_1} \mid \mathcal{F}_1 \vee \sigma(h_\epsilon, \tilde{h}_U^\prime) \right) \geq \frac{1}{2} bp_1.
$$

Taking expectations conditional on $\mathcal{F}_1$ proves our claim with $p = bp_1^2/4$.

Since $U_* \subset f_\epsilon(B_{10}(z) \setminus \emptyset)$, it follows from the definition of space-filling SLE that on $G_\epsilon$ the region in the definition of $G_\epsilon$ is contained in the interior of $f_\epsilon(\eta([T_1, T_1+\epsilon]))$. Since we have chosen $\delta > 0$ so that $B_{6\epsilon}(z) \subset f_\epsilon(B_{10}(0))$, we infer from the preceding paragraph that $\mathbb{P}(F_\epsilon \mid H_1^a) \geq p \eta_H$.

It remains to treat the case when $H_\epsilon$ does not occur. The idea is to extend $K_{T_1}$ by growing small segments of $\eta_0^L$ and $\eta_0^R$, beyond the ones contained in $\eta(\delta)\eta([0, T_1])$, to get a larger hull for which an analog of $H_\epsilon$ occurs. See the right panel of Figure 4 for an illustration. For simplicity, suppose that $H_\epsilon$ does not occur and that both $f_\epsilon(x^L)$ and $f_\epsilon(x^R)$ are contained in $\partial U_1^{1/2}$ (the case when only one of these points is contained in $\partial U_1$ is treated similarly by extending only one flow line instead of two). Let $\tilde{h}_L(\epsilon)$ (resp. $\tilde{h}_R(\epsilon)$) be the flow line of $h_\epsilon$ started from $x_L$ (resp. $x_R$) with angle $\pi/2$ (resp. $-\pi/2$) targeted at $-1$, say, and let $S_L^\epsilon$ (resp. $S_R^\epsilon$) be its exit time from $B_{c/100}(1) \subset U_*$. Note that by uniqueness of flow lines (c.f. [MS14], Theorem 2.4]) $\tilde{h}_L|_{[0, S_L^\epsilon]}$ is an initial segment of $f_\epsilon(\eta_0^L \setminus K_{T_1})$, and similarly with “$R$” in place of “$L$”. Let $D$ be the connected component containing $0 \in \emptyset \setminus (\tilde{h}_L^\epsilon([0, S_L^\epsilon]) \cup \tilde{h}_R^\epsilon([0, S_R^\epsilon]))$.

Fix a small constant $\delta > 0$, to be chosen later, and let $\tilde{E}_\epsilon$ be the event that the harmonic measure from $0$ in $D$ of each of the left side of $\tilde{h}_L^\epsilon([0, S_L^\epsilon])$ and the right side of $\tilde{h}_R^\epsilon([0, S_R^\epsilon])$ is at least $a$. Using Lemma 3.3 and two applications of [MW17, Lemma 2.4] (which we emphasize does not depend on the particular location of the force points) and a similar argument to the one above, we infer that there is a universal choice of $a > 0$ and a universal constant $q \in (0, 1)$ such that $\mathbb{P}(\tilde{E}_\epsilon \mid H_1^a) \geq q$ a.s. on the event $\{f_\epsilon(x^L), f_\epsilon(x^R) \in \partial U_1^{1/2}\}$.

Let $\hat{f}_\epsilon : \hat{D} \to \emptyset$ be the conformal map which fixes $0$ and such that $\hat{f}_\epsilon^{-1}(1)$ is equal to $1$ if $\kappa' \geq 8$ or to the last (in chronological order along either curve) intersection point of the right side of $\tilde{h}_L^\epsilon([0, S_L^\epsilon])$ and the left side of $\tilde{h}_R^\epsilon([0, S_R^\epsilon])$ if $\kappa' \in (4, 8)$. Also let $\hat{h}_\epsilon := \tilde{h}_\epsilon \circ \hat{f}_\epsilon^{-1} - \chi \arg(f_\epsilon^{-1})$. The field $\hat{h}_\epsilon$ has the same boundary data along the image of the left side of $\tilde{h}_L^\epsilon([0, S_L^\epsilon])$ as it does along $\tilde{A}_L^\epsilon$, and similarly with “$R” in place of “$L”.

If we apply exactly the same argument as in the case when $H_\epsilon$ occurs but with the field $\hat{h}_\epsilon$ in place of the field $h_\epsilon$, then pull back to $\hat{D}$, we find that after possibly shrinking $p$ it a.s. holds with conditional probability at least $p$ given $\mathcal{F}_1$ that the interior flow lines $\tilde{h}_L^\epsilon$ and $\tilde{h}_R^\epsilon$ defined above merge into $\tilde{h}_L^\epsilon([0, S_L^\epsilon])$ and $\tilde{h}_R^\epsilon([0, S_R^\epsilon])$, respectively, before leaving $U_*$ and the region enclosed by these 4 flow lines run up to the merging time contains $B_{c/100}(0)$. By definition of space-filling SLE, on this event this region is contained in $f_\epsilon(\eta([T_1, T_1+\epsilon]))$. Hence a.s. $\mathbb{P}(F_\epsilon \mid H_1^a) \geq p$, as required.

3.2 Continuity estimates for space-filling SLE

The goal of this subsection is to prove that it is unlikely that a space-filling SLE $\kappa'$ travels a long distance without filling in a big ball. More precisely,

**Proposition 3.4.** Let $\eta'$ be a space-filling SLE $\kappa'$ from $\infty$ to $\infty$ in $\mathbb{C}$. For $r \in (0, 1)$, $R > 0$, and $\epsilon > 0$, let $\mathcal{E}_\epsilon = \mathcal{E}_\epsilon(R, r)$ be the event that the following is true. For each $\delta \in (0, \epsilon)$ and each $a < b \in \mathbb{R}$ such that $\eta'([a, b]) \subset B_R(0)$ and diam $\eta'([a, b]) \geq \delta^{1-r}$, the set $\eta'([a, b])$ contains a ball of radius at least $\delta$. Then

$$
\lim_{\epsilon \to 0} \mathbb{P}(\mathcal{E}_\epsilon) = 1.
$$
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Proposition \ref{prop:holder} yields as a corollary the optimal Hölder exponent for $\eta'$ when it is parameterized by Lebesgue measure.

**Corollary 3.5.** Let $\eta'$ be a space-filling SLE$_{\kappa'}$ from $\infty$ to $\infty$ in $\mathbb{C}$, parameterized by Lebesgue measure. Almost surely, $\eta'$ is locally Hölder continuous with any exponent $< 1/2$, and is not locally Hölder continuous with any exponent $> 1/2$.

**Proof.** Since $\eta'$ is parameterized by Lebesgue measure, we always have $\text{diam } \eta'([a, b]) \geq 2\pi^{-1/2}(b - a)^{1/2}$, so $\eta'$ cannot be Hölder continuous for any exponent $> 1/2$.

Conversely, it suffices to prove the Hölder continuity of the restriction of $\eta'$ to $(\eta')^{-1}(B_R(0))$ for some fixed $R > 0$. Also fix $r > 0$. By Proposition \ref{prop:holder}, it is a.s. the case that for sufficiently small $\delta > 0$ and each $a < b \in \mathbb{R}$ such that $\eta'([a, b]) \subset B_{2R}(0)$ and $\text{diam } \eta'([a, b]) \geq \delta^{1-r}$, the set $\eta'([a, b])$ contains a ball of radius at least $\delta$, whence $b - a \geq \pi\delta^2$. Hence for sufficiently small $\delta$, it holds that whenever $a, b \in (\eta')^{-1}(B_R(0))$ with $a < b$ and $b - a \leq \pi^{1/2}\delta$, we have $\text{diam } \eta'([a, b]) \leq \delta^{(1-r)/2}$. This proves the desired Hölder continuity. \hfill \Box

The key input in the proof of Proposition \ref{prop:holder} is the following estimate, which is an easy consequence of the results of Section 3.1.

**Lemma 3.6.** Let $\eta'$ be a whole-plane space-filling SLE$_{\kappa'}$ from $\infty$ to $\infty$ with any choice of parameterization. For $z \in \mathbb{C}$, let $\tau_z$ be the first time $\eta'$ hits $z$ and for $\rho \geq 0$ let $\tau_z(\rho)$ be the first time after $\tau_z$ at which $\eta$ exits $B_{\rho}(z)$. For $\epsilon \in (0, 1)$, let $E_z^\epsilon(\rho)$ be the event that $\eta'([\tau_z(\rho)(k - 1), \tau_z(\rho)(k)])$ contains a Euclidean ball of radius at least $\epsilon \rho$.

There are constants $a_0, a_1 > 0$ depending only on $\kappa'$ such that for each $\rho > 0$ and each $\epsilon \in (0, 1)$,

$$
\mathbb{P}(E_z^\epsilon(\rho)^c) \leq a_0 e^{-a_1/\epsilon}.
$$

**Proof.** Fix $C > 1$ to be chosen later, depending only on $\kappa'$. For $\epsilon \in (0, 1)$, let $N_\epsilon := \{(Ce\rho)^{-1}\}$ and for $k \in \{1, \ldots, N_\epsilon\}$, let $\rho'(k) := kCe\rho$. For $k \in \{2, \ldots, N_\epsilon\}$, let $F_z^e(\rho)$ be the event that $\eta'([\tau_z(\rho'(k-1)), \tau_z(\rho'(k))])$ contains a ball of radius at least $\epsilon \rho$. Then $\bigcup_{k=2}^{N_\epsilon} F_z^e(\rho)$.

By Lemma \ref{lem:ball} and scale and translation invariance of the law of whole-plane SLE$_{\kappa'}$, if we choose $C > 1$ sufficiently large and $\rho \in (0, 1)$ sufficiently small, depending only on $\kappa'$, then for $k \in \{1, \ldots, N_\epsilon - 1\}$,

$$
\mathbb{P}(F_z^e(\rho)^c) \leq p.
$$

Multiplying this estimate over all $k \in \{1, \ldots, N_\epsilon - 1\}$ gives

$$
\mathbb{P}(E_z^\epsilon(\rho)^c) \leq (1 - p)^{N_\epsilon - 1} \leq a_0 e^{-a_1/\epsilon}
$$

for an appropriate choice of $a_0, a_1 > 0$ as in the statement of the lemma. \hfill \Box

We now want to extract Proposition \ref{prop:holder} from Lemma \ref{lem:ball}. For $\epsilon > 0$ and $\rho > 0$, let

$$
S_\epsilon(\rho) := B_\rho(0) \cap (\epsilon \mathbb{Z}^2).
$$

Lemma \ref{lem:ball} tells us that with high probability, each segment of the space-filling SLE$_{\kappa'}$ curve $\eta'$ which has diameter at least $\epsilon^{1-r}$ and which starts from the first time $\eta'$ hits a point of $S_\epsilon(\rho)$ contains a ball of radius at least $\epsilon$. However, it is still possible that there exists a segment of $\eta'$ contained in $B_R(0)$ for $R < \rho$ which has diameter $> \epsilon^{1-r}$, fails to contain a ball of radius $\epsilon$, and fails to contain any point of $S_\epsilon(\rho)$. In the remainder of this subsection, we will rule out this possibility.

To this end, we will view the space-filling SLE$_{\kappa'}$ curve $\eta'$ as being coupled with a whole-plane GFF $h$, defined modulo a global additive multiple of $2\pi \chi$, as in [MS13]. For $z \in \mathbb{C}$, let $\eta^\pm_z$ be the flow lines of $h$ started from $z$ with angles $\pm \pi/2$. By the whole-plane analog of the construction of space-filling SLE$_{\kappa'}$ in [MS13], the flow lines $\eta^\pm_z$ form the left and right boundaries of $\eta'$ stopped at the first time it hits $z$.

**Lemma 3.7.** Suppose we are in the setting described just above. Fix $R > 0$. For $\rho > R$, let $F(\rho) = F(\rho, R)$ be the event that the following is true. For each $\epsilon \in (0, 1)$, there exists $z_0, w_0 \in S_\epsilon(\rho) \setminus B_R(0)$ such that the flow lines $\eta_{w_0}$ and $\eta^+_z$ and the flow lines $\eta^+_z$ and $\eta_{w_0}$ merge and form a pocket containing $B_R(0)$ before leaving $B_\rho(0)$. Then for each fixed $R > 0$, we have $\mathbb{P}(F(\rho)) \to 1$ as $\rho \to \infty$. 
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Proof. Let \( t_R \) (resp. \( t_R' \)) be the first time \( \eta' \) hits (resp. finishes filling in) \( B_R(0) \). For \( \rho_1 > \rho_0 > R \), let \( \tau_{\rho_0} \) be the first time \( \eta' \) hits \( B_{\rho_0}(0) \) and let \( \sigma_{\rho_0}^\rho \) be the first time after \( \tau_{\rho_0} \) at which \( \eta' \) leaves \( B_{\rho_1}(0) \). Since \( \eta' \) is a.s. continuous and a.s. hits every point of \( \mathcal{C} \), it follows that there a.s. exists a random \( \rho_1 > \rho_0 > R \) such that the following is true.

1. \( \tau_{\rho_0} < t_R < t_R' < \sigma_{\rho_1}^\rho. \)
2. \( \eta'((\tau_{\rho_0}, t_R]) \) and \( \eta'(([t_R', \sigma_{\rho_1}^\rho]) \) each contain a ball of radius 1.

For this choice of \( \rho_0, \rho_1 \) and any \( \epsilon \in (0,1) \), there exists \( z_0 \in \mathcal{S}_r(\rho_1) \cap \eta'((\tau_{\rho_0}, t_R]) \) and \( w_0 \in \mathcal{S}_r(\rho_1) \cap \eta'(([t_R', \sigma_{\rho_1}^\rho)). \)

By the construction of space-filling SLE, the pocket formed by the flow lines \( \eta_{z_0}^+ \) and \( \eta_{w_0}^+ \) stopped at the first time they merge is precisely the set of points traced by \( \eta' \) between the first time it hits \( z_0 \) and the first time it hits \( w_0 \). Since \( \eta'((\tau_{\rho_0}, \sigma_{\rho_1}^\rho)) \subset B_{\rho_1}(0) \) and \( \eta'(([t_R', \sigma_{\rho_1}^\rho)) \supset B_R(0) \), it follows that this pocket contains \( B_R(0) \) and is contained in \( B_{\rho_1}(0) \). Since \( \rho_1 \) is a.s. finite, it follows that \( \mathbb{P}(\rho_1 < \rho) \to 1 \) as \( \rho \to \infty \). The statement of the lemma follows.

Lemma 3.8. Suppose we are in the setting described just above Lemma 3.7. Fix \( R > 0 \). For \( \epsilon \in (0,1) \) and \( \rho > R \), let \( \mathcal{P}_\epsilon(\rho) \) be the set of complementary connected components of

\[
\bigcup_{z \in \mathcal{S}_r(\rho)} (\eta_z^+ \cup \eta_z^-)
\]

which intersect \( B_R(0) \). For \( r \in (0,1) \), let \( \mathcal{E}_r(\rho) = \mathcal{E}_r(\rho; R, r) \) be the event that \( \sup_{P \in \mathcal{P}_r(\rho)} \text{diam } P \leq e^{1-r} \). Also let \( \mathcal{F}(\rho) \) be defined as in Lemma 3.7. Then for each fixed \( \rho > R \), we have

\[
\mathbb{P}\left( \mathcal{E}_r(\rho) \cap \mathcal{F}(\rho) \right) \leq \rho^2 \alpha^\infty(\epsilon)
\]
at a rate depending only on \( R \).

Proof. The proof given here is more or less implicit in the proof of continuity of space-filling SLE in [MS13, Section 4.3], but we give a full proof for completeness. See Figure 5 for an illustration.

For \( \rho > R \) and \( z \in B_\rho(0), \) let \( \mathcal{E}_z(\rho) \) be the event that the following is true. There exists \( w \in \mathcal{S}_r(\rho) \) such that \( w \neq z \) and the curve \( \eta_z^- \) hits (and subsequently merges with) \( \eta_w^- \) on its left side before leaving \( \partial B_{e^{1-R/8}}(z) \); and the same is true with \( \eta_z^- \) in place of \( \eta_w^- \) and/or “right” in place of “left”. Let

\[
\mathcal{E}_z(\rho) := \bigcap_{z \in \mathcal{S}_r(\rho)} \mathcal{E}_z(\rho).
\]

By [MS13] Proposition 4.14 we have \( \mathbb{P}\left( \mathcal{E}_z(\rho) \right) = \alpha^\infty(\epsilon) \), so by the union bound, \( \mathbb{P}\left( \mathcal{E}_r(\rho) \right) = 1 - \rho^2 \alpha^\infty(\epsilon) \). Hence to complete the proof it suffices to show that \( \mathcal{E}_z(\rho) \cap \mathcal{F}(\rho) \subset \mathcal{E}_z(\rho). \)

We first argue that on \( \mathcal{F}(\rho) \), the boundary of each \( P \in \mathcal{P}_r(\rho) \) is entirely traced by curves \( \eta_z^\pm \) for \( z \in \mathcal{S}_r(\rho). \)

To see this, let \( z_0, w_0 \in \mathcal{S}_r(\rho) \) be as in the definition of \( \mathcal{F}(\rho) \) and let \( P_0 \) be the pocket formed by \( \eta_{z_0}^\pm \) and \( \eta_{w_0}^\pm \) surrounding \( B_R(0) \). Then for \( z \notin B_\rho(0), \) the flow lines \( \eta_{z_0}^\pm \) cannot cross \( \partial P_0 \) without merging into \( \eta_{z_0}^\pm \), hence cannot enter \( B_R(0) \) without merging into flow lines \( \eta_{z_0}^\pm \) for \( z \in \mathcal{S}_r(\rho). \)

Now suppose \( \mathcal{E}_z(\rho) \cap \mathcal{F}(\rho) \) occurs and \( P \in \mathcal{P}_r(\rho). \) We must show \( \text{diam } P \leq e^{1-r}. \) Since \( \mathcal{F}(\rho) \) occurs, \( \partial P \) consists of either two arcs traced by a pair of flow lines \( \eta_z^- \) and \( \eta_z^+ \) for some \( z \in \mathcal{S}_r(\rho); \) or four arcs traced by \( \eta_z^\pm \) and \( \eta_w^\pm \) for some \( z, w \in \mathcal{S}_r(\rho). \)

Suppose first that we are in the latter case, i.e., that there exists \( z, w \in \mathcal{S}_r(\rho) \) with the property that \( \partial P \) contains non-trivial arcs traced by the left side of \( \eta_z^- \), the right side of \( \eta_z^+ \), the right side of \( \eta_w^- \), and the right side of \( \eta_w^+ \). Let \( I_z^- \) be the arc of \( \partial P \) traced by the left side of \( \eta_z^- \). The curve \( \eta_z^- \) cannot hit \( \eta_w^- \) for

---

3The statement of [MS13, Proposition 4.14] does not specify the side at which the merging occurs, but the proof shows that we can require the merging to occur on a particular side of the curve.
any \( v \in S_{\epsilon}(\rho) \) on its left side before \( \eta_{z}^- \) finishes tracing \( I_{z}^- \) (otherwise part of this arc \( I_{z}^- \) would lie on the boundary of a pocket other than \( P \)). The same is true if we replace \( \eta_{z}^- \) with one of the other three arcs of \( \partial P \) in our description of \( \partial P \). Since \( \tilde{E}_{\epsilon}^{z}(\rho) \cap \tilde{E}^{w}(\rho) \) occurs, each of these four arcs has diameter at most \( \frac{1}{4}\epsilon^{1-r} \). Therefore, \( \text{diam} \ P \leq \epsilon^{1-r} \). By a similar argument, but with only two distinguished boundary arcs instead of four, we obtain \( \text{diam} \ P \leq \epsilon^{1-r} \) in the case when \( \partial P \) is traced by a pair of flow lines \( \eta_{z}^- \) and \( \eta_{z}^+ \) for \( z \in S_{\epsilon}(\rho) \). Thus \( \tilde{E}_{\epsilon}^{z}(\rho) \cap \tilde{F}(\rho) \subset \tilde{E}_{\epsilon}(\rho) \), as required.

\[ \text{Figure 5: An illustration of the proof of Lemma 3.8. On the event } \tilde{F}(\rho), \text{ there exists points } z_{0} \text{ and } w_{0} \text{ in the lattice } S_{\epsilon}(\rho) \text{ such that the flow lines } \eta_{z}^- \text{ and } \eta_{w}^+ \text{ intersect at points shown in orange to form a pocket } P_{0} \text{ which separates } B_{R}(0) \text{ from } \partial B_{\rho}(0). \text{ Also shown are four points } z_{1}, z_{2}, z_{3}, z_{4} \in S_{\epsilon}(\rho) \text{ and three pockets } P_{1}, P_{2}, P_{3} \in P_{\epsilon}(\rho) \text{ formed by the flow lines started at these points. Flow lines } \eta_{z}^- \text{ for } i \in \{1, \ldots, 4\} \text{ are shown in red, and flow lines } \eta_{z}^+ \text{ are shown in blue. The points where two of these flow lines merge are shown in orange. The pockets } P_{1} \text{ and } P_{2} \text{ are of the type with boundary arcs traced by four flow lines started from two points and the pocket } P_{3} \text{ is of the type with boundary arcs traced by two flow lines started from a single point.} \]

\textbf{Proof of Proposition 3.4.} Fix \( r' \in (0, r) \). For \( \epsilon \in (0, 1) \), let \( k_{\epsilon} \) be the smallest \( k \in \mathbb{N} \) such that \( 2^{-k} \geq \epsilon \). Let \( E_{\epsilon}^{1} \) be the event that the following is true. For each \( k \geq k_{\epsilon} \) and each \( z \in S_{2^{-k}}(2R) \) (defined as in (3.5)), the event \( E_{\epsilon}^{2^{-kr'}}(2^{-k(1-r')}) \) of Lemma 3.6 occurs (i.e., with \( 2^{-k(1-r')} \) in place of \( \rho \) and \( 2^{-kr} \) in place of \( \epsilon \)). By Lemma 3.6 and the union bound, we have \( \mathbb{P}(E_{\epsilon}^{1}) = 1 - o_{r}^{\infty}(\epsilon) \).

Fix \( \rho > R \) to be chosen later and define the event \( \tilde{F}(\rho) \) as in Lemma 3.7 and the events \( \tilde{E}_{\epsilon}(\rho) \) as in Lemma 3.8 the latter with \( r' \) in place of \( r \). Also let \( P_{\epsilon}(\rho) \) be the set of pockets as defined in Lemma 3.8. Let \( E_{\epsilon}^{2}(\rho) := \bigcup_{k=k_{\epsilon}}^{\infty} \tilde{E}_{2^{-k}}(\rho) \).
By Lemma 3.8, the union bound, and the argument given just above, we have
\[ P \left( \mathcal{E}_1^1 \cap \mathcal{E}_2^1(\rho) \cap \tilde{F}(\rho) \right) = P \left( \tilde{F}(\rho) \right) - \rho^2 o_c^c(\epsilon). \]
Since \( P \left( \tilde{F}(\rho) \right) \to 1 \) as \( \rho \to \infty \) (by Lemma 3.7), to complete the proof of the proposition it suffices to show that \( \mathcal{E}_1^1 \cap \mathcal{E}_2^1(\rho) \subset \mathcal{E}_\epsilon \) for each choice of \( \rho > R \) and each sufficiently small \( \epsilon \in (0, 1) \).

To this end, suppose \( \mathcal{E}_1^1 \cap \mathcal{E}_2^1(\rho) \) occurs and we are given \( \delta \in (0, \epsilon] \) and \( a < b \in \mathbb{R} \) such that \( \eta'(\{a, b\}) \subset B_R(0) \) and \( \text{diam} \eta'(\{a, b\}) \geq \delta^{1-r} \). Let \( t_* \) be the smallest \( t \in [a, b] \) such that \( \text{diam} \eta'(\{t_*, b\}) \geq \frac{1}{2} \delta^{1-r} \). Let \( k_\delta \) be the largest \( k \in \mathbb{N} \) such that \( 2^{-k} \geq \delta \). Since \( \mathcal{E}_{2-k_\delta}(\rho) \) occurs with \( r' \) in place of \( r \), it follows that for sufficiently small \( \epsilon \), the set \( \eta'([a, t_*]) \) is contained in any single pocket in \( \mathcal{P}_{2-k_\delta}(\rho) \). Whenever \( \eta' \) exits a pocket in \( \mathcal{P}_{2-k_\delta}(\rho) \), it hits a point \( z \in \mathcal{S}_{2-k_\delta}(2R) \) for the first time. Hence there exists \( t_* \in [a, t_*] \) and \( z \in \mathcal{S}_{2-k_\delta}(2R) \) such that \( \eta' \) hits \( z \) for the first time at time \( t_* \). The set \( \eta'([t_*, b]) \) has diameter at least \( \frac{1}{2} \delta^{1-r} \). Since \( E_{2-k_\delta}(z) \) occurs, it follows that this set contains a ball of radius \( \delta \). Thus \( \eta'([a, b]) \) contains a ball of radius \( \delta \), which concludes the proof. □

**Remark 3.9.** If we assume additional facts about space-filling SLE which are proven in [HS16], our proof yields a more quantitative version of Proposition 3.4, namely that
\[ P(\mathcal{E}_\epsilon) = o_c^c(\epsilon). \] (3.6)
Indeed, by [HS16, Proposition 6.2] and scale invariance there exists some \( \xi = \xi(\kappa) > 0 \) such that if \( \eta' \) is parameterized by Lebesgue measure with \( \eta'(0) = 0 \) then for \( R > 0 \),
\[ P(B_R(0) \not\subset \eta'([-C, C])) \leq C^{-\xi} \quad \forall C > 0, \] (3.7)
with the implicit constant independent of \( C \). We claim that this estimate implies that the conclusion of Lemma 3.7 (for fixed choice of \( R \)) can be improved to
\[ P \left( \tilde{F}(\rho) \right) \leq \rho^{-2\xi + o_c(1)} \] (3.8)
It is immediate from Lemma 3.6 that except on an event of probability \( o_c^c(C) \) as \( C \to \infty \), the set \( \eta'([-2C, 2C]) \) is contained in \( B_{C^{1/2+o_c(1)}}(0) \). By (3.7), the set \( \eta'([-2C, 2C]) \) contains \( B_R(0) \) except on an event of probability \( O_c(C^{-\xi}) \). By Lemma 3.6 and translation invariance of \( \eta' \) parameterized by Lebesgue measure [HS16, Lemma 2.3], each of \( \eta'([-2C, 2C]) \) and \( \eta'([-2C, -C]) \) contains a ball of radius 1 with high probability. Taking \( C = \rho^{2+o_c(1)} \) and the points \( s_0, w_0 \in S_r(\rho) \) in Lemma 3.7 to be contained in these balls of radius 1 yields (3.8).

We now obtain (3.6) by taking \( \rho = \epsilon^{-N} \) for large \( N \in \mathbb{N} \) and using (3.8) instead of Lemma 3.7 in the above proof of Proposition 3.4.

### 3.3 Estimate for the quantum measure

The following lemma will reduce the problem of estimating the \( \gamma \)-quantum measure of a quantum cone (i.e., the quantum surface appearing in Theorem 1.1) to the problem of estimating the quantum measure induced by a whole-plane Gaussian free field.

**Lemma 3.10.** Let \( \alpha < Q \) and let \( h \) be the circle-average embedding of an \( \alpha \)-quantum cone (Definition 1.6). Also let \( \tilde{h} \) be a whole-plane GFF normalized so that its circle average over \( \partial D \) is 0. There exists \( c > 0 \) depending only on \( \alpha \) and \( \gamma \) and a coupling of \( h \) and \( \tilde{h} \) such that \( h - \tilde{h} \) is a.s. a continuous function on \( C \setminus \{0\} \) and for each \( R > 1 \) and each \( M > 1 \),
\[ P \left( \sup_{z \in B_R(0) \setminus B_{1/H}(0)} |(h - \tilde{h})(z)| > M \right) \leq e^{-cM} \] (3.9)
with the implicit constant depending only on \( R, \alpha, \) and \( \gamma \).
Note that if \( h \) and \( \tilde{h} \) are coupled as in the statement of the lemma, the \( \gamma \)-quantum area measures \( \mu_{\tilde{h}} \) and \( \mu_h \) are a.s. mutually absolutely continuous on \( B_R(0) \setminus B_{1/R}(0) \) and the estimate (3.9) implies that the Radon-Nikodym derivative satisfies
\[
\mathbb{P} \left( \sup_{z \in B_R(0) \setminus B_{1/R}(0)} \left| \frac{1}{\gamma} \log \frac{d\mu_{\tilde{h}}}{d\mu_h}(z) \right| > M \right) \leq e^{-cM}.
\]

**Proof of Lemma 3.10.** For \( r > 0 \) let \( h_r(0) \) and \( \tilde{h}_r(0) \) be the circle averages of \( h \) and \( \tilde{h} \), respectively, over \( \partial B_r(0) \). By Definition 1.5, the laws of \( h - h_{|1}(0) \) and \( \tilde{h} - \tilde{h}_{|1}(0) \) agree. Furthermore, these distributions are independent from \( h_{|1}(0) \) and \( \tilde{h}_{|1}(0) \), respectively. The law of \( h_{e^{-s}}(0) \) for \( s \in \mathbb{R} \) is that of a standard linear two-sided Brownian motion \[\text{Proposition 3.2}]. The law of \( h_{e^{-s}}(0) - \alpha s \) for \( s \geq 0 \) is that of a standard linear Brownian motion and its law for \( s < 0 \) is that of a standard linear Brownian motion conditioned on the event that \( h_{e^{-s}}(0) - \alpha s \geq Qs \). It follows that we can couple \( h \) and \( \tilde{h} \) in such a way that \( h - h_{|1}(0) = \tilde{h} - \tilde{h}_{|1}(0) \) and a.s. \( h_r(0) - \tilde{h}_r(0) = \alpha \log r^{-1} \) for \( r < 1 \). Henceforth assume \( h \) and \( \tilde{h} \) are coupled in this way. We need to bound \( \sup_{r \in [1,R]} |h_r(0) - \tilde{h}_r(0)| \).

By standard estimates for Brownian motion, we have
\[
\mathbb{P} \left( \sup_{r \in [1,R]} |\tilde{h}_r(0)| > M \right) \leq e^{-cM}
\]
for every choice of \( c > 0 \). By [DMS14, Remark 4.4], we can express the law of \( h_{e^{-s}}(0) - \alpha s \) for \( s \leq 0 \) as follows. Let \( B \) be a standard linear Brownian motion and let \( \tau \) be the largest \( t > 0 \) for which \( B_t + (Q - \alpha) t = 0 \) (which is a.s. finite). If we set \( \hat{B}_t := B_{t+\tau} + (Q - \alpha)(t + \tau) \), then \( \{\hat{B}_{s}\}_{s \leq 0} \overset{d}{=} \{h_{e^{-s}}(0) - \alpha s\}_{s \leq 0} \). By the reflection principle, the Gaussian tail bound, and the union bound, for \( T > 0 \) we have
\[
\mathbb{P} (\tau > T) \leq \mathbb{P}(\exists t > T \text{ such that } |B_t| > (Q - \alpha) t) \leq e^{-(Q - \alpha)^2 T/2}.
\]
Consequently, we have
\[
\mathbb{P} \left( \sup_{t \in [0,\log R]} |B_{t+\tau} + (Q - \alpha)(t + \tau)| > M \right)
\leq \mathbb{P} \left( \sup_{t \in [0,\log R]} |B_t| > M/2 \right) + \mathbb{P} (\tau > \frac{1}{2}(Q - \alpha)^{-1}M - \log R) \leq e^{-cM}
\]
for \( c > 0 \) as in the statement of the lemma. By combining this with our above description of the law of \( \{h_{e^{-s}}(0) - \alpha s\}_{s \leq 0} \) and the triangle inequality, we obtain (3.9).

In the remainder of this section we will prove several estimates for the quantum measure induced by a whole-plane GFF. The estimates of this section will be used in conjunction with Proposition 3.4 and Lemma 3.10 to estimate the size of the pre-image of the set \( X \) under \( \eta' \) in the proof of Theorem 1.1.

**Lemma 3.11.** Let \( h \) be a whole plane GFF. Let \( \mathfrak{h} \) be the harmonic part of \( h|_{\mathcal{D}} \). For each \( r \in (0,1) \) and each \( \rho \in (0,1) \), we have
\[
\mathbb{P} \left( \sup_{z \in B_{\rho}(0)} |\mathfrak{h}(z) - \mathfrak{h}(0)| \geq r \log^{-1} \epsilon^{-1} \right) = o_{\epsilon^{-1}}(r).
\]

**Proof.** Let \( \rho' := \frac{1+\rho}{2} \). By the mean value property of harmonic functions,
\[
\sup_{z \in B_{\rho}(0)} |\mathfrak{h}(z) - \mathfrak{h}(0)| \leq \int_{B_{\rho'}(0)} |\mathfrak{h}(w) - \mathfrak{h}(0)| dw,
\]
with the implicit constants depending only on \( \rho \). By Jensen’s inequality, for each \( p > 0 \) we have
\[
\sup_{z \in B_{\rho}(0)} e^{p|\mathfrak{h}(z) - \mathfrak{h}(0)|} \leq c_0 \int_{B_{\rho'}(0)} e^{p|\mathfrak{h}(w) - \mathfrak{h}(0)|} dw
\]
for a constant \( c_0 > 0 \). By the estimate (3.9), the

for constants $c_0$ and $c_1$ depending only on $\rho$. By \cite[Proposition 6.4]{MS16}, for each $w \in B_{\rho'}(0)$, $b(w) - b(0)$ is a centered Gaussian with variance bounded above by a constant depending only on $\rho$. Hence for each $p > 0$, 

$$
\mathbb{E}
\left( c_0 \int_{B_{\rho'}(0)} e^{pc_1 |b(w) - b(0)|} \, dw \right) < \infty.
$$

By applying the Chebyshev inequality and letting $p \to \infty$, we infer (3.11).

**Lemma 3.12.** Fix $r > 0$ and $R > 1$. Let $h$ be a whole-plane GFF, let $\mu_h$ be its $\gamma$-quantum are measure, and let $(h_x)$ be its circle average process. For each $z \in \mathbb{C}$, each $\epsilon \in (0, 1)$, and each $\delta \in (0, 1)$,

$$
\mathbb{P}
\left( \mu_h(B_\epsilon(z)) < \delta \epsilon^{2 + \frac{2}{\gamma} - 2} e^{\gamma h(z)} \right) = o_\infty(\delta),
$$

(3.12)

at a rate depending only on $r$ and $R$.

**Proof.** The estimate (3.12) is independent of the choice of additive constant for $h$, can assume without loss of generality that $h$ is normalized so that the circle average $h_1(0)$ is equal to 0. Fix $z \in \mathbb{C}$. For $\epsilon \in (0, 1)$, let $\phi_\epsilon^z(w) := \epsilon w + z$ be an affine map which takes $\mathbb{D}$ to $B_\epsilon(z)$ and let $h_\omega^z := h \circ \phi_\epsilon^z$. By \cite[Proposition 2.1]{DS11}, we have

$$
\mu_h(B_\epsilon(z)) = \mu_{h^z}(B_1(0)) = \epsilon^{2 + \frac{2}{\gamma}} \mu_{\bar{h}^z}(B_1(0)).
$$

(3.13)

By translation and scale invariance $\bar{h}^z$ has the law of a whole plane GFF, modulo additive constant. The circle average of $\bar{h}^z$ at $\partial \mathbb{D}$ is equal to $h_x(z)$. To see this, we observe that the former circle average is equal to the conditional mean of $\bar{h}^z$ evaluated at 0, given its values outside of $\mathbb{D}$. By conformal invariance of harmonic functions and of the zero-boundary GFF, this equals the conditional mean of $h$ at $z$ given its values outside $B_\epsilon(z)$, which equals $h_x(z)$.

Hence the field $\tilde{h}^z := \bar{h}^z - h_x(z)$ agrees in law with $h$ (not just modulo additive constant), and by (3.13), we have

$$
\mu_h(B_\epsilon(z)) = e^{\gamma h_x(z)} \epsilon^{2 + \frac{2}{\gamma}} \mu_{\tilde{h}^z}(B_1(0)).
$$

(3.14)

It remains to argue that $\mu_{\tilde{h}^z}(B_1(0))$ is unlikely to be small; equivalently, $\mu_h(B_1(0))$ is unlikely to be small.

To see this, let $h$ be the conditional mean of $h$ given its values outside $\mathbb{D}$ and let $\hat{h} := h|_{\mathbb{D}} - h$. Then $\hat{h}$ is a zero-boundary GFF on $\mathbb{D}$ which is conditionally independent from $h$ given $h|_{\mathbb{C} \setminus \mathbb{D}}$, and we have

$$
\mu_h(\mathbb{D}) \geq \mu_{\hat{h}}(B_{1/2}(0)) \exp \left( -\gamma \sup_{w \in B_{1/2}(0)} |h(w)| \right).
$$

(3.15)

By \cite[Lemma 4.5]{DS11},

$$
\mathbb{P}
\left( \mu_{\hat{h}}(B_{1/2}(0)) < \delta^{1/2} \right) = o_\infty(\delta).
$$

(3.16)

Since $h(0) = h_1(0) = 0$, Lemma 3.11 implies

$$
\mathbb{P}
\left( \exp \left( -\gamma \sup_{w \in B_{1/2}(0)} |h(w)| \right) < \delta^{1/2} \right) = o_\infty(\delta).
$$

(3.17)

By (3.15), (3.16), and (3.17) we obtain $\mathbb{P}(\mu_h(\mathbb{D}) < \delta) = o_\infty(\delta)$. By (3.14), it follows that (3.12) holds. \hfill \Box

### 3.4 Circle average continuity

In this subsection we will prove various results which says that the circle average of a whole-plane GFF around a small circle or the quantum mass of a small ball is unlikely to differ too much from the value we would expect given the circle average around a larger circle centered at a nearby point. We start with a basic continuity estimate for the circle average.
**Lemma 3.13.** Fix $\rho > R > 0$. Suppose that either $h$ is a zero-boundary GFF on $B_\rho(0)$ or $h$ is a whole-plane GFF. Let $(h_\epsilon)$ be the circle average process of $h$. There a.s. exists a modification of $h_\epsilon$ (still denoted by $h_\epsilon$) such that the following is true. For $r > 0$ and $C > 1$, let $\tilde{C}(C, R, r)$ be the event that

$$|h_\epsilon(z) - h_\epsilon(z')| \leq C \frac{|(z, \epsilon) - (z', \epsilon')|^{(1-r)/2}}{\epsilon^{1/2}} \quad (3.18)$$

for each $\epsilon, \epsilon' \in (0, 1)$ with $\frac{1}{2} \leq \epsilon/\epsilon' \leq 2$ and each $z, z' \in B_R(0)$. Then $\mathbb{P}(\tilde{C}(C)) \to 1$ as $C \to \infty$.

**Proof.** The statement for the case of a zero-boundary GFF on $B_\rho(0)$ follows from [HMP10 Proposition 2.1] (c.f. the proof of [MS16d Proposition 8.4]). In particular, for such a zero-boundary GFF we have $\mathbb{P}(\bigcup_{C>1} \tilde{C}(C)) = 1$. If $h$ is a whole-plane GFF, then the law of $h|_{B_\rho(0)}$ is mutually absolutely continuous with respect to the law of a zero-boundary GFF on $B_\rho(0)$ restricted to $B_R(0)$ (see, e.g. [MS16d Proposition 3.2]). Hence $\mathbb{P}(\bigcup_{C>1} \tilde{C}(C)) = 1$ in this case, so $\mathbb{P}(\tilde{C}(C)) \to 1$ as $C \to \infty$. \hfill $\square$

We henceforth assume that we have replaced $(h_\epsilon)$ with a modification as in Lemma 3.13.

**Lemma 3.14.** Fix $\rho > R > 1$ and $r \in (0, 1)$. Let $h$ be either a zero-boundary GFF on $B_\rho(0)$ or a whole-plane GFF and let $(h_\epsilon)$ be the circle average process for $h$. Define the events $\tilde{C}(C) = \tilde{C}(C, R, r)$ as in Lemma 3.13. For each $a > 0$, each $C > 0$, and each $z, w \in B_R(0)$ with $|z - w| \leq \epsilon$, we have

$$\mathbb{P}(|h_\epsilon(z) - h_{\epsilon \cdot \cdot r}(z)| \geq a \log \epsilon^{-1}, \tilde{C}(C)) \leq \epsilon \frac{a^2}{\epsilon^r}$$

with the implicit constant depending only on $c, C, R, r, C$.

**Proof.** If $z, w \in B_R(0)$ with $|z - w| \leq \epsilon$ and $\tilde{C}(C)$ occurs, then

$$|h_{\epsilon \cdot \cdot r}(z) - h_{\epsilon \cdot \cdot r}(w)| \leq 1.$$ 

For $t > 0$, let $B_t := h_{\epsilon \cdot \cdot r}(w) - h_{\epsilon \cdot \cdot r}(w)$. By the calculations in [DS11 Section 3.1], $B$ is a standard linear Brownian motion. Therefore,

$$\mathbb{P}(|h_\epsilon(w) - h_{\epsilon \cdot \cdot r}(w)| \geq a \log \epsilon^{-1} - C) = \mathbb{P}(|B_{t \log \epsilon^{-1}}| \geq a \log \epsilon^{-1} - C) \leq \epsilon \frac{a^2}{\epsilon^r}.$$ 

We conclude by means of the triangle inequality. \hfill $\square$

**Lemma 3.15.** Let $\rho > R > 0$. Let $h$ be either a zero-boundary GFF on $B_\rho(0)$ or a whole-plane GFF and let $(h_\epsilon)$ be the circle average process for $h$. For $r \in (0, 1/2)$ and $\epsilon \in (0, 1)$, let $C_\epsilon = C_\epsilon(R, r)$ be the event that the following is true. For each $\delta \in (0, \epsilon]$ and each $z, w \in B_R(0)$ with $|z - w| \leq 2\delta$, we have

$$|h_\delta(w) - h_{\delta \cdot \cdot r}(z)| \leq 3\sqrt{10} \log \delta^{-1}.$$ 

For each $r \in (0, 1/2)$, we have $\mathbb{P}(C_\epsilon) \to 1$ as $\epsilon \to 0$.

**Proof.** Fix $C > 1$ and define the event $\tilde{C}(C) = \tilde{C}(C, R, r)$ as in Lemma 3.13. By Lemma 3.14 for each $z, w \in B_R(0)$ with $|z - w| \leq 6\delta$,

$$\mathbb{P}(|h_\delta(z) - h_{\delta \cdot \cdot r}(w)| \geq \sqrt{10} \log \delta^{-1}, \tilde{C}(C)) \leq \delta \delta$$

(3.19)

with the implicit constant depending only on $C, R, r$. Choose a finite collection $S_\delta$ of at most $O_\delta(\delta^{-\frac{1}{2-r}})$ points in $B_R(0)$ such that for each $z \in B_R(0)$, there exists $z' \in S_\delta$ with $|z - z'| \leq \delta \delta^{-r}$. On $\tilde{C}(C)$, for such a $z$ and $z'$ we have

$$|h_\delta(z) - h_\delta(z')| \leq C, \quad |h_{\delta \cdot \cdot r}(z) - h_{\delta \cdot \cdot r}(z')| \leq C.$$ 
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By (3.19) and the union bound, on $\tilde{C}(C)$ it holds except on an event of probability $\leq \delta$ (implicit constant depending only on $C$, $R$, and $r$) that

$$|h_\delta(z) - h_{\delta^{-1}}(w)| \leq \sqrt{10r} \log \delta^{-1}$$

whenever $z, w \in S_\delta$ with $|z - w| \leq 6\delta$. By the triangle inequality, whenever this is the case and $\delta$ is sufficiently small (depending on $r$ and $C$), we have

$$|h_\delta(w) - h_{\delta^{-1}}(z)| \leq 2\sqrt{10r} \log \delta^{-1} \quad (3.20)$$

whenever $z, w \in B_R(0)$ with $|z - w| \leq 2\delta$. For $\delta > 0$, let $C'_\delta$ be the event that this last statement holds, so that

$$\mathbb{P} \left( (C'_\delta)^c, \tilde{C}(C) \right) \leq \delta. \quad (3.21)$$

Fix a sequence $(\zeta_n)$ decreasing to 0 such that

$$\lim_{n \to \infty} \frac{(\zeta_n - \zeta_{n+1})(1-r)/2}{\zeta_n^{1/2}} = \lim_{n \to \infty} \frac{(\zeta_1 - \zeta_n)(1-r)/2}{\zeta_n^{1/2}} = 0 \quad \text{and} \quad \sum_{n=1}^{\infty} \zeta_n < \infty, \quad (3.22)$$

e.g. $\zeta_n = n^{-q}$ for appropriate $q > 1$, depending on $r$. For $\epsilon \in (0, 1)$, let $n_\epsilon$ be the greatest integer $n$ such that $\zeta_n \geq \epsilon^{1-r}$. By (3.21) and the union bound,

$$\liminf_{\zeta \to 0} \mathbb{P} \left( \tilde{C}(C) \cap \bigcap_{n=n_\epsilon}^{\infty} C'_{\zeta_n} \right) = \mathbb{P} \left( \tilde{C}(C) \right) - o(\epsilon).$$

Since $\mathbb{P} \left( \tilde{C}(C) \right) \to 1$ as $C \to \infty$ (by Lemma 3.13), it suffices to show that for sufficiently small $\epsilon > 0$,

$$\tilde{C}(C) \cap \bigcap_{n=n_\epsilon}^{\infty} C'_{\zeta_n} \subset C_{\epsilon}. \quad (3.23)$$

To see this, suppose given $\delta \in (0, \epsilon)$ and each $z, w \in B_R(0)$ with $|z - w| \leq 2\delta$. Let $n_\delta$ be chosen so that $\delta \in [\zeta_{n_\delta+1}, \zeta_{n_\delta}]$. By our choice of $(\zeta_n)$, on $\tilde{C}(C)$ we have

$$|h_\delta(w) - h_{\zeta_{n_\delta}}(w)| \leq C_{\epsilon}(1), \quad |h_{\delta^{-1}}(z) - h_{\zeta_{n_\delta}^{-1}}(z)| \leq C_{\epsilon}(1).$$

By (3.20) with $\zeta_{n_\delta}$ in place of $\delta$, along with the triangle inequality, we obtain (3.23).

**Proposition 3.16.** Let $\rho > R > 1$. Suppose that either $h$ is zero-boundary GFF on $B_\rho(0)$ or a whole-plane GFF. Let $(h_\epsilon)$ be the circle average process for $h$ and let $\mu_\epsilon$ be its $\gamma$-quantum average measure. There is a function $\psi : (0, \infty) \to (0, \infty)$ with $\lim_{r \to 0} \psi(r) = 0$, depending only on $\gamma$, such that the following holds. For $r \in (0, 1/2)$, and $\epsilon \in (0, 1)$, let $\mathcal{G}_\epsilon = \mathcal{G}_\epsilon(R, r)$ be the event that the following is true. For each $\delta \in (0, \epsilon)$ and each $z, w \in B_R(0)$ with $|z - w| \leq \delta$, we have

$$\mu_\epsilon(B_\delta(w)) \geq \delta^{2+\frac{\epsilon^2}{2} + \psi(\epsilon)} e^{\epsilon h_{\delta^{-1}}(z)}.$$

Then $\mathbb{P}(\mathcal{G}_\epsilon) \to 1$ as $\epsilon \to 0$.

**Proof.** For $C > 1$, define the event $\tilde{C}(C) = \tilde{C}(C, R, r)$ as in Lemma 3.13. Define the event $C_\epsilon = C_\epsilon(R, r)$ as in Lemma 3.15. Also fix a sequence $\zeta_n \to 0$ satisfying (3.22).

Fix $p > 1$. For $n \in \mathbb{N}$, choose a finite collection $S_n$ of at most $O_n(\zeta_n^{-2p})$ points in $B_R(0)$ such that each point of $B_R(0)$ lies within distance $\zeta_n^{-p}$ of some point in $S_n$. For $\epsilon \in (0, 1)$, let $n_\epsilon$ be the greatest integer $n$ such that $\zeta_n \geq \epsilon^{1-r}$ and let

$$D_\epsilon := \bigcap_{n=n_\epsilon}^{\infty} \bigcap_{z \in S_n} \left\{ \mu_\epsilon(B_{\zeta_n}(z)) \geq \zeta_n^{2+\frac{\epsilon^2}{2} + r} e^{\epsilon h_{\zeta_n}(z)} \right\}.$$
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By Lemma 3.12 and the union bound, we have \( \mathbb{P}(D_\epsilon) \to 1 \) as \( \epsilon \to 0 \).

Since

\[
P \left( \mathcal{C}(C) \cap \mathcal{C}_\epsilon \cap D_\epsilon \right) \to 1
\]

as \( \epsilon \to 0 \) and then \( C \to \infty \), it suffices to show that if \( p \) is sufficiently large and \( \epsilon \) is sufficiently small (depending on \( p \)), then

\[
\mathcal{C}(C) \cap \mathcal{C}_\epsilon \cap D_\epsilon \subset \mathcal{G}_\epsilon
\]

for an appropriate choice of \( \psi(r) \) depending only on \( r \) and \( \gamma \). To this end, suppose that \( \mathcal{C}(C) \cap \mathcal{C}_\epsilon \cap D_\epsilon \) occurs and we are given \( \delta \in (0, \epsilon) \) and \( z, w \in \mathcal{A}_R \) with \( |z - w| \leq \delta \). By definition of \( \mathcal{C}(C) \) and by (3.22) if \( p \) is chosen sufficiently large, depending only on \( r \) and the choice of sequence \( (\zeta_n) \), we can find \( n_{\delta} \in \mathbb{N} \cap [n_\epsilon, \infty) \) and \( \omega' \in \mathcal{S}_{n_{\delta}} \) such that

\[
\delta / 2 < \zeta_{n_{\delta}} < \delta, \quad |w' - w| \leq \zeta_{n_{\delta}}' < \delta - \zeta_{n_{\delta}}, \quad \text{and} \quad |h_{\delta_{11-r}}(z) - h_{\zeta_{n_{\delta}}}(z)| \leq C_{\delta}(1).
\]

By the definitions of \( \mathcal{C}_\epsilon \) and \( D_\epsilon \), we therefore have

\[
\mu_h(B_\delta(w)) \geq \mu_h(B_{\zeta_{n_{\delta}'}}(w')) \geq \delta^{2+\frac{\gamma^2}{2}} + \gamma h_{\zeta_{n_{\delta}'}}(w') \geq \delta^{2+\frac{\gamma^2}{2}} + \gamma h_{\zeta_{n_{\delta}'}(z)} \geq \delta^{2+\frac{\gamma^2}{2}} + \gamma h_{\delta_{11-r}}(z),
\]

with the implicit constants depending on \( C \) but tending to \( C \)-independent constants as \( \epsilon \to 0 \). This proves the statement of the lemma in the case of a whole-plane GFF with \( \psi(r) \) slightly larger than \( r + 5\gamma \sqrt{10r} \).

\[
\square
\]

4 Intersection of the thick points of a GFF with a Borel set

Let \( h \) be a GFF on a domain \( D \subset \mathbb{C} \) and let \( (h_\epsilon) \) be its circle average process. Recall that for \( \alpha \geq 0 \), a point \( z \in D \) is called an \( \alpha \)-thick points of \( h \) provided

\[
\lim_{\epsilon \to 0} \frac{h_\epsilon(z)}{\log \epsilon^{-1}} = \alpha.
\]

Let \( T_h^\alpha \) be the set of \( \alpha \)-thick points of \( h \). Also let

\[
\tilde{T}_h^\alpha := \left\{ z \in \mathbb{C} : \liminf_{\epsilon \to 0} \frac{h_\epsilon(z)}{\log \epsilon^{-1}} \geq \alpha \right\}
\]

Thick points are introduced and studied in [HMP10]. In particular, it is proven in [HMP10], Theorem 1.2] that a.s. \( \dim_h(T_h^\alpha) = 2 - \alpha^2/2 \). In this section we will adapt the proof of [HMP10, Theorem 1.2] to obtain a generalization of this fact which gives the a.s. dimension of the intersection of \( T_h^\alpha \) with a general Borel set.

The lower bound from this result will be needed in the proof of the upper bound in Theorem 1.1.

**Theorem 4.1.** Let \( D \subset \mathbb{C} \) be a simply connected domain and let \( h \) be a zero-boundary GFF on \( D \). Also let \( A \subset D \) be a deterministic Borel set. If \( 0 \leq \alpha^2/2 \leq \dim_h A \), then almost surely

\[
\dim_h(T_h^\alpha \cap A) = \dim_h \left( \tilde{T}_h^\alpha \cap A \right) = \dim_h A - \frac{\alpha^2}{2}.
\]

If \( \alpha^2/2 > \dim_h A \), then a.s. \( T_h^\alpha \cap A = \tilde{T}_h^\alpha \cap A = \emptyset \).

By [BP15], Theorem B.2.5], for each \( d < \dim_h(A) \), there exists a closed set \( A' \subset A \) with \( \dim_h(A') \geq d \). Hence we can assume without loss of generality that \( A \) is closed. We make this assumption throughout the remainder of this section.

Before we commence with the proof of Theorem 4.1 we observe that \( \dim_h(T_h^\alpha \cap A) \) and \( \dim_h(T_h^\alpha \cap A) \) are each a.s. equal to a constant.

\[\text{The authors of} \ [HMP10] \text{use a different normalization of the GFF from the one used in this paper, so our} \ \alpha^{2/2} \text{-thick points are the same as their} \ \alpha^{2/2} \text{-thick points.}\]
Lemma 4.2. Suppose we are in the setting of Theorem 4.1. There are deterministic constants \( a, \tilde{a} \geq 0 \) such that \( \dim_H(T_h^{\alpha} \cap A) = a \) and \( \dim_H(T_h^{\alpha} \cap A) = \tilde{a} \) a.s.

Proof. Let \( \{ f_j \} \) be an orthonormal basis for the Hilbert space closure for the Dirichlet inner product on the set of compactly supported smooth functions in \( D \), with each \( f_j \) smooth and compactly supported. We can write \( h = \sum_{j=1}^{\infty} a_j f_j \), where the \( a_j \)'s are i.i.d. standard Gaussians. Permuting a finite number of coefficients in this series expansion does not affect whether a given point is an \( \alpha \)-thick point for \( h \), nor does it affect the dimension of \( T_h^{\alpha} \cap A \) or \( \tilde{T}_h^{\alpha} \cap A \). By the Hewitt-Savage zero-one law, we obtain the statement of the lemma.

\[\Box\]

4.1 Upper bound

In this subsection we will prove the upper bound in Theorem 4.1. It is clear that \( T_h^{\alpha} \subset \tilde{T}_h^{\alpha} \), so we only need to prove an upper bound on the dimension of \( T_h^{\alpha} \cap A \). To do this we will need a couple of basic lemmas.

Lemma 4.3. Suppose we are in the setting of Theorem 4.1. Fix \( \alpha \in (0,2] \) and \( \rho > 0 \). Almost surely, there exists a random \( \tau = \tau(\alpha, r) > 0 \) such that the following is true. If we set

\[ A^{\alpha,r} := \left\{ z \in A : \frac{h_\epsilon(z)}{\log \epsilon^{-1}} \geq \alpha - r \forall \epsilon \in (0, \tau) \right\} \]

then \( \dim_H A^{\alpha,r} \geq \dim_H (T_h^{\alpha} \cap A) - r \).

Proof. We have

\[ \tilde{T}_h^{\alpha} \cap A \subset \bigcup_{n=1}^{\infty} \left\{ z \in A : \frac{h_\epsilon(z)}{\log \epsilon^{-1}} \geq \alpha - r \forall \epsilon \in (0, 1/n) \right\} \]

so the statement of the lemma follows from countable stability of Hausdorff dimension.

\[\Box\]

Lemma 4.4. Fix \( r \in (0,1/2), \rho > R > 0, \) and \( \alpha > 0 \). Let \( h \) be a zero-boundary GFF on \( B_\rho(0) \). For \( \epsilon \in (0,1) \) and \( z \in B_R(0) \), let \( E_\epsilon^{\alpha,r}(z) \) be the event that there is a \( w \in B_\epsilon(z) \cap B_{\rho-\epsilon}(0) \) such that \( h_\epsilon(w) \geq (\alpha - r) \log \epsilon^{-1} \). Also let \( C_\epsilon = C_\epsilon(\rho, r) \) be the event of Lemma 4.3. Then for each \( \epsilon \geq \epsilon_c \), we have

\[ \mathbb{P}(E_\epsilon^{\alpha,r}(z) \cap C_\epsilon) \leq \epsilon^\frac{\alpha^2}{2} + o(1), \]

with the implicit constant and the \( o_r(1) \) independent of \( \epsilon \) and uniform for \( z \in B_R(0) \).

Proof. By definition of \( C_\epsilon \), if \( E_\epsilon^{\alpha,r}(z) \cap C_\epsilon \) occurs, then

\[ h_{\epsilon_1-r}(z) \geq (\alpha - r - 3\sqrt{10r}) \log \epsilon^{-1}. \]

The statement of the lemma follows from the Gaussian tail bound.

\[\Box\]

Proof of Theorem 4.1 upper bound. By conformal invariance (see [HMP10] Section 4) we can assume without loss of generality that \( D = B_\rho(0) \) for some \( \rho > 0 \). By countable stability of Hausdorff dimension we can assume without loss of generality that \( A \subset B_R(0) \) for some \( R \in (0, \rho) \). Fix \( \beta > \dim_H A, r \in (0, \alpha \wedge 1/2), \) and \( p \in (0,1) \). Let \( \tau = \tau(\alpha, r) > 0 \) and \( A^{\alpha,r} \) be as in Lemma 4.3. By the defining property of \( A^{\alpha,r} \), we can find a deterministic \( \epsilon_0 \in (0,1) \) such that with probability at least \( 1 - p \), we have \( \tau \geq \epsilon_0 \), in which case

\[ h_\epsilon(z) \geq (\alpha - r) \log \epsilon^{-1}, \quad \forall \epsilon \in (0, \epsilon_0), \quad \forall z \in A^{\alpha,r}. \tag{4.1} \]

Let \( F^{\alpha,r} \) be the event that (4.1) holds, so that \( \mathbb{P}(F^{\alpha,r}) \geq 1 - p \).

For each \( k \in \mathbb{N} \), we can find a countable collection of balls \( \{ B_{\epsilon_k}(z_{k}) \}_{j \in \mathbb{N}} \) of radius \( \epsilon_k \leq \epsilon_0 \wedge 2^{-k} \) such that

\[ A \subset \bigcup_{j=1}^{\infty} B_{\epsilon_k}(z_{k}) \quad \text{and} \quad \sum_{j=1}^{\infty} (\epsilon_k)^{d} \leq 2^{-k}. \]
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Observe that if $B_{\epsilon_k}^{\alpha}(z_k^j) \cap A^{\alpha,r} \neq \emptyset$ and $F^{\alpha,r}$ occurs, then the event $E^{\alpha,r}_{\epsilon_k}(z_k^j)$ of as in Lemma 4.4 occurs. By Lemma 4.3 for each $\xi > 0$ we have

$$
\mathbb{E} \left( 1_{C_{2-k}} \cap F^{\alpha,r} \right) \sum_{j=1}^{\infty} (\epsilon_k^j)^{-\xi} \left( B_{\epsilon_k}^{\alpha}(z_k^j) \cap A^{\alpha,r} \neq \emptyset \right) \leq \sum_{j=1}^{\infty} (\epsilon_k^j)^{-\xi+2\alpha^2/2+o_\epsilon(1)}
$$

with $C_{2-k} = C_{2-k}(R,r)$ as in Lemma 3.15. If $\xi > \beta - \alpha^2/2$, then for sufficiently small $r$, this sum is $\leq 2^{-k}$. Since $P(C_{2-k}) \to 1$ as $k \to \infty$, if $F^{\alpha,r}$ occurs then it is a.s. the case that for infinitely many $k$, we have

$$
\sum_{j=1}^{\infty} (\epsilon_k^j)^{-\xi} \left( B_{\epsilon_k}^{\alpha}(z_k^j) \cap A^{\alpha,r} \neq \emptyset \right) \leq 2^{-k/2}.
$$

Therefore $\dim_{H} A^{\alpha,r} \leq \beta - \alpha^2/2$ a.s. on $F^{\alpha,r}$. Since $p$ can be made arbitrarily close to 0, a.s.

$$
\dim_{H}(T_h^n \cap A) \leq \dim_{H} A^{\alpha,r} + r \leq \beta - \alpha^2/2 + r.
$$

Upon letting $\beta \to \dim_{H} A$ and $r \to 0$ we get $\dim_{H}(T_h^n \cap A) \leq \dim_{H}(A) - \alpha^2/2$. If $\dim_{H}(A) - \alpha^2/2 < 0$, then for $\beta$ sufficiently close to $\dim_{H}(A)$ and $r$ sufficiently small, the sum (4.2) is $\leq 2^{-k/2}$ when $\xi = 0$. Hence it is a.s. the case that on $F^{\alpha,r}$, it holds for arbitrarily large $k$ that none of the balls $B_{\epsilon_k}^{\alpha}(z_k^j)$ intersect $A^{\alpha,r}$. Therefore $A^{\alpha,r} = \emptyset$ a.s., so by Lemma 4.3 we have $T_h^n \cap A = \emptyset$ a.s.

### 4.2 Lower bound

In this subsection we will prove the lower bound in Theorem 4.1. It suffices to prove the lower bound for $\dim_{H}(T_h^n \cap A)$. By considering the intersection of $A$ with a dyadic square and re-scaling, we can assume without loss of generality that $A \subset [0,1]^2 \subset D$. We make this assumption in addition to the assumption that $A$ is closed throughout the remainder of this section.

Fix $\alpha > 0$. We make the following definitions (as in [HMP10, Section 3.2]). For $n \in \mathbb{N}$, let $\epsilon_n := 1/n!$ and $t_n := \log n!$. Define the following events for each $\epsilon > 0$, $z \in D$, and $n,j \in \mathbb{N}$.

$$
E_{z,j} := \left\{ \sup_{\epsilon \in [t_{n+1}, t_n]} |h_\epsilon(z) - h_{\epsilon_j}(z) - \alpha(\log \epsilon - \log \epsilon_j)| \leq \sqrt{\log \epsilon_{j+1} - \log \epsilon_j} \right\}
$$

(4.3)

$$
F_{z,j} := \{ |h_\epsilon(z) - h_{\epsilon_j}(z)| \leq \log \epsilon - \log \epsilon_j + 1 \ \forall \epsilon \leq \epsilon_j \}
$$

(4.4)

$$
E^n(z) := F_{z,n+1} \cap \bigcap_{j=1}^{n} E_{z,j}
$$

(4.5)

For $n \in \mathbb{N}$, divide $[0,1]^2$ into $\epsilon_n^2$ squares of side length $\epsilon_n$, which intersect only along their boundaries. Let $D_n$ be the set of points in $[0,1]^2$ which are centers of these squares and for $z \in D_n$, let $S_n(z)$ be the square of side length $\epsilon_n$ centered at $z$. Let $D_n$ be the set of $z \in D_n$ such that $S_n(z) \cap A \neq \emptyset$ and let $D_n^\alpha$ be the set of those $z \in D_n$ for which $E^n(z)$ occurs. We define the $\alpha$-perfect-points by

$$
\mathcal{P}^\alpha = \mathcal{P}^\alpha(h,A) := \bigcap_{k \geq 1} \bigcup_{n \geq k} \bigcup_{z \in D_n^\alpha} S_n(z).
$$

(4.6)

It is shown in [HMP10, Lemma 3.2] that $\mathcal{P}^\alpha \subset T_h^n$ a.s. Since we have assumed that $A$ is closed, we a.s. have

$$
\mathcal{P}^\alpha \subset T_h^n \cap A.
$$

(4.7)

We next need estimates for the probabilities of the events $E^n(z)$.
Lemma 4.5. For \( z \in \tilde{D}_n \) and \( n \in \mathbb{N} \), we have

\[
\mathbb{P}(E^n(z)) \geq \epsilon_n^{\alpha^2/2 + o_n(1)}
\]

with the \( o_n(1) \) uniform for \( z \in \tilde{D}_n \).

Proof. Since \( t \mapsto h_{\epsilon^{-1}}(z) \) evolves as a standard linear Brownian motion, \( \text{[HMP10, Lemma A.3]} \) applied with \( T = \log \epsilon_j^{-1} - \log \epsilon_j^{-1} \) implies that for each \( z \in \tilde{D}_n \) and \( j \in \mathbb{N} \), we have

\[
\mathbb{P}(E_{z,j}) \geq (\epsilon_{j+1}/\epsilon_j)^{\alpha^2/2 + o_j(1)}.
\]

Furthermore, we have \( \mathbb{P}(F_j(z)) \geq 1 \). By the Markov property,

\[
\mathbb{P}(E^n(z)) = \mathbb{P}(F_{n+1}(z)) \prod_{j=1}^{n} \mathbb{P}(E_{z,j}) \geq \epsilon_{n+1}^{\alpha^2/2 + o_n(1)} = \epsilon_n^{\alpha^2/2 + o_n(1)}.
\]

\[ \square \]

The following is a restatement of \( \text{[HMP10, Lemma 3.3]} \).

Lemma 4.6. There is a constant \( C > 0 \) depending only on \( D \) and \( \alpha \) such that the following is true. For each \( l \in \mathbb{N} \), each \( z, w \in [0, 1]^2 \) with \( w \in S_l(z) \setminus S_{l+1}(z) \), and each \( n \geq 1 \),

\[
\mathbb{P}(E^n(z) \cap E^n(w)) \leq C^l \beta_l^{-\alpha^2/2} \epsilon_l^{\alpha^2/2} \mathbb{P}(E^n(z)) \mathbb{P}(E^n(w))
\]

where

\[
\beta_l = \prod_{k=1}^{l} \epsilon_k^{\frac{1}{\sqrt{\log k}}}
\]

Remark 4.7. In the setting of Lemma 4.6, we have \( \epsilon_l = |z - w|^{1+o_{|z-w|(1)}} \) and \( \beta_l = |z - w|^{o_{|z-w|(1)}} \), so the estimate of Lemma 4.6 can be re-stated as

\[
\frac{\mathbb{P}(E^n(z) \cap E^n(w))}{\mathbb{P}(E^n(z)) \mathbb{P}(E^n(w))} \leq |z - w|^{-\alpha^2/2 + o_{|z-w|(1)}}
\]

with the \( o_{|z-w|(1)} \) depending only on \( z \) and \( w \).

Proof of Theorem 4.1, lower bound. Fix \( d \in (0, \dim_H(A)) \). By Frostman’s lemma \( \text{[MP10, Theorem 4.30]} \) there exists a Borel probability measure \( \mu \) on \( A \) such that

\[
\int_A \int_A \frac{1}{|x - y|^d} \, d\mu(x) \, d\mu(y) < \infty. \tag{4.8}
\]

We extend \( \mu \) to \( \mathbb{C} \) by setting \( \mu(B) = \mu(B \cap A) \) for each Borel set \( B \subset \mathbb{C} \). From (4.8), we obtain that for any \( a, b \geq 0 \) with \( a + b \leq d \),

\[
\int_A \int_A \frac{1}{|x - y|^a} \, d\mu(x) \, d\mu(y) = \sum_{z \neq w \in D_n} \int_{S_n(z)} \int_{S_n(w)} \frac{1}{|x - y|^a} \, d\mu(x) \, d\mu(y) + \sum_{z \in D_n} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x - y|^a} \, d\mu(x) \, d\mu(y)
\]

\[
\geq \sum_{z \neq w \in D_n} |z - w|^{-a} \int_{S_n(z)} \int_{S_n(w)} \frac{1}{|x - y|^b} \, d\mu(x) \, d\mu(y) + \sum_{z \in D_n} \epsilon_n^{-a} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x - y|^b} \, d\mu(x) \, d\mu(y).
\]

Hence for any such \( a \) and \( b \),

\[
\sum_{z \neq w \in D_n} |z - w|^{-a} \int_{S_n(z)} \int_{S_n(w)} \frac{1}{|x - y|^b} \, d\mu(x) \, d\mu(y) + \sum_{z \in D_n} \epsilon_n^{-a} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x - y|^b} \, d\mu(x) \, d\mu(y) \leq 1. \tag{4.9}
\]
For $n \in \mathbb{N}$ define a measure $\nu_n$ on $A$ by

$$d\nu_n(x) = \sum_{z \in \mathcal{D}_n} \frac{1}{\mathbb{P}(E^n(z))} \mathbb{1}_{E^n(z)}(x) d\mu(x).$$

Observe that

$$\mathbb{E}(\nu_n(A)) = \sum_{z \in \mathcal{D}_n} \mu(S_n(z)) = \mu(A) = 1.$$

By Lemmas 4.5 and 4.6

$$\mathbb{E}(\nu_n(A)^2) = \sum_{z \neq w \in \mathcal{D}_n} \frac{\mathbb{P}(E^n(z) \cap E^n(w))}{\mathbb{P}(E^n(z)) \mathbb{P}(E^n(w))} \mu(S_n(z)) \mu(S_n(w)) + \sum_{z \in \mathcal{D}_n} \frac{\mu(S_n(z))^2}{\mathbb{P}(E^n(z))} \leq \sum_{z \neq w \in \mathcal{D}_n} \frac{\mu(S_n(z)) \mu(S_n(w))}{|z-w|^{\alpha^2/2+\alpha_n(o(1))}} + \sum_{z \in \mathcal{D}_n} \frac{\mu(S_n(z))^2}{\alpha^2/2+\alpha_n(o(1))}.$$

By (4.9) applied with $b = 0$, this is bounded above by an $n$-independent constant provided $d - \alpha^2/2 > 0$.

Similarly, for $b > 0$ we have

$$\mathbb{E}\left(\int_A \int_A \frac{1}{|x-y|^b} d\nu_n(x) d\nu_n(y)\right) = \sum_{z \neq w \in \mathcal{D}_n} \frac{\mathbb{P}(E^n(z) \cap E^n(w))}{\mathbb{P}(E^n(z)) \mathbb{P}(E^n(w))} \int_{S_n(z)} \int_{S_n(w)} \frac{1}{|x-y|^b} d\mu(x) d\mu(y)$$

$$+ \sum_{z \in \mathcal{D}_n} \frac{1}{\mathbb{P}(E^n(z))} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x-y|^b} d\mu(x) d\mu(y)$$

$$\leq \sum_{z \neq w \in \mathcal{D}_n} |z-w|^{-\alpha^2/2+\alpha_n(o(1))} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x-y|^b} d\mu(x) d\mu(y)$$

$$+ \sum_{z \in \mathcal{D}_n} \epsilon_n^{-\alpha^2/2+\alpha_n(o(1))} \int_{S_n(z)} \int_{S_n(z)} \frac{1}{|x-y|^b} d\nu_n(x) d\nu_n(y).$$

By (4.9), this is bounded above by an $n$-independent constant provided $b < d - \alpha^2/2$. It follows from the usual argument (see the proof of [HMP10, Lemma 3.4]) that for such a $b$, it holds with positive probability that we can find a weak subsequential limit $\nu$ of the measures $\nu_n$ such that $\nu$ is supported on $\mathcal{P}^\alpha$, $\nu(\mathcal{P}^\alpha) > 0$ and

$$\int_{\mathcal{P}^\alpha} \int_{\mathcal{P}^\alpha} \frac{1}{|x-y|^b} d\nu(x) d\nu(y) < \infty.$$

By [4.7] and [MP10, Theorem 4.27], it holds with positive probability that $\dim_H(A \cap T^\alpha_h) \geq b$. By Lemma 4.2, this probability is in fact equal to 1 for each $b < d - \alpha^2/2$. Therefore $\dim_H(A \cap T^\alpha_h) \geq d - \alpha^2/2$. 

\section{Proof of Theorem 1.1}

\subsection{Upper bound}

In this subsection we will prove the upper bound in Theorem 1.1.

\textit{Proof of Theorem 1.1 upper bound.} We start with some reductions. By the countably stability of Hausdorff dimension, we can assume without loss of generality that a.s. $X \subset B_R(0) \setminus B_{1/R}(0)$ for some deterministic $R > 0$. By Lemma 3.10, we can couple $h$ with a whole-plane GFF $\bar{h}$ normalized so that its circle average over $\partial D$ is 0 in such a way that the $\gamma$-quantum area measures $\mu_h$ and $\mu_{\bar{h}}$ are a.s. mutually absolutely continuous on $B_R(0) \setminus B_{1/R}(0)$, with Radon-Nikodym derivative bounded above and below by (random) positive constants.
In such a coupling, it holds that for each interval \( I \subset \mathbb{R} \) with \( \eta'(I) \subset B_R(0) \setminus B_{1/R}(0) \) that \( |I| \asymp \mu_h(\eta'(I)) \) with random but \( I \)-independent implicit constants. In particular, \( \dim \mathcal{H}(\eta')^{-1}(X) \) is unchanged if we parameterize \( \eta' \) by \( \mu_h \) instead of \( \mu_k \). Hence we can assume that \( h \) is a whole-plane GFF normalized so that its circle average over \( \partial \mathbb{D} \) is 0, instead of the circle average embedding of a \( \gamma \)-quantum cone. We make this assumption throughout the remainder of the proof.

Let \( \alpha \in (0, 2) \) and \( r \in (0, 1/2) \). By [MS16d, Proposition 3.2] the law of the restriction of \( h \) to \( B_R(0) \) is absolutely continuous with respect to the law of the corresponding restriction of a zero-boundary GFF \( h^0 \) on \( B_{2R}(0) \), minus a random constant \( C \) equal to the circle average of \( h^0 \) over \( \partial \mathbb{D} \). Since the set \( X \) is independent from \( h + C \), it follows from Theorem 4.1 and Lemma 4.3 that we can find a random set \( X^{\alpha,r} \subset X \) and a random \( \tau > 0 \) such that a.s.

\[
\dim \mathcal{H} X^{\alpha,r} \geq \dim \mathcal{H} X - \frac{\alpha^2}{2} - \tau
\]  

and a.s.

\[
h_\epsilon(z) + C \geq (\alpha - \tau) \log \epsilon^{-1}, \quad \forall \epsilon \in (0, \tau] \quad \forall z \in X^{\alpha,r}.
\]

By decreasing \( \tau \) we can arrange that in fact

\[
h_\epsilon(z) \geq (\alpha - \tau) \log \epsilon^{-1}, \quad \forall \epsilon \in (0, \bar{\tau}] \quad \forall z \in X^{\alpha,r}.
\]

Now let \( \tilde{X} \subset \mathbb{R} \) be as in the theorem statement for our given choice of \( X \). We will prove an upper bound for \( \dim \mathcal{H}(X^{\alpha,r}) \) in terms of \( \dim \mathcal{H}(\tilde{X}) \). Let

\[
\tilde{X}^{\alpha,r} := (\eta')^{-1}(X^{\alpha,r}) \cap \tilde{X}.
\]

For \( \epsilon > 0 \), let \( \mathcal{E}_\epsilon = \mathcal{E}_\epsilon(R, r) \) and \( \mathcal{G}_\epsilon = \mathcal{G}_\epsilon(R, r) \) be defined as in Propositions 3.4 and 3.16, respectively. Also let

\[
\mathcal{S}_\epsilon := \left\{ \sup_{z \in B_{\epsilon R}(0)} h_1(z) \leq \sqrt{\log \epsilon^{-1}} \right\}.
\]

Note that \( P(\mathcal{E}_\epsilon \cap \mathcal{G}_\epsilon \cap \mathcal{S}_\epsilon) \to 1 \) as \( \epsilon \to 0 \).

By the definition of Hausdorff dimension, for each \( \zeta > 0 \), we can find a countable collection \( \mathcal{I}_\zeta \) of intervals of length at most \( \zeta \), each of which contains a point of \( \tilde{X}^{\alpha,r} \), such that

\[
\tilde{X}^{\alpha,r} \subset \bigcup_{I \in \mathcal{I}_\zeta} I \quad \text{and} \quad \sum_{I \in \mathcal{I}_\zeta} \text{diam}(I)^{\dim \mathcal{H}(\tilde{X}) + \tau} \leq \zeta.
\]

We claim that on \( \mathcal{E}_\epsilon \cap \mathcal{G}_\epsilon \cap \mathcal{S}_\epsilon \), there a.s. exists a random \( \zeta_0 > 0 \) such that for each \( \zeta \in (0, \zeta_0] \) and each choice of \( \tilde{X} \subset \mathbb{R} \) and cover \( \mathcal{I}_\zeta \) as above that

\[
\text{diam} \eta'(I) \leq \text{diam}(I)^{2 + \gamma^2/2 - \gamma \alpha} \cdot (1 + o_r(1)) \quad \forall I \in \mathcal{I}_\zeta,
\]

with the \( o_r(1) \) deterministic and independent of \( I \). Indeed, let \( \tau \) be as in (5.2) and set \( \zeta_0 = \tau \cap \epsilon^3 \). Suppose \( \mathcal{E}_\epsilon \cap \mathcal{G}_\epsilon \cap \mathcal{S}_\epsilon \) occurs, \( \zeta \in (0, \zeta_0] \), \( \tilde{X} \) and \( \mathcal{I}_\zeta \) are as above, and \( I \in \mathcal{I}_\zeta \). Let \( \delta_I := \text{diam} \eta'(I) \cap \epsilon^2 \). By definition of \( \mathcal{E}_\epsilon \), we can find \( z \in X^{\alpha,r} \) and \( w \in \eta'(I) \cap B_{\delta_I}(z) \) such that \( B_{\delta_I}(w) \subset \eta'(I) \). By definition of \( \mathcal{G}_\epsilon \), we have

\[
\mu_h(\eta'(I)) \geq \delta_I^{2 + \gamma^2/2 + o_r(1)} e^{\gamma h_\delta_I(z)}.
\]

Since \( z \in X^{\alpha,r} \), (5.2) and (5.4) imply that if \( \zeta \leq \zeta_0 \), then \( e^{\gamma h_\delta_I(z)} \geq \delta_I^{-\gamma \alpha + \gamma \delta} \). Hence for such a \( \zeta \), we have

\[
\mu_h(\eta'(I)) \geq \delta_I^{2 + \gamma^2/2 - \gamma \alpha + o_r(1)}.
\]

Since \( \eta' \) is parameterized by quantum mass, we infer that

\[
\text{diam}(I) \geq \delta_I^{2 + \gamma^2/2 - \gamma \alpha + o_r(1)}.
\]
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Since \( \text{diam}(I) \leq \zeta^{1/2} \), this implies (5.4).

By (5.3), \( \{\eta^I : I \in \mathcal{I}_\zeta\} \) is a cover of \( X^{a,r} \). Moreover, if we are given \( r' > 0 \) and we choose \( r > 0 \) sufficiently small, depending only on \( r' \), then for \( \zeta \in (0, \zeta_0) \) we have by (5.3) and (5.4) that

\[
\sum_{I \in \mathcal{I}_\zeta} (\text{diam}\eta^I(I))^{(\dim_{\mathcal{H}}(\tilde{X}) + r')} \left( 2 + \frac{\gamma^2}{2} - \gamma \alpha \right) \leq \zeta.
\]

Hence for such a choice of \( r \), whenever \( \mathcal{E}_e \cap G_e \cap \mathcal{S}_e \) occurs it holds for every choice of \( \tilde{X} \) as in the theorem statement that

\[
\dim_{\mathcal{H}}(X^{a,r}) \leq \left( \dim_{\mathcal{H}}(\tilde{X}) + r' \right) \left( 2 + \frac{\gamma^2}{2} - \gamma \alpha \right)
\]

By letting \( \epsilon \to 0 \) we infer that this relation holds a.s. for every choice of \( \tilde{X} \) simultaneously. By (5.1), it is a.s. the case that for each choice of \( \tilde{X} \) as in the theorem statement, we have

\[
\dim_{\mathcal{H}}(X) \leq \left( \dim_{\mathcal{H}}(\tilde{X}) + r' \right) \left( 2 + \frac{\gamma^2}{2} - \gamma \alpha \right) + \frac{\alpha^2}{2} + r.
\]

The right side is minimized when \( r = r' = 0 \) by taking \( \alpha = \gamma \dim_{\mathcal{H}}(\tilde{X}) \). Since \( r \) is arbitrary and \( r' \) can be made as small as we like by shrinking \( r \), this yields the upper bound in (1.4). \( \square \)

### 5.2 Lower bound

We will prove the lower bound in Theorem 1.1 by covering \( X \) with balls \( B \) of radius \( \epsilon_B \), such that \( \sum_B \epsilon_B^d \) is small for some \( d > \dim_{\mathcal{H}}(X) \). We obtain a cover of the time set \( \tilde{X} \) by considering the pre-images of these balls under \( \eta^I \). The length of the intervals covering \( \tilde{X} \) is estimated by considering the quantum mass of the balls in our cover via the circle average process, and by bounding the number of time intervals corresponding to each ball in the cover of \( X \). The proof also relies on Proposition 3.4, Lemma 3.11 and [RV14 Theorem 2.11].

**Lemma 5.1.** For each \( R > 1 \), \( r \in (0, 1) \), \( z \in B_R(0) \), \( \bar{c} > 0 \), and \( \epsilon > 0 \), the ball \( B_{z-r}(z) \) can be written as a union of sets of the form \( \eta^I(I) \) which intersect only along their boundaries, where \( I \) is an interval that is not contained in any larger interval \( I' \) satisfying \( \eta^I(I') \subset B_{z-r}(z) \). On the event \( \mathcal{E}_z \subset \mathcal{E}_z \cap \mathcal{S}_e \cap \mathcal{G}_e \), the number of such sets that intersect \( B_z(z) \), is bounded above by \( \epsilon^{-3r} \) for all sufficiently small \( \epsilon \), i.e., for \( \epsilon < \epsilon(R, \bar{c}) \).

**Proof.** On \( \mathcal{E}_z \subset \mathcal{E}_z \), every time interval \( I \) of the form above with \( \eta^I(I) \cap B_z(z) \neq \emptyset \) and \( \epsilon > 0 \) sufficiently small satisfies \( \text{Area}(\eta^I(I)) \geq (e^{1-r} - \epsilon)^{\frac{1}{1-r}} = e^{2+\alpha(1)} \). Since \( \eta^I(I) \subset B_{z-r}(z) \) and \( B_{z-r}(z) \) has area \( e^{2-2r} = e^{2+\alpha(1)} \), the lemma follows. The exact exponent \(-3r\) is obtained by dividing the area of \( B_{z-r}(z) \), by the bound for the area of \( \eta^I(I) \). \( \square \)

**Lemma 5.2.** Let \( h \) be a whole-plane GFF normalized such that \( h_1(0) = 0 \), and let \( R > 0 \) and \( z \in B_R(0) \). For \( 0 \leq \beta < \frac{1}{2} \) and \( \epsilon \in (0, 1) \), we have

\[
\mathbb{E}[\mu_h(B_z(z))]^{\beta} \leq \epsilon^{f(\beta) + \alpha(1)},
\]

where \( f(\beta) = (2 + \frac{\gamma^2}{2})\beta - \frac{\gamma^2}{2} \beta^2 \) and the \( \alpha(1) \) depends on \( \alpha \), \( \beta \), and \( R \), but not on \( z \).

**Proof.** Defining \( \phi_z(w) = \epsilon w + z \) we have \( h \circ \phi_z = \hat{h} + h \), for \( \hat{h} \) a zero-boundary GFF in \( B_2(0) \) and \( h \) harmonic in \( B_2(0) \) and independent of \( \hat{h} \). As explained after (3.13) the average of \( h \) around \( \partial B_2(0) \) is equal to the circle average \( h_{2r}(z) \). By the coordinate change formula for quantum surfaces we have

\[
\mathbb{E}(\mu_h(B_z(z))^{\beta}) = \epsilon^{(2+\gamma^2/2)\beta} \mathbb{E}(\mu_{\hat{h}+h}(B_1(0))^{\beta})
\leq \epsilon^{(2+\gamma^2/2)\beta} \mathbb{E}(\epsilon^{\gamma h_{2r}(z)} \times \mu_{\hat{h}}(B_1(0))^{\beta} \times \sup_{w \in B_1(0)} e^{\gamma h_{2r}(w) - h_{2r}(z))}.
\]
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Let $r > 0$, and define the event $A_{r,\epsilon}$ by
\[ A_{r,\epsilon} = \{ \sup_{w \in B_{1}(0)} e^{\gamma(b(w)-h_{2\epsilon}(z))} > \epsilon^{-r} \} \]
By Lemma 3.11, we have $P(A_{r,\epsilon}) = o_{\epsilon}^{\infty}(\epsilon)$. Since $h_{2\epsilon}(z)$ is Gaussian with variance at most $(1 + o_{\epsilon}(1)) \log \epsilon^{-1}$, for each $\beta > 0$ we have
\[ \mathbb{E}(\epsilon^{\beta h_{2\epsilon}(z)}) = \epsilon^{-\frac{1}{2} \beta^{2} + o_{\epsilon}(1)}. \] (5.5)
By Theorem 2.11, $\mu_{h}(B_{1}(0))$ has finite moments of all orders $< 4/\gamma^{2}$. Choose $p_{j} > 1$, $j = 1, 2, 3, 4$, such that $\beta p_{2} < \frac{4}{\gamma}$ and $\sum_{j=1}^{4} h^{-1}_{j} = 1$. By H"{o}lder's inequality,
\[
\mathbb{E}\left( e^{\gamma \beta h_{2\epsilon}(z)} \times \mu_{h}(B_{1}(0))^{\beta} \times \sup_{w \in B_{1}(0)} e^{\gamma (b(w)-h_{2\epsilon}(z))} 1_{A_{r,\epsilon}} \right)
\leq \mathbb{E}\left( e^{\gamma \beta p_{1} h_{2\epsilon}(z)} \right)^{p_{1}^{-1}} \times \mathbb{E}\left( \mu_{h}(B_{1}(0))^{\beta p_{2}} \right)^{p_{2}^{-1}} \times \mathbb{E}\left( \sup_{w \in B_{1}} e^{\gamma \beta p_{3} (b(w)-h_{2\epsilon}(z))} \right)^{p_{3}^{-1}} \times P(A_{r,\epsilon})^{p_{4}^{-1}}
\leq \epsilon^{-\frac{1}{2} \gamma^{2} \beta^{2} p_{1} + o_{\epsilon}(1)} P(A_{r,\epsilon})^{p_{4}^{-1}}
= o_{\epsilon}^{\infty}(\epsilon),
\]
which implies
\[ \mathbb{E}(\mu_{h}(B_{\epsilon}(z))^{\beta}) \leq \epsilon^{(2+\gamma^{2}/2-r)\beta} \mathbb{E}(e^{\gamma \beta h_{2\epsilon}(z)} \mu_{h}(B_{1}(0))^{\beta}) + o_{\epsilon}^{\infty}(\epsilon) = \epsilon^{(2+\gamma^{2}/2-r)\beta - \frac{1}{2} \gamma^{2} \beta^{2} + o_{\epsilon}(1)} \]
by independence of $h$ and $h_{2\epsilon}$.

We are now ready to prove the lower bound of our main theorem:

Proof of Theorem 1.1 lower bound. As in the proof of the upper bound in Section 5.1, we can assume without loss of generality that $X \subset B_{R}(0) \setminus B_{1/r}(0)$ for some fixed $R > 0$ and we can replace $h$ with a whole-plane GFF normalized so that its circle average over $\partial \mathbb{D}$ is 0.

If $\dim_{H}(X) = 2$ the lower bound clearly holds, so we assume $\dim_{H}(X) < 2$. Let $\beta_{0} \in (0, \frac{4}{\gamma})$ be the (random) solution of $\dim_{H}(X) = f(\beta_{0})$, and let $\beta_{0} \in (\beta_{0}, \frac{4}{\gamma})$. Then choose some $d \in (\dim_{H}(X), f(\beta_{0}))$, and some $r > 0$ satisfying
\[ d < -3r + (1 - r)f(\beta). \] (5.6)
Then choose a sequence $\{\delta_{n}\}_{n \in \mathbb{N}}$, such that $\delta_{n} \in (0, 1)$ for each $n$ and $\sum_{n=1}^{\infty} \delta_{n} r < \infty$. Since $d > \dim_{H}(X)$, we can find, for each $n \in \mathbb{N}$, a random collection of balls $B_{n}$, measurable with respect to $\sigma(X)$ and covering $X$, such that
\[ \sum_{B \in B_{n}} \epsilon_{B}^{d} < \delta_{n}, \]
where $\epsilon_{B}$ denotes the radius of $B$. For any $B \in B_{n}$, let $I(B)$ denote the set of intervals $I$ as defined in Lemma 5.1 such that $y(I)$ intersects $B$, and let $B'$ be the ball of radius $\epsilon_{B}^{1-r}$ centered at the same point as $B$. Let $\epsilon > 0$, and assume without loss of generality that $\epsilon_{B} < \epsilon(r, \epsilon)$ for all $B \in B_{n}$ and $n \in \mathbb{N}$ as defined in Lemma 5.1. Define the random variable $Z_{n}$ by
\[ Z_{n} = 1_{\xi_{1} \sim -r} \sum_{B \in B_{n}} \sum_{I \in I(B)} |I|^d, \]
where $\xi_{1} \sim -r$ is the event of Proposition 3.4. By using $\sum_{I \in I(B)} |I| \leq \mu(B')$ and $|I(B)| < \epsilon_{B}^{-3r}$, we have
\[ Z_{n} \leq 1_{\xi_{1} \sim -r} \sum_{B \in B_{n}} \epsilon_{B}^{3r} \mu(B')^d. \]
It follows from Lemma 5.2 and (5.6) that for all sufficiently large $n$,
\[ \mathbb{E}(Z_{n} | X) \leq \sum_{B \in B_{n}} \epsilon_{B}^{-3r + (1-r)f(\beta) + o_{\epsilon}(1)} \leq \sum_{B \in B_{n}} \epsilon_{B}^{d} < \delta_{n}. \]
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we say that \( t \in \eta \) while we did include vector \( \text{be represented by an} (m \text{vectors satisfying (I), and for which} \text{chosen to include } t \in \mathbb{R} \text{ for } \gamma \text{-tuple points of space-filling SLE}_\kappa \text{for all relevant } \gamma \text{-quantum cone (C, h, 0, } \infty). \text{Let } Z = (L, R) \text{ denote the associated quantum boundary length processes, and recall that } Z \text{ is a two-dimensional Brownian motion with covariance given by } \left. \begin{array}{l}
abla \nabla = \nu \text{ and inf } \{ s > t : \inf_{s' \in [t, s]} R_{s' < R_t} \text{ and } \inf_{s' \in [s, t]} L_{s' < L_t} \}, \\
u(t) = \inf \{ s > t : R_{s \leq t} < R_t, L_{s \leq t} < L_t \}, \\
u^R(t) = \sup \{ s < t : \inf_{s' \in [s, t]} R_{s' < R_t}, \inf_{s' \in [s', t]} L_{s' < L_t} \}. 
\end{array} \right. 
\] . An \( m \)-tuple cone time is a generalization of a cone time (see Figure 6).

**Definition 6.1.** Let \( m \geq 3 \) and \( t \in \mathbb{R}^{m-1}, \xi = (t_0, \ldots, t_m-2) \). Then \( \xi \) is an \((m - 2)\)-tuple cone vector of type (I) (resp. (II)) if there exists a \( t_{m-1} > t_0 \) such that the following properties are satisfied for any \( j \in \{1, \ldots, m - 2\} \). For \( j \) even (resp. odd) \( t_j \) is a cone time of \( Z \), and we have either \( t_{j+1} = v(t_j) \) and \( t_{j-1} = u(t_j) \), or \( t_{j+1} = u(t_j) \) and \( t_{j-1} = v(t_j) \). For \( j \) odd (resp. even) \( t_j \) is a cone time of the time-reversal of \( Z \), and we have either \( t_{j+1} = v^R(t_j) \) and \( t_{j-1} = u^R(t_j) \), or \( t_{j+1} = u^R(t_j) \) and \( t_{j-1} = v^R(t_j) \).

Let \( \mathcal{T}(m) \subseteq \mathbb{R}^{m-1} \) denote the set of \((m - 2)\)-tuple cone vectors, and let \( \mathcal{T}(m) \subseteq \mathcal{F}(m) \) denote the set of cone vectors satisfying (I), and for which \( t_0 \) is running infimum of \( L \).

We say that \( t \in \mathbb{R} \) is an \((m - 2)\)-tuple cone time if \( t = t_1 \) for some \((m - 2)\)-tuple cone vector \( \xi \). Let \( \mathcal{F}(m) \subseteq \mathbb{R} \) denote the set of \((m - 2)\)-tuple cone times, and let \( \mathcal{F}(m) \subseteq \mathcal{F}(m) \) denote the set of cone times corresponding to elements of \( \mathcal{T}(m) \).

**Remark 6.2.** Note that \( \eta'(t_j) = \eta'(t_0) \) for all \( j \in \{1, \ldots, m - 1\} \). Also note that, for \( t \in \mathcal{T}(m) \), we have \( t_{2j-2}, t_{2j} < t_{2j-1}, L_{2j-2} = L_{2j-1} \text{ and } R_{2j-1} = R_{2j} \) for all relevant \( j \). Furthermore, note that we have chosen to let an \((m - 2)\)-tuple cone vector be represented by an \((m - 1)\)-dimensional vector, i.e., in the definition of cone vectors above we have chosen to include \( t_0 \) in the vector in addition to the \((m - 2)\) cone times, while we have not included \( t_{m-1} \). We chose not to include \( t_{m-1} \) in order to simplify the calculation of some probabilities in Sections 6.1 and 6.2 while we did include \( t_0 \) since it will be needed for one of our regularity conditions in Section 6.2. By symmetry \( \mathcal{T}(m) \text{ (resp. } \mathcal{F}(m)\text{) and } \mathcal{T}(m) \text{ (resp. } \mathcal{F}(m)\text{) have the same Hausdorff dimension almost surely.} \)
Figure 6: Points of multiplicity $m$ can be illustrated as a rectangular path of $m$ vertical line segments and $m - 1$ horizontal line segments in the peanosphere construction of [DMS14], see the three top figures for some examples with $m = 4$ and $m = 7$. Each horizontal line segment intersects $L$ (or $C - R$) at its end points, and $L$ (or $C - R$) is above (or below) the line segment between the intersection times, implying that $L$ (or $R$) has a local running infimum where the line segment ends, and that its time-reversal has a local running infimum where the line segment starts. The local running infima correspond to a sequence of $\frac{\pi}{2}$-cone times of the planar Brownian motion $(L, R)$, see the bottom figures. The $(m - 2)$ times corresponding to $\frac{\pi}{2}$-cone times are marked with red dots, while the times $t_0$ and $t_{m-1}$, which are running infima of $L$ or $R$, and correspond to the same spatial point of $\eta'$, are marked with blue dots.

We now state the main results of this section.

**Theorem 6.3.** Let $\kappa' \in (4, 8)$. Let $m \in [3, (2\kappa' - 4)/(\kappa' - 4)] \cap \mathbb{N}$. Then a.s.

$$\dim_H \bar{T}(m) = \dim_H \bar{\Sigma}(m) = \frac{1}{2} - (m - 2) \left( \frac{\kappa'}{8} - \frac{1}{2} \right).$$

If $m > (2\kappa' - 4)/(\kappa' - 4)$, $\bar{T}(m)$ and $\bar{\Sigma}(m)$ are empty a.s.

Throughout this section, we let

$$\theta = \frac{4\pi}{\kappa'}$$

be as in [1.3].

**Remark 6.4.** By a linear transformation it follows that (6.1) also gives the dimension of the set of $(m - 2)$-tuple $\theta$-cone times of standard planar Brownian motion.
Theorem 6.3 and Theorem 1.1 imply:

**Corollary 6.5.** Let \( \kappa' \in (4, 8) \) and \( m \in [3, (2\kappa' - 4)/(\kappa' - 4)] \cap \mathbb{N} \). The Hausdorff dimension of \( m \)-tuple points of space-filling SLE\( \kappa' \) is a.s. equal to

\[
\frac{(4m - 4 - \kappa'(m - 2))(12 + (\kappa' - 4)m)}{8\kappa'}
\]

If \( m > (2\kappa' - 4)/(\kappa' - 4) \), the set of \( m \)-tuple points is a.s. empty.

**Proof.** The corollary follows from Theorem 1.1 if we can show that, excluding the countable number of triple points corresponding to local minima of \( L \) or \( R \), there is a bijection between \( m \)-tuple points and \((m - 2)\)-tuple cone vectors. It follows directly from the peanosphere construction of \cite{DMS14} that any \((m - 2)\)-tuple cone time gives us an \( m \)-tuple point.

Conversely, note that an \( m \)-tuple point of \( \eta' \) not corresponding to an element of \( \mathcal{T}(m) \), would correspond to either (a) a vector \( \xi \in \mathbb{R}^{m-1} \) for which at least one of the elements \( t \in \mathbb{R} \) is a local minimum of \( L \) or \( R \), or (b) a vector \( \xi \in \mathbb{R}^{m-1} \) for which at least one of the elements \( t \in \mathbb{R} \) is a running infimum of \( L \) and a running infimum of the time-reversal of \( R \), or vice-versa. The set of vectors satisfying (a) is empty (except in the case \( m = 3 \), when it is countable), since the set of local minima is countable, and the set of vectors satisfying (b) is empty by \cite{Shi88} Theorem 1. \( \square \)

For \( \delta \in (0, m^{-1}) \), let

\[ T(\delta, m) = \{ \xi \in T(m) : |t_i - t_j| > \delta, t_j \in (0, 1), \forall i, j \in \{0, \ldots, m - 2\} \}. \]

By the self-similarity of Brownian motion and the stability of Hausdorff dimension under countable unions, it is sufficient to calculate the dimension of \( T(\delta, m) \) for fixed \( \delta \). For \( n \in \mathbb{N} \), define \( \epsilon_n = (n!)^{-6} \). Let \( k \in \mathbb{N} \) be the smallest integer such that \( \epsilon_k < \delta \). For \( m \geq 3 \), \( \delta \in (0, m^{-1}) \), and \( n \in \mathbb{N} \), define \( D = D_{\delta,m} \) and \( D_n = D_{\delta,m,n} \) by

\[
D = \{ \xi = (t_0, \ldots, t_{m-2}) \in (0, 1)^{m-1} : t_{2j-1} < t_{2j-1}, |t_i - t_j| > \delta, \forall i, j \in \{0, \ldots, m-2\} \},
\]

\[
D_n = D \cap (\epsilon_n \mathbb{Z}).
\]

We will consider \( \delta, k, m, \kappa' \) as fixed throughout the rest of the section, and all implicit constants and decay rates might depend on these constants.

### 6.1 Upper bound

The upper bound is based on an estimate for the probability that an \((m - 1)\)-dimensional vector is a so-called approximate cone vector, where approximate cone vectors are defined such that appropriately defined neighborhoods around each vector cover all actual cone vectors. The probability for a vector to be an approximate cone vector is calculated by considering two (approximately independent) types of events: one type of event concerning the local behavior of \((L, R)\) near the approximate cone times, and one type of event concerning the behavior of \((L, R)\) in the time interval between the cone times.

Let \( C > 1 \) and \( 0 < r \ll 1 \). For \( j \in \{0, \ldots, m - 2\} \), \( n \in \mathbb{N} \) and \( \xi \in D_n \), let

\[
A_{n,j,C,r}(\xi) = \begin{cases} L_{t_{j+s}} \geq L_{t_j} - C\epsilon_n^{1-r}, & R_{t_{j+s}} \geq R_{t_j} - C\epsilon_n^{1-r}, \forall s \in (0, \epsilon_{k+m+1}) & \text{if } j > 0 \text{ even,} \\
L_{t_{j-s}} \leq L_{t_j} - C\epsilon_n^{1-r}, & R_{t_{j-s}} \geq R_{t_j} - C\epsilon_n^{1-r}, \forall s \in (0, \epsilon_{k+m+1}) & \text{if } j \text{ odd,} \\
L_{t_{j+s}} \geq L_{t_j} - C\epsilon_n^{1-r}, \forall s \in (0, \epsilon_{k+m+1}) & \text{if } j = 0. 
\end{cases}
\]

For \( j \in \{1, 2, \ldots, [(m - 1)/2]\} \), \( n \in \mathbb{N} \) and \( \xi \in D_n \), let \( B_{n,j,C,r}(\xi) \) be the event that

- \(|X_{t_{2j-1}} - X_t^*| \leq C\epsilon_n^{1-r} \) and \( \inf_{s \in [t^*, t_{2j-1}]} X_s \geq X_{t_{2j-1}} - C\epsilon_n^{1-r} \) for each \((X, t^*) \in \{(L, t_{2j-2}), (R, t_{2j})\} \)

if \( 2j + 1 < m \); or
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\[ |L_{t_{2j-1}} - L_{t_{2j-2}}| \leq C\epsilon_n^{\frac{1}{2}-r} \text{ and } \inf_{s \in [t_{2j-2}, t_{2j-1}]} L_s \geq L_{t_{2j-1}} - C\epsilon_n^{\frac{1}{2}-r} \text{ if } 2j + 1 = m. \]

Recall that \( t_{2j-2}, t_{2j} < t_{2j-1} \) for all \( j \in \{1, 2, \ldots, [(m - 1)/2]\} \), hence the intervals considered above are well-defined.

Define
\[
E_n(\xi) = \left( \bigcap_{j=0}^{m-2} A_{n,j,C,r}(\xi) \right) \cap \left( \bigcap_{j=1}^{[(m-1)/2]} B_{n,j,C,r}(\xi) \right).
\]

For \( \xi \in D_n \) we say that \( \xi \) is an \( n \)-approximate \((m - 2)\)-tuple cone vector if the event \( E_n(\xi) \) occurs.

The event \( A_{n,j,C,r}(\xi) \) occurs when there is an approximate cone time for \( Z \) or the time-reversal of \( Z \) at time \( t_j \). The events \( B_{n,j,C,r}(\xi) \) ensure that the \( L \) or \( R \) coordinate of two pairs of approximate cone times \( t_{2j-1}, t_{2j-2} \) and \( t_{2j-1}, t_{2j} \) are approximately identical.

We will need the following two lemmas both for the proof of the upper bound and for the proof of the lower bound of Theorem 6.3. The first lemma is [Shi85, equation (4.3)].

Lemma 6.6. Let \( L, R \) be correlated Brownian motions satisfying (1.3). For any \( t \in \mathbb{R} \) and \( \epsilon > 0 \),
\[
\mathbb{P}(X_s \geq X_t - \epsilon \frac{t}{s}, \forall s \in [t, t+1], X = L, R) \approx \epsilon^{\frac{1}{m}},
\]
with the implicit constant depending only on \( \theta \).

Our second lemma will be used to estimate the conditional probabilities of the events \( B_{n,j,C,r}(\xi) \) given the other events we are interested in. We condition on \((L, R)\) restricted to intervals near each time \( t_i \), and the event \( H_n(M) \) is introduced to ensure that the path of \((L, R)\) restricted to these intervals is not too irregular, and that \((L, R)\) does not violate the conditions of the event \( B_{n,j,C,r}(\xi) \) in these intervals.

Lemma 6.7. Let \( s \leq \epsilon_{k+1} \). For \( j \in \{1, 2, \ldots, [(m - 1)/2]\} \) let \( F_j \) be the \( \sigma \)-algebra generated by

1. \((L_t, R_t)\) for \( t \in (0, t_{2j-1} - 2s)\),
2. \((L_t, R_t) - (L_{t_i}, R_{t_i})\) for \( i \neq 2j - 1 \) and \( t \in (t_i - \epsilon_{k+1}, t_i + \epsilon_{k+1})\), and
3. \((L_t, R_t) - (L_{t_{2j-1}}, R_{t_{2j-1}})\) for \( t \in (t_{2j-1} - s, t_{2j-1} + \epsilon_{k+1})\).

Let \( \{H_n\}_{n \in \mathbb{N}} \) be a sequence of events measurable with respect to \( F_j \). For \( M > 0 \) and \( n \in \mathbb{N} \) let \( \bar{H}_n(M) \) be the event that the following is true.

- \( M\epsilon_n^{\frac{1}{2}} > X_{t_{2j-1} - s} - X_{t_{2j-1}} > M^{-1}s^\frac{1}{2} \) and \( M\epsilon_n^{\frac{1}{2}} > X_{t_{2j-1} - 2s} - X_{t^*} > M^{-1}s^\frac{1}{2} \) for each \((X, t^*) \in \{(L, t_{2j-2}), (R, t_{2j})\}\); and
- \( \inf_{t' \in [t_{2j-1} - s, t_{2j-1}]} X_{t'} \geq X_{t_{2j-1}} - C\epsilon_n^\frac{1}{2} - r \) and \( \inf_{t' \in [t^*, t_{2j-1} - 2s]} L_{t'} \geq L_{t^*} - C\epsilon_n^\frac{1}{2} - r \) for each \((X, t^*) \in \{(L, t_{2j-2}), (R, t_{2j})\}\).

Assume there is a constant \( M > 0 \) independent of \( n \) and \( \xi \) such that the conditional probability of \( \bar{H}_n(M) \) given \( H_n \) is at least \( M^{-1} \) for all \( n \in \mathbb{N} \) and \( \xi \in D_n \). Then
\[
\mathbb{P}(B_{n,j,C,r}(\xi) \mid H_n) \approx \begin{cases} \epsilon_n^{1-2r} \epsilon_{l+1}^{1+o_n(1)} & \text{for } 2j + 1 < m, \\ \epsilon_n^{1-r} \epsilon_{l+1}^{1+o_n(1)} & \text{for } 2j + 1 = m, \end{cases}
\]
with the implicit constants depending only on \( \delta, C, m, \theta, s \) and \( M \).

If \( s = \epsilon_l \) for \( l \in \{k + 1, \ldots, n - 1\} \), and \( M \) can be chosen independently of \( l, n \) and \( \xi \), then
\[
\mathbb{P}(B_{n,j,C,r}(\xi) \mid H_n) \approx \begin{cases} \epsilon_n^{1-2r} \epsilon_l^{1+o_n(1)} & \text{for } 2j + 1 < m, \\ \epsilon_n^{1-r} \epsilon_l^{1+o_n(1)} & \text{for } 2j + 1 = m, \end{cases}
\]
with the implicit constant depending only on \( \delta, C, m, \theta \) and \( M \).
Proof. First we will prove (6.2). Let \( 2j + 1 < m \). In order for \( B_{n,j,C,r}(t) \) to occur, we must have

\[
| (X_{t_{2j-1}} - X_{t_{2j-1-s}}) + (X_{t_{2j-1-s}} - X_{t_{2j-1-2s}}) + (X_{t_{2j-1-2s}} - X_{t_i}) | \leq C \epsilon_n^{1-r}
\]

\[
\forall (X,t^*) \in \{ (L_1,t_{2j-2}),(R,t_{2j}) \} \tag{6.4}
\]

and

\[
\inf_{s \in [t^*,t_{2j-1}]} X_s \geq X_{t_{2j-1}} - C \epsilon_n^{\frac{1}{2}-r}, \quad \forall (X,t^*) \in \{ (L_1,t_{2j-2}),(R,t_{2j}) \} \tag{6.5}
\]

The first and third terms in the left-hand side of (6.4) is measurable with respect to \( F_j \), while the second term is independent of \( F_j \). The second term is a normally distributed random variable with variance of order \( s \). The probability of (6.4) conditioned on \( F_j \) is therefore equal to the probability that two jointly Gaussian random variables with variance of order \( s \) take values in two given intervals of length \( 2C \epsilon_n^{\frac{1}{2}-r} \). If \( 2j + 1 = m \), the same result holds, only with one Gaussian random variable, instead of two Gaussian random variables. By the upper bounds in the first event defining \( H_n(M) \) the estimate (6.2) follows with (6.4) instead of \( B_{n,j,C,r}(t) \) on the left-hand side.

To complete the proof of (6.2) we need to show that (6.5) happens with uniformly positive probability conditioned on \( H_n \) and (6.4). This follows by using that \( L_{t_{2j-1-s}} - L_{t_{2j-1}}, L_{t_{2j-1-2s}} - L_{t_{2j-2}} \), and the corresponding quantities for \( R \) have a macroscopic magnitude on the event \( H_n(M) \). The estimate (6.3) follows by small modifications of the argument above using Brownian scaling. We only consider the case \( 2j + 1 < m \), since the case \( 2j + 1 = m \) is similar. Again we need two jointly Gaussian random variables of variance \( s \) to take values in bounded intervals of length \( 2C \epsilon_n^{\frac{1}{2}-r} \), and the upper bounds in the first event defining \( H_n(M) \) imply that this probability is of order \( \epsilon_n^{1-2r} \epsilon_n^{-1} \). The event \( H_n(M) \) also ensures that (6.5) occurs with uniformly positive probability conditioned on \( H_n \) and (6.4).

The following lemma implies the upper bound of Theorem 6.3.

**Lemma 6.8.** For any \( n \in \mathbb{N} \) and \( \ell \in D_n \),

\[
P(E_n(\ell)) \leq \epsilon_n^{\frac{1}{2}+(m-2)(\frac{m}{2r} + \frac{1}{2})} \epsilon_n^{cr}
\]

where \( c > 0 \) is a constant depending only on \( \delta, C, m \) and \( \theta \).

**Proof.** Since \( |t_i-t_j| > \delta \) for any two \( i,j \in \{ 0, \ldots, m-2 \} \), the Markov property of Brownian motion implies that the events \( A_{n,i,C,r}(\ell) \) for \( j \in \{ 0, \ldots, m-2 \} \) are independent. By Lemma 6.6 we have \( P(A_{n,j,C,r}(\ell)) \approx \epsilon_n^{\frac{1}{2}(1-2r)} \) for \( j = 1, \ldots, m-2 \), and \( P(A_{n,0,C,r}(\ell)) \approx \epsilon_n^{\frac{1}{2}-r} \). The events \( B_{n,j,C,r}(\ell) \) are not independent of each other and of the events \( A_{n,i,C,r}(\ell) \) for \( i=0,\ldots,m-2 \), but as we will see in the remainder of the proof we have sufficient independence to obtain a good estimate for conditional probabilities.

Let \( j \in \{ 0, \ldots, \lfloor (m-1)/2 \rfloor \} \). Since \( t_{2j-2}, t_{2j} < t_{2j-1} \) by the definition of \( D \), the event

\[
\left( \bigcap_{i=0}^{m-2} A_{n,i,C,r}(\ell) \right) \cap \left( \bigcap_{i:t_{2i-1}<t_{2j-1}} B_{n,i,C,r}(\ell) \right) \tag{6.6}
\]

is measurable with respect to the \( \sigma \)-algebra \( F_j \) of Lemma 6.7 with \( s = \epsilon_k + m + 1 \). There is a constant \( M > 0 \) independent of \( \ell \) and \( n \) such that the event \( H_n(M) \) of Lemma 6.7 is satisfied with probability at least \( M^{-1} \) conditioned on the event (6.6). Therefore (6.2) of Lemma 6.7 implies

\[
P(B_{n,j,C,r}(\ell) \big | \left( \bigcap_{i=0}^{m-2} A_{n,i,C,r}(\ell) \right) \cap \left( \bigcap_{i:t_{2i-1}<t_{2j-1}} B_{n,i,C,r}(\ell) \right) ) \approx \begin{cases} \epsilon_n^{1-2r} & \text{for } 2j + 1 < m, \\ \epsilon_n^{\frac{1}{2}-r} & \text{for } 2j + 1 = m. \end{cases}
\]

The estimate of the lemma follows by the above estimates and the observation that

\[
P(E_n(\ell)) = \prod_{j=0}^{m-2} P(A_{n,j,C,r}(\ell)) \times \prod_{j=1}^{\lfloor (m-1)/2 \rfloor} P(B_{n,j,C,r}(\ell) \big | \left( \bigcap_{i=0}^{m-2} A_{n,i,C,r}(\ell) \right) \cap \left( \bigcap_{i:t_{2i-1}<t_{2j-1}} B_{n,i,C,r}(\ell) \right) )
\]

\[
 \times \epsilon_n^{\frac{1}{2}} \times \epsilon_n^{\frac{1}{2}} \times \epsilon_n^{1-2r} \times \epsilon_n^{cr}.
\]
We will now prove the lower bound of Theorem 6.3. The proof will be by standard methods, and relies on the estimate for the correlation of the two events that occur. Let \( \mathbb{P}_n \) denote the \((m-1)\)-dimensional cube of side length \( 2 \epsilon_n \), centered at \( t \), and note that \( D \subseteq \mathbb{P}_n \). The set of all \( \xi \in D_n \) such that \( E_n(\xi) \) occurs is denoted by \( D_n^* \). Let \( \mathcal{A}_{C,r} \) be the event that \((L, R) = (\frac{1}{2} - r)\)-Hölder continuous with Hölder norm at most \( C/2 \). Assume \( s \in T(\delta, m) \), and let \( \xi \in D_n \) be the element of \( D_n \) that minimizes \( ||s - \xi|| \), where \( ||\cdot|| \) denotes the \( L^\infty \) norm. If \( \mathcal{A}_{C,r} \) occurs, then \( \xi \) is an \( n \)-approximate \((m-2)\)-tuple cone vector. It follows that

\[
\mathbb{P}_n(\xi) \subseteq \bigcup_{\xi \in D_n^*} S_n(\xi). \tag{6.7}
\]

First assume \( m \leq \frac{2 \epsilon c^{-4}}{n^4} \), and let \( \rho > \frac{1}{2} - (m - 2)(\frac{\pi}{m^2} - \frac{1}{2}) \). By Lemma 6.8, for any \( \Phi > 0 \) and sufficiently small \( r \),

\[
E(\mathbb{P}_n(\xi)) \leq \sum_{\xi \in D_n^*} \mathbb{P}(E_n(\xi)) = \epsilon_n^{m-1} \times \epsilon_n^d \times \epsilon_n^{\frac{1}{2} + (m-2)(\frac{\pi}{m^2} - \frac{1}{2}) + cr} 
\]

as \( n \to \infty \). Chebyshev’s inequality and the Borel-Cantelli lemma together imply that a.s.

\[
\lim_{n \to \infty} \sum_{\xi \in D_n^*} \mathbb{P}(E_n(\xi)) = 0. \tag{6.8}
\]

By (6.7) the set \( \{S_n(\xi)\}_{\xi \in D_n^*} \) gives a cover for \( T(\delta, m) \) on the event \( \mathcal{A}_{C,r} \), hence \( \dim_H(T(\delta, m)) \leq d \) a.s. if \( \mathcal{A}_{C,r} \) occurs. Since \( \mathbb{P}(\mathcal{A}_{C,r}) \to 1 \) as \( C \to \infty \), we a.s. have \( \dim_H(T(\delta, m)) \leq d \).

By definition \( \mathbb{F}(m) = \text{Proj}(T(m)) \), where \( \text{Proj} : \mathbb{R}^{m-1} \to \mathbb{R} \) is the projection \( \xi \mapsto t_1 \). Since coordinate projection is Lipschitz continuous, \( \dim_H(\mathbb{F}(m)) \leq \dim_H(T(m)) \). Since \( \dim_H(T(m)) = \sup_{\delta \in [0,\delta(m-1)]} \dim_H(T(m, \delta)) \), we obtain the desired upper bound by letting \( d \to \frac{1}{2} - (m - 2)(\frac{\pi}{m^2} - \frac{1}{2}) \), and using that \( \dim_H(T(m)) = \dim_H(T(m)) \) and \( \dim_H(\mathbb{F}(m)) = \dim_H(\mathbb{F}(m)) \).

Now we will consider the case \( m > \frac{2 \epsilon c^{-4}}{n^4} \). Note that (6.8) still holds in this case, and that we can choose \( \Phi = 0 \). When \( \Phi = 0 \), the left hand side of (6.8) counts the number of elements in \( D_n^* \), and it follows that \( D_n^* \) is empty for all sufficiently large \( n \). By (6.7) we can conclude that \( T(\delta, m) \), hence \( T(m) \) and \( \mathbb{F}(m) \), are empty.

### 6.2 Lower bound

We will now prove the lower bound of Theorem 6.3. The proof will be by standard methods, and relies on an estimate for the correlation of the two events that \( \xi \) and \( s \) are approximate cone vectors, see Proposition 6.12. In order to obtain sufficient independence of these two events, we will work with a slightly modified definition of approximate cone vectors. Let \( \xi \in D_n \). For \( j \in \{0, 1, \ldots, m-2\} \) define the events

\[
A_{n,j}(\xi) = A_{n,j,1,0}(\xi), \quad B_{n,j}(\xi) = B_{n,j,1,0}(\xi),
\]

\[
F_j(\xi) = \begin{cases} 
\inf_{s \in [0,\epsilon_j]} (X_{j-1} - X_{j} - s) \in \epsilon_j^2 \langle -3 \log l, -l^{-3/2} \rangle, \forall l \geq k + 1, \forall (l, t) \in \{(L, t_{j-1}), (R, t_j)\}, \text{ j odd}, \\
\inf_{s \in [0,\epsilon_j]} (X_{j} - X_{j+1} + s) \in \epsilon_j^2 \langle -3 \log l, -l^{-3/2} \rangle, \forall l \geq k + 1, \forall (l, t) \in \{(L, t_{j+1}), (R, t_j)\}, \text{ j even}, \\
\end{cases}
\]

and for \( j \in \{1, 2, \ldots, \lfloor (m-1)/2 \rfloor \} \), define the event

\[
B_{n,j}^*(\xi) = \inf_{s \in [t_{j-1} - \epsilon_n, t_{j-1} - \epsilon_n^2]} X_s > X_{t_{j-1}} + 3 \epsilon_n^2, \forall (l, t) \in \{(L, t_{j-1}), (R, t_j)\}.
\]
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Also define the event $G(\xi)$ by
\[
G(\xi) = \left\{ R_{t_0+2\epsilon_k+2} < \inf_{t \in [t_0-\epsilon_k+2,t_0+\epsilon_k+2]} R_t - \epsilon_k^{\frac{1}{k+2}} \right\},
\]
and finally define the event $\tilde{E}_n(\xi)$ by
\[
\tilde{E}_n(\xi) = \left( \bigcap_{j=0}^{m-2} A_{n,j}(\xi) \right) \cap \left( \bigcap_{j=1}^{\lfloor (m-1)/2 \rfloor} B_{n,j}(\xi) \right) \cap \left( \bigcap_{j=1}^{\lfloor (m-1)/2 \rfloor} B^{*}_{n,j}(\xi) \right) \cap \left( \bigcap_{j=0}^{m-2} F_j(\xi) \right) \cap G(\xi).
\]

We say that $\xi \in D_n$ is a perfect $n$-approximate $(m-2)$-tuple cone vector if the event $\tilde{E}_n(\xi)$ occurs. Let $D^*_n, P$ denote the set of all $\xi \in D_n$ such that $\tilde{E}_n(\xi)$ occurs.

The set $T_P(\delta, m)$ of perfect $(m-2)$-tuple cone vectors, is defined by
\[
T_P(\delta, m) := \bigcap_{k \geq 1} \left( \bigcup_{n \geq k} \bigcup_{\xi \in D^*_n, P} S_n(\xi) \right).
\]

As we will see below, the events $B_{n,j}^*(\xi)$ imply that if $s \neq \xi$, both events $\tilde{E}_n(\xi)$ and $\tilde{E}_n(s)$ can only happen if we have $t_j < s_j$ for all even $j$ and $t_j > s_j$ for all odd $j$, or vice-versa. The events $F_j(\xi)$ will imply that both events $\tilde{E}_n(\xi)$ and $\tilde{E}_n(s)$ can only happen if all the elements of the vector $\xi - s$ are of approximately the same magnitude, and the regularity condition $G(\xi)$ will imply that both events $\tilde{E}_n(\xi)$ and $\tilde{E}_n(s)$ cannot happen if $|t_i - s_j|$ is very small for some $i \neq j$.

**Lemma 6.9.** The set of perfect $(m-2)$-tuple cone vectors is contained in the set of $(m-2)$-tuple cone vectors, i.e.,
\[
T_P(\delta, m) \subset T(\delta, m).
\]

**Proof.** Assume $\xi \notin T(\delta, m)$. Then at least one of the following conditions are satisfied: (i) there is a $j \in \{0, \ldots, m-1\}$ such that $t_j$ is not a cone time for $Z$ or for the time-reversal of $Z$, (ii) there is an even (resp. odd) $j \in \{1, \ldots, m-2\}$ such that $v(t_j) \neq t_{j+1}$ or $u(t_j) \neq t_{j+1}$ (resp. $v^R(t_j) \neq t_{j+1}$ or $u^R(t_j) \neq t_{j+1}$), or (iii) $t_0 \notin \{u(t_1), v(t_1)\}$. For each $n \in \mathbb{N}$ let $s_n \in D_n$ be a vector such that $\|t - s_n\|$ is minimized. In either case (i)-(iii) continuity of $L$ and $R$ imply that $\tilde{E}_n(s)$ cannot occur for sufficiently large $n$. Hence $\xi \notin T_P(\delta, m)$. \qed

The following lemma combined with Proposition 6.12 will imply the lower bound of Theorem 6.3

**Lemma 6.10.** For any $n \in \mathbb{N}$ and $\xi \in D_n$,
\[
\mathbb{P}(\tilde{E}_n(\xi)) \geq \epsilon_n^{\frac{1}{n} + (m-2)(\frac{1}{m} + \frac{1}{2})}
\]
with the implicit constants depending only on $\delta, m$ and $\theta$.

**Proof.** Let $N_1$ and $N_2$ be normal random variables with correlation $\cos(\theta)$ and variance $a$, with $a$ as in (1.3). For any $l \geq k + 1$ and $j \in \{2, \ldots, 2\lfloor(m-2)/2\rfloor\}$ even,
\[
\mathbb{P}\left( \inf_{s \in [0,\epsilon_l]} (R_{t_j} - R_{t_j - s}) \notin \epsilon_l^{\frac{1}{l}}(-3\log l, -l^{-\frac{3}{2}}) \right) \quad \text{or} \quad \mathbb{P}\left( \inf_{s \in [0,\epsilon_l]} (L_{t_j} - L_{t_j - s}) \notin \epsilon_l^{\frac{1}{l}}(-3\log l, -l^{-\frac{3}{2}}) \right) \\
= \mathbb{P}\left( |N_1| \notin (-\frac{3}{2}, 3\log l) \right) \quad \text{or} \quad \mathbb{P}\left( |N_2| \notin (-\frac{3}{2}, 3\log l) \right) \\
\asymp l^{-\frac{3}{2}}.
\]

By using this estimate, a similar estimate for odd $j$, and independence of the events $F_j(\xi)$, the Borel-Cantelli lemma implies that $\bigcap_{j=0}^{m-2} F_j(\xi)$ happens with positive probability.
The events \( A_{n,j}(\tilde{t}) \) are independent of each other and of the events \( F_j(\tilde{t}) \), and \( P(A_{n,j}(\tilde{t})) \approx \epsilon_n^{7/3} \) by Lemma 6.6. The event \( G(\tilde{t}) \) is independent of \( F_j(\tilde{t}) \) and \( A_{n,j}(\tilde{t}) \) for \( j > 0 \). Conditioned on \( F_0(\tilde{t}) \cap A_{n,0}(\tilde{t}) \) the event \( G(\tilde{t}) \) has uniformly positive probability, since the value of \( R_{t_0 + 2t_{k+2}} - R_{t_0 + \epsilon_{k+2}} \) is independent of \( F_0(\tilde{t}) \cap A_{n,0}(\tilde{t}) \).

For \( j = 1, 2, \ldots, [(m - 1)/2] \), let \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) be the event that the following is true.

- \( \inf_{s \in [t_{2j-1} - \epsilon_{n+m+1}, t_{2j-1} - \epsilon_n]} X_s > X_{t_{2j-1}} + 3\epsilon_n^{1/2} \) and \( X_{t_{2j-1} - \epsilon_{k+m+1}} - X_{t_{2j-1}} > 6\epsilon_{k+m+1}^{1/2} \) for each \((X, t^*) \in \{(L, t_{2j-2}), (R, t_{2j})\}\).

- \( \inf_{s \in [t_{2j-1} + \epsilon_{n+m+1}, t_{2j-1} + \epsilon_n]} X_s > X_{t_{2j-1}} + 3\epsilon_n^{1/2} \) and \( X_{t_{2j-1} + \epsilon_{k+m+1}} - X_{t_{2j-1}} > 6\epsilon_{k+m+1}^{1/2} \) for each \((X, t^*) \in \{(L, t_{2j-2}), (R, t_{2j})\}\).

Note that the occurrence of \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) implies that the conditions defining \( B_{n,j}^*(\tilde{t}) \) are satisfied near \( t_{2j-2}, t_{2j-1} \) and \( t_{2j} \). The event \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) is independent of \( F_i(\tilde{t}) \) for all \( i \), since the event \( F_i(\tilde{t}) \) depends on the behavior of \( Z \) right before (resp. after) \( t_i \) for \( i \) even (resp. odd), while the event \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) depends on the behavior of \( Z \) right before (resp. after) \( t_{2j-1} \) (resp. \( t_{2j-2} \) and \( t_{2j} \)). The event \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) is also independent of the events \( A_{n,i}(\tilde{t}) \) for \( i \neq 2j - 2, 2j - 1, 2j \). Furthermore \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) is independent of \( G(\tilde{t}) \) for \( j > 1 \), and the probability of \( B_{n,j}^{*,\text{loc}}(\tilde{t}) \) changes only by a constant order factor when conditioning on \( G(\tilde{t}) \). By Brownian scaling,

\[
\mathbb{P} \left( \inf_{s \in [t_{2j} + \epsilon_n, t_{2j} + \epsilon_{m+1}]} R_s > R_{t_{2j}} + 3\epsilon_n^{1/2}, R_{t_{2j} + \epsilon_{k+m+1}} - R_{t_{2j}} > 6\epsilon_{k+m+1}^{1/2} \mid A_{n,2j}(\tilde{t}) \right) \\
\quad \geq \mathbb{P} \left( \inf_{s \in [t_{2j} + \epsilon_n, t_{2j} + \epsilon_{k+m+1}]} R_s > R_{t_{2j}} + 3\epsilon_n^{1/2}, R_{t_{2j} + \epsilon_{k+m+1}} - R_{t_{2j}} > 6\epsilon_{k+m+1}^{1/2} \mid \inf_{s \in [t_{2j} + \epsilon_n, t_{2j} + \epsilon_{k+m+1}]} R_s \geq t_{2j} - \epsilon_n \right) \\
\quad \geq 1,
\]
and similar estimates hold for the other three conditions in the definition of $B_{n,j}^{\ast,\text{loc}}(t)$. It follows that

$$
\mathbb{P}\left( \bigcap_{j=0}^{m-2} A_{n,j}(t) \cap F_j(t) \right) \cap G(t) \cap \left( \bigcap_{j=1}^{(m-1)/2} B_{n,j}^{\ast,\text{loc}}(t) \right) \geq \frac{1}{n} + \frac{2}{(m-2)(2\pi)^{2/3}}.
$$

By (6.2) of Lemma 6.7 with $s = \epsilon_{k+m+1}$ we get further

$$
\mathbb{P}\left( \bigcap_{j=0}^{m-2} A_{n,j}(t) \cap F_j(t) \right) \cap G(t) \cap \left( \bigcap_{j=1}^{(m-1)/2} B_{n,j}^{\ast,\text{loc}}(t) \cap B_{n,j}(t) \right) \geq \frac{1}{n} + \frac{2}{(m-2)(2\pi)^{2/3}}.
$$

It remains to show that the same estimate holds if we replace $B_{n,j}^{\ast,\text{loc}}(t)$ by $B_{n,j}^{\ast}(t)$. It is straightforward to obtain the estimate with $\leq$ and $B_{n,j}^{\ast}(t)$ instead of $B_{n,j}^{\ast,\text{loc}}(t)$, since $\tilde{E}(t) \subset E(t)$ for $C = 1, r = 0$, and we have the estimate of Lemma 6.8. To obtain (6.9) with $\geq$, and with $B_{n,j}^{\ast}(t)$ instead of $B_{n,j}^{\ast,\text{loc}}(t)$, we need to show that the inequalities of $B_{n,j}^{\ast}(t)$ hold with uniformly positive probability also at a macroscopic distance from the cone times $t_{2j-2} - t_{2j-1} - t_{2j}$, conditioned on the event of (6.9). Note that all the events we condition on, except for $B_{n,j}$, only concern the behavior of the curve near the approximate cone times, while $B_{n,j}$ says that the $L$ and $R$ coordinate of pairs of cone times are close, and that the curve is above this $L$ or $R$ coordinate in the time interval between the cone times. The event $B_{n,j}^{\ast,\text{loc}}(t)$ ensures that $R_{t_{2j-2} - t_{2j-1} - t_{2j}} \geq C = \epsilon_{k+m+1}$ and $L_{t_{2j-2} - t_{2j-1} - t_{2j}} \geq C = \epsilon_{k+m+1}$, and $L_{t_{2j-2} - t_{2j-1} - t_{2j}} \geq C = \epsilon_{k+m+1}$, and $L_{t_{2j-2} - t_{2j-1} - t_{2j}} \geq C = \epsilon_{k+m+1}$, respectively. The occurrence of $B_{n,j}^{\ast}(t)$, conditioned on the event of (6.9), therefore corresponds to the event that two approximate Brownian bridges of duration of order $1$ between two given pairs of points at (possibly different) height of order $1$, are always larger than $3\epsilon_{n}$. This happens with probability $\geq 1$ uniformly in $n$ and $t$. Hence the conditional probability of $B_{n,j}^{\ast}(t)$, given the event of (6.9), is positive uniformly in $n$ and $t$. \hfill \Box

**Lemma 6.11.** Let $t, s \in D_{n}$, $t \neq s$, and assume the event $\tilde{E}_{n}(t) \cap \tilde{E}_{n}(s)$ occurs for some $n \geq m + k$. Then at least one of the two following conditions are satisfied:

(I) All $i, j \in \{0, \ldots, m - 2\}$ satisfy $|s_i - t_j| \geq \epsilon_{k+m}$.

(II) There is an $l \in (k, n - 1)$ such that $|s_j - t_j| \in [\epsilon_{l+m+1}, \epsilon_{l+2}]$ for all $j \in \{0, \ldots, m - 2\}$. We furthermore have either $s_j < t_j$ for all odd $j$ and $t_j < s_j$ for all even $j$, or $s_j < t_j$ for all even $j$ and $t_j < s_j$ for all odd $j$.

**Proof.** If (I) is not satisfied, at least one of the following conditions must be satisfied: (i) $0 < \min_j |s_j - t_j| < \epsilon_{k+m}$, (ii) $s_j = t_j$ for some $j$, or (iii) $|s_i - t_i| < \epsilon_{k+m}$ for some $i \neq j$. We will show that (i) implies (II), and that (ii) and (iii) cannot occur, hence complete the proof of the lemma.

Case (i): Assume (i) holds, but (I) does not hold. Furthermore, assume the first condition of (II) does not hold, i.e., there is no $l > k$ such that $|s_j - t_j| \in [\epsilon_{l+m+1}, \epsilon_{l+2}]$ for all $j$. Then we can find $i, j \in \{0, \ldots, m - 2\}$ and $l' \geq k + 2$ such that $|s_j - t_j| < \epsilon_{l'+1}$, $|s_i - t_i| > \epsilon_{l'}$, and $|i - j| = 1$. Assume w.l.o.g. that $j$ is even, $i = j + 1$, and $t_j < s_j < t_j$. Then we see that all other cases can be treated similarly.

We claim that $s_j < t_j$. Assume the opposite, i.e., $t_{2j'+1} < s_{j'+1}$ for $j = 2j'$. Note that this implies $t_{2j'+1} \in (s_{j'+1}, s_{j'+1} + \epsilon_{j'+1})$, since $t_{2j'} < t_{2j'+1}$, $|s_{j'+1} - t_{2j'}| < \epsilon_{j'+1}$ and $|t_{2j'+1} - t_{2j'}| > \delta$. Regularity condition $B_{n,j'+1}^{\ast}(t)$ gives a contradiction to $B_{n,j'+1}^{\ast}(t)$, since $s_{j'} \in (t_{2j'}, t_{2j'+1})$, and

$$
L_{s_{j'+1}} - L_{t_{j'+1}} + \epsilon_{j'+1}^2 L_{s_{j'+1}} < L_{t_{j'+1}} - 2\epsilon_{j'+1}^2.
$$

This implies the claim.

Since $0 < \min_{j'} |s_{j'} - t_{j'}| < \epsilon_{l'+1}$, we have $n > l' + 1$, which implies $\epsilon_{n} < \epsilon_{l'+1}$. Observe that the event $B_{n,j}(t)$, hence $E_{n}(t)$, cannot occur if $E_{n}(s)$ occurs, since

$$
\inf_{s \in [t_j, t_{j+1}]} L_s \leq \inf_{s \in [s_j, s_j + \epsilon_{l'+1}]} L_s < \inf_{s \in [s_j - \epsilon_{l'+1}, s_j]} L_s - 2\epsilon_{l'+1}^2 + (L_{s_j+1} - L_{s_j}) < \inf_{s \in [s_j - \epsilon_{l'+1}, s_j]} L_s - \epsilon_{n}^2 \leq L_{t_j} - \epsilon_{n}^2,
$$
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where the second inequality follows from $F_j(s)$ and $F_{j+1}(s)$. We have obtained a contradiction, hence there is an $l > k$ such that $|s_j - t_j| \in \{t_{\ell-\epsilon+1}, \ldots, t_{\ell+2}\}$ for all $j$. Note that $l + 2 \leq n$, since $0 < \min_{j'} |s_j' - t_j'| \leq \epsilon_{l+2}$.

By the same argument as when deriving $s_{j+1} < t_{j+1}$ above, regularity conditions $B_{n,j+1}(s)$ and $B_{n,j+1}(s)$ for $j' \in \{1, \ldots, [(m-1)/2]\}$ imply that $s_j < t_j$ for all odd $j$, and $t_j < s_j$ for all even $j$, or vice versa.

Case (ii): Since $k \neq s$, we can find such that $t_j = s_j$ and either $s_{j-1} \neq t_{j-1}$ or $s_{j+1} \neq t_{j+1}$. Assume w.l.o.g. that $j = 2j'$ is even, and that $s_{j+1} > t_{j+1}$. By definition of $D$ we have $t_{j+1} \in (s_j, s_{j+1})$. We get a contradiction from the regularity condition $B_{n,j+1}(s)$, since

$$L_{t_{2j'}} = L_{s_{2j'}} \leq L_{s_{2j'+1}} + \epsilon_{n}^t < L_{t_{2j'+1}} - 2\epsilon_{n}^t \leq L_{t_{2j'}} - \epsilon_{n}^t.$$ (6.10)

Case (iii): Assume w.l.o.g. that $j > i$. By $F_j(t)$, $F_j(s)$, $F_i(t)$ and $F_i(s)$, $i$ and $j$ have the same parity. By the same argument as in case (ii), we have $s_i \neq t_j$. By the same argument as for Case (i), and by induction on $l$, we have $|s_{i-l} - t_{j-l}| < \epsilon_{k+m-l}$ for all $l \leq i$, hence $|s_0 - t_{j-1}| < \epsilon_{k+2}$. By the regularity condition $G(s)$, the event $A_{n,j-i}(t)$, hence $E_n(t)$, cannot occur, conditioned on $E_n(s)$. This gives us the desired contradiction, hence case (iii) cannot occur.

Proposition 6.12. For any $s, t \in D_n$, we have

$$\mathbb{P}(E_n(t) \cap E_n(s)) \leq \|t - s\|^{-\frac{1}{2}-(m-2)(\frac{m}{2}+\frac{1}{2})+o(n^{-1})}\mathbb{P}(E_n(t))\mathbb{P}(E_n(s)).$$ (6.11)

Proof. We will prove the assertion separately for the two cases of Lemma 6.11

Case (I): The $(2m-1)$ events $A_{n,j}(t)$ and $A_{n,j}(s)$ are all independent, and by Lemma 6.6

$$\mathbb{P}(A_{n,j}(t)) = \mathbb{P}(A_{n,j}(s)) \asymp \epsilon_{n}^t,$$ for $j > 0$, \quad \mathbb{P}(A_{n,0}(t)) = \mathbb{P}(A_{n,0}(s)) \asymp \epsilon_{n}^t.

Let $(B_i)_{i=1, \ldots, 2[(m-1)/2]}$ denote an ordering of the events $B_{n,j}(t)$, $B_{n,j}(s)$, where $B_{j'}(t')$ comes before $B_{j''}(t'')$, $t', t'' \in \{t, s\}$, if $t'_{2j'-1} < t''_{2j''-1}$. By (6.2) of Lemma 6.7 with $s = \epsilon_{k+m+1}$,

$$\mathbb{P}
\left(
B_j \mid \left(\bigcap_{i=0}^{m-2} A_{n,i}(t)\right) \cap \left(\bigcap_{i=0}^{m-2} A_{n,i}(s)\right) \cap \left(\bigcap_{i=1}^{j-1} B_i\right)
\right) \asymp \begin{cases} 
\epsilon_n, & \text{if } B_j = B_{n,i}(t) \text{ or } B_j = B_{n,i}(s), 2i + 1 < m, \\
\epsilon_n^2, & \text{if } B_j = B_{n,i}(t) \text{ or } B_j = B_{n,i}(s), 2i + 1 = m.
\end{cases}
$$

It follows that

$$\mathbb{P}(E_n(t) \cap E_n(s)) \leq \prod_{j=0}^{m-2} \mathbb{P}(A_{n,j}(t)) \times \prod_{j=0}^{m-2} \mathbb{P}(A_{n,j}(s))
\times \prod_{j=1}^{2[(m-1)/2]} \mathbb{P}
\left(
B_j \mid \left(\bigcap_{i=0}^{m-2} A_{n,i}(t)\right) \cap \left(\bigcap_{i=0}^{m-2} A_{n,i}(s)\right) \cap \left(\bigcap_{i=1}^{j-1} B_i\right)
\right)
\asymp \epsilon_{n}^{1+2(m-2)(\frac{m}{2}+\frac{1}{2})}
\mathbb{P}(E_n(t))\mathbb{P}(E_n(s)).$$

Case (II): Assume w.l.o.g. that $s_1 < t_1$, which implies $s_j < t_j$ for all odd $j$ and $t_j < s_j$ for all even $j$. Since $\epsilon_{i+m+1} = \epsilon_i^{n(1)}$, and by Lemma 6.6 Brownian scaling and the Markov property of Brownian motion, we have

$$\mathbb{P}(A_{n,j}(t) \mid A_{n,j}(s)) = \begin{cases} 
- \frac{1}{2} + o(1) & \text{for } j > 0, \\
- \frac{1}{2} + o(1) & \text{for } j = 0.
\end{cases}
$$

By using this estimate, $\mathbb{P}(A_{n,j}(s)) \asymp \epsilon_{n}^t$ for $j > 0$, $\mathbb{P}(A_{n,0}(s)) \asymp \epsilon_{n}^t$, and that $A_{n,j}(s)$ and $A_{n,j}(t)$ are independent of $A_{n,i}(s)$ and $A_{n,i}(t)$ for $i \neq j$, we get further

$$\mathbb{P}\left(\left(\bigcap_{i \text{ even}} A_{n,i}(t)\right) \cap \left(\bigcap_{i \text{ odd}} A_{n,i}(s)\right)\right) = \epsilon_{n}^{-\frac{1}{2} - \frac{1}{2} + o(1) + o(1)} \frac{1}{2} + o(1) \frac{1}{2} + o(1) \frac{1}{2} + o(1) \frac{1}{2}.$$(6.12)
By (6.2) of Lemma 6.7 with \( s = \epsilon_{k+m+1} \), for \( j \in \{1, \ldots, [(m-1)/2]\} \) we have
\[
P \left( B_{n,j}(s) \mid \bigcap_{i=0}^{m-2} A_{n,i}(s) \cap \left( \bigcap_{i \text{ even or } i > 2j-1} A_{n,i}(s) \right) \cap \left( \bigcap_{i : t_{2i-1} > t_{2j-1}} B_{n,i}(s) \right) \right)
\]
\[
\times \left\{ \begin{array}{ll}
\epsilon_n & \text{for } 2j + 1 < m, \\
\epsilon_n^2 & \text{for } 2j + 1 = m.
\end{array} \right.
\]

(6.13)

Next we will show that
\[
P \left( B_{n,j}(\ell) \cap A_{n,2j-1}(\ell) \mid \bigcap_{i=0}^{m-2} A_{n,i}(s) \cap \left( \bigcap_{i \text{ even or } i > 2j-1} A_{n,i}(s) \right) \cap \left( \bigcap_{i : t_{2i-1} > t_{2j-1}} B_{n,i}(s) \right) \cap B_{n,j}(s) \right)
\]
\[
\leq \left\{ \begin{array}{ll}
\epsilon_n^{\frac{m-1}{2} + \frac{1}{4}} & \text{for } 2j + 1 < m, \\
\epsilon_n^{\frac{m-1}{2} + \frac{1}{4} + \epsilon_l(1)} & \text{for } 2j + 1 = m.
\end{array} \right.
\]

(6.14)

Let
\[
\tilde{A}_{n,2j-1}(\ell) = \left\{ X_{t_{2j-1}-s} \geq X_{t_{2j-1}} - \frac{\epsilon_l}{n} \right\}, \forall s \in (0, \epsilon_{l+m+1}/2), \forall X = \{L, R\},
\]
and note that \( A_{n,2j-1}(\ell) \subseteq \tilde{A}_{n,2j-1}(\ell) \). By Lemma 6.6
\[
P(\tilde{A}_{n,2j-1}) = \epsilon_l^{-\frac{m}{2} + \epsilon_l(1)} \epsilon_n^{\frac{m}{2}}.
\]

(6.15)

Let \( s = \epsilon_{l+m+1}/2 \), and note that \( t_{2j-1} - s_{2j-1} \geq 2s \). Since both \( \tilde{A}_{n,2j-1}(\ell) \) and the events we condition on in (6.14) are measurable with respect to the \( \sigma \)-algebra generated by

1. \( (L_t, R_t) \) for \( t \leq t_{2j-1} - 2s \)
2. \( (L_t, R_t) - (L_{t_{2j-1}}, R_{t_{2j-1}}) \) for \( t \in (t_{2j-1} - s, t_{2j-1}) \),

the estimate (6.3) from Lemma 6.7 implies that
\[
P \left( B_{n,j}(\ell) \mid \bigcap_{i=0}^{m-2} A_{n,i}(s) \cap \left( \bigcap_{i \text{ even or } i > 2j-1} A_{n,i}(s) \right) \cap \left( \bigcap_{i > j} B_{n,i}(s) \right) \cap B_{n,j}(s) \right)
\]
\[
= \left\{ \begin{array}{ll}
\epsilon_n \epsilon_l^{1+\epsilon_l(1)} & \text{for } 2j + 1 < m, \\
\epsilon_n^2 \epsilon_l^{1+\epsilon_l(1)} & \text{for } 2j + 1 = m.
\end{array} \right.
\]

By using this estimate and (6.15), we obtain (6.14). By multiplying equations (6.13) and (6.14), taking the product over \( j \in \{1, \ldots, [(m-1)/2]\} \), and then multiplying by (6.12), we get
\[
P(\overline{E}_n(\ell) \cap \overline{E}_n(s)) \leq \epsilon_l^{-\frac{\ell}{2} \cdot (m-2)(\frac{m}{2} + \frac{1}{2} + \epsilon_l(1)) \times \epsilon_n^{1+2(m-2)(\frac{m}{2} + \frac{1}{2})}}
\]
\[
\leq \frac{\| \ell - s \|^{-\frac{\ell}{2} \cdot (m-2)(\frac{m}{2} + \frac{1}{2}) + \epsilon_l(1)}}{\epsilon_n^{1+2(m-2)(\frac{m}{2} + \frac{1}{2}) + \epsilon_l(1)}} P(\overline{E}_n(\ell)) P(\overline{E}_n(s)).
\]

\[\square\]

Proof of lower bound in Theorem 6.3: By Lemma 6.16, Proposition 6.12 and MWW16 Proposition 4.8 we have
\[
P(\dim_H(T(\delta, m)) \geq \tilde{d}) > 0,
\]
for any \( \tilde{d} < \frac{1}{2} - (m-2)(\frac{m}{2} + \frac{1}{2}) \). MWW16 Proposition 4.8 is stated for \( \mathbb{D} \subset \mathbb{C} \) instead of \( D \subset \mathbb{R}^{m-1} \), but the proof carries through in exactly the same manner if considering the domain \( D \) instead, only with 2 replaced by \( m \).
by \((m - 1)\) in the statement of the proposition. Also, \[\text{Proposition 4.8}\] is stated for events that are defined for all points in the domain, while our events \(E_n(t)\) are only defined for \(t \in D_n\). We obtain new events \(E'_n(t)\) defined for all \(t \in D\) as follows. Given \(t \in D\) we let \(s \in D_n\) be the vector such that \(\|t - s\|\) is minimized, with some (unspecified) rule to break ties. We define \(E'_n(t)\) to be the event such that \(E'_n(t)\) occurs if and only if \(E_n(s)\) occurs.

By the scale invariance and the Markov property of Brownian motion, the event of \((6.16)\) almost surely occurs. By letting \(d \to \frac{1}{2} - (m - 2)(\frac{\pi}{2\theta} - \frac{1}{2})\) it follows that, almost surely,

\[
\dim_H(T_P(\delta, m)) \geq \frac{1}{2} - (m - 2) \left( \frac{\pi}{2\theta} - \frac{1}{2} \right). 
\]

(6.17)

By Lemma \[\text{6.9}\] and \(T(\delta, m) \subset \bar{T}(m)\) we get a lower bound for one of the two considered sets of Theorem \[\text{6.3}\]

\[
\dim_H(\bar{T}(m)) \geq \frac{1}{2} - (m - 2) \left( \frac{\pi}{2\theta} - \frac{1}{2} \right). 
\]

(6.18)

Let \(\text{Proj}_1 : \mathbb{R}^{m-1} \to \mathbb{R}\) be projection \(t \to t_3\), and define \(\bar{\Sigma}_P(\delta, m) := \text{Proj}_1(T_P(\delta, m))\). We will argue that a.s.

\[
\dim_H(T_P(\delta, m)) \leq \dim_H(\bar{\Sigma}_P(\delta, m)). 
\]

(6.19)

Assume \(d, s > 0, s \ll 1\), satisfy \(d - s > \dim_H(\bar{\Sigma}_P(\delta, m))\). Given any \(\epsilon > 0\), we can find a sequence of intervals \((I_i)_{i \in \mathbb{N}}\), such that \(\Sigma_P(\delta, m) \subset \cup_{i \in \mathbb{N}} I_i\), and \(\sum_{i \in \mathbb{N}} |I_i|^{d-s} < \epsilon\). Let \((l_i)_{i \in \mathbb{N}}\) be such that \(|l_i| \in (\epsilon, \delta, \epsilon, \epsilon)\).

Let \(s, t \in T_P(\delta, m), t \neq s\). One of the two cases (I) or (II) of Lemma \[\text{6.11}\] must hold. Therefore we can find a sequence \((\bar{I}_i)_{i \in \mathbb{N}}\) of rectangles \(\bar{I}_i \subset \mathbb{R}^{m-1}\), such that \(\text{Proj}_1(\bar{I}_i) = I_i, \text{diam}(\bar{I}_i) \leq \epsilon, -m+2 = |I_i|^{\frac{1}{1+m}}(1)\), and \(T_P(\delta, m) \subset \cup_{i \in \mathbb{N}} \bar{I}_i\). We have \(\sum_{i \in \mathbb{N}} \text{diam}(\bar{I}_i)^d \leq \sum_{i \in \mathbb{N}} |I_i|^{d-s} < \epsilon\) when max, \(|I_i|\) is sufficiently small, hence for all sufficiently small \(\epsilon\). It follows that \(\dim_H(T_P(\delta, m)) \leq d\), and by letting \(s \to 0\) and \(d \to \dim_H(\Sigma_P(\delta, m))\), we see that \((6.18)\) holds almost surely. The lower bound for the second of the considered sets of Theorem \[\text{6.3}\] follows by

\[
\dim_H(\bar{\Sigma}(m)) \geq \dim_H(\Sigma_P(\delta, m)) \geq \dim_H(T_P(\delta, m)) \geq \frac{1}{2} - (m - 2) \left( \frac{\pi}{2\theta} - \frac{1}{2} \right). 
\]

(6.19)

7 Open questions

In this section we will list some open problems relating to the results of this paper.

1. Let \(Z\) be a correlated Brownian motion as in \[\text{1.3}\], run for positive time, and let \(X\) be the set of times \(t \geq 0\) which are not contained in any left cone interval for \(Z\). The Hausdorff dimension of \(X\) is computed in a very indirect manner in Example \[\text{2.8}\]. Can one obtain this dimension directly? If so, one would obtain a new proof of the dimension of the gasket of CLE\(_{\kappa'}\) for \(\kappa' \in (4, 8)\).

2. Let \(\kappa' \in (4, 8)\) and let \(\Gamma\) be a CLE\(_{\kappa'}\) in a simply connected domain \(D \subset \mathbb{C}\). We define the thin gasket of \(\Gamma\) to be the set \(T\) of points in \(D\) which are not disconnected from \(\partial D\) by any loop in \(\Gamma\). Equivalently, \(T\) is the closure of the union of the outer boundaries of the outermost CLE loops, where the outer boundary of a loop \(\ell\) is the boundary of the set of points disconnected from \(\partial D\) by \(\ell\). The thin gasket differs from the ordinary gasket of \[\text{MSW14, SSW09}\] in that the ordinary gasket includes points which are disconnected from \(\partial D\) by some loop in \(\Gamma\) but which are not actually surrounded by this loop. What is the a.s. Hausdorff dimension of \(T\)?

One can make a reasonable guess as to what this dimension should be, as follows. Suppose we take as our ansatz that the quantum scaling exponent \(\Delta\) of \(T\) in the KPZ formula is a linear function of \(\kappa'\). This assumption seems reasonable, as it is satisfied with \(T\) replaced by the ordinary gasket, the SLE\(_{\kappa'}\) or SLE\(_{16/\kappa'}\) curve, and the double and cut points of SLE. By SLE duality, as \(\kappa' \to 8\), the outer boundaries of CLE loops start to look like SLE\(_2\) curves. Therefore we should expect \(\dim_H T \to 5/4\) as
\( \kappa' \rightarrow 8 \). On the other hand, as \( \kappa' \rightarrow 4 \), the thin gasket starts to look like the ordinary gasket, so by the results of \([\text{NW11, SSW09}]\), we should expect \( \dim_{\mathcal{H}} \mathcal{T} \rightarrow 15/8 \) as \( \kappa' \rightarrow 4 \). These guesses lead to the prediction that \( \Delta = \frac{\kappa'}{16} \) which, in turn, by the KPZ formula this yields the prediction \( \frac{15}{32} (16 - \kappa') \) for the dimension.

In the peanosphere setting, consider the restriction of the whole-plane \( \text{CLE}_{\kappa'} \) associated with the curve \( \eta' \) to some bubble \( U \) disconnected from \( \infty \) by \( \eta' \). This restriction has the law of a \( \text{CLE}_{\kappa'} \) in \( U \) and its thin gasket can be described by an explicit (but rather complicated) functional of the Brownian motion \( Z = (L, R) \). Such a description is implicit in \([\text{GM17b}]\) since this paper describes the set of points disconnected from \( \partial U \) by each \( \text{CLE}_{\kappa'} \) loop in \( U \). One could obtain \( \dim_{\mathcal{H}} \mathcal{T} \) by computing the Hausdorff dimension of this Brownian motion set and applying Theorem 1.1. Alternatively, one could attempt to make rigorous an argument of the sort given in \([\text{DMS14, Section 11}]\). As a third possibility, one could take a direct approach, possibly using imaginary geometry \([\text{MS16d, MS16e, MS16a, MS13}]\) to regularize the events in the two-point estimate as in \([\text{MW17, GMS17b}]\).

3. Can one describe various multifractal quantities associated with the \( \text{SLE}_{\kappa} \) curve in terms of the Brownian motion \( Z = (L, R) \) in the peanosphere construction of \([\text{DMS14}]\), such as the multifractal spectrum \([\text{GMS17b, Dup00}]\), the winding spectrum \([\text{DB02, DB08}]\), various notions of higher multifractal spectra \([\text{Dup03}]\), the multifractal spectrum at the tip \([\text{JVL11}]\), the optimal Hölder exponent \([\text{Lin08, JVL11}]\), or the integral means spectrum \([\text{BS09a, GMS17b}]\)? If so, can these quantities be computed using Theorem 1.1 or some variant thereof?
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