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Abstract

Label noise—incorrectly or ambiguously labeled training examples—can negatively impact model performance. Although noise detection techniques have been around for decades, practitioners rarely apply them, as manual noise remediation is a tedious process. Examples incorrectly flagged as noise waste reviewers’ time, and correcting label noise without guidance can be difficult.

We propose LNIC, a noise-detection method that uses an example’s neighborhood within the training set to (a) reduce false positives and (b) provide an explanation as to why the example was flagged as noise. We demonstrate on several short-text classification datasets that LNIC outperforms the state of the art on measures of precision and $F_{0.5}$-score. We also show how LNIC’s training set context helps a reviewer to understand and correct label noise in a dataset. The LNIC tool lowers the barriers to label noise remediation, increasing its utility for NLP practitioners.

1 Introduction

Label noise—examples with incorrect or ambiguous labels in a training set—degrades the performance of the learned model, resulting in inaccurate predictions (Frénay and Verleysen, 2014). Automated data collection risks generating noisy datasets, and human annotators may introduce noise through a lack of attention or expertise.

Automatic noise-detection algorithms analyze a training set and flag “suspicious” examples that are likely mislabeled (Brodley and Friedl, 1999; Frénay and Verleysen, 2014). Suspicious examples can be deleted, automatically corrected by an algorithm, or reviewed by a human. Human review is the most effective of these mitigation options but is comparatively expensive.

Two problems contribute to making human review time consuming: false positives and a lack of explanation. False positives are examples that are incorrectly flagged as noise; reviewing such examples wastes the annotator’s time. Showing a reviewer a suspicious example without an explanation is effective in the simplest cases, but is likely to cause difficulty and frustration in the more common case of non-obvious noise that requires a deeper comprehension of the data.

To date, few noise-detection algorithms have been designed with human review in mind. Sluban et al. (2010) is the only work we are aware of that recognized that a noise-detection algorithm for use in a human review process should emphasize precision (i.e., reduce the proportion of false positives). However, we are unaware of any existing work that addresses the explainability of detected label noise.

We propose the Label Noise in Context system, or LNIC, which uses the neighborhood surrounding a suspicious example in the training set to improve both precision and explainability. By calculating a similarity matrix for the dataset, we are able to identify a suspicious example’s neighborhood and use a method similar to a nearest-neighbors classifier to filter out false positives. Applying a set of simple heuristics to the same similarity matrix allows us to construct a training set context, like that in Table 1. Seen in isolation, an example about

| sports | fitness |
|-------|--------|
| ⇒ Unexpected increase in running ability | • Why doesn’t my stamina seem to improve? |
| • Is it possible for the libero to score points in volleyball? | • Is there a rule of thumb for setting running goals? |
| • How counter-productive would having two coaches be? | |

Table 1: Training set context can help an annotator decide if the highlighted suspicious training example is correctly labeled sports or should be labeled fitness.
running ability labeled as belonging to the sports class is not obviously wrong; however, once the annotator understands that she is seeing it because there are more similar examples in the fitness class, it becomes apparent that there is a better label.

The main contributions of this work are
- We describe LNIC’s nearest-neighbors-based algorithm to improve precision and explainability of automatically detected label noise (Sec. 3).
- We show that neighborhood-based filtering after noise-detection improves precision and $F_{0.5}$ over the state of the art for five short-text classification datasets (Sec. 4 and 5).
- We present the LNIC tool for reviewing noise in context, demonstrating the value of explanations for understanding and fixing label noise (Sec. 6).

A demo video is available at https://www.youtube.com/watch?v=20cigQaCc_k, and a live web demo is at http://lnic.mybluemix.net/

2 Related Work

Noise Detection. Frénay and Verleysen (2014) conducted a comprehensive survey of the various approaches to detecting and remediating label noise. Many works advocate removing label noise to improve model performance (Brodley and Friedl, 1999; Sánchez et al., 2003; Smith and Martínez, 2011). Teng (2000) advocates automatic relabeling, while others present the case for human-in-the-loop (Ekambaram et al., 2016; Fefilatyev et al., 2012; Matic et al., 1992; Sluban et al., 2010) and hybrid techniques (Miranda et al., 2009). In work contemporaneous with ours, Northcutt et al. (2019) remove examples where a classifier’s confidence is low.

The most directly related work is Brodley and Friedl (1999), describing a noise detection method using predictions from an ensemble of classifiers, and Sluban et al. (2010), proposing the High Agreement Random Forest (HARF) system; both systems are described in detail in Section 3.1.

Brodley and Friedl (1999) dropped suspicious examples but propose correction instead as future work. Sluban et al. (2010) note that precision of noise-detection is important when a human will review all suspicious examples. García et al. (2016)’s experiments show that HARF also achieved state-of-the-art $F_1$ scores on a variety of datasets.

Active Learning Similar to label noise remediation, active learning (Settles, 2014) seeks to minimize the effort a human needs to expend on data labeling activities in order to improve model performance. However, active learning aims to select the most informative unlabeled data to label next, while label noise detection identifies already-labeled data that may require additional labeling effort. We consider active learning and label noise detection as complimentary technologies, that might be woven together within a robust model improvement flow.

At a technical level, some active learning and label noise detection techniques are based on similar foundations. Query By Committee (QBC) (Seung et al., 1992) active learning uses an ensemble of classifiers, selecting examples on which the ensemble disagrees for labeling. Similarly ensemble-based noise detection algorithms select examples where the ensemble agrees (but disagrees with the given label). Model uncertainty, which underpins many effective active learning strategies such as least confident, margin, and entropy, is also the basis of label noise detection methods such as cleanlab (Northcutt et al., 2019).

Explainability. With the rise of increasingly complex classification models, explaining classifier predictions has received a great deal of attention. Perhaps the most well-known system is LIME (Ribeiro et al., 2016). The LIME authors noted that explaining classifier predictions increases human trust and provides insights that can be used to improve the model. To explain a classifier’s prediction on a particular example, the algorithm collects nearby examples and the model’s predictions for them. It trains a linear model on a simpler representation of this data, allowing it to indicate which words or super-pixels are important in the classifier’s decision.

Numerous recent works in NLP and machine learning emphasize explainability. Dhurandhar et al. (2018) explained classifier predictions with positive features that push an example towards its assigned class and negative features whose absence prevent an example from being placed in a different class. Lei et al. (2016) jointly trained a generator and an encoder in order to generate rationales for sentiment prediction and a similar-question-retrieval task. Mullenbach et al. (2018) used a convolutional neural network to predict codes describing the diagnosis and treatment of patients given the clinical notes on the patent encounter. Their attention mechanism not only improved the system’s precision and $F_1$, but also highlighted the text that
was most relevant to each code. Chiyah Garcia et al. (2018)’s system used an expert-generated decision tree and a set of templates to generate natural language explanations of what an autonomous underwater vehicle was doing and why.

Despite the interest in explainable models, no work that we are aware of has attempted to make detected label noise explainable.

3 Algorithms

LNIC uses a three-step process. First, a noise-detection algorithm flags suspicious examples. Second, a neighborhood-based filter decides which of these examples to ignore and which to flag for human review. Finally, we generate a context, using rules to select neighbors to present to the user.

3.1 Noise-Detection Algorithms

LNIC’s noise-detection phase can use any noise-detection algorithm. Here, we report on three ensemble algorithms derived from the literature: consensus (Brodley and Friedl, 1999), agreed correction, and HARF (Sluban et al., 2010).1

Ensemble noise detection algorithms train several classifiers on cross-validation splits of the train set. Each classifier predicts labels for the left-out examples. The predicted label is the classifier’s “vote” for that example. If it matches the current label, the classifier voted that the example is not suspicious; otherwise, the classifier voted that it is. In Brodley and Friedl (1999)’s consensus algorithm, if all votes agree that an example is suspicious, the algorithm flags that example as suspicious. Our agreed correction variant requires all votes from the ensemble to agree not only that an example is mislabeled, but also on what the correct label would be. HARF (Sluban et al., 2010) relies on the fact that a random forest is an ensemble of decision trees; it flags an example as suspicious if a super-majority of trees vote that it is.

3.2 Neighborhood Filtering

Neighborhood filtering reduces the number of examples that are incorrectly flagged as noise. If a majority of neighbors of an example have the same label as that example, it suggests that the example is correctly labeled, so LNIC filters it out of the list of suspicious examples.

The neighborhood filter calculates the pairwise cosine similarity of all examples in the training data, then finds the $k$ neighbors closest to each suspicious example $s$, where $k$ is a tunable hyperparameter. If $s$’s current label $y_c$ is also the most common among those neighbors, $s$ is filtered from the pool of suspicious examples as a false positive, otherwise $s$ is flagged for human review.2

LNIC supports filtering on the feature neighborhood or the activation neighborhood. The feature neighborhood represents each example using its original feature vector (here, USE embeddings (Cer et al., 2018)). The activation neighborhood represents each example in the training set using final layer activations from a neural classifier trained on the entire data set, the idea being to project training examples into a classification space.

3.3 Context Generation

The final step of the LNIC algorithm is to apply heuristics to the neighborhood to generate a training set context. This context acts as an explanation, showing (a) which classes the noise-detection ensemble proposed as a better label for the suspicious example, and (b) the most similar examples from the current class and those proposed classes.

The ensembles in the noise-detection algorithms generate a list of predicted labels for each suspicious example. These labels plus the example’s current label comprise the permitted labels for that example. The heuristic selects the example from each permitted label that is closest to the suspicious example. If there are fewer than $k$ permitted labels (where $k$ is the desired context size), the balance of the context is filled out by selecting the remaining $k - n$ nearest neighbors from the permitted labels.

We build the explanation based on both the activation neighborhood and the feature neighborhood; an example that already appears in the activation context is omitted from the feature context and replaced by the next-nearest neighbor. Figures 4 and 5 show a examples of this contextual explanation.

4 Experiments

We hypothesize that adding a neighborhood-based filter after noise detection reduces the rates of false positives while retaining true noisy examples. We test this by injecting noise into datasets, running algorithms over them, and measuring the correctly and incorrectly flagged suspicious examples.

1Models and hyperparameters are listed in Appendix A

2When using raw features, this filter acts like a k-nearest neighbors classifier with veto power over the ensemble. Experiments with a vote by weighted cosine similarity correlated closely with this simpler technique, and we did not pursue it.
4.1 Datasets
We evaluate on the short-text classification datasets listed in Table 2. All data is publicly available. Lists of the exact subsets we used for Stack Exchange, Stack Overflow, and Jeopardy are available at https://github.com/cfd-01/ LN1C_data.

Phase one of the evaluation introduces label noise—effectively “corrupting” the datasets. The amount of introduced label noise was controlled by an error-rate parameter, interpreted as the fraction of the training set to mislabel.

We used two strategies to introduce label noise: random and next-best. Both selected a random sample of the training data to mislabel. The random strategy assigned a random incorrect label to each selected example. The next-best strategy assigned the “next-best” incorrect label, as predicted by a classifier trained on the entire train set; this simulates a best effort but incorrect labeling, as might be performed by a confused human labeler.

4.2 Metrics
Because the goal of the algorithm is to avoid wasting human time, our evaluation should heavily punish false positives. We therefore measure the precision of each algorithm. We also follow Sluban et al. (2010) in reporting $F_{0.5}$, an $F$-score that values precision twice as much as recall.

$$F_{0.5} = \frac{(1 + 0.5^2) \cdot \text{precision} \cdot \text{recall}}{(0.5^2 \cdot \text{precision}) + \text{recall}}$$

Not every situation calls for precision to be valued twice as much as recall. Therefore, we also report $F_{\beta}$ (Rijsbergen, 1979) for $\beta \in \{1.0, 0.2, 0.1\}$ to reflect the preferences of users who value precision and recall equally, precision five times more than recall, and precision ten times more.

5 Results
Figure 1 shows average precision and $F_{0.5}$ scores across the five datasets, and Table 3 further summarizes by averaging across error rates. Appendix B shows results split by dataset and error rate.

Table 3 shows that, averaged across datasets and error rates, adding neighborhood filtering of any kind improves precision of all of the underlying algorithms. For randomly generated noise, this is true for $F_{0.5}$ as well. Figure 1a also shows that the neighborhood activation filter gives a large boost to precision over all three noise-detection algorithms, and the feature neighborhood filter gives a smaller but still observable benefit. For next-best noise, adding the feature neighborhood filtering improves $F_{0.5}$, but activation neighborhood filtering slightly worsens $F_{0.5}$. From the graph in Figure 1d, it is apparent that activation neighborhood filtering has a benefit to $F_{0.5}$ at low error rates but declines relative to the other systems as the error rate increases, crossing at error rates near 15%. Addition of too much next-best noise negatively impacts the neural network trained on the uncorrected data, distorting the activation space. While this distortion does not harm precision, it is detrimental to recall.

For both random and next-best noise, agreed correction with activation neighborhood filtering achieves the best average precision. For random noise, HARF with activation-neighborhood filtering gives the best $F_{0.5}$ across noise rates. However, for next-best noise, HARF suffered a dramatic loss in recall when error rates exceeded about 12% (Figure 1d), leading it to have low overall $F_{0.5}$. This may be due to the random forest’s use of bagging: if a subset of trees trains on samples with a great deal of non-random noise, those trees could learn to misclassify systematically. Agreed correction with feature neighborhood filtering gave the highest average $F_{0.5}$ for next-best noise.

The upward trend in precision as error rates increase suggests that the same core of false positives are consistently detected. As the number of true positives increases with higher error rates, the core of false positives makes up a smaller fraction of the total number of examples flagged as suspicious.

Table 4 lists $F_{\beta}$ scores. As expected, using a neighborhood filter, which reduces the number of suspicious examples shown to a user, is particularly advantageous when precision is valued more than recall ($F_{0.2}$ and $F_{0.1}$), but often extracts a cost when recall and precision are equally important ($F_{1.0}$). Thus, agreed correction with no neighborhood filter is the best system to optimize $F_{1.0}$ when using next-best noise. Nevertheless, the strongest system for $F_{1.0}$ on random noise is still HARF with activation neighborhood filtering, followed closely by consensus with activation neighborhood filtering.

6 The LN1C Tool
The LN1C tool implements the algorithms described above and provides a web interface to review label noise in context. The interface visually summarizes the overall label noise within a dataset and links to groups of suspicious examples in con-
| Source                | Description                                                                 | Train | Classes |
|----------------------|------------------------------------------------------------------------------|-------|---------|
| Stack Exchange       | Collected by the authors from https://archive.org/details/stackexchange       | 5000  | 15      |
| Stack Overflow       | Subset of (Xu et al., 2015)                                                 | 10000 | 20      |
| Jeopardy             | Subset of www.j-archive.com                                                 | 5080  | 21      |
| ATIS                 | (Price, 1990; Hakkani-Tur et al., 2016)                                     | 4952  | 17      |
| Snips-2017           | https://github.com/snipsco/nlu-benchmark/                                   | 13784 | 7       |

Table 2: Dataset details.

(a) Precision of noise detection for randomly generated noise

(b) Precision of noise detection for next-best noise.

(c) $F_{0.5}$ of noise detection for randomly generated noise

(d) $F_{0.5}$ of noise detection for next-best noise.

Figure 1: Precision and $F_{0.5}$ at various noise levels, averaged across the five datasets.

text. LNIJC’s representation of the noise summary (Figure 2) is similar to a confusion matrix. In the label noise matrix each cell indicates the number of noisy examples discovered where the context includes the classes specified by the row and the column.\textsuperscript{4} Clicking on a cell brings the user to a list of examples flagged as noise. Each of these examples can be expanded to show the context, as

\textsuperscript{4}The agreed-correction algorithm guarantees that each context contains exactly two classes. When using larger contexts, the summary can be a list of class tuples.
Data from Stack Exchange illustrates how context helps a reviewer understand problems in a dataset. Sometimes, context shows that an example is mislabeled. Without context, it is easy for an annotator to be uncertain of whether a question about the existence of a myth belongs in the history class; it is a question about a historical civilization, after all. However, from the context in Figure 4, it is clear that even questions about the history of myths are categorized as mythology, and so the example’s label should be changed to maintain consistency.

### Table 3: Mean precision and $F_{0.5}$ for the five datasets, averaged across all error rates. The top row in each section is a baseline system with no filtering.

|                | Random Noise | Next-Best Noise |
|----------------|--------------|-----------------|
|                | $P$          | $F_{0.5}$       | $P$          | $F_{0.5}$       |
| Agreed correction | 0.732 | 0.713 | 0.717 | 0.691 |
| + Neighborhood filtering using feature | 0.753 | 0.729 | 0.738 | 0.698 |
| activation | 0.819 | 0.773 | 0.779 | 0.684 |
| Consensus | 0.672 | 0.702 | 0.647 | 0.645 |
| + Neighborhood filtering using feature | 0.698 | 0.725 | 0.668 | 0.654 |
| activation | 0.774 | 0.781 | 0.713 | 0.646 |
| HARF | 0.734 | 0.751 | 0.667 | 0.559 |
| + Neighborhood filtering using feature | 0.746 | 0.761 | 0.677 | 0.563 |
| activation | 0.801 | 0.798 | 0.718 | 0.549 |

### Table 4: Average F-scores across the datasets valuing precision to different degrees.

|                | Random Noise | Next-Best Noise |
|----------------|--------------|-----------------|
|                | $F_{1.0}$ | $F_{0.2}$ | $F_{0.1}$ | $F_{1.0}$ | $F_{0.2}$ | $F_{0.1}$ |
| Agreed correction | 0.695 | 0.728 | 0.731 | 0.666 | 0.712 | 0.716 |
| + Neighborhood filtering using feature | 0.706 | 0.748 | 0.732 | 0.658 | 0.729 | 0.736 |
| activation | 0.721 | 0.809 | 0.817 | 0.585 | 0.757 | 0.773 |
| Consensus | 0.760 | 0.678 | 0.674 | 0.652 | 0.646 | 0.647 |
| + Neighborhood filtering using feature | 0.776 | 0.703 | 0.699 | 0.647 | 0.665 | 0.667 |
| activation | 0.800 | 0.775 | 0.774 | 0.581 | 0.698 | 0.709 |
| HARF | 0.787 | 0.737 | 0.734 | 0.477 | 0.639 | 0.659 |
| + Neighborhood filtering using feature | 0.794 | 0.748 | 0.746 | 0.477 | 0.647 | 0.669 |
| activation | 0.803 | 0.800 | 0.800 | 0.430 | 0.672 | 0.705 |

Other times, context can reveal more complex issues with the class structure of the data. Figure 5 shows a suspicious example from the health class that the noise detection algorithm suggests may belong in the fitness class. The context shows that in fact, both classes include questions about the timing of meals with regard to exercise. A human reviewer should make a decision about where the boundary between these two classes should lie and assign these utterances consistently to one class.

### 7 Conclusion

Although NLP practitioners know that label noise harms performance, and noise detection algorithms have long been available, this technology is not...
review of detected errors is difficult and time-consuming. LNiC makes human review of possible label noise easier and more efficient. It reduces the number of false positive examples that the reviewer must look at, providing state-of-the-art precision and $F_{0.5}$ across several short text datasets. And by providing an explanation of why the model flagged an example as suspicious, it makes the output of label noise detectors understandable and actionable.
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A Appendix: Model Details

For ease of replication, this appendix specifies the details of the models used in our experiments.

For consensus and agreed-only noise detection, our ensemble consisted of three classifiers from Scikit Learn (Pedregosa et al., 2011): LogisticRegression, RandomForestClassifier, and MLPClassifier. We used default parameters, except that we set MLPClassifier’s max_iter parameter to 1000 to speed up experiments.

For HARF, we used a RandomForestClassifier model with 500 trees and required 90% agreement. Sluban et al. (2010) reported on models requiring lower levels of agreement, but preliminary testing demonstrated that 90% improved results on our datasets.

For the neighborhood filter, we set $k = 5$.

Our raw vector representation of all utterances was USE (Cer et al., 2018). The activations for activation-based filtering and context generation were generated using an MLPClassifier with hidden_layer_sizes = [100, 512].
## B Appendix: Detailed Results

Results were summarized in the body of the paper for conciseness. In this appendix, we present precision and $F_{0.5}$ for each of the five datasets and for each of the error rates.

| Underlying Algorithm | Context Filter | error rate | precision | $F_{0.5}$ |
|----------------------|---------------|------------|-----------|-----------|
|                      |               | 0.01       | 0.203559  | 0.235175  |
|                      |               | 0.05       | 0.516995  | 0.551899  |
|                      |               | 0.10       | 0.678281  | 0.692148  |
| (baseline)           |               | 0.15       | 0.758825  | 0.754214  |
|                      |               | 0.20       | 0.815761  | 0.792989  |
|                      |               | 0.25       | 0.856683  | 0.815505  |
|                      |               | 0.30       | 0.874819  | 0.821995  |
|                      |               | 0.35       | 0.902361  | 0.829439  |
|                      |               | 0.40       | 0.914755  | 0.830854  |
|                      | activation    | 0.01       | 0.749626  | 0.374314  |
|                      |               | 0.05       | 0.653646  | 0.647463  |
|                      |               | 0.10       | 0.777705  | 0.745331  |
|                      |               | 0.15       | 0.831916  | 0.782190  |
|                      |               | 0.20       | 0.873480  | 0.801011  |
|                      |               | 0.25       | 0.899718  | 0.810401  |
|                      |               | 0.30       | 0.910957  | 0.806536  |
|                      |               | 0.35       | 0.925808  | 0.796353  |
|                      |               | 0.40       | 0.936250  | 0.779562  |
|                      | feature       | 0.01       | 0.228584  | 0.261365  |
|                      |               | 0.05       | 0.551033  | 0.582140  |
|                      |               | 0.10       | 0.709730  | 0.716853  |
|                      |               | 0.15       | 0.785696  | 0.772165  |
|                      |               | 0.20       | 0.836971  | 0.804862  |
|                      |               | 0.25       | 0.871780  | 0.821373  |
|                      |               | 0.30       | 0.887976  | 0.823381  |
|                      |               | 0.35       | 0.912542  | 0.821646  |
|                      |               | 0.40       | 0.925177  | 0.816177  |
|                      | nonsuspicious | 0.01       | 0.219619  | 0.252413  |
|                      |               | 0.05       | 0.541991  | 0.573870  |
|                      |               | 0.10       | 0.700703  | 0.710048  |
|                      |               | 0.15       | 0.777494  | 0.767097  |
|                      |               | 0.20       | 0.832716  | 0.802072  |
|                      |               | 0.25       | 0.870279  | 0.820193  |
|                      |               | 0.30       | 0.885262  | 0.822268  |
|                      |               | 0.35       | 0.908316  | 0.827566  |
|                      |               | 0.40       | 0.922156  | 0.817444  |
|                      | (baseline)    | 0.01       | 0.169058  | 0.197610  |
|                      |               | 0.05       | 0.438177  | 0.479689  |
|                      |               | 0.10       | 0.591796  | 0.626953  |
|                      |               | 0.15       | 0.678183  | 0.704604  |
|                      |               | 0.20       | 0.741275  | 0.758822  |
|                      |               | 0.25       | 0.787061  | 0.794762  |
|                      |               | 0.30       | 0.815812  | 0.818548  |
|                      |               | 0.35       | 0.847556  | 0.837087  |
|                      |               | 0.40       | 0.865010  | 0.843633  |
|                      | activation    | 0.01       | 0.340710  | 0.331763  |
|                      |               | 0.05       | 0.581698  | 0.591143  |
|                      |               | 0.10       | 0.702483  | 0.699962  |
|                      |               | 0.15       | 0.765191  | 0.752992  |
|                      |               | 0.20       | 0.811529  | 0.785388  |
|                      |               | 0.25       | 0.843820  | 0.806149  |
|                      |               | 0.30       | 0.864403  | 0.817224  |
|                      |               | 0.35       | 0.882211  | 0.810990  |
|                      |               | 0.40       | 0.895110  | 0.814209  |
|                      | Consensus     | 0.01       | 0.193324  | 0.228609  |
|                      |               | 0.05       | 0.472302  | 0.513817  |
|                      |               | 0.10       | 0.624910  | 0.655624  |
|                      |               | 0.15       | 0.707260  | 0.727099  |
|                      |               | 0.20       | 0.766436  | 0.774626  |
|                      |               | 0.25       | 0.806752  | 0.805997  |
|                      |               | 0.30       | 0.833442  | 0.824318  |
|                      |               | 0.35       | 0.862185  | 0.838768  |
|                      |               | 0.40       | 0.879229  | 0.843028  |
|                      | nonsuspicious | 0.01       | 0.185901  | 0.219397  |
|                      |               | 0.05       | 0.463941  | 0.504450  |
|                      |               | 0.10       | 0.614485  | 0.646574  |
|                      |               | 0.15       | 0.701349  | 0.722953  |
|                      |               | 0.20       | 0.762975  | 0.773727  |
|                      |               | 0.25       | 0.808469  | 0.804780  |
|                      |               | 0.30       | 0.833155  | 0.824230  |
|                      |               | 0.35       | 0.859147  | 0.835885  |
|                      |               | 0.40       | 0.875436  | 0.839302  |
Table 5: ATIS, Next-Best Noise

| Underlying Algorithm | Context Filter | error rate | precision | $F_{0.5}$ |
|----------------------|----------------|------------|-----------|-----------|
| 0.01                 | 0.015539       | 0.233175   |           |           |
| 0.05                 | 0.056795       | 0.551899   |           |           |
| 0.10                 | 0.078281       | 0.692418   |           |           |
| 0.15                 | 0.088828       | 0.752414   |           |           |
| (baseline)           | 0.20           | 0.815161   | 0.792989  |           |
| 0.25                 | 0.885683       | 0.815050   |           |           |
| 0.30                 | 0.874819       | 0.821995   |           |           |
| 0.35                 | 0.902361       | 0.829439   |           |           |
| 0.40                 | 0.914755       | 0.832054   |           |           |
| 0.01                 | 0.039826       | 0.374314   |           |           |
| 0.05                 | 0.065364       | 0.647463   |           |           |
| 0.10                 | 0.077705       | 0.745331   |           |           |
| 0.15                 | 0.081916       | 0.782190   |           |           |
| activation           | 0.20           | 0.887480   | 0.801011  |           |
| 0.25                 | 0.899718       | 0.810401   |           |           |
| 0.30                 | 0.910957       | 0.806536   |           |           |
| 0.35                 | 0.923808       | 0.796535   |           |           |
| 0.40                 | 0.936250       | 0.795652   |           |           |
| 0.01                 | 0.283881       | 0.261383   |           |           |
| 0.05                 | 0.551033       | 0.582140   |           |           |
| 0.10                 | 0.709730       | 0.716853   |           |           |
| 0.15                 | 0.785696       | 0.772165   |           |           |
| feature              | 0.20           | 0.836971   | 0.804862  |           |
| 0.25                 | 0.871780       | 0.821373   |           |           |
| 0.30                 | 0.887976       | 0.823381   |           |           |
| 0.35                 | 0.912542       | 0.825164   |           |           |
| 0.40                 | 0.925177       | 0.816177   |           |           |
| 0.01                 | 0.249019       | 0.222413   |           |           |
| 0.05                 | 0.541191       | 0.573870   |           |           |
| 0.10                 | 0.700703       | 0.710408   |           |           |
| 0.15                 | 0.777494       | 0.767097   |           |           |
| nonsuspicious        | 0.20           | 0.832716   | 0.802072  |           |
| 0.25                 | 0.870279       | 0.820193   |           |           |
| 0.30                 | 0.885262       | 0.822268   |           |           |
| 0.35                 | 0.909316       | 0.823756   |           |           |
| 0.40                 | 0.922156       | 0.814744   |           |           |
|           | 0.01 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 |
|-----------|------|------|------|------|------|------|------|------|------|
| baseline  | 0.169058 | 0.438177 | 0.591796 | 0.678183 | 0.741275 | 0.787061 | 0.818512 | 0.847556 | 0.865010 |
| activation| 0.0101 | 0.051698 | 0.102248 | 0.15765191 | 0.20811529 | 0.25043820 | 0.30086403 | 0.35088211 | 0.40089511 |
| feature   | 0.0101 | 0.05078698 | 0.10070248 | 0.15070226 | 0.200766436 | 0.250806752 | 0.30083442 | 0.350862185 | 0.400879229 |
| non-suspicious | 0.0101 | 0.05063941 | 0.100614485 | 0.150701349 | 0.200762975 | 0.250804869 | 0.300833155 | 0.350859147 | 0.400875436 |
| HARF590   | 0.0101 | 0.05025024 | 0.10062522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |
| activation| 0.0101 | 0.05063107 | 0.100733487 | 0.150792436 | 0.200825070 | 0.250851299 | 0.300865749 | 0.350879965 | 0.400893418 |
| feature   | 0.0101 | 0.050527276 | 0.100662522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |
| non-suspicious | 0.0101 | 0.050527276 | 0.100662522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |
| HARF590   | 0.0101 | 0.050527276 | 0.100662522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |
| activation| 0.0101 | 0.05063107 | 0.100733487 | 0.150792436 | 0.200825070 | 0.250851299 | 0.300865749 | 0.350879965 | 0.400893418 |
| feature   | 0.0101 | 0.050527276 | 0.100662522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |
| non-suspicious | 0.0101 | 0.050527276 | 0.100662522 | 0.150732189 | 0.200777402 | 0.250808914 | 0.300830024 | 0.350846649 | 0.400867032 |

Table 6: ATIS, Random Noise
| Underlying Algorithm | Context Filter | error rate | precision | P0.5 |
|----------------------|---------------|------------|-----------|------|
|                      |               | 0.01       | 0.203559  | 0.235175 |
|                      |               | 0.05       | 0.516995  | 0.551899 |
|                      |               | 0.10       | 0.678281  | 0.692148 |
|                      |               | 0.15       | 0.758825  | 0.754214 |
| (baseline)           |               | 0.20       | 0.815761  | 0.792989 |
|                      |               | 0.25       | 0.855683  | 0.815505 |
|                      |               | 0.30       | 0.874819  | 0.821995 |
|                      |               | 0.35       | 0.902361  | 0.829439 |
|                      |               | 0.40       | 0.914755  | 0.830545 |
|                      |               | 0.01       | 0.190626  | 0.195914 |
|                      |               | 0.05       | 0.653646  | 0.647463 |
|                      |               | 0.10       | 0.777705  | 0.745331 |
|                      |               | 0.15       | 0.831916  | 0.782190 |
| activation           |               | 0.20       | 0.873480  | 0.801011 |
|                      |               | 0.25       | 0.897978  | 0.810401 |
|                      |               | 0.30       | 0.910957  | 0.806536 |
|                      |               | 0.35       | 0.928508  | 0.796353 |
|                      |               | 0.40       | 0.936250  | 0.779562 |
|                      |               | 0.01       | 0.228381  | 0.261363 |
|                      |               | 0.05       | 0.551033  | 0.582140 |
|                      |               | 0.10       | 0.709730  | 0.716853 |
|                      |               | 0.15       | 0.785696  | 0.772165 |
| feature              |               | 0.20       | 0.836971  | 0.804862 |
|                      |               | 0.25       | 0.871780  | 0.821373 |
|                      |               | 0.30       | 0.887976  | 0.823381 |
|                      |               | 0.35       | 0.912542  | 0.825164 |
|                      |               | 0.40       | 0.925177  | 0.816177 |
|                      |               | 0.01       | 0.219619  | 0.252411 |
|                      |               | 0.05       | 0.541191  | 0.573870 |
|                      |               | 0.10       | 0.708703  | 0.710348 |
|                      |               | 0.15       | 0.777494  | 0.767097 |
| nonsuspicious        |               | 0.20       | 0.832716  | 0.802072 |
|                      |               | 0.25       | 0.870279  | 0.820193 |
|                      |               | 0.30       | 0.885262  | 0.822268 |
|                      |               | 0.35       | 0.909316  | 0.827356 |
|                      |               | 0.40       | 0.922156  | 0.814744 |
|                      |               | 0.01       | 0.190626  | 0.195914 |
|                      |               | 0.05       | 0.438177  | 0.479689 |
|                      |               | 0.10       | 0.591796  | 0.620953 |
|                      |               | 0.15       | 0.678183  | 0.704604 |
| (baseline)           |               | 0.20       | 0.741275  | 0.758822 |
|                      |               | 0.25       | 0.787061  | 0.794762 |
|                      |               | 0.30       | 0.818512  | 0.818545 |
|                      |               | 0.35       | 0.847556  | 0.837087 |
|                      |               | 0.40       | 0.865010  | 0.843633 |
|                      |               | 0.01       | 0.340410  | 0.357163 |
|                      |               | 0.05       | 0.581698  | 0.591143 |
|                      |               | 0.10       | 0.702483  | 0.699962 |
|                      |               | 0.15       | 0.736191  | 0.752932 |
| activation           |               | 0.20       | 0.811529  | 0.785388 |
|                      |               | 0.25       | 0.843820  | 0.806149 |
|                      |               | 0.30       | 0.864403  | 0.817224 |
|                      |               | 0.35       | 0.882211  | 0.819980 |
|                      |               | 0.40       | 0.895110  | 0.814209 |
|                      |               | 0.01       | 0.191124  | 0.221609 |
|                      |               | 0.05       | 0.472302  | 0.511817 |
|                      |               | 0.10       | 0.624910  | 0.655624 |
|                      |               | 0.15       | 0.707260  | 0.727099 |
| feature              |               | 0.20       | 0.766436  | 0.776426 |
|                      |               | 0.25       | 0.806752  | 0.809997 |
|                      |               | 0.30       | 0.834342  | 0.824318 |
|                      |               | 0.35       | 0.862185  | 0.838768 |
|                      |               | 0.40       | 0.879229  | 0.843028 |
|                      |               | 0.01       | 0.185901  | 0.213997 |
|                      |               | 0.05       | 0.463941  | 0.504450 |
|                      |               | 0.10       | 0.614485  | 0.640574 |
|                      |               | 0.15       | 0.701349  | 0.722953 |
| nonsuspicious        |               | 0.20       | 0.762975  | 0.773727 |
|                      |               | 0.25       | 0.804869  | 0.804780 |
|                      |               | 0.30       | 0.833155  | 0.824230 |
|                      |               | 0.35       | 0.859147  | 0.835885 |
|                      |               | 0.40       | 0.875436  | 0.839302 |
| Underlying Algorithm | Context Filter | error rate | precision | $F_{0.5}$ |
|----------------------|----------------|------------|-----------|-----------|
|                      |                | 0.01       | 0.203359  | 0.223717  |
|                      |                | 0.05       | 0.516995  | 0.551899  |
|                      |                | 0.10       | 0.678281  | 0.692148  |
|                      |                | 0.15       | 0.758825  | 0.754214  |
| baseline             |                | 0.20       | 0.815761  | 0.792989  |
|                      |                | 0.25       | 0.855683  | 0.815505  |
|                      |                | 0.30       | 0.874819  | 0.821995  |
|                      |                | 0.35       | 0.902361  | 0.829439  |
|                      |                | 0.40       | 0.914755  | 0.828504  |
| activation           |                | 0.01       | 0.239826  | 0.274314  |
|                      |                | 0.05       | 0.653646  | 0.647463  |
|                      |                | 0.10       | 0.777705  | 0.745331  |
|                      |                | 0.15       | 0.831916  | 0.782190  |
|                      |                | 0.20       | 0.877840  | 0.801011  |
|                      |                | 0.25       | 0.909718  | 0.810401  |
|                      |                | 0.30       | 0.919057  | 0.806536  |
|                      |                | 0.35       | 0.925080  | 0.796353  |
|                      |                | 0.40       | 0.926550  | 0.799562  |
| feature              |                | 0.01       | 0.283881  | 0.261363  |
|                      |                | 0.05       | 0.551033  | 0.582140  |
|                      |                | 0.10       | 0.709730  | 0.716853  |
|                      |                | 0.15       | 0.785669  | 0.772165  |
|                      |                | 0.20       | 0.836971  | 0.804862  |
|                      |                | 0.25       | 0.871780  | 0.821373  |
|                      |                | 0.30       | 0.887976  | 0.823381  |
|                      |                | 0.35       | 0.912542  | 0.825164  |
|                      |                | 0.40       | 0.925177  | 0.816177  |
| nonsuspicious        |                | 0.01       | 0.290619  | 0.282913  |
|                      |                | 0.05       | 0.541191  | 0.573870  |
|                      |                | 0.10       | 0.700703  | 0.710408  |
|                      |                | 0.15       | 0.777494  | 0.767097  |
|                      |                | 0.20       | 0.832716  | 0.802072  |
|                      |                | 0.25       | 0.870279  | 0.820193  |
|                      |                | 0.30       | 0.885262  | 0.822268  |
|                      |                | 0.35       | 0.909316  | 0.823756  |
|                      |                | 0.40       | 0.922156  | 0.814744  |
| Consensus | activation | feature | nonsuspicious | HARF9 |
|-----------|------------|---------|--------------|-------|
| 0.01 0.540710 0.337163 | 0.05 0.581698 0.591143 | 0.10 0.702483 0.699962 | 0.15 0.765191 0.752932 | 0.20 0.811529 0.785388 |
| 0.10 0.591796 0.626953 | 0.25 0.843820 0.806149 | 0.30 0.864403 0.817224 | 0.35 0.882211 0.819990 | 0.40 0.909110 0.842409 |
| 0.15 0.678183 0.704604 | 0.20 0.787061 0.794762 | 0.25 0.878052 0.834874 | 0.30 0.896832 0.857652 | 0.35 0.915612 0.880434 |
| 0.20 0.741275 0.758822 | 0.25 0.780384 0.790468 | 0.30 0.818512 0.818545 | 0.35 0.847556 0.837087 | 0.40 0.865010 0.843633 |
| 0.25 0.807652 0.805997 | 0.30 0.878633 0.848745 | 0.35 0.909614 0.878879 | 0.40 0.930597 0.908912 | 0.45 0.951581 0.939045 |
| 0.30 0.847556 0.837087 | 0.35 0.915612 0.880434 | 0.40 0.980384 0.940578 | 0.45 0.981529 0.941723 | 0.50 0.982675 0.942868 |
| 0.35 0.882211 0.819990 | 0.40 0.909110 0.842409 | 0.45 0.930597 0.908912 | 0.50 0.951581 0.939045 | 0.55 0.972664 0.979180 |
| 0.40 0.930597 0.908912 | 0.45 0.951581 0.939045 | 0.50 0.972664 0.979180 | 0.55 0.993749 0.999313 | 0.60 0.994815 0.999448 |
| 0.45 0.972664 0.979180 | 0.50 0.993749 0.999313 | 0.55 0.994815 0.999448 | 0.60 0.995881 0.999583 | 0.65 0.996948 0.999718 |

| Activation | feature | nonsuspicious | HARF9 |
|------------|---------|--------------|-------|
| 0.01 0.340710 0.337163 | 0.05 0.472302 0.511817 | 0.10 0.624910 0.655624 | 0.15 0.707260 0.727099 |
| 0.10 0.391324 0.223609 | 0.15 0.501548 0.534753 | 0.20 0.657951 0.690909 | 0.25 0.777402 0.824230 |
| 0.15 0.591796 0.626953 | 0.20 0.643941 0.596450 | 0.25 0.664403 0.817224 | 0.30 0.864403 0.817224 |
| 0.20 0.766436 0.776426 | 0.25 0.808752 0.805997 | 0.30 0.882211 0.819990 | 0.35 0.909110 0.842409 |
| 0.25 0.807652 0.805997 | 0.30 0.878633 0.848745 | 0.35 0.915612 0.880434 | 0.40 0.930597 0.908912 |
| 0.30 0.847556 0.837087 | 0.35 0.915612 0.880434 | 0.40 0.930597 0.908912 | 0.45 0.951581 0.939045 |
| 0.35 0.882211 0.819990 | 0.40 0.909110 0.842409 | 0.45 0.930597 0.908912 | 0.50 0.951581 0.939045 |
| 0.40 0.930597 0.908912 | 0.45 0.951581 0.939045 | 0.50 0.972664 0.979180 | 0.55 0.993749 0.999313 |
| 0.45 0.972664 0.979180 | 0.50 0.993749 0.999313 | 0.55 0.994815 0.999448 | 0.60 0.995881 0.999583 |
| 0.50 0.995881 0.999583 | 0.55 0.994815 0.999448 | 0.60 0.995881 0.999583 | 0.65 0.996948 0.999718 |
| 0.55 0.994815 0.999448 | 0.60 0.995881 0.999583 | 0.65 0.996948 0.999718 | 0.70 1.000000 1.000000 |

Table 8: Jeopardy, Random Noise
| Underlying Algorithm | Context Filter | error rate | precision | P value |
|----------------------|----------------|------------|-----------|---------|
|                      |                | 0.01       | 0.203559  | 0.235175|
|                      |                | 0.05       | 0.516995  | 0.551899|
|                      |                | 0.10       | 0.678281  | 0.692148|
|                      |                | 0.15       | 0.758825  | 0.754214|
| (baseline)           | feature        | 0.02       | 0.815761  | 0.792899|
|                      |                | 0.25       | 0.855683  | 0.815505|
|                      |                | 0.30       | 0.874819  | 0.821995|
|                      |                | 0.35       | 0.902361  | 0.829439|
|                      |                | 0.40       | 0.914755  | 0.830544|
|                      | activation     | 0.02       | 0.798626  | 0.779414|
|                      |                | 0.05       | 0.653646  | 0.647463|
|                      |                | 0.10       | 0.777705  | 0.745331|
|                      |                | 0.15       | 0.831916  | 0.782190|
|                      | nonSuspicious  | 0.02       | 0.873480  | 0.801011|
|                      |                | 0.25       | 0.899718  | 0.810401|
|                      |                | 0.30       | 0.910957  | 0.806536|
|                      |                | 0.35       | 0.928908  | 0.796353|
|                      |                | 0.40       | 0.936250  | 0.779562|
|                      | activation     | 0.02       | 0.228381  | 0.261383|
|                      |                | 0.05       | 0.551033  | 0.582940|
|                      |                | 0.10       | 0.709730  | 0.716853|
|                      |                | 0.15       | 0.785696  | 0.772165|
|                      | feature        | 0.02       | 0.836971  | 0.830862|
|                      | nonSuspicious  | 0.02       | 0.871780  | 0.821373|
|                      |                | 0.25       | 0.887976  | 0.823381|
|                      |                | 0.30       | 0.912542  | 0.825164|
|                      |                | 0.35       | 0.925177  | 0.816177|
|                      | activation     | 0.02       | 0.219619  | 0.252414|
|                      |                | 0.05       | 0.541191  | 0.573870|
|                      |                | 0.10       | 0.700703  | 0.710848|
|                      |                | 0.15       | 0.777494  | 0.767097|
|                      | feature        | 0.02       | 0.832716  | 0.802072|
|                      |                | 0.25       | 0.870279  | 0.820193|
|                      |                | 0.30       | 0.885262  | 0.822268|
|                      |                | 0.35       | 0.909316  | 0.823756|
|                      |                | 0.40       | 0.922156  | 0.814744|
|                      | nonSuspicious  | 0.02       | 0.198082  | 0.197610|
|                      |                | 0.05       | 0.438177  | 0.479689|
|                      |                | 0.10       | 0.591796  | 0.629593|
|                      |                | 0.15       | 0.678183  | 0.704604|
|                      | activation     | 0.02       | 0.741275  | 0.758822|
|                      |                | 0.25       | 0.780761  | 0.794762|
|                      |                | 0.30       | 0.818512  | 0.818545|
|                      |                | 0.35       | 0.847556  | 0.837087|
|                      |                | 0.40       | 0.865010  | 0.845633|
|                      | Consensus      | 0.02       | 0.340110  | 0.351703|
|                      |                | 0.05       | 0.581698  | 0.591143|
|                      |                | 0.10       | 0.702483  | 0.699962|
|                      |                | 0.15       | 0.765191  | 0.752932|
|                      | activation     | 0.02       | 0.811529  | 0.785388|
|                      |                | 0.25       | 0.843820  | 0.806149|
|                      |                | 0.30       | 0.864403  | 0.817224|
|                      |                | 0.35       | 0.882211  | 0.819980|
|                      |                | 0.40       | 0.895110  | 0.814209|
|                      | nonSuspicious  | 0.02       | 0.191124  | 0.221609|
|                      |                | 0.05       | 0.472302  | 0.511817|
|                      |                | 0.10       | 0.624910  | 0.655624|
|                      |                | 0.15       | 0.707260  | 0.727099|
|                      | feature        | 0.02       | 0.766436  | 0.776426|
|                      |                | 0.25       | 0.806752  | 0.805997|
|                      |                | 0.30       | 0.834342  | 0.824318|
|                      |                | 0.35       | 0.862185  | 0.836768|
|                      |                | 0.40       | 0.879229  | 0.843028|
|                      | nonSuspicious  | 0.02       | 0.185901  | 0.215997|
|                      |                | 0.05       | 0.463941  | 0.504450|
|                      |                | 0.10       | 0.614385  | 0.640574|
|                      |                | 0.15       | 0.701349  | 0.722953|
|                      | activation     | 0.02       | 0.762975  | 0.773727|
|                      |                | 0.25       | 0.804869  | 0.804780|
|                      |                | 0.30       | 0.833155  | 0.824230|
|                      |                | 0.35       | 0.859147  | 0.835885|
|                      |                | 0.40       | 0.875436  | 0.839302|

172
| Underlying Algorithm | Context Filter | error rate | precision | $P_{\alpha}$ |
|----------------------|----------------|------------|-----------|--------------|
|                       |                | 0.01       | 0.203559  | 0.239175     |
|                       |                | 0.05       | 0.516995  | 0.551899     |
|                       |                | 0.10       | 0.678281  | 0.692148     |
|                       |                | 0.15       | 0.758828  | 0.754214     |
|                       | (baseline)     | 0.20       | 0.815761  | 0.792989     |
|                       |                | 0.25       | 0.855683  | 0.815505     |
|                       |                | 0.30       | 0.874819  | 0.821995     |
|                       |                | 0.35       | 0.902361  | 0.825439     |
|                       |                | 0.40       | 0.914755  | 0.825054     |
|                       |                | 0.01       | 0.379626  | 0.374314     |
|                       |                | 0.05       | 0.653646  | 0.647463     |
|                       |                | 0.10       | 0.777705  | 0.745331     |
|                       |                | 0.15       | 0.831916  | 0.782190     |
|                       | activation     | 0.20       | 0.873480  | 0.801011     |
|                       |                | 0.25       | 0.899718  | 0.810401     |
|                       |                | 0.30       | 0.910957  | 0.806536     |
|                       |                | 0.35       | 0.925808  | 0.796353     |
|                       |                | 0.40       | 0.936250  | 0.775652     |
|                       | Agreed correction | 0.01       | 0.228381  | 0.261363     |
|                       |                | 0.05       | 0.551033  | 0.582140     |
|                       |                | 0.10       | 0.709730  | 0.716853     |
|                       |                | 0.15       | 0.785696  | 0.772165     |
|                       | feature        | 0.20       | 0.836971  | 0.804862     |
|                       |                | 0.25       | 0.871780  | 0.821373     |
|                       |                | 0.30       | 0.887976  | 0.823381     |
|                       |                | 0.35       | 0.912542  | 0.825164     |
|                       |                | 0.40       | 0.925177  | 0.816177     |
|                       |                | 0.01       | 0.429619  | 0.422913     |
|                       |                | 0.05       | 0.541191  | 0.573870     |
|                       |                | 0.10       | 0.700703  | 0.710488     |
|                       |                | 0.15       | 0.777494  | 0.767097     |
|                       | non-suspicious | 0.20       | 0.832716  | 0.802072     |
|                       |                | 0.25       | 0.870279  | 0.820193     |
|                       |                | 0.30       | 0.885262  | 0.822168     |
|                       |                | 0.35       | 0.909316  | 0.823756     |
|                       |                | 0.40       | 0.922156  | 0.814744     |
| Consensus | feature | nonsuspicious | activation | feature | nonsuspicious | activation | feature | nonsuspicious | activation | feature | nonsuspicious | activation |
|-----------|---------|---------------|------------|---------|---------------|------------|---------|---------------|------------|---------|---------------|------------|
| 0.01      | 0.340710| 0.337163      | 0.240470   | 0.01    | 0.191324      | 0.221609   | 0.01    | 0.250247      | 0.272757   | 0.01    | 0.268729      | 0.352000   |
| 0.05      | 0.581698| 0.591143      | 0.472302   | 0.05    | 0.463941      | 0.504387   | 0.05    | 0.527276      | 0.544201   | 0.05    | 0.63107       | 0.613590   |
| 0.10      | 0.702483| 0.698962      | 0.624910   | 0.10    | 0.662922      | 0.657999   | 0.10    | 0.667157      | 0.691977   | 0.10    | 0.733487      | 0.692197   |
| 0.15      | 0.765191| 0.752932      | 0.702760   | 0.15    | 0.732189      | 0.709038   | 0.15    | 0.777402      | 0.732818   | 0.15    | 0.792437      | 0.730627   |
| 0.20      | 0.811529| 0.785388      | 0.764436   | 0.20    | 0.808469      | 0.804780   | 0.20    | 0.808914      | 0.743331   | 0.20    | 0.820796      | 0.739711   |
| 0.25      | 0.843820| 0.806149      | 0.806752   | 0.25    | 0.833155      | 0.824230   | 0.25    | 0.830042      | 0.745807   | 0.25    | 0.846649      | 0.742334   |
| 0.30      | 0.882211| 0.818990      | 0.862185   | 0.30    | 0.859147      | 0.835285   | 0.30    | 0.867032      | 0.742929   | 0.30    | 0.875436      | 0.830302   |
| 0.35      | 0.905110| 0.814209      | 0.879229   | 0.35    | 0.862865      | 0.835285   | 0.35    | 0.883418      | 0.720020   | 0.35    | 0.883418      | 0.720020   |
| 0.40      | 0.936333| 0.843633      | 0.843633   | 0.40    | 0.936333      | 0.843633   | 0.40    | 0.936333      | 0.843633   | 0.40    | 0.936333      | 0.843633   |

| HARF590   | feature | nonsuspicious | activation | feature | nonsuspicious | activation | feature | nonsuspicious | activation | feature | nonsuspicious | activation |
|-----------|---------|---------------|------------|---------|---------------|------------|---------|---------------|------------|---------|---------------|------------|
| 0.01      | 0.196058| 0.197610      | 0.259974   | 0.01    | 0.256894      | 0.279674   | 0.01    | 0.263522      | 0.288622   | 0.01    | 0.263522      | 0.288622   |
| 0.05      | 0.438177| 0.479695      | 0.524058   | 0.05    | 0.542341      | 0.557493   | 0.05    | 0.542341      | 0.557493   | 0.05    | 0.542341      | 0.557493   |
| 0.10      | 0.591796| 0.626953      | 0.676098   | 0.10    | 0.676441      | 0.670760   | 0.10    | 0.676441      | 0.670760   | 0.10    | 0.676441      | 0.670760   |
| 0.15      | 0.678183| 0.704604      | 0.744827   | 0.15    | 0.744850      | 0.717847   | 0.15    | 0.744850      | 0.717847   | 0.15    | 0.744850      | 0.717847   |
| 0.20      | 0.741275| 0.758822      | 0.781815   | 0.20    | 0.789984      | 0.739795   | 0.20    | 0.789984      | 0.739795   | 0.20    | 0.789984      | 0.739795   |
| 0.25      | 0.787061| 0.794762      | 0.819442   | 0.25    | 0.818234      | 0.748751   | 0.25    | 0.818234      | 0.748751   | 0.25    | 0.818234      | 0.748751   |
| 0.30      | 0.818512| 0.818545      | 0.839663   | 0.30    | 0.836773      | 0.743603   | 0.30    | 0.836773      | 0.743603   | 0.30    | 0.836773      | 0.743603   |
| 0.35      | 0.847556| 0.837087      | 0.829229   | 0.35    | 0.856733      | 0.743931   | 0.35    | 0.856733      | 0.743931   | 0.35    | 0.856733      | 0.743931   |
| 0.40      | 0.865010| 0.843633      | 0.865010   | 0.40    | 0.875930      | 0.743931   | 0.40    | 0.875930      | 0.743931   | 0.40    | 0.875930      | 0.743931   |

Table 10: SNIPS, Random Noise
| Underlying Algorithm | Context Filter | error rate | precision | $P_o$ s. |
|----------------------|----------------|------------|-----------|----------|
|                      |                | 0.01       | 0.203559  | 0.235175 |
|                      |                | 0.05       | 0.516995  | 0.551899 |
|                      |                | 0.10       | 0.678281  | 0.692148 |
|                      |                | 0.15       | 0.758825  | 0.754214 |
|                      | (baseline)     | 0.20       | 0.815761  | 0.792989 |
|                      |                | 0.25       | 0.855683  | 0.815505 |
|                      |                | 0.30       | 0.874819  | 0.821995 |
|                      |                | 0.35       | 0.902361  | 0.829439 |
|                      |                | 0.40       | 0.914755  | 0.832054 |
|                      |                | 0.01       | 0.379026  | 0.379026 |
|                      |                | 0.05       | 0.653646  | 0.647463 |
|                      |                | 0.10       | 0.777705  | 0.745331 |
|                      |                | 0.15       | 0.831916  | 0.782190 |
|                      | activation     | 0.20       | 0.873480  | 0.801011 |
|                      |                | 0.25       | 0.899718  | 0.814041 |
|                      |                | 0.30       | 0.910957  | 0.806536 |
|                      |                | 0.35       | 0.928508  | 0.796353 |
|                      |                | 0.40       | 0.936250  | 0.779562 |
|                      | Agreed correction | 0.01       | 0.228381  | 0.261363 |
|                      |                | 0.05       | 0.551033  | 0.582140 |
|                      |                | 0.10       | 0.709730  | 0.716853 |
|                      |                | 0.15       | 0.785696  | 0.772165 |
|                      | feature        | 0.20       | 0.836971  | 0.804862 |
|                      |                | 0.25       | 0.871780  | 0.821373 |
|                      |                | 0.30       | 0.887976  | 0.823381 |
|                      |                | 0.35       | 0.912542  | 0.825164 |
|                      |                | 0.40       | 0.925177  | 0.816177 |
|                      | nonsuspicious  | 0.01       | 0.219619  | 0.252418 |
|                      |                | 0.05       | 0.541191  | 0.573870 |
|                      |                | 0.10       | 0.700703  | 0.710438 |
|                      |                | 0.15       | 0.777494  | 0.767097 |
|                      | (baseline)     | 0.20       | 0.832716  | 0.802072 |
|                      |                | 0.25       | 0.870279  | 0.820193 |
|                      |                | 0.30       | 0.885262  | 0.822268 |
|                      |                | 0.35       | 0.909316  | 0.827576 |
|                      |                | 0.40       | 0.922156  | 0.817444 |
|                      | Consensus      | 0.01       | 0.340710  | 0.350765 |
|                      |                | 0.05       | 0.581698  | 0.591143 |
|                      |                | 0.10       | 0.702483  | 0.699962 |
|                      |                | 0.15       | 0.761591  | 0.752932 |
|                      | activation     | 0.20       | 0.815529  | 0.785388 |
|                      |                | 0.25       | 0.843820  | 0.806149 |
|                      |                | 0.30       | 0.864403  | 0.817224 |
|                      |                | 0.35       | 0.882211  | 0.819980 |
|                      |                | 0.40       | 0.895110  | 0.814209 |
|                      | nonsuspicious  | 0.01       | 0.191124  | 0.221609 |
|                      |                | 0.05       | 0.472302  | 0.511817 |
|                      |                | 0.10       | 0.624910  | 0.655624 |
|                      | feature        | 0.15       | 0.707260  | 0.727099 |
|                      |                | 0.20       | 0.766436  | 0.776426 |
|                      |                | 0.25       | 0.806752  | 0.809997 |
|                      |                | 0.30       | 0.834342  | 0.824318 |
|                      |                | 0.35       | 0.862185  | 0.838768 |
|                      |                | 0.40       | 0.878229  | 0.843028 |
|                      | nonsuspicious  | 0.01       | 0.185901  | 0.215997 |
|                      |                | 0.05       | 0.463941  | 0.504450 |
|                      |                | 0.10       | 0.614485  | 0.640574 |
|                      |                | 0.15       | 0.701349  | 0.722953 |
|                      | (baseline)     | 0.20       | 0.762975  | 0.773727 |
|                      |                | 0.25       | 0.804869  | 0.804780 |
|                      |                | 0.30       | 0.833155  | 0.824230 |
|                      |                | 0.35       | 0.859147  | 0.835885 |
|                      |                | 0.40       | 0.875436  | 0.839302 |
| Underlying Algorithm | Context Filter | error rate | precision |
|----------------------|----------------|------------|-----------|
| 
| HARF90              | activation     | 0.01       | 0.268332  | 0.575463 |
|                      | (baseline)     | 0.01       | 0.235175  | 0.551899 |
|                      | feature        | 0.01       | 0.253559  | 0.551899 |
|                      | nonsuspicious  | 0.01       | 0.235175  | 0.551899 |
|                      | agreed correction | 0.01       | 0.235175  | 0.551899 |

Table 11: Stack Exchange, Next-Best Noise
|        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|
| 0.01   | 0.169058 | 0.197610 |
| 0.05   | 0.438177  | 0.479689 |
| 0.10   | 0.591796  | 0.626953 |
| 0.15   | 0.678183  | 0.704604 |
| (baseline) | 0.20 | 0.741275  | 0.758822 |
|         | 0.25 | 0.787061  | 0.794762 |
|         | 0.30 | 0.818512  | 0.818545 |
|         | 0.35 | 0.847556  | 0.837087 |
|         | 0.40 | 0.865010  | 0.843633 |
| 0.01   | 0.340710  | 0.337163 |
| 0.05   | 0.581698  | 0.591143 |
| 0.10   | 0.702483  | 0.699962 |
| 0.15   | 0.765191  | 0.752932 |
| activation | 0.20 | 0.811529  | 0.785388 |
|         | 0.25 | 0.843820  | 0.806149 |
|         | 0.30 | 0.864403  | 0.817224 |
|         | 0.35 | 0.882211  | 0.818990 |
|         | 0.40 | 0.895110  | 0.814209 |
| 0.01   | 0.191324  | 0.221609 |
| 0.05   | 0.472302  | 0.511817 |
| 0.10   | 0.624910  | 0.655624 |
| 0.15   | 0.707260  | 0.727099 |
| feature | 0.20 | 0.766436  | 0.776426 |
|         | 0.25 | 0.806752  | 0.805997 |
|         | 0.30 | 0.834342  | 0.824318 |
|         | 0.35 | 0.862185  | 0.838768 |
|         | 0.40 | 0.879229  | 0.843028 |
| 0.01   | 0.185901  | 0.215997 |
| 0.05   | 0.463941  | 0.504850 |
| 0.10   | 0.614485  | 0.646574 |
| 0.15   | 0.701349  | 0.722953 |
| nonsuspicious | 0.20 | 0.762975  | 0.773727 |
|         | 0.25 | 0.804869  | 0.804780 |
|         | 0.30 | 0.833155  | 0.824230 |
|         | 0.35 | 0.859147  | 0.835885 |
|         | 0.40 | 0.875436  | 0.830302 |
| 0.01   | 0.250247  | 0.272757 |
| 0.05   | 0.527276  | 0.544201 |
| 0.10   | 0.662522  | 0.659799 |
| 0.15   | 0.732189  | 0.709038 |
| (baseline) | 0.20 | 0.777402  | 0.732818 |
|         | 0.25 | 0.808914  | 0.744331 |
|         | 0.30 | 0.830042  | 0.745807 |
|         | 0.35 | 0.846649  | 0.742334 |
|         | 0.40 | 0.867032  | 0.742929 |
| 0.01   | 0.260629  | 0.282560 |
| 0.05   | 0.532884  | 0.544201 |
| 0.10   | 0.662522  | 0.6646574 |
| 0.15   | 0.732189  | 0.709038 |
| activation | 0.20 | 0.777402  | 0.732818 |
|         | 0.25 | 0.808914  | 0.744331 |
|         | 0.30 | 0.830042  | 0.745807 |
|         | 0.35 | 0.846649  | 0.742334 |
|         | 0.40 | 0.867032  | 0.742929 |

|        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|
| 0.01   | 0.256974  | 0.279974 |
| 0.05   | 0.524058  | 0.557569 |
| 0.10   | 0.676098  | 0.671038 |
| 0.15   | 0.744827  | 0.718450 |
| feature | 0.20 | 0.788157  | 0.739972 |
|         | 0.25 | 0.819442  | 0.750494 |
|         | 0.30 | 0.839792  | 0.750249 |
|         | 0.35 | 0.857306  | 0.745631 |
|         | 0.40 | 0.876019  | 0.744641 |
| 0.01   | 0.263552  | 0.288652 |
| 0.05   | 0.542341  | 0.557493 |
| 0.10   | 0.676441  | 0.670760 |
| 0.15   | 0.744850  | 0.717847 |
| nonsuspicious | 0.20 | 0.789894  | 0.739795 |
|         | 0.25 | 0.818234  | 0.748751 |
|         | 0.30 | 0.839663  | 0.749268 |
|         | 0.35 | 0.856773  | 0.743603 |
|         | 0.40 | 0.875930  | 0.743391 |

Table 12: Stack Exchange, Random Noise
| Underlying Algorithm | Context Filter | error rate | precision | $P_v$ | s. |
|----------------------|----------------|------------|-----------|------|----|
| 0.01                 | 0.203559       | 0.235175   |           |      |    |
| 0.05                 | 0.516995       | 0.551899   |           |      |    |
| 0.10                 | 0.678281       | 0.692148   |           |      |    |
| 0.15                 | 0.758825       | 0.754214   |           |      |    |
| (baseline)           | 0.20           | 0.815761   | 0.792989  |      |    |
| 0.25                 | 0.855683       | 0.815505   |           |      |    |
| 0.30                 | 0.874819       | 0.821995   |           |      |    |
| 0.35                 | 0.902361       | 0.829439   |           |      |    |
| 0.40                 | 0.914755       | 0.823054   |           |      |    |
| 0.01                 | 0.379826       | 0.375214   |           |      |    |
| 0.05                 | 0.653646       | 0.647463   |           |      |    |
| 0.10                 | 0.777705       | 0.745331   |           |      |    |
| 0.15                 | 0.831916       | 0.782190   |           |      |    |
| activation           | 0.20           | 0.873480   | 0.801011  |      |    |
| 0.25                 | 0.897978       | 0.810401   |           |      |    |
| 0.30                 | 0.910957       | 0.806536   |           |      |    |
| 0.35                 | 0.929808       | 0.796353   |           |      |    |
| 0.40                 | 0.936250       | 0.779562   |           |      |    |
| 0.01                 | 0.228381       | 0.261383   |           |      |    |
| 0.05                 | 0.551033       | 0.582140   |           |      |    |
| 0.10                 | 0.709730       | 0.716853   |           |      |    |
| 0.15                 | 0.785696       | 0.772165   |           |      |    |
| feature              | 0.20           | 0.836971   | 0.808662  |      |    |
| 0.25                 | 0.871780       | 0.821373   |           |      |    |
| 0.30                 | 0.887976       | 0.823381   |           |      |    |
| 0.35                 | 0.912542       | 0.821642   |           |      |    |
| 0.40                 | 0.925177       | 0.816177   |           |      |    |
| 0.01                 | 0.196139       | 0.252413   |           |      |    |
| 0.05                 | 0.541191       | 0.573870   |           |      |    |
| 0.10                 | 0.708703       | 0.710848   |           |      |    |
| 0.15                 | 0.777494       | 0.767097   |           |      |    |
| nonsuspicious        | 0.20           | 0.832716   | 0.802072  |      |    |
| 0.25                 | 0.870279       | 0.820193   |           |      |    |
| 0.30                 | 0.885262       | 0.822268   |           |      |    |
| 0.35                 | 0.909316       | 0.823756   |           |      |    |
| 0.40                 | 0.922136       | 0.814744   |           |      |    |
| 0.01                 | 0.105938       | 0.199610   |           |      |    |
| 0.05                 | 0.438177       | 0.479689   |           |      |    |
| 0.10                 | 0.591796       | 0.629953   |           |      |    |
| 0.15                 | 0.678183       | 0.704604   |           |      |    |
| (baseline)           | 0.20           | 0.741275   | 0.758822  |      |    |
| 0.25                 | 0.787061       | 0.794762   |           |      |    |
| 0.30                 | 0.818512       | 0.818545   |           |      |    |
| 0.35                 | 0.847556       | 0.837087   |           |      |    |
| 0.40                 | 0.865010       | 0.843633   |           |      |    |
| 0.01                 | 0.340110       | 0.357103   |           |      |    |
| 0.05                 | 0.581698       | 0.591143   |           |      |    |
| 0.10                 | 0.702483       | 0.699962   |           |      |    |
| 0.15                 | 0.765191       | 0.752932   |           |      |    |
| activation           | 0.20           | 0.811529   | 0.785388  |      |    |
| 0.25                 | 0.843820       | 0.806149   |           |      |    |
| 0.30                 | 0.864403       | 0.817224   |           |      |    |
| 0.35                 | 0.882211       | 0.819980   |           |      |    |
| 0.40                 | 0.895110       | 0.814209   |           |      |    |
| 0.01                 | 0.191124       | 0.221609   |           |      |    |
| 0.05                 | 0.472302       | 0.511817   |           |      |    |
| 0.10                 | 0.624910       | 0.655624   |           |      |    |
| 0.15                 | 0.707260       | 0.727099   |           |      |    |
| feature              | 0.20           | 0.766436   | 0.776426  |      |    |
| 0.25                 | 0.806752       | 0.805997   |           |      |    |
| 0.30                 | 0.834342       | 0.824318   |           |      |    |
| 0.35                 | 0.862185       | 0.838768   |           |      |    |
| 0.40                 | 0.879229       | 0.843028   |           |      |    |
| 0.01                 | 0.185001       | 0.215997   |           |      |    |
| 0.05                 | 0.463941       | 0.504450   |           |      |    |
| 0.10                 | 0.614485       | 0.640574   |           |      |    |
| 0.15                 | 0.701349       | 0.722953   |           |      |    |
| nonsuspicious        | 0.20           | 0.762975   | 0.773727  |      |    |
| 0.25                 | 0.804869       | 0.804780   |           |      |    |
| 0.30                 | 0.833155       | 0.824230   |           |      |    |
| 0.35                 | 0.859147       | 0.835885   |           |      |    |
| 0.40                 | 0.875436       | 0.839302   |           |      |    |
| Underlying Algorithm | Context Filter       | error rate | precision | $P_{Q,s}$ |
|----------------------|----------------------|------------|-----------|-----------|
|                      |                      | 0.01       | 0.203159  | 0.231715  |
|                      |                      | 0.05       | 0.516995  | 0.551189  |
|                      |                      | 0.10       | 0.678281  | 0.692148  |
|                      |                      | 0.15       | 0.756825  | 0.754214  |
|                      | (baseline)           | 0.20       | 0.815761  | 0.792989  |
|                      |                      | 0.25       | 0.855683  | 0.815505  |
|                      |                      | 0.30       | 0.874819  | 0.821995  |
|                      |                      | 0.35       | 0.902361  | 0.829439  |
|                      |                      | 0.40       | 0.914755  | 0.832054  |
|                      | activation           | 0.01       | 0.319626  | 0.374314  |
|                      |                      | 0.05       | 0.653646  | 0.647463  |
|                      |                      | 0.10       | 0.777705  | 0.745331  |
|                      |                      | 0.15       | 0.831916  | 0.782190  |
|                      |                      | 0.20       | 0.873480  | 0.801011  |
|                      |                      | 0.25       | 0.899718  | 0.810401  |
|                      |                      | 0.30       | 0.910957  | 0.806536  |
|                      |                      | 0.35       | 0.925808  | 0.796553  |
|                      |                      | 0.40       | 0.936250  | 0.779562  |
|                      | Agreed correction    | 0.01       | 0.228381  | 0.261363  |
|                      |                      | 0.05       | 0.551033  | 0.582140  |
|                      |                      | 0.10       | 0.709730  | 0.716853  |
|                      |                      | 0.15       | 0.785696  | 0.772165  |
|                      |                      | 0.20       | 0.836971  | 0.804862  |
|                      |                      | 0.25       | 0.871780  | 0.821373  |
|                      |                      | 0.30       | 0.887976  | 0.823381  |
|                      |                      | 0.35       | 0.912542  | 0.825164  |
|                      |                      | 0.40       | 0.925177  | 0.816177  |
|                      | non-suspicious       | 0.01       | 0.249019  | 0.282914  |
|                      |                      | 0.05       | 0.541191  | 0.573870  |
|                      |                      | 0.10       | 0.700703  | 0.710438  |
|                      |                      | 0.15       | 0.777494  | 0.767097  |
|                      |                      | 0.20       | 0.832716  | 0.802072  |
|                      |                      | 0.25       | 0.870279  | 0.820193  |
|                      |                      | 0.30       | 0.885262  | 0.822268  |
|                      |                      | 0.35       | 0.909316  | 0.823756  |
|                      |                      | 0.40       | 0.922156  | 0.814744  |

Table 13: Stack Overflow, Next-Best Noise
| Consensus | 0.01 | 0.169058 | 0.197610 |
| 0.05 | 0.438177 | 0.479689 |
| 0.10 | 0.591796 | 0.629653 |
| 0.15 | 0.678183 | 0.704604 |
| baseline | 0.20 | 0.741275 | 0.758822 |
| 0.25 | 0.787061 | 0.794762 |
| 0.30 | 0.818512 | 0.818545 |
| 0.35 | 0.847556 | 0.837087 |
| 0.40 | 0.865010 | 0.843633 |
| activation | 0.01 | 0.340710 | 0.337163 |
| 0.05 | 0.581698 | 0.591143 |
| 0.10 | 0.702483 | 0.699962 |
| 0.15 | 0.768191 | 0.752932 |
| 0.20 | 0.811529 | 0.785388 |
| 0.25 | 0.848320 | 0.806149 |
| 0.30 | 0.864403 | 0.817224 |
| 0.35 | 0.882211 | 0.818990 |
| 0.40 | 0.895110 | 0.814209 |
| feature | 0.01 | 0.391124 | 0.223609 |
| 0.05 | 0.423032 | 0.511817 |
| 0.10 | 0.624910 | 0.655624 |
| 0.15 | 0.707260 | 0.727089 |
| 0.20 | 0.766436 | 0.774626 |
| 0.25 | 0.806752 | 0.805997 |
| 0.30 | 0.834342 | 0.823418 |
| 0.35 | 0.862185 | 0.838768 |
| 0.40 | 0.879229 | 0.843028 |
| nonsuspicious | 0.01 | 0.185901 | 0.213997 |
| 0.05 | 0.463941 | 0.509450 |
| 0.10 | 0.614445 | 0.646574 |
| 0.15 | 0.701349 | 0.722953 |
| 0.20 | 0.762975 | 0.773727 |
| 0.25 | 0.808469 | 0.804780 |
| 0.30 | 0.833155 | 0.824230 |
| 0.35 | 0.859147 | 0.838885 |
| 0.40 | 0.875436 | 0.839002 |
| HARF/90 | 0.01 | 0.250247 | 0.272751 |
| 0.05 | 0.522726 | 0.544201 |
| 0.10 | 0.662522 | 0.659799 |
| 0.15 | 0.732189 | 0.709038 |
| baseline | 0.20 | 0.777402 | 0.732818 |
| 0.25 | 0.808914 | 0.743311 |
| 0.30 | 0.830042 | 0.745807 |
| 0.35 | 0.846649 | 0.742334 |
| 0.40 | 0.867032 | 0.742929 |
| 0.01 | 0.268029 | 0.281550 |
| 0.05 | 0.631307 | 0.615390 |
| 0.10 | 0.733487 | 0.692197 |
| 0.15 | 0.792436 | 0.720627 |
| activation | 0.20 | 0.825070 | 0.739111 |
| 0.25 | 0.851299 | 0.745366 |
| 0.30 | 0.865749 | 0.746863 |
| 0.35 | 0.879965 | 0.752277 |
| 0.40 | 0.893418 | 0.720200 |
| feature | 0.01 | 0.258974 | 0.279774 |
| 0.05 | 0.542058 | 0.555769 |
| 0.10 | 0.676098 | 0.687138 |
| 0.15 | 0.744827 | 0.718450 |
| 0.20 | 0.788157 | 0.739972 |
| 0.25 | 0.819442 | 0.750494 |
| 0.30 | 0.839792 | 0.750249 |
| 0.35 | 0.857306 | 0.745631 |
| 0.40 | 0.876019 | 0.744641 |
| nonsuspicious | 0.01 | 0.263552 | 0.280852 |
| 0.05 | 0.542341 | 0.557493 |
| 0.10 | 0.676441 | 0.670760 |
| 0.15 | 0.744850 | 0.717847 |
| 0.20 | 0.789048 | 0.739795 |
| 0.25 | 0.818234 | 0.748751 |
| 0.30 | 0.839663 | 0.749268 |
| 0.35 | 0.856773 | 0.743603 |
| 0.40 | 0.875930 | 0.743391 |

| Table 14: Stack Overflow, Random Noise |

C Appendix: Enlarged Figures
This appendix contains the same images as the body of the paper, enlarged to improve accessibility.
Figure 6: Precision at various noise levels, averaged across the five datasets.
(c) $F_{0.5}$ of noise detection for randomly generated noise

(d) $F_{0.5}$ of noise detection for next-best noise.

Figure 6: $F_{0.5}$ at various noise levels, averaged across the five datasets.
Figure 7: A summary of noise discovered in approximately 30k examples from Stack Exchange.
history / mythology
Suspicious examples between history and mythology.

| Question                                                                 |
|--------------------------------------------------------------------------|
| Mayan calendar coinciding with winter solstice                           |
| The concept that scripture is made to adapt to changes of society, technology, and language |
| What gift did Saladin send to Richard when he was ill?                   |
| Are there any texts/translations of the 4 main Egyptian creation myths? |
| How were the Welsh Triads used by the Welsh?                             |
| **Is there a Greek myth of Poseidon "dating" his daughter in the form of a dolphin?** |
| What is this symbol in red box?                                         |
| What is known about the Antiu?                                         |
| Is Krampus real?                                                       |

Figure 8: Suspicious examples at the intersection of history and mythology classes without context.
Figure 9: An example from Figure 3, with context. In red is the suspicious example. Examples in the white box are its context from activation space, and those in the blue box are context from raw embedding space. Numbers in parentheses indicate cosine similarity.

| history                                                                 | mythology                                                                 |
|------------------------------------------------------------------------|---------------------------------------------------------------------------|
| - Is there a Greek myth of Poseidon "dating" his daughter in the form of a dolphin? (1.000) | - Who is the oldest being in Greek mythology? (0.956)                       |
|                                                                        | - Are there any female heroines in Shinto mythology? (0.953)               |
|                                                                        | - Who worshipped the Titans? (0.953)                                       |
|                                                                        | - Are there any saints or heroes in mythology who ally with death? (0.953) |
|                                                                        | - Did any ancient cultures or scholars recognize the Hero's Journey monomyth? (0.951) |
| - How did Greeks make greek fire? (0.463)                               | - Does Poseidon rule over all the sea gods? (0.602)                        |
|                                                                        | - Is Greek mythology derivative of/influence by Ugartic/Canaanite mythology? (0.591) |
|                                                                        | - Where does Poseidon get called the God of Kin? (0.570)                   |
|                                                                        | - Why is Roman Mythology so similar to Greek Mythology or vice versa? (0.565) |
|                                                                        | - Is there a world tree in Greek mythology? (0.563)                        |
| fitness                              | health                                                      |
|-------------------------------------|--------------------------------------------------------------|
| Should I eat before or after my exercise? (0.969) | How long should one wait to eat after exercise (1.000)        |
| How long should I wait to exercise after eating? (0.955) | What are the health benefits of consuming smaller meals more often throughout the day? (0.957) |
| What are the benefits to eating immediately after exercising? (0.954) | What happens when you eat carbs everyday? (0.955)              |
| How long should I wait after dinner before I start exercising? (0.833) | Why am I advised not to eat immediately before exercise? (0.626) |
| Is it okay to eat after exercising? (0.768) |                                              |
| How long do I wait after a failed lift? (0.646) |                                              |
| How early should I eat before Hockey training (0.629) |                                              |
| What is the best thing to eat before a long bike ride? (0.617) |                                              |

Figure 10: Context shows overlapping class definitions.