Searching for vector boson-star mergers within LIGO-Virgo intermediate-mass black-hole merger candidates
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We present the first systematic search for exotic compact mergers in Advanced LIGO and Virgo events. We compare the short gravitational-wave signals GW190521, GW190426, GW200220, GW200220_061928 and the trigger 200114_020818 (or S200114f) to a new catalogue of 759 numerical simulations of head-on mergers of horizonless exotic compact objects known as Proca stars, interpreted as self-gravitating lumps of (fuzzy) dark matter sourced by an ultralight (vector) bosonic particle. The Proca-star merger hypothesis is strongly rejected with respect to the black hole merger one by GW190426, weakly rejected by GW200220 and weakly favoured by GW190521 and S200114f. GW190521 and GW200220 yield highly consistent boson masses of \( \mu = 8.69^{+0.67}_{-0.75} \times 10^{-13} \) eV and \( \mu_B = 9.13^{+1.18}_{-1.30} \times 10^{-13} \) eV at the 90% credible level. We conduct a preliminary population study of the compact binaries behind these events. Excluding (including) S200114f as a real event, and ignoring boson-mass consistencies across events, we estimate a fraction of Proca-star mergers of \( \zeta = 0.27^{+0.43}_{-0.25} (0.39^{+0.38}_{-0.33}) \). We discuss the impact of boson-mass consistency across events in such estimates. Our results maintain GW190521 as a Proca-star merger candidate and pave the way towards population studies considering exotic compact objects.

I. INTRODUCTION

The gravitational-wave (GW) detectors, Advanced LIGO [1] and Virgo [2], have made the observation of compact binary mergers almost routine. In only 6 years, these have reported \( \sim 90 \) such observations [3–6] that have provided us with unprecedented knowledge on how black holes (BHs) and neutron stars form and how they populate our Universe [7]. Moreover, these observations have enabled the first tests of General Relativity in the strong-field regime [8] and qualitatively new studies of the Universe at a large scale [9–11]. All such studies require an accurate identification of the source parameters, which has been possible for most observations owing to a clear initial inspiral stage that allows to identify the parameters of the merging binary. In particular, most of such events have been confidently identified as circular black holes or neutron star mergers (BBHs and BNSs) with negligible orbital eccentricity.

The detection of the GW190521 event represented the first departure from such “canonical” events [12,13]. Owing to the large mass of its source, GW190521 barely displays any pre-merger dynamics, with the vast majority of the signal coming from the final distorted, merged object while it relaxes to its final BH form. In such a situation, there is little information about the parents of the final object, making the inference of their parameters depends strongly on the prior assumptions about them and leading to a variety of interpretations of this event [14–19].

First, the LIGO-Virgo-KARGA collaboration (LVK) reported a circular BH merger with mild signatures of orbital precession [12,13]. However, Ref [20] showed that, for such short signals, orbital precession can be confused with high eccentricity. Consistently, [16] and [17] argued that GW190521 could be interpreted as an eccentric merger. Despite their differences, all the mentioned interpretations lead to two main conclusions. First, the remnant BH has a mass \( M_f > 100 M_\odot \), making it the first observation of a compact object in the intermediate-mass BH mass range. Second, in most of the above interpretations, the heavier merging BH shows significant support within so-called pair-instability supernova (PISN) gap, located within the approximate range \( [65,130] M_\odot \) where no BH formation is expected to occur from stellar collapse [21,24]; and nearly null support outside of it [12,16,17]. With

1 See references [21,24] for possible variations of this range.
2 Although see [25] for possible alternative formation of the heaviest merging BH in GW190521 through stellar collapse.
these two characteristics, GW190521 provides on the one hand an invaluable clue towards understanding the formation of supermassive BHs via hierarchical merger channels [26, 27]. On the other, it poses the challenge of explaining the origin of such merging BHs populating the PISN gap, e.g., invoking hierarchical formation channels [28, 29]. While several other explanations for the origin of such BHs have been proposed [30, 31], alternative studies have shown that the heavier BH in GW190521 may actually avoid the PISN gap with some probability. For instance, using a population informed prior [32] hinted that GW190521 could actually involve one BH above the PISN gap and one below, known as a “straddling binary”. Also, using an alternative mass prior, [33] showed that GW190521 could be a high-mass ratio binary. Finally, as the departing point of this work, Ref [18] showed that GW190521 is consistent with numerically simulated head-on mergers [33] of horizon-less compact objects known as Proca stars [34]. While exotic, this interpretation automatically eliminates the presence of a BH populating the PISN gap while still yielding an IMBH remnant.

The third observing run of the Advanced LIGO - Virgo network has delivered more short signals [3] similar to GW190521, namely GW190426, GW190642 and GW200220,061928 (which we will refer to as GW190426 and GW200220), albeit with a much lower statistical significance [5, 6]. In addition, a targeted search for intermediate-mass black holes delivered the intriguing trigger 200114_020818 (S200114f in the following) which, while observed with a larger statistical significance than the former two, was not conclusively classified as either a GW or a noise artefact [3, 35]. The morphological characteristics of these signals make them merit further investigation exploring possibilities beyond the BBH paradigm. In this work, we compare all of these events to a catalogue of 759 numerical simulations of Proca-star mergers (PSMs). In particular, we perform model selection on these events between our PSM and a classical BBH model and report the estimated parameters under the PSM model. Finally, we perform a preliminary population study to estimate the fraction of PSMs within the observed set of compact mergers.

A. Proca stars and dark matter

Bosonic stars are self-gravitating lumps of bosonic fields, first constructed for massive, complex scalar fields in the late 1960s [36, 37] and more recently constructed also for massive, complex vector fields [34]. The latter are also known as Proca fields, and thus the corresponding stars have been dubbed Proca stars. These stars can be either spherical and non-rotating [38] or axially-symmetric and spinning [39]. They can be rather Newtonian but become compact in regions of the parameter space, to the point that their compactness becomes comparable (albeit smaller) to that of BHs. In this case, bosonic stars are an example of exotic compact objects (ECOs) that can mimic some of the phenomenology attributed to BHs (see e.g. [18, 40]).

From a macroscopic perspective, the simplest bosonic stars are described by free, complex, massive bosonic fields minimally coupled to gravity. Self-interactions can be introduced in the model and can change their properties [11, 45], but are not mandatory for the existence of solutions (and are absent in the models considered here). From a microscopic perspective, they can be interpreted as many-particle states of ultralight bosons. The ultralightness requirement for the fundamental bosonic particle guarantees (in the simplest models) that the bosonic stars achieve masses in the astrophysical BH range. In particular, ultralight bosons with a particle mass $\mu_B$ within $10^{-13} \leq \mu_B \leq 10^{-10}$ eV, yield stars with maximal masses in the interval $\sim 1000$ and 1 solar masses, respectively. Such ultralight bosons can be motivated by particle-physics models, from the QCD axion [46], to the string axiverse [47] and also by simple extensions of the Standard Model of particle physics [48]. Such ultralight particles could form part, or the whole, of the dark matter budget of the Universe [49, 50], making bosonic stars only detectable via their gravitational signatures.

Unlike other ECO models, bosonic stars have a well-established, field-theoretical description. Their dynamics have been extensively studied (see e.g. [38, 42, 51, 53]). The corresponding bosonic fields oscillate at a well-defined frequency $\omega$, which provides a dispersive nature counteracting gravity and determines the mass and compactness of the star. Moreover, bosonic stars have a precise formation mechanism, which needs no fine-tuning, known as gravitational cooling [54, 55]. This is consistent with their dynamical robustness, which has been established for spherical boson stars both perturbatively and non-perturbatively [42]. On the other hand, spinning bosonic stars are more subtle; only recently it was found that in the simplest models they are unstable in the scalar case, but not in the Proca case [56, 57]. This motivated considering collisions of spinning Proca stars. In Ref. [18], it was established that the event GW190521 is consistent with a head-on collision of two Proca stars with $\mu_B = 8.7 \times 10^{-13}$ eV.

We note that alternative searches for signatures of
ultra-light bosons in gravitational-wave data have been performed, in particular focusing on the effects that (scalar) boson clouds can produce when surrounding black-holes. On the one hand, these include searches for continuous GW emission arising from super-radiant instability e.g., \cite{55,61}, which should in principle be detectable by current detectors. On the other hand, such clouds can extract angular momentum from the host black-holes leading to a reduction of its spin, an effect which has also been searched for \cite{62,63}. While none of these methods has delivered an actual detection these have been used to place constraints on the possible range of masses of (scalar) ultra-light bosons. Finally, further methods targeting LISA observations have been designed that may establish the existence of ultra-light bosons through a single observation \cite{64}.

B. Aim and structure of this work

We perform a systematic analysis of the events GW190521, GW190426 and GW200220 using an expanded catalogue of 759 numerical simulations of head-on mergers of Proca stars (PSMs). In addition, we analyse the trigger S200114f. We compare the incoming detector data to both our catalogue of numerical simulations and to a state-of-the-art waveform model for circular black hole mergers. For the BBH case, we perform a “canonical” analysis comparing strain-data to strain-templates. For the case of our numerical simulations, however, we make use of a novel framework that we introduced in \cite{65} that allows for a comparison of the signal data to the waveform templates for the Newman-Penrose scalar directly outputted by our numerical simulations, commonly denoted as $\psi_4$. The rest of this article is organised as follows. In section II we describe our analysis setup, including our waveform models, simulation catalogue and prior choices. In section III we report our parameter estimation and model selection results for all individual event simulations and in section IV we conduct a preliminary population study. Finally, we close with a discussion of the limitations and potential implications of our work.

II. ANALYSIS SET-UP

For given detector data $d(t)$ and a waveform template model $M_i$ spanning parameters $\theta$, we aim to compute the posterior probability distribution for $\theta_i$

$$ p_{M_i}(\theta | d) = \frac{\pi(\theta) L_{M_i}(d | \theta)}{Z_{M_i}}. $$

(1)

Here, $\pi(\theta)$ denotes the prior probability for the parameters $\theta$, the term $L_{M_i}(d | \theta)$ denotes the likelihood of the data $d$ according to the waveform model $M_i$ given parameters $\theta$. This is given by \cite{66,68}

$$ L(d | \theta) \propto \exp \left[ -\frac{(d - h(\theta))[d - h(\theta)]}{2} \right]. $$

(2)

where the operation $(a|b)$ denotes the noise-weighted inner product \cite{67}

$$ (a|b) = 4 \times \text{Re} \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{\hat{a}(f) \hat{b}^*(f)}{S_n(f)} \, df $$

(3)

with $S_n(f)$ the one-sided power-spectral density of the background noise and $(f_{\text{min}}, f_{\text{max}})$ the lower and upper frequency limits. The term $Z_{M_i}$ denotes the Bayesian evidence for the waveform model $M_i$. This is equal to the integral of the numerator of Eq. (1) over the explored parameter space $\Theta$, given by

$$ Z_{M_i} = \int_\Theta \pi(\theta) L_{M_i}(d | \theta) \, d\theta. $$

(4)

Finally, given two waveform models $M_1$ and $M_2$, the relative probability for the data given the models, or relative Bayes Factor $B_{M_1}^{M_2}$, is given by

$$ B_{M_1}^{M_2} = \frac{Z_{M_1}}{Z_{M_2}}. $$

(5)

A. Data and Waveform models

We perform Bayesian parameter estimation and model selection on four seconds of publicly available data \cite{69,70} from the two Advanced LIGO and Virgo detectors around the time of GW190521, GW200220, GW190426 and S200114f. We compare the detector data to numerical-relativity simulations of head-on PSMs \cite{33,71} and to the state-of-the-art waveform model for circular BBHs NRSur7dq4 \cite{72} implemented in the LALSuite library \cite{73}. In previous work \cite{18} we made use of a catalogue of 96 numerical simulations of PSMs. These were divided into two sets: one is of equal-mass and equal-spin, therefore equal boson-field frequency $\omega$; and the other is an exploratory unequal-mass family. Here we make use of an expanded catalogue of 759 simulations spanning a grid in the frequencies of the two boson fields ($\omega_1$, $\omega_2$) and the other is an exploratory unequal-mass family. The model is trained for mass-ratios $q \in [1, 4]$ and spin magnitudes $a_1 \in [0, 0.8]$, and we attribute this to the interference effects described in \cite{74}. See also our priors section (Sec. II C).

5 We note that while the mass ratio of our simulations is larger than $m_2/m_1 = 0.65$, we have found a few cases where the amplitude of the (3, 3) mode is half of that of the dominant (2, 2) and (2, 0) modes. We attribute this to the interference effects described in \cite{74}. See also our priors section (Sec. II C).
includes all GW modes up to $\ell = 4$.

Finally, we note that as in [18], we do not marginalise over detector calibration uncertainties. The reason is that while this would increase the computational cost of already very expensive runs making use of PSM waveforms, such effects are known to be negligible for current detector sensitivities [19][75].

B. Data analysis using the Newman-Penrose scalar

GW data analysis relies on the comparison of the strain data read by the detectors to waveform templates for each strain. We rely on this “classical” approach for the case of comparing the data to the strain model $\Psi_{4}[n]$. Numerical simulations performed by a large collection of numerical relativity codes as, e.g., the Einstein Toolkit [79][80], however, do not directly output the GW strain but a quantity known as the Newman-Penrose scalar, or $\psi_{4}$, related to the GW strain as $\psi_{4}(t) = d^{2}h(t)/dt^{2}$ [81]. Obtaining the corresponding strain templates therefore requires a double time integration that is subject to well-known potential systematic errors due to spurious low frequencies contaminating the resulting $h(t)$ [80]. These can be especially relevant for highly eccentric mergers for which there is no natural way to diminish these. While we used such strain templates in [18], here we adopt a novel framework presented in [65] that allows for a comparison of the detector data to the $\psi_{4}$ templates directly extracted from our numerical simulations, therefore avoiding further systematic errors.

To do this, given the discrete detector data strain $d[n]$ of duration $T = M\Delta t$ sampled at frequency $1/\Delta t$ and the corresponding PSD $S_{d}[k]$, we perform the transformation:

$$d[n] \rightarrow d_{\psi_{4}}[n] \equiv (\Delta t)^{2}d[n]$$

$$S_{d}[k] \rightarrow S_{\psi_{4}}[k]$$

Above, $(\Delta t)^{2}d[n]$ represents the second-order finite difference of $d[n]$, given by

$$\delta^{2}d[n] = \frac{d[n+1] - 2d[n] + d[n-1]}{(\Delta t)^{2}}$$

and the transformed PSD $S_{\psi_{4}}(f)$ is obtained through

$$S_{\psi_{4}}[k] = \frac{1}{(\Delta t)^{4}} \left( 6 - \cos\left(\frac{2\pi k}{M}\right) + 2 \cos\left(\frac{4\pi k}{M}\right) \right) S[k]$$

Finally, we replace the typical strain templates $h[n]$ by the $\psi_{4}[n]$ templates outputted from numerical-relativity simulations after applying a correction that accounts for the difference between second derivative and second-order finite differencing. We denote the resulting template by $\tilde{\Psi}_{4}[n]$. In particular, expressing waveform templates in the frequency domain, we substitute:

$$\tilde{h}[k] \rightarrow \tilde{\Psi}_{4}[k] = K(k\Delta f)\tilde{\psi}_{4}(k\Delta f)$$

where

$$K(k\Delta f) = \frac{1 - \cos(2\pi k\Delta f/\Delta t)}{2\pi^{2}(k\Delta f/\Delta t)^{2}}$$

and $\Delta t = 1/(M\Delta f)$.

Finally, we note that since $\Psi_{4}[n]$ waveform model is trained using numerical simulations that directly extract the GW strain (with no integration process), these are free of such errors. Nevertheless, see [73] for a detailed description of further possible systematic errors.

C. Bayesian Priors

1. Intrinsic source parameters

Proca-star mergers: field frequencies, masses and spins

In GW data analysis, it is a common practice to place uniform priors on the individual masses of the source. Our discrete PSM catalogue, however, prevents us from imposing such prior. Instead, we exploit the fact that each of our PSM simulations – for a given mass-ratio and spins – scales trivially with the total mass, enabling us to place a uniform prior in the total red-shifted mass of the source. In addition, while our simulations do not uniformly cover the space formed by the two bosonic frequencies $\omega_{1,2}/\mu_{B}$, we appropriately weight these to impose an uniform prior across the triangle defined by $\omega_{1,2}/\mu_{B} \in [0.80, 0.93]$, with $\omega_{1}/\mu_{B} \geq \omega_{2}/\mu_{B}$ (for details, please see Appendix I, which includes a representation of our simulation bank and weights in Fig. 5). Finally, we place a prior in the total (redshifted) mass uniform in $M \in [50, 500] M_{\odot}$.

We note that due to the properties of Proca stars, our prior on $\omega_{1,2}/\mu_{B}$ determines those for the spins (in all cases above $^{\frac{3}{2}}[4]$) and the mass ratio [14]. First, we find that the induced mass-ratio prior approximately follows $\pi(q) \propto q$, with $q \in [0.657, 1]$. Second, we empirically find that $\omega/\mu_{B}$ and the spin magnitude $a$ are approximately

6 We note that there exist methods to directly extract the GW strain, as the Regge-Wheeler-Zerilli [73][82][83], Cauchy Characteristic Extraction [51][82], or Cauchy Characteristic Matching [80][87] formalisms. Please see [82] and references therein for a discussion of these methods.

7 Note that, unlike black holes, Proca-stars are not subject to the Cosmic Censorship conjecture that sets the maximum dimensionless spin to 1.
related by \( a = \exp[0.9579 \times (\omega/\mu B)^{0.4}] \). This induces non-trivial spin priors

\[
\pi(a_1) \propto \frac{(\log(a_1))^{-1+1/\gamma}}{a_1^{1/\gamma}} \left[ \log(a_1)^{1/\gamma} - \log(a_{\min})^{1/\gamma} \right] \\
\pi(a_2) \propto \frac{(\log(a_2))^{-1+1/\gamma}}{a_2^{1/\gamma}} \left[ \log(a_{\max})^{1/\gamma} - \log(a_2)^{1/\gamma} \right]
\]

(11)

with \( a_{\min} = 1.1, a_{\max} = 1.6, \gamma = 9.4 \).

The most important consequence of the exponential relation between \( a \) and \( \omega/\mu B \) is that, in principle, results computed under our prior and an analogous one uniform across an equivalent \( [a_1, a_2] \) triangle may widely differ. To check this, we re-weighted our posterior probabilities to obtain Bayesian evidences under this new prior. This results in mild increments of the evidence for the PSM model for all events except for S200114f. However, we note that our catalogue is too sparsely populated in the large \( a_{1,2} \) region, where the likelihood peaks. Therefore we do not think robust conclusions can be extracted, leaving a detailed analysis under a uniform spin prior for future work.

**Relative phase of Proca-stars**

Since Proca-stars are described by complex fields, these are not only characterised by the field frequency \( \omega_1/\mu_B \) but also by an initial phase \( \epsilon_{1,2}(t_0) \) expressed e.g., at the start of our simulations. While \( \epsilon \) is rather irrelevant for an isolated star, the relative phase between the two stars at merger \( \Delta\epsilon(t_{\text{merger}}) = \epsilon_1(t_{\text{merger}}) - \epsilon_2(t_{\text{merger}}) \), which is determined by \( \omega_{1,2}/\mu_B \) and \( \Delta\epsilon(t_0) \), causes an interference phenomenon that can have dramatic effects on both the amplitude and frequency content of the emitted waves. However, on the one hand, we only noticed this after the submission of this work, reason why all of our simulations are characterised by \( \Delta\epsilon(t_0) = 0 \). On the other hand, including this effect in our simulation catalogue requires us to generate many copies of our current one (one for each value of \( \Delta\epsilon(t_0) \)), spanning a reasonably dense grid. Since this is computationally extremely expensive, however, we shall leave such investigation for future work.

The limitation of our catalog to \( \Delta\epsilon(t_0) = 0 \) cases has two main consequences. First, the catalog is clearly suboptimal, as alternative \( \Delta\epsilon(t_0) \) may better fit the studied signals. Second, as we will show in the results sections, this will cause our two-dimensional posteriors on \( \omega_{1,2}/\mu_B \) to be non-smooth, showing instead “diagonal probability bands” (or spikes in the 1-dimensional cases) corresponding to regions of similar \( \Delta\epsilon(t_{\text{merger}}) \) (see later in Fig. 5).

**Initial star separation and momentum**

All of our simulations start with the two stars at rest, separated by a distance of \( r \mu = 40 \) in geometric units (see Appendix II). We note that the choice of initial momentum and separation is somewhat equivalent to that of initial eccentricity and momentum for eccentric compact mergers. While our choice may lack a solid astrophysical motivation – in addition to head-on mergers having essentially zero astrophysical probability –, this is motivated by two main factors: it is simple and leads to conservative results. On the one hand, we are not in a position to choose any particular initial momentum, as the distribution of these among eccentric Proca-star systems with our initial separation (should Proca-stars exist) is clearly unknown. On the other hand, a systematic exploration of this parameter would require a much larger simulation catalogue and greatly increase computational cost. Again, we understand the sub-optimality of our catalogue makes our results rather conservative.

Finally, our choice of initial star separation is the smallest possible so that spurious “junk radiation” present at the start of numerical simulations can be clearly separated from the true GW emission, avoiding it to impact our results. Larger initial separations (as well as non-zero initial momenta) would cause to the stars colliding at larger speeds, producing a louder signal. As we will show later, the intrinsic loudness is critical in model selection, as louder systems are by default be preferred over weaker ones by physically sensible distance priors. Therefore, we understand that choosing the minimum possible initial separation makes our results conservative.

2. **Black-hole mergers**

To keep as much consistency as possible with the PSM model, for the BBH case we place the same prior on the total mass. We explore two different priors on the mass ratio: uniform in \( Q = m_1/m_2 \geq 1 \) and uniform in \( q = m_2/m_1 \leq 1 \). The motivation to choose both of these priors is that, as shown in e.g. \([15, 91, 92]\), certain prior choices can prevent the exploration of high-likelihood regions of the parameter space strongly down-weighted by them. For each of these two priors, we perform two runs

---

\(^8\) The log evidence for S200114f is reduced by 0.1 while the rest are increased by values between 0.3 and 0.8. In no case these changes lead to qualitatively different conclusions regarding model selection.

\(^9\) This is true when averaging over our entire catalog. We note, however, that given particular values of the star frequencies and initial relative phase, smaller initial separations may indeed lead to a larger signal amplitude at merger, due to the variation of the relative phase at merger.
respectively using upper (lower) limits for the mass ratio of 4 (1/4) – within the calibration region of NR5ur7dq4 – and 6 (1/6) to which the model can, in principle, extrapolate. In order to obtain conservative results (i.e., to minimise the evidence in favour of the PSM model) we will always consider the BBH analysis returning the largest Bayesian evidence. Finally, for the spins, we place priors uniform in spin magnitude and isotropic in spin direction.

3. Distance

As in [18], we explore two different distance priors. First, we use a standard prior uniform in comoving volume with $d_L \in [10, 10000]$ Mpc, assuming a flat ΛCDM cosmology with Hubble parameter $H_0 = 67.74$ km s$^{-1}$ Mpc$^{-1}$ [95]. We note, however, that such a prior does favour intrinsically louder sources – like BBHs – that can produce the observed signals from larger distances than weaker sources like our head-on PSMs released from rest at quite close distances. In order to gauge this effect we make use of a rather un-physical prior uniform in distance. In addition, we note that we are essentially observing the final stages of (putative) Proca-star mergers and the final ringing BH. These signals may be reproducible (modulo global amplitude factors) by suitable sets of, intrinsically louder, quasi-circular BH mergers, less eccentric mergers or even just head-on mergers with larger initial momenta than ours, which should yield distances similar to those obtained for BBHs [11]. While we do not yet have such numerical simulations at our disposal, we consider the usage of our secondary prior as an attempt to obtain a ballpark evidence that would be obtained with such simulations.

4. Source orientation, sky-location and polarization

We place standard priors in all of these quantities, namely isotropic in source orientation and sky-location and uniform in signal polarization.

Finally, we sample the parameter space in both the BBH and PSM cases using the (publicly available) parallelizable version of the software Bilby [99] known as Parallel Bilby [100] and the nested sampler Dynesty [101].

III. RESULTS

Figs. [13] show the whitened strain and $\Psi_4$ detector data at times around the four analysed events together with the maximum likelihood templates returned by the BBH and the PSM models. The corresponding signal parameters can be found in Appendix III. Table I shows the result of our model selection for the events for our two choices of the distance prior. These are labelled by “V” (for uniform in co-moving volume) and “D” (for uniform in distance). Table II shows our parameter estimates for these events under the PSM scenario. We report median values and symmetric 90% credible intervals. In the following, we first present the result of model selection for individual events to then proceed with a detailed discussion of the properties of each of them.

A. Model Selection

Table I reports natural log Bayes factors, $\log B$, for the signal vs. noise hypothesis for the events we consider when these are modelled as either BBHs or PSMs. The bottom row reports the relative probability, or Bayes factor, for PSM vs. BBH, $B_{\text{PSM}}^{\text{BBH}}$. As expected, in all cases the weakness of head-on mergers adds an extra penalty to the PSM model when we use the V prior. For this reason, Bayes factors for the PSM case always grow when we use our D prior while those for the much louder BBH scenario remain almost unchanged.

Under the former “physically realistic” prior, the PSM merger scenario is mildly favoured by GW190521 and S200114f, with $B_{\text{PSM}}^{\text{BBH}} \approx 3.0$ and 7.2 respectively. Next, the PSM hypothesis is weakly rejected by GW200220, with $B_{\text{PSM}}^{\text{BBH}} \approx 0.02$ and strongly rejected by GW190426 with $B_{\text{PSM}}^{\text{BBH}} \approx 2 \times 10^{-4}$. Using our D prior has somewhat significant consequences. For GW190521, the preference for PSM grows to $B_{\text{PSM}}^{\text{BBH}} \approx 40.5$. More spectacularly, for the trigger S200114f we obtain a strong preference for the PSM scenario of $B_{\text{PSM}}^{\text{BBH}} \approx 200$ owing to its very small distance estimate of $d_L \approx 150$ Mpc (see later). Finally, the PSM hypothesis remains strongly rejected for GW190426 with $B_{\text{PSM}}^{\text{BBH}} \approx 3 \times 10^{-3}$ but very weakly rejected for GW200220, with $B_{\text{PSM}}^{\text{BBH}} \approx 0.15$.

All in all, for GW190521 we find the same qualitative preference for the PSM model presented in [18] that has a much smaller catalogue. For the other two catalogued events, GW200220 and GW190426, we find mild and strong preferences for the BBH scenario. Finally, the trigger S200114f shows the strongest preference for the PSM scenario. In the following, we analyse in detail these four events, focusing on the parameters we infer under the PSM scenario and, in particular, on potential coincidences in the inferred boson mass $\mu_B$ across events.

---

10 This prior is known as UniformComovingVolume in the code Bilby [99], which employs the Planck15 cosmology in astropy [93] with non-relativistic matter density $\Omega_{\text{m},0} = 0.3075$, massive neutrino density $\Omega_{\nu,0} = 0.0014$ and dark energy density $\Omega_{\Lambda,0} = 0.6910$ [93].

11 For instance, GW190521 has been shown to be reproducible by a quasi-circular merger with and without higher-order modes [13] [55], a dynamical capture with no higher-order modes [57] and a Proca-star merger with a slight signature of a $(2,0)$ mode [56].
FIG. 1. Whitened $\Psi_4$ and strain time-series around the time of GW190521, together with the maximum likelihood waveforms returned by the BBH NRSur7dq4 model (blue) and our Proca star head-on merger model (orange). We note that whitened $\Psi_4$ and strain time-series are expected to be indistinguishable since whitened data represents “the deviation of the data from the expected average background noise”, which should be independent of the way the data is represented.

FIG. 2. Whitened $\Psi_4$ and strain time-series around the time of GW200220, together with the maximum likelihood waveforms returned by the BBH NRSur7dq4 model (blue) and our Proca star head-on merger model (orange).

FIG. 3. Whitened $\Psi_4$ and strain time-series around the time of GW190426, together with the maximum likelihood waveforms returned by the BBH NRSur7dq4 model (blue) and our Proca star head-on merger model (orange).

B. Parameter Estimation

We now discuss the properties we infer from each individual event. As mentioned above, our parameter inference results are summarised in Table II. In addition, Fig. 5 shows two-dimensional credible regions for the field frequencies for the different events, together with the corresponding one-dimensional posterior distributions. Before diving into a detailed per-event discussion, we comment on two of the main limitations of our study, which are visible in the mentioned figure.

First, we note that our simulation catalogue is built as an expansion of that in [18], mostly tailored to
GW190521 | GW200220 | GW190426 | S200114f
---|---|---|---
Black hole merger | 118.7 | 89.6 | 89.7 | 68.3 | 37.9 | 38.2 | 115.9 | 69.1 | 71.0
Proca star merger | 121.0 | 90.7 | 93.4 | 36.7 | 13.4 | 15.5 | 62.5 | 29.5 | 32.4
log $B_{PSM}$ | 1.1 | 3.7 | -4.0 | -1.9 | -8.4 | -5.8 | 2.0 | 5.3 | 0.9
log $B_{BBH}$ | 3.0 | 40.5 | 0.02 | 0.15 | $2 \times 10^{-4}$ | $3 \times 10^{-3}$ | 7.2 | 200.3

TABLE I. Summary of model selection on our selected GW events. The three columns of each event are, in order, the maximum likelihood values, and the natural log Bayes factors (signal vs. noise) obtained using either a standard prior uniform in co-moving volume (V) or a prior uniform in luminosity distance (D). The last row is the corresponding relative Bayes factors. For the BBH model, we report the maximum values among the 2 mass ratio priors we tested using the NRSur7dq4 model. The typical uncertainty in the log Bayes Factors is of order 0.1.

As per the Proca-star specific parameters, Fig. 5 shows a sort-of band structure that roughly corresponds similar values of $\Delta \epsilon(t = t_{\text{merger}})$. While, again, this limits the physics present in our catalogue, this also means that a more complete catalog may better encompass the events we have analysed.

Our results are fully consistent with those reported in [18]. For the final BH, we estimate a red-shifted final mass of $M_z = 260_{-8}^{+13} M_\odot$ and a final spin of $a_f = 0.69^{+0.04}_{-0.04}$, compatible with those reported by the LVK [12]. We note that the final BH mass is essentially equal to the initial mass due to the negligible loss to GWs during head-on mergers, which also leads to a much lower source luminosity. We infer a luminosity distance around ten times closer than that estimated by the LVK at $d_L = 568_{-259}^{+356}$ Mpc. Consequently, we obtain a much heavier source-frame mass $M_{\text{src}} = M_z/(1 + z) = 233_{-16}^{+15} M_\odot$. The individual source-frame mass estimates are $m_1 = 126_{-13}^{+16} M_\odot$ and $m_2 = 109_{-15}^{+11} M_\odot$. Remarkably, despite the significant growth of our simulation catalogue, these values are consistent with those reported in [18] even though that study was limited to equal-mass PSMs.
shows informative posteriors for this and all the remaining events. We estimate star-frequencies $\omega_1/\mu_B = 0.910^{+0.016}_{-0.023}$ and $\omega_2/\mu_B = 0.867^{+0.035}_{-0.052}$, both consistent with those reported in [13]. These, combined with the masses of the individual stars, allow us to estimate the mass of the underlying ultralight boson via

$$\mu_B = 1.34 \times 10^{-10} \left( \frac{M_1 + M_2}{M_{\text{final}}/M_\odot} \right) \text{eV}. \quad (12)$$

Here, $M_{1,2} = \mu_B m_{1,2}/M_{\odot}$ is a dimensionless mass parameter characterising each Proca star, $m_{1,2}$ denotes the source frame mass of each star, $M_{\odot}$ the Planck mass and $M_{\text{final}}$ the mass of the final BH. We obtain $\mu_B^{GW190521} = 8.69^{+0.61}_{-0.75} \times 10^{-13} \text{eV}$. Finally, we make use of the boson mass and the individual star masses to infer the maximal mass $M_{\text{Proca}}^{\text{max}}$ that a Proca star could form by such bosons can have before collapsing to a black hole, given by

$$M_{\text{Proca}}^{\text{max}} = 1.125 \left( \frac{1.34 \times 10^{-10} \text{eV}}{\mu_B} \right) M_\odot. \quad (13)$$}

This expression comes from the formula of the maximum mass of a given bosonic star model [42]. The factor 1.125 depends on the model and here we use the corresponding value of the maximum mass of a $m = 1$ spinning Proca star in the fundamental state [39]. We obtain $M_{\text{Proca}}^{\text{max}} = 178^{+26}_{-12} M_\odot$.

### TABLE II. Parameters of the four events discussed in this work under a PSM scenario.

| Parameter | GW190521 | GW200220 | GW190426 | S200114f |
|-----------|----------|----------|----------|-----------|
| Primary mass [$M_\odot$] | $126^{+13}_{-12}$ | $122^{+18}_{-19}$ | $129^{+35}_{-17}$ | $119^{+9}_{-14}$ |
| Secondary mass [$M_\odot$] | $108^{+11}_{-15}$ | $105^{+15}_{-14}$ | $113^{+28}_{-14}$ | $88^{+16}_{-14}$ |
| Total / Final mass [$M_\odot$] | $233^{+15}_{-16}$ | $228^{+24}_{-29}$ | $244^{+41}_{-26}$ | $207^{+16}_{-14}$ |
| Primary spin | $1.48^{+0.27}_{-0.14}$ | $1.44^{+0.21}_{-0.15}$ | $1.56^{+0.09}_{-0.12}$ | $1.56^{+0.04}_{-0.27}$ |
| Secondary spin | $1.28^{+0.14}_{-0.16}$ | $1.26^{+0.22}_{-0.12}$ | $1.37^{+0.19}_{-0.19}$ | $1.14^{+0.12}_{-0.01}$ |
| Final spin | $0.69^{+0.04}_{-0.04}$ | $0.66^{+0.10}_{-0.03}$ | $0.71^{+0.07}_{-0.04}$ | $0.66^{+0.03}_{-0.04}$ |
| Inclination $\pi/2 - |t - \pi/2| /[\text{rad}]$ | $0.68^{+0.35}_{-0.43}$ | $0.92^{+0.49}_{-0.23}$ | $0.65^{+0.54}_{-0.46}$ | $0.91^{+0.50}_{-0.24}$ |
| Luminosity distance [Mpc] | $568^{+356}_{-259}$ | $856^{+804}_{-421}$ | $927^{+587}_{-591}$ | $152^{+73}_{-61}$ |
| Right ascension | $3.55^{+2.66}_{-3.48}$ | $2.99^{+1.89}_{-0.49}$ | $1.39^{+3.31}_{-0.53}$ | $1.29^{+7.07}_{-0.13}$ |
| Declination | $0.48^{+0.47}_{-1.66}$ | $-0.06^{+0.51}_{-1.07}$ | $0.08^{+0.56}_{-0.58}$ | $-0.11^{+0.33}_{-0.34}$ |
| Polarization | $1.41^{+1.47}_{-1.16}$ | $1.51^{+1.47}_{-1.31}$ | $1.60^{+1.52}_{-1.48}$ | $0.34^{+1.30}_{-0.16}$ |
| Redshift $z$ | $0.12^{+0.06}_{-0.05}$ | $0.18^{+0.14}_{-0.08}$ | $0.18^{+0.11}_{-0.12}$ | $0.05^{+0.02}_{-0.01}$ |
| Total / Final redshifted mass [$M_\odot$] | $260^{+39}_{-17}$ | $267^{+18}_{-17}$ | $2893^{+26}_{-17}$ | $214^{+16}_{-14}$ |
| Primary field frequency $\omega_1/\mu_B$ | $0.910^{+0.016}_{0.023}$ | $0.903^{+0.024}_{-0.032}$ | $0.920^{+0.007}_{-0.019}$ | $0.919^{+0.006}_{-0.043}$ |
| Secondary field frequency $\omega_2/\mu_B$ | $0.867^{+0.035}_{-0.052}$ | $0.858^{+0.051}_{-0.050}$ | $0.888^{+0.032}_{-0.058}$ | $0.810^{+0.062}_{-0.010}$ |
| Boson mass $\mu_B /[\times 10^{-13} \text{eV}]$ | $8.69^{+0.61}_{-0.75}$ | $9.13^{+1.18}_{-1.30}$ | $7.77^{+0.87}_{-0.96}$ | $10.20^{+0.68}_{-0.55}$ |
| Maximal boson star mass [$M_\odot$] | $173^{+16}_{-11}$ | $165^{+27}_{-22}$ | $193^{+28}_{-19}$ | $147^{+14}_{-9}$ |

GW200220 was detected by the matched-filter search PyCBC [102] during the third observing run of Advanced LIGO and Virgo with an inverse-false-alarm rate (IFAR) of 0.15 yr and a probability of astrophysical origin $p_{\text{astro}} = 0.62$ [3]. This is significantly lower than that of GW190521, which was found with an IFAR of 4900 yr [12] [4]. Despite its low significance, GW200220 outstands as the third-heaviest BBH reported to date. While in the previous section we showed that this event is more consistent with a BBH, it is still interesting to discuss the properties we obtain under the PSM scenario.

We find that GW200220 is essentially a more distant copy of GW190521, with consistent individual masses of $m_1 = 122^{+18}_{-19} M_\odot$ and $m_2 = 105^{+15}_{-14}$, and a similar final spin of $a_f = 0.66^{+0.10}_{-0.03}$ but located at a slightly larger $d_L = 856^{+804}_{-421}$ Mpc. More interestingly, while we stress
FIG. 5. Posterior distributions for the field frequencies $\omega_1/\mu_1$ and $\omega_2/\mu_2$ for the events analysed in this work. We show the two-dimensional 90\% credible regions together with the corresponding one-dimensional posterior and prior distributions. The color darkness is proportional to the probability density. Note that while the contours appear to span continuous regions, the samples are actually placed on a discrete grid, as is most evident for the case of GW200220. For this reason, the probability density appears to be distributed in a fuzzy way within the contours and along discrete points outside them. Apparently “missing” points (e.g., in the bottom left region for GW190521) are actually white-coloured due to their very low probability density.

again the marginal character of this event, we obtain very similar field frequencies of $\omega_1/\mu_1 = 0.903^{+0.024}_{-0.032}$ and $\omega_2/\mu_2 = 0.858^{+0.051}_{-0.050}$. The frequency posteriors for GW200220 differ from those of GW190521 in two main aspects. First, the larger loudness of GW190521 makes the likelihood to be more peaked, discarding the low $\omega_1/\mu_1$ region, as is clear in Fig. 5. Second, the posterior for GW200220 clearly shows the “band-structure” caused by the varying value of the relative phase at merger across our catalogue. Again, we understand
FIG. 6. Boson-mass estimates for the events analysed in this work. The coloured curves show the posterior distributions for the boson mass. The grey curve denotes the boson-mass prior, which is determined by our priors in the star frequencies, total red-shifted mass and luminosity distance.

that this is less obvious for GW190521 due to its larger loudness.

As expected from the above frequency and mass values, we estimate boson-mass of \( \mu_B^{GW200220} = 9.13^{+1.18}_{-1.30} \times 10^{-13} \text{ eV} \) completely consistent with that of GW190521. Using the formalism in [105], we can test the hypothesis that the two events are sourced by the same ultra-light boson, i.e., that they share the same boson mass. For two events A and B, we can compute the odds-ratio \( O_{C/U} \) for the common v.s. uncorrelated mass through the overlap integral

\[
\mathcal{I}_{\mu_B}^{AB} = \int \frac{p(\mu_B | A) p(\mu_B | B)}{\pi(\mu_B)} d\mu_B, \tag{14}
\]

where \( \pi(\mu_B) \) denotes our prior on the boson mass, represented by the grey curve in Fig. [6]. For the pair GW190521-GW200220 we obtain a odds-ratio \( \mathcal{I}_{\mu_B} = 5.5 \) favouring a common \( \mu_B \). This means that, if we consider that the two events share the same boson, the relative evidence for the PSM vs. BBH scenarios rises by a factor of \( 5.3 \). Later, we will showcase how this result can be exploited in the context of population studies in section IV.

Finally, we infer a maximal Proca star mass \( M_{\text{Proca}}^{\max} = 165^{+27}_{-22} M_\odot \). On the one hand, this is consistent with the one inferred from GW190521. On the other, the total masses of both events are consistently larger than the estimated maximal Proca star masses. This implies that, in both cases, the remnant hyper-massive boson star formed at the end of the two mergers has enough mass to collapse into a black-hole and yield the corresponding characteristic ringdown signal expected by current gravitational-wave searches.

3. GW190426

GW190426 was detected by a version of the matched-filter search PyCBC specifically targeting BBH signals with an IFAR of 0.25 yr and a \( p_{\text{astro}} = 0.75 \) [6], again significantly lower than that of GW190521. While, under our current catalogue, this event is strongly discarded as a PSM, it is still interesting to look at some of the properties that are inferred under such a scenario. First, we note that the primary field frequency \( \omega_1/\mu_B = 0.919^{+0.006}_{-0.043} \) clearly rules against the upper limit of our catalogue (see also Fig. [5]). This evidences that we need to enlarge our catalogue to correctly encompass this event. Nevertheless, at the same time, it is interesting to note that we obtain a boson-mass of \( \mu_B^{GW190426} = 7.77^{+0.87}_{-0.96} \times 10^{-13} \text{ eV} \) lower than (despite consistent with) those inferred from the previous two events. In particular, we find a overlap integrals \( \mathcal{I}_{\mu_B} = 1.8 \) and \( \mathcal{I}_{\mu_B} = 3.7 \) favouring the common-boson hypothesis when comparing this event with GW190521 and GW200220 respectively.

4. S200114f

S200114f is a short-duration transient observed during the second half of the third observing run of Advanced LIGO and Virgo [5, 35]. This intriguing trigger was missed by matched-filter searches targeting black hole mergers (which omit orbital precession [107–109] and higher-order harmonics [104, 110–112]) but was observed by the model-agnostic search coherent Wave Burst [113] with an IFAR of 34 yr [35]. Due to the lack of detection by matched-filter searches, S200114f has not been labelled as a confirmed detection, but, nevertheless, nor has it been conclusively classified as background noise either. Remarkably, parameter estimation was performed on this trigger with three different state-of-the-art waveform models [72, 113, 115], with all results across different models returning values for the individual masses. Rather than revealing that this trigger is not a black hole merger, or even not of astrophysical origin, these results showcase the inconsistencies between these BBH approximants at the regions of the parameter space that best fit the signal. Additionally, while the morphology of this trigger is consistent with that of a family of noise

\[13\] The odds-ratio is defined as \( O_{C/U} = \mathcal{I}_{\mu_B} \pi_{C/U} \), where \( \pi_{C/U} \) is the prior odds of the two hypotheses, common v.s. uncorrelated, and we have implicitly assumed equal prior probabilities, i.e.: \( \pi_{C/U} = 1 \).

\[14\] This is reduced to 17 yr after applying a trials factor accounting for the fact that this trigger was searched for using both Hanford-Livingston and Hanford-Livingston-Virgo data [25, 115].
transients known as Tomte glitches [116], it was not possible to conclusively rule out an astrophysical origin. We therefore consider it interesting to analyse this event from the perspective of further waveform models and, in particular, under our PSM catalogue.

In terms of its masses, we find that S200114f is essentially a lighter and more nearby version of GW190521 with a much larger inclination. We estimate a final total red-shifted mass of $M_z = 214^{+16}_{-14} M_\odot$ and a distance of $d_L = 152^{+73}_{-61} \text{Mpc}$. Owing to the standard distance prior, the louder BBH scenario should be implicitly favoured by our analysis. Despite this, we obtain $B_{\text{BBH}} \sim 7.2$, slightly preferring the PSM scenario. Moreover, removing the effect of such prior yields a $B_{\text{BBH}} \sim 200$, strongly preferring the PSM model.

The above combination of red-shifted mass and distance results in a source-frame mass of $M_{\text{src}} = 207^{+66}_{-55} M_\odot$. The final black hole would have a spin of $a_t = 0.66^{+0.03}_{-0.04}$. The main difference in the intrinsic properties of S200114f w.r.t. GW190521 arises from the frequency of their bosonic fields. We estimate $\omega_1/\mu_B = 0.919^{+0.009}_{-0.043}$ and $\omega_2/\mu_B = 0.810^{+0.062}_{-0.010}$ for this event. We note that the extremely small uncertainties of $\delta \omega_i = 0.01$ in the lower and upper ends of the respective frequency ranges are solely due to the fact that this event lies on the edge of our simulation catalogue, which makes our posterior distributions rail against such limits (see Fig. 5). On the one hand, this means that all the provided results are over-constrained even within the head-on paradigm. On the other hand, this reveals that there is room for improvement in fitting this event within the scenario we propose. Altogether, we obtain a value for the boson mass $\mu_B^{\text{S200114f}} = 10.20^{+0.68}_{-0.55} \times 10^{-13} \text{eV}$, larger than for the previous events. While we find that the common-boson hypothesis is favoured with $I_{\mu_B} = 3.7$ w.r.t. GW200220, it is rejected w.r.t. GW190521 with $I_{\mu_B} = 0.1$. Finally, the boson masses of S200114f and GW190426 are highly inconsistent with $I_{\mu_B} = 0.02$.

Even though some of the studied pairs of events yield rather inconsistent boson masses, we stress that we are imposing the very restrictive scenario of a head-on merger. Recall that the frequency of the bosonic field – which determines the boson masses – fixes the spins of the individual stars and consequently the spin of the final BH. Therefore, the preferred star frequencies for the merging stars are those that can lead to the correct final BH spin. Expanding our numerical relativity catalogue to less eccentric configurations would provide an extra contribution from the orbital angular momentum to the final spin, therefore allowing for a wider range of star frequencies and, consequently, boson masses. The expectation is that without the head-on restriction the true boson mass posteriors should be significantly broader, which would lead to a much better consistency for the mass across events. For these reasons, we think it is quite remarkable that the analysed events yield the slightest consistency.

| Triplet          | GW190521 | GW200220 | GW190426 | S200114f |
|------------------|----------|----------|----------|----------|
| GW200220         | 5.3 (6.3)| –        | –        | –        |
| GW190526         | 3.3 (1.1)| 1.8 (0.9)| –        | –        |
| S200114f         | 0.1 (0.2)| 3.7 (2.9)| 0.02 (0.04)| –        |

**TABLE III. Mass-overlap integrals for pairs and triplets.** The three bottom rows show the overlap integrals $I_{\mu_B}$ for each pair of the events we study. The top row shows the overlap integral for each of the possible triplets, excluding the event on the top of the corresponding column. Values within parentheses correspond to analyses using a uniform distance prior while the rest correspond to a standard prior uniform in co-moving volume. Values larger than one favour the common-boson hypothesis over the uncorrelated one. The overlap integral values for GW190521 with itself are 9.62 (9.92).

**IV. POPULATION**

The existence of multiple events that can be compared to our PSM model invites the question of whether statistical evidence for these objects can be accumulated across the observed events, even in the absence of conclusive evidence coming from a single one (see e.g., [117] for a similar application). In other words, we can estimate whether the observed set contains a fraction $\zeta$ of PSMs. Starting from our observational data set of four events $\{d_i\}$, we consider a population of compact objects consisting of a fraction $\zeta$ of PSMs and a fraction $1 - \zeta$ of BBHs. With this, we can compute the likelihood of our data set given $\zeta$ as

$$p(\{d_i\} | \zeta) = \prod_{i=1}^{N=4} \left[ p(d_i | \text{PSM}) \zeta + p(d_i | \text{BBH}) (1 - \zeta) \right] \propto \prod_{i=1}^{N=4} \left[ B_{\text{PSM}}^{i} \zeta + (1 - \zeta) \right] ,$$

where $B_{\text{BBH}}^{i} / B_{\text{PSM}}^{i} \text{BBH}$ denotes the relative Bayes factor between PSM and BBH models of the $i$-th event.

**A. Boson-mass agnostic calculation**

The left panel of Fig. 7 shows the posterior distribution of $\zeta$, where we use the Bayes factors reported in Table 4. We note that in all the cases we will discuss, we impose an uniform prior on $\zeta \in [0, 1]$. Solid curves include S200114f as a real event while dashed ones exclude it. Blue curves correspond to a uniform prior in co-moving volume. In these cases, we see that ignoring S200114f returns a posterior that peaks near $\zeta = 0$ and, at the same time, shows support all the way to $\zeta = 1$. In particular, we obtain $\zeta = 0.27^{+0.43}_{-0.25}$, with $\zeta > 0.05$.
at the 90% credible level. The inclusion of S200114f as a true event raises this to $\zeta = 0.39^{+0.30}_{-0.33}$ with $\zeta > 0.11$ at the 90% credible level, with a peak at $\zeta \approx 0.3$. Red curves correspond to our uniform distance prior. In this case, ignoring S200114f we obtain a posterior peaking at $\zeta \approx 0.3$ with a 90% lower bound of $\zeta = 0.13$. Including S200114f as a real event raises the latter to $\zeta = 0.25$ (i.e., at least event should be a PSM instead of a BBH) with a peak at $\zeta \approx 0.6$.

### B. Exploiting boson-mass consistencies

The fact that some of the events show consistent boson masses further invites the question of whether these can be analysed assuming a common mass value. In such a case, the evidence for the PSM model would rise due to the reduction of the number of parameters and the consequent reduction of the Occam penalty (see e.g., [38][113]). Given the original prior for the boson-mass $\pi(\mu_B)$, the original posterior for each event $p_i(\mu_B)$ and a new prior for the boson-mass $\pi^*(\mu_B)$, the new value of the Bayesian evidence $Z_i^*$ for each event can be obtained through

$$Z_i^* = Z_i \int \pi^*(\mu_B) \frac{p(\mu_B)}{\pi(\mu_B)} d\mu_B = I_{\mu_B}^* Z_i,$$

where $Z_i$ denotes the Bayesian evidence obtained under the original prior $\pi(\mu_B)$. While in principle a mass-prior assuming a unique ultra-light boson should be given by a delta function centred at a given mass, here we set a prior equal to the posterior for the most significant of our four events. This is, we choose $\pi^*(\mu_B) = p_{GW190521}(\mu_B)$. The updated evidence for the remaining events under the PSM hypothesis is therefore given by

$$Z_i^* = Z_i \int p_{GW190521}(\mu_B) \frac{p(\mu_B)}{\pi(\mu_B)} d\mu_B = I_{\mu_B}^{GW190521,i} Z_i.$$

The factor $I_{\mu_B}^{GW190521,i}$ is known as the overlap integral and, as previously shown in [105], is equivalent to the relative Bayes factor between the common-source v.s. uncorrelated source hypotheses for the two compared events. In Table III we display these values for all signal pairs, together with the corresponding three-event integral purposes. The new PSM, v.s. noise Bayes factor is then given by $B_i^* = I_{\mu_B}^{GW190521,i} B_i$. Finally, by replacing $B_i^{PSM}$ in Eq. (15) with these, we can recompute the posterior distribution of the fraction of PSMs $\zeta$ under the assumption that all events share the same boson as GW190521.

The right panel of Fig. 7 shows the new posteriors of $\zeta$. Exploiting common masses has dramatic consequences when S200114f is not considered as a true event. This is expected as the overlap integrals of the remaining two events support the common boson hypothesis, therefore increasing their evidence as PSMs. In particular, for each of our two distance priors, we now obtain posteriors peaked at $\zeta = 0.3$ and $\zeta = 0.5$ and 90% lower bounds of $\zeta = 0.11$ and $\zeta = 0.24$. While a similar qualitative effect is observed when including S200114f, this is quantitatively less dramatic. The reason is that the raised $B_{Boh}$ for the other events are now accompanied by a reduction of that for S200114f due to its highly inconsistent boson mass with respect to GW190521.

The above should be considered as a proof-of-principle calculation with relevant shortcomings that can artificially favour each of the PSM and BBH hypotheses. First, we have ignored the prior on the relative abundance of BHs and Proca stars in the Universe. Additionally, we have ignored other kinds of possible exotic compact binaries as, for instance, mixed BH-PS mergers. Second, because at the moment no simulations for circular PSM exist, we ignore the fact that highly eccentric (let alone head-on) mergers are highly astrophysically suppressed. Finally, we also note that the black-hole merger model [72] is limited to non-eccentric binaries with mass-ratio $q \leq 6$ and that some of these events may be better reproduced when adding the effect of orbital eccentricity, as it is the case for GW190521 [16][17][19][98], or even by mass-ratios larger than those allowed by the model. On the other hand, we also note that our PSM model is also incomplete and constrained to a narrow number of cases, which causes some of the analysed events to lay on the edges of our parameter space. Increasing our parameter coverage would most likely lead to improved fits and, therefore, increased evidence of these events.

### V. DISCUSSION

Despite their canonical interpretation as black-hole mergers, short GW transients displaying barely any pre-merger emission merit further exploration of their possible origin. We have compared four such events to a catalogue of 759 numerical-relativity simulations of PSMs. Performing model selection with respect to vanilla quasi-circular BBH mergers, we find that the most significant of these events (GW190521) and the loud trigger S200114f favour the PSM hypothesis. The weaker events GW200220 and GW190426 respectively weakly and strongly reject the hypothesis. Remarkably, we find that two of the catalogued GW events which are not strongly discarded as PSMs, namely GW190521 and GW200220, yield consistent boson masses around $9 \times 10^{-13}$ eV. Next, we have performed the first pop-
FIG. 7. Population fractions of boson-star mergers $\zeta$ within our data set for two different priors. In the left panel, we ignore any correlations between the boson mass obtained for our events. In the right panel, we impose a boson-mass prior given by the posterior for GW190521. Blue curves make use of a distance prior uniform in co-moving volume while red ones impose a uniform-in-distance prior. Finally, solid (dashed) curves include (exclude) S200114f as a real gravitational-wave event.

ulation study of compact binaries – restricted to the intermediate-mass black-hole range here treated – considering a mixed black hole-Proca star merger population. We note that the latter is a rather proof-of-concept exercise that, moreover, provides conclusions only about the observation set as opposed to the underlying population; and ignores any (unknown) priors on the relative abundance of BBHs and PSMs. In addition, turning this into a proper population study, would also require the usage of selection effects. Nevertheless we note that our study was still enough to showcase the potential benefit of exploiting boson-mass consistencies across events.

This is the first extensive and systematic analysis of GW events under an exotic compact-merger scenario alternative to BBHs. Although our new simulation catalogue has been significantly expanded since our initial study [18], it still suffers from important limitations. These are mainly the range of parameters covered by our numerical simulations and the fact that all of these correspond to the unrealistic astrophysical configuration of a head-on merger. The latter limits the type of morphologies we can possibly fit due to the shortness of the templates, significantly over-constrains our parameter estimates; and also intrinsically disfavors the PSM model due to its weak luminosity. On the other hand, our limited range of field frequencies coverage may prevent us from correctly fitting some of the events we analyse. For instance, we know that the numerical simulations best fitting S200114f and GW190426 lay in the edges of our catalogue. This implies, e.g., that an analysis under an enhanced simulation catalogue may return not only better fits to the data but also modify our parameter estimates, e.g., those of the boson masses.

While progress is made towards numerical simulations of more realistic and less eccentric configurations, we highlight that our results are highly promising and should strongly motivate the pursuit of such extended catalogues. First, these simple configurations suffice to fit the data as well as the most developed BBH models, if not better. Second, even though the standard prior in typical GW parameter estimation is by-default designed to prefer loud circular configurations for which GW detectors have a much larger reach, our analysis shows that in some cases the Proca scenario is marginally preferred. In fact, when removing such “bias” to foresee what results would be obtained considering louder and circular configurations, two events show a comparable preference to both scenarios and the other two, GW190521 and S200114f, show stronger preferences for PSM.

The existence of an ultralight bosonic field would have profound implications. It could at least account for part of dark matter, since it would give rise to a remarkable energy extraction mechanism from astrophysical spinning BHs, which eventually form new sorts of “hairy” BHs [119, 120]. In addition, such a field could serve as a guide toward beyond-standard-model physics, possibly pointing to the stringy axiverse. From an astrophysical perspective, the existence of massive bosonic stars could also have an impact on black-hole populations, if these objects merge and collapse frequently, contributing to the formation of intermediate-mass black holes.
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Appendix I: Parameter inference and model selection with discrete waveform models

Common gravitational-wave data parameter inference is carried out making use of semi-analytical waveform models that span a continuous parameter space as, e.g., phenomenological [115, 124], effective-one-body [114] or numerical-relativity surrogates [72]. On the one hand, this enables the exploration of a continuous set of parameters. On the other, this facilitates to impose any desired Bayesian priors on the intrinsic source parameters, like the individual masses and spins.

The above is in contrast with the situation encountered when the “waveform model” consists on a finite and discrete set of numerical relativity simulations, characterised by parameters $\theta_s$. In the following we describe our procedure to extract parameter posterior distributions and Bayesian evidences using such simulation set and, in particular, we describe in detail our procedure to impose given priors on the parameters $\theta_s$, which in our case correspond to the two star frequencies $\omega_{s, 2}/\mu_B$. For completeness, we will denote the parameters that we can continuously sample by $\theta_{\text{cs}}$, namely the total mass, source orientation, signal polarization, sky-location, luminosity distance and time of arrival.

Quantities of interest

The posterior probability $p(d \mid \theta)$ for given source parameters $\theta = \{\theta_s, \theta_{cs}\}$, according to a signal model $M_i$, given detector data $d$, is given by

$$p_{M_i}(\theta \mid d) = \frac{\pi(\theta) \mathcal{L}_{M_i}(d \mid \theta)}{Z_{M_i}},$$

where the Bayesian evidence for the model $M_i$ is given
by

\[ Z_{M_i} = \int_{\Theta} \pi(\theta) L_{M_i}(d \mid \theta) \, d\theta. \]  

The marginal posterior distribution for the parameters \( \theta_k \) is obtained through

\[ p_{M_i}^{\text{marg}}(\theta_k \mid d) = \int \pi(\theta) L_{M_i}(d \mid \theta) \Pi_{m \neq k} d\theta_m. \]  

Finally, given two waveform models \( M_1 \) and \( M_2 \), the relative probability for the data given the models, or relative Bayes Factor \( B_{M_1}^{M_2} \), is given by

\[ B_{M_1}^{M_2} = \frac{Z_{M_1}}{Z_{M_2}}. \]

**Discrete waveform models**

Continuous waveform models allow to sample the parameter space in a continuous manner. First, this virtually allows to perform integrals \( \int \) and \( \Pi \) in a continuous way. Second, and more important, it allows to impose any desired prior \( \pi(\theta) \) on the explored parameters.

Because of the high computational cost of numerical relativity simulations, it is not possible to generate waveforms in a continuous manner. Instead, we are forced to work with a discrete set of points in the parameter space spanned by the parameters on which our simulations depend, namely, the frequencies of the two boson stars \( \omega_{1,2}/\mu_B \equiv \theta_i \), while the rest of parameters \( \theta_c \) can be sampled in a continuous way. In practice, this means that integrals over \( \omega_{1,2}/\mu_B \) become discrete sums, yielding:

\[ Z_{\text{Proca}} = \sum_{i,j} \pi(\omega_i/\mu_B, \omega_j/\mu_B) \times \Delta \omega_i/\mu_B \Delta \omega_j/\mu_B \mathcal{L}_{\text{marg}}(\omega_i/\mu_B, \omega_j/\mu_B) \]  

where \( \mathcal{L}_{\text{marg}}(\omega_i/\mu_B, \omega_j/\mu_B) \) denotes the marginalised likelihood for pair of frequencies, i.e., for each of our numerical simulations, and is given by:

\[ \mathcal{L}(\omega_i/\mu_B, \omega_j/\mu_B) = \int_{\Theta} \pi(\theta_c) L_{M_i}(d \mid \theta_c, \omega_i/\mu_B, \omega_j/\mu_B) \, d\theta_c. \]  

**Bayesian priors**

The discreteness of our numerical simulations set makes it, in principle, difficult to set physically sensible Bayesian priors on \( \pi(\omega_i/\mu_B, \omega_j/\mu_B) \). To exemplify what we mean by this, consider Eq. \( \int \) and recall that, by definition of priors \( \sum_{i,j} \pi(\omega_i/\mu_B, \omega_j/\mu_B) \Delta \omega_i/\mu_B \Delta \omega_j/\mu_B = \sum_{i,j} w_{i,j} = 1 \). That is, the Bayesian evidence \( Z_{\text{Proca}} = \sum_{i,j} w_{i,j} \mathcal{L}_{\text{marg}}(w_i/\mu_B, w_j/\mu_B) \) is just the weighted average of the individual marginal evidence for each numerical simulation in our catalog.

If no relative weights are assigned to each of the simulations, then \( w_{i,j} = 1/N_{\text{sim}} \forall i, j \), with \( N_{\text{sim}} \) denoting the total number of simulations. This is therefore equivalent to imposing a prior \( \pi(\omega_i/\mu_B, \omega_j/\mu_B) \) proportional to the density of points in our simulation grid, which would be different from a “more physically reasonable” uniform prior in the two star frequencies.

**Imposing a uniform prior in the star frequencies**

We note that our previous work \([8]\), made use of a set of simulations spanning an uniform grid in \( \omega_i/\mu_B = \omega_j/\mu_B = \omega/\mu_B \) with step \( \Delta \omega \), which corresponds to the diagonal in Fig. \( 8 \). This trivially enabled us to impose a flat prior in \( \omega/\mu_B \) by simply applying equal weights \( w_i \) to all of our simulations. Similarly, the same was used when using a secondary set of simulations consisting on a fixed \( \omega_i/\mu_B = 0.895 \) and uniformly varying \( \omega_j/\mu_B \).
Fig. 3 shows our simulation catalogue, which does not span an uniform grid in $\{\omega_1/\mu_B, \omega_2/\mu_B\}$. If the simulations did span an uniform grid, then the evidence $\mathcal{Z}_{\text{proca}}$ under a uniform prior in $\omega_{1,2}/\mu_B$, would simply be given by the plain average of $\mathcal{L}_{i,j}$, with uniform weights.

In contrast, however our simulations cover certain regions with larger density than others, rather leaving uniformly distributed holes in such space. This means that, in principle, taking the plain average of $\mathcal{L}_{i,j}$ would over-weight certain regions of the parameter space, corresponding to a prior over-favouring certain (evenly distributed) regions of the parameter space. We note, however, that this will only have visible effects if the typical range of variation of the likelihood as a function of $\omega_{1,2}/\mu_B$ is much shorter than the typical separation between our simulations. In fact, we have checked that this produces results indistinguishable from those obtained after imposing a strictly uniform prior.\footnote{For instance we obtain a log $\mathcal{B} = 90.8$ for the PSM model without strictly imposing a uniform prior while we obtain a value of 90.7 using a strictly uniform prior (see Table I in the main text).}

In order to impose a strictly uniform prior, we can simply weight each of the individual evidences $\mathcal{L}_{i,j}$ the inverse of the local density at such point $\rho_{i,j}$, yielding $w_{i,j} \propto \rho_{i,j}^{-1}$. Equivalently, one can interpret this as the intuitive process of associating area elements $\Delta \omega_1/\mu_B \Delta \omega_2/\mu_B \propto 1/\rho_{i,j}$, keeping $\pi(\omega_1/\mu_B, \omega_2/\mu_B)$ uniform to each of the simulations in our grid. The weights $w_{i,j}$ are shown in Fig. 3. As it is expected, simulations placed at regions of high density as e.g., those at the borders of the $(\omega_1, \omega_2)/\mu_B$ triangle and those at the intersection “nodes” are significantly down-weighted. We note that this procedure is completely equivalent to simply interpolating $\mathcal{L}_{\text{marg}}(\omega_1/\mu_B, \omega_2/\mu_B)$ across our catalog and re-computing its values in an uniform grid (as we did in the Supplementary material of [18] for the case of head-on BH mergers), with the exception that, in this case, we “explicitly define the interpolation scheme” and, therefore, know the respective weight of each of our simulations. This then allows us to compute posterior probability distributions on the different parameters.

Finally, marginal posterior probabilities for $\omega_1/\mu_B$ (and similarly for $\omega_2/\mu_B$) can be simply obtained as

$$p^\text{marg}_{\mu_B}(\omega_1/\mu_B | d) = \pi(\omega_1/\mu_B) \mathcal{L}_{\text{marg}}(\omega_1/\mu_B), \quad (20)$$

where

$$\mathcal{L}_{\text{marg}}(\omega_1/\mu_B) = \sum_i \pi(\omega_1/\mu_B, \omega_i^1/\mu_B) \mathcal{L}(\omega_1/\mu_B, \omega_i^1/\mu_B) \Delta \omega_i^2/\mu_B \quad (21)$$

Calculation of the weights $\omega_{i,j}$

While there are a plethora of methods to estimate the local density of points in a two-dimensional space, here we describe our approach to estimate the local density of the grid shown in Fig. 3. Such grid can be constructed in two main ways, which we will refer to as “vertical” and “horizontal”.

The “vertical method” consists on initially placing an uniformly grid along the $x$-axis, whose points have separations $\Delta \omega_1/\mu_B = 0.0025$. This way, we can associate to the $i$th element this grid 1-dimensional volume element $\Delta x^i = \Delta \omega_1/\mu_B = (\omega_i^{-1}/\mu_B - \omega_i^{+1}/\mu_B)/2$. Note that this value is equal to 0.0025 for all points except for the end points of the grid, for which $\Delta x^v = 0.00125$.

Next, in order to build the two-dimensional grid, one just places points along the vertical direction $\omega_2/\mu_B$, using variable steps $(\Delta \omega_2/\mu_B)(\omega_1/\mu_B)$ that depend on $\omega_1/\mu_B$, as is obvious in Fig 3. Analogously to the $x$-axis discussion, each point is now associated with $\Delta y^i = \Delta \omega_2/\mu_B = (\omega^i_2/\mu_B - \omega^{i+1}_2/\mu_B)/2$. With this, each point of the grid is associated to an area element $\Delta A^{i,j} = \Delta x^i \Delta y^j$ which is equal to the inverse of the local density $1/\rho_{i,j} \propto \omega_{i,j}$.

We note that, while perfectly legitimate, the above calculation leads to an asymmetric weighting of the yellow points in Fig. 3 placed along vertical and horizontal lines, as points placed along the verticals would be associated much higher local densities. In order to symmetrise this, notice that the grid can also be build by inverting the above procedure, in what we call “horizontal” construction. This is, one first builds a vertical grid with steps $\Delta \omega_2/\mu_B = 0.0025$. This way, now each element is associated to a 1-dimensional volume element $\Delta y^i_\mu_B = \Delta \omega_2/\mu_B = (\omega^i_2/\mu_B - \omega^{i+1}_2/\mu_B)/2$ except for the end points that are associated $\Delta y^i_\mu_B = 0.00125$. Analogously to the previous case, one then places points along the horizontal direction using steps that depend on $\omega_2/\mu_B$. With this, each point of the is associated an area element $\Delta A^{i,j}_h = \Delta x^i \Delta y^j_\mu_B$, which is equal to the inverse of the local density $1/\rho_{i,j} \propto \omega_{i,j}$.

Finally, we obtain symmetric area elements and weights $\Delta A^{i,j} = (\Delta A^{i,j}_v + \Delta A^{i,j}_h)/2$ and $\omega_{i,j} \propto A_{i,j}$, which we represent in Fig. 8.

Appendix II: Assessment of error systematics of numerical waveforms

In this Appendix we provide details on our numerical waveforms for Proca-star mergers. In particular, we discuss the possible impact of our waveform extraction method, initial data, and numerical grid resolution. In addition, we briefly discuss the impact of possible vari-
ations of the initial separation of the Proca stars in our simulations. We note that while the former two aspects have to do with the accuracy of our simulations, the latter implies variations of the physical properties of the system \[71\].

**Extraction radius**

Our waveforms are extracted at a finite radius \(r_{GW,\mu} = 100\), where \(\mu\) denotes a characteristic scale that ranges in \(M^*\mu \in [0.622, 0.946]\) across our catalog and \(M^*\) denotes the mass of a single star. In typical NR units, where the extraction is expressed in units of the total mass \(M\) of the binary, this corresponds to extraction radii \(r_{GW} = 100M/(M_1^*\mu + M_2^*\mu) \in [53, 80]\) \(M\). We note that this is in contrast with typical extrapolation to null infinity \[125\] \[126\], which is done for most numerical simulations of BBHs used in GW data analyses e.g. \[127\]. Extrapolation at finite radius can lead to systematic errors, specially when more than one GW mode is present in the signal \[128\]. We have performed a series of tests to ensure that our extraction strategy does not induce systematic errors that can influence our analysis, given the SNR of our signals.

### a. Visual inspection

First, for illustrative purposes, we show in Fig. 9 that the waves extracted at different extraction radii for some selected cases, once appropriately shifted and re-scaled, overlap in the wave zone, as expected. The retarded time \(u_\mu\) is defined as the difference between the coordinate time and the tortoise coordinate: \(u_\mu = r + 2M \log(r/2M - 1)\), where \(M\) is the total mass of the system \[72\] \[129\] \[130\]. The overlap between waveforms is excellent for the more compact stars, although it decreases as we increase the value of \(\omega_2/\mu\) for fixed \(\omega_1/\mu\). The re-scaled maximum peaks differ at radii \(r_{GW,\mu} = 60\) and 120 by \(\sim 2\%\) in the most compact case (equal-mass with \(\omega/\mu = 0.8000\)) to \(\sim 15\%\) for \(\omega/\mu = 0.9300\), showing that the extraction radius \(r_{GW,\mu} = 60\) is too close to the source. In Fig. 10 we plot the waveform resulting from extrapolating the waveform to null infinity through a third-order polynomial fit, using the waveforms from the three different extraction radii, namely \(r_{GW,\mu} = 60, 100, 200\), to obtain \(r\Psi^{2m}_4\).

### b. Quantitative analysis using SXS waveforms

Second, in order to understand the quantitative impact of the extraction at finite radius, we have also considered BBH waveforms from a \(q = 3\) non-spinning BBH from the SXS catalog \[75\] \[131\] (namely SXS:BBH:0030), both extracted at different finite radii

---

17 We choose this source with the goal of having several prominent sub-dominant emission modes.
and extrapolated to null infinity. We compute the overlap $O$ of these waveforms, as a function of the total mass, to a reference extrapolated $N = 2$ waveform, where $N$ is the order of the polynomial expansion used to extrapolate the modes $\ell = 2$ with the exact same parameters (also known as “faithfulness” $F$). We note that, as it is common practice, we maximise this over the time of arrival and global relative phases. In addition, we compute the corresponding minimum SNR needed to distinguish the compared waveforms. This is given by $\text{SNR}_{\text{min}} = N_{\text{dim}}/(\sqrt{2}(1-F))$, where $N_{\text{dim}}$ denotes the number of parameters whose measurability can be affected by model inaccuracies. For the case of the quadrupole modes alone these are $\{\omega_1, \omega_2, M\}$, so that $N_{\text{dim}} = 3$, while for full waveforms we add the orientation angles $(\theta_{JN}, \varphi)$, so that $N_{\text{dim}} = 5$ (see [132, 133] and e.g. [134, 135] for applications). We do this for both the quadrupole modes alone and for the waveform observed at an edge-on location $(\theta_{JN} = \pi/2)$ at random azimuths $\varphi \in [0, 2\pi]$, including a varying number of GW modes. We assume a flat power-spectral density with a lower frequency cutoff of 11 Hz. In principle, we would like to use the results of this analysis to draw conclusions about the impact of finite extraction radius in our Proca-star merger waveforms. We note, however, that while lowest extraction radius included in the SXS catalog is $r_{GW} = 100M$, this is typically larger than that in our catalogue $r_{GW} = 100$, which as mentioned earlier corresponds to $r_{GW} \in [53, 80]M$. For this reason, we will later show comparisons between our waveforms extracted at $r_{GW} = 100$ to waveforms extracted at $r_{GW} = 200$, which we specifically obtained to perform these tests.

The left panel of Fig. [11] shows the corresponding overlaps for the case where we only include the quadrupole mode while the right panel shows the corresponding SNR$_{\text{min}}$. In all cases such are above 70, which is four times the loudness of the GW events we consider. Moreover, we note that extrapolation to null infinity induces well-known systematics in the late ringdown part of the waveform. As an example, the $N = 4$ quadrupole mode differs more from the $N = 2$ than the $r_{GW} = 100M$ one for masses beyond $400M_\odot$.

Figure [12] shows our results for edge-on cases where we include several modes. We illustrate the progressive degradation of the faithfulness as modes are included. To this end, the right and central panels show, respectively, the SNR$_{\text{min}}$ obtained when including only the $(3, \pm 3)$ modes and when further adding the $(2, \pm 1)$ and $(4, \pm 4)$ modes. First, we note that the minimum SNRs we obtain for the $r_{GW} = 100M$ cases fall to $\sim 40$ (way beyond those of our signals) and 20 (above, but near our typical SNR of 15). Moreover, we highlight that extrapolated waveforms $N = 3, 4$ are unsuitable for GW analyses, if $N = 2$ is

---

18 $N = 2$ waveforms are recommended as reference waveforms in the SXS catalog paper [22].
**FIG. 11. Assessment of systematic errors due to finite extraction radius in numerical simulations: Quadrupole modes.**

The left panel shows the overlap between the dominant quadrupole modes of numerically simulated waveforms of a mass-ratio \( q = 3 \) non-spinning BBH, obtained by the SXS collaboration. We compare simulations extracted at several finite radii, extrapolated to null infinity at \( N = 3 \) to a reference \( N = 2 \) waveform. The right panel shows the minimum SNR needed to distinguish the corresponding pair of waveforms.

**FIG. 12. Assessment of systematic errors due to finite extraction radius in numerical simulations: several modes.**

Same as Fig. 11 but for the case of edge-on signals, i.e., observed on the orbital plane of the source. We minimize the faithfulness as a function of the azimuthal angle of the observer. The left panel shows the result of including only the strongest sub-dominant mode \( (3, \pm 3) \). The central panel further includes the \( (2, \pm 1) \) and \( (4, \pm 4) \) modes. Finally, the right panel is equal to the left one, but with the \( (3, \pm 3) \) scaled to have the same amplitude as the quadrupole one. The goal of this is to “mimic” the situation of our head-on mergers, where two modes are co-dominant. We note that apparently missing points are due to very large values of the SNR\(_{\text{min}}\) which, unlike in Fig. 11, does not evolve monotonically as a function of the total mass due to the presence of higher-order modes.

Finally, in the right panel of Fig. 12 we try to mimic the situation in our PSM waveforms, where two modes are co-dominant. To this end, we include a \( (3, \pm 3) \) mode re-scaled so that its amplitude at merger is equal to that of the \( (2, \pm 2) \). We note despite a slight (not visible in the figure) degradation of the faithfulness with respect to the left panel, SNRs of \( \approx 50 \) would be needed for the finite radius systematics to impact our analysis.

c. **Quantitative analysis for our Proca-star waveforms**

Finally, Fig. 13 shows the aforementioned comparison between Proca-star waveforms extracted at \( r_{GW}\mu = 100 \) and \( r_{GW}\mu = 200 \), where the latter are now beyond the minimal radius of \( r_{GW} = 100 M \) studied for the SXS case, in particular ranging in \( r_{GW} \in [106, 160]M \). We consider five cases where the primary star frequency is fixed to \( \omega_1/\mu_B = 0.80 \) and the secondary one is varied between the minimal and maximal frequencies in our catalog, which respectively correspond to cases of maximal and minimal compactness. We add a case where both stars are minimally compact. The figure shows that SNRs be-
FIG. 13. Impact of extraction radius in our Proca-star merger simulations. We show the same as in the right panel of Fig. 11 but for the case of head-on Proca-star mergers. The top panel compares the quadrupole modes of waveforms extracted at \( r_{GW}/\mu = 100 \), which we used throughout our work, and \( r_{GW}/\mu = 200 \), consistent with the \( r_{GW}/\mu = 100 \) cases shown in Fig. 11. Differences between these waveforms are only detectable at SNRs of 50 in the worst case, which is beyond the SNR \( \gtrsim 15 \) of the signals we study. The bottom panel compares waveforms extracted at \( r_{GW}/\mu = 100 \) to those extrapolated to null infinity. Differences are only detectable, in the worst case, for SNRs of 25.

Beyond \( \sim 25 \), in the most pessimistic case (corresponding to the least compact secondary star), are needed for the differences between the two waveforms to be detectable within the mass range we explore.

Initial data

Until recently, including the period during which this work was developed, state-of-the-art bosonic-star mergers were performed using a plain superposition initial data \[33, 51, 137, 138\]. This is known to lead to constraint violations which can result in artificial effects, including a typical initial burst of spurious GWs known as “junk radiation”. Accurate, constraint-satisfying initial data has been obtained only very recently \[139, 140\]. In the future we will update our waveform catalogue with numerical simulations that use appropriate constraint-satisfying initial data. While such developments are being pursued, we have adopted the intermediate step proposed in \[141, 142\] to improve the plain superposition initial data. We have implemented this method for the equal-mass case and compared it with our waveforms from the equal-mass collision of our most massive and compact star configuration \( \omega/\mu_B = 0.8000 \). This comparison is displayed in Fig. 14. The waveform corresponding to the improved initial data is slightly time shifted but the difference between the two methods at the peak of the waveform is around 2.1%. Once again, to assess the impact of our initial data in GW analyses, we computed the faithfulness and limiting SNRs shown in Fig. 11 for the case of one of our Proca-star mergers using our initial data and the methods from \[141, 142\]. In this comparison we remove by hand the junk radiation of the simulations, which we also do in our main analysis. The results, shown in Fig. 15, reveal that our initial data would only impact our analyses for SNRs above \( \sim 35 \).

**Initial star separation**

In our simulations, the two Proca stars are released from rest at an initial distance of \( D\mu = 40 \). We note that the choice of \( D \) is somewhat similar to that of the reference frequency at which eccentricity is defined for eccentric systems, similarly leading to varying phenomenology. In particular, starting our simulations at different distances would change the intrinsic luminosity
of the system, the “impact parameter” of the two stars due to the different amount of frame dragging, and, as explained in [71], it would introduce a varying relative phase of the complex field of the two stars at merger. Therefore, our catalogue is rather sub-optimal in covering the possible physics of head-on mergers.

In order to assess the differences in the waveforms, we have also performed two equal-mass collisions (with $\omega/\mu = 0.9000$ and $\omega/\mu = 0.9300$) at different initial distances. We choose equal-mass collisions to avoid the impact of relative phases at merger from “affecting” the results we show here (for details on that issue, see [71]). The results are displayed in Fig. 16. We find that the waveforms are similar in all cases. However, as expected, larger initial separation distances induce a slightly larger amplitude, in particular in the $\ell = m = 2$ mode (see Fig. 16). Moreover, since increasing the initial separation leads to intrinsically louder sources, it also leads to larger estimated distances, which would be less penalized by the distance prior uniform in co-moving volume, therefore increasing our preference for the Proca-star merger model. In this sense, our Bayes Factors are rather conservative.

An ideal catalogue would make use of all possible separations, which is however unrealistic, as these can be infinitely many. As said above, this situation is similar to the choice of the infinitely many reference frequencies at which eccentricity can be defined in eccentric systems. Therefore, the ability of our current catalogue to reproduce gravitational-wave signals is still limited.

For a convergence study on the gravitational waveforms we refer the interested reader to the appendix section of [71]. In addition, we have checked that the mismatch between the waveforms we use in this study, which we label in [71] as “high” and those of “very high” resolution is of order $10^{-4}$, so that SNRs of order $\sim 80$ are needed for differences to have an impact.

Appendix III: Maximum likelihood parameters

We report in Tables IV and V the parameters of the waveforms yielding the maximum likelihood values, reported in Table IV and plotted in Figures 14. We note that for the BBH cases, we report the mass ratio in terms of $q = m_2/m_1 \leq 1$. The orientation is reported in terms of the inclination angle between the total angular momentum and the line-of-sight $\theta_{JN}$ and the azimuthal angle of the observer around the source $\varphi$, 

![FIG. 15. Assessment of systematic errors due to initial data. Same as the right panels of Fig. 11 but comparing waveforms extracted from simulations using our initial data and that computed using the methods in [141, 142]. The simulated system has equal-star frequencies of $\omega/\mu = 0.8000$.](image)

![FIG. 16. Gravitational waveforms from different initial separation distances. Increasing the initial separation between the stars leads to slightly larger amplitudes.](image)
i.e., understood as angle formed by the projection of the line-of-sight onto the orbital plane and the line separating the two BHs. Finally, spins are represented through the magnitudes \( \phi_{1,2,} \), the tilt angles between the spins and the total angular momentum \( \theta_{1,2} \), the relative azimuthal angle between the two spins \( \phi_{12} \) and the angle between the total and the orbital angular momentum \( \phi_{JN} \). These are the typical parameters sampled in the parameter estimation code Bilby \cite{Abbott_2018}. All parameters are estimated at a reference frequency of 11Hz.

Appendix IV: Parameter estimates under the black-hole merger hypothesis

In this section we report the parameter estimates for our studied events under the analysis with the BBH model NRSur7dq4. As stated in the main text, we effectively use 8 different priors for our runs, which consist on different combinations:

- Mass ratio: uniform in \( 1/q \in [1, Q_{\text{max}}] \) and \( q \in [1/Q_{\text{max}}, 1] \).
- Mass-ratio limit: \( Q_{\text{max}} \in \{4, 6\} \).
- Luminosity distance: uniform in co-moving volume and uniform in luminosity distance.

Table VI reports the parameter estimates for the four events in terms of median and symmetric 90% credible intervals. These are obtained under a distance prior uniform in co-moving volume, using the mass-ratio prior that maximises the Bayesian evidence. In other words, these correspond to the column “V” for the BBH model quoted in Table I. For S200114f, this corresponds to the mass-ratio prior uniform in \( 1/q \in [1, 6] \) while for the rest this corresponds to the prior uniform in \( q \in [1/4, 1] \). We highlight that the parameters obtained for GW190521 are completely consistent with those in \cite{Abbott_2020} and that those for S200114f clearly fall against the limits of the parameter space covered by NRSur7dq4. In particular, the posterior for the mass ratio falls against the \( q = 1/6 \) limit. This could motivate the usage of waveform models allowing for larger mass ratios like SEOBNRv4PHM \cite{Bustillo_2018} or IMRPhenomXPHM \cite{Bustillo_2018} may be in order. However, while spin estimates indicate that significant spin magnitudes and orbital precession are needed to reproduce this event, the mentioned models model precession through post-newtonian or effective-one-body approximations that break down during the merger-ringdown inspiral, damaging their accuracy \cite{Bustillo_2018, Berti_2012}. However, see \cite{Zappa_2015} for a phenomenological model calibrated using precessing NR simulations.
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| Parameter                              | GW190521 | GW200220 | GW190426 | S200114f |
|----------------------------------------|----------|----------|----------|----------|
| Total red-shifted mass [$M_\odot$]     | 267.88   | 383.12   | 404.20   | 236.20   |
| Inclination $\theta_{JN}$ [rad]        | 2.41     | 1.34     | 1.85     | 1.07     |
| Azimuth $\varphi$                      | 5.22     | 5.61     | 3.72     | 3.28     |
| Luminosity distance [Mpc]              | 267.83   | 55.52    | 48.78    | 71.07    |
| Polarization $\psi$                    | 1.29     | 1.68     | 0.92     | 1.52     |
| Right ascension $\alpha$               | 3.94     | 4.82     | 1.92     | 1.94     |
| Declination $\delta$                   | 0.91     | −0.95    | −0.44    | 0.11     |
| Primary field frequency $\omega_1/\mu_B$ | 0.9000  | 0.8800   | 0.9000   | 0.8800   |
| Secondary field frequency $\omega_2/\mu_B$ | 0.8550  | 0.8075   | 0.8500   | 0.8325   |

**TABLE IV.** Maximum likelihood values for our analysed events, under the Proca-star merger hypothesis. We quote the inclination in terms of the angle between the line-of-sight and the total angular momentum $\theta_{JN}$ as well as the azimuthal angle of the observer $\varphi$ (see Appendix I in [13]).

| Parameter                              | GW190521 | GW200220 | GW190426 | S200114f |
|----------------------------------------|----------|----------|----------|----------|
| Total red-shifted mass [$M_\odot$]     | 254.44   | 308.78   | 303.82   | 280.15   |
| Mass ratio                             | 0.75     | 0.64     | 0.88     | 0.17     |
| Primary spin $a_1$                     | 0.93     | 0.93     | 0.86     | 0.98     |
| Secondary spin $a_2$                   | 0.95     | 0.96     | 0.26     | 0.99     |
| Primary tilt $\theta_1$                | 1.72     | 1.07     | 0.81     | 2.77     |
| Secondary tilt $\theta_2$              | 2.73     | 2.13     | 0.84     | 0.51     |
| Spin-spin azimuth $\phi_{12}$          | 4.47     | 6.16     | 1.14     | 4.54     |
| Total-orbital momentum azimuth $\phi_{JL}$ | 5.82    | 383.12   | 5.76     | 4.04     |
| Inclination $\theta_{JN}$ [rad]        | 1.99     | 1.47     | 1.60     | 2.15     |
| Azimuth $\varphi$                      | 5.85     | 2.00     | 0.23     | 1.82     |
| Luminosity distance [Mpc]              | 1509.35  | 2257.87  | 343.44   | 355.28   |
| Polarization $\psi$                    | 1.13     | 1.69     | 2.31     | 3.06     |
| Right ascension $\alpha$               | 4.37     | 3.44     | 0.63     | 1.93     |
| Declination $\delta$                   | 0.84     | 0.49     | −0.60    | 0.02     |

**TABLE V.** Maximum likelihood values for our analysed events, under the BBH hypothesis. Mass-ratios are quoted as $q = m_2/m_1 \leq 1$. 
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with 90% credible intervals for the runs yielding the largest Bayesian evidence, with distance prior uniform in co-moving prior.

| Parameter                        | GW190521       | GW200220       | GW190426       | S200114f       |
|----------------------------------|----------------|----------------|----------------|----------------|
| Primary mass \([M_\odot]\)       | 87^{+22}_{-15} | 86^{+31}_{-21} | 121^{+36}_{-29} | 209^{+69}_{-17} |
| Secondary mass \([M_\odot]\)     | 72^{+20}_{-19} | 68^{+27}_{-24} | 86^{+25}_{-36} | 37^{+11}_{-4}  |
| Total mass \([M_\odot]\)        | 158^{+23}_{-14} | 153^{+32}_{-24} | 205^{+25}_{-21} | 246^{+15}_{-12} |
| Total red-shifted mass \([M_\odot]\) | 271^{+14}_{-15} | 280^{+23}_{-31} | 329^{+27}_{-31} | 280^{+14}_{-23} |
| Final mass \([M_\odot]\)        | 150^{+22}_{-14} | 145^{+30}_{-22} | 194^{+23}_{-20} | 243^{+15}_{-12} |
| Final red-shifted mass \([M_\odot]\) | 258^{+12}_{-13} | 266^{+20}_{-18} | 310^{+23}_{-18} | 277^{+14}_{-9}  |
| Final spin                       | 0.71^{+0.05}_{-0.06} | 0.71^{+0.08}_{-0.07} | 0.80^{+0.07}_{-0.09} | 0.37^{+0.06}_{-0.06} |
| Primary spin \(a_1\)            | 0.72^{+0.22}_{-0.64} | 0.55^{+0.40}_{-0.69} | 0.73^{+0.24}_{-0.60} | 0.96^{+0.20}_{-0.23} |
| Secondary spin \(a_2\)          | 0.76^{+0.21}_{-0.65} | 0.54^{+0.41}_{-0.48} | 0.56^{+0.36}_{-0.52} | 0.88^{+0.10}_{-0.28} |
| Primary tilt \(\theta_1\)       | 1.57^{+0.94}_{-0.96} | 0.41^{+0.17}_{-0.16} | 0.84^{+1.25}_{-0.62} | 2.58^{+0.28}_{-0.27} |
| Secondary tilt \(\theta_2\)     | 1.57^{+0.92}_{-1.02} | 1.46^{+1.16}_{-1.04} | 1.10^{+1.30}_{-0.81} | 1.48^{+0.53}_{-0.54} |
| Effective spin \(\chi_{e_{\text{ff}}}\) | 0.01^{+0.29}_{-0.35} | 0.06^{+0.37}_{-0.36} | 0.35^{+0.35}_{-0.46} | -0.66^{+0.14}_{-0.10} |
| Effective precessing spin \(\chi_p\) | 0.74^{+0.21}_{-0.36} | 0.51^{+0.37}_{-0.49} | 0.49^{+0.36}_{-0.25} | 0.51^{+0.20}_{-0.10} |
| Inclination \(\theta_{JN}\) [rad] | 1.02^{+3.75}_{-0.73} | 1.42^{+1.30}_{-1.05} | 1.83^{+0.96}_{-1.29} | 2.30^{+0.33}_{-0.35} |
| Azimuth \(\varphi\)             | 3.49^{+2.53}_{-0.12} | 2.99^{+2.67}_{-0.26} | 3.24^{+2.59}_{-0.73} | 1.00{+4.90}_{-0.78} |
| Luminosity distance \([\text{Mpc}]\) | 4381^{+2605}_{-2424} | 5366^{+3801}_{-3023} | 3477^{+2753}_{-1696} | 665^{+471}_{-289} |
| Polarization \(\psi\)           | 1.77^{+1.13}_{-1.47} | 1.50^{+1.50}_{-1.23} | 1.58^{+1.16}_{-1.29} | 0.34^{+2.75}_{-0.29} |
| Right ascension \(\alpha\)       | -0.82^{+1.63}_{-0.38} | 3.01^{+1.89}_{-0.54} | 4.33^{+0.94}_{-0.44} | 1.96^{+0.03}_{-0.80} |
| Declination \(\delta\)          | 1.77^{+1.63}_{-0.38} | -0.41^{+0.44}_{-0.63} | 0.29^{+0.44}_{-0.63} | 0.07^{+2.75}_{-0.29} |

**TABLE VI. Posterior parameter distributions under the black-hole merger hypothesis.** We quote medians together with 90% credible intervals for the runs yielding the largest Bayesian evidence, with distance prior uniform in co-moving prior. The first three columns use a prior uniform in \(q \in [1/4, 1]\) while the last column uses a prior flat in \(1/q \in [1, 6]\).
