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Abstract—Contrastive learning is a promising approach to unsupervised learning, as it inherits the advantages of well-studied deep models without a dedicated and complex model design. In this paper, based on bidirectional encoder representations from transformers, we propose self-supervised contrastive learning (SCL) as well as few-shot contrastive learning (FCL) with unsupervised data augmentation (UDA) for text clustering. SCL outperforms state-of-the-art unsupervised clustering approaches for short texts and those for long texts in terms of several clustering evaluation measures. FCL achieves performance close to supervised learning, and FCL with UDA further improves the performance for short texts.

I. INTRODUCTION

Text clustering is the task of grouping a set of unlabeled texts such that texts in the same cluster are more similar to each other than to those in other clusters. This task is useful for various applications, such as opinion mining, automatic topic labeling [1], language modeling, recommendation [2], and query expansion to improve retrieval [3].

Unsupervised learning is a practical approach to clustering, as often there are no “gold clusters” in real applications. Common unsupervised approaches are generative: they use an encoding network to learn latent representations for input texts and feed the latent representations into another generative network. By minimizing the generation similarity, the most appropriate latent representations can be learned. These generative approaches usually require complex architectures, but are limited in terms of effectiveness.

On the other hand, the recent success of a discriminative contrastive learning (CL) framework in the image classification field [4] inspired similar approaches in the NLP field (see Section II). CL can help achieve model training with weak labels or totally without labels. Hence, in the present study, we explore CL-based approaches to tackle the text clustering task. Specifically, based on bidirectional encoder representations from transformers (BERT) [5], we propose self-supervised contrastive learning (SCL) and few-shot contrastive learning (FCL). Our contributions are as follows:

- We propose multi-language back translation (BT) and random masking (RM) to generate positive samples for SCL.
- We propose FCL with unsupervised data augmentation (UDA) [6].

We evaluated the aforementioned learning approaches on two short-text datasets and two long-text datasets, and the results show that SCL achieves state-of-the-art clustering accuracy, and FCL achieves performance close to supervised learning. Moreover, FCL with UDA further improves performance for short texts.

II. RELATED WORK

A. Contrastive Learning in NLP

The recent years have witnessed substantial development in studies related to CL. Gunel et al. [7] proposed a supervised CL architecture for multiple language tasks. Fang et al. [8] proposed contrastive self-supervised encoder representations from transformers to predict whether two augmented sentences originated from the same sentence. Li et al. [9] proposed CL with mutual information maximization for cross-domain sentiment classification. Wu et al. [10] designed a metric that covers both linguistic qualities and semantic informativeness using BERT-based CL. Xiong et al. [11] proposed approximate nearest neighbor negative contrastive estimation for dense text retrieval.

B. Text Clustering

In traditional unsupervised clustering, Yuan et al. [12] proposed feature clustering hashing (FCH), and Li et al. [13] proposed subspace clustering guided convex non-negative matrix factorization to perform text clustering. Subsequently, Wang et al. [14] proposed Gaussian bidirectional adversarial topic (G-BAT) models to achieve higher accuracy among these methods. Autoencoder (AE) [15], graph autoencoder (GAE), and variational graph autoencoder (VGAE) [16] can be used for generative unsupervised clustering. Chiu et al. [1] provided a summary of comparisons of these methods. Semi-supervised deep clustering methods have also been proposed based on deep architectures, such as deep clustering network (DCN) [17] and text convolutional Siamese network [18].

III. METHODOLOGY

Figure 1 illustrates the learning framework for FCL and SCL. During a mini-batch, (1) m pairs of texts are selected/generated (We detail the specific methods of selecting and generating in Section III-A), where intra-pair texts are used as positive samples and inter-pair texts are treated as negative samples; (2) BERT takes each text pair (with stop words removed) as inputs and transforms the texts into the latent representations. (3) BERT is tuned by a contrastive
loss, $L_{\text{CL}}$ (Equation 1) which is calculated based on the latent representations. After a learning epoch completes, we input all the texts in a dataset into the tuned BERT and obtain the representation $u_i$ ($i = 1, 2, \ldots, N$, where $N$ is the number of items in the dataset) for clustering.

A. Mini-batch Construction

For SCL, the entire dataset was used for tuning. $m$ texts are first randomly selected from the dataset. We do not require that the texts are from the different classes. For a selected text $x_i$, $i = 1, 2, \ldots, m$, $x'_i$ and $x''_i$ are two texts generated by BT (i.e., back translation: given a text in language A, this text is translated into language B, and then is translated back to language A again) using different languages, or by RM (i.e., random masking, to randomly mask some words in a text). The original text is excluded in a mini-batch. Thus, the size of a mini-batch is 2$m$. For FCL, BERT is tuned by $m$ pairs of few-shot labeled items in the dataset. The size of a mini-batch is also 2$m$. Each pair of (original) texts, $x_{v_i,j}$ and $x_{v_i,j}$, are selected from the same class $c_i$, and different pairs are strictly from $n$ different classes. To make full contrasts of the texts in the different classes, we suggest $m \geq n$.

B. Contrastive Loss

The contrastive loss is the average of the pair losses. In a pair loss $l(i, j)$ (Equation 2), where $i = 2p − 1$ and $j = 2p$ in the $p$-th ($p = 1, 2, \ldots, m$) pair, the $s_{i,j}$ is the cosine similarity of $v_i$ and $v_j$. The $\tau > 0$ denotes a temperature parameter that can impact the intra-cluster and inter-cluster distance, thereby impacting the clustering accuracy.

$$L_{\text{CL}} = \frac{1}{2m} \sum_{k=1}^{m} [l(2p - 1, 2p) + l(2p, 2p - 1)]$$  \hspace{1cm} (1)

$$l(i, j) = -\log \frac{\exp(s_{i,j}/\tau)}{\sum_{k=1, k \neq i}^{2m} \exp(s_{i,k}/\tau)}$$  \hspace{1cm} (2)

C. Unsupervised Data Augmentation

UDA was originally proposed for emotion analysis [6], which is a binary classification task. When we apply UDA for FCL, every text in a dataset $D$ is back translated to construct $D'$. BERT takes a text $x_i$ in $D$ and three texts $x'_{i,q}$ ($q = 1, 2, 3$) in $D'$ as inputs, and feeds outputs into a UDA model with parameter set $\theta$ to obtain the distributions, $p_\theta(y|x_i)$ and $p_\theta(y|x'_{i,q})$. The UDA loss $L_{\text{UDA}}$ is the average KL-divergence for each pair of $p_\theta(y|x_i)$ and $p_\theta(y|x'_{i,q})$ in a mini-batch (Equation 3). The model loss shows in Equation 4.

$$L_{\text{UDA}} = \sum_{i=1}^{m} KL(p_\theta(y|x_i) \parallel p_\theta(y|x'_{i,q}))$$  \hspace{1cm} (3)

$$L = L_{\text{CL}} + L_{\text{UDA}}$$  \hspace{1cm} (4)

IV. EXPERIMENT

A. Data

Following previous work in text clustering [1], [14], [2], [19], we evaluated text clustering methods using four text categorization datasets. In these four datasets, SearchSnips [20] and Stackoverflow [21] have short texts, whereas 20Newsgroup [22] and Reuters [23] have long texts. The dataset statistics are in Appendix A.

B. Settings

In our main experiments (to perform both SCL and FCL), we used the basic and uncased BERT and $\tau = 0.5$ (see Appendix A for details). The dimension of a latent representation $v_i$ is 20. The mini-batch size is 2$m = 160$ and 2$m = 40$ for the short texts and the long texts, respectively. The learning rate is 2 $\times 10^{-5}$, and the optimizer is Adam.

In SCL, we chose Google Translate to perform English-Spanish-English and English-French-English BT to generate positive pairs. 30% and 15% of words are masked for a short text and a long text in RM, respectively. This is because a small percentage setting may cause no words to be masked in a short text, whereas a large percentage may cause a long text to lose contexts. We chose K-means as the method to cluster the texts. For FCL as well as FCL with UDA (FCL+UDA), we take 10% labeled items to tune BERT and cluster all the texts for each dataset.

C. Evaluation Measures

For SCL, to enable comparisons with previous works [1], [2], we evaluated clustering methods using clustering accuracy (ACC) and normalized mutual information (NMI) for the short texts, and ACC and adjusted mutual information (AMI) [24] for the long texts. These measures assume that the desired number of clusters $n$ (i.e., the number of gold classes) is given to the system. However, this assumption may not be entirely practical. We therefore additionally adopted BCubed F1 Score [25] to evaluate our frameworks while varying the estimated number of gold classes $\hat{n}$. For FCL, we choose ACC, AMI, and adjusted random index (ARI) for comparisons. The definitions and usages of the measures are shown in Appendix C.
TABLE I: SCL performance comparisons for short-text datasets: * denotes the results reported by [2]; the bold results are the best scores.

| Method              | SearchSnippets | Stackoverflow |
|---------------------|----------------|---------------|
|                     | ACC  | NMI  | ACC | NMI |
| TF                  | 24.7 | 9.0  | 13.5 | 7.8 |
| TF-IDF              | 33.8 | 21.4 | 20.3 | 15.6 |
| Skip-Thought        | 33.6 | 13.8 | 9.3  | 2.7 |
| SIF                 | 53.4 | 36.9 | 30.5 | 28.9 |
| STC                 | 77.0 | 62.9 | 51.1 | 49.0 |
| SIF + Aut._Self-Train. | 77.1 | 56.7 | 59.8 | 54.8 |
| SCL (BT)            | 78.2 | 63.6 | 77.7 | 72.5 |
| SCL (RM)            | 77.2 | 63.8 | 67.5 | 57.4 |

TABLE II: SCL performance comparisons for long-text datasets: *, †, ‡, and * denote the results reported by [1], [12], [14], and [19] respectively; the bold results are the best scores.

| Method              | 20Newsgroup | Reuters |
|---------------------|-------------|---------|
|                     | ACC | AMI  | ACC  | AMI  |
| NMF                 | 31.9  | 45.3  | 49.6  | 43.8  |
| TF-IDF              | 33.7†  | 41.7  | 35.0†  | 45.6  |
| FCH                 | 33.8†  |       |       |       |
| LDA                 | 37.2†  | 28.8† | 54.9†  | 50.3†  |
| G-BAT               | 41.3†  |       |       |       |
| GAE                 | 41.4‡  | 49.3  | 52.3‡  | 48.4  |
| AE                  | 41.7‡  | 48.7‡ | 53.7‡  | 55.0‡  |
| VAGE                | 43.1‡  | 48.1‡ | 53.1‡  | 53.3‡  |
| DCN                 | 44.0‡  |       |       |       |
| SS-SB-MT            | 47.4  | 53.0  | 56.3  | 58.4  |
| SCL (BT)            | 50.1  | 47.1  | 61.7  | 45.4  |
| SCL (RM)            | 44.1  | 42.2  | 64.4  | 46.3  |

TABLE III: BCubed F1 Scores under SCL for the datasets with unknown n from gold clusters; the bold results are the best scores.

| Method | n | SearchS. | Stack. | 20N.G. | Reut. |
|--------|---|----------|--------|--------|------|
| SCL    | 5 | 44.8     | 27.2   | 25.7   | 48.9 |
| (BT)   | 15| 46.2     | 43.0   | 34.3   | 74.4 |
|        | 20| 37.6     | 55.9   | 36.0   | 40.4 |
| SCL    | 5 | 49.1     | 26.2   | 23.2   | 53.5 |
| (RM)   | 15| 49.3     | 38.8   | 30.2   | 51.5 |
|        | 20| 40.6     | 47.1   | 31.5   | 45.6 |

D. Baselines

For short texts, we compared SCL with SIF + Aut._Self-Train. (i.e., the state-of-the-art model) and the other methods reported by Hadifar et al [2]. For long texts, we primarily compared SCL with SS-SB-MT [1] (i.e., the state-of-the-art model) and G-BAT [14]. We also included other methods such as GAE, AE and VAGE reported by Chiu et al [1]. Simple illustrations of these baselines are presented in Appendix D.

We compared FCL with a supervised method that takes training data and cross-entropy loss to tune BERT [26]. Except for 20Newsgroup which has the training data (which occupy approximately 70% of the total data), for the datasets which are not originally divided into training and test parts, we randomly select 70% of the items in each dataset to tune the models, and the other 30% for clustering evaluation.

E. Results

SCL performance. In Table I (results for short texts), for SearchSnippets, SCL (BT) outperforms SIF + Aut._Self-Train. by 1.1 points in terms of ACC, and SCL (RM) outperforms that by 7.1 points in terms of NMI. In contrast, for Stackoverflow, our results show greater improvements. More specifically, SCL (BT) outperforms SIF + Aut._Self-Train. by 17.9 and 17.7 points in ACC and NMI, respectively. As shown in Table II (results for long texts), for 20Newsgroup, SCL (BT) outperforms SS-SB-MT and G-BAT by 2.7 points and 8.8 points in ACC, respectively; meanwhile, for Reuters, both SCL (BT) and SCL (RM) outperform SS-SB-MT and G-BAT in ACC. Furthermore, SCL (RM) achieves the best ACC. However, SS-SB-MT outperforms SCL in AMI for 20Newsgroup and Reuters. This may be because SS-SB-MT uses topics to build graphs for the texts, and the clustering results are more interpretable. We further compare BCubed F1 Score for SCL (BT) and SCL (RM) in Table III under different numbers of clusters, n. For SearchSnippets and Stackoverflow, the best scores are obtained when n is close to the n of the gold clusters (8 and 20, respectively). However, for 20Newsgroup and Reuters, we obtained the best scores when n are 15 and 5, respectively.

FCL Performance. Comparing FCL (a semi-supervised model) to SCL and other unsupervised methods may not be fair. Therefore, we compare the FCL results to the aforementioned supervised method (see Section IV-D). In Table IV FCL underperforms the supervised method by 6.4 points and 3.0 points for SearchSnippets and Stackoverflow in ACC, respectively. When UDA is added in addition (FCL + UDA), we can obtain higher ACC and AMI scores for both datasets. FCL underperforms the supervised method by 3.1 points and 17.2 points in ACC for 20Newsgroup and Reuters, respectively. However, for FCL + UDA, this difference reduces to 10.4 points for Reuters.

Discussion on the fairness. As SCL is an unsupervised method, we compared it with state-of-the-art unsupervised methods. However, we acknowledge that SCL exploits BT and RM as an additional knowledge source. The main disadvantage of SCL is that, in a mini-batch, two positive pairs may be generated from two texts in the same class. However, we treat these two pairs as negative samples for each other, which limits the performance of SCL. As for FCL, we compared it with a supervised method rather than other few-shot learning methods. Note that while FCL is semi-supervised, it is different from traditional few-shot learning methods. More specifically, although we use the texts for all classes when constructing a mini-batch, the only prior knowledge needed is whether the two texts are similar or not. That is, we can transfer an n-clustering problem using...
n classes of labels to one using binary discriminative labels.  

V. CONCLUSION

In this paper, we proposed SCL and FCL with UDA for text clustering. We tuned BERT by our learning methods, and used the learned latent representations to perform clustering. In SCL, we introduced two data augmentation methods, back translation and random masking. Our experimental results show that SCL achieves the best ACC for all the datasets. In particular, the SCL outperforms the state-of-the-art in terms of both ACC and NMI for short-text clustering. To the best of our knowledge, we are the first to apply CL in an unsupervised manner to perform NLP tasks. The results also show that FCL can obtain performance very close to a supervised method, and FCL with UDA appears to further improve the performance for short texts.

APPENDIX

A. Dataset Statistics

The dataset statistics are shown in Table VI where \( N \) is the total number of texts in a dataset, \( T \) is the total number of tokens, \( L_{\text{Avg}} \) is the average length of the texts, and \( n \) is the number of the gold clusters. As for Reuters, due to the imbalance in the amount of texts in different classes, we choose the 10 largest classes.

| Dataset      | \( N \) | \( T \) | \( L_{\text{Avg}} \) | \( n \) |
|--------------|--------|--------|----------------------|------|
| SearchSnippets | 12.3k | 31k    | 17.9                 | 8    |
| Stackoverflow | 20k   | 23k    | 8.3                  | 20   |
| 20Newsgroup   | 1.8k  | 56k    | 245                  | 20   |
| Reuters       | 7.6k  | 28k    | 141                  | 10   |

TABLE V: Datasets statistics.

B. Tuning

Tuning batch size. The batch size in our experiment was small (i.e., \( 2m = 160 \) for short texts and \( 2m = 40 \) for long texts) due to resource (i.e., GPUs) constraints, however, according to [4] who uses TPUs, we think we can improve performance given a larger batch size.

Tuning \( \tau \). To examine the effect of the choice of the temperature parameter \( \tau \) on clustering accuracy, we report on the results of an additional experiment using different \( \tau \) values. Note that the purpose of this experiment is to investigate the best possible performance; as we are exploiting gold clusters to compute cluster accuracy, tuning \( \tau \) in this manner is not practical. From the clustering accuracies for the 20Newsgroup under \( \tau \) variations shown in Table VI it can be seen that both 10% FCL with UDA and SCL with BT can achieve the best performance when \( \tau = 0.5 \), and the accuracy decreases neither when \( \tau < 0.5 \) or when \( \tau > 0.5 \). Therefore, we suggest setting \( \tau = 0.5 \) as the default for the clustering tasks.

| Method       | \( \tau \) |
|--------------|----------|
| SCL (BT)     | 0.25     |
| 10%FCL + UDA | 0.75     |
|              | 1        |

TABLE VI: Clustering ACC for 20Newsgroup under \( \tau \) variations.

C. Evaluation Measures for Comparisons

ACC. The ACC requires the mapping between the predicted clusters and the gold clusters, which is defined as Equation 5.

\[
ACC = \frac{\sum_{i=1}^{n} \delta(c_i, \text{map}(\hat{c}_i))}{N}
\]

where \( n \) is the number of the clusters, and \( N \) is the total number of texts. \( c_i \) is the ground truth cluster of text \( i \), and \( \hat{c}_i \) is the predicted cluster of text \( i \). If \( c_i = \text{map}(\hat{c}_i) \), then \( \delta(c_i, \text{map}(\hat{c}_i)) = 1 \). The function \( \text{map}(\cdot) \) indicates a permutation mapping that best matches the predicted clusters to the ground truth classes.

The method to calculate clustering accuracy follows Co-Clust [27]. First, we construct a \( L \times L \) matrix, where \( L = \max(|C|, |\hat{C}|) \), and \( C \) and \( \hat{C} \) are the ground true partition (i.e., the gold clusters) and the predicted partition of a dataset. This measure assumes a previously known \( |C| = n \), thus \( |\hat{C}| = |C| = n \). Then, we count the number of repeated texts in \( C_i \) and \( \hat{C}_j \) as \( L(i, j) \), where \( C_i \) or \( \hat{C}_j \) is the \( i \)-th class or \( j \)-th class of \( C \) or \( \hat{C} \), respectively. \( L \) now can be seen as an adjacent matrix of a bi-graph, and we can applies the method such as the Hungarian algorithm to find the maximum perfect match of this bi-graph. Thus, we can get the best mapping between \( C \) and \( \hat{C} \). We can calculate ACC and other metrics based on this mapping.

NMI. Denote \( MI(C, \hat{C}) \) as the mutual information:

\[
MI(C, \hat{C}) = \sum_{i=1}^{|C|} \sum_{j=1}^{|\hat{C}|} P_{C\hat{C}}(i, j) \log \frac{P_{C\hat{C}}(i, j)}{P_{C}(i)P_{\hat{C}}(j)}
\]

where \( P_{C}(i) \) and \( P_{\hat{C}}(j) \) denote the probabilities of \( i \) in \( C \) and \( j \) in \( \hat{C} \), respectively. \( P_{C\hat{C}}(i, j) \) then denotes the joint probability of \( i \) in \( C \) and \( j \) in \( \hat{C} \).
Then NMI is defined as:

\[
NMI = \frac{MI(C, \hat{C})}{H(C) + H(\hat{C})}
\]  
(7)

where \(H(C)\) and \(H(\hat{C})\) are the entropy of \(C\) and \(\hat{C}\), respectively.

AMI. To further consider the randomness of \(\hat{C}\), AMI introduce the expected MI between \(C\) and \(\hat{C}\) to adjust the chance:

\[
E\{MI(C, \hat{C})\} = \frac{\sum_{i=1}^{\left|C\right|} \sum_{j=1}^{\left|\hat{C}\right|} n_{ij} \log \left( \frac{n_{ij}}{a_i b_j} \right) \times a_i! b_j! (N - a_i)! (N - b_j)!}{N! n_{ij}! (a_i - n_{ij})! (b_j - n_{ij})! (N - a_i - b_j + n_{ij})!}
\]  
(8)

where \(n_{ij} = |C_i \cap \hat{C}_j|, a_i = \sum_{j=1}^{\left|\hat{C}\right|} n_{ij}, b_j = \sum_{i=1}^{\left|C\right|} n_{ij},\) and \((a_i + b_j - N)^+\) denotes \(\max(1, a_i + b_j - N)\). The adjusted measure for the mutual information is defined to be:

\[
AMI(C, \hat{C}) = \frac{MI(C, \hat{C}) - E\{MI(C, \hat{C})\}}{\max\{H(C), H(\hat{C})\} - E\{MI(C, \hat{C})\}}
\]  
(9)

AMI takes a value of 1 when the two partitions are identical and 0 when the MI between two partitions equals the value expected due to chance alone.

ARI. ARI is the corrected-for-chance version of the Rand Index, which can also measure the similarity between \(C\) and \(\hat{C}\) when there are no labels. ARI is defined as:

\[
ARI = \frac{\frac{1}{2} \sum_i \sum_j \binom{n_{ij}}{2} - \frac{1}{2} \sum_i \binom{a_i}{2} \sum_j \binom{b_j}{2}}{\frac{1}{2} \left( \sum_i \binom{a_i}{2} + \sum_j \binom{b_j}{2} \right) - \frac{1}{2} \sum_i \binom{a_i}{2} \sum_j \binom{b_j}{2}}
\]  
(10)

where \(\binom{y}{x}\) denotes the number of combinations when selecting \(y\) items from \(x\). \(a_i\) and \(b_j\) have the same meanings with those in Equation 8.

BCubed F1 Score. The precision of an item \(i\) in the dataset is like:

\[
p(i) = \frac{N_{\hat{C}(i) \cap C(i)}}{N_{\hat{C}(i)}}
\]  
(11)

where \(\hat{C}(i)\) is the predicted cluster that \(i\) belongs to, and \(C(i)\) is the gold cluster that \(i\) belongs to. \(N_{\hat{C}(i) \cap C(i)}\) is the number of items both in \(\hat{C}(i)\) and in \(C(i)\). \(N_{\hat{C}(i)}\) is the number of items in \(\hat{C}(i)\).

Then, the recall of \(i\) is defined as:

\[
r(i) = \frac{N_{\hat{C}(i) \cap C(i)}}{N_{C(i)}}
\]  
(12)

where \(C(i)\) is the number of items in \(C(i)\).

Then, the score for \(i\) is like:

\[
f(i) = \frac{(1 + \beta^2) p(i) \cdot r(i)}{\beta^2 p(i) + r(i)}
\]  
(13)

Finally, the Bcubed Precision \(P\), Recall \(R\) and \(F_\beta\) Score \(F\) for a dataset with \(N\) items are as follows:

\[
P = \frac{1}{N} \sum_i p(i)
\]  
(14)

\[
R = \frac{1}{N} \sum_i r(i)
\]  
(15)

\[
F = \frac{1}{N} \sum_i f(i)
\]  
(16)

D. Baselines

**SIF + Aut., Self-Train.** The model includes three steps: (1) short texts are embedded using Smooth Inverse Frequency (SIF) embeddings; (2) during a pre-training phase, a deep autoencoder is applied to encode and reconstruct the short-text SIF embeddings; (3) in a self-training phase, we use soft cluster assignments as an auxiliary target distribution, and jointly fine-tune the encoder weights and the clustering assignments.

**G-BAT.** The proposed bidirectional adversarial training (BAT) consists of three components: (1) the Encoder \(E\) takes the \(V\)-dimensional document representation \(d_r\) sampled from text corpus \(C\) as input and transforms it into the corresponding \(K\)-dimensional topic distribution \(\theta_r\); (2) the Generator \(G\) takes a random topic distribution \(\theta_f\) drawn from a Dirichlet prior as input and generates a \(V\)-dimensional fake word distribution \(d_f\); (3) the Discriminator \(D\) takes the real distribution pair \(p_r = [\theta_r; d_r]\) and fake distribution pair \(p_f = [\theta_f; d_f]\) as input and discriminates the real distribution pairs from the fake ones. The outputs of the discriminator are used as supervision signals to learn \(E, G\) and \(D\) during adversarial training.

In BAT, the generator models topics based on the bag-of-words assumption as in most other neural topic models. To incorporate the word relatedness information captured in word embeddings into the inference process, we modify the generator of BAT and propose Gaussian-BAT, in which \(G\) models each topic with a multivariate Gaussian.
Clustering is based on the latent representations from MT-GAE. The name SS-SB-MT comes from Sentence Similarity, SBERT and MTGAE.
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