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Abstract: Now a day’s web is the main source of information in every field. Web is also expanding exponentially day by day. To get the relevant information is very time consuming and is not a very easy task. Mainly users go for the various search engines to search any information. But sometimes search engines are not able to give the useful results as most of the web documents are present in unstructured manner. Data mining is extraction of information from large database. Text mining uses the many techniques of data mining. In web, biomedical documents are also increasing at a very fast pace but most of them are unstructured text. These documents can be very helpful in diagnoses, treatment and prevention of any disease. There are we millions of documents on internet about a specific term so to obtain a relevant document is very difficult. The goal of this is to apply text mining techniques to retrieve useful biomedical web documents. Here a more efficient mechanism is proposed which uses the optimised k-means clustering algorithm where it can group the similar documents in one place. This approach will help the user to get all the relevant biomedical documents at one place. On comparing our approach with the original k-means algorithm and found that our algorithm on an average giving 99.06 % F-measure.
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1. Introduction

Biomedical information search over search engines results in large number of query results. These results are not always relevant or sometimes fail to provide the information user looking for. Most of the explicit knowledge is stored in different types of documents but only a few people (often only the authors of the documents) know where to locate them. However, this information is often scattered among many web servers and hosts, using many different formats. The manual organization of these documents can be time-consuming to create and cannot usually be used in practice. Some websites use so many fake links to increase their importance. The famous search engine Google uses the ranking algorithm like PageRank [19] and HITS (Hypertext Induced Topic search) [20] to give the query results. Some web pages have too many links of advertisements, which may not relevant to the user. It is the user, and only the user who can say whether a given item of information is relevant to a query issued to a web search engine or to a private folder in which documents should be filtered according to the content.

Biomedical terms are different from the normal English language words [1]. So to get the domain specific information is very difficult now days. Recently Biomedical Information is very increasing very rapidly on web. Most of this information on web is stored in unstructured way. The need of automatically retrieval of useful knowledge from the huge amount of textual data in order to assist the human analysis is fully needed. Data Mining discovers the previously unknown and potentially useful information from data in databases. Text mining is the extension of data mining. Text mining has been one of the fastest growing research fields for the past few decades. There are various text mining techniques available named by Information retrieval, Information extraction, text classification, text Clustering and so on [3].

For application developers, this interest is mainly due to the enormously increasing need to handle larger and larger quantities of biomedical documents, a need emphasized by increased connectivity and availability of document bases of all types at all levels in the information chain. Biomedical text mining generally has five phases: Text Gathering, Text Preprocessing, Data Analysis, Visualization, and Evaluation [18]. Text gathering aims to get desired text on a certain topic; In text preprocessing tokenization, part of speech tagging stop words removal etc is done ; In data analysis actual information extraction is done ; Visualization is how to visual the results obtained; At last evaluation is done. Clustering is an unsupervised technique used to discover new set of categories. Here the proposed system gives an optimized k-means algorithm to make cluster of the biomedical documents so that the documents would be more relevant and informative.

In this paper to identify the biomedical documents a UMLS (Unified Medical Language System) is used. This will conclude that if the document contains the biomedical term then the document is of biomedical domain. The proposed system finds out the biomedical terms in web documents and classifies the documents on the basis of it. Then the proposed system forms the cluster of similar and related documents using optimised K-means algorithm. Our approach will discard the non biomedical documents during classification of web documents.

2. Literature Survey

The Literature [16] describes that World Wide Web is the most worthful resources for information retrieval due to increase in amount of information available online. Web Mining technologies are the correct solution for discovering the relevant data. The paper provides introduction of Web mining as well as discuss the web mining categories.
According to them, the number of biomedical terms in the documents with the help of UMLS provides resources for cancer text mining and gives the general workflow of text mining in cancer system biology.

Ravi et al. [2] gives an efficient approach using NLP to get correct biomedical document from web by counting the number of biomedical terms in the documents with the help of UMLS ontology and finally ranking the documents according to them.

Wang et al. [11] proposed a similarity method for medical literature searches the normalised MEDLINE distance based on the biomedical literature knowledge source MEDLINE. This model is to refine the search process using user interests. User interests are analyzed to calculate semantic similarity among interest terms.

A new text mining algorithm to increase the performance of information retrieval system for Medline and Pubmed has been proposed by Sagar et al. [6]. The unique term are weighted by using novel global relevant weighing schema. The biomedical text retrieval is the techniques applied to biomedical resources to extract information required as published biomedical research is very large. Sumit et al. [9] proposed a technique of soft clustering data mining algorithm to increase the accuracy of biomedical text extraction by discovering the predictive relationships between the different pieces of extracted data.

Ontology is like dictionary or glossary but with more details like properties and interrelationships of the entities that exists for a particular domain. Tan et al. [12] showed that text mining of biomedical documents require substantial amount of domain knowledge. The paper proposes a model for choosing the most appropriate ontology for particular application.

3. Background

3.1 K-means Clustering Algorithm

K-means is a widely used popular partitional and unsupervised technique used for document clustering due to its simplicity [21]. K-means algorithm uses an iterative process in order to cluster database. If the algorithm is required to produce K clusters then there will be K initial means and K final means. If K is the desired number of clusters, then partitional approaches typically find all K clusters at once. K-means is based on the idea that a center point can represent a cluster.

K-means algorithm involves the following steps:

**Input:** Collection of HTML documents.

**Output:** Clusters of documents.

**Algorithm**

1. Load all documents.
2. Remove stopwords and html tags.
3. Set the value of k.
4. Select k points at random as cluster centers.
5. Calculate the cosine similarity based on TF/IDF for each document.
6. Assign documents to their closest cluster center according to the cosine similarity.
7. Recalculate the new cluster centers.
8. If no document was reassigned then stop, otherwise repeat from step 6.

3.2 UMLS

UMLS stands for the Unified Medical Language System is a collection of many controlled vocabularies in biomedical sciences [23]. UMLS is very large and contains terms related to biomedical and health. It is a wide range of general and specialized biomedical terminologies. It is used in variety of purposes like Information retrieval, Public Health Reporting, Clinical Health and Research. UMLS further provides facilities for natural language processing. It is intended to be used mainly by developers of system in medical informatics.

The number of biomedical resources available to researchers is very large. Often the problem arises when the medical literature is searched as large volume of documents retrieved. The purpose of the UMLS is to enhance access to this literature by facilitating the development of computer systems that understand biomedical language.

3.3 Vector Space Model

In this work documents are represented using the vector-space model (VSM) for clustering algorithm. VSM is most widely used algebraic model for representing text documents as vector of identifiers. In this model, each document, d, is considered to be a vector, D, in the term-space. Each document is represented by the (TF) vector, \( \mathbf{d}_{tf} = (tf_1, tf_2, ..., tf_n) \), where \( tf_i \) is the frequency of the \( i \)th term in the document. In addition, we use the version of this model that weights each term based on its inverse document frequency (IDF) in the document collection. The weight associated with each keyword determines the relevance of the keyword in the document. The similarity between two documents can be measured in various ways. There are a number of possible measures for computing the similarity between the documents. The most common one is the cosine measure, which is defined as:

\[
\text{Cosine-similarity (d1, d2)} = \frac{(d1 \cdot d2)}{||d1|| ||d2||}
\]
Where • indicates the vector dot product and ||d|| is the length of vector d. The strength of the similarity depends on the value of θ. For K-means clustering, the cosine measure is used to compute which document centroid is closest to a given document.

4. Proposed Model

Following is our proposed system of mining the biomedical documents. Briefly describing the various phases as follows:

4.1 Document Collection

Firstly collect several number of HTML documents using search engines. Then the HTML documents are converted to simple text documents. Text Documents are used to perform the further process.

4.2 Documents Preprocessing

The collected documents are preprocessed to perform the effective documents search and to improve the efficiency of the system. There are abundant unnecessary texts on web documents like articles, be verbs, preposition, conjunction, and punctuations etc, which are categorized as stop words. There are large quantities of stop words appear in the document and typically have no use in this research. The stopword are removed and the documents are simplified.

4.3 Classification of Documents

Here in this phase the documents are classified into two categories i.e. biomedical documents and Non-biomedical Documents. This classification is done to extract the biomedical documents from all the documents. Non-biomedical documents are discarded. The classification of documents is done with the help of the UMLS.

4.4 Clustering of the Documents

The next step is to make cluster of similar and related documents. The improved K-means algorithm is used to make the clusters of biomedical documents.

5. Experimental Results

To obtain the similar and related biomedical documents we have collected approximately 100 web documents using Google search engine. After preprocessing, documents are classified into biomedical documents and non-biomedical documents as shown in fig.2.
\[ F - \text{Measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Precision} + \text{Recall}} \]

| Value of K | Original K-means | Improved K-means |
|-----------|------------------|------------------|
|           | Precision | Recall | F-measure | Precision | Recall | F-measure |
| 2         | 0.796  | 0.783  | 0.789  | 0.998  | 0.975  | 0.985  |
| 3         | 0.805  | 0.796  | 0.796  | 0.995  | 0.956  | 0.981  |
| 4         | 0.772  | 0.761  | 0.767  | 0.998  | 0.987  | 0.992  |
| 5         | 0.759  | 0.778  | 0.783  | 0.998  | 0.981  | 0.985  |
| 6         | 0.779  | 0.772  | 0.776  | 0.998  | 0.983  | 0.990  |

6. Conclusion

The main aspect is retrieving the related biomedical documents in same group so that there is no need to go through all the documents. This paper presents improve the K-means algorithm so that it can perform clustering of biomedical documents in reasonable durations. It has been observed that selection of all words also affects the convergence time of K-means algorithm. The experimental results show that the execution time of the improved algorithm has become less or approximately half of the run time as in original. This shows a technique for selecting better initial points than random ones. We found that our approach is giving better performance results. This work can be further extended by ranking the documents in each cluster parallelization of K-means algorithm has been proposed as an improvement for the algorithm. In future we will consider the hierarchy of the biomedical documents in each cluster which will help the user to find all his documents in an organised and manner.
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