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ABSTRACT
Cross-correlations between datasets are used in many different contexts in cosmological analyses. Recently, \textit{k}-Nearest Neighbor Cumulative Distribution Functions (\textit{kNN}-CDF) were shown to be sensitive probes of cosmological (auto) clustering. In this paper, we extend the framework of nearest neighbor measurements to describe joint distributions of, and correlations between, two datasets. We describe the measurement of \textit{joint} \textit{kNN}-CDFs, and show that these measurements are sensitive to all possible connected \textit{N}-point functions that can be defined in terms of the two datasets. We describe how the cross-correlations can be isolated by combining measurements of the joint \textit{kNN}-CDFs and those measured from individual datasets. We demonstrate the application of these measurements in the context of Gaussian density fields, as well as for fully nonlinear cosmological datasets. Using a Fisher analysis, we show that measurements of the halo-matter cross-correlations, as measured through nearest neighbor measurements are more sensitive to the underlying cosmological parameters, compared to traditional two-point cross-correlation measurements over the same range of scales. Finally, we demonstrate how the nearest neighbor cross-correlations can robustly detect cross correlations between sparse samples — the same regime where the two-point cross-correlation measurements are dominated by noise.
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1 INTRODUCTION
Measurements of statistical cross-correlations between datasets are widely used in cosmology and astrophysics, often in the context of spatial clustering of the data. These measurements, which characterize the spatial correlations in the fluctuations in the density field or number counts of the two datasets, have a number of uses, depending on the context (see e.g. Rhodes et al. 2013). For example, cross-correlations can help break various degeneracies and allow for stronger constraints on parameters of interest. The measurement of galaxy-galaxy lensing - the cross-correlation of galaxy counts and weak lensing maps is widely used, in conjunction with measurements of galaxy clustering and cosmic shear, to break degeneracy between halo bias and cosmological parameters (e.g. Seljak et al. 2005; Mandelbaum et al. 2013; Miyatake et al. 2015; More et al. 2015; Abbott et al. 2018; Joudaki et al. 2018; Wibking et al. 2020; Heymans et al. 2020). Similarly, cross-correlations between galaxy populations and galaxy clusters can also break individual bias degeneracies, and better constrain cosmological parameters (e.g. Croft et al. 1999; Zu & Weinberg 2013; Puech et al. 2017; Salcedo et al. 2020; To et al. 2020). In other contexts, cross-correlations can be used to mitigate the effects of survey systematics on the cosmology analysis. This is especially relevant for datasets which are measured in different surveys - while the cosmological signal is correlated, the systematics between the two surveys are usually uncorrelated. Examples of this aspect is the use of cross-correlations between Cosmic Microwave Background (CMB) lensing maps, and galaxy-galaxy lensing and galaxy clustering (e.g. Kirk et al. 2016; Baxter et al. 2016; Singh et al. 2017; Schaan et al. 2017; Abbott et al. 2019; Singh et al. 2020).

Cross-correlations and their applications in cosmology can be roughly divided into two categories, based on the statistical significance of the relevant signal. In the high signal-to-noise regime, the variations in the cross-correlation signal as a response to a change in the underlying cosmological parameters are large compared to the errors in the measurement process. Therefore, the cross-correlation measurements can be used to infer the values of the cosmological parameters. This is precisely how the cross-correlation measurements are used in most of the references cited above. On the other hand, when the signal-to-noise ratio is low, the focus is primarily on the detection of a cross-correlation signal, rather than its use directly in parameter inference (e.g. Blake et al. 2006; Granett et al. 2008a,b; Bianchini et al. 2015; Li et al. 2019; Namikawa et al. 2019; Ammazzalorso et al. 2020; Fang et al. 2020). A common theme in this regime is to look for cross-correlations between rare but in-
interesting astrophysical signals and a set of relatively dense, well-calibrated tracers of Large Scale Structure (LSS). The rare events usually have such low number densities that their auto-clustering is completely dominated by noise, but the clustering signal can be recovered through the cross-correlations, which is not affected by shot noise. This technique has been explored in the context of cross-correlating ultra high-energy neutrino sources detected by IceCube with galaxies (Fang et al. 2020); gamma ray sources with weak lensing measurements (Ammazzaloro et al. 2020); and Fast Radio Bursts (FRBs) with galaxies (Li et al. 2019).

It is worth noting that the term “cross-correlations” in the context of cosmology generally refers to the two-point cross-correlations of the datasets. The two-point cross-correlations capture the full information between two Gaussian fields. However, at late times, and on small scales, cosmological density fields can be highly nonlinear, and depart strongly from a Gaussian distribution. Therefore, correlations between two of these fields can exist beyond the two-point cross-correlation. These higher order cross-correlations can, in principle, be used to better characterize clustering of the two fields (e.g. Schneider & Watts 2005; Munshi et al. 2014; Rizzo et al. 2017).

Recently, Banerjee & Abel (2021) introduced a new approach to studying clustering in the cosmological data — through the use of \(k\)-Nearest Neighbor Cumulative Distribution Functions (\(k\)NN-CDF). This is the empirical cumulative distribution function of distances from a set of volume-filling, Poisson distributed random points to the \(k\)-nearest data points, and has various attractive properties. It is computationally inexpensive to measure, and is formally sensitive to all connected \(N\)-point functions of the continuous field from which the data points are drawn. Banerjee & Abel (2021) demonstrated that these summary statistics are more sensitive to the underlying cosmological parameters than the two point auto-correlation function (over the same range of scales), and therefore, promises to be a useful tool to optimally extract information from small scales in cosmological surveys.

Whereas Banerjee & Abel (2021) focused on the clustering of only one set of tracers, in this paper, we extend the theoretical and measurement framework of \(k\)NN distributions to describe the joint clustering of two sets of tracers, enabling the same formalism to describe both auto-correlations and cross-correlations. We demonstrate how the joint nearest neighbor distributions are formally sensitive to all \(N\)-point functions that can be defined by the two fields, and identify the parts that are sensitive to the cross-correlations. In this context, the term “cross-correlations” refer to any statistical dependence of the two fields with each other, not just the traditional two-point correlations. We outline how to measure these joint distributions efficiently using distances to nearest neighbor data points of each set from a set of dense volume-filling randoms, as well as the method to measure only the cross-correlation piece from the same set of measurements. We apply these measurements in the context of two Gaussian tracers, where the distributions can be predicted analytically, and then to tracers of fully nonlinear fields. For the latter, we demonstrate the statistical power of the \(k\)NN cross-correlations compared to the two-point cross-correlations through two examples - one in the high signal-to-noise regime and one in the low signal-to-noise regime. Given the fact that cross-correlations are used so widely in cosmological analyses, this extension of the \(k\)NN formalism and measurements vastly increases the range of possible applications.

The paper is arranged as follows: in Sec. 2, we introduce the framework of joint nearest neighbor distributions for two correlated fields, and outline how these are measured on actual data. Then, in Sec. 3, we consider the case of joint \(k\)NN distributions and cross-correlations for tracers of correlated Gaussian fields. In Sec. 4, we apply the same measurements to sets of tracers of fully nonlinear fields. We compare the sensitivity of \(k\)NN cross-correlation measurements of simulation halos and matter field to underlying cosmological parameters, and compare it to that of two-point cross-correlations. We also demonstrate the detection of a cross-correlation signal for sparse samples of halos using \(k\)NN measurements when two-point measurements fail to detect a signal. Finally, we conclude, and discuss some aspects of the presentation in Sec. 5.

2 FORMALISM AND MEASUREMENT OF CROSS-CORRELATION IN THE NEAREST NEIGHBOR FRAMEWORK

2.1 Formalism

In this section, we lay out the formalism for describing spatial cross correlations between two datasets in terms of joint data counts in a given volume. We consider two sets of tracers - each set tracing an underlying continuous density field. Throughout this paper, we will assume that the tracers are distributed according to a local Poisson point process on the underlying fields, and that the Poisson parameter is proportional to the enclosed “mass” of the density field over the volume of interest. Therefore, fluctuations in the underlying fields are imprinted onto the fluctuations in the number counts of the tracers. The two sets of tracers will have non-zero cross-correlations when the over-densities and under-densities of the underlying fields coincide with each other on average – the cross-correlation is the highest when the fluctuations in the two fields coincide exactly.

These cross-correlations will be imprinted on the \(k\)NN count distribution of the tracers of the two fields, \(i.e.\) the probability of finding \(k_1\) tracers from set 1 and \(k_2\) tracers from set 2, in a volume \(V\) centered around random points in the volume of interest. As derived in Appendix A, the generating function, \(P(z_1, z_2|V)\), for the joint counts in volume \(V\) is given by

\[
P(z_1, z_2|V) = \exp \left( \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \frac{\delta_{k_1}(z_1 - 1)\delta_{k_2}(z_2 - 1)}{k_1! k_2!} \right. \]

\[
\left. \times \int_V d^3r_1 ... d^3r_{k_1} d^3r'_{k_1} ... d^3r'_{k_2} \epsilon^{(k_1, k_2)} \right),
\]

where \(\delta_{k_1}\) represent the mean number density of each set of tracers, and \(\epsilon^{(k_1, k_2)}\) represents the connected correlation function (in terms of the continuous fields) defined with \(k_1\) factors of field 1 and \(k_2\) factors of field 2. For example, \(\epsilon^{(2,0)}\) represents the two-point auto-correlation function of field 1, \(\epsilon^{(0,2)}\) represents the two-point auto-correlation function of field 2, and \(\epsilon^{(1,1)}\) represents the two-point cross correlation between the two fields. Note that if the two fields are uncorrelated, or statistically independent, \(i.e.\), \(\epsilon^{(k_1, k_2)}\) is non-zero only when both \(k_1 = 0\) or \(k_2 = 0\), the generating function factorizes into two independent generating functions - one for each set of tracers: \(P(z_1, z_2|V) = P_1(z_1|V)P_2(z_2|V)\). Also note that while the volume \(V\) in Eq. 1 can have any arbitrary shape in general, we will focus on the scenario where it corresponds to a sphere of radius \(r\).

The probability \(P(k_1, k_2|V)\) of finding exactly \(k_1\) counts of data from set 1, and \(k_2\) counts of data from set 2 in volume \(V\) are given by various derivatives of the generating function with respect
to the dummy variables \( z_1 \) and \( z_2 \):

\[
\mathcal{P}(k_1, k_2 | v) = \frac{1}{k_1! k_2!} \left( \frac{d}{dz_1} \right)^{k_1} \left( \frac{d}{dz_2} \right)^{k_2} \mathcal{P}(z_1, z_2 | v) \Bigg|_{z_1, z_2 = 0}.
\]

(2)

From the forms of Eq. 1 and 2, it is evident that, for all values of \( k_1, k_2 \), the probabilities \( \mathcal{P}(k_1, k_2 | v) \) are related to all possible connected \( N \)-point functions. This includes all possible cross terms \(-\xi(k_1 k_2)\) for non-zero values of both \( k_1 \) and \( k_2 \).

Using the same formalism, it is also possible to write down the generating function \( \mathcal{C}(z_1, z_2 | v) \) for the joint cumulative counts, i.e. the probability of finding more than \( k_1 \) tracers from set 1 and more than \( k_2 \) tracers in volume \( v \):

\[
\mathcal{C}(z_1, z_2 | v) = \frac{1 - P_1(z_1 | v) - P_2(z_2 | v) + P(z_1, z_2 | v)}{(1 - z_1)(1 - z_2)},
\]

(3)

where \( P_1(z_i | v) \) represent the generating function for the counts of each individual set of tracers. Note that in the absence of cross-correlations, i.e. when \( P(z_1, z_2 | v) = P_1(z_1 | v)P_2(z_2 | v) \), this generating function also factorizes into a product of the generating functions for the cumulative counts for each distribution individually:

\[
\mathcal{C}(z_1, z_2 | v) = \frac{1 - P_1(z_1 | v) - P_2(z_2 | v) + P_1(z_1 | v)P_2(z_2 | v)}{(1 - z_1)(1 - z_2)}
\]

\[
= \frac{1 - P_1(z_1 | v)}{1 - z_1} - \frac{1 - P_2(z_2 | v)}{1 - z_2}
\]

\[
= C_1(z_1 | v)C_2(z_2 | v).
\]

(4)

Just as in Eq. 2, one can compute the individual terms \( \mathcal{P}(> k_1, > k_2 | v) \) for any value of \( k_1, k_2 \) from the derivatives of \( \mathcal{C}(z_1, z_2 | v) \):

\[
\mathcal{P}(> k_1, > k_2 | v) = \frac{1}{k_1! k_2!} \left( \frac{d}{dz_1} \right)^{k_1} \left( \frac{d}{dz_2} \right)^{k_2} \mathcal{C}(z_1, z_2 | v) \Bigg|_{z_1, z_2 = 0}.
\]

(5)

There are two issues to note here that will be relevant throughout the paper: first, the joint cumulative probabilities \( \mathcal{P}(> k_1, > k_2 | v) \) are sensitive to terms which capture the cross-correlation between fields 1 and 2, i.e. \( \xi(k_1 k_2) \) for \( k_1 \neq 0, k_2 \neq 0 \), as well as terms which capture the clustering of the two fields individually, i.e. terms like \( \xi(k_1, 0) \) and \( \xi(0, k_2) \). Second, in the case where the underlying fields are uncorrelated,

\[
\mathcal{P}(> k_1, > k_2 | v) = \mathcal{P}_1(> k_1 | v)\mathcal{P}_2(> k_2 | v),
\]

and therefore, any deviation from this condition can be treated as a measure of the degree of correlation between the two fields under consideration. We will return to the implications of this factorization in Sec. 2.2, but it is worth noting here that the term “uncorrelated” as used here is a more stringent criterion than just the absence of two-point cross-correlation, as often used in the literature. Since the kNN measurements are sensitive to not only the two-point cross-correlation, but all higher-order terms, “uncorrelated” in this context implies complete statistical independence of the two distributions.

Having set up the formalism to show how these joint cumulative probabilities of the tracers capture the correlations between two different underlying fields, in the next section we explore how these probabilities can be measured efficiently from given datasets, through the joint k Nearest Neighbor Cumulative Distribution Functions (kNN-CDF).

### 2.2 Measurement of joint kNN-CDF

To set up the measurements for the joint kNN-CDF, we populate the volume of interest, \( V_{\text{data}} \), typically representing the simulation volume throughout this paper, with \( N_{\text{pp}} \) random points. Using higher numbers of random points to sample the volume leads to lower measurement noise in the CDF. Let the two sets of tracers for which we want to compute the joint clustering have \( N_{\text{pp}} \) points each, distributed over the volume under consideration. We build two separate \( k \)-d trees (see e.g. Wald & Havran (2006)) from each set of particle positions, and then use these trees to find and store the distance to the \( k \) nearest neighbor data points from each random point. There are publicly available tree codes (e.g. Scipy’s cKDTree implementation, and JULIA’s NearestNeighbor.jl library) that can be used to efficiently carry out this calculation in \( N \log N \) operations.

First, consider the case of \( k = 1 \) for both datasets - the distance from the randoms to the first nearest neighbor data point in each set. For each random point, therefore, we can associate two distances - one to the nearest neighbor data point from the first set, and the other to the nearest neighbor data point from the second set. Now, for every random point, we choose the larger of the two distances. These distances are then sorted to get the empirical Cumulative Distribution Function (CDF) of the distances chosen in this manner. We will refer to this distribution as the joint Nearest Neighbor CDF, CDF\(_{1,1}\). This joint NN-CDF can be interpreted in the following way: at a fixed radius \( r \) (or the corresponding spherical volume \( V = 4/3\pi r^3 \)), the value of the CDF represents the fraction of spheres for which the distance to the nearest neighbor data point in both sets are smaller than \( r \). It is, therefore, equivalent to the fraction of spheres of radius \( r \) which contains at least one data point of the first dataset and the second dataset, i.e.,

\[
\text{CDF}_{1,1}(r) = P(>0, >0|V).
\]

(7)

It is easy to generalize this argument to show that

\[
\text{CDF}_{k_1,k_2}(r) = P(>k_1-1, >k_2-1|V),
\]

(8)

where the CDF\(_{k_1,k_2}\) is the CDF computed as outlined above, but by considering the distance to the \( k_1 \)-th nearest neighbor data point from set 1 and the distance \( k_2 \)-th nearest neighbor data point from set 2 from every random point. Through the formalism in Sec. 2.1, therefore, the joint kNN-CDF as defined here are sensitive to all the connected \( N \)-point correlation functions that can be formed from the two underlying fields from which the data points are sampled.

It is also possible, through the measurements of the nearest neighbor distributions, to isolate those parts of \( P(> k_1, > k_2 | v) \) which depend only on the cross-correlation of the two fields, and not on the clustering of the two fields individually. To do this, we use Eq. 6 to obtain the prediction for the measurement of \( P(> k_1, > k_2 | v) \) in the uncorrelated scenario - in this case, it is just a product of the individual probabilities, \( \mathcal{P}_1(> k_1 | v) \) and \( \mathcal{P}_2(> k_2 | v) \). As shown in Banerjee & Abel (2021), \( \mathcal{P}(>k|V) = \text{CDF}_{k+1}(r) \), where CDF\(_{k+1}\) represents the Empirical CDFs for the distances to the \( k \)-th nearest neighbor data points computed separately for each dataset (labeled by \( i \)). Since these individual distances from the random points in the box to the \( k \)-th nearest neighbor of each dataset are measured anyway as one of the steps toward building up the joint CDF, there is no significant additional resources needed to sort the distances and compute the individual CDFs. Therefore, by subtracting the product of the relevant \( k_i \)-th nearest neighbor distributions of each set of individuals.
tracers from the joint nearest neighbor measurements, we are left with the piece $\psi(k_1,k_2)(r)$ that parameterizes the cross correlation of the two fields:

$$\psi(k_1,k_2)(r) = \text{CDF}_{k_1,k_2}(r) - \text{CDF}_{k_1}(r)\text{CDF}_{k_2}(r),$$

where the superscripts on the RHS indicate the set of tracers for which the CDF has been computed. Higher absolute values of $\psi(k_1,k_2)(r)$, for fixed amplitudes of clustering in the individual fields, indicate higher levels of spatial correlation between fields 1 and 2 at scale $r$. Positive values indicate positive correlations, while negative values indicate anti-correlations in the two fields. If $\psi(k_1,k_2)(r) = 0$, the two sets of tracers are uncorrelated. We reiterate that this implies not only an absence of the two-point cross-correlations, but a complete statistical independence of the two fields, as captured by all possible combinations of N-point functions of the two fields.

It is worth noting here the computational expense associated with these measurements. We focus on a typical example where we use $2 \times 10^5$ tracers in each set, distributed over a $(1h^{-1}\text{Gpc})^3$ volume. The number of randoms, from the nearest neighbor distances are measured, was $4 \times 10^6$ distributed uniformly over the same volume. We measure $\psi(k_1,k_2)(r)$ for $k_1 = k_2 = k \in \{1, 2, 3, 4\}$. The entire measurement takes ~ 45 seconds on a single core. The tree construction for each sample only takes less than a second, while each tree query takes ~ 18 seconds. Since the largest cost for typical parameter choices is associated with the tree search for the nearest neighbors from the randoms, parallelizing this part can further reduce runtime — SciPy’s KDTree implementation, for example, already allows for this through the njobs flag. We also note that the computational expense does not scale strongly with the value of $k$, especially for the range of values of $k$ we use in this study - the runtime with $k_1 = k_2 = 1$ is roughly similar to that in the example above.

In the rest of the paper, we will generally consider datasets with roughly equal number densities. Even if the datasets have different number densities originally, such as dark matter particles and halos in a simulation, we will usually downsample the denser one to match the number density of the sparser sample. Having matched the number densities, we will generally consider $\text{CDF}_{k_1,k}(r)$ in our analysis, where $k_1 = k_2 = k$. However, it should be noted that these are merely choices driven by considerations of the scales of interest, as well as computational time. One could also consider the joint NN distributions when $k_1 \neq k_2$. This may be especially relevant and appropriate when the two datasets have very different number densities.

## 3 Correlated Gaussian Fields

In this section, we demonstrate the application of the measurement method outlined in Sec. 2 to the tracers of two correlated Gaussian fields. For completely Gaussian fields, the expression for the generating function in Eq. 1 can be truncated by only retaining terms up to the 2-point correlation functions — all higher order terms can be set to 0. Writing this out explicitly, we have

$$P(z_1,z_2|V) = \exp \left[ \bar{n}_1(z_1 - 1)V + \bar{n}_2(z_2 - 1)V \right]$$

$$+ \bar{n}_1 \bar{n}_2(z_1 - 1)(z_2 - 1)\xi_V^{(1,1)},$$

where

$$\xi_V^{(k_1,k_2)} = \int_V \prod_{k=1}^{3} \left( \frac{d^3r_1}{V} \frac{d^3r_2}{V} \cdots \frac{d^3r_k}{V} \right) \xi^{(k_1,k_2)}.$$ 

The full expression for generating function of the joint cumulative counts in Eq. 3, $C(z_1,z_2|V)$, can be written down, and the individual $P^{(k_1,k_2)}$ can be evaluated from the derived functions. The functional forms of the first few terms, are shown in Appendix B, and we will use these expressions to compare with the measurements outlined below.

For the measurements, we consider two $(1h^{-1}\text{Gpc})^3$ simulations with $512^3$ CDM particles run from $z = 99$ to $z = 4$ at the Planck best-fit cosmology (Planck Collaboration et al. 2020). The two simulations have different realizations of the initial power spectrum, and therefore the final density fields should not be spatially correlated. At the redshift under consideration, the matter field is still sufficiently close to Gaussian for the purposes of this exercise. We randomly downsample the set of simulation particles from the first realization down to $2 \times 10^5$ tracer particles. We then choose a different set of $2 \times 10^5$ particles from the same realization, ensuring that the same particle does not end up in both datasets. We first measure the kNN-CDF for only the first set of $2 \times 10^5$ particles for $k_1 = 1$ and $k_2 = 2$. These measurements are represented by the dashed lines on the upper left and right panels of Fig. 1, respectively. We then perform the joint nearest neighbor CDF measurements for $k_1 = k_2 = 1$ and $k_1 = k_2 = 2$ using both sets of particles. These measurements are represented by darker solid lines in the upper left and right panels of Fig. 1. Since both sets of particles have been sampled from the same realization, we expect them to be spatially correlated. Next, we choose a random set of $2 \times 10^5$ particles from the second realization, and measure the joint nearest neighbor measurements for $k_1 = k_2 = 1$ and $k_1 = k_2 = 2$ between this set of particles and one of the set of downsampled particles from the first realization. These measurements are represented by the lighter solid line in the top panels (left and right) of Fig. 1. Since the two sets of particles in this latter case are from two different realizations, they are expected to be spatially uncorrelated.

Since the fields at $z = 4$ are still close to Gaussian, we use the Colossus2 software2 to compute the variance of the matter field

2 http://www.benediktdiemer.com/code/colossus/
fluctuations as a function of scale \(\sigma(r)\), as expected from linear perturbation theory. We note that COLOSSUS by default uses the Eisenstein–Hu approximation (Eisenstein & Hu 1998) for the matter power spectrum, and is accurate at the level of \(\lesssim 5\%\). However, this is sufficient for the purposes of this exercise: to demonstrate differences in the joint nearest neighbor distributions of correlated and uncorrelated samples. The output from COLOSSUS is used to evaluate the analytic expectations for the joint NN-CDFs for both the correlated and uncorrelated sets, using Eqs. B2 and B4. These predictions are plotted using the dotted lines in the two upper panels of Fig. 1. In the bottom panel of Fig. 1, we plot the fractional difference in the various predicted and measured CDF, using the analytic prediction for the uncorrelated case as the baseline. The bottom-left panel is for 1NN measurements, and the bottom-right panel is for 2NN measurements. The color scheme is the same as in the top panel. It is clear, especially at the smaller scales that there is a difference in the nearest neighbor distributions between the two scenarios, and that these differences are captured correctly by the analytic predictions. Note that in the uncorrelated case, the prediction is that the joint NN-CDFs are simply a product of the individual NN-CDFs of each dataset.

The cosmological matter density field, and therefore the distribution of tracer particles, is even closer to a true Gaussian random field at higher redshifts. However, since the amplitude of the fluctuations are also lower at these higher redshifts, it is difficult to visualize the differences between the correlated and uncorrelated scenarios in Fig. 1. As we will see in the next section, the differences between correlated and uncorrelated datasets become clearer when the joint nearest neighbor measurements are applied to fully nonlinear fields, like the matter density field at \(z = 0\).

4 CORRELATIONS IN NONLINEAR FIELDS

We now focus on measuring joint \(k\)NN-CDF and cross-correlations, \(\phi^{(k)}(r)\), in cosmological fields with nonlinear clustering, i.e. clustering of matter and dark matter halo at low redshifts. Unlike in the Gaussian example presented in Sec. 3, the number of terms which are important in the generating functions, both for the individual counts, and for the joint counts, are not known beforehand. This implies that it is not always possible to write down an analytic expression for the counts in terms of the \(N\)-point correlation functions. However, the measurements of the individual and joint cumulative counts using the nearest neighbor measurements can be performed exactly as outlined in Sec. 2.2.
To demonstrate the measurement of cross-correlations in these nonlinear fields, we follow the general outline of Sec. 3 and consider the following example: we take a $(1h^{-1}\text{Gpc})^3$ simulation at $z = 0$ with $512^3$ particles and choose a random subset of $10^5$ particles. We measure the nearest neighbor distributions for this single set of particles and plot the peaked CDF using the blue dashed lines in the Fig. 2 - the left panel shows the $k_1 = k_2 = 1$ nearest neighbor distribution while the right panel shows the $k_1 = k_2 = 2$ nearest neighbor distribution. Next, we choose another random subset of $10^5$ particles from the same simulation - we do not use any of the particles that were part of the first sample. Since both sets of particles are drawn from the same simulation, and therefore trace the same underlying density field, they should be fully correlated, modulo sampling noise. We now measure the joint nearest neighbor distribution for these two sets of tracers. The results of the $k_1 = k_2 = 1$ and $k_1 = k_2 = 2$ joint nearest neighbor peaked CDF are represented by the darker solid lines in the left and right panels of Fig. 2, respectively.

We then take another simulation with the same resolution and at the same cosmology, but with a different random realization of the initial density field. We randomly select $10^5$ particles from this simulation. Since the initial modes for this realization and that of the first simulation are different, the final density fields do not align with each other, and therefore, the tracers are also not expected to have any statistical correlations in their clustering. We measure the joint nearest neighbor distributions for the two sets of $10^5$ particles from the two realizations. The results of the $k_1 = k_2 = 1$ and $k_1 = k_2 = 2$ joint nearest neighbor peaked CDF are represented by the lighter solid lines in the left and right panels of Fig. 2, respectively.

Unlike in the Gaussian case, there is no simple analytic expectation for the joint $k$NN-CDF in the most general correlated case. However, it is still possible to make a prediction for the joint $k$NN-CDF for uncorrelated samples based on the measurements of the individual $k$NN-CDF using Eq. 6. This expectation is plotted using the dotted black lines in both panels of Fig. 2, and agrees with the direct measurements for the uncorrelated samples on all scales displayed in the plot. The difference between the correlated and uncorrelated samples are especially pronounced on smaller scales where the clustering is stronger, but the difference persists out to the largest scales that we measure, and will become evident when considering $\psi^{(k_1,k_2)}(r)$ in the following subsections.

Having demonstrated the measurement of joint $k$NN-CDF measurements for nonlinear cosmological fields, we explore two applications of these measurements below - one in the high signal-to-noise regime, where we can use cross-correlation measurements to infer cosmology, and one in the low signal-to-noise regime, where we focus simply on the detection of a signal. Given the scope of this paper, we will focus on the parts of the measurements, $\psi^{(k_1,k_2)}$, that capture cross-correlations in both applications.

### 4.1 Parameter constraints using cross-correlations

In this section, we use the Fisher matrix formalism to compare the information content, and sensitivity to the underlying cosmological parameters, of the two-point cross-correlation with that of the nearest neighbor method of computing cross-correlations. For this exercise, we use data from the Quijote suite of simulations\(^3\) (Villaescusa-Navarro et al. 2020). These simulations, run over different cosmologies, have a volume of $(1h^{-1}\text{Gpc})^3$ and use $512^3$ CDM particles for cosmologies without massive neutrinos, and $512^3$ CDM and $512^3$ neutrino particles for cosmologies with massive neutrinos. We consider the cross-correlations of the $10^5$ most massive halos in the simulations with the underlying matter field

---

\(^3\) [https://github.com/franciscovillaescusa/Quijote-simulations](https://github.com/franciscovillaescusa/Quijote-simulations)
at $z = 0$. Banerjee & Abel (2021) has demonstrated that nearest neighbor measurements of the auto clustering of these datasets are also more sensitive to cosmological parameters than two-point measurements — here we demonstrate the same for only the cross-correlation piece. For the two-point cross-correlation, $\xi_{hm}$, we use Corrfunc$^4$ (Sinha & Garrison 2020; Sinha & Garrison 2019) to compute the results over 30 bins between $8h^{-1}$Mpc to $30h^{-1}$Mpc. For the nearest neighbor calculation, we downsample the simulation particles to $10^5$ randomly selected particles, and compute the joint nearest neighbor distributions for $k_1 = k_2 = k \in \{1, 2, 3, 4\}$ for these two datasets (halos and downsampled particles). We use $8 \times 10^9$ random points over the simulation volume for the joint nearest neighbor calculations, using 16 bins for each joint $k$NN-CDF, between $8h^{-1}$Mpc to $30h^{-1}$Mpc — the same range used for the two-point cross-correlations. We use measurements of $\psi^{(k,k)}(r)$ in our analysis, which isolates the cross-correlations, rather than the direct measurements of the joint $k$NN-CDF which are also sensitive to the clustering of each dataset individually. We further restrict the range of scales for each $k$ to ensure that the distributions are well measured. This is done by considering, for each $k$, only those range of scales for which the measurement of $\psi^{(k,k)}(r)$ is $> 0.005$ at the fiducial cosmology of the Quasar suite. This choice ensures that the measurements are not affected by the noise associated with the number of randoms used in the calculation, nor by the statistical fluctuations in the tails of the distribution. We plot $\psi^{(k,k)}(r)$ for different $k$, as measured from one of the simulations in the Quasar suite in Fig. 3. The scales for which measurements from an individual value of $k$ are used in the analysis can be clearly seen from the different ranges over which they are plotted in the figure.

We now briefly summarize the Fisher matrix formalism. We denote the data vector, either as measured through $\xi_{hm}(r)$ or $\psi^{(k,k)}(r)$, as $D$. The elements of the Fisher matrix are defined as

$$F_{\alpha\beta} = \sum_{i,j} \frac{\partial D_i}{\partial p_\alpha} \left[C^{-1}\right]_{ij} \frac{\partial D_j}{\partial p_\beta},$$

where $p$ represents the vector of cosmological parameters, and $C$ represents the covariance matrix for the data vector. The Fisher matrix can be inverted to estimate how well various cosmological parameters are constrained by the particular data vector:

$$\sigma_\alpha = \sqrt{\left(F^{-1}\right)_{\alpha\alpha}}.$$

In this paper, the cosmological parameters considered are $\{\Omega_m, \sigma_8, M_\nu, w\}$. The covariance matrix is computed from the data vector computed over 1000 realizations at the fiducial cosmology of the Quasar suite. The raw covariance matrix is computed as

$$C_{ij} = \left(\left[D_i - \langle D_i \rangle\right] \left[D_j - \langle D_j \rangle\right]^T\right).$$

### Table 1. 1-σ constraints on cosmological parameters, from the $k$NN and $\xi(r)$ analysis of the cross-correlation of the matter field with the $10^5$ most massive halos in the box. The same range of scales are used in both analyses.

| Parameter | $\sigma_{\xi(r)}$ | $\sigma_{\xi(r)}$ |
|-----------|------------------|------------------|
| $\Omega_m$ | 0.0061 | 0.0109 |
| $\sigma_8$ | 0.0036 | 0.0191 |
| $M_\nu$ | 0.0451 | 0.2161 |
| $w$ | 0.1344 | 0.2239 |

---

Figure 3. $\psi^{(k,k)}(r)$ (see Eq. 9), which measures the spatial correlation between two samples, for various $k$ measured from the $10^5$ most massive halos and $10^5$ randomly chosen particles from a $(1h^{-1}\text{Gpc})^3$ simulation at $z = 0$. These measurements are used in the Fisher matrix calculations in Sec. 4.1. For each $k$ we plot the measurements over the range of scales that are used in the analysis for that particular $k$.

Figure 4. Constraints on various cosmological parameters from the Fisher analysis in Sec. 4.1. These are obtained from the cross-correlations of the $10^5$ most massive halos in the volume $(1h^{-1}\text{Gpc})^3$ with the matter distribution. There is a marked improvement in the constraints when the cross-correlations are measured through the nearest neighbor distributions ($k$NN), compared to when measured through the two-point cross-correlation $\xi(r)$, over the same range of scales. The improvement is especially pronounced in some of the parameters, such as $\sigma_8$ and $M_\nu$. The individual constraints are listed in Table 1.

---

4 https://github.com/manodeep/Corrfunc
where \( (D) \) is the mean data vector averaged over the 1000 realizations. We test for the stability of the Fisher analysis by checking that the condition number of the matrix is reasonable before inversion, and by checking that the distribution of values in each bin is roughly Gaussian around the mean. For each data vector considered, we use the Hartlap factor to correct for the fact that a finite number of realizations are used to estimate the covariance matrix (Hartlap et al. 2007):

\[
C^{-1} = \frac{n - p - 2}{n - 1} (C')^{-1},
\]

where \( n \) represents the number of realizations, while \( p \) represents the length of the data vector. This corrected covariance matrix is used in Eq. 13. The \( \text{Qu} \) suite is designed to allow for the derivatives of the data vectors with respect to the cosmological parameters to be easily evaluated, since the cosmologies are changed by one parameter at a time. We average over 100 realizations at each of the derivative cosmologies to compute the data vector derivatives required in Eq. 13.

The results of the Fisher analysis, in terms of constraints on various cosmological parameters, and their covariance are presented in Fig. 4. The constraints on individual parameters are also summarized in Table 1. The lighter contours and posteriors in Fig. 4 represent the results from the analysis of the two-point cross-correlation, \( \xi(r) \) while the darker contours and posteriors represent the results from the nearest neighbor (kNN) analysis. We find that the nearest neighbor cross-correlations are more sensitive to cosmological parameters compared to the two-point cross-correlations. This is true for all the cosmological parameters considered here, but the improvement in constraints is especially pronounced for \( \sigma_8 \) and \( M_\text{v} \). The degeneracy directions are also somewhat different in the two cases, which suggests further improvements in parameter constraints if the two measurements are combined. The overall improvements seen in Fig. 4 and Table 1 are not surprising, since we have shown that the two-point cross-correlations are a subset of all the terms that contribute to the measurements of \( \psi^{(k_1, k_2)} \). Of course, a full analysis would consider both the cross-correlations of the matter field and halos, as well as the auto-clustering of each sample. Since the nearest neighbor measurements are considerably more sensitive to each of these (see Banerjee & Abel 2021 for discussions on the auto-clustering), we can conclude that nearest neighbor measurements is a promising tool for all clustering measurements in cosmological analyses.

We now discuss a few caveats about the analysis presented above. First, it is worth noting that the purpose of this exercise is to show the relevant improvement in cosmological parameter constraints when using kNN measurements of cross-correlations over two-point cross-correlations in an idealized scenario. Therefore, the absolute numbers presented in Fig. 4 and Table 1 should be interpreted accordingly. We have used the simulation volume of \((1h^{-1}\text{Gpc})^3\) throughout our analysis - current cosmological surveys have orders of magnitude larger volumes, and the absolute constraints are expected to be even tighter, modulo survey systematics. Second, we have only used measurements for the first four nearest neighbors in this analysis. As pointed out in Sec. 2.2, extending to higher \( k \) does not add any significant computational cost. Including these higher \( k \) measurements may further improve the constraints from the kNN cross-correlations, as shown in Banerjee & Abel (2021). However, it should be kept in mind that increasing the length of the data vector, at fixed number of realizations, reduces the Hartlap factor, and the analysis might be unstable if the data vector is too large. Third, we have only used measurements of joint kNN-CDFs when \( k_1 = k_2 \). It is also possible to consider cases where \( k_1 \neq k_2 \), again, without significant additional costs. Since each combination has a unique expression in terms of various correlation functions (see Sec. 2.1), adding them to the analysis can also help improve sensitivity to various cosmological parameters. The limitation, once again, would be ensuring that the data vector size does not become comparable to the number of realizations used to estimate the covariance matrix.

### 4.2 Detecting cross-correlations in sparse samples

As a final example of the use of joint kNN-CDF for describing spatial correlations of different datasets, we consider the problem of detecting spatial correlations in sparse samples. Under these conditions, measurement noise from a finite number of tracers can dominate the signal even if a true correlation exists in the underlying continuous fields.

As a concrete example, we choose 1000 halos at random from the most massive \( 10^5 \) halos in one of the realizations from the fiducial cosmology of the \( \text{Qu} \) suite. Next, we choose another 1000 halos at random (without replacement from the ones chosen in the first set) from the same box. These two sets of halos should be correlated spatially since they both share the same underlying field. We then compute the two-point correlation function between these two sets, \( \xi_d(r) \) using \text{CORFUNC}, as well as by computing the joint first nearest neighbor distribution CDF_{1,1}(r) over the same set of scales \(-10h^{-1}\text{Mpc}\) to \(100h^{-1}\text{Mpc}\), using 40 measurement bins. Once again, since we are looking to quantify the cross-correlation between the sets, we remove the signal from the clustering of the individual datasets by using Eq. 9, and using only \( \psi^{(1,1)}_\text{d} \)(r) in the rest of our analysis. For the nearest neighbor measurements, we use \( 4 \times 10^6 \) random points distributed over the simulation volume.

Next, keeping the first sample of 1000 halos fixed, we iterate over 1000 other realizations of the fiducial cosmology of the \( \text{Qu} \) suite. For each realization, we choose 1000 halos at random from the \( 10^3 \) most massive halos in the box. Note that since the cosmology is held fixed here, the amplitude of clustering in all of these halo samples should roughly be the same. We then compute the spatial correlations – in terms of both the two-point cross-correlation, and the joint kNN distributions – of these 1000 samples from different realizations with the original sample of halos. For halo samples drawn from different realizations of the same cosmology, no correlation is expected, since they sample different modes, and therefore the spatial fluctuations of counts are not correlated with each other.

Using the measurements of cross-correlations from the 1000 uncorrelated samples, we find the mean signal, along with the full covariance matrix. First, we consider the two-point correlation function measurements. Let us denote the mean data vector of the measurements of uncorrelated samples by \( \xi_0(r) \), and the covariance matrix by \( C \). For sufficiently large number of realizations, we should have \( \xi_0(r) \rightarrow 0 \). The values of \( \xi(r) - \xi_0(r) \) for 50 of the the realizations are plotted using the (light) solid lines on the left panel of Fig. 5. Notice that the measured signal is not 0, even though the samples should be uncorrelated - this is due to noise introduced by the sparsity of the samples. Next, the \( \chi^2 \) value can be found for each of the 1000 realizations by computing

\[
\chi^2 = (\xi(r) - \xi_0(r))^T C^{-1}(\xi(r) - \xi_0(r)),
\]

where the label \( i \) denotes any one of the 1000 realizations. The distribution of \( \chi^2 \) over all the realizations is represented by the
lighter colored histogram in Fig. 6. We use measurements from 40 bins, and so nominally have ~ 40 degrees of freedom, as some of the measurements will be correlated. This is consistent with the fact that the $\chi^2$ distribution peaks near 40.

For the case where there is an underlying correlation between the halo samples, i.e. when the two halo samples are drawn from the same realization, we plot $\xi_d(r) - \xi_0(r)$ using the dashed (dark) line in the left panel of Fig. 5. We also compute the value of $\chi^2$ in this instance by replacing $\xi_i(r)$ by $\xi_d(r)$ in Eq. 17. This value is represented by the dotted vertical line in Fig. 6. Notice that this value lies well within the range of $\chi^2$ obtained for samples drawn from the null hypothesis - i.e. uncorrelated samples. This is mainly due to the fact that the samples are sparse, and therefore, the measurement noise dominates over the true signal. This latter fact can also be seen by comparing the dashed and solid lines in the left panel of Fig. 5.

We repeat this procedure outlined above for the joint NN measurements. We denote the mean of the measurement for uncorrelated samples by $\psi^{(1,1)}_0(r)$ and the covariance matrix by $\mathbf{C}$. The values of $\psi^{(1,1)}(r) - \psi^{(1,1)}_0(r)$ for 50 of the uncorrelated samples are plotted using the (lighter) solid lines on the right panel of Fig. 5. The $\chi^2$ values are obtained in this case by simply replacing $\xi(r)$ by $\psi^{(1,1)}(r)$, and $\mathbf{C}$ by $\tilde{\mathbf{C}}$ in Eq. 17. The distribution of $\chi^2$ for uncorrelated samples as measured through the joint nearest neighbors is represented by the darker histogram in Fig. 6. As with the two-point correlation function, 40 bins were used, and the distribution peaks near 40, roughly 1 degree of freedom. Comparing the two histograms, we see that the two-point correlation function and the nearest neighbor measurements perform the same for uncorrelated samples - i.e. in the absence of a true clustering signal. Next, we consider the nearest neighbor measurements for the correlated sample — where the halos were drawn from the same realization. We plot $\psi^{(1,1)}_d(r) - \psi^{(1,1)}_0(r)$ with the dashed (darker) line on the right panel of Fig. 5. For the nearest neighbor measurements, it is clear that the measurement for the correlated sample is clearly separated from the measurements on the uncorrelated samples. To quantify this separation, we compute the $\chi^2$ value for the correlated samples, using the measurement of $\psi^{(1,1)}_d(r)$. This value is represented by the dashed vertical line in Fig. 6, and, unlike in the two-point correlation case, is far to the right of the distribution of $\chi^2$ values for the uncorrelated samples. Since we used 1000 different uncorrelated halo samples to characterize the $\chi^2$ distribution, and none of these produce a large value, we can summarize this difference in terms of the $p$-value: $p < 10^{-3}$. Note that the shape of the distribution of the $\chi^2$ values, and the actual value of $\chi^2$ obtained for the correlated sample, suggest that actual $p$-value is likely much smaller. Therefore, the hypothesis that the two halo samples from the same underlying distribution are uncorrelated is highly disfavored when the correlation is measured through the nearest neighbor method.

From this simple example, we can conclude that spatial correlations between sparse datasets can be detected more robustly when using the joint NN distributions compared to the two-point correlation functions. The fact that the $\chi^2$ distributions for the uncorrelated samples, as measured through either $\xi(r)$ or $\psi^{(1,1)}(r)$, match closely indicates that the joint NN distribution is truly detecting the underlying cross correlation, rather than being a numerical artifact. We note once again that the same input data, i.e. the same sets of halo positions, is used in both calculations — the difference lies only in the way the data is summarized. It is also worth noting that we have only used CDF1,1 to capture the correlations. In principle, we could have used other joint $kNN$ measurements as well, adding to the statistical significance of the detection. Since our purpose here is only to demonstrate the usefulness of the joint NN correlation measure, and given that the CDF1,1 is already sufficient to demonstrate this, we do not delve further into combining the higher $kNN$ measurements in this section. For real datasets, the choice of which joint $kNN$ distributions to use will depend on the
goals of the analysis, as well as the features of the datasets under consideration.

5 SUMMARY AND DISCUSSION

In this paper, we have extended the nearest neighbor framework for measuring clustering developed in Banerjee & Abel (2021) to include the joint nearest neighbor distributions of two different datasets and use these to measure cross-correlations in the spatial clustering of the two. We have demonstrated that this way of measuring cross-correlations is generally more powerful than through two-point cross-correlations. Since cross-correlations between datasets are used widely and in various different contexts in cosmology, this extension greatly increases the range of analyses that the nearest neighbor measurements can be applied to. We now summarize the main points of this work.

We have shown that joint kNN-CDFs are sensitive to all N-point correlation functions that can be formed from the two fields whose tracers we consider. Therefore, these kNN-CDF can capture correlations beyond just the linear correlations between datasets - the latter is what is generally measured through the two-point cross correlations. We have outlined how the relevant distributions can be computed from data. This is done by considering the distances from random points in the volume to the $k_1$-th nearest neighbor from the first set, and the $k_2$-th nearest neighbor from the second set, and then considering the distribution of the larger of these two distances. The cross-correlation piece can be isolated by subtracting the product of the individual kNN (for each dataset) distributions from the joint kNN distribution. We reiterate that this entire calculation is really fast and can be performed in less than a minute on a single core for typical applications explored in this paper.

We have demonstrated the applications of these measurements, first in the context of Gaussian fields, where it is possible to analytically predict these distributions for both correlated and uncorrelated tracers, and then in the context of fully nonlinear cosmological fields. In the latter context, one can still predict the joint kNN distribution for uncorrelated samples in terms of the measurement of the kNN measurements on each sample separately. Using a Fisher matrix formalism, we have shown that cross-correlations of massive halos with the underlying matter field as measured through kNN measurements are more sensitive to the underlying cosmological parameters, compared to measurements of the two-point cross-correlation. Finally, we have demonstrated that the nearest neighbor measurements can robustly detect cross-correlations in low number-density samples where the two-point cross-correlation measurements are dominated by measurement noise. For both of these applications, we use only those parts of the kNN measurements that come only from the cross-correlations of the datasets, to enable a direct comparison to the two-point cross-correlation function. Unlike the two-point cross-correlation, a lack of detection of cross-correlations using the kNN distributions imply a complete statistical independence of the two distributions from which the tracers are drawn.

It is worth noting that the specific method outlined here is not the only nearest neighbor measurement approach that is sensitive to cross-correlations of two datasets. For example, combining the two sets of tracers, and performing kNN measurements on this combined set should also, in principle, be sensitive to the cross-correlations of the two sets. Another possible way to measure cross-correlations in this framework is to compute distance to a specific k-th nearest neighbor data point from the first data set, and then computing the distribution of how many data points from the second set are found within that volume. However, there are certain attractive features of the method presented here: first, the expression for the joint kNN-CDFs can be conveniently expressed in terms of the various N-point correlation functions formed from the two fields. Second, it is both conceptually and computationally easy to isolate those parts of the measurement which depends on just the cross-correlations. This factorization is useful for various common applications in cosmology, and is not guaranteed for other ways of measuring cross correlations with nearest neighbors.

Another aspect worth noting is that the joint kNN measurements outlined here are applied to cross-correlations between two samples. It is possible to extend this formalism to include more datasets. The simplest way to consider various pairs of datasets and consider their cross-correlations - this is routinely done using the two-point cross-correlations. However, it is also possible to consider multiple sets of tracers at the same time, and consider whether they are all drawn from the same distribution.

Lastly, we have focused on cross-correlations between discrete datasets in this paper. However, as illustrated in Sec. 3, the kNN measurements on discrete tracers are able to capture the cross-correlations of the underlying continuous fields, even at the level of downsampling we have used - the kNN measurements are performed on only $2 \times 10^5$ particles out of the 512$^3$ particles that describe the density field in the simulations. This is similar to the
findings for the $k$NN auto-correlation measurements in Banerjee & Abel (2021). Taken together, this implies that the formalism presented here can be extended to measuring cross-correlations between continuous maps, by simply sampling the maps correctly with a fixed number of tracers. We will explore this aspect in detail in future, to widen the range of applications of $k$NN-CDF cross-correlations to datasets which are inherently continuous.
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APPENDIX A: DERIVATION OF THE GENERATING FUNCTION FOR JOINT COUNTS

Here we extend the formalism from Szapudi & Szalay (1993) and Appendix A in Banerjee & Abel (2021) to two continuous fields, instead of one. For two continuous fields $r_1(r)$ and $r_2(r)$, the generating functional for all correlation functions can be written as an integral over all possible joint configurations of the two fields:

$$Z[J_1, J_2] = \int \left[ \mathcal{D}r_1 \right] \left[ \mathcal{D}r_2 \right] \mathcal{P}(r_1, r_2) \times \exp \left[ i \int d^3r \left( r_1 J_1 + r_2 J_2 \right) \right], \quad (A1)$$

where $\mathcal{P}(r_1, r_2)$ represent the joint distribution function of the two fields. Note that it is this joint distribution function that encodes any correlation between the two fields - in the absence of correlations, the joint distribution can be factorized into the individual distribution functions of the two fields. The connected $N$-point correlations, $\xi(k_1 k_2 \ldots)$, with $k_j$ factors of $r_1$ and $k_j$ factors of $r_2$, are given by the functional derivatives of the generating functional with respect to the sources $J_1$ and $J_2$:

$$\check{r}_1(k_1 r_1) \check{r}_2(k_2 r_2) = \left( -i \right)^{k_1+k_2} (-i)^{k_1+k_2} \left( \log Z[J_1, J_2] \right) \left| \delta J_1(r_1) \cdot \delta J_2(r_2) \right| \left| \delta J_1(r_3) \cdot \delta J_2(r_4) \right| \left| \delta J_1(r_5) \cdot \delta J_2(r_6) \right| \left| J_1=0, J_2=0 \right|, \quad (A2)$$

where $\check{r}_i$ are the mean densities of the two fields. Conversely, the generating functional can be expressed in terms of the $N$-point
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correlation functions as
\[ Z[J_1, J_2] = \exp \left[ \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \frac{(i\tilde{\rho}_1)^{k_1} (i\tilde{\rho}_2)^{k_2}}{k_1! k_2!} \int d^3 r_1 \cdots d^3 r_{k_1} \right. \]
\[ \times d^3 r'_1 \cdots d^3 r'_{k_2} \epsilon^{(k_1, k_2)} (r_1, \ldots, r_{k_1}, r'_1, \ldots, r'_{k_2}) \]
\[ \times J_1(r_1) \cdots J_1(r_{k_1}) J_2(r'_1) \cdots J_2(r'_{k_2}) \right]. \]  
(A3)

For a set of tracers of these underlying fields generated by a local poisson process, the number of tracers of each type contained in volume \( V \) around a point \( r \) depends on the integral of the field over the same volume
\[ M_{ij}^{(i)}(r) = \int d^3 r' \rho_i(r') W(r, r'), \]  
(A4)

where \( W \) represents the window function for smoothing the fields.

The probability of finding \( k_i \) tracers of type \( i \), in a sphere of volume \( V \), is given by
\[ P(k_i | M_{ij}^{(i)}) = \frac{M_{ij}^{(i)} / m_i}{k_i!} \exp \left[ -M_{ij}^{(i)} / m_i \right], \]  
(A5)

where \( m_i \) is the “mass” associated with tracer of type \( i \). The joint probability of finding \( k_1 \) tracers of field \( \rho_1(r) \) and \( k_2 \) tracers of field \( \rho_2(r) \) in volume \( V \) can be written in terms of the integral \( M_{ij}^{(i)} \) and \( M_{jk}^{(j)} \) as
\[ P(k_1, k_2 | M_{ij}^{(i)}, M_{jk}^{(j)}) = \left( \frac{M_{ij}^{(i)} / m_i}{k_1!} \exp \left[ -M_{ij}^{(i)} / m_i \right] \right) \]
\[ \times \left( \frac{M_{jk}^{(j)} / m_j}{k_2!} \exp \left[ -M_{jk}^{(j)} / m_j \right] \right). \]  
(A6)

The probability of \( k_1 \) and \( k_2 \) at a fixed volume \( V \), or equivalently, radius \( R \), can be computed by averaging over all \( M_{ij}^{(i)}(r) \):
\[ P(k_1, k_2 | V) = \left( \frac{M_{ij}^{(i)} / m_i}{k_1!} \exp \left[ -M_{ij}^{(i)} / m_i \right] \right) \]
\[ \times \left( \frac{M_{jk}^{(j)} / m_j}{k_2!} \exp \left[ -M_{jk}^{(j)} / m_j \right] \right). \]  
(A7)

Note that if the two fields \( \rho_1 \) and \( \rho_2 \) are correlated, then fluctuations in \( M_{ij}^{(i)} \) are correlated, and the above average does not factor into the individual averages over \( M_{ij}^{(i)} \) and \( M_{jk}^{(j)} \).

The generating function for the discrete counts can be written as
\[ P(z_1, z_2 | V) = \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} P(k_1, k_2 | V) \frac{z_1^{k_1} z_2^{k_2}}{m_1 (z_1 - 1) + M_{ij}^{(j)} (z_2 - 1)} \]  
(A8)

While Eq. A8 is the generating function for the joint discrete counts, the average over \( M_{ij}^{(i)} \) can be evaluated in terms of the underlying continuous fields:
\[ P(z_1, z_2 | V) = \int \left[ D\rho_1 \right] [D\rho_2] P(\rho_1, \rho_2) \]
\[ \times \exp \left[ \frac{(z_1 - 1)}{m_1} \int_V d^3 r' \rho_1(r') W(r, r') \right. \]
\[ \left. + \frac{(z_2 - 1)}{m_2} \int_V d^3 r' \rho_2(r') W(r, r') \right]. \]  
(A9)

With the following identification,
\[ J_i(r) = W(r, r') \frac{z_i - 1}{m_i}, \]  
(A10)

Eqs. A9 and A1 are equivalent. Then, noting that the RHS of Eqs A1 and A3 both define the same quantity, and focusing on the spherical top-hat smoothing window for \( W(r, r') \), Eq. A9 can be written as
\[ P(z_1, z_2 | V) = \exp \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \frac{\tilde{n}_1^{k_1} (z_1 - 1)^{k_1}}{k_1!} \frac{\tilde{n}_2^{k_2} (z_2 - 1)^{k_2}}{k_2!} \]
\[ \times \int_V d^3 r_1 \cdots d^3 r_{k_1} d^3 r'_{k_1} d^3 r'_{k_2} \epsilon^{(k_1, k_2)}(r), \]  
(A11)

where \( \tilde{n}_i = \tilde{\rho}_i / m_i \) represents the mean number density of each sample of tracers. Eq. A11 makes explicit the fact that the generating function of the joint counts is sensitive to all possible correlations functions that can be constructed from the two underlying fields. In the absence of statistical correlations, the generating function for the discrete counts factorizes into two independent generating functions, one for each set of tracers.

APPENDIX B: JOINT CUMULATIVE COUNTS FOR CORRELATED GAUSSIAN FIELDS

In this section, we present the analytic expressions for some of the joint kNN-CDFs for a Gaussian random field. In particular, we look at the cases \( k_1 = k_2 = 1 \) and \( k_1 = k_2 = 2 \), i.e. the first and second joint nearest neighbor distributions. For \( k_1 = k_2 = 1 \),
\[ \text{CDF}_{1,1}(r) = \mathcal{P}(>0, >0 | V) = C(z_1, z_2 | V) \bigg|_{z_1, z_2 = 0}, \]  
(B1)

where \( C(z_1, z_2 | V) \) is given by Eq. 3. For the Gaussian case, we use Eqs. 10 and 12, and therefore,
\[ \mathcal{P}(>0, >0 | V) = 1 - \exp \left[ -\tilde{n}_1 V + \frac{1}{2} \tilde{n}_1^2 \Theta^{(2,0)} \right. \]  
\[ \left. - \tilde{n}_2 V + \frac{1}{2} \tilde{n}_2^2 \Theta^{(2,0)} \right] \]
\[ + \exp \left[ -\tilde{n}_1 V - \tilde{n}_2 V + \frac{1}{2} \tilde{n}_1^2 \Theta^{(2,0)} \right. \]  
\[ \left. + \frac{1}{2} \tilde{n}_2^2 \Theta^{(2,0)} + \tilde{n}_1 \tilde{n}_2 \Theta^{(1,1)} \right]. \]  
(B2)

For the joint second nearest neighbor distribution, we use the fact that
\[ \text{CDF}_{2,2}(r) = \mathcal{P}(>1, >1 | V) = \frac{d^2 C(z_1, z_2 | V)}{dz_1 dz_2} \bigg|_{z_1, z_2 = 0}. \]  
(B3)
After performing the derivatives with respect to \( z_1 \) and \( z_2 \), the joint CDF can be expressed as

\[
P (>1, >1|V) = 1 - P_1 (0|V) - P_2 (0|V) - P_1 (1|V) - P_2 (1|V) \\
+ P (0, 0|V) + P (1, 0|V) + P (0, 1|V) \\
+ P (1, 1|V),
\]

with

\[
P_1 (0|V) = \exp \left[ -\bar{n}_1 V + \frac{1}{2} \bar{n}_1^2 \xi V \right],
\]

\[
P_2 (0|V) = \exp \left[ -\bar{n}_2 V + \frac{1}{2} \bar{n}_2^2 \xi V \right],
\]

\[
P_1 (1|V) = \left( \bar{n}_1 V + \bar{n}_1^2 \xi V \right) \exp \left[ -\bar{n}_1 V + \frac{1}{2} \bar{n}_1^2 \xi V \right],
\]

\[
P_2 (1|V) = \left( \bar{n}_2 V + \bar{n}_2^2 \xi V \right) \exp \left[ -\bar{n}_2 V + \frac{1}{2} \bar{n}_2^2 \xi V \right],
\]

\[
P (0, 0|V) = \exp \left[ -\bar{n}_1 V - \bar{n}_2 V + \frac{1}{2} \bar{n}_1^2 \xi V + \frac{1}{2} \bar{n}_2^2 \xi V \right] \\
+ \bar{n}_1 \bar{n}_2 \xi V \]

\[
P (1, 0|V) = P (0, 0|V) \times \left( \bar{n}_1 V - \bar{n}_1^2 \xi V - \bar{n}_1 \bar{n}_2 \xi V \right),
\]

\[
P (0, 1|V) = P (0, 0|V) \times \left( \bar{n}_2 V - \bar{n}_2^2 \xi V - \bar{n}_1 \bar{n}_2 \xi V \right),
\]

\[
P (1, 1|V) = P (0, 0|V) \times \left( \bar{n}_1 \bar{n}_2 \xi V \right) \\
\left( \bar{n}_1 V - \bar{n}_1^2 \xi V - \bar{n}_1 \bar{n}_2 \xi V \right) \left( \bar{n}_2 V - \bar{n}_2^2 \xi V - \bar{n}_1 \bar{n}_2 \xi V \right),
\]

Since \( \xi^{(2,0)} = V^2 \sigma_1^2 (r) \) and \( \xi^{(0,2)} = V^2 \sigma_2^2 (r) \), where \( \sigma^2 (r) \) is the variance of fluctuations on scale \( r \), these expressions above can be directly evaluated if the variance for each field, along with the degree of cross-correlation is known. For the specific case when both sets of tracers under consideration trace the same matter field, \( \xi^{(1,1)} = V^2 \sigma^2 (r) \), and so all the expressions can be evaluated with the help of, for example, the Colossus software, which returns the linear theory value for the variance as a function of scale and redshift. In the case where there are no cross-correlations, we set \( \xi^{(1,1)} = 0 \) for all \( V \), and evaluate the above expressions accordingly.
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