Coordinated scheduling of intercell production and intercell transportation in the equipment manufacturing industry
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Intercell moves are caused by exceptional parts which need to be processed in multiple cells. Intercell cooperation disrupts the cellular manufacturing philosophy of creating independent cells, but is essential to lower the costs for enterprises. This article addresses an intercell scheduling problem considering limited transportation capability. To solve this problem, a two-stage ant colony optimization approach is proposed, in which pre-scheduling and re-scheduling are performed sequentially. To evaluate and optimize the interaction of production and transportation, a transportation benefit function is presented, according to which the scheduling solutions are adjusted. The computational results show that the transportation benefit function is more effective than other strategies, and the proposed approach has significant advantages over CPLEX in both the production dimension and the transportation dimension.
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1. Introduction

In a cellular manufacturing system, parts that have similar processing routes are grouped into one part family. Accordingly, all of the machines which are required by these parts are located in one manufacturing cell. However, such an ideal mode is difficult to realize. The production mode of the equipment manufacturing industry can be characterized by high variety and low volume in mixed production lines, which makes the processing routes of parts more complex. The processing capability of a cell may be limited as some exceptional parts need to be processed in more than one cell. This phenomenon is termed intercell transfers (Garza and Smunt 1991).

A survey of the equipment manufacturing industry indicates that 72.9\% manufacturing firms have adopted manufacturing cells (Johnson and Wemmerlöv 2009) while only 10\% of the surveyed shops process parts completely within cells, and the mean median level of intercell flow is approximately 20\%. Therefore, scheduling in the context of multiple cells with intercell transfers is worth studying, and the impact of intercell transfers on manufacturing systems should be quantitatively analysed.
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Some studies solved the scheduling problem considering intercell transfers (Solimanpur, Vrat, and Shankar 2004; Golmohammadi and Ghodsi 2009; Tang et al. 2010; Tavakkoli-Moghaddam et al. 2010; Li et al. 2013; Solimanpur and Elmi 2013; Halat and Bashirzadeh 2015), and some of them considered transportation costs caused by the intercell transfer (Tang et al. 2010; Li et al. 2013; Halat and Bashirzadeh 2015). However, there is an implicit assumption that the intercell transportation capability is sufficient, so that once the parts complete the operations in the current cell (if any), they can be delivered. Actually, this assumption is difficult to realize.

In real production, each cell usually has one or more transporters for intercell transportation, and the parts have to stay in the cell if the transporters are unavailable, which results in extra waiting time. Owing to the limited transportation capacity, the transporter has to determine which parts to load, which constitutes a batch formation subproblem. On the other hand, parts that are currently in the same cell may have to go to different destination cells for their next operations. Thus, the transporter must determine the sequence of delivering the parts, which is a routing subproblem. Therefore, the intercell scheduling problem becomes more difficult when transporters are involved in decision making.

With respect to the transportation dimension of the intercell scheduling problem, some similar characteristics can be found in the vehicle routing problem (Mousavi, Tavakkoli-Moghaddam, and Jolai 2013; Pillac et al. 2013; Ma and Xu 2015; Wang et al. 2015). However, with respect to the whole intercell scheduling problem including both intercell production and intercell transportation, the complexity is severely increased compared with vehicle routing problems. In the addressed problem, the transporter needs to determine which parts to load and in which sequence these parts should be delivered. These decisions on the transporters directly affect the results of machine scheduling, and vice versa, which results in the interaction of production and transportation. In this regard, the routing cost is not the most important measure of the transporters, but the effects of the transportation dimension on the overall performance, such as the completion time and flow time, should be of more concern.

Based on the above analysis, the key component of the coordination scheduling of intercell production and intercell transportation is to develop an appropriate coordinating mechanism.

In recent research, the model of job-shop scheduling with multi-load automated guided vehicles (Kim and Hwang 2001; Zeng, Tang, and Yan 2014; Saidi-Mehrabad et al. 2015) is similar to that of the addressed problem. In addition, in the transportation process, batch formation is conducted and routes for vehicles are decided. However, there is a common issue in these studies that the capability for intercell transportation is not considered. The coordination of production and transportation is ignored, which exerts a negative effect on the scheduling results.

A two-stage ant colony optimization (ACO) approach which coordinates intercell production and intercell transportation is developed to solve the addressed problem and minimize the makespan. In the first stage, pre-scheduling is performed to generate tentative results for operation assignment and operation sequencing, assuming that the intercell transportation capability is sufficient. In the second stage, re-scheduling is performed considering the intervention of the intercell transportation, which adjusts the tentative scheduling derived from the first stage and finally generates the scheduling solutions for the machines and transporters in an integrated manner. To evaluate and optimize the interaction of the intercell production and intercell transportation, a problem-specific transportation benefit function (TBF) and a sequencing repair strategy are proposed for the re-scheduling stage.

The rest of this article is organized as follows. Section 2 presents the description and formulation of the addressed problem. The two-stage ACO approach is discussed in detail in Section 3. Experimental tests and results are reported in Section 4, and followed by conclusions in Section 5.
2. Problem description

A cellular manufacturing system consists of a number of manufacturing cells. Machines are laid out within each cell.

2.1. Assumptions

The scheduling problem considered in this article is based on the following assumptions.

- All parts are released initially.
- Each machine can only process parts individually.
- The processing route of a part consists of multiple operations that are under sequence constraints and require machines in two or more cells.
- Owing to the overlapping capabilities of machines, parts have alternative processing routes; however, for a given operation, there is at most one machine that can process it within each cell.
- The intercell transfer time is taken into account, while the intracell transfer time is neglected.
- All of the transporters are identical and each cell has only one transporter, which has a capacity constraint.
- A part can only be loaded on to the transporter at its original cell and can only be unloaded at its destination cell.
- A batch of parts on a transporter may consist of the parts with different destination cells. The transporter visits different destination cells in an order and unloads the corresponding parts, and no parts are allowed to be loaded on to the transporter during the transportation.
- Once all of the parts in a batch have been transported to their respective destination cells, the transporter returns to its original cell immediately, and the times for unloading parts are neglected.
- Other conditions, such as set-up time, pre-emption, machine breakdown, limited buffers and the absence of operators, are not considered in this article.

2.2. List of symbols

The notations adopted to describe this problem are presented as follows.

\[
\begin{align*}
  i &= 1, \ldots, N \quad \text{index for parts} \\
  j &= 1, \ldots, O_i \quad \text{index for operations of part } i \\
  m &= 1, \ldots, M \quad \text{index for machines} \\
  c &= 1, \ldots, C \quad \text{index for cells and the associated transporters} \\
  b &= 1, \ldots, B_c \quad \text{index for batches on transporter } c \\
  t &= 1, \ldots, T \quad \text{time} \\
  o_{i,j} &= j\text{th operation of part } i \\
  O_i &= \text{number of operations for part } i \\
  p_{i,j,m} &= \text{processing time of operation } o_{i,j} \text{ on machine } m \\
  S_i &= \text{size of part } i \\
  v &= \text{capacity of a transporter} \\
  d_{c,c'} &= \text{transfer time from cell } c \text{ to cell } c', \text{ where } c \text{ and } c' \text{ are adjacent to each other on the intercell transportation route of a transporter} \\
  t_{i,j} &= \text{transportation time of part } i \text{ on the completion of } o_{i,j} \\
  D_{i,j} &= \text{destination cell of part } i \text{ on the completion of } o_{i,j}
\end{align*}
\]
\( a_{i,j} \) the time part \( i \) arrives at the buffer of the corresponding machine for processing \( o_{i,j} \)

\( l_{c,m} \) \[
\begin{cases}
1, & \text{machine } m \text{ is located in cell } c \\
0, & \text{otherwise}
\end{cases}
\]

\( e_{i,j} \) \[
\begin{cases}
1, & o_{i,j+1} \text{ and } o_{i,j} \text{ are assigned to different cells} \\
0, & \text{otherwise}
\end{cases}
\]

Decision variables:

\[
x_{i,j,m} = \begin{cases}
1, & o_{i,j} \text{ is assigned to machine } m \\
0, & \text{otherwise}
\end{cases}
\]

\[
y_{i,j,t} = \begin{cases}
1, & o_{i,j} \text{ starts at time } t \\
0, & \text{otherwise}
\end{cases}
\]

\[
z_{c,b,t} = \begin{cases}
1, & \text{the transportation of batch } b \text{ on vehicle } c \text{ starts at time } t \\
0, & \text{otherwise}
\end{cases}
\]

\[
u_{i,j,c,b,q} = \begin{cases}
1, & \text{the transportation of part } i \text{ is the } q\text{th to be delivered in batch } b \\
0, & \text{on vehicle } c \text{ on the completion of } o_{i,j}
\end{cases}
\]

\[
s_{i,j} = \sum_{t=1}^{T} y_{i,j,t}, \forall i, j
\]

where \( s_{i,j} \) represents the start time of \( o_{i,j} \).

\[
p_{i,j} = \sum_{m=1}^{M} x_{i,j,m} p_{i,j,m}, \forall i, j
\]

where \( p_{i,j} \) represents the actual processing time of \( o_{i,j} \).

\[
f_{i,j} = s_{i,j} + p_{i,j}, \forall i, j
\]

where \( f_{i,j} \) represents the completion time of \( o_{i,j} \).

### 2.3. Objective function and constraints

Following the assumptions and notations mentioned above, the mathematical model of the addressed problem is presented below.

The objective is to minimize the makespan as follows:

\[
\min \{ C_{\text{max}} \} \tag{1}
\]

where \( C_{\text{max}} \) is the makespan and \( C_{\text{max}} = \max \{ f_{i,j} \} \).
The actual production has many peculiar characteristics and must be subject to

\[ \sum_{m=1}^{M} x_{i,j,m} = 1, \forall i, j \]  \hspace{2cm} (2)
\[ \sum_{m=1}^{M} x_{i,j,m} p_{i,j,m} > 0, \forall i, j \]  \hspace{2cm} (3)
\[ \sum_{t=1}^{T} y_{i,j,t} = 1, \forall i, j \]  \hspace{2cm} (4)
\[ \sum_{\ell=1}^{N} O_{\ell} x_{i,j,m} y_{\ell,j,m} y_{\ell',j,m'} = 0, \forall i, j, t, m \] \hspace{2cm} (5)
\[ \sum_{c=1}^{C} \sum_{b=1}^{B_c} \sum_{t=1}^{T} z_{c,b,t} = 1 \] \hspace{2cm} (6)
\[ \sum_{c=1}^{C} \sum_{b=1}^{B_c} \sum_{q=1}^{Q} u_{i,j,c,b,q} = e_{i,j}, \forall i, j \] \hspace{2cm} (7)
\[ \sum_{b=1}^{B_c} \sum_{q=1}^{Q} u_{i,j,c,b,q} = \sum_{m=1}^{M} x_{i,j,m} l_{m,c}, \forall i, j, c, e_{i,j} = 1 \] \hspace{2cm} (8)
\[ \sum_{i=1}^{N} \sum_{j=1}^{Q} \sum_{q=1}^{Q} u_{i,j,c,b,q} S_{i} \leq v, \forall c, b \] \hspace{2cm} (9)
\[ D_{i,j} = \sum_{m=1}^{M} l_{m,c} x_{i,j,m} c, \forall i, j \] \hspace{2cm} (10)
\[ u_{i,j,c,b,q} u_{i',j',c,b,q} D_{i,j} = u_{i,j,c,b,q} u_{i',j',c,b,q} d_{i,j, c,b,q}, \forall i, j, i', j', c, b, q \] \hspace{2cm} (11)
\[ t_{i,j} \geq u_{i,j,c,b,q} u_{i',j',c,b,q} (t_{i,j} + d_{i,j,c,b,q}), \forall i, j, i', j', c, b, q \] \hspace{2cm} (12)
\[ t_{i,j} \geq u_{i,j,c,b,q} d_{i,j,c,b,q}, \forall i, j, c, b \] \hspace{2cm} (13)
\[ \sum_{t=1}^{T} z_{c,b,t} t \geq u_{i,j,c,b,q} f_{i,j}, \forall i, j, c, b, q \] \hspace{2cm} (14)
\[ a_{i,j+1} = \max \left\{ f_{i,j}, e_{i,j} \left( \sum_{c=1}^{C} \sum_{b=1}^{B_c} \sum_{q=1}^{Q} u_{i,j,c,b,q} \sum_{t=1}^{T} z_{c,b,t} t + t_{i,j} \right) \right\}, \forall i, j \] \hspace{2cm} (15)
\[ s_{i,j} \geq a_{i,j} \] \hspace{2cm} (16)
\[ \sum_{t=1}^{T} z_{c,b+1,t} t \geq \sum_{t=1}^{T} z_{c,b,t} t + t_{i,j} + u_{i,j,c,b,q} d_{c,D_{i,j}}, \forall i, j, c, b, q \] \hspace{2cm} (17)

Equation (2) ensures that each operation is assigned to only one machine. Equation (3) ensures that each operation is assigned to the machine capable of processing it. Equation (4) states that each operation has to and can only be processed once. Equation (5) states that a machine only
processes operations individually. Equation (6) ensures that each batch is transported and only transported once. Equation (7) states that a part is assigned to only one batch on a transporter for a given intercell transportation. Equation (8) indicates that a part can only be assigned to the transporter of the cell where the preceding operation of that part has been processed. Equation (9) states that the sum of all parts’ size in a batch is less than or equal to the capacity of the transporter. Equation (10) gives the definition of the destination cell of a part for a given intercell transportation. Equation (11) ensures that only the parts with the same destinations cell can be unloaded simultaneously. Equation (12) indicates that a part cannot be unloaded until the transporter has delivered all of the preceding parts in the same batch and has arrived at the destination cell of that part. Equation (13) states that the first part in a batch cannot be unloaded until the transporter has arrived at the destination cell of the first part. Equation (14) ensures that the transportation of a batch cannot start until the preceding operations of all parts in that batch have been completed. Equations (15) and (16) give the definitions of the arrival time of the part when it arrives at the buffer of the corresponding machine, which means that an operation cannot start until its preceding operation is completed and the part has been transported to the corresponding cell (if an intercell transportation occurs). Equation (17) states that the transportation of a batch cannot start until the transporter has delivered all of the parts in the preceding batch and returned to the original cell.

3. The two-stage ant colony optimization approach

Metaheuristics can be divided into two categories: constructive metaheuristics and improvement metaheuristics (Gendreau and Potvin 2005). Constructive metaheuristics build a solution from scratch by iteratively introducing new elements. The improvement metaheuristics iteratively modify a solution. Because the number of batches for each transporter is unknown until the entire schedule is built, an improvement metaheuristic is an improper way to construct the initial solution for the transportation subproblem. However, constructive metaheuristics, such as ACO, can solve this problem conveniently. Based on the above analysis, a two-stage ACO approach is proposed.

3.1. Framework of the two-stage ant colony optimization approach

In the first stage, pre-scheduling is conducted, assuming transportation capacity to be sufficient. The ideal start time of each operation, namely the expected time of arrival (ETA), is obtained. In the second stage, re-scheduling is conducted, considering intercell transportation. Owing to the limited capacity, parts waiting in the buffer of a transporter may be delayed if the transporter is unavailable. Therefore, a sequence repair strategy is employed to dynamically adjust the sequence of parts in the buffer. Then, the intercell transportation scheduling is conducted based on the ETA.

The general algorithm of the two-stage ACO approach is presented as follows.

Step 1. Initialization;
Step 2. Each ant builds a feasible solution independently;
   (i) Perform pre-scheduling;
   (ii) Take the ideal start time of each operation as the initial ETA, and perform re-scheduling;
Step 3. The pheromone trails are updated;
Step 4. If no better solution is found for a given number of iterations, end. Otherwise, go to Step 2.
3.2. Pheromone trails

The two-stage ACO approach defines three different pheromone structures for operation assignment, operation sequencing and intercell transportation.

(i) Pheromone trails for operation assignment
For operation assignment, a pheromone matrix with the size of $O \times M$ is defined, where $O$ and $M$ denote the number of operations and machines, respectively. The element $(o_{i,j}, m)$, denoted by $\tau_{i,j,m}$, represents the desirability of having $o_{i,j}$ processed on machine $m$.

(ii) Pheromone trails for operation sequencing
For operation sequencing, $M$ pheromone matrices with the size of $O \times O$ are defined. The element $(o_{i,j}, k)$ in the $m$th matrix, denoted by $\tau_{m,i,j,k}$, represents the desirability of having $o_{i,j}$ as the $k$th operation that machine $m$ processes.

(iii) Pheromone trails for intercell transportation
For intercell transportation, $C$ pheromone matrices with the size of $O \times O$ are defined, where $C$ denotes the number of cells. The element $(o_{i,j}, k)$ in the $c$th matrix, denoted by $\tau_{c,i,j,k}$, represents the desirability of having part $i$ as the $k$th part to be transported on the transporter of cell $c$ when $o_{i,j}$ is completed.

3.3. Pre-scheduling

In pre-scheduling, each operation is first assigned to a machine, then all the operations assigned to the same machine are sequenced. The constraint of transportation capability is neglected in this stage. Therefore, parts can be delivered to the next cell (if any) without delay. Intercell transfer times are only determined by the distance between cells.

3.3.1. Operation assignment

The probability of assigning $o_{i,j}$ to machine $m$ is calculated by

$$
\Pr_{i,j,m} = \frac{\tau_{i,j,m}^{\alpha_1} \rho_{i,j,m}^{\beta_1}}{\sum_{k=1}^{M} \tau_{i,j,k}^{\alpha_1} \rho_{i,j,k}^{\beta_1}} \quad (18)
$$

where $\alpha_1$ and $\beta_1$ are exponent parameters which determine the relative influence of the pheromone and heuristic information, respectively; $\tau_{i,j,m}$ represents the desirability of having $o_{i,j}$ processed on machine $m$; $M$ represents the number of machines; and $\rho_{i,j,m}$ represents the heuristic information of operation $o_{i,j}$ on machine $m$, which is calculated by

$$
\rho_{i,j,m} = \frac{1}{p_{i,j,m} + TT_{m',m}} \quad (19)
$$

In Equation (19), $m'$ is the machine on which the preceding operation of part $i$ is processed ($m = m'$ if $o_{i,j}$ is the first operation of part $i$); $TT_{m',m}$ represents the transfer time from the cell containing machine $m'$ to the one containing $m$.

3.3.2. Operation sequencing

The probability of selecting $o_{i,j}$ as the $k$th operation that machine $m$ processes is calculated by

$$
\Pr_{m,i,j,k} = \frac{\tau_{m,i,j,k}^{\alpha_2} \rho_{m,i,j,k}^{\beta_2}}{\sum_{o_{p,q} \in SO_m} \tau_{m,p,q,k}^{\alpha_2} \rho_{m,p,q,k}^{\beta_2}} \quad (20)
$$
where $\alpha_2$ and $\beta_2$ determine the degree to which the pheromone and the heuristic information impact $P_{r_{m,i,j,k}}$, respectively; $SO_m$ represents the schedulable operation set of machine $m$; $\tau_{m,i,j,k}$ represents the desirability of having $o_{i,j}$ as the $k$th operation that $m$ processes; and $\rho_{m,i,j,k}$ represents the associated heuristic information, which is defined in Equation (21).

$$
\rho_{m,i,j,k} = \begin{cases} 
1/(\max\{f_{i,j-1} + \tau_{m',m}, g_{m,i,j}\} - g_{m,i,j}), & g_{m,i,j} < f_{i,j-1} + \tau_{m',m} \\
1, & g_{m,i,j} \geq f_{i,j-1} + \tau_{m',m}
\end{cases}
$$

where $g_{m,i,j}$ represents the time when machine $m$ is idle; $m'$ is the machine that processes the preceding operation of part $i$ ($m = m'$ if $o_{i,j}$ is the first operation of part $i$); and $\max\{f_{i,j-1} + \tau_{m',m}, g_{m,i,j}\} - g_{m,i,j}$ represents the moment in which the following conditions are satisfied: (1) part $i$ is transported to $m$; and (2) $m$ is idle.

### 3.4. Re-scheduling

Based on pre-scheduling, re-scheduling considers the capacity constraint of transporters and constructs the integrated scheduling solutions for both the machines and the transporters. The scheduling on transporters involves two aspects of decisions, i.e., batch formation, which determines which parts are transported in the same batch, and route decision, which determines the delivery sequence of parts in a batch. In the proposed approach, a single procedure integrates these two decisions: add parts individually to a batch and deliver the parts in the same batch in the sequence of adding them.

#### 3.4.1. The re-scheduling algorithm

The algorithm of re-scheduling is presented as follows.

**Step 1.** The ideal start time of each operation is taken as the initial ETA;

**Step 2.** The simulated time is set to 0;

**Step 3.** If no machine or transporter is idle, lengthen the simulated time until at least one of them becomes idle;

**Step 4.** If a machine is idle, go to Step 5. Otherwise go to Step 6;

**Step 5.** According to the pre-scheduling result, one of the operations assigned to the idle machine is selected to be processed, during which the sequence repair strategy is used (see Section 3.4.2). Go to Step 7;

**Step 6.** According to the intercell transportation algorithm (see Section 3.4.5), form a batch for the idle transporter and update the ETAs of the corresponding operations (see Section 3.4.6);

**Step 7.** If all operations are scheduled, end. Otherwise go to Step 3.

#### 3.4.2. Sequence repair strategy

In re-scheduling, the sequence of the operations is dynamically updated according to the following algorithm.

When machine $m$ is idle, and $o_{i,j}$, $o_{i',j'}$ are the next two operations to process on machine $m$, swap the $o_{i,j}$ and $o_{i',j'}$ if (1) part $i'$ has arrived at the cell of machine $m$, and (2) $o_{i',j'}$ is processed instead of $o_{i,j}$, and $o_{i',j'}$ can be completed before part $i$ arrives.
3.4.3. Transportation benefit

It is hard to decide whether to add being-processed part \( i \) to the current batch. If part \( i \) is considered in the current batch, the transporter has to wait before the part can be added to the batch, and the parts already in the current batch may be delayed. Otherwise, part \( i \) cannot be transported until the transporter returns. Because the arrival time of parts influences the batch decision, it is critical to ascertain whether parts arrive at their corresponding destination cells at the proper time.

Preliminary analysis for the coordination of production and transportation with the simplified two-machine flow shop and one transporter (see the Supplementary material for details) mainly discusses two elements, i.e. the arrival time of a part (entity) and the available time of the corresponding machine, and presents how their interaction influences the makespan. The theorems and lemma in the preliminary analysis indicate that (1) if a part arrives at its corresponding machine earlier than its ETA, the makespan will not be delayed; and (2) if the part arrives later than its ETA, a smaller deviation between the arrival time and the ETA results in a higher transportation benefit value. Therefore, a well-designed decision on transportation is beneficial for shortening the makespan.

It can be concluded that the makespan is totally determined by the start time of each part, which is determined by the above two elements. Therefore, although the addressed problem is much more complex than a two-machine flow shop with one transporter, these properties are useful for the intercell scheduling approach. The transportation benefit is presented to evaluate whether a part is transported to the destination cell at the proper time.

**Definition 1** For a given operation \( o_{i,j} \) processed in cell \( c \), whose preceding operation is processed in a different cell, the transportation benefit of \( o_{i,j} \), denoted by \( TB_{i,j} \), is defined as a function of \( TA_{i,j} \) and \( ETA_{i,j} \),

\[
TB_{i,j} = f (TA_{i,j}, ETA_{i,j})
\]

where \( TA_{i,j} \) represents the time that part \( i \) arrives at cell \( c \), and \( ETA_{i,j} \) represents the ETA of \( o_{i,j} \).

Based on the above analysis, the TBF is designed and detailed below.

\[
TB_{i,j} = \begin{cases} 
TB_{\text{max}}, & \text{cur} \leq TA_{i,j} < ETA_{i,j} \\
TB_{\text{max}} - (TA_{i,j} - d), & ETA_{i,j} \leq TA_{i,j} \leq d \\
ETA_{i,j} - d, & TA_{i,j} < \text{cur} \text{ or } TA_{i,j} > d
\end{cases}
\]

(23)

where \( TB_{\text{max}} \) is a fixed positive number, \( \text{cur} \) is the current time, \( ETA_{i,j} \) is the ETA of \( o_{i,j} \), and \( d \) is the upper limit of \( TA_{i,j} \), which is double the time it takes the transporter to visit all of the other cells and return. TBF is also presented in Figure 1, where \( t_1 \) represents the value of \( TA_{i,j} \) when \( ETA_{i,j} \leq TA_{i,j} \leq d \), and func\((t_1)\) represents the corresponding value of TBF.

3.4.4. Candidate list

In re-scheduling, the algorithm has to search a large-dimensional array for solutions, resulting in low computational efficiency. Therefore, the candidate list is adopted, and an appropriate strategy is designed for it to reach a balance between computational efficiency and optimization performance.

In the addressed problem, parts may have several destination cells and a transporter may visit several destination cells on one trip. To achieve a proper arrival time for each part in a batch simultaneously, the transportation benefit of the batch is calculated.
For batch $b$ on the transporter of cell $c$, the candidate list, denoted $\text{CL}_{c,b}$, is defined as

$$\text{CL}_{c,b} = \left\{ o_{i,j} \mid \text{part } i \in \text{TPS}_c \text{ and } S_i < v - \sum_{l \in U_b} S_l \text{ and } \Delta \text{TB}_{i,j,b} > 0 \right\}$$ (24)

where $\text{TPS}_c$ represents the transported part set of $c$, in which two conditions are satisfied: (1) part $i$ has been, or is being, processed on one of the machines in $c$; and (2) $o_{i,j+1}$ is assigned to another cell; $U_b$ represents the part set of the current batch $b$; and $\Delta \text{TB}_{i,j,b}$ is calculated by

$$\Delta \text{TB}_{i,j,b} = \text{TB}_{i,j,b} - \text{TB}_{a_{i,j,b}},$$ (25)

where $\text{TB}_{i,j,b}$ is the transportation benefit of all of the parts currently in batch $b$, supposing part $i$ has been added to batch $b$ and the transportation starts once $o_{i,j}$ is completed; $\text{TB}_{a_{i,j,b}}$ is the sum of $\text{TB}_{i,j}$ and the transportation benefit of all of the parts in batch $b$, supposing part $i$ has not been added to batch $b$, the transportation of batch $b$ starts immediately and $o_{i,j}$ will be transported once the transporter returns.

3.4.5. Intercell transportation algorithm

When the transporter of cell $c$ is idle, the algorithm of forming the next batch is described as follows.

- **Step1.** Update $\text{TPS}_c$;
- **Step2.** If $\text{TPS}_c = \emptyset$, there are no available parts. End;
- **Step3.** A batch is created with a random element of $\text{TPS}_c$;
- **Step4.** The candidate list is updated by Equation (24);
- **Step5.** If the candidate list is empty, transport the current batch. The unloading of parts follows the sequence of adding them to the batch. End;
- **Step6.** Add a part in the candidate list to the current batch, Go to Step4. The probability of the selected part is calculated by

$$\Pr_{c,i,j,k} = \frac{\tau_{c,i,j,k}^\alpha \rho_{c,i,j,k}^\beta}{\sum \tau_{c,p,q,k}^\alpha \rho_{c,p,q,k}^\beta}$$ (26)

where $\alpha_3$ and $\beta_3$ determine the degree to which the pheromone and the heuristic information impact $\Pr_{c,i,j,k}$ respectively; $\tau_{c,i,j,k}$ represents the desirability of adding $o_{i,j}$ selected as the $k$th operation to the current batch on the transporter of cell $c$; and $\rho_{c,i,j,k}$ represents the associated heuristic information, which is given by

$$\rho_{c,i,j,k} = \Delta \text{TB}_{i,j,b}$$ (27)
3.4.6. Expected time of arrival update

Pre-scheduling obtains the initial ETAs, and during re-scheduling, the start times of parts are usually delayed owing to the limited intercell transportation capability. To evaluate the transportation benefit properly, the ETA of each operation is dynamically updated. If the processing of an operation is delayed, the ETA updating algorithm will be executed when the part is unloaded.

For an operation $o_{i,j}$, the algorithm of updating its ETA is presented below.

**Step1.** If $o_{i,j}$ is the last operation of part $i$, go to Step3;

**Step2.** If $ETA_{i,j} + p_{i,j} > ETA_{i,j+1}$, then $ETA_{i,j+1} = ETA_{i,j} + p_{i,j}$. Update the ETA for $o_{i,j+1}$;

**Step3.** Let $o_{p,q}$ denote the next operation on the machine which has processed $o_{i,j}$. If $ETA_{i,j} + p_{i,j} > ETA_{p,q}$, then $ETA_{p,q} = ETA_{i,j} + p_{i,j}$. Update the ETA for $o_{p,q}$.

3.5. Pheromone update

The pheromone trails are updated after all ants have completed their schedules. Most studies adopted the elitist strategy (Blum 2002), in which the pheromone trails are only updated by the global best solution of the current iteration. However, this strategy performs poorly in convergence, which implies the need to adjust the pheromone evaporation rate; therefore, updating the pheromone trails from a series of good schedules was proposed (Huang and Liao 2008), and this strategy is adopted in the two-stage ACO approach.

The pheromone updating rules are presented as follows.

(i) If $o_{i,j}$ is assigned to machine $m$, then

$$\tau_{i,j,m} = (1 - \rho) \cdot \tau_{i,j,m} + \rho \cdot \Delta \tau$$  \hspace{1cm} (28)

(ii) If $o_{i,j}$ is the $k$th operation that machine $m$ processes, then

$$\tau_{m,i,j,k} = (1 - \rho) \cdot \tau_{m,i,j,k} + \rho \cdot \Delta \tau$$  \hspace{1cm} (29)

(iii) After $o_{i,j}$ is completed, if part $i$ is the $k$th part that the transporter of cell $c$ transports, then

$$\tau_{c,i,j,k} = (1 - \rho) \cdot \tau_{c,i,j,k} + \rho \cdot \Delta \tau, \forall k \in \bigcup_b$$  \hspace{1cm} (30)

In Equations (28), (29) and (30), $\Delta \tau = Q \cdot \text{Score}$, where $Q$ is the pheromone updating factor, which determines the quantity updated for an iteration, and $\rho (0 < \rho < 1)$ is the pheromone evaporation rate.

4. Computational experiments and results

To evaluate the performance of the proposed approach, a series of computational experiments is conducted. All of the algorithms are coded in Java and executed on a personal computer with a 3.40 GHz Core i7-2600 CPU and 4 GB RAM.

4.1. Experimental design

Because there are no benchmarks for the addressed problem, 12 test problems are designed, including small, medium and large sizes, with the number of operations for a part ranging from 5 to 19, the size of parts from 20 to 40, the distance between different cells from 6 to 50 and the
Table 1. Candidate list and heuristic information of the two-stage ant colony optimization approach.

| Alternative strategies | Contents | Descriptions |
|------------------------|----------|--------------|
| TI                     | Candidate list and heuristic information for intercell transportation | In TI, the candidate list is calculated by Equation (24), \( \rho_{c,i,j,k} \) is taken as the heuristic information and \( \Delta TB_{i,j,b} \) is calculated by TBF in Equation (23) |
| AI                     | Heuristic information for operation assignment | In AI, \( \rho_{m,i,j} \) is taken as the heuristic information and is calculated by Equation (22) |
| SI                     | Heuristic information for operation sequencing | In SI, \( \rho_{m,i,j,k} \) is taken as the heuristic information and is calculated by Equation (24) |

Note: TBF = transportation benefit function.

Table 2. Different strategies for intercell transportation.

| Alternative strategies | Contents | Descriptions |
|------------------------|----------|--------------|
| TII                    | Candidate list and heuristic information for intercell transportation | In TII, the candidate list is calculated by Equation (24), \( \rho_{c,i,j,k} \) is taken as the heuristic information and \( \Delta TB_{i,j,b} \) is calculated by TBFC1 in Equation (31) |
| TIII                   | Candidate list and heuristic information for intercell transportation | In TIII, the candidate list is calculated by Equation (24), \( \rho_{c,i,j,k} \) is taken as the heuristic information and \( \Delta TB_{i,j,b} \) is calculated by TBFC2 in Equation (32) |

The addressed problem involves three decisions: operation assignment, operation sequencing and intercell transportation. For the operation assignment and operation sequencing, the processing time and the intercell transfer time, respectively, are selected as the heuristic information. For the intercell transportation, the TBF is used to construct the candidate lists and calculate the heuristic information, as shown in Table 1.

To evaluate the TBF, three different intercell transportation strategies, which use TBF (corresponding to TI in Table 1), TBFC1 and TBFC2, are adopted in this article to construct the candidate lists and calculate the heuristic information, as shown in Table 2.

(i) Transportation benefit function 1 for comparison (TBFC1)

\[
TB_{i,j} = \begin{cases} 
\frac{TB_{\text{max}}}{\text{ETA}_{i,j} - \text{cur}} (\text{TA}_{i,j} - \text{cur}) & , \text{cur} \leq \text{TA}_{i,j} < \text{ETA}_{i,j} \\
\frac{TB_{\text{max}}}{\text{ETA}_{i,j} - d} (\text{TA}_{i,j} - d) & , \text{ETA}_{i,j} \leq \text{TA}_{i,j} \leq \text{d} \\
0 & , \text{TA}_{i,j} < \text{cur} \text{ or } \text{TA}_{i,j} > \text{d}
\end{cases}
\]

(ii) Transportation benefit function 2 for comparison (TBFC2)

\[
TB_{i,j} = \begin{cases} 
\frac{TB_{\text{max}} \cdot \exp(\text{TA}_{i,j} - \text{ETA}_{i,j})}{\text{ETA}_{i,j} - \text{cur}} & , \text{cur} \leq \text{TA}_{i,j} < \text{ETA}_{i,j} \\
\frac{TB_{\text{max}} \cdot \exp(\text{ETA}_{i,j} - \text{TA}_{i,j})}{\text{ETA}_{i,j} - \text{TA}_{i,j}} & , \text{ETA}_{i,j} \leq \text{TA}_{i,j} \leq \text{d} \\
0 & , \text{TA}_{i,j} < \text{cur} \text{ or } \text{TA}_{i,j} > \text{d}
\end{cases}
\]

In TBFC1 and TBFC2, the transportation benefit will decrease if the part arrives earlier or later than the ETA. In TBFC2, the transportation benefit decreases more slowly as the deviation between the arrival time and the ETA becomes larger.
Table 3. Candidate list and heuristic information in comparison with the two-stage ant colony optimization approach.

| Alternative strategies | Contents | Descriptions |
|------------------------|----------|--------------|
| FB                     | Candidate list and heuristic information for intercell transportation | In FB, the full batch strategy is used to generate the candidate list and ETA<sub>i,j</sub> is taken as the heuristic information |
| PT                     | Heuristic information for operation assignment and sequencing | In PT, \( \frac{1}{p_{i,j,m}} \) is taken as the heuristic information and \( p_{i,j,m} \) represents the processing time of operation \( o_{i,j} \) on machine \( m \) |

Furthermore, to evaluate the performance of the proposed approach, more strategies are designed for comparison, as shown in Table 3.

### 4.2. Parameter settings

Because the performance of the proposed approach is very sensitive to the parameters, a full factorial experiment (Youssef, Beauchamp, and Thomas 1994) is conducted. The ratio of \( \alpha_i \) and \( \beta_i \) (\( i = 1, 2, 3 \)) reflects the relative influence of the pheromone and the heuristic information. To reduce the number of parameters, \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are set to 1; therefore, \( \beta_1, \beta_2 \) and \( \beta_3 \) represent these ratios, respectively.

Based on the above design, 48 combinations of the parameters are tested on the 12 test problems. The average makespan is selected as the performance measure. The effects of each factor and two-factor interaction are estimated using analysis of variance (ANOVA). The proposed approach has the best performance when \( \beta_1 = \beta_2 = 2.0, \beta_3 = 0.01 \) and \( \rho = 0.2 \). These values are set as the default values in the following experiments.

### 4.3. Results and discussions

Three groups of experiments are conducted to evaluate the proposed approach: (1) evaluating the TBF; (2) comparison with different combinations of the strategies shown in Table 3; and (3) comparison with CPLEX.

All of the experiments are conducted using the 12 test problems, each instance of the test problems is tested using five independent replications and the results are averaged.

#### 4.3.1. Evaluation of the transportation benefit function

TI is compared with the other strategies to evaluate its performance, i.e. TII and TIII, shown in Table 2. Moreover, AI and SI are selected for operation assignment and operation sequencing, respectively.

The difference among TI, TII and TIII lies in that: in TI, if a part arrives at the corresponding destination cell before or at the ETA, the transportation benefit will be the maximum; otherwise, it will decrease; in TII and TIII, however, the best transportation benefit is obtained only at the ETA.

As shown in Figure 2, TI performs best in all test problems, because to obtain the best transportation benefit, in TII and TIII, a part should arrive at the destination cell punctually, whereas in TI, parts can arrive earlier than the ETAs. To relieve the transportation pressure, transportation should be conducted once the transporter is available, even when it is earlier than the ETA. Therefore, the TBF proposed in Equation (23) outperforms other functions.
4.3.2. Comparison with different combinations of other strategies

Different combinations of the strategies shown in Table 3 are comparisons to evaluate the performance of the proposed approach. The gaps showing the percentage deviation between other approaches and the proposed approach are calculated by Equation (33).

$$\text{Gap}_{\text{other strategies}} = \frac{C_{\text{max\_other}} - C_{\text{max\_two\_stage\_ACO}}}{C_{\text{max\_two\_stage\_ACO}}}$$

where $C_{\text{max\_other}}$ and $C_{\text{max\_two\_stage\_ACO}}$ represent the makespan obtained by other approaches and the proposed approach, respectively.

As shown in Table 4, for all the problem sizes, the proposed approach obviously outperforms the other approaches. It is observed that when the PT strategy is adopted for the operation assignment, the gap goes up as the problem size increases, because the PT strategy does not consider the transfer time. However, as the intercell transportation capability is limited, the transfer time makes up a significant proportion in the makespan, especially for medium and large problem sizes. Table 4 also shows that the operation sequencing strategy relatively trivially influences the performance, because the sequence repair strategy changes the initial sequencing results. Since re-scheduling considers the limited intercell transportation capability, the intercell transfer times for most of the operations change, which influences the initial sequencing results. Therefore, the sequence repair strategy is introduced.

To evaluate the performance of the intercell transportation strategies, TI and FB are compared. The gaps in Table 5 show the percentage deviation between the approaches with different intercell transportation strategies, which is calculated by

$$\text{Gap}_{\text{A,B}} = \frac{C_{\text{max\_FB}} - C_{\text{max\_TI}}}{C_{\text{max\_TI}}}$$

where $C_{\text{max\_FB}}$ and $C_{\text{max\_TI}}$ represent the makespan obtained using FB and TI, respectively, as the intercell transportation strategy, with A as the operation assignment strategy and B as the sequencing strategy.

Table 5 shows that for small problem sizes, when the FB strategy is used for intercell transportation, the performance is close to that when the TI strategy is adopted. However, as the problem sizes increase, the gaps are significantly enlarged. This is because for small problem sizes, the capability of the transporters is relatively sufficient, but as the problem size increases, intercell transfers happen more frequently and the transporters become rare resources, therefore
Table 4. Comparison between the two-stage ant colony optimization approach and different combinations of other strategies.

| Test problem | TI + AI + SI | FB + AI + SI | TI + AI + PT | FB + AI + PT | TI + PT + SI | FB + PT + SI | TI + PT + PT | FB + PT + PT | Maximum gap (%) | Average Gap (%) |
|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|----------------|----------------|
| 4P17M4C      | 676.32       | 689.40       | 696.77       | 724.90       | 1136.89      | 1098.43      | 1229.40      | 1340.50      | 98.20          | 46.21          |
| 8P17M4C      | 1026.32      | 1099.20      | 1157.95      | 1061.61      | 1902.90      | 2068.56      | 2141.30      | 2029.70      | 108.64         | 146.27         |
| 11P21M5C     | 1178.70      | 1306.43      | 1216.89      | 1256.20      | 2676.39      | 2830.58      | 2709.74      | 2902.80      | 146.27         | 132.65         |
| 20P21M5C     | 1488.60      | 1593.45      | 1500.81      | 1544.44      | 3720.10      | 3655.53      | 3720.80      | 3679.40      | 149.95         | 71.88          |
| 28P21M5C     | 2117.06      | 2406.80      | 2192.49      | 2585.70      | 4359.20      | 4616.64      | 4575.60      | 4925.30      | 132.65         | 132.65         |
| 36P21M5C     | 1881.78      | 2166.49      | 2020.20      | 2276.60      | 4480.90      | 4618.35      | 4684.60      | 4504.18      | 148.95         | 148.95         |
| 40P25M6C     | 2178.22      | 2579.84      | 2219.68      | 2514.88      | 4564.60      | 4637.90      | 4622.16      | 4470.20      | 112.92         | 70.91          |
| 48P25M6C     | 3359.37      | 4076.70      | 3515.30      | 4171.68      | 7548.35      | 7463.90      | 7742.60      | 7493.30      | 130.48         | 130.48         |
| 56P25M6C     | 3363.74      | 4069.99      | 3428.50      | 4391.10      | 7644.40      | 8019.63      | 7773.30      | 7932.77      | 138.41         | 138.41         |
| 64P25M6C     | 3456.29      | 4617.50      | 3703.96      | 4769.80      | 7473.90      | 7838.36      | 7818.17      | 7940.30      | 129.73         | 129.73         |
| 72P25M6C     | 4368.60      | 5161.38      | 4774.52      | 5283.80      | 10185.60     | 9731.48      | 10208.80     | 9643.15      | 133.69         | 133.69         |
| 80P25M6C     | 3917.43      | 5968.70      | 4263.53      | 5507.86      | 9168.90      | 9260.10      | 9454.39      | 9455.52      | 141.37         | 141.37         |
the parts are usually delayed compared with the ETA. For large problem sizes, the FB strategy takes the maximum number of parts in one batch, leading to an increased number of stop-by cells during the intercell transportation, and thus much longer average delays for all parts in the batch. However, TI considers the effects on other parts caused by adding a part into the current batch, and therefore shortens the average delays overall.

### 4.3.3. Comparison with CPLEX

With no benchmarks available, a commercial optimizer (CPLEX 12.4) is used to obtain optimal solutions as a comparison with the proposed approach.

For the feasibility of the experiments, the performance of the operation sequencing strategy and the intercell transportation strategy are evaluated separately, and the time limit of CPLEX is 6 h.

To evaluate the operation sequencing strategy, the results of operation assignment and intercell transportation obtained using the two-stage ACO approach are preset to CPLEX. The parts that constitute each batch on a transporter are preset, but the start times for transporting the batches are determined by the sequencing results obtained by CPLEX. Similarly, to evaluate the intercell transportation strategy and the operation sequencing, the results are preset to CPLEX.

The performance of the operation sequencing and intercell transportation is shown in Tables 6 and 7, respectively. The gaps in Tables 6 and 7 are calculated by

\[
\text{Gap}_{\text{CPLEX}} = \frac{C_{\text{max, CPLEX}} - C_{\text{max, stageACO}}}{C_{\text{max, stageACO}}} \quad (35)
\]

where \( C_{\text{max, CPLEX}} \) represents the makespan obtained by CPLEX.

With respect to the performance of the operation sequencing strategy, as shown in Table 6, the proposed approach outperforms CPLEX with an average gap of 20.95%, and the computational time of CPLEX reaches the upper limit, whereas the average computational time of the proposed approach is only 56 s. The average gaps between the proposed approach and CPLEX of small-, medium- and large-size problems are 0.5%, 13% and 32%, respectively. It is observed that the advantage of the proposed approach becomes more obvious as the problem dimension increases. Therefore, the proposed approach is an effective and reliable approach for providing near-optimal solutions for the addressed complex combinatorial optimization problem.

With respect to the performance of the intercell transportation strategy, as shown in Table 7, for the smallest size problem, it makes no difference which approach is adopted. Moreover, CPLEX

| Test problem | Gap_{AI,SI} (%) | Gap_{AI,PT} (%) |
|--------------|-----------------|-----------------|
| 4P17M4C      | 1.93            | 4.04            |
| 8P17M4C      | 7.1             | 8.32            |
| 11P21M5C     | 10.84           | 3.23            |
| 20P21M5C     | 7.04            | 2.91            |
| 28P21M5C     | 13.69           | 17.93           |
| 36P21M5C     | 15.13           | 12.69           |
| 40P25M6C     | 18.44           | 13.30           |
| 48P25M6C     | 21.35           | 18.67           |
| 56P25M6C     | 21.00           | 28.08           |
| 64P25M6C     | 33.60           | 28.78           |
| 72P25M6C     | 18.15           | 10.67           |
| 80P25M6C     | 52.36           | 29.19           |
Table 6. Performance of operation sequencing comparison between the two-stage ant colony optimization (ACO) and CPLEX.

| Problem     | CPLEX Makespan | CPLEX Time (h:m:s) | Two-stage ACO Makespan | Two-stage ACO Time (h:m:s) | Gap (%) |
|-------------|----------------|--------------------|------------------------|---------------------------|---------|
| 4P17M4C     | 689            | 0:14:05.2          | 676                    | 0:00:06.8                 | 1.92    |
| 8P17M4C     | 1017           | 6:00:0.0           | 1026                   | 0:00:08.6                 | −0.88   |
| 11P21M5C    | 1132           | 6:00:0.0           | 1214                   | 0:00:13.8                 | −6.76   |
| 20P21M5C    | 1832           | 6:00:0.0           | 1488                   | 0:00:18.0                 | 23.12   |
| 28P21M5C    | 2704           | 6:00:0.0           | 2117                   | 0:00:26.8                 | 27.73   |
| 36P21M5C    | 2096           | 6:00:0.0           | 1881                   | 0:00:30.2                 | 11.43   |
| 40P25M6C    | 2556           | 6:00:0.0           | 2178                   | 0:00:46.3                 | 17.36   |
| 48P25M6C    | 4223           | 6:00:0.0           | 3359                   | 0:01:10.6                 | 25.72   |
| 56P25M6C    | 4622           | 6:00:0.0           | 3363                   | 0:01:30.7                 | 37.44   |
| 64P25M6C    | 4760           | 6:00:0.0           | 3456                   | 0:01:30.5                 | 37.73   |
| 72P25M6C    | 5924           | 6:00:0.0           | 4368                   | 0:02:05.5                 | 35.62   |
| 80P25M6C    | 5521           | 6:00:0.0           | 3917                   | 0:02:18.3                 | 40.95   |
| Average     | –              | 5:31:10.0          | –                      | 0:00:56.5                 | 20.95   |

Table 7. Performance of intercell transportation comparison between the two-stage (ACO) and CPLEX.

| Problem     | CPLEX Makespan | CPLEX Time (h:m:s) | Two-stage ACO Makespan | Two-stage ACO Time (h:m:s) | Gap % |
|-------------|----------------|--------------------|------------------------|---------------------------|-------|
| 4P17M4C     | 676            | 6:00:0.0           | 676                    | 0:00:06.8                 | 0.00% |
| 8P17M4C     | 1083           | 6:00:0.0           | 1026                   | 0:00:08.6                 | 5.56% |
| 11P21M5C    | 1212           | 6:00:0.0           | 1214                   | 0:00:13.8                 | 2.89% |
| 20P21M5C    | –              | –                  | 1488                   | 0:00:18.0                 | –     |
| 28P21M5C    | –              | –                  | –                      | –                         | –     |
| 36P21M5C    | –              | –                  | –                      | –                         | –     |
| 40P25M6C    | –              | –                  | 3917                   | 0:02:18.3                 | –     |
| 48P25M6C    | –              | –                  | –                      | 0:00:56.5                 | –     |
| 56P25M6C    | –              | –                  | –                      | –                         | –     |
| 64P25M6C    | –              | –                  | –                      | –                         | –     |
| 72P25M6C    | –              | –                  | –                      | –                         | –     |
| 80P25M6C    | –              | –                  | –                      | –                         | –     |
| Average     | –              | –                  | –                      | 0:00:56.5                 | –     |

fails to obtain any feasible solutions within 6 h for problem sizes larger than 11P21M5C. In the first three test problems, where CPLEX finds feasible solutions, the average gap between the proposed approach and CPLEX is 2.82%. The average computational time of the proposed approach is only 56 s, compared with 6 h for CPLEX.

5. Conclusions

To solve the intercell scheduling problem considering limited transportation capability, a coordinating mechanism for intercell production and intercell transportation is developed, and a two-stage ACO approach has been proposed to minimize the makespan, where integrated scheduling solutions for the machines and transporters are generated via pre-scheduling and re-scheduling stages. In the coordinating mechanism, the TBF has been presented to evaluate the influence of the transportation dimension on the whole scheduling. Computational experiments were conducted to compare the proposed approach with different transportation strategies and CPLEX. The results show that the proposed TBF outperforms the other strategies. Moreover, the two-stage ACO approach is an effective and reliable approach that provides near-optimal solutions.
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