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I. INTRODUCTION

A. Preliminary

Compared with model-based control and optimization methods, reinforcement learning (RL) provides a data-driven, learning-based framework to formulate and solve sequential decision-making problems. The RL framework has become promising due to largely improved data availability and computing power in the aviation industry. Many aviation-based applications can be formulated or treated as sequential decision-making problems. Some of them are offline planning problems, while the others need to be solved in an online manner and are safety-critical. In this survey paper, we first describe standard RL formulations and solutions. Then we survey the landscape of existing RL-based applications in aviation. Finally, we summarize the paper, identify the technical gaps, and suggest future directions of RL research in aviation.

The RL methodology is comprehensively outlined in the remainder of this section. To begin, we briefly describe the RL problem formulation and a few key concepts. Following that, two classical categories of model-free RL algorithms will be presented: value-based and policy-based learnings. We then will present the more advanced techniques as well as modern actor-critic methods and multi-agent reinforcement learning (MARL). The overall structure of the RL methodology is shown in Fig. 1.

B. Overview of Reinforcement Learning

Reinforcement learning is a branch of machine learning that is about an agent interacts with an environment to achieve a goal. The environment is stated in the form of a Markov decision process (MDP) used to solve sequential decision making problems. In an MDP problem, an agent takes a series of actions to maximize the total received reward from an unknown environment. This problem can be represented by a tuple of \((S, A, P, R, \gamma)\), where \(S\) is the set of states, \(A\) is the set of actions, \(P\) is the transition probability function \((P(s_{t+1}|s_t,a_t))\) that maps a state-action \((s_t,a_t)\) pair to a distribution of next possible states, \(R\) is the received reward at each step, and \(\gamma\) is the discount factor representing the relative importance of future and immediate rewards. The policy, \(\pi(\cdot)\), represents a mapping from an agent’s state to a distribution on the action space. The optimal policy, \(\pi^*(\cdot)\), takes place where the summation of expected rewards, \(\sum_{i=0}^{\infty} \gamma^i r_{t+i+1}\), over period of the course of action is maximized. Figure 2 depicts a block diagram of an RL process. An agent observes its current states and reward from the environment; then, the agent selects an action according to its policy. This will change the state of the environment and the new reward and state in the next time step push back to the agent.

If the model, \(P(s_{t+1}|s_t,a_t)\), and reward \(r_t\) are known, dynamic programming (DP) is one method for determining the optimal policy [1]. In the absence of a model, the agent should learn the optimal policy by observing the past interactions or by directly interacting with the environment, which is the RL problem (see details in Fig. 1). In recent decades, variations and improvements have been made to methods designed to solve real-world problems using RL formulations and solution algorithms.

One of the most important differentiation points in the RL algorithms is whether the agent has access to the model or not. Model-based RL algorithms learn and use the model, while those algorithms that do not consider the model are known as model-free. Although model-free methods do not benefit from the potential gains in sample efficiency that may come from using a model, they are also more straightforward to implement and tune. There are a few model-based RL algorithms such as world models [2], imagination-augmented agents (I2A) [3], model-based RL with model-free fine-tuning (MBMF) [4], model-based value expansion (MBVE) [5]. On the contrary, model-free methods have been extensively developed and more used recently. In the following, we describe some traditional and modern model-free RL methods.

C. Standard Formulations of Model-Free Reinforcement Learning

1) Value-based Methods: Q-learning is one of the fundamental value-based RL algorithms introduced by Watkins [6] at the end of 1980s. A Q-value for every combination of state and action pair in an environment can be defined as Eq. 1. It represents an expected value of the cumulative reward at time step \(t\) for an action \((a)\) when it follows a policy \(\pi\) as follows:

\[
Q_\pi(s,a) = \mathbb{E}_\pi \left[ \sum_{i=0}^{\infty} \gamma^i r_{t+i+1}|s,a\right] \tag{1}
\]

where \(i\) is the number of steps forward at time step \(t\). After updating the Q-value, the algorithm attempts to determine how valuable it is to take a particular action in a specific state. A Q-table is made by all the stored Q-values of each state-action pair in a discrete space (a Q-function approximator is used for a continuous state space-action). The policy \(\pi(s) = \text{argmax} Q(s,a)\) yields the highest total reward. An
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Fig. 1: Structure of the RL methodology.
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Fig. 2: An agent selects an action \(a_t\) based on its current state \(s_t\), then it will receive a reward from the environment \(r_t\) and arrive to the next state \(s_{t+1}\). This process will go on till the agent arrives at a terminal state if any.

agent selects an action to explore the environment (so-called exploration-visit state almost all the state-action pairs a sufficient number of times) and observes the outcome. The Q-value can be updated by the temporal difference (TD) technique [7]:

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left( r_t + \gamma \max_{a_{t+1} \in A} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t) \right)
\] (2)

where \(Q' = r_t + \gamma \max_{a_{t+1} \in A} Q(s_{t+1}, a_{t+1})\) is considered as the temporal difference target and \(\alpha\) denotes the learning rate. We should note that Eq. (1) is a stochastic approximation scheme for the Bellman optimality equation solution and it will converge to \(Q^*\) under certain assumptions [8], [9].

An off-policy method learns the value of the optimal policy independent of the agent’s actions. Q-learning is considered an off-policy learning algorithm since it involves updating Q-value based on experiences that are not always generated from the derived policy. Whereas State–action–reward–state–action (SARSA) is an on-policy ones that generates experiences using the derived policy. For example, SARSA uses \(Q' = r_t + \gamma Q(s_{t+1}, a_{t+1})\) where \(a_{t+1}\) is an action generated from the current policy or a given default policy.

A Monte Carlo method can be also used to estimate expected returns in non-Markovian episodic settings by averaging the results of multiple roll-outs. The Monte Carlo and TD methods have been joined and constructed the TD(\(\lambda\)) [7]. The major problem of the traditional methods [10], [11] is the “curse of dimensionality”. These methods rely on storing all the state-action pairs and representing in the tabular format that will grow exponentially as a factor of the number of states. One approach to solving this problem is to use a deep neural network (DNN) to approximate a parametrized Q-function. This creates a deep Q-networks (DQNs) [12]. DQN introduces replay memory and a separate target network, to overcome the problem of the instability and divergence issues in the training process of the approximation. To improve the stability of learning, this method uses a separate network \(\hat{Q}\) for generating targets. A specific number of iterations is fixed for each episode. Moreover, by storing all transition experiences \((s_t, a_t, s_{t+1}, a_{t+1})\), the experience replay makes the randomly sampling for Q-learning updates more efficient [13]. In addition, the DQN performance is further improved by several notable variants, such as continuous DQN (cDQN) [14], double DQN [15], dueling DQN [16], and quantile regression DQN (QR-DQN) [17].

2) Policy-based Methods: Another family of RL algorithms are policy gradient algorithms, which do not calculate value but attempt to determine an optimal policy directly. In these algorithms, a probability distribution over a set of actions \((\pi(a | s, \theta))\) in relation to a policy defined as a function of parameters \(\theta\) will be produced. An agent’s likelihood of visiting state \(s\) after applying a policy \(\pi\) is described by the discounted state distribution. Using gradient ascent, the
policy is optimized for the objective function:

$$J(\theta) = \int_S \rho_\pi(s) r(s, \mu_\theta(s)) \, ds = \mathbb{E}_{s,a \sim \pi} [r(s, \mu_\theta(s))]$$

(3)

where $\rho_\pi$ is the discounted state distribution [18]. The gradients are calculated ($\theta \leftarrow \theta + \eta \nabla J(\theta)$, where $\eta$ is the step size) while the actions are taken in accordance with the policy, and rewards are observed. More straightforwardly, the policy gradient methods choose actions directly from a model, then update the model weights to maximize the expected returns. The original policy-based method is called REINFORCE [19], which collects a full trajectory and then updates the policy weights in the Monte Carlo style and indicates that total return is sampled from the entire trajectory.

In the deterministic policy gradient (DPG) [20], instead of using a stochastic policy $\pi(s, \theta)$, the actions are deterministically selected using policy $\mu(s, \theta)$. DPGs are limited cases of stochastic gradient policies when the variance becomes zero. The major drawback of a deterministic policy is the lack of exploration. For a proper exploration of the environment, the noise needs to be added and the policy becomes stochastic again (adding Gaussian noise $\xi, a = \pi_\theta(s) + \xi$). DPGs are therefore commonly implemented as actor-critic methods to allow off-policy exploration. Consequently, it is possible to add noise to action outputs for additional exploration without the need for a stochastic policy. Over action-value modeling, policy parametrization has the advantage of incorporating knowledge into the learning system in the form of the policy. Deep deterministic policy gradient (DDPG) [21] is a model-free off-policy algorithm for learning continuous actions, which combines ideas from DPG and DQN.

One of the problems of policy-based methods is in the gradient update. The policy performance drops if the updated policies deviate largely from previous ones. Trust region policy optimization (TRPO) [22] ensures a monotonic improvement in policy performance by optimizing a surrogate objective function. The policy gradient updates are enforced by approximating the Kullback-Leibler (KL) divergence between the old and new policies using a quadratic approximation to be in a given range. Proximal policy optimization (PPO) [23] achieves the same benefits as TRPO with a simplified implementation and improved sample complexity. It is revised based on TRPO, but only uses first-order optimization.

It is worth to mention that there is not a specific way to differentiate and easy-to-define the clusters of RL methods. Most of the aforementioned methods can be pointed out as an actor-critic architecture as it is illustrated in Fig. [1].

3) Actor-critic Methods: The actor-critic algorithm is an eminent and widely used architecture based on the combination of policy-based and value-based methods, inheriting their advantages [24]. The actor-critic algorithm can be considered as an TD learning method that represents the policy function independent of the value function. It introduces the eponymous components: the actor and the critic; the policy used to select actions is called the actor, and the estimated value function known as the critic criticizes the actions made by the actor [7].

The actor-critic methods achieved great success in many complex tasks; however, they suffer from various problems such as high variance, slow convergence, and local optimum. Therefore, many variants have been developed to improve the performance of actor-critic methods. Asynchronous advantage actor-critic (A3C) [25] uses advantage estimates rather than discounted returns in the actor-critic framework and asynchronously updates both the policy and value networks on multiple parallel threads of the environment. The parallel independent environments stabilize the learning process and enable more exploration. Advantage actor-critic (A2C) [26], the synchronous version of A3C, uses a single agent for simplicity or waits for each agent to finish its experience to collect multiple trajectories. This modification can significantly reduce the variance of the policy gradient estimate without changing the expectation. In this method, multiple actors are trained in parallel with different exploration policies, then the global parameters get updated based on all the learning results and synchronized to each actor. Soft actor-critic (SAC) [27] with stochastic policies is an off-policy deep actor-critic algorithm based on the maximum entropy RL framework. It benefits from adding an entropy term to the reward function to encourage better exploration.

4) Multi-agent Reinforcement Learning Methods: There are some new-born control tasks to regulate the behaviour of a multi-agent system interacting in a common environment. Multi-agent reinforcement learning (MARL) will be critical for the development of communication skills and other intellectual capacities, as well as teaching agents how to cooperate without causing harm to each other. These challenging tasks motivate researchers to use multi-agent RL frameworks [28]. A summary of related algorithms and theories is outlined in [29]. In the MARL framework, a set of $N$ agents interact with the same environment. At each time step and for a given state, each agent takes its own action, receiving a reward. The system then propagates to the next state. In MARL framework, multi-task and partially observation are usually considered [30]. The centralized and decentralized multi-agent RL methods attract much attention in aviation applications [31]. One popular variant involves each agent adopting a policy, which determines the action based on local observations. As only local observations are required for the execution, this method permits decentralized implementation. However, centralized training is still required since the system’s state transition relies on the actions of every agent.

II. SELECTED APPLICATIONS OF RL IN AVIATION

Many challenging problems in aviation can now be addressed using data-driven and machine-learning-based methods due to the availability of aviation data and significant increases in computational power. These problems are not limited to the following examples: air traffic management [32], aircraft sequencing [33], air traffic flow extraction [34], taxi-out time prediction [35], flight delay prediction [36],
The RL method as an area of machine learning have been a proper candidate to study the aviation problems. Figure 3 illustrates the taxonomy of RL in aviation. In the following sections, we try to summarize the usage of the RL in different applications. In the best of authors knowledge, this survey paper is the first study that review the RL methods in aviation.

A. Collision Avoidance and Separation Assurance

Air traffic control (ATC) plays a crucial role in the air traffic management (ATM) system as it is responsible for maintaining flight safety and efficiency. Collision avoidance is the last layer of defense against mid-air collision. On one hand, air traffic controllers must maintain a safe separation distance between any two aircraft at all times. This function is called conflict resolution or separation assurance. On the other hand, an early adaptation of an in-air collision avoidance system was the Traffic Alert and Collision Avoidance System (TCAS) [51] and more recently Next-Generation Airborne Collision Avoidance System (ACAS-X) [52], [53]. The latter was built upon TCAS, introducing a partially observable Markov decision process (POMDP) for the problem formulation. It provides audible and visual warnings to pilots by evaluating the time to closest approach, to determine if a collision is likely to occur. Many studies have been recently conducted on RL based collision avoidance and separation assurance, which a selection is presented in Table I.

A MDP collision avoidance in a free flight airspace was introduced in [50]. In a 3D environment with both cooperative (aircraft actively trying to avoid others) and non-cooperative aircraft (those are not concerned with collision avoidance), the MDP formulation in a free flight was able to avoid collision between aircraft. In [49], a DRL method was implemented as an optimization to a collision avoidance problem.

Showing beyond human-level performance in many challenging problems, the collision avoidance problem of unmanned aerial vehicles (UAVs) has been solved by implementing a Q-learning algorithm [40]. A framework using RL and GPS waypoints to avoid collisions was suggested in [56]. A double deep Q-network (DDQN) was applied to guide the aircraft through terminal sectors without collision in [57]. The approach tackles the cases where traditional collision avoidance methods fail namely in a dense airspace, those expected to be occupied by UAVs, and demonstrated the ability to provide reasonable corrections to maintain sufficient safety among aircraft systems.

The PPO methods are widely used in aircraft collision avoidance and have shown promising success. The problem of collision avoidance in structured airspace using PPO networks [42] was addressed using a Long Short-term Memory (LSTM) network [43], and attention networks [44] to handle a variable number of aircraft. While these algorithms show high performance in the training environment, a slight change in the evaluation environment can decrease the performance of these PPO models. A safety module based on Monte-Carlo Dropout [58] and execution-time data augmentation was proposed to solve the collision avoidance problem in environments, which are different from the training environments [45]. A PPO network was proposed for unmanned aircraft to provide a safe and efficient computational guidance of operations [59] and guided UAV in continuous state and action spaces to avoid collision with obstacles [46]. A message-passing network [60] was introduced to support collision avoidance.

A prior physical information of airplanes was injected to build a physics informed DRL algorithm for aircraft collision avoidance [61]. A reward engineering approach was proposed in [62] to support the PPO network to solve the collision avoidance problem in a 2D airspace.

Several studies have applied DDPG [21] to the aircraft collision avoidance problems. A DRL method was applied to resolve the conflict between two aircrafts with continuous action space in the presence of uncertainty based on DPG in [47]. Also, an intelligent interactive conflict solver was used to acquire ATCs’ preferences and an RL agent to suggest conflict resolutions capturing those preferences [63]. Later, the DDPG algorithm dealt with air sectors with increased traffic [64]. A proper heading angle was obtained by the DDPG algorithm before the aircraft reached the boundary of the sector to avoid the collisions [65]. DDPG method was
a mixed approach, which combines the traditional geometric resolution and the DDPG model, was proposed to avoid the conflicts [67]. Multi-agent deep deterministic policy gradient (MADDPG) was applied to pair-wisely solve the collisions between two aircrafts [68]. Another MADDPG-based conflict resolution method reduced the traditional geometric resolution and the DDPG model, and uncertainties in [66]. A mixed approach, which combines also proposed to mitigate collisions in high-density scenarios and uncertainties in [66]. A mixed approach, which combines the traditional geometric resolution and the DDPG model, was proposed to avoid the conflicts [67]. Multi-agent deep deterministic policy gradient (MADDPG) was applied to pair-wisely solve the collisions between two aircrafts [68]. Another MADDPG-based conflict resolution method reduced the workloads of ATC and pilots in operation [69].

The actor-critic algorithms are also popular in this application. $K$-control actor-critic algorithm was proposed to detect conflict and resolution with a 2D continuous action space in [48]. A policy function returns a probability distribution over the actions that the agent can take based on the given state. A graph-based network for ATC in 3D unstructured airspace was built in [70] to manage the airspace by avoiding potential collisions and conflicts. A multi-layer RL model was proposed to guide an aircraft in a multi-dimensional goal problem [71]. Also, an LSTM network and an actor-critic model were used to avoid collisions for fixed-wing UAVs [72].

Besides the popular models, other RL methods were also implemented for collision avoidance. A message-passing-based decentralized computational guidance algorithm was proposed in [73], which used a multi-agent Monte Carlo tree search (MCTS) [74] formulation. It was also able to prevent loss of separation (LOS) for UAVs in an urban air mobility (UAM) setting. A highly efficient MDP-based decentralized algorithm was established to prevent conflict with cooperative and non-cooperative UAVs in the free flight airspace in [50]. The MuZero algorithm [75] was proposed to mitigate a collision in [76]. Difference rewards tool was applied in [77] and a graph convolutional reinforcement learning algorithm solved the multi-UAV conflict resolution problem [78].

Incorporating a DRL model to learn a collision avoidance strategy with training a NN simultaneously could reduce the learn-time and execute a more accurate model due to removing the discretization problem [79]. Though DRL has shown great success in aircraft separation assurance, there are still a lot of unsolved problems. These problems create crucial obstacles to building DRL models in this safety-critical application in the real world. One major problem is validation. DRL models for aircraft separation have deep structures and complex input states. The complex architecture makes it difficult to verify the properties of DRL models using the traditional formal methods. Current work with formal methods can only validate very simple properties with shallow DRL models. The lack of validation limits the trustworthiness of these DRL models and their use in real-world applications.

Another important question is the gap between simulation and reality. DRL for aircraft separation assurance is trained with simulators because the real-world training is too expensive considering the potential damage. However, it is not possible to have a simulation mimic reality perfectly. The distribution shift between the simulation and reality may constrain the learning performance of the DRL models.

Besides these two issues, DRL for aircraft separation assurance also faces the problems of general DRL models. For example, DRL for separation assurance currently has a low sampling efficiency, which highly restricts the training speed. Also, the DRL for separation assurance model works as a black-box. It cannot provide explainable decision-making in this process.

### B. Air Traffic Flow Management

Traffic management is an encompassing term for any system that directly affects or is used to decide air traffic movements. The overarching aim of these systems is to reduce delay while maintaining operational safety of the airspace. Generally, air traffic flow and capacity management are part of a common air traffic service (ATS) and interface with either pilots directly or through ATC. Finally, all these designed systems can be considered through two classifica-

---

**TABLE I: Selection from literature on RL in collision avoidance.**

| Reference | S/A Space | Algorithm | Policy Class | Key Features |
|-----------|-----------|-----------|--------------|--------------|
| Wulfe [40] | D/D | Double DQN | $\varepsilon$-greedy | Prioritized sampling, regularization, discretization of dynamics. |
| Hermans [41] | M/D | DQN | | Deep Q-learning from Demonstrations, Reward Decomposition. |
| Brittain and Wei [42][44] | M/D | PPO, Attention network, and LSTM | ANN | 1. Adopting a multi-agent framework to handle collision avoidance. 2. Using LSTM to enhance the performance of PPO. |
| Guo et al. [45] | M/D | PPO, Dropout | ANN | Using Monte-Carlo Dropout and data augmentation to improve the safety in unseen environments. |
| Hu et al. [46] | C/C | PPO | ANN | Developing continuous control for unmanned aircraft system. |
| Pham et al. [47] | C/C | DPG | ANN | Developing an air traffic scenario simulator. |
| Wang et al. [48] | C/C | K-Control Actor Critic | ANN | Two-dimensional continuous action selection. |
| Li et al. [49] | C/C | DPG | ANN | 1. Building on ACAS to provide corrections for dense airspace. 2. Handling dense airspace. 3. Introducing solution for high-density UAM airspace. |
| Bertram et al. [50] | C/C | PPO | ANN | Using an MDP based trajectory planner to avoid cooperative and non-cooperative aircraft. |
| Herman [51] | D/D | DDQN | $\varepsilon$-greedy | 1. Introducing an onboard collision avoidance tool for pilots. 2. Interrogating an airspace with rule-based logic. |
| Jeannin et al. [52] | M/D | DQN | - | Formal verification of ACAS-X. Building on TCAS using a numeric lookup optimized to a probabilistic model. |
| Kochenderfer et al. [53] | M/D | PPO, Dropout | ANN | |
Air Traffic Flow and Management (ATFM) is a subset of traffic management that focuses on ensuring the available airspace capacity is used efficiently. The capacity can be influenced not only by the sector’s size, shape, or altitude but also by stochastic variables like winds, weather, and emergencies or more constant variables like airport capacity and throughput.

Demand capacity balancing (DCB) is a predictive method to ensure the efficient operation of airspace or ground operations. A collaborative approach was introduced to DCB utilizing assigning delays, allowing alternative trajectories, using fixed airspace sectorization, or adjusting airspace sectorization to efficiently manage airspace [54]. Unlike other solutions, synchronized collaborative-demand capacity balancing (SC-DCB) seeks to relax the constraints of airspace configurations, with the outcome demonstrating a reduction in active sectors resulting in better utilization of the active ones. In recent work [80], RL techniques have been utilized to examine their efficiency in the UAM flow management, using a state space consisting of data retrieved from aircraft, weather, airspace capacity, and traffic density surveillance and training data constructed through a Post-Hoc system.

Multi-agent approaches in flow management also emerged [81]–[83] to demonstrate that a MARL approach can be used in a dense traffic area (hotspots) successfully resolve these hotspots by taking either a holding, departure, or cooperation actions. The approach also results in an overall reduction in delay.

Ground delay programs (GDP) deal with an excessive number of flights reaching an airport serving as another air traffic flow management mechanism. Airports’ ability to handle arrivals may be adversely affected by weather conditions. Issuing terminal traffic management initiatives (TMI)s is a technique for reducing the number of incoming aircraft to an airport for a short period. One type of this technique is ground delay program. A data-driven approach based on a multi-armed bandit framework was proposed for suggesting TMI actions [84]. This would be beneficial for human decision-makers to evaluate whether a suggested solution is reasonable or not. The suggestions were based on historical data of forecasted and observed demand and capacity, chosen TMI actions, and observed performance. The results showed that almost all proposed algorithms slightly outperform the historical actions. [85] proposed four methods for recommending strategic TMI parameters during uncertain weather conditions. The first two methods were based on random exploration, while the others were using an ε-greedy approach and a Softmax algorithm. The fast-time simulation results demonstrated the strong performance of the two latter methods relative to the others, and their potential to help with dealing with weather uncertainty. A comparison between behavioral cloning (BC) and inverse reinforcement learning (IRL) in predicting hourly expert GDP implementation actions was made in [86]. Historical data was used to predict GDP decisions on San Francisco and Newark international airports. The IRL method was proposed to reduce the complexity by only exploring the states in the data. The results demonstrated that BC is a more robust predictive performance than the IRL GDP-implemented models. The experiments also suggested that neither the BC nor the IRL models predict the relatively infrequent GDP initialization or cancellation events well, unlike Q-learning, which tends to provide accurate predicted times [87]. Better prediction of taxi-out times will improve taxing management, which can benefit trajectory planning by using GDP to reduce congestion.

With airspace becoming denser due to higher traffic and the introduction of emerging UAS/UTM technologies, traffic management solutions will be needed to demonstrate the ability of adaptation to accommodate not only higher volumes and densities of air traffic but also to any new requirements imposed by this new classification of air traffic. Additionally, the safety and capacity of these systems will require formal verification and standardized validation, moving the field of RL in ATM away from the laboratory and being ready to be accepted by official bodies. Finally, there are still many unknowns about how the UTM/UAS airspace will be constructed, adding a further layer of complexity to solution design; new systems should entertain this notion and provide flexibility while the airspace is still being defined.

### C. Airline Revenue Management

In 1970s, there was limited control over ticket pricing and network scheduling. If one airline company wanted to increase its fare, a permission from a federal agency called Civil Aeronautics Board (CAB) was needed. The pricing regulation at that time always led to a higher fare. Airline deregulation happened in 1979, which allowed companies to schedule and price freely. Consequently, airline revenue management (ARM) came out as a business practice to set prices when there is perishable inventory. The ARM is an airline company’s strategy to maximize revenue by optimizing ticket prices and product availability. The classic
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ARM problem could be divided into two types, quantity-based and price-based revenue managements (RM) [94].

Quantity-based RM works on a predefined n-class fare structure and determines how many tickets are protected for each fare class. Also, it focuses on the capacity control of single and network flight legs. As a representative of the quantity-based RM, the expected marginal seat revenue (EMSR) models [95] are widely used in the modern airline industry. The price-based RM focuses more on the dynamic pricing situation.

Traditional and widely used approaches for ARM systems are model-based and data-driven, which heavily depend on the accuracy of forecasting data such as passenger arrival distribution, willingness to pay (WTP), and cancellation rate. Recently, researchers have been considering applying the model-free learning-based methods on ARM, such as optimal control theory or RL. A research direction of using RL in ARM started in 2002 [88], where the \( \lambda \)-smart algorithm was designed to cast the single-leg ARM problem as a semi-Markov decision problem (SMDP) over an infinite time horizon under the average reward optimizing criterion. Later, a bounded-actor-critic approach was applied on the same problem [89]. Both studies claimed that the model’s performance was better than the EMSR model. A DRL model on ARM has been introduced to integrate the domain knowledge with a DNN trained on graphical processing units (GPUs) [90]. A DRL model was also applied to the inventory control problem, using DQN and considering both cancellation and overbooking in their environment [91]. Some other improvements to DRL models have also appeared in recent years. For example, an ARM problem was studied by combining quantity-based RM, and price-based RM [92], while the DRL was applied on both the single leg and network leg problems [93].

The previous learning-based approaches consider the game between passengers and airline companies. However, there is limited work regarding the competitive pricing process among different airline companies. We believe it will be an exciting topic with the development of multi-agent reinforcement learning.

### D. Aircraft Flight and Attitude Control

Attitude control of an aircraft can be challenging due to the system’s non-linearities, uncertainties, and noises acting upon the system, which are intrinsically present in the environment. Recently, researchers have aimed to develop advanced controllers based on RL algorithms. A selection of RL methods in attitude control applications is presented in Table [IV].

These proposed controllers have been used in target tracking [96], [97], single/multi-agent obstacle avoidance [97], [98], vision-based landing [99], stabilization [100]–[103], visual servoing [104], and flat spin recovery [105].

In [103], it was shown that training a controller directly by RL, based on a nonlinear or unknown model, is feasible. The performance of the controllers based on different RL algorithms was also compared in [106]. The results showed that a DQN is more suitable for discrete tasks than policy gradient or DDPG, whereas DDPG was shown to perform better in more complex tasks. Also, a DQN method was used to design attitude control systems for aircraft [103], [106]. In addition, the DDPG-based controllers were established in [97], [106], [107], [110], [111]. An improved DDPG method was combined with transfer learning and a control system was developed to perform autonomous maneuvering target tracking [97]. A DDPG-based controller was also studied, guiding a UAV to a fixed position in a horizontal plane from any position, and attitude [110].

Other studies have been conducted using PPO methods [98], [101], [108]. An improved MARL algorithm was developed, named multi-agent joint proximal policy optimization (MAJPPPO), to perform formation and obstacle avoidance. The controller has used a moving averaging method to make each agent obtain a centralized state value function [98]. By performing the experimental comparison, it was shown that the MAJPPPO algorithm could better deal with partially observable environments. A PPO-based controller was designed for stabilizing a fixed-wing UAV [101]. The trained policy outperformed a PID controller regarding the number of iterations required for convergences. It was also shown that the RL controller could generalize severe environmental disturbances.

Since RL has achieved significant progress in attitude control, it has been considered a promising approach for designing optimal and robust controllers. However, there are still some challenges that should be addressed. The gap between simulations and natural environments was experimentally demonstrated [109], which required a new training approach. A controller learned to adapt to the difference between training models and real environments.

| Reference | Problem Type | Algorithm | Policy Class | Key Features |
|-----------|--------------|-----------|--------------|--------------|
| Gosavi et al. [88] | Single leg | Q-learning | \( \epsilon \)-greedy | Infinite time horizon under the average reward optimizing criterion. |
| Lawhead and Gosavi [89] | Single leg | bounded | \( \epsilon \)-greedy | Test two types of reward: discounted reward MDP and the average reward SMDP |
| Bondoux et al. [90] | Single leg | DQN | \( \epsilon \)-greedy | Comparison between DQL and RMS |
| Shihab and Wei [91] | Single leg | DQN | \( \epsilon \)-greedy | Considering both cancellation and overbooking in the environment. |
| Wang et al. [92] | Single leg | DQN Actor-Critic | \( \epsilon \)-greedy | Combining quantity-based RM and price-based RM together. Greedily generate a set of “effective” actions to replace the original action space. |
| Alamdari and Savard [93] | Single leg & Network | DQN | AGen | |
and exploitation balance is another dilemma in RL. A normal distribution noise for exploring the environment was used at the start of the training process [107]. It also proposed using Uhlenbeck-Ornstein stochastic noise for future works.

E. Fault Tolerant Controller

A fault is a change in a system’s property or parameters that causes the system to behave differently from its design. In the other word, failure is a condition that prevents a system from functioning. A fault-tolerant controller (FTC) is a control strategy that aims to improve the performance of a system operating in degraded performance due to a fault [116]. FTCs are characterized as model-based or data-driven, based on the method used to develop the controllers. Model-based techniques necessitate knowledge of the system’s model and parameters to design a fault-tolerant controller. On the contrary, data-driven approaches learn the FTC directly from system data. The fundamental problem of a model-based FTC approach is that its effectiveness depends on the system model’s correctness, which is difficult to establish when system parameters can vary due to faults. Furthermore, complex systems necessitate complicated controllers, which, in turn, impacts the controllers’ robustness. On the other hand, data-driven techniques utilize data to design FTC without knowing the system’s dynamics. As a result, data-driven methods, particularly RL-based techniques, have recently gained a lot of attention.

Several approaches have been proposed in the literature to solve the FTC controller using RL. Different RL algorithms, including DDPG, TRPO, and PPO, have been used to develop FTC techniques for quadrotor attitude control [112]. The results indicated that among the developed RL-based fault-tolerant controllers, the trained PPO-based attitude controller outperformed a fully tuned PID controller in terms of rising time, peak velocities achieved, and total error among the trained set of controllers. A DPG-based technique with an integral compensator was adopted to develop a position-tracking controller for the quadrotor [113]. The approach employed a two-phased learning scheme, with a simplified model being utilized for offline learning and the learned policy being refined during flight. The results showed that the learned FTC is sufficiently robust to model errors and external disturbances. A DDPG-based fault-tolerant policy for position tracking of quadcopters was proposed in [114]. The framework operates so that it runs simultaneously with the model-based controller and only becomes active when the system’s behavior changes from the normal operating condition.

One of the significant drawbacks of model-free RL-based FTC methods is that there is no guarantee of convergence. To overcome this problem, a model-based framework for position tracking of octocopters was proposed [115]. Four RL algorithms were proposed, PPO, DDPG, Twin-Delayed DDPG (TD3), and soft actor-critic (SAC). The results showed that PPO is more suitable for a fault-tolerant task.

F. Aircraft flight planning

Flight and trajectory planning is a well-known aviation problem and is crucial. While airspace users want the most optimal trajectory to minimize a cost function, many constraints, such as ground obstacles, capacity limitations, or environmental threats, make this problem difficult to solve.

| Reference | S/A Space | Algorithms | Policy Class | Key Features |
|-----------|-----------|------------|--------------|--------------|
| Li et al. [96] | C/C | Actor-Critic | ANN | 1. Compensating for the actuator fault and system input saturation. 2. Proving system stability by Lyapunov theory. |
| Li et al. [97] | C/C | MMN-DDPG Transfer Learning | ANN | 1. Introducing exploratory noises and parameter-based transfer learning to improve speed and generalization. 2. Performing target tracking and obstacle avoidance precisely in uncertain environments. |
| Zhao et al. [98] | - | Multi-agent joint PPO (MAIPPO) | ANN | 1. Using a moving window averaging of state-valued function to deal with multi-agent coordination problems. 2. MAIPPO, a centralized training and distributed execution. |
| Lee et al. [99] | C/C | Actor-Critic | ANN | 1. Compensating the error of actor-critic network by a robust nonlinear sliding mode control method. 2. Achieving a better control performance compared to LQR. |
| Xian et al. [100] | C/C | Actor-Critic | ANN | 1. Using a normal distribution for having better exploration. |
| Zhen et al. [101] | - | PPO | ANN | 1. Converging faster than PID. 2. Generalizing to turbulent wind conditions. |
| Huang et al. [102] | C/C | Actor-Critic | ANN | 1. Stability of the NNs in different delays. 2. Experimentally demonstrating the reality and simulation gap. |
| Huang et al. [103] | C/C | DDQN | ANN / ε-greedy | Proposing model can train the controller in time domain directly on nonlinear or unknown model. |
| Shi et al. [104] | D/D | Q-learning TD | TD | Taking Q-learning for adaptive servoing gain adjustment. |
| Kim et al. [105] | D/C | DQN | ANN | Covering both unusual attitude and stable spin mode recoveries. |
| Zuo et al. [106] | C/C | DQN, PG, DDPG | ANN / ε-greedy | 1. Being more efficient and faster. 2. Handling continuous action space but not efficient enough. |
| Wang et al. [107] | C/C | DDPG | ANN | Using a normal distribution for having better exploration. |
| Bohn et al. [108] | C/C | PPO | ANN | 1. Using a moving window averaging of state-valued function precisely in uncertain environments. 2. Performing target tracking and obstacle avoidance transfer learning to improve speed and generalization. |
| Wada et al. [109] | C/C | Actor-Critic(A3C) LSTM | ANN | 1. Introducing an NN approximation to learn the optimal controller online with no information of model. |
Several techniques, including rerouting or ground delay are proposed to mitigate traffic congestion in most cases. The ATM domain is essentially based on temporal operations, with a capacity supply and demand model to manage air traffic flows. This operation can lead to capacity imbalances and create hot spots in sectors when capacity (defined as the number of aircraft accepted in a given sector during a given period) is exceeded. The planning of a trajectory or flight of an aircraft can be done in several stages defined in the ATM domain; the strategic phase includes the planning of flights performed between one year and D-7, the pre-tactical phase takes place between D-7 and D-1, and finally, the tactical phase takes place on D-day. An RL planner shows to be a promising tool to solve the pre-flight planning problems in dangerous environments [124].

UAV’s versatility in performing tasks ranging from terrain mapping to surveillance and military missions makes this problem a fundamental part of aircraft operations. One of many defined missions for UAVs is to fly over ground targets. The theory of POMDP was presented for military use, and nominal belief-state optimization (NBO) was used to find the optimal trajectory considering threats, wind effects, or other agents [117]. Also, an RL approach was proposed to use geometric information from the drone’s environment and create hot spots in sectors when capacity supply and demand is exceeded. The planning of a trajectory or flight of an aircraft can be done in several stages defined in the ATM domain; the strategic phase includes the planning of flights performed between one year and D-7, the pre-tactical phase takes place between D-7 and D-1, and finally, the tactical phase takes place on D-day. An RL planner shows to be a promising tool to solve the pre-flight planning problems in dangerous environments [124].

An RL method was used to resolve these hot spots with traffic speed regulation [125]. An agent representing a fix (a 2D point in the sector) can regulate the flows. By improving the computational capabilities, flights have been considered as agents, and MARL methods [120] were proposed to solve these capacity problems. Various algorithms were also studied: independent learners, edge-MARL, and agent-based-MARL, based on Q-learning techniques. Hot spots were solved using GDP, in which flight departures are delayed, to shift the whole trajectory [121]. The results show that collaborative methods yield better results. In order to reduce the search space, a hierarchical MARL scheme was proposed to solve the demand-capacity balancing (DCB) problem with GDP [82], thus allowing the abstraction of time and state-action. Inspired by supervised learning, multiple supervised-MARL frameworks built on PPO were suggested [81], where the agents representing the flights have three actions: hold their departure, take-off, or cooperate. This study indicated that adding supervisors can help improve search and generalization abilities. DQN and decentralized training and decentralized execution (DTDE) combined with replay experience [122] were also used to solve the DCB problem. In addition, a multi-agent asynchronous advantage actor-critic (MAA3C) framework was constructed to resolve airspace hot spots within a proper ground delay [126].

All these works aim to reduce hot spots by delaying flights while minimizing average delays and ensuring good distribution. Still, they have not studied other trajectory planning techniques. An RL approach was proposed to select a low-level heuristic to mitigate the air traffic complexity [127]. Flight level allocation, staggered departure times, and en route path deviation reduced congestion. In a UAM concept, the pre-departure airspace reservation problem as an MDP was formulated [123]. The first-in-first-out (FIFO) principle and the fast-MDP algorithm provided a conflict-free trajectory at the strategic stage. The scheduler, allowing both

| Reference | Problem Type | S/A Space | Algorithm | Policy Class | Key Features |
|-----------|--------------|-----------|-----------|--------------|--------------|
| Koch et al. [112] | Attitude control | C/C | DDPG, TRPO, PPO | - | Training RL algorithms to perform end-to-end attitude control. |
| Wang et al. [113] | Position tracking | C/C | DPG | - | Integrating DPG with integral compensator and adopting a two-phased approach. |
| Fei et al. [114] | Position tracking | C/C | DDQN | - | Running simultaneously with the model-based controller. |
| Bhan et al. [115] | Position tracking | C/C | SAC, PPO | - | 1. Estimating fault-related parameters using an estimator. 2. Train several RL algorithms using the estimated parameters. |

| Reference | Problem Type | Algorithms | Key Features |
|-----------|--------------|------------|--------------|
| Ragi et al. [117] | UAV path planning | POMDP | 1. Centralized or distributed flight plan scheduling. 2. Real-world scenarios. |
| Zhang et al. [118] | UAV path planning | Geometric RL | - | 1. Formulation as a Markov game. 2. Real-world scenarios. |
| Yan et al. [119] | UAV path planning | D3QN, DDQN, DQN | ϵ-greedy | 1. Estimation of actual method used in operations. 2. DRL approach and comparison of methods. |
| Spatharis et al. [120, 121] | DCB problem | Independent RL | ϵ-greedy | 1. Estimation of actual method used in operations. 2. DRL approach and comparison of methods. |
| Chen et al. [122] | DCB problem | DDQN, experience replay | Adaptive ϵ-greedy | 1. Estimation of actual method used in operations. 2. DRL approach and comparison of methods. |
| Bertram et al. [123] | Flight plan scheduling | FastMDP | ϵ-greedy | 1. Estimation of actual method used in operations. 2. DRL approach and comparison of methods. |

TABLE V: Selection from literature of RL on fault tolerant controller.

| Reference | Problem Type | Algorithms | Policy Class | Key Features |
|-----------|--------------|------------|--------------|--------------|
| Koch et al. [112] | Attitude control | C/C | DDPG, TRPO, PPO | - | Training RL algorithms to perform end-to-end attitude control. |
| Wang et al. [113] | Position tracking | C/C | DPG | - | Integrating DPG with integral compensator and adopting a two-phased approach. |
| Fei et al. [114] | Position tracking | C/C | DDQN | - | Running simultaneously with the model-based controller. |
| Bhan et al. [115] | Position tracking | C/C | SAC, PPO | - | 1. Estimating fault-related parameters using an estimator. 2. Train several RL algorithms using the estimated parameters. |

TABLE VI: Selection from literature on RL in flight planning.
centralized and decentralized flight planning, takes advantage of the computing power and parallelization of GPUs to process a large number of flights. A Learning-to-Dispatch algorithm was proposed to maximize the air capacity under emergency situations such as hurricane disasters [128].

G. Airline Maintenance

Maintenance scheduling is the process of planning when and what type of maintenance check should be performed on an aircraft. The maintenance tasks of airlines are usually grouped into four-letter checks (A, B, C, and D). The level of detail in the maintenance check of these groups is different. For example, A- and B-checks are considered light maintenance, and C- and D-check as heavy maintenance and more detailed inspection. Usually, weather conditions and flight disruptions cause deviation from the scheduled plan. These uncertainties make aircraft maintenance scheduling a challenging task.

A look-ahead approximate dynamic programming methodology was developed for aircraft maintenance check [129]. Its schedules minimized the wasted utilization interval between maintenance checks while reducing the need for additional maintenance slots. The methodology was tested with two case studies of maintenance data of an A320 family fleet. The developed method showed significant changes in scheduled maintenance times; it reduced the number of A-checks by 1.9%, the number of C-check by 9.8%, and the number of additional slots by 78.3% over four years.

An RL-based approach was proposed in [130] to solve the aircraft’s long-term maintenance optimization problem. The proposed method uses information about the aircraft’s future mission, repair cost, prognostics and health management, etc., to provide real-time, sequential maintenance decisions. The RL-driven approach outperforms three existing commonly used strategies in adjusting its decision principle based on the diverse data in several simulated maintenance scenarios. The integration of an RL model for Human–AI collaboration in maintenance planning and the visualization of the Condition-Based Maintenance indicators were proposed in [131]. Optimal maintenance decision-making in the presence of unexpected events was also developed.

H. Safety and Certification of Reinforcement Learning

Safety is of utmost importance in safety-critical applications such as aviation systems. Recent promising results in RL have encouraged researchers to apply such techniques to many real-world applications. However, the certification of learning-based approaches, including RL in safety-critical applications, remains an open research question [132], [133]. Recent surveys provide a comprehensive overview of efforts toward safe RL for safety-critical applications [134]. While there has been a lot of research interest in safe RL, especially in the autonomous driving community [135]–[137], safe RL problem is still underexplored in the aviation research community. The application of safe RL in aviation systems has been studied from different angles. For instance, recently, a safe DRL approach was proposed for autonomous airborne collision avoidance systems [62]. From the conflict resolution perspective, soft actor-critic models were used during vertical maneuvers in a layered airspace [138]. In a similar line of research, a safe deep MARL framework can identify and resolve conflicts between aircraft in a high-density [42].

From the run-time assurance perspective, a run-time safety assurance approach casts the problem as an MDP framework and uses RL to solve it [139]. Similarly, the path planning problem was framed as MDP and utilized MCTS for safe and assured path planning [140]. To guarantee the safety of real-time autonomous flight operations, an MCTS algorithm was proposed along with Gaussian process regression and Bayesian optimization to discretize the continuous action space [141]. Furthermore, a reinforcement learning framework predicts and mitigates the potential loss of separation events in congested airspace [142]. Recently, a safety verification framework was presented for design-time and run-time assurance of learning-based components in aviation systems [133].

III. Conclusion

In this paper, after a review of the most common RL techniques and the overall methodology and principles of them, a survey of the application of RL in aviation is proposed. Ranging from airline revenue management to aircraft altitude control, the use of RL methods has shown a great interest in the literature in the last decade. Indeed, with the increase of computational power and access to a large source of data, this data-driven approach has become widely studied. Whether it is collision avoidance, traffic management, or other aviation-related problems, these learning-based frameworks show promising results, and a variety of algorithms and techniques are often studied for a specific problem. The most advanced techniques such as DRL or DPG are used to deal with critical systems such as collision avoidance or to handle the increase of growing air traffic in traffic management and flight planning. However, differences between the simulated environment and real-world application or its black-box scheme can still be a hindrance to implementation in the aviation industry, constrained by numerous safety measures. The certification of such methods is then a crucial point for these innovative and disruptive applications in aviation and should be one of the focuses of research in this area.
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