Abstract: Variation in solar irradiance causes power generation fluctuations in solar power plants. Power grid operators need accurate irradiance forecasts to manage this variability. Many factors affect irradiance, including the time of year, weather and time of day. Cloud cover is one of the most important variables that affects solar power generation, but is also characterized by a high degree of variability and uncertainty. Deep learning methods have the ability to learn long-term dependencies within sequential data. We investigate the application of Gated Recurrent Units (GRU) to forecast solar irradiance and present the results of applying multivariate GRU to forecast hourly solar irradiance in Phoenix, Arizona. We compare and evaluate the performance of GRU against Long Short-Term Memory (LSTM) using strictly historical solar irradiance data as well as the addition of exogenous weather variables and cloud cover data. Based on our results, we found that the addition of exogenous weather variables and cloud cover data in both GRU and LSTM significantly improved forecasting accuracy, performing better than univariate and statistical models.
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1. Introduction

In recent years, solar electricity has grown in popularity due to the lowering costs of manufacturing and the rising efficiency of solar panels. In order to fully integrate solar electricity into power grid systems, information regarding the amount of solar irradiance from the sun at a given location and future time period must be known to estimate the amount of electricity that will be generated and dispatch accordingly [1]. This can be a challenge for power grid operators given the stochastic nature of solar irradiance due to cloud cover, humidity, air temperature, and other environmental factors. Using accurate predictions of future solar irradiance values, power grid operators would be able to determine how much energy will be generated in the near future, dispatch power to supply electricity as needed, and schedule power generation to meet the varying demands of electricity throughout the year [1].

Global Horizontal Irradiance (GHI) is defined as the amount of solar irradiance hitting a surface horizontal to the Earth’s surface [2]. GHI is an important measurement for photovoltaic (PV) power plants, because it allows plant operators to estimate the amount of power generated at a given time and model PV performance over time. GHI can be measured using a pyranometer or calculated based on the Direct Normal Irradiance (DNI) and Diffuse Horizontal Irradiance (DHI), where DNI is the beam irradiance from the sun directly hitting the surface at a perpendicular angle and DHI is the surrounding irradiance that has been scattered by the Earth’s atmosphere coming from equal angles.
of the surface [2,3]. In non-concentrating PV power plants, forecasting future PV power production primarily utilizes GHI forecasts, while concentrated solar power forecasting can only benefit from forecasts of DNI [3]. The amount of GHI and DNI hitting the Earth’s surface is dependent on the amount of cloud cover over a particular site [3–5] as well as weather patterns in the area, such as air temperature, relative humidity, wind speed and direction, and dew point [2,6,7]. Forecasting GHI and PV power output are similar in that both depend on surrounding weather and cloud activity [8]. Using GHI forecasts and the characteristics of a particular PV panel, power production can be predicted for some time in the future to measure PV power plant performance and efficiency for PV installations [9,10]. In this paper, we forecast GHI rather than PV power production in order to compare our results to existing literature in forecasting solar irradiance.

Given the high degree of variability, forecasting solar irradiance has been largely studied in the literature in order to obtain higher prediction accuracy and more efficient modeling. Research efforts in forecasting solar irradiance include the use of physics, statistics, and machine learning models using cloud imagery, historical solar irradiance, and exogenous weather data to predict solar irradiance over short and long time horizons [1]. Physics-based models, including Numerical Weather Prediction (NWP) models, use satellite and ground-based sky image data to evaluate cloud formations and predict solar irradiance [11,12]. While physics-based models explain causality through closed-form equations or numerical simulations, the solutions are in some cases limited with respect to their computational tractability [1]. On the other hand, statistics-based models, including Regression [13], Exponential Smoothing Models [14], and variants of the Autoregressive Integrated Moving Average (ARIMA) model [4,13,15], have been implemented for solar irradiance forecasting over shorter horizons. These models use statistical analysis in order to map inputs to the forecast variable; however, considering the non-stationary nature of solar irradiance data, statistical models fail to accurately predict sudden changes in solar irradiance [13]. Various operational decisions are often dependent on short- and long-term forecasts, where short-term forecasting refers to forecasts over one to six hours and long-term forecasting refers to predicting solar irradiance over six hours to a couple of days [1]. In practice, statistical models and forecasting models using satellite cloud imagery perform well for short-term forecasts [1,16]; these forecasts provide insight on how much solar power may be generated in the near future and influence intraday power scheduling decisions [14]. Conversely, physics-based models perform better for long-term forecasts which are used to develop plans for integrating solar power systems [16]. Multivariate time series models capture the influence of multiple variable on the target variable to improve forecasting performance. Many previous studies [4] have shown empirical relationship between various variables such as solar zenith angle, ambient temperature, cloud cover, humidity, and air temperature and irradiance. We chose to experiment with multivariate GRU to evaluate if the model is able to capture the dynamic dependencies of these variables on future irradiance.

Machine learning models including Artificial Neural Networks have the ability to train the model using historical solar irradiance data, exogenous meteorological data, or both to capture the stochasticity of solar irradiance data. Melzi et al. [15] compared the performance of several machine learning techniques to statistical models using previous hours of solar irradiance and previous days containing the same number of daylight hours in order to forecast hourly solar irradiance. They found that combining exogenous variables to solar irradiance data improved model performance. Li et al. [6] evaluated the use of Hidden Markov Models (HMM) and Support Vector Regression (SVR) to forecast short-term solar irradiance under different weather conditions. They used exogenous weather variables, such as relative humidity, air temperature, and wind speed, as observation states within their HMM and found that these variables had a large impact on future solar irradiance. Aguiar et al. [17] designed Artificial Neural Networks that used ground solar irradiance data along with solar radiation and Total Cloud Cover forecasts as inputs to the model. The best results of their study were obtained by combining exogenous satellite data and Total Cloud Cover data. Yang et al. [4] tested the application of three different forecasting methods using GHI, DNI, DHI and cloud cover. Moreover,
the addition of cloud cover information was shown to significantly improve the accuracy of forecasting models. Additionally, hybrid models have been developed by combining machine learning techniques with physics- or statistics-based models to improve overall forecasting performance compared to using a single type of model \cite{18,19}. Reikard \cite{13} evaluated the performance of regression combined with neural networks and found that the hybrid model performed better than regression or neural networks alone. Ogliari et al. \cite{20} proposed a mixed method containing a physical-neural network model and a five parameters model for forecasting future PV power production, where the combination of these two forecasting methods resulted in competitive forecasting 24 h in advance.

More recently, deep learning techniques have been utilized in solar irradiance and solar power production forecasting. Gated Recurrent Neural Networks (RNN) are a special type of deep learning model that have shown promising results in forecasting sequential data due to their ability to pass long-term information from previous computations as inputs \cite{21}. Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) are two gated RNNs that have been shown to perform well for many different problems in predictive analytics, including speech recognition and traffic prediction \cite{22,23}. LSTM and GRU differ from one another by the number of gates within their architecture and the transfer of information. Some empirical research has been done to measure the performance of GRU compared to LSTM given their differences; however, more research is needed to determine which network is superior and the preference for one gated RNN over another is often dependent on the data set \cite{24}. Alzahrani et al. \cite{25} used deep neural networks, namely LSTM, to predict short-term solar irradiance using data collected every millisecond over a four day period. They found that LSTM outperformed other traditional machine learning methods including SVR and Feedforward Neural Networks (FFNN). Abdel-Nasser and Mahmoud \cite{26} tested various LSTM architectures in order to forecast PV power production using historical data and concluded that LSTM is able to accurately learn complex patterns in PV power time series. Qing and Niu \cite{7} propose the use of LSTM for hourly day-ahead solar irradiance prediction using weather forecasts of the same day as input. The weather variables include temperature, dew point, humidity, visibility, wind speed, and weather type. They found that the LSTM learning algorithm is more accurate than linear least squares regression and neural networks using the back propagation algorithm due to better generalization. Husein and Chung \cite{27} proposed the use of LSTM for day-ahead solar irradiance forecasting using only exogenous features and compared their proposed model to FFNN. LSTM outperformed traditional FFNN in all tested locations chosen based on average climate, leading to an increase in energy savings. Kumar et al. \cite{28} used LSTM and GRU in spark clusters for hyperparameter tuning to forecast short-term electric load in power grids. Sorkun et al. \cite{29} investigated the use of univariate RNNs, namely LSTM and GRU, for one hour ahead solar irradiance time series forecasting. They found that LSTM and GRU outperformed traditional RNNs indicating that gated RNNs are competitive in solar irradiance forecasting, but using only historical solar irradiance with LSTM or GRU was not superior to one another. Wang et al. \cite{8} implemented multivariate GRU networks on groups of training sets containing similar features in order to accurately forecast short-term PV power output. Their multivariate GRU network outperformed existing forecasting models due to the addition of highly-correlated features and splitting the training sets into groups using K-means methods. Through their analysis, they also found that GRU has an advantage over LSTM due to less training time over large data sets. Although literature for the application of LSTM and GRU exists for predicting PV power production, an experimental study comparing LSTM and GRU with and without exogenous weather and cloud cover data has not been conducted.

In this paper, we evaluate the application of multivariate GRU for solar irradiance forecasting and compared the proposed model with univariate and multivariate LSTM. To the best of our knowledge, GRU in combination with hourly exogenous weather and cloud cover data has not been applied to short-term solar irradiance forecasting. The key contributions of this paper are the following:

- Propose the application of multivariate GRU to forecast hourly solar irradiance in Phoenix, Arizona one to ten time steps ahead using historical solar irradiance and exogenous weather variables
- Assess the impact of adding exogenous weather variables, such as solar zenith angle, relative humidity, air temperature, and cloud cover, to LSTM and GRU networks
- Performance comparison of prediction accuracy and computation time between GRU and LSTM using various configurations (i.e., univariate, multivariate without cloud cover, and multivariate with cloud cover)

The rest of the paper is organized as follows: Section 2 gives a brief description of the proposed model and describes our experimental plan to evaluate univariate and multivariate GRU against univariate and multivariate LSTM. Section 3 provides a performance comparison of GRU to LSTM and discusses the experimental results. Section 4 concludes our research paper and provides a plan for future work in this research area.

2. Materials and Methodology

We designed a Gated Recurrent Unit (GRU) to forecast hourly solar irradiance using real-world solar irradiance data, exogenous meteorological variables, and cloud cover time series data. We provide an experimental plan for evaluating the proposed model against LSTM and existing literature in terms of accuracy and computation time.

2.1. Multivariate GRU

GRU was first proposed by Cho et al. [30] as a simpler RNN architecture compared to LSTM, resulting in easier computation and implementation. The GRU network consists of designing multiple cells that adaptively remember and forget information as new information is received [30]. The feedback loops of the GRU network are unrolled in time such that the output of a previous cell is used as input to the next cell in addition to the current input example. This key feature allows gated RNNs to accurately understand and predict sequential data over time. GRU cells are similarly configured to LSTM cells; however, since GRU cells contain only two gates compared to three gates in LSTM, GRU requires fewer computations overall [29]. GRU cells contain a reset (r) and update (u) gate, as shown in Figure 1. The update gate decides how much information will be remembered, while the reset gate determines whether new information will be added to the previous state [29]. GRU cells are maintained using the following equations:

\[ r_i = \sigma(W_r^i x_i + Z_r^i h_{t-1}^i) \]  \hspace{1cm} (1)
\[ u_i = \sigma(W_u^i x_i + Z_u^i h_{t-1}^i) \]  \hspace{1cm} (2)
\[ \hat{h}_t^i = \sigma(W_i^i x_t + U_i(h_{t-1}^i \ast r_j)) \]  \hspace{1cm} (3)
\[ h_t^i = u_i h_{t-1}^i + (1 - u_i) \hat{h}_t^i \]  \hspace{1cm} (4)

where \( i \) represents the \( i \)-th hidden unit, \( W, Z, \) and \( U \) are the trained weight matrices, \( x \) represents the time series input vector, \( \sigma \) denotes the chosen activation function, \( t \) represents time, and \( h_{t-1}^i \) represents the previous output. These formulas are similar to LSTM in nature and more explanation is given in [30].

Due to its ability to manage long-term dependencies in sequential data, GRU performs well for time series forecasting problems. The GRU cells within a network are trained by minimizing a specific cost function using Backpropagation Through Time. In our experiments, specific cost functions perform better for univariate and multivariate cases: minimizing the mean squared error for the univariate experiments and the mean absolute error for the multivariate cases resulted in better performance. To forecast the amount of solar irradiance at time \( t \), the observations from \( T \) previous time steps are considered. In our case, we utilize the last \( T = 48 \) time steps or hours in order to obtain the best results. In the univariate experiments, the GRU and LSTM networks contain one deep layer with 10 units; meanwhile, multivariate experiments contain three layers with 60, 30, and 10 units, respectively. We train the univariate models using 100 epochs, and multivariate models using 50 epochs. Both
univariate and multivariate models use a batch size of 35 and Adam optimizer with a learning rate of 0.0001. The total number of trainable parameters in the GRU is 29,051 compared to 38,731 parameters for LSTM.

![Figure 1](image_url). Structure of a Gated Recurrent Units (GRU) cell [24].

### 2.2. Data Description

Real-world data sets containing solar irradiance, weather, and cloud cover data are collected. Data sets range from 1 January 2004 to 31 December 2014, yielding 96,360 total observations. Hourly solar irradiance and weather data are obtained from the National Renewable Energy Laboratory’s National Solar Radiation Database for Phoenix International Airport in Phoenix, Arizona. GHI and weather variables, including solar zenith angle, relative humidity, and air temperature, from 2004 to 2014 are chosen for our experiments. These particular variables were chosen based on Pearson correlation coefficients between GHI and each of the variables, which indicates a strong linear relationship between the two variables. The Pearson correlation coefficients are −0.87, −0.51, and 0.57 for the solar zenith angle, relative humidity, and air temperature, respectively. Figure 2 shows examples of hourly input data using the first day of each month in 2004. The time at which solar irradiance occurs at sunrise and sunset as well as the amount of solar irradiance around noon varies throughout the year. Additionally, on days where cloud cover is present, the GHI curve features sudden drops in solar irradiance through the day. For the cloud cover data set, the National Oceanic and Atmospheric Administration (NOAA) hosts the International Satellite Cloud Climatology Project (ISCCP) that provides global cloud information at high resolutions. We utilize the ISCCP HXG files which contain data in three-hour intervals at 0.1 equal angles of latitude and longitude. Within these files, cloud cover data is represented in binary with 0 and 1 indicating no cloud and cloud cover, respectively. We calculate a ratio of pixels containing cloud cover to total pixels in order to determine the surrounding cloud activity of a given location. For our experiments, we used an area of three pixels squared with the location of interest in the middle. The solar irradiance, weather, and cloud cover data are then aggregated by repeating the cloud cover ratios three times per interval to match the hourly data set. Before training the networks, the data set containing solar irradiance, weather, and cloud cover data is normalized using Min-Max normalization, reducing the range of data between zero and one.
2.3. Experimental Evaluation

In order to fully evaluate our proposed GRU network, we perform a set of three experiments. For our first experiment, we evaluate the univariate case of GRU comprising only of historical solar irradiance (i.e., GHI) from the Phoenix International Airport. Our model uses the past 48 time steps, or GHI from the last 48 h, to forecast solar irradiance at the next time step. We tested the model for 24, 48, and 72 h (one to three previous days) and found that using 48 time steps resulted in the best performance for LSTM and GRU forecasting models. Our second experiment extends the first by adding sequences of hourly solar zenith angle, relative humidity, and air temperature to build a multivariate case of GRU. Lastly, our third experiment adds the corresponding ratio of cloud cover to the multivariate model from the second experiment for a total of four exogenous variables. In both multivariate experiments, the last 48 h of data for each variable are used in training to predict solar irradiance and exogenous variables for the next hour. In order to measure model performance, we only consider the predictions for GHI.

For each experiment, the data is split into 80 percent training, 10 percent validation, and 10 percent testing in order to validate and compare model performance. The training, validation, and testing data sets are in sequence and mutually exclusive. Both GRU and LSTM are implemented using the TensorFlow and Keras libraries in Python. In order to evaluate model performance, we calculate the Mean Absolute Percentage Error (MAPE) and Root Mean Squared Error (RMSE). For a series of predicted values, the MAPE computes the average percentage error between actual and predicted values. Meanwhile, RMSE measures the standard deviation of the forecast error between actual and predicted values. MAPE and RMSE are calculated using the following formulas:
\[
\text{MAPE} = \frac{100}{N} \sum_{i=1}^{N} \frac{|A - P|}{|A|} \\
\text{RMSE} = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\frac{(A - P)^2}{N}}
\]

where \( A \) and \( P \) indicate the actual and predicted values, respectively, and \( N \) is the total number of predictions. In all experiments, the MAPE and RMSE are calculated for daylight hours only.

3. Results and Discussion

3.1. Experimental Results

Table 1 summarizes the results for hour-ahead forecasting from three experiments for LSTM and GRU: univariate models, multivariate models without cloud cover, and multivariate with cloud cover. We observe that for both LSTM and GRU, multivariate models outperform univariate models. In the case of multivariate LSTM, the improvement was 18.33% and in the case of Multivariate GRU the improvement was 15.25%. We observe that Multivariate LSTM with cloud cover has slightly better performance compared with Multivariate GRU. We further study the performance of both LSTM and GRU with multiple step ahead forecasts from 1-step ahead to 10-steps ahead forecast. We observe in Figure 3 that both GRU and LSTM based multivariate models outperform univariate models until 7 time steps ahead with no significant different between them.

Table 1. Comparison of forecast errors at one time step across one year of hourly testing data.

| Model          | Univariate | Multivariate without Cloud Cover | Multivariate with Cloud Cover |
|----------------|------------|----------------------------------|-------------------------------|
|                | MAPE       | RMSE                             | MAPE                          | RMSE                        | MAPE     | RMSE    |
| LSTM           | 29.13%     | 67.17                            | 25.37%                        | 66.57                       | 23.79%   | 66.75   |
| GRU            | 30.29%     | 68.27                            | 28.99%                        | 67.29                       | 25.67%   | 67.97   |

Figure 3. Mean Absolute Percentage Error (MAPE) and Root Mean Squared Error (RMSE) values for each model predicted ten time steps into the future.

Figure 4 shows the average MAPE and RMSE along with standard error bars for each month of the testing set using multivariate GRU and LSTM with cloud cover. Across all months, the average MAPE and RMSE values were very close between multivariate GRU and LSTM models. In six out of 12 months (i.e., January, April, May, June, October, and November), the MAPE values for multivariate GRU and LSTM were below 20 percent. Similarly, RMSE values below 40 occurred in five out of
12 months (i.e., January, May, June, October, and November). In both MAPE and RMSE, March, July, August, September, and December produced the highest amounts of error throughout the year. Additionally, the standard error bars are wider during these months, indicating high variation in accuracy in that time period. Figure 5 shows the actual solar irradiance and forecasting results for each of the three experiments for GRU and LSTM on four different days throughout the testing year. On these given days, cloud cover was present throughout the day and the amount of solar irradiance during daylight hours was not consistent. In all cases, the multivariate models predicted solar irradiance similarly to one another and closer to the actual values than the univariate models. The highest amounts of error occurred when the model overestimated the solar irradiance or after a sudden change in solar irradiance. On days where solar irradiance is inconsistent in the morning hours, all models overestimated the amount of solar irradiance compared to the actual values; this may be due to the fact that the models learned that solar irradiance increases consistently in the morning hours. After a sudden decrease in solar irradiance, the models react to the sudden change in the following time step, rather than accurately predicting the sudden change. Similarly, the models react to a sudden increase in solar irradiance in the time step directly after. This often led to a high amount of error if the actual solar irradiance increased after the decrease. Because of the reactivity of the models, overall error is higher on days where solar irradiance is inconsistent and stochastic. It would be helpful to seek higher resolution data for solar irradiance, weather variables, and cloud cover time series in order to combat the problems with overestimation and reacting to sudden changes in solar irradiance [25].

Despite their architectural differences, LSTM and GRU have been shown to perform similarly to one another, indicating that the superior model highly depends on the task [24]. In this case, we believe that multivariate GRU and multivariate LSTM perform similarly in terms of model accuracy. It is evident that the addition of exogenous weather variables increases solar irradiance forecasting accuracy overall; however, with the addition of weather variables, there is also an increase in the training and prediction time. Table 2 describes the training and prediction times for all experiments. Multivariate GRU and LSTM with cloud cover took approximately 4 and 6.5 times longer to train and predict than their univariate counterparts, respectively. In all cases, however, the GRU models performed faster than the LSTM models. The total number of trainable parameters for GRU are quite less compared with LSTM, hence GRU has less parameters to train in comparison to the LSTM model. The biggest difference in training time between GRU and LSTM can be seen as more variables are added to the models. Higher amounts of training and prediction times in the multivariate models may not be suitable for real-time solar irradiance forecasting, as it may take too long to update short-term forecasts based on the most recent information.

**Figure 4.** Average MAPE and RMSE values with corresponding standard error for each month using multivariate GRU and Long Short-Term Memory (LSTM) with cloud cover.
Figure 5. Comparison of actual and forecast values for both LSTM and GRU models on days with irregular solar irradiance patterns.

Table 2. Comparison of training and prediction time.

| Experiment                      | Training (h) | Prediction (s) |
|---------------------------------|--------------|----------------|
| Univariate GRU                  | 0.65         | 1.55           |
| Univariate LSTM                 | 0.7          | 1.39           |
| Multivariate GRU without cloud  | 2.4          | 8.14           |
| Multivariate LSTM without cloud | 2.66         | 9.23           |
| Multivariate GRU with cloud     | 2.9          | 11.02          |
| Multivariate LSTM with cloud    | 3.27         | 11.84          |

3.2. Discussion

Irradiance forecasting is a very important component for grid operators to manage the variability and uncertainty associated with solar power. Cloud cover is the most critical variable for solar energy power generation, but is also characterized by high degree of uncertainty and variability. Ground-based remote sensing equipment is needed for obtaining high resolution cloud cover data. In this paper, we studied the application of multivariate GRU for irradiance forecasting. We compared the multivariate GRU with univariate and multivariate LSTM with and without cloud cover data. We used cloud cover data obtained from satellite observations (which has much coarser resolution compared to ground-based remote sensing equipment).

We observe that existing forecasting models perform well during non-cloudy days compared to cloudy days due to a high degree of variability in cloud cover. In the proposed multivariate GRU, we used historical solar irradiance, solar zenith angle, air temperature, relative humidity, and cloud cover to predict hourly solar irradiance. Multivariate models with and without the addition of cloud cover outperformed univariate GRU and LSTM. Additionally, LSTM outperformed GRU in
both univariate and multivariate experiments. We compared our forecasting results to the Phoenix results from Reikard [13] as shown in Table 3 and observed that multivariate GRU and LSTM with cloud cover performed similarly to their tested statistical and machine learning models. For certain months, average model accuracy was much lower due to outliers in MAPE and RMSE. In these cases, the monthly ranges for MAPE and RMSE were larger, leading to wider standard error bars. For example, there were three particular days in March where the model predicted solar irradiance with an MAPE over 100 percent. In order to improve the number of outliers, additional research is needed to develop a model that can handle generalizing a wide variation of solar irradiance patterns on cloudy days.

Table 3. Comparison of forecast errors from Reikard [13].

| Model                      | Error (%) |
|----------------------------|-----------|
| Regression                 | 29.96     |
| Unobserved Components Models | 29.92    |
| ARIMA                      | 23.6      |
| Transfer function          | 23.52     |
| Neural network             | 29.38     |
| Hybrid                     | 23.67     |

4. Conclusions

In this paper, we propose the application of a relatively new and robust RNN to forecast hourly solar irradiance. We applied univariate and multivariate GRU models using historical solar irradiance, exogenous meteorological variables, and cloud cover data to forecast solar irradiance in Phoenix, Arizona. The proposed is compared with LSTM, another popular deep learning model. We further analyze the performance of models to forecast multiple time steps into future, how the models perform with cloud cover variable, and how the performance of different models vary across a given day, over the year, and days with high variability in irradiance. Our primary motivation for this work is to be able to find a model that can continuously produce real-time forecasts based on publicly available weather data. Therefore, we also study the computational performance of various models. Overall, multivariate deep learning methods perform better than univariate models. There is significant performance improvement with including cloud cover in the multivariate models. We observe from Phoenix dataset that multivariate LSTM has slightly less error compared to multivariate GRU, but multivariate GRU has less training and prediction time compared to multivariate LSTM. There is not much difference between per month MAPE and RMSE between multivariate GRU and multivariate LSTM.

In our future work, we would like to improve irradiance forecasting performance that would further help grid operators to manage uncertainty associated with solar power. This includes using better quality cloud cover data in the model, techniques to further improve the performance of the model, and finally, evaluating the utility of these models to help grid operators manage the variability of irradiance under different conditions. The proposed deep learning methods could be further improved by incorporating more detailed cloud cover related features [31] as well as higher resolution GHI data. The data used in our experiments includes hourly GHI data which is freely available from NREL [32], but many solar installations collect one-minute resolution data [33] that could be used to potentially improve the model performance. On days where there is no cloud cover, both models performed exceptionally; however, on days with cloud cover, both models fail to accurately predict future solar irradiance. Rather than having one static model to predict non-cloudy and cloudy days, we could potentially use ensemble methods or concept drift methods to reduce over-fitting on days where there is high variability in cloud cover [34]. Moreover, more research is needed in not only reducing the forecast error, but also maximizing the utility of irradiance forecasts. The use of variables, namely back-of-module temperature and DNI, could be used to predict solar power plant production.
Being able to predict solar power plant production using DNI and back-of-module temperature would allow power grid operators to calculate future production directly, further reducing the margin of error.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- **ARIMA** Autoregressive Integrated Moving Average
- **DHI** Diffuse Horizontal Irradiance
- **DNI** Direct Normal Irradiance
- **FFNN** Feedforward Neural Network
- **GRU** Gated Recurrent Unit
- **GHI** Global Horizontal Irradiance
- **HMM** Hidden Markov Model
- **ISCCP** International Satellite Cloud Climatology Project
- **LSTM** Long Short-Term Memory
- **MAPE** Mean Absolute Percentage Error
- **NOAA** National Oceanic and Atmospheric Administration
- **NWP** Numerical Weather Prediction
- **PV** Photovoltaic
- **RMSE** Root Mean Squared Error
- **RNN** Recurrent Neural Network
- **SVR** Support Vector Regression
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