TRANSMISSION SPECTROSCOPY OF THE HOT JUPITER WASP-12b FROM 0.7 TO 5 μm
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ABSTRACT

Since the first report of a potentially non-solar carbon-to-oxygen ratio (C/O) in its dayside atmosphere, the highly irradiated exoplanet WASP-12b has been under intense scrutiny and the subject of many follow-up observations. Additionally, the recent discovery of stellar binary companions ~1” from WASP-12 has obscured interpretation of the observational data. Here we present new ground-based multi-object transmission-spectroscopy observations of WASP-12b that we acquired over two consecutive nights in the red optical with Gemini-N/GMOS. After correcting for the influence of WASP-12’s stellar companions, we find that these data rule out a cloud-free H2 atmosphere with no additional opacity sources. We detect features in the transmission spectrum that may be attributed to metal oxides (such as TiO and VO) for an O-rich atmosphere or to metal hydrides (such as TiH) for a C-rich atmosphere. We also reanalyzed NIR transit-spectroscopy observations of WASP-12b from HST/WFC3 and broadband transit photometry from Wasp Spitzer. We attribute the broad spectral features in the WFC3 data to either H2O or CH4 and HCN for an O-rich or C-rich atmosphere, respectively. The Spitzer data suggest shallower transit depths than the models predict at infrared wavelengths, albeit at low statistical significance. A multi-instrument, broad-wavelength analysis of WASP-12b suggests that the transmission spectrum is well approximated by a simple Rayleigh scattering model with a planet terminator temperature of 1870 ± 130 K. We conclude that additional high-precision data and isolated spectroscopic measurements of the companion stars are required to place definitive constraints on the composition of WASP-12b’s atmosphere.
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1. INTRODUCTION

The advent of ground-based multi-object spectroscopy observations of transiting exoplanets (Bean et al. 2010) has opened up the field of atmospheric characterization to more targets due to the availability of additional telescopes and to new wavelengths previously inaccessible using only space-based instruments.

The highly irradiated Jupiter-sized exoplanet WASP-12b (Hebb et al. 2009) is currently a target of multiple studies, each working to constrain its atmospheric properties. In Madhusudhan et al. (2011a), they report the first detection of a planetary atmosphere with a carbon-to-oxygen ratio (C/O) ≥ 1. Using the Spitzer Space Telescope to observe WASP-12b during secondary eclipse, they find that its dayside atmosphere is enhanced in methane and depleted in water vapor, each by more than two orders of magnitude relative to chemical-equilibrium models with solar abundance. The observed concentrations are consistent with theoretical expectations for an atmosphere with a C/O in excess of unity.

Spitzer full-orbit phase observations of WASP-12b at 3.6 and 4.5 μm present conflicting results. In their best-fit solution, Cowan et al. (2012) report finding transit depths that are inconsistent with model predictions, irrespective of the C/O, eclipse depths that are consistent with previous results (Madhusudhan et al. 2011a; Campo et al. 2011), and ellipsoidal variations in the 4.5 μm channel only. However, by fixing the ellipsoidal variations to zero, Cowan et al. (2012) find that the measured transit depths are more consistent with model predictions and that the measured eclipse depths favor a solar C/O and a modest thermal inversion.

The announcement by Bergfors et al. (2013) of a companion star only 1” from WASP-12 has serious implications on the previous results discussed above. The companion contaminates the measured transit and eclipse depths by upward of 15% in the infrared. Using a spectral type of M0–M1, Crossfield et al. (2012) derive wavelength-dependent dilution factors and present corrected transit and eclipse depths for previous analyses. When combined with their narrowband, 2.315 μm secondary-eclipse measurement, they find that WASP-12b’s emission spectrum is well approximated by a blackbody and conclude that its photosphere is nearly isothermal. If true, transmission spectroscopy may be the only method of constraining the atmospheric C/O. Beckert et al. (2013) have since demonstrated that the companion star is a binary (labeled WASP-12BC) that is physically associated with the primary star WASP-12(A), thus forming a hierarchical triple system. Using NIR color information, they estimate both companions to be of spectral type M3.

Swain et al. (2013) report on transit and eclipse observations of WASP-12b using Hubble Space Telescope’s (HST) WFC3 instrument. Using the Bayesian information criteria (BIC) as their metric, Swain et al. (2013) find that the best fit to the companion-star-corrected terminator and dayside spectra comes from a pure H2 atmospheric model with no additional opacity sources. However, their data cannot rule out more complex (and realistic) models, including one with opacity from the metal hydrides TiH and CrH. Additionally, they find no evidence of a C/O ≥ 1 or a thermal inversion. Swain et al. (2013) conclude that additional data or detailed modeling is needed to place better constraints on the planet’s atmospheric composition. Two
other works also analyzed the WFC3 transmission-spectroscopy data of WASP-12b. Of note, Mandell et al. (2013) performed an in-depth examination of the band-integrated time series and Sing et al. (2013) explored atmospheric models that include significant opacity from aerosols.

In this paper, we present new ground-based transmission-spectroscopy observations of WASP-12b in the red optical. The purpose of these observations is to independently constrain the atmospheric C/O by measuring the relative abundance of H₂O at the terminator. Additionally, the observations are sensitive to the strong potassium (K) resonance doublet near 770 nm. The detection of K would limit the presence of hazes in the upper atmosphere. We also present reanalyses of WASP-12b transmission-spectroscopy observations using HST/WFC3 and broadband-photometry transit observations using Spitzer, each previously discussed by Swain et al. (2013) and Cowan et al. (2012), respectively.

We note that the atmospheric composition at the terminator region does not necessarily need to be consistent with the composition on the dayside. This is because the transmission spectrum probes a different part of the atmosphere than the tor region does not necessarily need to be consistent with the previously discussed by Swain et al. (2013) and Cowan et al. (2012).

Sections 2–4 discuss observations, data reduction, and light-curve systematics and fits for the Gemini-N/GMOS, HST/WFC3, and Spitzer/IRAC data sets, respectively. In these sections, we also present a new method for modeling spectroscopic light curves and compare results with existing techniques. In Section 5, we describe how we account for contamination from the stellar companions WASP-12BC and present corrected transit-depth values with uncertainties. We present theoretical atmospheric models in Section 6 and discuss their implication on the planet’s C/O. Finally, we give our conclusions in Section 7.

2. GEMINI-N/GMOS OBSERVATIONS AND DATA ANALYSIS

2.1. Observations

We observed two transits of WASP-12b using the Gemini-North telescope located atop Mauna Kea, Hawai’i (Program ID GN-2011B-C-1). The Gemini Multi-Object Spectrograph (GMOS; Hook et al. 2004) monitored the transits on two consecutive nights in 2012 January. A log of the observations is given in Table 1. The conditions were photometric on both nights. The first night was fairly dry, with an estimated precipitable water vapor of 0.7 mm, while the second night was considerably wetter, with an estimated precipitable water vapor of 1.2 mm.

We used the multi-object spectroscopy mode of GMOS with a slit mask to gather time-series spectra of WASP-12 and two other comparison stars. The observations were similar to the multi-object spectroscopy observations pioneered by Bean et al. (2010, 2011, 2013) and used by Gibson et al. (2013). The slits in the mask were 12′′ wide and 30′′ long. We used the R600_G5304 gratings in first order with a requested central wavelength of 860 nm. The resulting dispersion was 0.094 nm pixel⁻¹ (note the two pixel binning in the dispersion direction, see the next paragraph). The OG515_G0306 filter was used to block light below 515 nm from higher orders. We obtained spectra of WASP-12 and the brightest comparison star from 719 to 1010 nm, with two gaps corresponding to the spacing between the three CCDs in the detector mosaic. The other comparison star was offset from the center of the field of view in the dispersion direction and we obtained spectra from 734 to 1025 nm for this object.

We recorded the data using the recently installed GMOS detector array that is populated with e2v deep depletion CCDs. These detectors have substantially improved quantum efficiency and reduced fringing for red optical wavelengths, making them extremely beneficial for our program. At the time of the observations, only a single read mode of the detector array had been characterized. We utilized this mode for our observations, which was the “slow” read speed and “low” gain (approximately 2.3 e⁻/ADU) mode using six amplifiers and 2 × 2 binning. We also windowed the detector to read out only the regions around the spectra for the target and two comparison stars. The overhead per exposure was 19 s, and the duty cycle was better than 88%.

For both nights, we observed complete transits without interruption and obtained at least 45 minutes of data before and after each transit. All observations on the first night were obtained at airmass less than 1.45, and the observations on the second night were obtained at airmass less than 2.0, with most taken less than 1.5. The GMOS On-Instrument Wavefront Sensor provided corrections for the deformation of the primary mirror and fast tip-tilt guiding with the secondary mirror.

2.2. Reduction, Extraction, and Calibration of Spectra

Our spectrum reduction, extraction, and calibration pipeline is custom software that produces multi-wavelength, systematics-corrected light curves from which we derive wavelength-dependent transit depths with uncertainties. Previous iterations of the pipeline are described by Bean et al. (2010, 2011). Here we focus our discussion on steps of the data analysis pipeline that differ from these prior versions.

The code reduces the raw science frames by applying the acquired bias and spectroscopic flat frames. The bias correction is a series of bias frames stacked to form a single master bias frame that is applied uniformly to all of the science frames. As a test, we also applied the bias overscan regions acquired from and applied to individual science frames and achieved similar results. We use a CuAr lamp with the OG515 filter and a narrow, 1′′ slit width from the calibration mask to perform wavelength calibration and to measure and correct for the slit tilt in the reduced data (see Figure 1, upper panel). This effect varies with distance from the center of the optical axis and is due to light distortion in the instrument optics.
Gibson et al. (2013) report seeing fringing at wavelengths $>750$ nm using Gemini-S/GMOS, but incurred problems using their wide-slit spectroscopic flat fields, so they decided not to apply flat fielding. We acquired spectroscopic flat frames using both the narrow, 1″ slit from the calibration mask and the wide, 12″ slit from the science mask to test their effectiveness during the reduction process. We extracted transmission spectra using both types of frames, fit models to the light curves, and compared the wavelength-varying rms values to those achieved without a flat frame. Both flat field frames reduce the rms values for wavelengths longer than 900 nm, where we see the effects of fringing, while there is no significant difference in the rms values below 900 nm. Using the narrow slit, the fringing pattern exhibits sharp peaks with amplitudes in the range of 2%–5%. Using the wide slit, the fringing pattern undergoes extensive smearing such that the amplitude is <1%. In our tests, neither flat field consistently outperformed the other, so we select the wide-slit flat frames for our final analysis because we also acquired the data with that slit.

Standard background-subtraction techniques do not adequately clean up the science frames in the presence of the observed slit tilt. To achieve the best possible precision in our light curves, we take additional steps when removing the background. First, we upsample each science frame by a factor of two and correct the detector-spectrum misalignment through interpolation. Larger upsampling factors did not improve the final results. Next, we model the sky background by masking out the stellar curves, we take additional steps when removing the background. We extracted transmission spectra in the corrected, upsampled science frame and then by dividing by one of the comparison-star light curves to remove the effects of variable exposure times (if any) and to minimize variations due to fluctuations in Earth’s atmosphere.

2.3. Light-curve Systematics

Since the multi-object ground-based spectroscopy technique is relatively new, we present an in-depth investigation of the instrument-dependent systematics pertaining to Gemini-N/GMOS observations. A previous analysis of Gemini-S/GMOS systematics by Gibson et al. (2013) used the Gaussian process method to model unidentified light-curve systematics. Here we examine correlations between the recorded instrument state values and the light-curve systematics, then derive a physical model that we validate for multiple target/comparison-star combinations. In addition to the WASP-12 observations, our investigation into light-curve systematics includes two HAT-P-7 data sets.

The WASP-12 white light curves in Figure 3 clearly exhibit a systematic increase in flux toward the midpoint of each observation. This coincidentally coincides with the zero hour angle for these data, but this chance alignment does not repeat for the HAT-P-7 observations. After examining the entries in the science header files, we find that the cosine of the Cassegrain rotator position angle (CRPA, denoted $\theta$) plus an offset angle ($\theta_0$) correlates well with the observed trend in both data sets. Similarly, the cosine of the parallactic angle of the science target plus a different, comparison-star-dependent offset angle also identically correlates with the observed trend. For each target star that we analyzed, the angle offset $\theta_0$ is consistent over both nights; however, this may not be the case if observations are separated by more than a few days. We also examined the wavelength dependence of the magnitude.
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Figure 3. White light curves and best-fit transit models of WASP-12b. The upper and middle panels depict light curves of WASP-12 from 2012 January 25 and 26, respectively, that are binned in pairs and corrected for atmospheric variations using a comparison star. We model the instrument-related systematic using Equation (1) and apply the full model given by Equation (2). We do not use flux from 720 to 765 nm to construct the white light curves because of an anomalous increase in flux toward the end of each observation, as discussed in Section 2.4. We exclude points that are far from each transit because the systematic models provide a less-than-ideal fit to these data, which can skew the best-fit transit parameters. The lower panel presents the normalized, systematics-removed light curves with 1σ uncertainties and a best-fit transit model in black. The residual rms value for each white light curve is 180 ppm and uncertainties are 3.1× the photon limit.

(A color version of this figure is available in the online journal.)

Figure 4. Histogram of HAT-P-7 light-curve residuals normalized to the out-of-transit flux. Alternating observations in both data sets are systematically low/high by an average of 500 ppm. This effect, which we estimate to have an amplitude of 20–30 ppm in the WASP-12 data sets, is not distinguishable in its histograms. Nonetheless, Method 2 from Section 2.5 automatically corrects for this systematic when modeling the spectroscopic light curves. (A color version of this figure is available in the online journal.)

The WASP-12 data sets also exhibit time-dependent systematics that we model with linear and quadratic functions. These are likely unmodeled residuals from the comparison-star spectroscopic corrections. When fitting both data sets simultaneously, we find that a quadratic function in time with wavelength-dependent free parameters achieves the best fit, as defined by the BIC. Longer than 770 nm, the measured transit depths do not vary significantly with our choice of ramp model component; transit depths shorter than 770 nm are not well constrained (see Section 2.4).

Our investigation of HAT-P-7 led to the discovery of a second systematic that is not evident in the WASP-12 data because it is significantly weaker in comparison. As seen in Figure 4, the residuals from alternating frames are systematically offset by ±500 ppm. This instrumental systematic appears in both HAT-P-7 observations, which predominantly used shorter, 7–9 s exposure times. We attribute this systematic to the unequal travel times of the GMOS shutter blades, which are known to differ slightly with the direction of motion (Jørgensen 2009). For comparison, we estimate this effect to have an amplitude of 20–30 ppm in the WASP-12 data sets. We model this systematic in the HAT-P-7 light curves by applying multiplicative flux offsets to the odd/even frames with the constraint that the product of the offsets is unity. This minimizes correlations with the system-flux and transit-depth parameters. Averaging pairs of equal-duration exposures may also be an adequate solution.

In our WASP-12 analysis, the method described in Section 2.5 automatically corrects for this systematic.

of this observed systematic. Longer than ∼620 nm, we find that the strength of the systematic is relatively constant and consistent over both observing nights. Thus, the WASP-12 observations do not require a wavelength-dependent model. The HAT-P-7 observations, however, extend down to ∼510 nm and exhibit a more pronounced instrumental systematic at these bluer wavelengths.

The chosen WASP-12 instrument-systematic model component is as follows:

\[
S(a, \theta, \theta_0) = 1 + a \cos(\theta + \theta_0),
\]

where \(a\) is a multiplicative factor that controls the model component’s amplitude, \(\theta\) is the time-dependent CRPA as retrieved from the header files, and \(\theta_0\) is an angle offset parameter. As discussed above, we fit the same coefficients to both nights and over all wavelengths. We also examined model components using other parameters, such as the recorded airmass (or elevation) and the spectrum position on the detector, but find not clear evidence of correlations between these parameters and the instrument systematic for all WASP-12 and HAT-P-7 observations. We continue to investigate the origins of this instrumental systematic, including ways of predicting the offset term.
2.4. Light-curve Fits (Method 1)

We model the light curves using two different techniques then compare the results for consistency. The first method uses a wavelength-by-wavelength analytic model to describe the systematics:

\[ F(\lambda, t) = F_0(\lambda)T(\lambda, t)R(\lambda, t)R(\theta, \theta_0), \]

where \( F(\lambda, t) \) is the measured flux at wavelength \( \lambda \) and time \( t \); \( F_0(\lambda) \) is the wavelength-dependent out-of-transit system flux; \( T(\lambda, t) \) is the primary-transit model component with unity out-of-transit flux; \( R(\lambda, t) = 1 + r_{1,1}(t - t_0) + r_{1,2}(t - t_0)^2 \) is the time-dependent ramp model component with a fixed offset, \( t_0 \), and wavelength-dependent free parameters, \( r_{1,1} \) and \( r_{1,2} \); and \( S(\alpha, \theta, \theta_0) \) is the wavelength-independent model component described by Equation (1).

We fit the light-curve and systematic model components simultaneously using the equations from Mandel & Agol (2002) to describe \( T(\lambda, t) \) and using free, wavelength-dependent, linear limb-darkening parameters. The best combination of models is determined by the BIC, which is similar to \( \chi^2 \), but accounts for the differing number of free parameters in each model. We fit the initial models with a least-squares minimizer, rescale all uncertainties to give a reduced \( \chi^2 \) of unity, then perform a second minimization.

In each of the light-curve fits described in Sections 2–4, we fix the inclination and semi-major axis to common values (see Table 2), which we determine from a joint fit of all of the transit data presented here. These values are marginally inconsistent with those measured by Hebb et al. (2009) at the 2\( \sigma \) level, but are significantly more precise.

We estimate errors using both the residual permutation method and a differential-evolution Markov Chain Monte Carlo (DE-MCMC) algorithm, but use the former for our final GMOS values. We also investigate the effects of correlated noise using the wavelet analysis described by Carter & Winn (2009). The code can run any combination of models and can fit multiple events (nights) simultaneously while sharing parameters between light-curve models. For the GMOS data, we apply 10,000 random permutations to the time-ordered residuals from each night. This is possible because the data from one night are independent of data from the other. At each step, we add the shifted residuals from both nights to the best-fit models from the actual data and calculate a new best fit.

We divide each spectrum into 18 channels, each 15 nm in width, with three channels per detector. The three bluest channels exhibit an unexplained increase in flux that we do not model (see Figure 5). The anomaly occurs on both nights at roughly the same local time (\( \sim 01:30 \) HST) and while the objects are still relatively high in the sky (elevation \( \sim 55^\circ \)). Since we do not see this effect when applying atmospheric corrections using the fainter comparison star, we conclude that the origin is a wavelength-dependent decrease in measured flux from the brighter comparison star, rather than an increase in measured flux from WASP-12, and is probably due to time-dependent vignetting.

2.5. Light-curve Fits (Method 2)

Here we introduce a different, independent technique (called Divide-White) to model the wavelength-dependent (spectroscopic) light curves, without making any prior assumptions about the form of the systematics, by taking advantage of information within the wavelength-independent (white) light curves. With this method, the residual rms values are smaller in all channels. It achieves nearly identical best-fit relative transit depths as the systematics-modeled analysis described in Section 2.4, but produces noticeably smaller uncertainties longer than 960 nm where there is significantly less flux.

We begin with a brief synopsis of our newly developed method, followed by a detailed explanation.

1. Model the wavelength-independent (white) light curve as described in Section 2.4.
2. Use the best-fit parameters to construct a white transit model, \( T_{\text{white}}(t) \).
3. Divide the target star’s white light curve by \( T_{\text{white}}(t) \) and normalize the result to derive a non-analytic model of the wavelength-independent systematics, \( Z_{\text{white}}(t) \).
4. Divide the comparison stars’ spectroscopic light curves by their respective white light curves, add the comparison-star spectroscopic corrections in each channel if using multiple comparison stars, then normalize the results in each channel to derive non-analytic models of the wavelength-dependent systematics, \( Z(\lambda, t) \).
5. Combine the systematics models with wavelength-dependent transit models to construct the final light-curve models, \( F(\lambda, t) = F_0(\lambda)T(\lambda, t)Z_{\text{white}}(t)Z(\lambda, t) \). If necessary, append additional terms to model residual systematics.
6. Compare \( F(\lambda, t) \) to the data, determine the best-fit solution, and estimate uncertainties.

Much in the same way a comparison star is used to correct measured flux due to atmospheric fluctuations, a white light curve can correct wavelength-independent flux variations in the spectroscopic light curves. The advantage of this method over using a comparison star is that light from the target and comparison stars is not guaranteed to have traveled through the same column of air. Additionally, stellar variability in either the target or comparison star can produce a less-than-ideal correction and may even be a significant source of noise.

Our initial goal is to determine the transit parameters that best describe the white light curve. This is accomplished by first dividing the target star’s white light curve by one or more comparison stars’ white light curves. We then simultaneously model the transit and any significant systematics in the data. At this point, we are not concerned with estimating uncertainties, so a simple least-squares minimization will suffice. Also, it is not necessary to model the more subtle systematics that do not impact the measured transit parameters, such as the one discussed in Figure 4. This is because the transit parameters are the only pieces of information we retain from this step. We use the best-fit parameters (see Table 2) to construct a white transit model, \( T_{\text{white}}(t) \).

### Table 2

| Parameter | Value | Uncertainty |
|-----------|-------|-------------|
| Transit midpoints (MJD) | 5951.83534 | 0.00011 |
| 5952.92720 | 0.00010 |
| \( R_p/R_e \) | 0.11713 | 0.00019 |
| \( \cos i \) | 0.164 | 0.006 |
| \( a/R_e \) | 2.908 | 0.020 |
| Limb-darkening coeff. | 0.265 | 0.009 |

Note. \( ^{a} \) MJD = BJD\( _{\text{TDB}} \) − 2,450,000.
Our next goal is to construct non-analytic models of the light-curve systematics. We readily obtain a model for the wavelength-independent systematics, \( Z_{\text{white}}(t) \), by dividing the transit star’s white light curve by the white transit model, \( T_{\text{white}}(t) \). We normalize the transit-removed results to unity to maintain the physical significance of our system flux parameters, \( F_s(\lambda) \), but this is not a necessary step. We derive models for the wavelength-dependent systematics, \( Z(\lambda, t) \), using information from one or more comparison stars. For each comparison star, we divide each channel’s spectroscopic light curve by its respective white light curve. For each channel, it is possible to add the result from each comparison star to assemble a more precise estimate of \( Z(\lambda, t) \). Some spectroscopic channels from a comparison star do not behave as expected (see Figure 5 and corresponding discussion in Section 2.4), so we omit those channels from that comparison star when constructing \( Z(\lambda, t) \) and rely solely on the spectroscopic correction from the other comparison star. Again, we normalize \( Z(\lambda, t) \) to unity in each channel.

One implication of this method is that, in order to achieve the most precise spectroscopic correction without adversely decreasing the observing efficiency, we are no longer constrained to using comparison stars of similar magnitude to that of the target star (see Figure 6). By combining the derived spectroscopic corrections from multiple, fainter comparison stars, we can theoretically achieve the same precision to that of a single, brighter comparison star. This method opens up the possibility of observing bright (< 8 mag), nearby exoplanet host stars that do not have a comparison star of similar magnitude within several arcminutes.

We construct the final light-curve model as follows:

\[
F(\lambda, t) = F_s(\lambda)T(\lambda, t)R(\lambda, t)Z_{\text{white}}(t)Z(\lambda, t),
\]

where \( F_s(\lambda) \) is the system flux parameter, \( T(\lambda, t) \) is the transit model, \( R(\lambda, t) \) is the residual flux, \( Z_{\text{white}}(t) \) is the wavelength-independent systematics, and \( Z(\lambda, t) \) is the wavelength-dependent systematics.
where $R(\lambda, t)$ is a time-dependent ramp model component with wavelength-dependent free parameters. In this case, we use $R(\lambda, t)$ to account for residual systematics not fully accounted for by the non-analytic models. We construct $Z_{\text{white}}(t)$ using channels with wavelengths $>765$ nm and construct $Z(\lambda, t)$ using the brighter of the two companion stars.

Because we construct $Z_{\text{white}}(t)$ from the individual spectroscopic channels, neighboring points in the residuals are now slightly correlated. To determine the level at which we may have reduced the random scatter of points (due to correlations), we simulate $N$ flat spectroscopic light curves with Poisson noise, sum their values to create a white light curve, divide each spectroscopic light curve by the normalized white light curve, then compare the resulting standard deviation of the spectroscopic points to the known standard deviation from the Poisson noise. Figure 7 depicts the results by plotting the ratio of the standard deviations versus the number of spectroscopic channels. Based on these simulations, we conclude that using 10 evenly weighted spectroscopic channels to assemble the white light curve transit parameters with absolute certainty and, as such, can evaluate the effects of improperly fitting the white light curve.

By using the same transit depth and limb darkening values at all wavelengths, we are guaranteed to know the white light curve transit parameters with absolute certainty and, as such, can evaluate the effects of improperly fitting the white light curve.

In the top panel of Figure 9, we plot best-fit transit depths for Method 1 and three different white light curve depths using Method 2, all using a fixed linear limb-darkening parameter. The results show that both methods find the correct transit depths to within 1σ and, thus, are also consistent with each other. Additionally, we note that the spectroscopic light curve depths are positively correlated with the white light curve depth in a one-to-one correspondence. In the bottom panel of Figure 9, we show that the relative spectroscopic depths are all consistent to within a couple ppm, regardless of the method used. Therefore, when using Method 2, we conclude that it is important to correctly determine the white light curve depth to obtain accurate absolute spectroscopic depths; however, the same is not true for the relative spectroscopic depths, which are predominantly independent of the white light curve depth.

In tests where we fit for the limb-darkening, the best-fit transit depths from Method 2 remain unchanged; however, for Method 1, all of the transit depths shift upward by nearly 1σ. Fitting for the limb darkening in these tests also increases the relative differences between the methods by a couple ppm. For the remainder of our analysis, we use Method 2 (Divide-White).

Using the observational data, Figure 10 depicts binned residuals of the 18 spectroscopic channels, obtained from a joint fit of both transit observations. The spectroscopic residuals show no significant deviations from the best-fit models. Table 3 gives the residual rms values and compares those values to...
Figure 9. Best-fit transit depths and relative differences using a fictitious transit signal. In the top panel, the solid black line depicts the injected signal ($\delta(\lambda) = 1\%$) at all wavelengths. The solid blue line (with diamond symbols and $1\sigma$ uncertainties) indicates the best fit using Method 1. In red, we show results from Method 2 using three different white light curve transit depths: 1.02% (a), 1.00% (b), and 0.98% (c). The spectroscopic depths are positively correlated with the white depth; therefore, it is important to accurately determine the white depth with this method. The best-fit transit depths for Methods 1 and 2b are consistent with each other and the injected signal. The bottom panel plots the relative differences in transit depths between Method 1 and the three versions of Method 2. Unlike the absolute depths, the relative transit depths are all consistent to within a few ppm.

(A color version of this figure is available in the online journal.)

what we expect in the limit of Poisson-distributed noise. The average multiplicative factor is $\sim 2.1$, which is consistent with previous ground-based data. Due to the averaging of wavelength-dependent effects in the white light curves, some spectroscopic channels achieve comparable rms values to the white light curves; all channels exhibit scatter that is closer to the photon limit. In Figure 11, we plot the transmission spectrum of WASP-12b prior to correcting for the presence of WASP-12’s stellar companion. With access to two transit events, we confirm that both nights produce consistent results. In Section 6, we present the corrected transmission spectrum and discuss constraints on the atmospheric composition.

3. HST/WFC3 OBSERVATIONS AND DATA ANALYSIS

3.1. Observations

HST observed WASP-12b in staring mode (not spatial scan) during its primary transit on 2011 April 12 (Program number 12230, PI: Mark Swain; Swain et al. 2013). The WFC3 instrument utilized its G141 GRISM to acquire spectra from
1.1 to 1.7 μm over five HST orbits. It also acquired a photometric image of WASP-12 and the nearby companion star (see Figure 12) using the F132N filter. We estimate their separation to be 1.061 ± 0.002, which is in good agreement with Crossfield et al. (2012) and Bechter et al. (2013).

3.2. Reduction, Extraction, and Calibration of Spectra

The steps for reducing and extracting the WFC3 spectra are similar to those described in Section 2.2, with any differences discussed below. We use the calibrated "_flt" frames provided by the STScI Archive. To calculate the trace of the first-order spectra, we centroid the direct image using a two-dimensional (2D) Gaussian then apply a position-dependent direct-to-dispersed image offset using the coefficients provided by Kuntschner et al. (2009, Table 1). To find the field-dependent wavelength solution of the observed spectra, we apply the coefficients provided by Kuntschner et al. (2009, Table 5). We model the spectroscopic flat field using the coefficients provided in the file WFC3.IR.G141.flat2.fits. Additional details on WFC3 calibration can be found in Berta et al. (2012), and references therein.

We extract a 150 × 150 pixel window centered on the spectrum, of which we use 40 pixels along the spatial direction for our optimal spectral extraction routine and the remainder for background subtraction. We generate eleven wavelength-dependent light curves spanning 1.10–1.65 μm. The quality of the data does not warrant using significantly more channels. We can safely assign one wavelength to each pixel column because the spectrum tilt is only 0.5–0.7 from the abscissa (Rajan et al. 2010) and each binned channel has a width of ~11 pixels.

3.3. Light-curve Systematics

As previously reported by Swain et al. (2013), these data do not exhibit a systematic increase in measured fluence between buffer dumps that is seen in other WFC3 exoplanet light curves. Swain et al. (2013) suggest that this may be connected to the length of time needed for a WFC3 buffer dump and recommend using, at most, the 256 × 256 subarray mode to minimize systematics. They also suggest limiting integration times such that the detector receives no more than ~40,000 DN before resetting; this is well above the reported ~33,000 DN (78,000 e−) saturation level (Dressel 2011).

Berta et al. (2012) plot single-pixel light curves of GJ 1214 as a function of time (see their Figure 4), relative to the first exposure after each buffer dump. Pixels with fluences in excess of ~40,000 e− exhibit a progressively stronger rising exponential ramp, while less-illuminated pixels exhibit no significant trend in time. Since the maximum pixel fluence in the WASP-12 data set is ~38,000 e−, we should not expect to find any strong systematic behavior.

Our results are also consistent with a WFC3 instrument science report (ISR, Long et al. 2013) that examines this systematic as it pertains to persistence. Long et al. (2013) examine the count rate as a function of time using six different fluence levels: 28,000, 47,000, 67,000, 87,000, 107,000, and 127,000 e−. Their measurements indicate that a fluence of 28,000 e− produces a minuscule change in count rate per unit time that stabilizes within a minute (see their Figure 1, right panel). Larger fluences produced steeper ramps, indicating greater charge loss for longer periods of time. These data suggest that future observations should restrict maximum pixel fluence levels to well below 47,000 e− (~19,600 DN).

3.4. White Light-curve Fits

Modeling the band-integrated (white) light curve is an important step to identifying and removing systematics, most of which are wavelength-independent with WFC3. Additionally, proper modeling is essential to establishing the absolute transit depth when comparing transmission spectra from different instruments at non-overlapping wavelengths.
Mandell et al. (2013) found evidence for curvature in the out-of-transit data for WASP-12b and WASP-19b. Both planets are highly irradiated and have relatively short orbital periods; therefore, the effect could be due to thermal emission that varies with orbital phase. In that case, a sinusoid would be an appropriate function to model this effect. However, an analysis of the WASP-12b WFC3 emission-spectroscopy data does not reveal the expected complementary trend with negative curvature near peak dayside emission. This systematic could be the result of long-term thermal fluctuations or short-term thermal settling after telescope repointing. We elect to explore a variety of ramp models that may produce reasonable fits under these hypotheses. Sing et al. (2013) report evidence for light-variety of ramp models that may produce reasonable fits under thermal settling after telescope repointing. We elect to explore a variety of ramp models that may produce reasonable fits under these hypotheses. Sing et al. (2013) report evidence for light-curve fluctuations due to thermal breathing of the telescope as it warms and cools while orbiting the Earth every ∼96 minutes. Such effects are thought to cause small displacements in focus and are often seen in data from other HST instruments. To assess the significance of thermal breathing in these data, we choose to model these cyclical variations using a sinusoidal function with a fixed period of 96 minutes.

Table 4 summarizes our findings in order of best fit, according to the BIC. We conclude that inclusion of a thermal-breathing model component offers a statistically significant improvement in the BIC value for most ramp models (except the exponential function). Although a quadratic ramp with a sinusoidal thermal model achieves the best fit, its BIC value is not significantly different ($\leq 2.0$) from the exponential ramp models with and without a thermal component. To investigate this further, we systematically clip more or less data from the fits of the four best models. In Table 5, the parameter $q$ specifies the number of points we have clipped from the start of the observation. For reference clipping the first orbit is equivalent to a $q$ of 90. Overall, the exponential ramp model with a thermal component achieves consistent transit depths and the lowest average $\Delta$BIC value. Therefore, we adopt an uncorrected, band-integrated transit depth of 1.290% ± 0.010% for our analysis in Section 3.6. This value is consistent with the two other models with similar $\Delta$BIC values in Table 4 and the relevant transit depths in Table 5. We include the white light curve uncertainty in the absolute transit depth when comparing our results to those from Gemini-N/GMOS and Spitzer. The uncertainties on the relative transit depths are valid for comparison within the WFC3 data.

3.5. Light-curve Fits (Method 1)

As with the GMOS data, we model the light curves using two different techniques then compare the results for consistency. The first method fits orbits 2–5 of the light curves with a primary-transit model component defined by Mandel & Agol (2002), the same assortment of ramp models listed in Table 4, and a sinusoidal function for the thermal breathing. We use a quadratic limb-darkening model with fixed parameters, derived from a stellar Kurucz model (Castelli & Kurucz 2004). The primary-transit model component defined by Mandel & Agol (2002), the same assortment of ramp models listed in Table 4, and a sinusoidal function for the thermal breathing. We use a quadratic limb-darkening model with fixed parameters, derived from a stellar Kurucz model (Castelli & Kurucz 2004). The only wavelength-dependent free parameters are the planet-to-star radius ratio and the absolute flux level. We do not model the final batch within each orbit of the bluest light curve (1.10–1.15 $\mu$m) because its flux is systematically higher than the other batches. Including these data results in a deeper transit depth at this wavelength.

Similar to the white light curve analysis, including the thermal-breathing model component in our spectroscopic analysis provides a significant improvement in BIC values with all tested ramp models. The two ramp models that achieve comparable best fits ($\Delta$BIC < 2.0) are the quadratic and exponential functions. Both models favor relatively shallow transit depths compared to previous analyses (see Figure 13). In our spectroscopic analysis, using a linear ramp with a thermal component results in a $\Delta$BIC of 7.0.
3.6. Light-curve Fits (Method 2)

The Divide-White method presented here is similar to the one described in Section 2.5, with the exception that there are no comparison stars. Therefore, we skip Step 4 in the synopsis and construct the final light-curve models without the $Z(t, \lambda)$ component. Again, we use the transit-removed white light curve as our non-analytic model of the wavelength-independent systematics, $Z_{\text{white}}(t)$. With this technique, we find that the spectroscopic light curves exhibit less scatter and can make use of the first orbit. This second point has significant implications for future observations with WFC3 because this method may reduce the number of orbits needed to make a successful observation if the white light curve transit depth is already known from previous measurements or if only the relative depths are needed. Light curve fits without data from the first orbit produce similar transit depths (within $1.3\sigma$) and comparable rms values.

We estimate uncertainties with our DE-MCMC algorithm, assuming fixed parameters for $a/R_*$ and $\cos i$ because we are only interested in the relative transit depths. In agreement with Swain et al. (2013), correlation plots of rms versus bin size indicate that there is no significant time-correlated noise in the data and, as such, there is no need to inflate uncertainty estimates (Winn et al. 2008). The WFC3 data set has an insufficient number of points for a robust residual-permutation analysis. Figure 14 depicts the normalized WFC3 light curves with best-fit transit models at each wavelength. The residual rms values range from 1190 to 1640 ppm and the uncertainties range from 1.05 to 1.29 $\times$ the photon limit, with an average of 1.15.

In Figure 13, we plot the corrected transmission spectrum of WASP-12b and compare our results to those obtained by Swain et al. (2013), Sing et al. (2013), and Mandell et al. (2013). We find good agreement in the relative transit depths, but the exponential ramp models with and without a thermal component (Methods 2c and 2d) favor significantly lower absolute transit depths, compared to previous analyses, and agree with the absolute depths derived using Method 1 in the previous section. The most likely reason for this discrepancy is that previous analyses explicitly or implicitly employ a linear ramp (or baseline) in their white and/or spectroscopic light-curve fits. We recommend that future WFC3 observations acquire additional out-of-transit baseline to more accurately determine the absolute transit depths of WASP-12b. For the remainder of our analysis, we use the Divide-White method derived from the white light curve fit using the exponential ramp model with a thermal component (Method 2c).

4. SPITZER/IRAC OBSERVATIONS AND DATA ANALYSIS

4.1. Observations and Reduction

Spitzer’s InfraRed Array Camera (IRAC; Fazio et al. 2004) observed WASP-12b over its entire orbit at 3.6 and 4.5 $\mu$m on 2010 November 17–18 and 2010 December 11–12, respectively (Program number 70060, PI: Pavel Machalek). Each broadband photometric observation acquired $\sim$52,000 frames in sets of 64 (subarray mode). Exposures within each set are separated by 0.4 $s$ and sets are separated by 104 $s$ gaps.

We produce systemsatics-corrected light curves from Spitzer Basic Calibrated Data files using the Photometry for Orbits, Eclipses, and Transits (POET) pipeline described in detail by Campo et al. (2011) and Stevenson et al. (2012). In brief, we flag bad pixels, calculate image centers from a 2D Gaussian fit, and apply interpolated aperture photometry (Harrington et al. 2007) over a broad range of aperture sizes.

4.2. Light-curve Systematics and Fits

The steps for modeling the Spitzer light curves are the same as those described in Stevenson et al. (2012), with any differences discussed below. The data do not adequately constrain the stellar limb-darkening coefficients; therefore, we use Kurucz stellar atmospheric models to derive coefficients for a quadratic model (Claret 2000). The best-fit coefficients are $a_1, a_2 = (0.028575, 0.20868) at 3.6 \mu m and a_1, a_2 = (0.028264, 0.17844) at 4.5 \mu m$.

Spitzer data have well documented systematic effects that our Levenberg–Marquardt minimizer fits simultaneously with the transit parameters. A linear or quadratic function models the time-dependent systematics and Bilinearly Interpolated Subpixel Sensitivity (BLISS) mapping (Stevenson et al. 2012) models the position-dependent systematics (such as intrapixel variability and pixelation). We follow the method described by Stevenson et al. (2012) when determining the optimal bin sizes of the BLISS maps.

When estimating uncertainties with our DE-MCMC algorithm, we apply the wavelet technique described by Carter &
Figure 15. WASP-12b photometric light curves using Spitzer’s 3.6 and 4.5 μm channels. The results are normalized to the system flux and shifted vertically for ease of comparison. The lines are best-fit models and the error bars are 1σ uncertainties. The residual rms values are 0.00617 and 0.00794 at 3.6 and 4.5 μm, respectively.

(A color version of this figure is available in the online journal.)

Winn (2009) to account for correlated noise. We test all of the available wavelets in the PyWavelets package and find that the Haar wavelet achieves the best fit. When accounting for correlated noise at 4.5 μm, the transit-depth uncertainty is twice as large as the uncertainty when assuming the light curve only contains white noise. The residual permutation technique produces smaller uncertainties than the wavelet technique.

In contrast to Cowan et al. (2012), we do not fit the entire phase curves when determining the transit depths. This is to prevent unmodeled flux variations in the phase curves (see Figures 4 and 5 from Cowan et al. (2012)) from affecting the measured depths. We should note that when we do fit the full phase curves, our best-fit models confirm the large ellipsoidal variations reported by Cowan et al. (2012) at 4.5 μm. At 3.6 and 4.5 μm we fit 15,000 and 13,000 frames, respectively, centered on the transit event. This allows us to model the local time-dependent flux variations with a linear or quadratic function. Figure 15 displays the binned, systematics-corrected light curves and their best-fit transit models. Our uncorrected best-fit transit depth at 3.6 μm is indistinguishable from the value determined by Cowan et al. (2012); however, our 4.5 μm depth is deeper by 2σ. Since we find the same depth as Cowan et al. (2012) when modeling the 4.5 μm phase curves, we attribute this difference to unmodeled flux variations in the phase curves.

5. DILUTION FACTOR CORRECTIONS

5.1. Correcting for WASP-12’s Stellar Companion

WASP-12 is a hierarchical triple star system in which the secondary and tertiary companions (WASP-12BC) are ~1″ in separation from the primary (Bechter et al. 2013). Because of the companions’ proximity, we cannot mask its contribution to the spectra or the resulting light curves in any of the data sets, so we correct the measured transit depths using stellar atmospheric models to compute a wavelength-dependent dilution factor. We assume both companions have the same stellar type of M0–M1 (Crossfield et al. 2012).

Figure 16. Wavelength-dependent dilution factors due to WASP-12’s stellar companion. WASP-12 has a spectral type of G0 and its companion is M0–M1. The black line depicts the calculated dilution factors using a Kurucz model with stellar parameters from Hebb et al. (2009). The dark gray region represents the absolute uncertainties and the light gray region represents the uncertainties relative to the measured dilution factor at 1.32 μm. The colored points represent binned dilution factors with uncertainties for each channel of each instrument discussed in this paper. Section 5.1 describes why the employed WFC3 dilution factors drop off near 1.1 μm. For comparison, the dashed green line depicts the dilution factors derived by Swain et al. (2013) using PSF fitting and the dotted orange line displays the calculated dilution factors using a PHOENIX model from the BT-Settl library (Allard et al. 2011) with Tw12 = 6300 K and TC12 = 3700 K. The Kurucz and PHOENIX models agree (to within the uncertainties) below ~1.7 μm; however, there are clear discrepancies at the longer Spitzer wavelengths. Because the uncertainties in the Spitzer points are larger than these discrepancies, our choice to use the Kurucz stellar model is moot.

(A color version of this figure is available in the online journal.)

To measure the dilution factor (αComp = FComp/FW12), we use the WFC3 photometric image (acquired using the F132N filter, see Figure 12) to centroid both WASP-12 and the companion star(s) with 2D Gaussians, then perform aperture photometry with radii of 3.0 and 2.0 pixels, respectively. Companion apertures of ≤2.0 pixels exhibit negligible contamination from WASP-12. Dilution factor values are consistent (within 1σ) for WASP-12 aperture sizes in the range of 2.0–4.0 pixels. We correct for the unaccounted flux outside the apertures by dividing each measured flux by the theoretical aperture fraction, as determined by point spread functions (PSFs) computed using the Tiny Tim software package (Krist et al. 2011) at each object’s position on the detector. We determine the dilution factor at 1.32 μm to be 0.0692 ± 0.0015.

To assess the dilution factor at other wavelengths (see Figure 16 and Table 6), we first use Kurucz stellar atmospheric models of WASP-12 (KW12) and its companions (KComp) at 1.32 μm to calculate the wavelength-independent geometric ratio:

\[ f^2 = \left( \frac{R_{\text{Comp}}}{d_{\text{Comp}}} \right)^2 = \frac{R_{\text{Comp}}}{d_{\text{Comp}}} \left( \frac{K_{W12}}{K_{\text{Comp}}} \right) \]

Here, R is the stellar radius and d is the distance from the observer. The geometric ratio adjusts the theoretical flux values to account for the positions and sizes of the stellar objects. Given that dW12 = dComp and assuming WASP-12BC are the same spectral type, we find their radii to be 0.56 ± 0.03 R☉.
Once we have the geometric ratio, we apply Equation (4) to calculate the dilution factor at other wavelengths. We estimate dilution factor uncertainties through bootstrapping, wherein we generate 5000 atmospheric models with a distribution of stellar temperatures ($T_W$) of 6300 ± 150 K, $T_{\text{Comp}}$ = 3660 ± 70 K), then measure the distribution of dilution factors at each wavelength, using the 1.32 $\mu$m value as an anchor. The models closely agree with $i'$- and $z'$-band measurements from Bergfors et al. (2013) by 1.4 and 2.3σ, respectively. The dilution factors derived by Swain et al. (2013) using PSF fitting are systematically higher than both the Phoenix and Kurucz models for wavelengths greater than 1.3 $\mu$m (see Figure 16).

The HST/WFC3 data require an additional step during the correction process because WASP-12B’s spectrum is not spectroscopically aligned on the detector with that of WASP-12. Using the measured separation along the dispersion direction from the frame depicted in Figure 12, we estimate that contamination from the stellar companion is shifted redward by 0.0324 $\mu$m. To calculate the companion star dilution factor, we multiply the WASP-12 and red-shifted companion Kurucz spectra by the WFC3 G141 transmission filter to properly weight their respective contributions. The effect of these additional steps is most readily seen in the 1.1–1.15 $\mu$m channel in Table 6 where there is noticeably less contamination from the companion star.

### 5.2. Correcting for WASP-12b’s Nightside Emission

In addition to correcting for the presence of a stellar companion, we also consider the wavelength-dependent effects of emission from WASP-12b’s nightside on the measured transit depths (Kipping & Tinetti 2010). The magnitude of this correction is typically negligible; however, the effect is noticeable for a highly irradiated object such as WASP-12b over a broad spectral range. To begin, we generate a Kurucz atmospheric model using a hemispherically averaged effective nightside temperature of 983 ± 200 K (Cowan et al. 2012) and a planetary surface gravity ($\log g_p$) of 2.99 ± 0.03 (Hebb et al. 2009). We then apply Equation (4) with $f = R_p/R_*$ from Table 2 to estimate the planet nightside dilution factor, $\alpha_{p,\lambda}$. As in Section 5.1, we

### Table 6

| Bandpass ($\mu$m) | Meas. Depth (%) | Companion Star Dilution Factor | Planet Nightside Dilution Factor | Corr. Depth* (%) |
|-----------------|-----------------|-------------------------------|---------------------------------|-----------------|
| 0.720–0.735     | 1.381 ± 0.021   | 0.0199 ± 0.0011               | 0.00039 ± 0.00004               | 1.409 ± 0.021   |
| 0.735–0.750     | 1.399 ± 0.011   | 0.0286 ± 0.0015               | 0.0091 ± 0.00008               | 1.441 ± 0.012   |
| 0.750–0.765     | 1.381 ± 0.006   | 0.0298 ± 0.0014               | 0.0097 ± 0.00008               | 1.423 ± 0.006   |
| 0.768–0.783     | 1.383 ± 0.006   | 0.0262 ± 0.0025               | 0.0057 ± 0.00005               | 1.417 ± 0.007   |
| 0.783–0.798     | 1.384 ± 0.008   | 0.0288 ± 0.0012               | 0.0082 ± 0.00007               | 1.425 ± 0.008   |
| 0.798–0.813     | 1.392 ± 0.006   | 0.0337 ± 0.0014               | 0.0117 ± 0.00009               | 1.441 ± 0.006   |
| 0.817–0.832     | 1.384 ± 0.005   | 0.0344 ± 0.0013               | 0.0122 ± 0.00010               | 1.434 ± 0.006   |
| 0.832–0.847     | 1.364 ± 0.008   | 0.0335 ± 0.0012               | 0.0114 ± 0.00009               | 1.411 ± 0.009   |
| 0.847–0.862     | 1.362 ± 0.006   | 0.0358 ± 0.0018               | 0.0111 ± 0.00009               | 1.412 ± 0.007   |
| 0.865–0.880     | 1.361 ± 0.008   | 0.0403 ± 0.0032               | 0.0126 ± 0.00010               | 1.418 ± 0.009   |
| 0.880–0.895     | 1.350 ± 0.007   | 0.0385 ± 0.0029               | 0.0107 ± 0.00009               | 1.403 ± 0.008   |
| 0.895–0.910     | 1.349 ± 0.007   | 0.0398 ± 0.0027               | 0.0112 ± 0.00009               | 1.404 ± 0.008   |
| 0.915–0.930     | 1.374 ± 0.006   | 0.0446 ± 0.0033               | 0.0152 ± 0.00012               | 1.437 ± 0.008   |
| 0.930–0.945     | 1.366 ± 0.008   | 0.0448 ± 0.0032               | 0.0152 ± 0.00013               | 1.429 ± 0.009   |
| 0.945–0.960     | 1.357 ± 0.012   | 0.0467 ± 0.0032               | 0.0165 ± 0.00013               | 1.422 ± 0.014   |
| 0.963–0.978     | 1.408 ± 0.013   | 0.0462 ± 0.0028               | 0.0166 ± 0.00013               | 1.476 ± 0.014   |
| 0.978–0.993     | 1.387 ± 0.010   | 0.0470 ± 0.0026               | 0.0166 ± 0.00013               | 1.454 ± 0.011   |
| 0.993–1.008     | 1.356 ± 0.014   | 0.0487 ± 0.0025               | 0.0173 ± 0.00013               | 1.424 ± 0.015   |

### Notes.

* Since we are primarily concerned with the relative transit depths, we fix $\cos i$ and $a/R_*$ to 0.164 and 2.908, respectively.
* Dilution factor is multiplied by $g(2.5, 3.6) = 0.7116$, the calculated companion fraction inside an aperture of 2.25 pixels at 3.6 $\mu$m.
* Dilution factor is multiplied by $g(2.5, 4.5) = 0.6931$, the calculated companion fraction inside an aperture of 2.25 pixels at 4.5 $\mu$m.
As expected, the measured 4.5 μm uncorrected transit depths decrease with increasing aperture size as the aperture captures additional flux from WASP-12BC. This is confirmed by the relatively flat, aperture-independent 4.5 μm transit depths in the corrected panel. Conversely, the measured 3.6 μm uncorrected transit depths increase with increasing aperture size, which would require a physically impossible negative flux from WASP-12BC. This effect may be due to an observed increase in correlated noise with increasing aperture size. For comparison, the IRAC plate scale is ~1.2 pixel⁻¹ and the FWHM of the PRF is ~1.7.

(A color version of this figure is available in the online journal.)

estimate dilution factor uncertainties through bootstrapping. We list the wavelength-dependent planet nightside dilution factors with uncertainties in Table 6.

5.3. Corrected Transit Depths

We determine the corrected transit depths by:

\[
\delta_{\text{corr}}(\lambda) = \left[ 1 + g(\beta, \lambda)\delta_{\text{meas}}(\lambda) + g_{\beta}(\lambda) \right] \delta_{\text{meas}}(\lambda),
\]

(5)

where \( g(\beta, \lambda) \) are the wavelength-dependent companion flux fractions inside a photometric aperture of size \( \beta \) and \( \delta_{\text{meas}}(\lambda) \) are the measured (uncorrected) transit depths. To estimate \( g(\beta, \lambda) \), we use the 5×oversampled Spitzer point response functions (PRFs) calculated at pixel position (25,25). We set \( g(\beta, \lambda) \) to unity for spectroscopic analyses. Table 6 presents the corrected transit-depth values and uncertainties for observations from all three instruments discussed in the previous sections.

To avoid introducing additional uncertainty through correcting the dilution factor for the fraction of flux that falls inside of Spitzer’s aperture, we would ideally use sufficiently large apertures that capture all of the flux from both WASP-12 and its companion (Crossfield et al. 2012). However, we find that the measured transit depths at 3.6 μm do not decrease as expected with larger aperture sizes (see Figure 17). Instead, they increase out to ~5 pixel apertures before plateauing. This effect suggests that other systematics have a more significant impact on the measured transit depth than the dilution by WASP-12BC as a function of aperture size. One possible cause is an observed increase in correlated noise within the 3.6 μm transit as we increase the aperture size. Alternatively, the effect may be due to ineffective modeling of the position-dependent systematics.

As a result of the aperture-dependent transit depths at 3.6 μm, we choose to use the best aperture size (2.25 pixels in both channels) according to the lowest standard deviation of the normalized residuals then apply a correction for the fraction of light from WASP-12BC that falls inside of the aperture (0.7116 and 0.6931 at 3.6 and 4.5 μm, respectively).

6. ATMOSPHERIC MODELS AND DISCUSSION

We apply the atmospheric modeling and retrieval technique described by Madhusudhan (2012) to place constraints on the properties of WASP-12b’s atmosphere. Under the conditions of local thermodynamic equilibrium, hydrostatic equilibrium, and global energy balance, we compute model spectra using one-dimensional line-by-line radiative transfer in a plane-parallel atmosphere. This approach makes no assumptions about the atmospheric chemical abundances or layer-by-layer radiative equilibrium. The model atmospheres include molecular absorption due to all the major molecules expected to be dominant in O-rich and C-rich atmospheres of hot Jupiters (e.g., Madhusudhan et al. 2011b; Kopparapu et al. 2012; Madhusudhan 2012; Moses et al. 2013), namely, H₂O, CO, CH₄, CO₂, HCN, C₂H₂, TiO, VO, Na, K, and H₂–H₂ collision-induced absorption. The sources for the molecular line-lists are discussed in Madhusudhan (2012). We also include line absorption due to TiH based on opacities from Burrows et al. (2005) and the cross-sections computed from Hill et al. (2013). For comparison, we also compute simpler, physically implausible atmospheric models containing pure H₂ and H₂ plus K. The thermal profile is defined by six points at different pressures that are constrained from previous analyses of available thermal-emission data (Madhusudhan et al. 2011a). This is because the thermal profile is poorly constrained with transmission spectroscopy.

6.1. Cloud-free Atmospheric Models

In this section, we consider cloud-free atmospheric models. When fitting the absolute scale of the atmospheric models to the data, we take into account the uncertainty in the absolute transit depths by allowing each set of GMOS and WFC3 depths to shift up or down while applying priors according to the uncertainties on the white light curve depths. We find that neither realistic atmospheric model significantly outperforms the other when fitting the data. This can be seen in Table 7 and in Figures 18–20, where we fit only the GMOS data, only the WFC3 data, and all of the data. The C-rich atmospheric model (C/O = 1) contains numerous metal hydride features (due to

| Model          | GMOS Only | WFC3 Only | All Data |
|----------------|-----------|-----------|----------|
| O-rich         | 83        | 18        | 143      |
| C-rich         | 106       | 33        | 188      |
| H₂+K           | 87        | 21        | 169      |
| H₂             | 55        | 22        | 224      |
corrected transit depth (1.44% ± TiH) in the red optical and broader CH$_4$ and HCN features in Figure 18. The O-rich model contains H$_2$O, whereas the C-rich model contains carbon hydrides, respectively. For ease of comparison, the colored diamonds represent bandpass-integrated models. The GMOS results agree with the $\varepsilon$-band corrected transit depth (1.44% ± 0.03%; Leslie Hebb 2013, private communication) from the discovery paper. The atmospheric models are vertically offset from Figure 20 to fit only the GMOS data.

(A color version of this figure is available in the online journal.)

Figure 18. WASP-12b corrected GMOS transmission spectrum with atmospheric models. The blue GMOS data points have error bars that depict the wavelength bin size and transit depth 1σ uncertainties. The dotted magenta and dashed-dotted cyan lines depict a H$_2$ atmospheric model with and without a broad potassium (K) resonance doublet at $\sim$0.77 μm. The O-rich (solid black line) and C-rich (dashed orange line) models contain metal oxides and metal hydrides, respectively. For ease of comparison, the colored diamonds represent bandpass-integrated models. The GMOS results agree with the $\varepsilon$-band corrected transit depth (1.44% ± 0.03%; Leslie Hebb 2013, private communication) from the discovery paper. The atmospheric models are vertically offset from Figure 20 to fit only the GMOS data.

(A color version of this figure is available in the online journal.)

Figure 19. WASP-12b corrected WFC3 transmission spectrum with atmospheric models. Error bar and atmospheric model definitions are the same as in Figure 18. The O-rich model contains H$_2$O, whereas the C-rich model contains CH$_4$ and HCN. For ease of comparison, the colored diamonds represent bandpass-integrated models. The atmospheric models are vertically offset from Figure 20 to fit only the WFC3 data.

(A color version of this figure is available in the online journal.)

Figure 20. WASP-12b corrected transmission spectrum with cloud-free atmospheric models. The data include Gemini-N/GMOS observations (blue circles) in the red optical, HST/WFC3 observations (green squares) in the NIR, and Spitzer/IRAC observations (red triangles, Kurucz model) from 3 to 5 μm. A second set of red triangles without uncertainties utilize a PHOENIX stellar model to correct for the companion star (see Section 5); results from both stellar models are consistent. The solid black line depicts an atmospheric model with a solar C/O and the dashed orange line corresponds to a planetary atmosphere with a C/O = 1. In comparing the data to the bandpass-integrated models (colored diamonds), we see that the available data at their current precision do not clearly favor one model over the other. For reference, we also include H$_2$ atmospheric models with and without the broad K resonance doublet at $\sim$0.77 μm.

(A color version of this figure is available in the online journal.)

prevailing atmospheric models. We do not detect the strong potassium resonance doublet at $\sim$0.77 μm because it is likely being masked by the many metal oxide or hydride lines in that part of the spectrum (see Figure 18). We determine that the corrected WASP-12b transmission spectrum rules out a cloud-free, H$_2$ atmosphere with no additional opacity sources ($\chi^2 = 224$). The addition of K (2 × 10$^{-7}$ relative abundance) to a H$_2$ atmosphere produces a slightly better fit ($\chi^2 = 169$). Although both fits are comparable to the physically plausible O- and C-rich models, the realistic models may be improved by adding additional sources of opacity or enhanced scattering.

After correcting for contribution from the planet nightside and contamination from WASP-12BC, and including those uncertainties in our corrected transit depth uncertainties, both O- and C-rich cloud-free models fit many of the Gemini-N/ GMOS and HST/WFC3 transit depths to within 2σ. However, the models consistently over-predict the Spitzer/IRAC transit depths. This can be seen in Figure 20, which depicts a decreasing trend in transit depth with increasing wavelength. If real, the transmission spectrum spans approximately eight scale heights over these wavelengths. This trend may be the result of enhanced scattering from atmospheric hazes or aerosols. In Section 6.2, we explore different scattering models for WASP-12b in detail and compare our findings to those of Sing et al. (2013).

We also consider two plausible scenarios in which the observed trend in Figure 20 is not real. First, this trend may be the result of residual contamination from WASP-12BC. An observed spectrum of the companions would help to confirm this theory. Second, since the observations considered in this paper were not all acquired simultaneously, it is conceivable that stellar variability may introduce a vertical offset between data sets. Variability has been noted as a potential source of disagreement in other exoplanet systems (Knutson et al. 2011;
Figure 21. WASP-12b corrected transmission spectrum with best-fit enhanced scattering atmospheric models. In addition to the data in Figure 20, we include published results from Sing et al. (2013, inverted purple triangles). The O- and C-rich models achieve comparable fits, but require relatively low reference pressures ($\leq 5$ mbar).

(A color version of this figure is available in the online journal.)

Ballerini et al. 2012). Follow-up observations with GMOS and WFC3 would place constraints on stellar variability.

6.2. Enhanced Scattering

In this section, we consider several realistic and toy models with enhanced scattering to fit the measured WASP-12b transmission spectrum. For completeness, this analysis includes the HST/STIS results presented by Sing et al. (2013).

First, we fit the slope of the transmission spectrum assuming an arbitrary atmospheric opacity source with an effective extinction cross section, $\sigma = \sigma_0(\lambda/\lambda_0)\alpha$ (Lecavelier Des Etangs et al. 2008). The slope is related to $\alpha$ and $T$ as follows:

$$\alpha H = \frac{kT}{\mu g} = \frac{dR_p}{d\ln \lambda}.$$ 

(6)

Assuming a mean molecular weight, $\mu = 2.3$ g mol$^{-1}$, and a planetary surface gravity, $g = 2.99$ dex (Hebb et al. 2009), we estimate $\alpha T = -7460 \pm 520$. This slope is significantly steeper than that estimated by Sing et al. (2013, $\alpha T = -3528 \pm 660$) due to the lower absolute transit depths favored in our HST and Spitzer analyses. As a result, we find a more realistic estimate of the planet’s terminator temperature ($T_{\text{term}} = 1870 \pm 130$ K) when assuming the slope can be described by Rayleigh scattering ($\alpha = -4$, see Figure 21). Conversely, if we assume a temperature of 2100 K, this implies $\alpha = -3.55 \pm 0.25$. In either case, we achieve a $\chi^2$ of 123 with 41 DoF (see Table 8).

Second, we explore adding scattering from an arbitrary atmospheric opacity source to our O- and C-rich models from Section 6.1. Using $\alpha = -3$, a cross section 0.1 x that of H$_2$, and $T_{\text{term}} = 2200$ K, our best-fit C-rich model achieves a $\chi^2$ values of 135 with 33 DoF and our best-fit O-rich model achieves a $\chi^2$ values of 137 with 36 DoF (see Figure 21). However, both models rely on relatively low reference pressures of $\leq 5$ mbar and a high terminator temperature. The reference pressure is the level at which we set the atmospheric model altitude equal to the measured planet radius (Hebb et al. 2009). For comparison, we typically set the reference pressure to $\sim 1$ bar. However, the uncertainty on the measured planet radius allows for a large range of plausible reference pressures.

Finally, using a more stringent, 20 mbar upper limit on the reference pressure, we examine additional scattering models within our parameter space (see Figure 22). Assuming a fixed $\alpha$ of $-4$, we test models with a range of effective cross sections and suitable terminator temperatures. We find that O- and C-rich models with at least 100 x H$_2$ cross section can adequately fit the STIS, GMOS, and WFC3 data. We also explore scattering models with other power law indices and effective cross sections. Figure 22 provides illustrative examples of the most reasonable fits. However, in all instances, the $\chi^2$ values are higher than those reported in Table 8. This is because none of the models can explain the relatively low transit depths in the 3.6 and 4.5 $\mu$m bandpasses.

The identity of the scattering source remains a mystery. Corundum and silicate condensates may have difficulty forming given WASP-12b’s high terminator temperature. Furthermore, strong vertical mixing is required to keep these heavy molecules suspended at high altitudes (Spiegel et al. 2009). One potentially viable explanation for the observed transmission spectrum is the formation of hydrocarbon soot-like particles (Morley et al. 2013). More work is needed to fully explore these options.

| Model                   | $\chi^2$ | k, DoF | $\Delta$BIC |
|-------------------------|----------|--------|-------------|
| Rayleigh scattering     | 123      | 2.41   | 0           |
| O-rich + scattering     | 137      | 7.36   | 33          |
| C-rich + scattering     | 135      | 10.33  | 42          |
Figure 22. WASP-12b corrected transmission spectrum with additional enhanced scattering atmospheric models. The top two panels explore the effects of increasing the effective \( H_2 \) cross section for both O- and C-rich models (colored lines), assuming \( \alpha = -4 \). The O-rich models require a cross section at least 100 \( \sigma_\mu \) to obscure the potential presence of TIO, as seen in the STIS data by the absence of a blue edge in the TiO bandhead near 0.43 \( \mu \)m. The third and fourth panels illustrate that 0.04 \( \times \) and 0.1 \( \times \) \( H_2 \) effective cross sections with a power law index \( \alpha = -3 \) can also produce reasonable fits to the non-\textit{Spitzer} data over a range of acceptable terminator temperatures. More precise data are needed over a broad wavelength range to distinguish between the assortment of models presented here.

(A color version of this figure is available in the online journal.)

7. CONCLUSIONS

In this paper, we present new, high-precision transmission spectra of the highly irradiated exoplanet WASP-12b using the technique of wide-slit, multi-object spectroscopy in the red optical. Both Gemini-N nights produce comparable results in terms of the measured transit depths, thus providing confidence in our analysis and validating the consistency and reliability of the Gemini-N/GMOS instrument. We model the spectroscopic light curves using two different techniques, one of which is new and both of which produce similar best-fit results. We supply step-by-step instructions for this newly developed technique, which models the spectroscopic light curves without making any prior assumptions about the form of the systematics and produces smaller residual rms values than the other technique.

We also present a reanalysis of previously published WASP-12b transit data from \textit{HST} and \textit{Spitzer}. We correct all of the measured transit depths by wavelength-dependent dilution factors to account for the nearby stellar companions to WASP-12 and for the emission from WASP-12b’s nightside. For the \textit{HST}/WFC3 data, we find that the absolute transit depths are systematic-model dependent. Applying different combinations of ramp and thermal models produces best-fit solutions with comparable BIC values but with white light curve transit depths that vary by as much as 0.055%. We recommend that future WFC3 observations acquire additional out-of-transit baseline to more accurately establish the absolute transit depths of WASP-12b.

We model the corrected transit depths using a retrieval-based technique that considers sources of opacity for both O- and C-rich atmospheres. The GMOS and WFC3 data sets may be explained by an O-rich atmosphere in which TiO, VO, and H2O dominate in the red optical and NIR. A C-rich atmosphere in which TiH, CH4, and HCN dominate the spectrum may equally explain the two data sets. However, the inclusion of STIS data in the optical and IRAC data in the NIR indicate the presence of a slope, possibly due to scattering. The available data exclude a featureless, pure \( H_2 \) atmosphere. Our best-fit model is a linear trend that contains no molecular absorption features. Physically motivated, O- and C-rich models with enhanced scattering both find reasonable fits to the STIS, GMOS, and WFC3 data under a variety of conditions. The \textit{Spitzer} data suggest shallower transit depths than the models predict at infrared wavelengths, albeit at low statistical significance. More precise data are needed over a broad wavelength range to distinguish between the assortment of models presented in this paper.

Future analyses of WASP-12b would benefit from more precise constraints on the absolute pressure level (by measuring the Rayleigh scattering slope in the blue optical) and from non-overlapping spectroscopic observations of WASP-12’s stellar companion to obtain a high-precision correction. The latter is possible with new \textit{HST}/WFC3 spectroscopic observations at a more optimal role angle. In a future paper, we will present a reanalysis of previously published dayside emission observations with corrected eclipse depths to complement this work. To this end, a comprehensive analysis considering both the transmission and emission spectra will provide the best constraints on WASP-12b’s composition, thermal profile, and C/O. As we have shown here, there is a lot to gain from combining ground- and space-based transit observations with broad spectral coverage, but we need additional high-precision data to continue investigating the nature of exoplanetary atmospheres.
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