Exploring Diversity-Based Active Learning for 3D Object Detection in Autonomous Driving

Jinpeng Lin*, Zhihao Liang, Student Member, IEEE, Shengheng Deng, Lile Cai*, Tao Jiang*, Tianrui Li*, Senior Member, IEEE, Kui Jia*, Member, IEEE, and Xun Xu*, Senior Member, IEEE

Abstract—3D object detection has recently received much attention due to its great potential in autonomous vehicle (AV). The success of deep learning based object detectors relies on the availability of large-scale annotated datasets, which is time-consuming and expensive to compile, especially for 3D bounding box annotation. In this work, we investigate diversity-based active learning (AL) as a potential solution to alleviate the annotation burden. Given limited annotation budget, only the most informative frames and objects are automatically selected for human to annotate. Technically, we take the advantage of the multimodal information provided in an AV dataset, and propose a novel acquisition function that enforces spatial and temporal diversity in the selected samples. We benchmark the proposed method against other AL strategies under realistic annotation cost measurements, where the realistic costs for annotating a frame and a 3D bounding box are both taken into consideration. We demonstrate the effectiveness of the proposed method on the nuScenes dataset and show that it outperforms existing AL strategies significantly.

Index Terms—Active learning, 3D object detection, autonomous driving.

I. INTRODUCTION

The 3D object detection has recently received much attention from the 3D computer vision community due to its great potential in autonomous vehicles (AVs). Most research has focused on enhancing detection accuracy through the design of more effective network architectures [1], [2], [3] and improved input representations [4], [5], [6], [7]. The success of these deep learning-based methods heavily depends on large-scale annotated datasets, which are both time-consuming and costly to produce. Consequently, developing data-efficient learning techniques for 3D object detection is crucial to minimizing the effort required for annotation.

Active learning (AL) presents a promising approach to alleviating the annotation burden. With a constrained annotation budget, AL seeks to maximize model performance by iteratively selecting the most informative samples for labeling, based on the model’s current state. Depending on how informativeness is assessed, various methods can be broadly categorized into uncertainty-based [8], [9], [10], diversity-based [11], [12], and hybrid approaches [13], [14], [15]. Active learning has demonstrated success across various computer vision tasks, including image classification [16], [17], [18], 2D object detection [19], [20], [21], and semantic segmentation [22], [23], [24]. However, little attention has been given to AL for 3D object detection. Feng et al. [25] made the first attempt by employing uncertainty-based sampling to query unlabeled samples, but their method is tightly coupled with frustum-based detectors. As a result, a general AL approach that can be applied universally to existing detectors is still missing. Additionally, diversity-based AL was not explored in [25], leaving questions about whether and how multimodal information, typically available in AV datasets, can be leveraged to query informative samples.

In this work, we focus on diversity-based active learning (AL) for 3D object detection and propose that enforcing diversity in both spatial and temporal domains leads to superior performance. Our approach is motivated by the observation that data collected by autonomous vehicles at different locations and time steps correspond to distinct scenes and visual content. By selecting samples that vary in location and time, we can ensure a diverse set of samples that cover a wide range of object categories. Figure 1 illustrates the behavior of different AL strategies and their corresponding performance curves. Moreover, we argue that methods traditionally considered effective for active learning in generic classification tasks—such as uncertainty sampling (e.g. maximal entropy) and feature diversity—are not optimal for selecting informative samples in the autonomous driving scenario. These approaches tend to select redundant frames, and quantifying feature diversity in detection tasks is non-trivial. In contrast, the proposed spatial and temporal diversity effectively selects a diverse set of informative samples, and combining the spatial, temporal and feature diversities objectives results in the best detector performance within the same budget. Another important consideration when applying active learning (AL) to 3D object detection is how to accurately
measure annotation cost. Previous studies have measured this cost either by the number of annotated frames [19], [21], [26] or by the number of annotated bounding boxes [27], [28]. The former is imprecise, as different frames can contain varying numbers of objects, leading to significantly different annotation costs. The latter overlooks the fact that even nearly empty frames require time for the annotator to search for objects of interest. To address these limitations, we consider a more realistic scenario that accounts for both the cost of annotating a frame and the cost of annotating a 3D bounding box.

Our contributions can be summarized as below:
- We propose a novel diversity-based acquisition function for AL in 3D object detection. We exploit the multimodal information provided in an AV dataset and propose spatial and temporal diversity objectives for querying informative samples.
- We propose to evaluate the AL methods under realistic annotation cost measurement. We show that the choice of cost measurement can significantly affect the evaluation results and highlight the importance of using realistic cost measurement to properly evaluate AL methods.
- We present the first pilot study of active learning for object detection in the context of autonomous driving tasks. We hope this work will draw attention from the community developing active learning algorithms to tackle realistic challenges.

II. RELATED WORK

A. Active Learning for Deep CNNs

The success of deep CNNs on visual recognition tasks relies on the availability of large-scale annotated datasets. Active learning offers a promising solution to alleviate annotation efforts and there is a resurgence of interest in AL in the deep learning era [29]. Acquisition function is the core component in AL, and various AL strategies can be generally categorized into uncertainty-based and diversity-based methods. Uncertainty-based AL [8], [9], [10], [13], [30], [31] select the most uncertain samples to label and different methods vary in how the uncertainty is estimated. Reference [32] obtained the uncertainty through the estimation of an ensemble of classifiers. Learning-Loss [10] proposed to use the pseudo loss as an indication of uncertainty. Reference [33] proposed an Entropic Open-set AL (EOAL) framework. This framework employs entropy-based metrics to assess both known and unknown class distributions, allowing for the selection of informative samples during active learning rounds. Reference [34] introduced a novel algorithm designed to estimate data uncertainty by leveraging noise stability. The core concept of the algorithm involves measuring the deviation in model output from the original observation when the model parameters are subjected to random perturbations by noise. Diversity-based AL [11], [12], [35], [36], [37] select the most diverse set of samples to label. Core-Set [11] formulated the AL problem as minimizing the core-set loss and proposed solutions to minimize the upper-bound of the core-set loss. VAAL [37] trained an auto-encoder in an adversarial manner and select unlabeled samples that are most dissimilar with labeled ones based on the discriminator score. In the context of 3D point cloud deep learning, active learning was attempted by combining feature and spatial diversity [38], [39]. Our method is based on the Core-Set framework, and we propose novel diversity objectives to complement the traditionally used feature diversity.
B. Active Learning for Object Detection

Several attempts have been made to apply AL for object detection tasks, and most of them are focused on 2D object detection task. An image-level score was proposed by aggregating pixel-wise scores for active selection [19]. Instead of aggregating pixel-wise scores, [40] investigate various methods to aggregate bounding box scores. [41] introduced a box-level active detection framework designed to control a box-based budget per cycle. Within this proposed box-level setting, a novel pipeline called the Complementary Pseudo Active Strategy (ComPAS) is developed. This strategy leverages both human annotations and model intelligence in a complementary manner. An efficient input-end committee queries labels only for informative objects, while simultaneously, well-learned targets are identified by the model and supplemented with pseudo-labels. [42] introduced a novel method called Hierarchical Uncertainty Aggregation (HUA), which aims to assess the informativeness of images by calculating the epistemic uncertainty associated with each bounding box. The disagreement of layer-wise prediction scores [20] was utilized for query and the method is specific to one-stage object detectors with similar architecture of SSD [43]. Following these, [21] combined the uncertainty in both classification and location prediction to query samples. More recently, A two-stage approach was introduced by estimating the uncertainty at image level and selecting diverse samples [44]. Reference [45] introduced an active learning strategy based on the consistency between the original and augmented data. Reference [46] focused on selecting rare samples and proposed to efficiently target and acquire images with rare slices. A relevant problem of selecting most informative samples in the target domain was proposed to facilitate domain adaptation for object detection [47]. Despite many attempts to address active learning for object detection tasks, these generic active learning methods for object detection are specifically optimized for 2D object detection and are entangled with the architecture of 2D object detectors, and thus a direct application to 3D object detection is either infeasible or sub-optimal. The only work we are aware that tackles AL for 3D object detection is reported in [25], but the method is entangled with frustum-based detectors and only uncertainty-based AL is investigated. More importantly, these methods do not consider the annotation costs associated with creating autonomous driving dataset where both frame-wise and object-wise costs are calculated towards the final cost. In this work, we consider a backbone agnostic active learning strategy and specifically optimize the method by considering the realistic annotation costs.

C. 3D Object Detection

Existing 3D object detectors can be categorized as either point-based or voxel-based methods, depending on how the point cloud data is represented. Point-based detectors [1], [4], [48], [49], [50] use a point-wise feature extractor [51], [52], [53] as a backbone and directly extract point-wise features from the input point cloud. Proposals are generated based on the position of the point cloud, which can provide more fine-grained position information. However, point-based methods typically downsample the input point cloud to a fixed number of points, which may result in the loss of some input information. On the other hand, voxel-based detectors [2], [3], [7], [54], [55], [56] quantize the input point cloud as regular voxels and utilize 3D CNNs to operate directly on the voxels. The extracted 3D feature map is then projected into a bird’s-eye-view (BEV) feature map, and proposals are generated from the projected 2D feature map. Among these methods, UniMODE [57] proposed a novel detector grounded in the BEV detection paradigm. This approach leverages explicit feature projection to effectively address the challenges of geometry learning ambiguity that arise when training detectors across multiple scenarios.UniMODE marks the first successful generalization of a BEV detector for unified 3D object detection. [58] introduced BEVNeXt, a fully enhanced dense BEV framework for multi-view 3D object detection. BEVNeXt addresses the limitations of existing dense BEV-based 3D object detectors by introducing several novel components. These include a CRF-modulated depth estimation module that enforces object-level consistency, a long-term temporal aggregation module with extended receptive fields, and a two-stage object decoder that combines perspective techniques with CRF-modulated depth embedding. While voxelization can result in the loss of fine-grained position information, it has the advantage of establishing regularities for the irregular point cloud, and allows for the use of powerful 3D CNNs to extract features. In our experiments, we employ VoxelNet [54], as the detection model. We also evaluate on BEVFusion [59] which exploits both RGB and point cloud modalities to investigate the generalization ability of the proposed method.

III. METHODOLOGY

The overview of the proposed AL pipeline for 3D object detection is presented in Fig. 2. AL is an iterative process in which an informative subset of samples is selected based on an acquisition function in each cycle. The selected samples are then sent to an oracle for annotation, and the model is updated on all the annotated samples so far. The process is repeated until the annotation budget is exhausted. First, we introduce the diversity-based AL framework. We then provide a detailed description of our proposed acquisition function that incorporates novel spatial and temporal diversity objectives. Finally, we present a realistic method for measuring annotation cost.

A. Diversity-Based AL

Diversity-based active learning aims to select a diverse subset of samples that can represent the distribution of the unlabeled pool. One of the state-of-the-art methods for diversity-based AL is Core-Set, proposed by Sener and Savarese [11]. Core-Set formulates the AL problem as minimizing the core-set loss, which involves selecting a set of points such that the difference between the average empirical training loss on this subset and the average empirical loss on the entire dataset is minimized. The authors showed that minimizing the upper bound of the core-set loss is equivalent
to solving a k-Center problem. Mathematically, denoting the unlabeled pool as $S_u = \{x_i\}_{i=1}^{N_u}$ and the labeled pool as $S_l = \{x_j\}_{j=1}^{N_l}$ at each AL cycle $t$, we aim to select a subset $B_t$ from $S_u$ by solving the k-Center objective:

$$\min \max_{B_t \subseteq S_u} \min_{x_i \in S_u, x_j \in B_t \cup S_l} d(x_i, x_j), \text{ s.t. } C(B_t) \leq b_t,$$

(1)

where $d(\cdot, \cdot)$ is a distance measure between two samples, $C(\cdot)$ is the annotation cost for labeling a subset, and $b_t$ is the annotation budget for cycle $t$. The general idea of the K-Center objective in Eq. 1 is to select a subset of frames $B_t$ from the unlabeled pool $S_u$ such that the maximal distance of any unlabeled instance to the closest selected instance is minimized. A graphical illustration is provided in Fig. 3. Solving Eq. 1 is NP-hard and we choose a greedy algorithm, achieving an approximation factor of 2, by iteratively selecting the farthest sample into the subset $B_t$ until the budget is exhausted [60]. The algorithm is summarized in Algorithm 1.

A common practice to measure $d(x_i, x_j)$ is to embed the samples in a feature space using a feature extractor $\Theta$ and compute the distance by $L_p$ norm:

$$d(x_i, x_j) = | | \Theta(x_i) - \Theta(x_j) | |_p.$$

(2)

However, it is non-trivial to design a good feature extractor for the task. In the following section, we explore how the multimodal information in an AV dataset can be utilized to design more effective diversity terms.

### B. Enforcing Diversity in Spatial, Temporal and Feature Space

Existing AV datasets comprise multimodal data including images, point clouds, and GPS/IMU data. The multimodal data is complementary to each other, and how to combine multimodal measurements in a principled manner for robust detection has attracted much attention from the AV community. While most works focus on fusing image and point cloud data for 3D object detection [61], [62], we are interested in exploiting the GPS/IMU data for active learning of 3D object detectors.

The GPS/IMU system provides accurate location information for the vehicle. Intuitively, different locations traversed by the autonomous vehicle correspond to different scenes.
and visual content, and by enforcing diversity in the location of the selected samples, we can obtain a diverse set of samples covering different object categories without relying on a good feature extractor. This motivates us to design a spatial diversity objective for the k-center optimization. Furthermore, we observe that an autonomous driving vehicle may visit the same place at different times for data collection, and the data collected at the same location but different times vary in traffic and weather conditions. We thus propose to enforce a diverse collection in temporal space to complement the spatial diversity for optimal sample selection. Finally, image-wise feature characteristics are associated with a spatial location. Denoting the location of a data sample as $\mathbf{x}_i$, we measure the spatial distance between two samples by manifold distance. Specifically, we first build a KNN graph with a distance matrix $D \in \mathbb{R}^{(N+N_k) \times (N+N_k)}$ defined as follows:

$$d_{ij} = \begin{cases} \|\text{loc}(\mathbf{x}_i) - \text{loc}(\mathbf{x}_j)\|^2_2, & \text{if } \mathbf{x}_i \in N N_k(\mathbf{x}_j) \\ +\infty, & \text{otherwise} \end{cases}$$

(3)

where $NN_k(\cdot)$ is the set of k-nearest neighbors for a sample in the Euclidean space. The spatial distance between $\mathbf{x}_i$ and $\mathbf{x}_j$ is then defined as their shortest path on the KNN graph. This problem can be efficiently solved by Dijkstra’s algorithm:

$$d_s(\mathbf{x}_i, \mathbf{x}_j) = \min_{[c_{pq}]} \sum_{p,q=1}^{(N+N_k)} d_{pq}c_{pq} \quad \text{s.t. } c_{pq} \geq 0 \quad \text{and} \quad \sum_p c_{pq} - \sum_q c_{qp} = \begin{cases} 1, & \text{if } p = i \\ -1, & \text{if } p = j \\ 0, & \text{otherwise} \end{cases}$$

(4)

For samples collected from different areas, e.g. one sample collected from Singapore vs. another collected from Boston, we define the spatial distance as a large constant.

**Temporal Diversity Objective**: A sample in an AV dataset is also associated with a data stream ID $si \in \mathbb{N}$ and the timestamp $ts \in \mathbb{R}$. We define the temporal distance as below,

$$d_t(\mathbf{x}_i, \mathbf{x}_j) = \begin{cases} |ts(\mathbf{x}_i) - ts(\mathbf{x}_j)|, & \text{if } si(\mathbf{x}_i) = si(\mathbf{x}_j) \\ +\infty, & \text{otherwise} \end{cases}$$

(5)

**Feature Diversity Objective**: Specifically, for the given data sample $\mathbf{x}_i$, we use the backbone of predictor $\Theta$ to extract the feature map $\mathbf{F}_i$ from the point cloud of $\mathbf{x}_i$, and obtain the representation feature vector $\mathbf{f}_i$ by aggregating feature map $\mathbf{F}_i$ through global average pooling. After obtaining the representing feature vector $\mathbf{f}_i$, we can embed the data sample into the feature space. Given two arbitrary sample $\mathbf{x}_i$ and $\mathbf{x}_j$, the distance $d_f$ can be defined as the Euclidean distance between representation features.

$$d_f(\mathbf{x}_i, \mathbf{x}_j) = ||\mathbf{f}_i - \mathbf{f}_j||^2_2$$

(6)

**C. Combining Diversity Terms**

The various diversity terms defined above, such as spatial, temporal, and feature diversity, are complementary to each other, and we can combine them to achieve better performance. Since the values for each diversity objective are on different scales, we first normalize them to the [0, 1] range using a radial basis function (RBF) kernel. Specifically, for the spatial diversity term $d_s(\mathbf{x}_i, \mathbf{x}_j)$, we normalize it using the following equation:

$$\tilde{d}_s(\mathbf{x}_i, \mathbf{x}_j) = 1 - \exp(-d_s(\mathbf{x}_i, \mathbf{x}_j)).$$

(7)

The temporal diversity term $d_t$ and $d_f$ can be normalized in a similar way. The distance metric used in Algorithm 1 is then defined as:

$$d(\mathbf{x}_i, \mathbf{x}_j) = \lambda_s\tilde{d}_s(\mathbf{x}_i, \mathbf{x}_j) + \lambda_t\tilde{d}_t(\mathbf{x}_i, \mathbf{x}_j) + \lambda_f\tilde{d}_f(\mathbf{x}_i, \mathbf{x}_j).$$

(8)

**D. Annotation Cost Measurement**

In contrast to previous works that use either the number of annotated frames or the number of annotated bounding boxes to measure annotation cost, we propose to take into consideration the cost of annotating both. Specifically, the annotation cost $C(B_i)$ used in Eq. (1) and Algorithm 1 is computed as:

$$C(B_i) = c_f * n_f(B_i) + c_b * n_b(B_i),$$

(9)

where $c_f$ and $c_b$ is the cost for annotating one frame and one bounding box, respectively, and $n_f$ and $n_b$ denote the total number of frames and bounding boxes in the selected samples. The actual value for $c_f$ and $c_b$ varies among different vendors. In the experiments, we determine the values based on discussions with the nuScenes team and investigate the influence of different settings in Section V-D.

**IV. EXPERIMENT**

**A. Experimental Settings**

1) Evaluation Datasets: We perform experiments on the nuScenes [63], which is a popular multimodal dataset used for benchmarking 3D object detection algorithms. The training set of nuScenes contains 28,130 LiDAR point clouds and 1,255,109 bounding boxes, and the validation set of nuScenes contains 6,019 LiDAR point clouds. The nuScenes contains 10 categories, namely: car, truck, construction vehicle, bus, trailer, barrier, motorcycle, bicycle, pedestrian, traffic cone and ignore. We perform active selection on the training set and report the detector performance on the validation set.

2) Evaluation Metrics: Following the official nuScenes evaluation protocol, we report mean Average Precision (mAP) [63] as the evaluation metric to compare different methods. All experiments are reported the mean the standard deviation across 3 runs with different random seeds.
3) Detection Model: We employ the open-source VoxelNet [54] as our 3D object detection detector in all experiments. We voxelize the input point clouds in the range of $[-51.2, 51.2], [-51.2, 51.2]$ and $[-5.0, 3.0]$ for axis $x$, $y$, $z$, respectively. Additionally, we evaluate a stronger detection backbone, BEVFusion [59], which fuses RGB and point cloud modalities for improved detection results, for comparing the overall active learning performance.

4) Fully Supervised Baseline: We train a detector using the entire training set, which serves as a performance upper bound for all AL methods. We follow the default training setting in VoxelNet [54]. For nuScenes, we trained for a total 20 epochs with a batch size of 8. The mAP of the fully supervised baseline is 51.00%.

5) Implementation Details: We perform sample selection at the granularity of frame, and once a frame is selected, all the objects of interest within the frame are annotated. We set $c_f = 0.12$, $c_b = 0.04$ in Eq. 9. With this setting, the budget for annotating the entire training set in nuScenes is 36,314. We conduct AL at the budget of 600/1200/2400/4800, where the first 600 labeled samples are randomly selected and fixed for all competing methods. The number of nearest neighbor used in constructing the KNN graph for computing spatial diversity is set to $K = 8$. The training hyper-parameters remain the same as the fully supervised baseline. After labeling each batch of data, we train the detection model from scratch following the standard setup reported in [54] with 20 epochs on LiDAR data for VoxelNet [54] and additional 6 epochs on RGB data for BEVFusion [59]. We use a server with 4 RTX3090 GPUs for training. It roughly takes 2.5 hours per 6 epochs on LiDAR data for BEVFusion [59]. We use a server following the standard setup reported in [54] with 20 epochs on LiDAR data for BEVFusion [59]. We use a server with 4 RTX3090 GPUs for training. It roughly takes 2.5 hours for training with every 1200 labeled samples with VoxelNet and BEVFusion respectively on this platform. For all experiments, we conduct three independent runs with different random seeds and report the averaged results.

B. Experimental Results

1) Comparing the State-of-the-Arts Methods: We compared with three state-of-the-art active learning methods by adapting both generic active learning methods and active learning method for object detection to autonomous driving detection task. Specifically, the following methods are benchmarked:

- **Badge [64]:** This strategy considers both model uncertainty and feature uncertainty for data acquisition. The gradient features are computed by accumulating the gradients of loss w.r.t. penultimate layers. We use the classification branch to calculate gradient features in our task. Samples are then selected by K-means++.

- **CALD [45]:** This approach employs a simple idea that predictions upon different data augmentations by a good model should be consistent. Hence, a frame with predictions that do not agree between augmentations, measured by the J-S divergence between classification predictions and IoU between boxes, will be more likely to be selected.

- **PPAL [65]:** This method is specifically tailored for object detection by considering both model uncertainty and feature diversity. Classification and localization difficulties are fused to re-weight model uncertainties. K-means++ is employed to select the final queries.

- **UWE [66]:** This approach was inspired by the effectiveness of combining model uncertainty and feature diversity for active learning. To enable the concept for more diverse computer vision tasks, UWE introduced a uncertainty re-weighted representation for active learning.

2) Comparing Different Diversity Terms: We consider three diversity terms, i.e., feature, spatial, and temporal, to measure the distance between two samples. We set the random selection as baseline and investigate the effect of each diversity term and their combination on AL performance. In specific, we consider the following variants:

- **Random:** This strategy randomly selects samples to annotate.

- **Feature [11]:** This strategy uses Eq. (6) to measure sample distance. We obtain the feature of each sample by averaging the output feature map of the 3D feature extractor.

- **Spatial [23]:** This strategy uses Eq. (4) to measure sample distance.

- **Temporal:** This strategy uses Eq. (5) to measure sample distance.

- **Spatial+Temporal (Ours):** This strategy uses Eq. (8) with $\lambda_s = 1, \lambda_t = 1, \lambda_f = 0$ to measure sample distance.

- **Spatial+Temporal+Feature (Ours):** This strategy uses Eq. (8) with $\lambda_s = 1, \lambda_t = 1, \lambda_f = 1$ to measure sample distance.

Analysis of Results: We present the results in Table I. We report two metrics for each method. The mAP indicates the accuracy of object detection and the average ranking (Avg. Rank.) is the average ranking (lower the better) of each method across three budgets (1200, 2400, 4800) for both VoxelNet and BEVFusion backbones. We make the following observations from the results. First, we notice that incorporating spatial and temporal diversity plays the most important role in selecting most informative samples. In particular, spatial diversity (Spatial) alone performs comparatively to methods combining multiple diversity terms (Spa.+Temp.) at budget 1200 and 2400, suggesting the importance of selecting diverse scenes. When budget is increased to 4800, combining spatial, temporal and feature diversity demonstrates clear advantage over individual diversity terms, ranked in top 2 among all methods, suggesting the importance of considering multiple types of diversity for active selection. We further notice that uncertainty-based active learning method (Entropy) performs exceptionally worse than diversity-based methods. One drawback of uncertainty-based sampling comes from the observation that neural networks tends to predict similar output for similar input, and thus similar samples will have similar uncertainty values. Directly selecting the top-k uncertain samples will result in labeling redundant scenes. The hypothesis is further strengthened by the relatively poor results of CALD, which considers model uncertainty alone, and UWE, which integrates uncertainty into feature diversity. This problem is more severe on AV datasets, where the velocity of the autonomous vehicle is affected by the traffic condition, resulting in different sampling density at different parts of the path, e.g., slower velocity results in higher sampling density as the recording rate of the sensors is fixed. Regions with high sampling density usually correspond to busy scenes.
that contain a relatively large number of objects. The object
detector has relatively low confidence (high uncertainty) on
these scenes which will be picked up by uncertainty-based
sampling. Hence, the high sampling density of these scenes
will encourage uncertainty-based sampling to select more
uncertain yet redundant samples, which may eventually harm
the performance of object detector. Finally, among the three
state-of-the-art methods, Badge and UWE achieve the top
two results (average ranking 5.2 & 5.3). We speculate that
the advantage of Badge and UWE owes to considering both
uncertainty and feature diversity. In contrast, CALD only
considers sample uncertainty alone. In conclusion, combining
both spatial and temporal diversity is the recommended way
for active learning on AV dataset.

C. Qualitative Results

In this section, we further present qualitative results to com-
pare the effectiveness of different active selection strategies.
Specifically, we visualize the detection results by the model
trained with different active selection methods and ground-
truth objects on both RGB view, in Fig. 6 and LiDAR point
cloud view, in Fig. 7. All results are obtained with a budget
of 4800. From both figures, We observe that incorporating all
three diversity terms yields very competitive object detection
results. In comparison, entropy and feature based approaches
are overly focused on selecting less confident or diverse sam-
ples for training. This will compromise the generalization of
trained model, as seen from the high false positive detections
in Fig. 7.

V. DISCUSSION

In this section, we provide more in-depth analysis and
insights into the effectiveness of active learning on object
detection for autonomous driving.

A. Alternative Object Detection Backbone

In this section, we further evaluate the effectiveness of
the proposed active learning strategy with BEVFusion back-
bone [59]. This backbone unifies multi-modal features in the
shared bird’s-eye view (BEV) representation space, which
nicely preserves both geometric and semantic information.
We present the comparisons of different active learning
strategies with BEVFusion backbone in Tab. I. We observe
that the overall performance with BEVFusion is improved
from VoxelNet due to exploiting additional information.
More importantly, our active learning strategy (Spa. + Temp.
& Spa. + Temp. + Feat.) still outperforms other simple active
selection strategies with a clear margin.

B. Selected Sample Distribution

To cast more insight into why diversity-based AL works
better than uncertainty-based AL, we visualize the category

| Backbone | VoxelNet [54] | BEVFusion [59] |
|----------|--------------|----------------|
| Budget   |              |                |
| 600      | 22.27 ± 0.63 | 28.76 ± 0.01   |
| 1200     | 29.09 ± 0.29 | 35.92 ± 0.10   |
| 2400     | 39.42 ± 0.28 | 43.20 ± 0.64   |
| 4800     | 39.65 ± 0.92 | 43.53 ± 0.66   |

Table I

Comparing State-of-the-Art Active Learning Methods and Different Diversity Terms for Active Learning With VoxelNet and
BEVFusion Backbones. Spatial, Temporal, and Features Are Shortened as Spa., Temp, and Feat. Respectively. We Report
the Average ± Standard Deviation of mAP From 3 Random Runs for Each Method. Red, Blue and Green Colors Indicate
the Best, Second Best and the Third Best Results Respectively. All Numbers Except Average Ranking Are in (%)
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Fig. 6. Qualitative comparison of 3D object detection results with the same annotation budget on RGB view. Color of bounding box indicates the semantic category.

distribution of selected bounding boxes in Fig. 4, and the number of selected frames in Fig. 5. It can be seen that Entropy selects the most number of bounding boxes and the least number of frames. This suggests that relying on model uncertainty tends to concentrate the annotation budget in regions with high object density, and these regions typically correspond to busy streets where the number of objects within each scene is high. On the contrary, Spatial selects the most number of frames and the least number of bounding boxes, and the selected frames are distributed uniformly over all regions. The distribution of samples selected by Feature and Temporal lie in the middle, and the diversity terms complement each other to select an informative subset of samples to label.

We further qualitatively visualize the selected frames by different selection strategies at one segment of the road in Fig. 8. For each strategy, we randomly select 12 frames and visualize the corresponding RGB views taken by the front camera with 3D boxes overlaid. We draw the following conclusions from the illustration. First, active learning algorithm considering Uncertainty alone tends to select redundant frames, e.g. many repetitive frames are selected in Fig. 8 (a). Second, Feature diversity criteria tends to select more frames with fast changing background, e.g. many frames at bending corners are selected as shown in Fig. 8 (b). In comparison, combining Spatial and Temporal diversity allows us to select frames with very diverse scenes, as shown in Fig. 8 (c-d) which are demonstrated to produce better object detection performance.

C. Initial Batch Selection

Typically, the AL acquisition function is contingent on the model prediction. For example, uncertainty-based AL depends on the model prediction score, and feature diversity-based AL utilizes the model for feature extraction. At the early stage
Fig. 7. Qualitative comparison of 3D object detection results with the same annotation budget on LiDAR point cloud view. We use red and blue boxes to indicate ground-truth annotations and detection results respectively.

### TABLE II

|                  | 600   | 1200  | 2400  | 4800 |
|------------------|-------|-------|-------|------|
| Random           | 22.27±0.63 | 28.76±0.01 | 36.16±0.43 | 42.07±0.04 |
| Spa. + Temp. (cold) | 22.7±0.63  | 30.90±0.60  | 38.10±0.95  | 44.20±0.38  |
| Spa. + Temp. (warm) | 23.87±0.01 | 30.56±0.26  | 37.96±0.27  | 43.94±0.24  |
| Spa. + Temp. +Feat. (cold) | 23.37±0.01 | 30.75±0.48  | 38.10±0.07  | 44.30±0.39  |
| Spa. + Temp. +Feat. (warm) | 23.87±0.01 | 30.56±0.27  | 38.30±0.33  | 45.38±0.21  |

**Comparing the Effect of Selecting the Initial Batch by Random (Cold) or Spatial + Temporal (Warm) with VoxelNet Backbone. All Numbers Are in (%)**

of the AL cycles, due to data scarcity and model instability, AL strategies may fail. This is referred to as the cold-start problem of AL [68]. One of the advantages of our proposed spatial and temporal diversity is that it does not rely on model prediction, and thus can be utilized to select better samples for initializing the AL cycles.

In Section IV-B, we fix the initial batch (selected by Random) for all methods for fair comparison. In Table II, we provide additional results, with warm start, where the initial batch is selected by Spatial + Temporal. We observe that warm start benefits more on the method with feature diversity (Spatial + Temporal + Feature) by achieving better results in the long run. While Spatial + Temporal does not benefit from warm start because a better trained model has no impact of the selection of samples to annotate.

### D. Influence of Cost Measurement

In previous experiments, we use the default annotation cost as 0.12 per frame ($c_f$) and the 0.04 per 3D bounding box ($c_b$). These values reflect the market rates charged by big data annotation companies in the US. Nevertheless, the ratio $c_f/c_b$ may vary among companies and may affect the evaluation results. Therefore, to verify the robustness of the proposed method under more diverse annotation cost schemes, we experiment with two additional cost schemes. First, we assume vendors only charge based on the number of bounding boxes, this gives rise to a cost scheme $c_f = 0, c_b = 0.04$. We further assume vendors only charge based on the number of annotated frames which gives rise to a cost scheme $c_f = 0.06, c_b = 0$. We present the active learning results for the above two cost schemes in Table III. We make an observation from the results that regardless of annotation cost scheme, combining spatial, temporal and feature diversity consistently gives competitive performance compared with considering individual diversity terms and random selection baseline. The advantage of combining all three terms is particularly effective if cost is only counted on the number of bounding boxes or frames separately.

### E. Alternative Methods for Diversity Aggregation and Normalization

We investigate alternative aggregation and normalization methods for combing various diversity terms. The aggregated value can be obtained by computing the summation, minimum or maximum of the individual terms. The results with alternative aggregation methods are presented in Table IV. Experiments are evaluated with Spatial + Temporal. It can be seen that summation performs the best. We also experiment with linear scaling for normalization, where the distance value

---

1 We would like to thank Dr. Holger Caesar for the invaluable discussion on realistic budgets for annotating autonomous driving data.
is normalized to [0,1] by dividing by the maximum value of the distance matrix. The results are presented in Table V. It can be seen that RBF performs better than linear normalization.

**Table V**

| Aggregation | 600 | 1200 | 2400 | 4800 |
|-------------|-----|------|------|------|
| Max         | 22.27±0.63 | 28.77±0.53 | 37.56±0.37 | 43.58±0.41 |
| Min         | 22.27±0.63 | 30.72±0.56 | 38.63±0.30 | 43.87±0.36 |
| Sum         | 22.27±0.63 | 30.90±0.60 | 38.10±0.95 | 44.20±0.38 |

**Analysis on Spatial Distance Measurement**

For spatial diversity term, we use the manifold distance to measure the spatial distance between two samples. This is motivated by the intuition that given pairs of samples with

---

Fig. 8. A visualization of samples selected by different acquisition functions. Each - indicates selected frames on the driving trajectory by different active learning strategies.
the same Euclidean distance, the pair collected along the same road may be more similar, i.e., closer, to each other compared to those collected from different roads. We also experimented with distance and the results are presented in Table VI. It can be seen that manifold distance slightly outperforms Euclidean distance.

G. Evaluation of Hyper-Parameter

We further evaluate the stability of proposed method w.r.t. some hyper-parameters. In particular, $\lambda_s$, $\lambda_t$, $\lambda_f$ in Eq. 8 determine the distance metric. We evaluate how the ratio between $\lambda_s$ and $\lambda_t$ could affect the active learning performance with Spatial+Temporal. As shown in Tab. VII, the performance is relatively stable around $\lambda_t = 0.5$.

To study the effect of $\lambda_f$ on Spatial+Temporal+Feature, we vary the value from 0 to 5 and the results are presented in Table VIII. We validate that the performance is stable around $\lambda_f = 1$.

H. Analysis on Feature Diversity Term

We combine the spatial, temporal and feature diversity terms as Eq. 8. Compared to spatial and temporal terms, the feature diversity term is contingent on the model prediction. At the early stage of the AL cycles, the model may be unreliable and affect the effectiveness of the extracted features. It may be beneficial to enable feature diversity only at later AL cycles. We investigate the optimal budget size to turn on feature diversity for active selection. We experiment with Spatial+Temporal+Feature where the feature term is only enabled after certain amount of budgets. We fix $\lambda_f$ to be 1 when the feature term is enabled. The results reported in Table IX show that turning on feature diversity after 1200 cost achieves slightly better results. The trade-off is that, if the feature term is enabled too early, the features are not reliable and can harm the performance; on the other hand, if enabled too late, the information from current model is under-utilized, which may also be sub-optimal.

### Table VI

| Comparing Manifold and Euclidean Distance for Defining Spatial Diversity |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
|                             | 600                         | 1200                        | 2400                        | 4800                        |
| Euclidean                   | 22.27±0.63                  | 29.65±0.47                  | 37.81±0.54                  | 43.93±0.08                  |
| Manifold                    | 22.27±0.63                  | 30.25±0.68                  | 38.12±0.13                  | 43.84±0.22                  |

### Table VII

| Impact of the hyper-parameters $\lambda_s$ and $\lambda_t$ on active learning performance. All numbers are in (%) |
|-------------------------------------------|-------------|-----------------------------|-----------------------------|-------------|
| $\lambda_t$                             | 0           | 0.5                         | 1                           | 2           |
| 1200                                     | 30.25±0.68  | 30.53±0.71                  | 30.90±0.60                  | 30.76±0.76  |
| 2400                                     | 38.12±0.13  | 38.47±0.46                  | 38.10±0.95                  | 37.97±0.31  |
| 4800                                     | 43.84±0.22  | 44.75±0.09                  | 44.20±0.38                  | 44.24±0.07  |

### Table VIII

| Effect of $\lambda_f$ on Spatial+Temporal+Feature. We turn on the Feature Term after Budget 1200 |
|-------------------------------------------|-------------|-----------------------------|-----------------------------|-------------|
| $\lambda_f$                             | 0           | 0.1                         | 1                           | 2           | 5           |
| 1200                                     | 30.90±0.60  | 30.62±0.25                  | 30.75±0.48                  | 30.18±0.35  | 30.53±0.20  |
| 2400                                     | 38.10±0.95  | 38.13±0.61                  | 38.06±0.07                  | 38.01±0.24  | 37.98±0.31  |
| 4800                                     | 44.20±0.38  | 44.37±0.38                  | 44.49±0.35                  | 44.61±0.11  | 44.46±0.58  |

I. Limitations

Our proposed method leverages the data collected from the GPS/IMU system to enforce diversity in spatial space. In practice, the quality of the collected data can be affected by device outages, especially for vehicles operating in dense urban areas. Some datasets, e.g. nuScenes, employed additional techniques, e.g. HD map, to guarantee accurate localization, but other datasets, e.g. KITTI, did not. The localization errors may affect the effectiveness of the proposed spatial diversity term. The proposed temporal diversity term and feature diversity term complement spatial diversity and help to alleviate this limitation. We also point out that the performance gap between methods considering different diversity terms seems marginal. Nevertheless, as the scale of dataset increases, the cost saved from selecting informative samples could be substantial.

VI. Conclusion

In this paper, we introduced a novel diversity-based active learning (AL) approach for 3D object detection, focusing on spatial and temporal diversity. Our experiments on the nuScenes dataset show that our method outperforms all existing active learning baselines and active learning methods specifically tailored for 2D object detection tasks. We also proposed a realistic annotation cost measurement, which significantly impacts the ranking of AL strategies. Additionally, our approach addresses the cold-start problem by effectively selecting an initial batch that enhances both early and long-term performance. Our work pioneers AL in 3D object detection for autonomous driving, offering valuable insights and practical guidelines for future research.
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