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Clustering is a complex process in finding the relevant hidden patterns in unlabeled datasets, broadly known as unsupervised learning. Support vector clustering algorithm [1] is a well-known clustering algorithm based on support vector machines and Gaussian kernels. In this paper, we have investigated the support vector clustering algorithm in quantum paradigm. We have developed a quantum algorithm which is based on quantum support vector machine and the quantum kernel (Gaussian kernel and polynomial kernel) formulation. The investigation exhibits approximately exponential speed up in the quantum version with respect to the classical counterpart. The classical support vector clustering algorithm converges in \( O(M^2N) \) run times, and the quantum version converges in \( O(\log MN) \) run time, whereas the quantum Gaussian kernel runs in time \( O(\epsilon^{-1}(1+\epsilon)\log N) \), and the quantum d-level polynomial kernel runs in time \( O(d\epsilon^{-1}\log N) \). Clustering identification phase with adjacency matrix exhibits run time complexity of \( O(\sqrt{M^3\log M}) \) in quantum paradigm whereas the run time complexity of classical implementation is of \( O(M^2) \). Here \( M \) is the input objects, \( N \) is the dimension of the object feature and \( \epsilon \) is error. The overall runtime complexity of the proposed quantum clustering algorithm shows exponential speedup as compared to the classical implementation.
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1 INTRODUCTION
Clustering is a popular task in machine learning, where a set of input objects are grouped together based on some similarities. This becomes a more tedious task on big datasets. We have many well-defined clustering algorithms which work very efficiently in their defined domain of interests. K-means [2] [3] is one of the most popular clustering algorithms but has the drawback of defining the number of clusters in advance. Although with the upgraded version, K-means++ [4], this limitation has been handled to some extent. Many supervised clustering approaches [5] [6] have been proposed, where we take the advantages of classification algorithms for clustering. One of the popular classical approaches is to use one-class SVM and extend it to clustering, known as the support vector clustering [1]. Support vector clustering is based on one-class SVM and Gaussian kernel. In support vector clustering, a kernel is used that helps in contour’s formation with input data in a higher dimension. These contour’s boundaries are defined by support vectors and consist of a set of some specific input objects. Each contour boundary is considered as a cluster. Once the contour boundaries are identified, we can separate the clusters with the help of an adjacency matrix. In this paper, we have investigated the support vector clustering in quantum paradigm. In the proposed approach, we have used a quantum support vector machine and quantum Gaussian kernel (and as well as the quantum polynomial kernel) to design the support vector clustering algorithm. Our analysis shows that the proposed quantum version of support vector clustering is around exponential faster than the classical counterpart.

2 SUPPORT VECTOR MACHINE
In this section, we have briefly discussed support vector machine in classical and quantum paradigm.

2.1 Classical Least Square SVM
Support vector machine with kernel trick is a very popular classification techniques, where the input objects are mapped into a higher dimensional input space. It then constructs an optimal separating hyperplane which can be used for classification. A good separation is achieved by the hyperplane which has the largest expanse to the nearest training input objects of any class. In [7], a least square support vector machine (LS-SVM) was
suggested, which is based on the least square method for functional estimation [8]. In LS-SVM, instead of quadratic programming, we solve a linear system of equations to find the solutions. The problem is formulated by use of equality constraints rather than inequality constraints.

With a given training object set of $M$ data objects $\{y_i, x_i\}_{i=1}^M$, where $x_i \in \mathbb{R}^N$ denotes the $i^{th}$ input and $y_i \in \mathbb{R}$ the $i^{th}$ output. The aim of SVM is to construct a classifier of the form:

$$y(x) = sign \left\{ \sum_{i=1}^M \alpha_i y_i K(x, x_i) + b \right\}$$  \hspace{1cm} (1)

Where, $\alpha_i$ are support values, $b$ is a real constant and $K(x, x_i)$ is any kernel function. Let us suppose

$$w^T(x_i) + b \geq +1, \quad \text{if } y_i = +1$$
$$w^T(x_i) + b \leq -1, \quad \text{if } y_i = -1$$

which can be written in the following equivalent formulation

$$y_i [w^T(x_i) + b \geq 1], \quad i = 1, ..., M,$$

and the classifier is obtained as the solution to the following optimization problem:

$$\min_{w, b, e} J_{LS} (w, b, e) = \frac{1}{2} w^T w + \gamma \frac{1}{2} \sum_{i=1}^M e_i^2$$  \hspace{1cm} (2)

which is subject to the following equality constraints

$$y_i [w^T(x_i) + b] = 1 - e_i, \quad i = 1, ..., M$$  \hspace{1cm} (3)

and $\gamma \frac{1}{2} \sum_{i=1}^M e_i^2$ is a penalty term. The Lagrangian function is then defined as

$$L(w, b, e; \alpha) = J_{LS} - \sum_{i=1}^M \alpha_i [y_i [w^T(x_i) + b] - 1 + e_i]$$  \hspace{1cm} (4)

and the conditions for optimality can be written as linear systems [9-10] by taking partial derivatives of the Lagrangian function and eliminating the variables $e_i$ and $w$:

$$\begin{pmatrix} 0 \\
1 \\
K + \gamma^{-1}I \end{pmatrix} \begin{pmatrix} b \\
b^T \\
\alpha \end{pmatrix} = \begin{pmatrix} 0 \\
y \end{pmatrix}.$$

$$\Rightarrow F \begin{pmatrix} b \\
\alpha \end{pmatrix} = \begin{pmatrix} 0 \\
y \end{pmatrix}.$$  \hspace{1cm} (5)

where, $K_{ij} = K(x_i, x_j)$ is the kernel matrix, $I$ is the identity matrix, $\tilde{y} = (y_1, ..., y_M)^T$, $\tilde{1} = (1, ..., 1)^T$, $\tilde{\alpha} = (\alpha_1, ..., \alpha_M)^T$. The support vector machine parameters are then determined by

$$(b, \tilde{\alpha}^T)^T = F^{-1}(0, \tilde{y})^T$$  \hspace{1cm} (6)

Now, an unknown input object $\tilde{x}$ can be classified by the following equation:

$$f(\tilde{x}) = sign(\sum_{j=1}^M \alpha_j y_j K(\tilde{x}_j, \tilde{x}) + b)$$  \hspace{1cm} (7)

2.2 Quantum Least Square Support Vector Machine
The quantum version of least square support vector machine has been discussed in [11] which exhibits an exponential speed up as compared to the classical least square support vector machine during training as well as classification. In the same notion of classical support vector machine, we formulate \( \hat{P}(|b, \tilde{a}\rangle) = |\tilde{y}\rangle \) to determine the quantum support vector machine parameters. The classification of an unknown quantum state |\( x \rangle \) is determined by the success probability \( P \) of swap test between |\( b, \tilde{a}\rangle \) and |\( x \rangle \). If the success probability (\( P \)) < 1/2, then |\( x \rangle \) is classified as +1, otherwise −1.

A kernel matrix plays a crucial role in the dual formulation of equation (4), so the dot product calculation. In the quantum algorithm, the dot product is calculated quantum mechanically [12]. To calculate a dot product of two training instances, first, we need to generate two quantum states |\( \psi \rangle \) and |\( \varphi \rangle \) with an ancilla variable. Then estimate the sum of the squared norms of the two training instances. Now compare the two training instances and perform a projective measurement on the ancilla alone.

Considering the linear kernel \( K_{linear} = x_i^T x_j = \frac{(|x_i|^2 + |x_j|^2) - |x_i - x_j|^2}{2} \), we calculate the dot product for it. We construct the quantum state |\( \psi \rangle = \frac{1}{\sqrt{2}} ([0]|x_i\rangle + [1]|x_j\rangle) \) with the help of QRAM [13], and estimate |\( \varphi \rangle = \frac{1}{\sqrt{|x_i|^2 + |x_j|^2}} (|x_i|0 - |x_j|1) \). Now we evolve the quantum state \( \frac{1}{\sqrt{2}} ([0] - [1]) \otimes |0\rangle \) with the Hamiltonian \( H = (|x_i|0\rangle\langle 0| + |x_j|1\rangle\langle 1|) \otimes \sigma_x \). This results the following state

\[
\frac{1}{\sqrt{2}} (\cos(|x_i|t)|0\rangle - \cos(|x_j|t)|1\rangle) \otimes |0\rangle - i\frac{1}{\sqrt{2}} (\sin(|x_i|t)|0\rangle - \sin(|x_j|t)|1\rangle) \otimes |1\rangle
\]

Measuring the ancilla bit with appropriate \( t \), the complexity of constructing |\( \varphi \rangle \) with accuracy \( \epsilon \) and \( (|x_i|^2 + |x_j|^2) \) is \( O(\epsilon^{-1}) \). The swap test on the ancilla alone with |\( \psi \rangle \) and |\( \varphi \rangle \) is then done. Thus, complexity of evaluating a single dot product \( x_i^T x_j \) with QRAM is \( O(\epsilon^{-1}logN) \).

The speedup gain in quantum implementation can also be achieved during training too. The speedup gain is possible because of quantum implementation of matrix inversion algorithm [14] and non-sparse density matrices [15] and simulating sparse Hamiltonians [16]. To solve \( \hat{P}(|b, \tilde{a}\rangle) = |\tilde{y}\rangle \), we formulate to find the matrix exponential of \( \hat{F} \). The \( \hat{F} \) can be written as \( \hat{F} = (J + K + \gamma^{-1}I) / trF \). Where, \( J = \begin{pmatrix} 0 & 1^T \\ 1 & 0 \end{pmatrix} \) is a star graph and \( K \) is the kernel matrix. We obtain the following exponential

\[
e^{-i\hat{F}\Delta t} = e^{-i\Delta t/|trF|} e^{-i\Delta t/tF} e^{-iK\Delta t/|trF|} + O(\Delta t^2). \tag{8}
\]

by using Lie product formula.

With multiple copies of density matrix \( \rho \), it is possible to implement \( e^{-i\alpha} \) [12], and as \( \hat{K} \) is non-pare Hermitian matrix, computing the matrix inverse \( \hat{K}^{-1} \) can be done. The run time of the exponentiation is then, \( O(logN) \). We evaluate \( e^{-i\hat{K}\Delta t} \) as

\[
e^{-i\hat{L}_K\Delta t}(\rho) \approx \rho - i\Delta t[K, \rho] + O(\Delta t^2). \tag{9}
\]

Where, \( L_K = [K, \rho] \).

Using (9), we obtain the eigenvectors and eigenvalues by doing quantum phase estimation. Also, the |\( b, \tilde{a}\rangle \) is obtained by inverting eigenvalues and expressing \( y \) in the eigenvectors. So the overall run time training complexity is \( O(logMN) \).

The discussion is extended by using a polynomial kernel for handling non-linear datasets. Suppose, \( K(x_i, x_j) = \varphi(x_i) \varphi(x_j) \) is an \( d^{th} \) order polynomial kernel. The support vector machine classification can be performed in higher dimensional space. In this case, each vector is mapped into \( d \)-times
tensor product $|\varphi(x_i)\rangle \equiv |x_i\rangle \otimes ... \otimes |x_i\rangle$. The run time complexity of this quantum polynomial kernel trick is $O(d\log N/e)$. Apart from the quantum polynomial kernel, quantum Gaussian kernel [17], which is our recent work, has also been discussed from computational complexity point of view. The run time complexity of normalized quantum Gaussian kernel trick is $O[\varepsilon^{-1}(1 + e)\log M] \sim O[\varepsilon^{-1}\log M]$ [17].

3 CLASSICAL SUPPORT VECTOR CLUSTERING

We are formulating the classical support vector clustering using least square support vector machine as in the original implementation [1]. This implementation uses a classical Gaussian kernel which transforms the input objects into the higher dimensional space. Gaussian kernel helps in forming tight contours in the higher dimensions. The contours are fenced by the support vectors and these contours are represented as clusters. We modified the equation (7) as follows to make it feasible as per the clustering notion.

$$f(x) = \text{sign} \left( \sum_{\tilde{x}_j \in \text{support vectors}} \alpha_i K(\tilde{x}_i, \tilde{x}) + b \right) \quad (10)$$

The objective is to address a one-class SVM for the clustering implementation that finds a minimal region $R$, which encloses the data objects. The one-class classification can be easily constructed by putting same labels to all the input objects in a binary classification. A $+ve$ value outcome of $f(x)$ implies that $x$ falls within the dense subspace of a specific contour, whereas the $-ve$ value outcome of the decision function (10) imply a sparsely populated region. The objects for which $f(x) < 0$ are known as bounded support vectors, and support vectors are those objects which fall on the contour line. Inside a contour, we have the clustered objects for that specific contour.

The one-class support vector machine is then can be easily extended to a clustering implementation by computing an adjacency matrix $A$ for the objects. In this formulation, $A_{ij} = 1$ if $\tilde{x}_i$ and $\tilde{x}_j$ are enclosed within the same contour and 0 otherwise. Equation (10) helps in determining whether $\tilde{x}_i$ and $\tilde{x}_j$ lie within the same contour or not. In this case equation (10) determines the decision for all the objects in the line that connects $\tilde{x}_i$ and $\tilde{x}_j$, and if the equation (10) results in all $+ve$ values then this concludes the surety that all these objects are within the same contour and bounded by the support vectors $\tilde{x}_i$ and $\tilde{x}_j$.

4 QUANTUM SUPPORT VECTOR CLUSTERING

The quantum support vector clustering implementation has two phases (similar to the case in the classical counterpart). In the first phase, we formulate the cluster boundaries with one-class quantum least square support vector machine and, subsequently, in the second phase, we identify the number of clusters and clustered objects.

4.1 Cluster Boundaries

Quantum support vector machine (SVM) [11] [18] is the classification algorithm which works based on the postulates of quantum mechanics. In our approach, we formulate a quantum support vector machine description of the data set, which is used as the basis for our clustering algorithm. In our formulation, we require a single class quantum support vector machine, so we articulate a single class quantum support vector machine from a binary quantum SVM, which is a straightforward process with a little trick. We just labeled all the input objects with the same label.

Let us begin by representing a classical input object vector for clustering as a $N$ dimensional complex vector in classical sense. We represent this classical data set over $log_2 N$ qubits onto quantum states in quantum RAM (QRAM) [19-25] with $O(\log_2 N)$ steps. Once the data set is mapped to quantum states, the quantum clustering algorithm can further process this data. The QRAM allows us to access the data in quantum parallel and perform memory access in coherent quantum superposition [26]. Suppose $ADR$ is an address register and
it contains a superposition of the addresses $\sum_j \psi_j |j\rangle_{ADR}$. The QRAM will return a superposition of the data in a data register $DR$ which is correlated with the address register, i.e.,

$$\sum_j \psi_j |j\rangle_{ADR} \rightarrow \sum_j \psi_j |j\rangle_{ADR} |D_j\rangle_{DR}$$

where, $D_j$ is the $j^{th}$ memory cell content. In QRAM, it takes only $O(\log MN)$ operations to access the data and it uses $O(MN)$ resources, where $M$ is the number of cluster inputs vector. The next step is to prepare the quantum kernel (with Polynomial or Gaussian kernel) matrix with inner product evaluation $[11][17]$. Kernel matrix is a very important playing factor for least square formulation and objects contour formations in the higher dimension. We have to compute the inverse of the normalized kernel matrix and then carried out the exponentiation of $R^{-1}$, $R$ is the normalized kernel matrix. The computation of a kernel matrix inversion in quantum space has been discussed in $[27]$. 

As discussed in the earlier section, in the quantum setting for binary quantum SVM, a quantum state $|b, a\rangle$ is generated, which helps in classifying an unseen quantum state $|\bar{x}\rangle$. The classifier’s prediction outcome is determined by the success probability $P$ of a swap test between $|b, a\rangle$ and $|\bar{x}\rangle$. Therefore, we solve $F(|b, a\rangle) = |\bar{y}\rangle$, where $F = \frac{P}{1-P}$ with $|F| \leq 1$. The hyper-plan has been described by the quantum inversion algorithm $[28]$. Here $\alpha$ is the distance from the optimal margin, and $b$ is the non-zero offset. If $P < \frac{1}{2}$, the predicted output for $|\bar{x}\rangle$ is considered as $+1$, and otherwise $-1$.

Whether $|\bar{x}_i\rangle$ and $|\bar{x}_j\rangle$ lie within the same contour can be determined by classifying all the objects on the line that connects $|\bar{x}_i\rangle$ and $|\bar{x}_j\rangle$. The $+1$ classification for all the objects guarantees that $|\bar{x}_i\rangle$ and $|\bar{x}_j\rangle$ are in the same contour.

4.2 Clustering Identification

After formulating the quantum one-class support vector machine, we assign the clustering boundaries. Single class quantum SVM can be easily extended to a clustering scheme by computing an adjacency matrix $A$ for the given cluster data, where

$$A_{ij} = \begin{cases} 1, & \text{if } |x_i\rangle \text{ and } |x_j\rangle \text{ are enclosed within the same contour} \\ 0, & \text{otherwise} \end{cases}$$

By formulating $\tilde{F}(|b, a\rangle) = |\tilde{y}\rangle$, and classifying all the points in the line that connects $|x_i\rangle$ and $|x_j\rangle$, we can determine whether $|x_i\rangle$ and $|x_j\rangle$ lies within the same contour. All the objects within a specific contour is considered as separately clustered. So, technically, the number of contours means the number of clusters. In the graph induced by the matrix $A_{ij}$, one can detect the connected components. The number of clusters is determined by the number of graphs induced by the connected components in $A_{ij}$. Let us discuss about finding the number of connected components in $A_{ij}$. For this purposes we have performed a depth-first-search (DFS) in quantum way $[29]$. Here, $A_{ij}$ is an undirected graph matrix. The following algorithm determines the number of clusters and the objects in the clusters:

**clusterFinding(A):**

1. Initialize
   (a) All the vertices $|\bar{x}_i\rangle$ in $A$ as not marked,
   (b) A variable $clusterCount = 1$,
   (c) A one-dimensional dynamic array $storeClusterObjects$
   (d) and a multidimensional dynamic array $clusteredObjects$
2. Loop the following for every vertex $|\bar{x}_i\rangle$ in $A$
   (a) If $|\bar{x}_i\rangle$ is not marked, then call $quantumDepthFirstSearch(|\bar{x}_i\rangle)$
   (b) $clusterCount = clusterCount + 1$
3. Return $clusterCount$, $clusteredObjects$

$quantumDepthFirstSearch(x_i)$:
1. Mark $|\tilde{x}_i\rangle$
2. $storeClusterObjects = |\tilde{x}_i\rangle$
3. Search an adjacency of $|\tilde{x}_i\rangle$, say $|\tilde{x}_j\rangle$, that has not yet been visited using quantum search algorithm
4. Loop the following for every adjacency $|\tilde{x}_j\rangle$ of $|\tilde{x}_i\rangle$.
   (a) If $|\tilde{x}_j\rangle$ is not marked, then call $quantumDepthFirstSearch(|\tilde{x}_j\rangle)$
5. Return $storeClusterObjects$

The algorithm $clusterFinding$ returns the number of clusters, $clusterCount$, and the cluster objects associated with each cluster, $clusteredObjects$. The algorithm $quantumDepthFirstSearch$ is the quantum version of depth-first-search (DFS).

The contours in the cluster data space are governed by two parameters, $\sigma$ and $\gamma$, where $\sigma$ is the scale parameter of quantum Gaussian kernel and $\gamma$ is the soft margin constant. The shape/number of the boundaries in the data space varies with the changes in $\sigma$. Increasing the value of $\sigma$ may result in increasing the number of clusters in the data space. The parameter $\gamma$ controls the number of outliers in the data space.

5 COMPUTATIONAL COMPLEXITY ANALYSIS

First, we analyze the complexity of the classical implementation with least square SVM. The complexity discussion of the whole approach is discussed separately for finding the clustering boundaries and the clustering identification phases. We start the discussion with the clustering boundary phase, where in case of the least square SVM, quadratic programming is circumvented and the parameters are evaluated from the solution of a linear equation system. The authors in [30] have shown that the algorithm converges after approximately $O(M^2)$ kernel evaluations. The complexity of the complete algorithm is $O(M^2N)$, which is a polynomial complexity. In the clustering identification phase, the complexity of finding the number of clusters in adjacency matrix $A$ with depth-first-search contributes $O(M^2)$.

Now let us discuss the complexity of the quantum version, which is our proposed approach. We initially discussed the complexity of finding cluster boundaries. For $N$ dimensional $M$ cluster data points, the least square quantum SVM classification training takes an $O(\log NM)$ with a quantum linear kernel. When implemented with the quantum Gaussian kernel, $O(e^{-1}(1+e)\log N)$ run time complexity of the kernel implementation is under consideration, and with the quantum $d$-level polynomial the consideration of the run time complexity is $O(de^{-1}\log N)$.

The runtime complexity of the clustering identification phase considers two running time contributions. During the quantum search [30], the search will fail once [31], which includes a runtime complexity of $O(\sqrt{M^2\log M})$. Now, we consider the run time complexity of the successful search [32] of the element, which is also $O(\sqrt{M^2\log M})$. Therefore the runtime complexity of the clustering identification phase is $O(\sqrt{M^3\log M})$.

We can see that in both phases, finding clustering boundaries and cluster identification, we achieved exponential and quadratic speed up gains respectively. Therefore, the overall runtime analysis concludes that the proposed quantum version implementation is exponentially faster than the classical implementation.

6 CONCLUSIONS
In our investigation, we have found that the SVM clustering implementation in quantum paradigm exhibited exponential speed up as compared to the classical implementation. We have analyzed the quantum implementation of the SVM clustering with both quantum Gaussian kernel as well as with quantum polynomial kernel, and have concluded that both implementations have shown exponential improvements in the runtime complexity as compared to the classical implementation with the classical Gaussian kernel. Gaussian kernel helps in developing better contours in higher dimensions both in classical implementation [33] as well as in the quantum version. Training of the one-class SVM is also exponentially faster in the quantum version as compared to the classical counterpart. During the clustering identification phase, we have used a quantum version of depth-first search, which shows quadratic speed up as compared to the classical implementation of DFS. DFS is used to identify the number of clusters and clustered objects from the adjacency matrix. We have achieved quantum advantages for speed up gains in multiple stages (one class SVM formulation, kernel formulation, and during depth-first search) in the proposed clustering algorithm. This accomplishes that the overall runtime complexity of the proposed quantum clustering algorithm is exponentially faster than the classical implementation.
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