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Abstract—Wi-Fi was originally designed to provide broadband wireless Internet access for devices which generate rather heavy streams. And Wi-Fi succeeded. The coming revolution of the Internet of Things with myriads of autonomous devices and machine type communications (MTC) traffic raises a question: can the Wi-Fi success story be repeated in the area of MTC? Started in 2010, IEEE 802.11 Task Group ah (TGah) has developed a draft amendment to the IEEE 802.11 standard, adapting Wi-Fi for MTC requirements. The performance of novel channel access enhancements in MTC scenarios can hardly be studied with models from Bianchi’s clan, which typically assume that traffic load does not change with time. This paper contributes with a pioneer analytical approach to study Wi-Fi-based MTC, which can be used to investigate and customize many mechanisms developed by TGah.
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I. INTRODUCTION

Wi-Fi was originally designed to provide broadband wireless Internet access for personal computers and laptops. In 2000s it connected smartphones and other gadgets generating heavy streams to the Internet. Wi-Fi succeeded: in a modern city, one can hardly find a Wi-Fi-less place.

Continuously increasing user demands for more and more throughput is reflected in the IEEE 802 LAN/MAN Standards Committee (LMSC) and Wi-Fi Alliance activities, which result in dozens of IEEE 802.11 standard amendments improving Wi-Fi. In addition to high speed anytime and anywhere Internet access, the concept of smart city includes processing data gathered from myriads of autonomous battery-powered devices: various sensors, cameras, etc. Thus, the recent challenges are connected with machine type communications (MTC), since the MTC market with its tremendous number of devices is very attractive to industry. A typical MTC scenario is providing Internet access for thousands of sensors and actuators (e.g. parking sensors, water meters, fire detectors, etc.) communicating with rarely sent very short messages. Although some other technologies — ZigBee, RFID, etc. — are already being used for MTC, they have their own limitations, and the Wi-Fi community sees an opportunity for outperforming them and extending Wi-Fi application area to MTC scenarios. To address MTC issues, IEEE 802 LMSC is currently developing the .11ah amendment [1] for the IEEE 802.11 standard, which seems to be ready by 2016[2].

The IEEE 802.11ah network shall support up to 6000 low power stations (STAs) simultaneously connected to an access point (AP), which results in extremely high contention, high number of collisions and transmission retries compared to usual Wi-Fi networks. Every transmission attempt consumes battery power and reduces overall STA lifetime. The situation ever worsens if more powerful offloading STAs are present in the neighborhood. Thus, power efficient channel access for a crowd of battery powered STAs is a challenging task.

The straightforward approach for this task is to allocate time intervals and to assign each interval to a single STA, as it is done in MCCA — deterministic channel access in Wi-Fi Mesh networks [3]. Although increasing the throughput in saturated networks, such a collision free approach results in extremely long delays in normal load conditions and can hardly be used for communication of thousands of STAs with sporadic and unpredictable traffic triggered by external events. To reduce the number of retries, and thus to extend battery lifetime, new contention limiting mechanisms have been included into the standard draft [1]. One of them is Restricted Access Window (RAW), a novel hierarchic channel access mechanism, which assigned some time intervals for a group of STAs and then they contend for the channel in the assigned intervals. The core contribution of the paper is a pioneer mathematical approach which can be used to evaluate RAW efficiency and to adaptively choose its parameters in typical MTC scenarios. Apart from that, the approach can be used to study and customize parameters of some other Wi-Fi mechanisms, which are based on similar hierarchic channel access mechanisms.

The rest of the paper is organized as follows. In Section [4] we give a simplified description of RAW. For the detailed one, please refer to [5]. Section [6] describes a scenario typical for MTC communication and proposes a general problem statement. In Section [7] we explain why the numerous existing Wi-Fi models cannot be used to solve this problem. We develop our model in Section [8] and present numerical results in Section [9]. Finally, Section [10] concludes the paper.

II. RESTRICTED ACCESS WINDOW

The main idea of RAW is to reduce the number of STAs concurrently accessing the medium and to distribute channel access over time. For that, the AP selects a group of STAs and assigns it to a time interval, called the RAW slot. The STAs are forbidden to transmit in alien RAW slots.

By dividing STAs into groups and assigning them RAW slots, the AP reduces contention. However, the AP typically
does not know in advance which STAs have frames for transmission. In this case, assigning RAW slots individually to each STA results in excess consumption of channel resources and reduces throughput. For this reason, a group may contain a large number of STAs, while only some of them have frames for transmission in the beginning of the RAW slot. In particular, the standard assumes that the AP may take into account STA type, power constraints, traffic pattern while grouping STAs. Having estimated the number of STAs having data to transmit, the AP selects the RAW slot duration and position.

The AP periodically broadcasts all RAW parameters in beacons, letting STAs know which group they belong to and when the group RAW slot occurs. Since transmissions outside the RAW slot are not protected from collisions at all, it is reasonable for STAs to sleep always except for their RAW slots and beacon transmission times, saving energy.

Inside their RAW slots, STAs transmit with the legacy EDCA (Enhanced Distributed Channel Access). EDCA implements the CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) method. It means that before starting transmission the STA senses medium and does not transmit until the medium is idle. Besides that, to reduce the probability of a collision right after the medium becomes idle, EDCA uses truncated binary exponential backoff.

Since the contention conditions inside and outside the RAW slot differ, the STA uses two different backoff functions inside and outside the RAW slot. In particular, when its RAW slot begins, the STA creates a new backoff function and initializes backoff counter with a random integer value drawn from the uniform distribution over interval $[0, CW_{0} - 1]$. Then the STA starts sensing the medium. Each time, the medium is idle for backoff slot $\delta$, the STA decrements the backoff counter. If the medium becomes busy, the STA freezes the backoff counter. The backoff counter is resumed and decremented after the medium is idle for some time. This time equals AIFS if the STA received a frame successfully, or $\text{EIFS} = \tau_{\text{ACK}} + \text{AIFS}$ if the STA was not able to successfully decode frame, where $\tau_{\text{ACK}}$ is the time needed to transmit an acknowledgment frame (ACK).

When the backoff counter reaches 0, the STA checks if it can transmit its frame and receive the ACK within the RAW slot. If the frame exchange sequence crosses the RAW slot boundary, the STA does not transmit and can switch to the doze state. Otherwise, it transmits the frame and waits for an ACK from the AP. If the ACK is received within $\tau_{\text{ACK}}$, the STA considers that the frame has been successfully transmitted. If no ACK is received and retry limit $RL$ is not reached, the STA starts the next transmission attempt. Prior transmission attempt $i$ of a packet, the STA draws new backoff counter value from the uniform distribution over the interval $[0, CW_{i-1} - 1]$, where

$$CW_{i} = \begin{cases} CW_{\text{min}}, & i = 0, \\ \min\{CW_{\text{max}}, 2CW_{i-1}\}, & i > 0. \end{cases}$$

III. Problem Statement

Consider a network with many power limited STAs communicating with an AP. Let $N$ STAs start accessing the channel with EDCA at the beginning of the RAW slot. Since MTC traffic consists of rarely sent messages, let each of the $N$ STAs have the only frame for transmission. Having transmitted its frame, STA stops contending for the channel and can return to the doze state. Thus, the number of STAs accessing the channel decreases with time.

Let the STAs be located within the transmission range of each other and transmission errors be only caused by collisions. We also assume that the AP does not transmit anything except for the ACKs.

Let us find the minimal RAW slot duration required for:

A. an arbitrary chosen STA to successfully transmit its frame with some predefined probability;
B. all $N$ STAs to successfully transmit their frames with some predefined probability.

To solve these problems, in Section IV we find:

A. the distribution of time $\mathcal{P}_{\text{I}}^{N}(\tau)$ needed for an arbitrary STA to successfully transmit its frame;
B. the distribution of time $\mathcal{P}_{\text{II}}^{N}(\tau)$ needed for all $N$ STAs to transmit their frame.

Such a model can be applied for various purposes. First of all, it can be used to find the distribution of energy consumption during the accessing in RAW process, which is rather important for energy harvesting devices powered by a small accumulator or even capacitor. Apart from that, the model can be used to study other mechanisms, e.g. Wi-Fi Power Management framework which works as follows. The AP buffers frames which are destined for STAs in the power saving (PS) mode. From time to time, these STAs wake up to receive beacons. Beacons contain Traffic Indication Map (TIM) information elements indicating for which STAs the AP has buffered frames. If the AP has no frames destined for a STA, the STA can switch to the doze state. Otherwise, it can retrieve these frames by sending special PS-Poll frame by means of EDCA. As the response to these frames, the AP send buffered data. To protect PS-Poll from collisions, the AP may use RAW or other protection mechanisms, restricting non-PS STAs accessing the channel during some time interval. The model allows to choose the interval duration.

IV. Related Work

The widest known mathematical model of DCF — the basic random channel access used in Wi-Fi networks — was developed by Bianchi in [2]. The model allows estimating maximal throughput, assuming that a constant number of active STAs work in saturated conditions. So the model cannot be used to solve the problems stated in Section III since in these problems the number of active STAs decreases with time. However, paper [3] contains basic principles of Wi-Fi modeling. In particular, it introduces a concept of virtual slot, which is the time interval between consequent backoff counter changes.

Paper [3] presents a model, which allows estimating the maximal throughput (again, in saturated scenarios) if all STAs are equally divided into several groups and each slot is assigned to a group. It proves that RAW manifold increases

\[^3\text{Note that problems A and B are not reducible to each other.}\]
throughput in a network with thousands STAs, however the
model can not be used for our problems for aforesaid
reasons.

In [6], the authors consider another protocol, IEEE
802.15.4 that uses similar to EDCA channel access. However,
in 15.4 a STA senses the channel only when the backoff
ends. Although both papers present performance evaluation
in the scenario similar to the one described in this paper, the
authors assume that collision probability is constant, while
in reality, both varying contention window and the number of STAs having packets to transmit make collision probability
change with time.

The authors of [7] study the power saving mechanism. They
have developed a model, which allows estimating the average
energy consumed by a STA and average time used by a STA
to retrieve its data. As shown in Section V, even though the
authors assume that collision probability is constant, while
in the scenario similar to the one described in this paper, the
energy consumed by a STA and average time used by a STA
to transmit a packet in slot 0, thus the probability of such an event is 1, and for
rumbers. Event \( \Pr(TX|t, r) \) is the probability of the STA to transmit a packet in slot
unsuccessful transmission attempts. Event \( TX \) means that the STA transmits. Thus, \( \Pr(TX|t, r) \) is the probability of the STA to transmit a packet in slot \( t \) provided
that by the beginning of this slot it has made \( r \) unsuccessful transmissions.

**Lemma 1.** If the number of STAs is infinite \( (N \rightarrow \infty) \), then
\[
\Pr(TX|t, r) = \frac{a(t, r)}{b(t, r)},
\]
where
\[
\begin{align*}
a(t, r) &= \begin{cases}
\frac{1}{CW} & r = 0, 0 \leq t < CW_0, \\
0 & r = 0, t \geq CW_0, \\
0 & r \geq RL,
\end{cases} \\
b(t, r) &= \begin{cases}
\frac{1}{CW} \sum_{i=1}^{t-1} a(i, r-1) & 0 < r < RL; \\
1 - \sum_{i=0}^{r} a(i, r) & r = 0, \\
\sum_{i=0}^{t} (a(i, r-1) - a(i, r)) & r > 0.
\end{cases}
\]

**Proof:**

It can be shown that
\[
\Pr(TX, t, r) = \begin{cases}
\frac{1}{CW} & r = 0, 0 \leq t < CW_0, \\
0 & r = 0, t \geq CW_0, \\
r \geq RL,
\end{cases} \\
\sum_{i=0}^{t-1} \Pr(C, i, r-1, CW_r) & 0 < r < RL,
\]
where \( \Pr(C, i, r) \) is the probability of chosen STA to have a
collided transmission in slot \( i \) with retry counter \( r \). The first
tree lines of the above equation are obvious. The last line
corresponds to a transmission retry. We use it to calculate
the probability of retransmission in a given slot: after a collision
with \( r < RL - 1 \) the STA chooses one of the next \( CW \) slots
for retransmission, each with probability \( \frac{1}{CW} \).

To find \( \Pr(t, r) \), let us notice that the retry counter equals
\( r \) in the beginning of slot \( t \) if and only if it became equal to \( r \)
at the beginning of some previous slot (for \( r = 0 \), we consider
slot 0, thus the probability of such an event is 1, and for \( r > 0 \),
the probability equals \( \sum_{i=0}^{t} \Pr(C, i, r-1) \)), and the STA did not
transmit since that slot. Then,
\[
\Pr(t, r) = \begin{cases}
1 - \sum_{i=0}^{t-1} \Pr(TX, i, r), & r = 0, \\
\sum_{i=0}^{t-1} \Pr(C, i, r-1) - \sum_{i=0}^{t-1} \Pr(TX, i, r), & r > 0.
\end{cases}
\]

For the infinite number of STAs, collision probability
\( \Pr(C, t, r) \) equals transmission probability \( \Pr(TX, t, r) \). So,
\( \Pr(TX, t, r) = a(t, r) \), \( \Pr(t, r) = b(t, r) \), and \( \Pr(TX|t, r) = \frac{a(t, r)}{b(t, r)} \) by definition.
To simplify further analysis, we assume that \( \Pr(TX|t,r) \) does not depend on the number of STAs. If \( r = 0 \), it is valid since transmission attempt probability depends only on \( CW_{\min} \) and does not depend on the number of STAs. For \( r = 2, r = 3 \) and \( r = 4 \), the assumption is validated using simulation (see Fig. 1). We can see that the probability for \( N = 10 \) does not significantly differ from the probability calculated for \( N \to \infty \). Moreover, the difference decreases with growth of the \( N \). Even when the number of STAs is low, this assumption does not affect dramatically the results obtained for problems A and B, because in this case they likely deliver their frames at the first or at least the second transmission attempt, and when the number of STAs is high, the calculated probability does not significantly differ from the real one even for high values \( r \). For these reasons, we use (1) for any number of STAs.

C. Process A

Process A starts in state \((0,0,0,0)\). From state \((t,c,s,r)\) five transitions are possible.

1) With probability \( \Pi_\epsilon(t,c,s) \), slot \( t \) is empty and the process transits to \((t+1,c,s,r)\).

2) With probability \( \Pi_\epsilon^+(t,c,s) \), the transmission attempt of the chosen STA in slot \( t \) is successful and the process transits to the successful absorbing state.

3) With probability \( \Pi_\epsilon^-(t,c,s) \), the transmission attempt of another STA in slot \( t \) is successful and the process transits to \((t+1,c,s+1,r)\).

4) With probability \( \Pi_\epsilon^s(t,c,s) \), slot \( t \) is collision and the chosen STA transmits, i.e. the process transits to \((t+1,c+1,s,r+1)\), which can be an unsuccessful absorbing state if \( R+1 = RL \).

5) With probability \( \Pi_\epsilon^e(t,c,s) \), slot \( t \) is collision and the chosen STA does not transmit, so the process transits to \((t+1,c+1,s,r)\).

To obtain transition probabilities, let us find probabilities of a slot to be empty, successful or collision, given that the chosen STA does not transmit:

\[
\begin{align*}
\Pi_\epsilon'(t,c,s) &= (1 - \Pr(TX|t,c,s))^{N-s-1}, \\
\Pi_\epsilon^s(t,c,s) &= (N - s - 1) \Pr(TX|t,c,s) \times \\
&\quad \times (1 - \Pr(TX|t,c,s))^{N-s-2}, \\
\Pi_\epsilon^e(t,c,s) &= 1 - \Pi_\epsilon'(t,c,s) - \Pi_\epsilon^s(t,c,s),
\end{align*}
\]

where \( \Pr(TX|t,c,s) \) is the probability of the chosen STA to transmit if the process A is in state \((t,c,s)\).

Lemma 2.

\[
\Pr(TX|t,c,s) = \frac{\sum_{r=0}^{c} \Pr(TX|t,r,r) \Pr(t,c,s,r)}{\sum_{r=0}^{c} \Pr(t,c,s,r)},
\]

where \( \Pr(t,c,s,r) \) is the probability of process A being in state \((t,c,s,r)\) for given \( t \).

Proof: By definition,

\[
\Pr(TX|t,c,s) = \frac{\Pr(TX,t,c,s)}{\Pr(t,c,s)} = \frac{\sum_{r=0}^{c} \Pr(TX|t,r,r) \Pr(t,c,s,r)}{\sum_{r=0}^{c} \Pr(t,c,s,r)}.
\]

By the law of total probability,

\[
\Pr(TX,t,c,s) = \sum_{r=0}^{c} \Pr(TX|t,c,s,r) \Pr(t,c,s,r),
\]

but \( \Pr(TX|t,c,s,r) \) depends on neither \( c \) nor the number of STAs accessing the channel, i.e. \( N - s \) (according to the assumption from Section V-B). So, \( \Pr(TX|t,c,s,r) = \Pr(TX|t,r) \). Taking into account that \( r \leq c \) (the number of transmission attempts made by the chosen STA cannot exceed the total number of collisions), we obtain the Lemma statement.

Using Lemma 2 we get transition probabilities:

\[
\begin{align*}
\Pi_\epsilon^-(t,c,s) &= (1 - \Pr(TX|t,r,r)) \Pi_\epsilon'(t,c,s), \\
\Pi_\epsilon^+(t,c,s) &= \Pr(TX|t,r,r) \Pi_\epsilon'(t,c,s), \\
\Pi_\epsilon^e(t,c,s) &= (1 - \Pr(TX|t,r,r)) \Pi_\epsilon^s(t,c,s), \\
\Pi_\epsilon^s(t,c,s) &= \Pr(TX|t,r,r) \Pi_\epsilon^s(t,c,s),
\end{align*}
\]

D. Process B

Process B starts in state \((0,0,0)\). Similarly, we obtain transition probabilities to states \((t+1,c,s)\) (empty slot), \((t+1,c,s+1)\) (successful), and \((t+1,c+1,s)\) (collision):

\[
\begin{align*}
\Pi_\epsilon(t,c,s) &= (1 - \Pr(TX|t,c,s))^{N-s}, \\
\Pi_\epsilon^+(t,c,s) &= (N - s) \Pr(TX|t,c,s) (1 - \Pr(TX|t,c,s))^{N-s-1}, \\
\Pi_\epsilon^e(t,c,s) &= 1 - \Pi_\epsilon - \Pi_\epsilon^+. 
\end{align*}
\]

E. Computation

We obtain probabilities of the processes states step by step, increasing \( t \) sequentially and starting with \( t = 0 \) At each step \( t \), we compute:

1) \( \Pr(TX|t,c,s) \), using Lemma 2 and process A state probabilities;

2) Process A transition probabilities \( \Pi_\epsilon^-, \Pi_\epsilon^+, \Pi_\epsilon' \), \( \Pi_\epsilon^+, \Pi_\epsilon^-, \Pi_\epsilon^s, \Pi_\epsilon^e \),

3) Process B transition probabilities \( \Pi_\epsilon \), \( \Pi_\epsilon^+ \), \( \Pi_\epsilon^e \),

4) Process A and Process B state probabilities \( \Pr(t+1,c,s,r) \) and \( \Pr(t+1,c,s) \), using computed transition probabilities.

We continue the computation until the total probability of absorbing states exceeds some predefined threshold \( 1 - \epsilon \)
For each state, we can find the time needed to transit to this state:

\[ T(t, c, s) = cT_e + sT_s + (t - c - s)T_e. \]

Having found probability distributions of the processes states, we obtain the sought time distributions defined in Section III:

\[ P^N_A(\tau) = \sum_{t, c, s: T(t+1, c, s+1) = \tau} \sum_{r=0}^{RL-1} \Pr(t, c, s, r)\Pi^+_r(t, c, s); \]

\[ P^N_B(\tau) = \sum_{t, c: T(t+1, c, N) = \tau} \Pr(t, c, N-1)\Pi_s(t, c, N - 1). \]

VI. Numerical Results

To validate the model, we compare its results with the ones obtained with the well-known ns-3 simulator [8]. In the experiments, we consider an IEEE 802.11ah network with STAs located 1 meter from the AP, which guarantee that only collisions cause transmission errors. Each STA has a frame destined for the AP. The AP selects \( N \) STAs and assigns them a RAW slot. When the RAW slot begins, the selected STAs start accessing the channel to transmit their frames. We assume infinite RAW slot duration to obtain distribution of the time needed to transmit frames. We set \( CW_{\text{min}} = 16 \), \( CW_{\text{max}} = 1024 \), \( AIFS = SIFS + 3\sigma \), \( T_e = \sigma = 52 \mu s \), \( RL = 7 \). Data frames are 100 byte long and they are transmitted with MCS0 [3] at the 2 MHz channel. So \( T_c \approx T_e \approx 42\sigma \).

First of all, we find the distribution of time needed for one of \( N = 7 \) STAs to deliver a data frame (problem A). The results obtained with the designed model and simulation are shown in Fig. 2 (top) and prove the high accuracy of our model. At the same time, the model developed in [7], i.e., under the assumption that the probability of transmission in a slot depends only on the slot number, cannot be used to find the required probability distribution, see Fig. 2 (bottom). In both figures, intervals between peaks correspond to a non-empty virtual slot duration.

Fig. 3 shows the probability distribution function \( P_B(\tau) \) and cumulative distribution function \( F_B(\tau) \) of the time needed for 7 STAs to deliver their frames. The plots have two horizontal axes. The top axis shows time in \( T_s \), while the time unit of the bottom one is ms.

Let us analyze the obtained results in details. In particular, the first peak of \( P_B(\tau) \) (between \( 7T_s \) and \( 8T_s \)) corresponds to cases when frames are transmitted without collisions.

The time between \( 8T_s \) and \( 9T_s \) corresponds to eight transmission attempts, i.e. to the cases with the only collision of two frames. Two peaks in this interval correspond to cases when the last slot is occupied by the first transmission attempt (at \( \approx 18 \) ms) or the second transmission attempt (at \( \approx 19 \) ms). In the first case, the time of process termination is determined by the backoff time distribution for the first transmission attempt. Therefore, the peak is sharp, similar to the first peak. In the second case, the peak is sawtooth-like as it is determined by the convolution of the first and the second backoff times.

According to the idea introduced in Section III we choose the RAW slot duration in such a way that frame transmission by a chosen STA or by all STAs ends by the end of the slot with some predefined probability. Fig. 3 shows 0.5 quantile (median), 0.95 quantile, 0.99 quantile and 0.999 quantile of process A termination time for various number of STAs. Similar curves were obtained for process B. Based on these results, we...
can select an appropriate RAW slot duration for any number of STAs.

Let us consider a more natural scenario with an AP and $N = 1000$ sensor STAs, each of which has a packet for transmission with probability $p = 0.3$ by the RAW slot beginning. It is obvious that PDF of the time needed to one the STAs to deliver its frame is $P_A^{(N,p)}(\tau) = \sum P_A^k(\tau) p^k (1-p)^{(1-k)}$. If we need to guarantee $P_A^{(N,p)}(\tau)$ higher than some predefined threshold, say 0.9, we can select the required RAW slot duration accordingly, see Fig. 5. However, the obtained RAW slot is too long and even exceeds the maximal RAW slot duration allowed by the standard (246.14 ms).

To cope with this, let us divide $N$ STAs into $g$ equal groups and compare the required total duration of RAW slots for various $g$. Apart from moving the slot to the legal range, such a division allows to save channel resources. In particular, as Fig. 6 shows, the usage of the only group requires 35% more channel time than when the STAs are divided into 40-50 groups. With higher $N$ and $p$, the effect is more significant.

Figure 4. Process A termination time.

Figure 6. Minimizing reserved channel time

To divide STAs into groups and how to select an appropriate RAW slot duration if the exact number of STAs having packets to transmit is unknown.

VII. CONCLUSION

In this paper, we have studied the process of the channel access by a group of STAs, each of which has the only frame to transmit. The STAs start accessing the channel simultaneously using random channel access. Analysis of such a process is very useful for performance evaluation and improvement of MTC data transmission in IEEE 802.11ah networks. In particular, a similar process takes place when a group of STAs transmit their frames in the RAW slot. Another example is the power management mechanism and sending PS-Polls to retrieve buffered frames stored at the AP.

Specifically, in the paper, we studied the access-in-RAW process from two points of view and developed a mathematical model which allows to find (A) the distribution of time required for an arbitrarily chosen STA to transmit its frame, and (B) the distribution of time required for all STAs to transmit their frames. After estimating the number of STAs having frames to transmit, the AP may use the model to select an appropriate RAW slot duration. We have also demonstrated, how to divide STAs into groups and how to select an appropriate RAW slot duration if the exact number of STAs having packets to transmit is unknown.
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