Colour Characterization and Detection of Dry Chinese Sausage Casing Twist using Colour Image Analysis
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Abstract. Chinese sausage is traditional air-dry sausage that loved by the Chinese community around the globe. This sausage can be served alone after steam cook or cook with other ingredients to create other tasty Chinese delicacies. However, a manual hand cutting process is required to cut out the sausage linking twist during the sausage’s packaging phase. This hand cutting process is tedious, time consuming and danger to workers. This study has proposed two types of sausage casing twist detector using image processing technique based on HSL and RGB colour characteristic and a set of blob detection technique to detect sausage casing twist blob on the output image. Hue, green-blue and red-blue colour characteristics are found being significant to represent the sausage casing twist in the sample images and used in the proposed algorithms. The RGB based algorithm is capable to produce a low noise image with SNR of 3.73dB as compared to Hue-based detector at -8.89dB which unsuccessful to remove shadow and object outlining of the output image. The proposed blob detection algorithm is able to detect 73.02% of the blob in hue-based image while 94.18% in RGB based image. The false detection rate in hue-based image has reached 333.33% compared to 12.17 % in RGB based image.

1. Introduction

Chinese sausage has been favorite delicacies consumed by the Chinese community. Every year, tons of Chinese sausages have been produced to fulfill the market demand. During the manufacturing process of Chinese sausage, sausage meat mixture is stuffed into the collagen sausage casing and twist linked using the sausage linking machine. Each strand of sausage casing is length around 15 meters, which can produce up to 40 pairs of sausages. After the sausage gone through drying process for a fixed period, the sausage is then proceeding to cutting process. Each of the sausage pairs required to be cut and detach from its main sausage strand for packaging process. Example of individual sausage pair is denoted by the yellow frame as shown in Figure 1(a). Currently, the cutting process is fully conducted by human operators using hand and scissor. This cutting process becomes a heavy workload when the Chinese sausages were produced in mass volume. A large number of human operators are deployed into this repeating process causing consumption of human and time resources in the manufacturing pipeline. Therefore, computerize automation is essential to level up the production performance. To automate this human based process, the sausage linking twist required to be detected by the computer and automatic cutting process can then be implemented.

The main objective of this paper is to study the colour characteristic of the sausage linking twist in HSL and RGB spaces and their corresponding sausage linking twist detection rate using proposed image
process technique and detection algorithm. The sausage linking twist is the small tiny object pointed by the green arrow (Figure 1(b)). HSL and RGB spaces are commonly used in the food processing related computer vision system.

Several studies have been carried out in food processing by using Hue space [1-3] and also RGB colour models [4-10] as the primary feature extraction colour space. However, [11] applied both Hue and RGB colour spaces in its study of beef joint moisture. Hue space has two main advantages; it is very similar to the human eye perception of colour [12] and hue angle has represented all combination colours in a single dimension scale of 360°. Alternatively, RGB colour space has the advantages of simple processing. This is because RGB does not need to perform any colour space conversion before performing image feature extraction. Several researches have applied FPGA for developing a vision-based system [13-16].

2. Methods
2.1 Image Acquisition
The input digital image is produced from an analog closed-circuit TV (CCTV) with three times manual optical zoom. The image sensor which is used in the CCTV is 1/3-inch Sony Effio couple-charged device (CCD) imaging sensor has a frame rate of 50 frames per second and generate analog phase alternating line (PAL) video signal of 700 interlaced TV line. This sensor also equipped with auto white balance function on its sensed image. Two LED white light tubes with 6000K of luminance are used for the lighting scheme and aligned in parallel side by side to CCTV camera. The output signal of CCTV which is fed to the Altera DE2 Field Programmable Gate Array (FPGA) board is converted into digital colour video stream with 640 x 480 pixels resolution and displayed on computer monitor. The sample image is then captured and stored into SD card using a 24-bit Bitmap image file writer module [17]. The experimental setup can be seen in Figure 2.

2.2 Sausage Sample Preparation
The dried Chinese sausage strands are collected from the production line of the sausage manufacturer. All sausage strands are collected from the same batch. Only the meat type sausage is analyzed in this
study. Fifty (50) samples images containing the un-cut sausage are captured to be used for image analysis process.

2.3 Image Pre-Processing

The analog PAL video signal is fed to the DE2 FPGA board and a signal conversion process takes place to convert the analog signal into digital RGB value. This conversion process is done by the pre-designed conversion architecture provided in the Altera DE2 sample project named DE2_TV. This pre-defined architecture responsible to convert incoming frame pixel data in YCbCr colour space into RGB colour space and store the converted pixel data into a VGA frame buffer for screen display. The image samples are captured from the pixel stream of VGA screen, store in SD card and are analyzed by using C code.

3. Proposed Image Processing Technique

There are two set of image processing algorithms which are based on HSL and RGB space proposed in this study. Both algorithms are aimed to filter and produce a binary image that contains only the sausage linking twist blob.

3.1 HSL-Based Algorithm

HSL-based algorithm is utilizing hue angle value of a pixel as primary data. The main reason of using hue value is that it can directly represent colour in a simple scale of 0° to 360°. Since the image samples are taken at the conveyor belt, thus the colour exists within the image is less complex. The colour of the sausage linking twist has a consistent yellowish colour, sausage body is reddish, and a conveyor belt is white colour.

This hue-based algorithm involving five process steps which begins with RGB to Hue conversion, Hue stabilizing, smoothing, thresholding and ending with erosion process. The RGB to hue conversion formula is defined in Equations (1) and (2) [18].

\[
\text{hue}_{x,y} = \begin{cases} 
60 \left(\frac{g_{x,y} - b_{x,y}}{d}\right), & r_{\text{max}} \\
60 \left(2.0 + \frac{b_{x,y} - r_{x,y}}{d}\right), & g_{\text{max}} \\
60 \left(4.0 + \frac{r_{x,y} - g_{x,y}}{d}\right), & b_{\text{max}} 
\end{cases}
\]

\[d = \max(r, g, b) - \min(r, g, b)\]  

The Aguston’s equation is applied because of its digital implementation friendly than Gonzalez’s equation [19] without any involvement of trigonometry operation. Once the hue value is calculated, it is being stabilized by a comparison operation. All high hue values range between 330° to 360° degrees of red colour are forced into range 0° to 16° degrees. This is because the red colour of the sausage body hue value overlaps from 330° to 360° and also 0° to 30° of the hue scale causing the bright and dark spot in the image.

\[
\text{hue}_{\text{smooth(s,y)}} = \frac{\text{hue}_{x-1,y} + \text{hue}_{x,y} + \text{hue}_{x+1,y}}{3}
\]

\[
\text{bin}_{\text{thres}} = \begin{cases} 
0, & \text{if } 32 < \text{hue}_{\text{smooth(s,y)}} < 72 \\
1, & \text{if other wise}
\end{cases}
\]

\[
\text{bin}_{\text{final}} = \text{bin}_{\text{thres}} \oplus E
\]
Figure 3 illustrates the Hue-based processing stages. The stabilized hue value pass through three pixels averaging operation smoothing process to smooth the image by using Equation (3). The smoothed image is fed to a band pass thresholding operator (Equation (4)) to filter only yellow colour hue range remains in the image to produce a binary image. The band pass thresholding boundary value is defined from $32^*$ to $72^*$ which is yellow colour region. The final stage is to eliminate unwanted salt and pepper noise in the threshold image by using one dimension three-pixel length erosion kernel, $E$. All the salt and pepper noises with length less than 3 pixels long are eliminated after going through Equation (5) in the final output image.

![Figure 3. Hue-based processing block diagram.](image)

### 3.2 RGB-Based Algorithm

RGB-based algorithm is simpler than Hue-based algorithm without colour space conversion process. Since the yellowish colour of sausage link is mainly generated by red and green colour components, therefore blue component has very low intensity in yellow colour. This algorithm uses green-blue (G-B) value difference of each pixel to identify the sausage linking twist region in the image as defined in Equation (6). After G-B difference image is produced, all pixels are going through an averaging process with 3-pixel kernel. It is aimed to smooth the G-B difference image. The larger of G-B difference is indicating the purer yellow colour of that particular pixel.

$$
G_B^{\text{diff}}(x, y) = \left| G_{(x, y)} - B_{(x, y)} \right|
$$

A high pass threshold operation (Equation (7)) is applied to segment the image into binary image. The threshold value is set at 46 out of 255 where this value begins to provide a significant yellow colour.

$$
G_B^{\text{thres}} = \begin{cases} 
0, & \text{if } 46 < G_B^{\text{diff}}(x, y) < 255 \\
1, & \text{otherwise}
\end{cases}
$$

$$
G_B^{\text{final}} = G_B^{\text{thres}} \circ D
$$

After segmented into binary image, one dimension 3-pixel dilation operator, $D$, is taking place along with x-direction of the image. This dilation process (Equation (8)) is intended to dilate the object blob with 1-pixel front and back respectively to preserve the blob for detection purpose as can be seen in Figure 4.

![Figure 4: G-B based processing block diagram.](image)

### 3.3 1-D Connected Pixel Detection

This study has proposed a technique to detect and locate the sausage linking twist blob in binary image. The initial step of this technique is to detect the connected blob pixel in 1-dimensional manner and
extract its starting and ending x coordinates for localization purpose. 1-D connected pixel detector has a 2-pixels length window denoted as C1 and C2. It is required to scan through row by row horizontally in the ROI. This detection technique has a \textit{length\_limit} variable. This variable determines the minimum length of the connected pixel to be qualified for extraction. Those connected pixels length shorter than the limit will be discarded. The operation mechanism of the connected pixel detector is described in a flow diagram as revealed in Figure 5. The extracted start, middle and end x location of the detected connected pixel is stored as a list in a text file. This file is then passed to the blob localization process for further summarizing the blob validity.

![Figure 5. Connected pixel detection mechanism.](image)

### 3.4 Blob Localization Technique

Blob localization process is to analyze blob coordinate based on the coordinate information from the detected connected pixel list and it serves two purposes. First is to group the detection of connected pixel based on their coordinate information, and second is to filter false blob and true object blob according to vote value. A generic blob descriptor need to be defined in order to conduct localization process. The blob descriptor contains of coordinate parameters to describe the current possible blob. The parameters and their descriptions are listed in Table 1.

The general localization process flow is loading the first detection of connected pixel train entry in the list and set as a new blob by occupying a blob descriptor. Then, the second pixel train entry from the list is read, and its middle point is used for comparing its fall within the rectangular boundary. If the middle point is falling within boundary, then this entry is belonging to this blob descriptor and vote value in this blob descriptor is incremented by 1. Then, next entry is read. If the next entry does not fall within boundary, then this entry will occupy a new blob descriptor and forming a new blob. Each entry from the list is passed through every blob descriptor for matching until they find a most suitable blob descriptor or they form a new blob at last. The parameters in the blob descriptor are updated for every successive entry. Once all the entries in the list are processed, a classification is performed to classify the blob descriptor into true and false blobs. A minimum limit is used to evaluate the vote value in the blob descriptor. The blob descriptor with the highest vote value and surpassing the limit will be taken as true blob; otherwise it will be discarded in the classification process.

### Table 1. Blob descriptor parameters.

| Parameters     | Description                                      |
|----------------|--------------------------------------------------|
| Current\_ref\_x | Current x location used to calculate rectangular window |
| Current\_ref\_y | Current y location used to calculate rectangular window |
| Avg\_start\_x  | Running average starting x location for successive grouped entry |
| Avg\_end\_x    | Running average end x location for successive grouped entry |
| Avg\_mid\_x    | Running average middle x location for successive grouped entry |
| Window\_length | Constant value of ½ total rectangle length         |
| Window\_width  | Constant value of ½ total rectangle width          |
| Vote           | Number of total successive entry grouped belongs this blob |
4. Results and Discussion

4.1 Colour Character Analysis

There are objects exist in the sample images such as conveyor surface, sausage body, sausage casing twist, shadow, and overlap shadow. Due to the illuminant configuration of the experimental setup, shadow has casted on the surface of the conveyor belt. The category of this shadow is belonging to penumbra. An overlapped penumbra shadow has casted when there are two sausage bodies are distancing apart in a certain distance. This analysis is to analyze the colour characteristic of those mentioned object in the sample images. Multiples patch of pixels from every object component in the image are analyzed in terms of individual RGB intensities, RGB component intensities difference and individual HSL intensities. The colour characteristics are helpful for determination of threshold limit in the proposed algorithm. The hue value is normalized to 255 as it required fitting into the 8-bits gray scale bitmap image.

The main object of interest in this study is the sausage casing twist. The colour characteristic of sausage casing twist is revealed in Table 2. The red and green components have higher intensities than blue component to form yellow colour. By comparing individual RGB and intensities difference of RGB, it is found that the intensities difference of RGB has more significant representation of sausage casing twist compared to another object in the image. The RGB intensities of sausage body are similar to the casing twist. However, R-B and G-B intensities difference are significant among other objects with the difference as high as 68. This value is selected to implement as threshold limit in the RGB algorithm.

Besides, hue value for sausage casing twist also lies within the yellow hue range with normalized mean hue of 42° or 59° in full scale. The saturation and luminance of the sausage casing twist do not show any significant representation as they overlap with other objects. Therefore, threshold limit for hue-based algorithm are set based on hue value only.

| Colour Component | Conveyor Mean | Sausage Body Mean | Sausage Casing Twist Mean | Penumbra Mean | Overlapped Penumbra Mean |
|------------------|---------------|-------------------|---------------------------|--------------|-------------------------|
|                  | Mean | σ  |   Mean | σ  |   Mean | σ  |   Mean | σ  |   Mean | σ  |
| R                | 251  | 2.9 | 152   | 22.9 | 185   | 22.4 | 218   | 10.6 | 107   | 11.0 |
| G                | 254  | 0.9 | 123   | 26.5 | 185   | 21.1 | 255   | 1.6  | 98    | 10.3 |
| B                | 255  | 1.2 | 110   | 23.3 | 117   | 23.0 | 222   | 13.6 | 86    | 10.7 |
| R-G              | 3    | 3.5 | 28    | 8.0  | 6     | 4.2  | 37    | 10.0 | 9     | 2.4  |
| R-B              | 4    | 2.4 | 42    | 5.2  | 69    | 11.4 | 10    | 6.5  | 21    | 2.6  |
| G-B              | 2    | 1.2 | 14    | 7.2  | 68    | 8.1  | 32    | 13.3 | 12    | 2.9  |
| Hue              | 148  | 18.1 | 13   | 7.7  | 42    | 5.4  | 91    | 12.7 | 24    | 4.8  |
| Saturation       | 100  | 0.0 | 19    | 3.4  | 37    | 10.5 | 99    | 4.8  | 10    | 1.8  |
| Luminance        | 98   | 4.5 | 51    | 8.8  | 59    | 8.5  | 91    | 4.8  | 37    | 4.3  |

4.2 Proposed Algorithm Output

The full colour sample images of sausage linking twist is processed by both algorithms. It is noticeable that many bright spots appear in the sausage body region of the hue image. These bright spots are caused by the high hue value of red colour in the range of 330° to 360°. The horizontal line appeared in the output image is artificial line created as boundary marker (Figure 6). Comparing both processed of output image, it is obvious that G-B based algorithm produces a much better-quality image than hue algorithm. The output image from hue algorithm is still containing a small fraction of shadow in between the sausage body and it also failed to filter out the sausage body outlining. This remaining noise will affect the blob detection rate during detection process.
Figure 6. Example of sample images.

4.3 Image Signal-Noise-Ratio Analysis

The performance for both proposed algorithm is evaluated based on the image SNR as shown in Figure 7. The sausage linking twist region in the image is first identified by human operator thru drawing a blue rectangle bounding the region. These selected regions are considered as sausage linking twist region and used as reference to classify each pixel on the output image from both algorithms. The pixel in the image is classified according to the criteria in Table 3. The white pixel is ignored in classification process because it was treated as background pixel.

Figure 7. Image filtering result: (a) hue image (b) stabilized hue image (c) threshold and eroded hue image (d) G-B difference image of input image (e) threshold G-B difference image and (f) dilated difference image.
Table 3. SNR evaluation pixel classification.

| Pixel Classes     | Denoted Pixel colour | Description                                      |
|-------------------|----------------------|--------------------------------------------------|
| Input pixel       | Black                | Appear in input image                            |
| True valid pixel  | Green                | Locate within human define region                |
| Noise pixel       | Red                  | Locate beyond human define region                |

When an input pixel is located within the rectangle region which defined by human operator, it is classed as true positive pixel; otherwise the pixel is classed as noise pixel. This classification process is conducted on 50 samples of image. The number of pixel of each class is summed up. The SNR is calculated to benchmark their filtering performance for both architectures. The SNR is calculated based on Equation (9).

\[
SNR(db) = 10 \log_{10} \frac{V}{N},
\]

where, \(V\) is total number of true valid pixel, and \(N\) is total number noise pixel in the particular image. Based on these classification conditions, the numbers of valid data pixel and noise pixel are obtained, and SNR of the output image is determined as shown in Figure 8.

Based on the results revealed in Figure 9, hue-based filtering architecture produces noisy image while G-B based filtering produces a clearer image for the sausage linking twist detection. The average SNR of the hue-based filtering and G-B based filtering is -8.89 dB and 3.73 dB, respectively (as shown in Table 4).

Table 4. Averaged SNR.

| Method     | Average SNR |
|------------|-------------|
| Hue-based  | -8.89 dB    |
| G-B based  | 3.73 dB     |
Figure 9. SNR comparisons between sample images of hue and G-B based algorithm.

4.4 Sausage Casing Twist Blob Detection Rate
Since the output image quality from hue-based and G-B based filtering method are evaluated, these sample images are used to perform blob detection rate analysis. This is to determine the blob detection rate among the sample images from both proposed algorithms. The relationship of connected pixels limit and vote value limit from connected pixel detector and blob descriptor also are investigated in this analysis.

Hypothetically, if the minimum connected pixel limit is set to low; most of the information in the image is preserved but also preserving noise pixel in the image. If this value is set higher, noise can be filtered including some useful information in the image may also filtered and ignored. The same hypothesis relation is also applied to minimum vote value. Therefore, this test is to prove this hypothesis and to observe the blob detection rate under the influence of these two parameters and the types of output image.

The minimum connected pixels limit is beginning from 5 pixels to 21 pixels and minimum vote value is beginning from 9 to 21 with increment of 2 for each step. A total of 189 sausage linking twist existed in the 50 sample images. At starting of test, the processed output images from both algorithms from section 4.2 are processed by the connected pixel detection and blob localization algorithms. The center point of the detected blob is estimated in the algorithm and is then used to match with human define sausage casing twist mask region (Figure 8(b)) to verify blob detection accuracy. Four criteria are analyzed in this test; true blob detection rate, false blob detection rate, undetected blob rate and duplicate blob detection rate.

i) True Blob Detection Rate
As compare the results from Figure 10, the best achieved detection rate for hue-based image is only 73.02 % when vote limit is 9, with minimum 7 connected pixels. The detection rate achieved for G-B based image is 94.18% with minimum 9 vote and 5 connected pixels limit. The detection rate for both types of image has declined when these two parameters incremented. The detection process is totally failed when these parameters reach a value of 21. The minimum vote value and minimum connected pixel are having a concurrent relation to each other. Both values required to be adjusted at the same rate. If both parameter values are at reversed order and vice versa, the blob detection will have failed.
ii) False Blob Detection Rate
The hue-based image has a severe false blob detection rate which up to 333.33 % on minimum vote of 9 and minimum 5 connected pixels (Figure 11). At the same parameter values, false detection rate has 5.3 times higher than true blob detection. This shown that the noise blob in hue image is far more than the sausage linking twist blob. On the other hand, the false detection rate for G-B based image is only 12.17 %. When both parameters are incremented accordingly, the false detection rate is getting less for both types of image. At the condition when both parameters are at a value of 21, the false rate is dropping to 0.53 % and 0.00 % for hue and G-B based image, respectively.

iii) Undetected Blob Rate
The undetected rate is showing an inversed pattern as compared to true detection rate (Figure 12). The lowest undetected rate is at 39.68 % and 7.41 % when both parameters at minima value for hue and GB based image. When both values are adjusted into 21, most of the sausage linking twist is missed out from detection with rate 97.35 % and 99.47 % for hue and GB based image accordingly. This shown that once the vote value and connected pixels limit are getting too large, the blob has slip through the oversized detection window.

![Figure 10. True blob detection rate.](image)

![Figure 11. False blob detection rate.](image)

![Figure 12. Undetected blob rate.](image)
iv) Duplicate blob detection rate
Figure 13 shows a detection rate of duplicate phenomenon occurs during this analysis. This occurs when the vote value at 9 and minimum 5 connected pixels. Some of the sausage linking twist blob with larger blob area has been detected twice when using narrow window parameters. As comparing both duplicate rates, it is found that duplicate detection occurs until range with 7 connected pixels limit and also minimum 13 votes limit. This cover larger condition than G-B based image.

![Duplicate Detection Rate](image1)

![Duplicate Detection Rate](image2)

(a) Hue-based image
(b) G-B based image

**Figure 13.** Duplicate blob detection rate.

The parameters of minimum vote limit and minimum connected pixels limit has justified being suitable at 15 votes and 5 connected pixels. There are two considerations when selecting these values. First consideration is low value zone must have avoided to prevent duplicate detection occurs. Second consideration is these values must not set too large to prevent miss detection occurs. Therefore, the connected pixels limit is justified at 5 pixels in the connected pixel detector so that most of the information in the image is preserved. Then, a minimum vote value is justified at 15 votes in the blob localization process to avoid abundance of noise blob to be classified as object blob since most of the noise blob is detected in lower vote limit value range of 9 to 13.

5. Conclusion and Future Work
The colour characterization of the sausage casing twist is successfully being carried out. The G-B and R-B difference values carried the significant representation attributes to sausage casing twist colour in the image among other colour characteristics. The proposed RGB algorithm is suitable to be used to detect sausage casing twist in digital image with the output image SNR merit of 3.73dB while hue base algorithm has failed to filter noise causing output image SNR of -8.89dB. Hue-based algorithm is not suitable used to process the sausage casing twist due to too many noises remaining in the image. The proposed connected pixel detector and blob localization algorithm is effectively developed and tested. These algorithms are successfully detecting the blob in hue-based image at the rate of 73.02% while 94.18% for G-B based images. The minimum connected pixels length and vote value are justified at 5 pixels and 15 votes being suitable to be used for blob detection of the image.

The performance of the study can be further improved in detection rate such as a concurrent image processing algorithm can be explored for better image filtering accuracy, and high level statistical classification algorithm can be applied to improve detection of sausage casing twist.
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