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Abstract. In this paper, we investigate a class of $2n$th-order regular differential operator with eigenparameter-dependent boundary conditions and transmission conditions at an interior discontinuous point. By constructing a new linear operator $A$ associated with the problem, we prove that the operator $A$ is self-adjoint in a suitable Hilbert space $H$, and the eigenvalues of the problem coincide with those of $A$. In terms of basic solutions of differential equation, we show that the eigenvalues of this problem coincide with the zeros of the entire function $\det \Phi(1, \lambda)$, and obtain that the operator $A$ has only point spectrum.
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1. INTRODUCTION

The Sturm-Liouville theory is one of the most actual and extensively developing fields of theoretical and applied mathematics. In recent years, highly important results in this field have been obtained for the case when the eigenparameter appears not only in the differential equation but also in the boundary conditions. The literature on such results is voluminous and we refer to [1, 2, 4, 5, 7, 8, 11, 13, 14]. While the general theory and methods of such second-order boundary value problems are highly developed, very little is known about the general character of the higher order problems.

While dealing with interior discontinuousness, some boundary value problems with transmission conditions arise in heat and mass transfer, vibrating string problems, diffraction problems and various physical transfer problems [3, 6, 9]. Also, some problems with transmission conditions which arise in mechanics [12]. In this...
We shall investigate a class of 2nth-order boundary value problems with eigenparameter boundary conditions and transmission conditions at an interior discontinuous point. The goal of this study is to extend some results of the standard S-L problems to the higher order discontinuous case.

We consider a 2nth-order differential operator with eigenparameter boundary conditions and transmission conditions, and define a new linear operator $A$ associated with the problem in a suitable Hilbert space $H$, and prove the operator $A$ is self-adjoint, the eigenvalues of the problem coincide with those of $A$. We construct basic solutions, and show that the eigenvalues of this problem coincide with the zeros of the entire function $\det \Phi(1, \lambda)$, and get that the operator $A$ has only point spectrum.

In this paper, we investigate a discontinuous boundary value problem which consists of the differential equation
\begin{equation}
lu := -(p(x)u^{(n)}(x))^{(n)} + q(x)u = \lambda u, \quad x \in J, \quad (1.1)
\end{equation}
where $J = [-1, 0) \cup (0, 1]$, $p(x) = p_1^2$ for $x \in [-1, 0)$, $p(x) = p_2^2$ for $x \in (0, 1]$, $p_1, p_2$ are nonzero real numbers; $q(x) \in L^1(J, R)$, $\lambda \in \mathbb{C}$ is the so-called eigenparameter; with boundary conditions
\begin{equation}
l_i u := a_i u^{(i-1)}(-1) + a_{2n+1-i} u^{(2n-i)}(-1) = 0, \quad i = 1, 2, \ldots, n, \quad (1.2)
\end{equation}
the eigenparameter-dependent boundary conditions
\begin{align*}
l_{n+i} u &:= \lambda (b_i^1 u^{(i-1)}(1) + b_{2n+1-i}^2 u^{(2n-i)}(1)) \\
&\quad + b_i u^{(i-1)}(1) + b_{2n+1-i} u^{(2n-i)}(1) = 0, \quad i = 1, 2, \ldots, n, \quad (1.3)
\end{align*}
and transmission conditions at the interior discontinuous point
\begin{equation}
l_{2n+i} u := u^{(i-1)}(0+) - \sum_{j=1}^{2n} c_{ij} u^{(j-1)}(0-) = 0, \quad i = 1, 2, \ldots, 2n, \quad (1.4)
\end{equation}
where $a_i, b_i, b_i^j (i = 1, 2, \ldots, 2n)$ are real numbers, $C = (c_{ij})$ is $2n \times 2n$ real matrix, we assume that
\begin{equation}
a_{n+i} \neq 0 (i = 1, 2, \ldots, n), \quad \det C = \rho^n, \rho > 0, \quad C^T QC = \rho Q, \quad (1.5)
\end{equation}
\begin{equation}
\theta_i = \begin{vmatrix}
    b_i^1 & b_{2n+1-i}^2 \\
    b_i & b_{2n+1-i}
\end{vmatrix} > 0, \quad i = 1, 2, \ldots, n, \quad (1.6)
\end{equation}
In Section 1, we introduce the problem considered, a formulae of the operator $A$ in the suitable Hilbert space $H$ is constructed. In Section 2, we prove the operator $A$ is self-adjoint. Basic solutions are achieved in Section 3, and show that the eigenvalues of this problem coincide with the zeros of the entire function $\det \Phi(1, \lambda)$. In Section 4, we prove that the operator $A$ has only point spectrum.
where $Q$ is $2n \times 2n$ real matrix as follows

$$Q = \begin{pmatrix}
0 & \cdots & 1 \\
1 & \cdots & 0 \\
& \ddots & \ddots \\
& & 1 & 0
\end{pmatrix}.$$  

Let

$$C_u(x) = (u(x), u'(x), \ldots, u^{(2n-1)}(x))^T.$$  

In order to investigate the problem (1.1)-(1.4), we define a new inner product in $L^2(J)$ as

$$(f, g)_1 = \frac{1}{p_1^2} \int_{-1}^{0} f_1(x)g_1(x)dx + \frac{1}{p_2^2} \int_{0}^{1} f_2(x)g_2(x)dx, \quad \forall f, g \in L^2(J),$$  

where $f_1(x) = f(x)|_{[-1,0]}, f_2(x) = f(x)|_{[0,1]}$. It is easy to verify that $H_1 = (L^2(J), (\cdot, \cdot)_1)$ is a Hilbert space.

2. The Self-Adjointness of Operator $A$

In this section, we introduce the special inner product in the Hilbert space $H = H_1 \oplus \mathbb{C}^n$, where $H_1 = (L^2(J), (\cdot, \cdot)_1)$, $\mathbb{C}$ denotes the set of complex numbers. A symmetric linear operator $A$ is defined on this Hilbert space such that problem (1.1)-(1.4) can be considered as the eigenvalue problem of this operator. Here, we prove that the operator $A$ is self-adjoint, not only symmetric.

We define an inner product in $H$ by

$$(f, g)_1 = (f, g)_1 + \frac{1}{p_j} \sum_{i=1}^{n} (-1)^{i} \frac{h_i}{\theta_i} \overline{k_i},$$  

for

$$F = (f, h_1, h_2, \ldots, h_n), G = (g, k_1, k_2, \ldots, k_n) \in H.$$  

In the Hilbert space $H$, we consider the operator $A$ which is defined by

$$D(A) = \{(f, h_1, h_2, \ldots, h_n) \in H | f^{(i-1)}_1 \in AC_{loc}((-1,0)),$$

$$f^{(i-1)}_2 \in AC_{loc}((0,1)), i = 1, 2, \ldots, 2n, f \in H_1,$$

$$l_j f = 0, j = 1, 2, \ldots, n, C_f(0+) = C \cdot C_f(0-),$$

$$h_i = b_i' f^{(i-1)}(1) + b_{2n+1-i} f^{(2n-i)}(1), i = 1, 2, \ldots, n\},$$

$$(Af, (b_1 f(1) + b_2 f^{(2n-1)}(1)), -b_2 f'(1) + b_{2n-1} f^{(2n-2)}(1),$$

$$\ldots, (b_n f^{(n-1)}(1) + b_{n+1} f^{(n)}(1)),$$

$$(b_1 f(1) + b_2 f^{(2n-1)}(1)), -b_2 f'(1) + b_{2n-1} f^{(2n-2)}(1),$$

$$\ldots, (b_n f^{(n-1)}(1) + b_{n+1} f^{(n)}(1)),$$

$$= (f, g)_1.$$
For convenience, \( F = (f, h_1, h_2, \cdots, h_n) \in D(A), \) let

\[
M_i(f) = b_i f^{(i-1)}(1) + b_{2n+1-i} f^{(2n-i)}(1), \quad i = 1, 2, \cdots, n, \\
M'_i(f) = b'_i f^{(i-1)}(1) + b'_{2n+1-i} f^{(2n-i)}(1), \quad i = 1, 2, \cdots, n,
\]

so by (1.1), (1.3) we have

\[
AF = (f, -M_1(f), -M_2(f), \cdots, -M_n(f)) = (\lambda f, \lambda M'_1(f), \lambda M'_2(f), \cdots, \lambda M'_n(f)) = \lambda F. 
\]

Now we can rewrite the considered problem (1.1)-(1.4) in the operator form.

**Lemma 1.** If the functions \( f(x) \) and \( g(x) \) are differential on the interval \([0, 1]\), then

\[
W(f, g; x) = \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i(f) M'_i(g) - \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M'_i(f) M_i(g).
\]

where

\[
W(f, g; x) = f(x) g^{(2n-1)}(x) - f'(x) g^{(2n-2)}(x) + \cdots + (-1)^{n-1} f^{(n-1)}(x) g^{(n)}(x) + (-1)^n f^{(n)}(x) g^{(n-1)}(x) + \cdots + f^{(2n-1)}(x) g'(x) - f^{(2n-2)}(x) g(x).
\]

Proof. By (1.6), (2.3) and (2.4), we have

\[
\sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i(f) M'_i(g) - \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M'_i(f) M_i(g) = \sum_{i=1}^{n} \frac{1}{\theta_i} (b_i f^{(i-1)}(1) + b_{2n+1-i} f^{(2n-i)}(1))(b'_i g^{(i-1)}(1) + b'_{2n+1-i} g^{(2n-i)}(1))
\]

\[
- (b'_i f^{(i-1)}(1) + b'_{2n+1-i} f^{(2n-i)}(1))(b_i g^{(i-1)}(1) + b_{2n+1-i} g^{(2n-i)}(1)) = \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} (b_i f^{(i-1)}(1) + b_{2n+1-i} f^{(2n-i)}(1))(b'_i g^{(i-1)}(1) + b'_{2n+1-i} g^{(2n-i)}(1))
\]

\[
= \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} (b_i f^{(i-1)}(1) + b_{2n+1-i} f^{(2n-i)}(1))(b'_i g^{(i-1)}(1) + b'_{2n+1-i} g^{(2n-i)}(1)).
\]
Lemma 2. The eigenvalues of the problem (1.1)-(1.4) coincide with those of operator $A$ and its eigenfunctions are the first component of corresponding eigenfunctions of the operator $A$.

Lemma 3. The domain $D(A)$ of the operator $A$ is dense in $H$.

Proof. Suppose that there is an element $F = (f, h_1, h_2, \ldots, h_n) \in H$, which is orthogonal to all $U = (u, M'_1(u), M'_2(u), \ldots, M'_n(u)) \in D(A)$ in Hilbert space $H$, i.e.

$$
\langle F, U \rangle = \frac{1}{p_1^2} \int_{-1}^{0} f_1(x) \overline{u_1(x)} dx + \frac{1}{p_2^2} \rho \int_{0}^{1} f_2(x) \overline{u_2(x)} dx + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^{i+1} \frac{1}{\theta_i} \overline{h_i M'_i(u)}.
$$

(2.5)

Let $\widetilde{C}_0^\infty$ be the set of all functions defined on $[-1, 0) \cup (0, 1]$ such that

$$
\phi(x) = \begin{cases} 
\varphi_1(x), & x \in [-1, 0), \\
\varphi_2(x), & x \in (0, 1],
\end{cases}
$$

for $\varphi_1(x) \in C_0^\infty[-1,0), \varphi_2(x) \in C_0^\infty(0,1]$. As usual, from the well-known fact that $C_0^\infty(a,b)$ is dense in the Hilbert space $L^2(a,b)$ [14, p96], it follows that the set $\widetilde{C}_0^\infty$ is dense in the Hilbert space $H_1$. Since $\widetilde{C}_0^\infty \oplus 0^p \subset D(A) (0 \in C)$ and $U = (u(x), 0, \cdots, 0) \in \widetilde{C}_0^\infty \oplus 0^p$ is orthogonal to $F$, i.e.

$$
\langle F, U \rangle = \frac{1}{p_1^2} \int_{-1}^{0} f_1(x) \overline{u_1(x)} dx + \frac{1}{p_2^2} \rho \int_{0}^{1} f_2(x) \overline{u_2(x)} dx = (f, u)_1 = 0.
$$

(2.6)

Therefore, (2.6) means that $f(x)$ is orthogonal to the subspace $\widetilde{C}_0^\infty$ which is dense everywhere in the Hilbert space $H_1$, so $f(x)$ is null element of $H_1$, putting $f(x) = 0$ in (2.5), we have

$$
\frac{1}{\rho} \sum_{i=1}^{n} (-1)^{i+1} \frac{1}{\theta_i} \overline{h_i M'_i(u)} = 0,
$$

for all $u \in H_1$, such that $U \in D(A)$. So for all $G_1 = (g(x), M'_1(g), 0, \cdots, 0) \in D(A)$,

$$
\langle F, G_1 \rangle = \langle f, g \rangle_1 + \frac{1}{\rho \theta} h_1 M'_1(\overline{g}) = 0.
$$
since $M_1'(g)$ can be chosen arbitrarily, so $h_1 = 0$. Similarly $h_2 = h_3 = \cdots = h_n = 0$. Hence $F = (0, 0, \cdots, 0)$ is the null element of the Hilbert space $H$. Thus, the orthogonal complement of $D(A)$ consists of only the null element, and therefore is dense in the Hilbert space $H$. □

**Theorem 1.** The operator $A$ is self-adjoint in $H$.

**Proof.** Let $F$ and $G$ be arbitrary elements of $D(A)$, by partial integrations we obtain

$$
\langle AF, G \rangle = \langle F, AG \rangle + W(f, g; 0-) - W(f, g; -1) + \frac{1}{\rho} W(f, g; 1)
$$

$$
- \frac{1}{\rho} W(f, g; 0+) + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i'(f) M_i(g)
$$

$$
- \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i(f) M_i(g).
$$

(2.7)

Since $f$ and $g$ satisfy the boundary conditions (1.2), and $a_{n+i} \neq 0 (i = 1, 2, \cdots, n)$, it follows that

$$
W(f, g; -1) = 0.
$$

(2.8)

From the transmission conditions (1.4) we get

$$
W(f, g; 0+) = C_f^T (0+) QC_f(0+) = C_f^T (0-) QC_f(0-)
$$

$$
= \rho C_f^T (0-) QC_f(0-) = \rho W(f, g; 0-).
$$

(2.9)

Further, putting (2.8) and (2.9) into (2.7), and applying Lemma 1, we get the required equality

$$
\langle AF, G \rangle = \langle F, AG \rangle \quad (F, G \in D(A)),
$$

so $A$ is symmetric.

It remains to show that if $\langle AF, W \rangle = \langle F, U \rangle$ for all $F = (f(x), M_1'(f), M_2'(f), \cdots, M_n'(f)) \in D(A)$ then $W \in D(A)$ and $AW = U$. Where $W = (w(x), h_1, h_2, \cdots, h_n), U = (u(x), k_1, k_2, \cdots, k_n)$, i.e.

1. $w_1^{(i-1)} \in AC_{loc}((-1, 0)), w_2^{(i-1)} \in AC_{loc}((0, 1)), i = 1, 2, \cdots, 2n,$ and
   $
   lw \in H_1;
   $
2. $h_i = M_i'(w) = b_i' w_1^{(i-1)}(1) + b_{2n+1-i}' w_2^{(2n-i)}(1), i = 1, 2, \cdots, n;
   $
3. $l_i w = a_i w_1^{(i-1)}(-1) + a_{2n+1-i} w_2^{(2n-i)}(-1) = 0, i = 1, 2, \cdots, n;
   $
4. $C_w(0+) = C \cdot C_w(0-);
   $
5. $u(x) = lw;
   $
6. $k_i = -M_i(w) = -(b_i w_1^{(i-1)}(1) + b_{2n+1-i} w_2^{(2n-i)}(1)), i = 1, 2, \cdots, n.$
For an arbitrary $F \in \mathbb{C}^\infty_0 \oplus 0^n \subset D(A)$, from $\langle AF, W \rangle = \langle F, U \rangle$, we have

$$\frac{1}{p_1^2} \int_{-1}^{0} (l_f)\overline{w} \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} (l_f)\overline{w} \, dx = \frac{1}{p_1^2} \int_{-1}^{0} f \overline{u} \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} f \overline{u} \, dx,$$

that is $\langle l_f, w \rangle_{1} = \langle f, u \rangle_{1}$. According to normal Sturm-Liouville theory, (1) and (5) hold. By (5), the equation $\langle AF, W \rangle = \langle F, U \rangle$, $\forall F \in D(A)$ becomes

$$\frac{1}{p_1^2} \int_{-1}^{0} (l_f)\overline{w} \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} (l_f)\overline{w} \, dx - \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i M_i(f) \overline{\eta_i} =$$

$$= \frac{1}{p_1^2} \int_{-1}^{0} f(l\overline{w}) \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} f(l\overline{w}) \, dx + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i M'_i(f) \overline{\kappa_i},$$

so

$$\langle l_f, w \rangle_{1} = \langle f, l w \rangle_{1} + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i(f) \overline{\eta_i} + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M'_i(f) \overline{\kappa_i}.$$

However

$$\langle l_f, w \rangle_{1} = \frac{1}{p_1^2} \int_{-1}^{0} (l_f)\overline{w} \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} (l_f)\overline{w} \, dx$$

$$= \frac{1}{p_1^2} \int_{-1}^{0} (-p_1^2 f^{(2n)} + q(x) f)\overline{w} \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} (-p_2^2 f^{(2n)} + q(x) f)\overline{w} \, dx$$

$$= \frac{1}{p_1^2} \int_{-1}^{0} f(l\overline{w}) \, dx + \frac{1}{p_2^2 \rho} \int_{0}^{1} f(l\overline{w}) \, dx + W(f, \overline{w}; 0--) - W(f, \overline{w}; 0-)$$

$$+ \frac{1}{\rho} W(f, \overline{w}; 1) - \frac{1}{\rho} W(f, \overline{w}; 0)$$

$$= \langle f, l w \rangle_{1} + W(f, \overline{w}; 0--) - W(f, \overline{w}; 0-) + \frac{1}{\rho} W(f, \overline{w}; 1) - \frac{1}{\rho} W(f, \overline{w}; 0).$$

Hence,

$$\langle l_f, w \rangle_{1} = \langle f, l w \rangle_{1} + W(f, \overline{w}; 0--) - W(f, \overline{w}; 0-)$$

$$+ \frac{1}{\rho} W(f, \overline{w}; 1) - \frac{1}{\rho} W(f, \overline{w}; 0),$$

so

$$\frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M_i(f) \overline{\eta_i} + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i} M'_i(f) \overline{\kappa_i}$$

$$= W(f, \overline{w}, 0--) - W(f, \overline{w}, 0-) + \frac{1}{\rho} W(f, \overline{w}, 1) - \frac{1}{\rho} W(f, \overline{w}, 0).$$

(2.10)
By Naimark Patching Lemma [10], there is an \( F \in D(A) \), such that
\[
f^{(i-1)}(-1) = f^{(i-1)}(0-) = f^{(i-1)}(0+) = 0, i = 1, 2, \cdots, 2n, \\
f(1) = -b_2, f^{(i)}(1) = 0, i = 1, 2, \cdots, 2n - 2, f^{(2n-1)}(1) = b_1',
\]
For such an \( F \), \( M'_1(f) = 0, i = 1, 2, \cdots, n, M'_1(f) = 0, i = 2, \cdots, 2n \). Then from (2.10) we have \( h_1 = M'_1(w) \). Similarly, we can prove \( h_i = M'_i(w), i = 2, \cdots, n \). So the equalities (2) hold.

Similarly, we can prove (6).

Next choose \( F \in D(A) \), such that
\[
f^{(i-1)}(0+) = f^{(i-1)}(0-) = f^{(i-1)}(1) = 0, i = 1, 2, \cdots, 2n, f^{(i-1)}(0+) = a_{2n}, \\
f^{(i-1)}(-1) = 0, i = 2, \cdots, 2n - 1, f^{(2n-1)}(-1) = -a_1,
\]
thus \( M_i(f) = M'_i(f) = 0, i = 1, 2, \cdots, n \). Then from (2.10) we have
\[
W(f, \overline{w}; -1) = a_1 \overline{w}(-1) + a_{2n} \overline{w}^{(2n-1)}(-1) = 0,
\]
that is \( l_1 \overline{w} = 0 \), so \( l_1 w = 0 \). Similarly, we can prove \( l_i w = 0, i = 2, \cdots, n \). So the equalities (3) hold.

Next choose \( F \in D(A) \), such that
\[
f^{(i-1)}(-1) = f^{(i-1)}(1) = 0, i = 1, 2, \cdots, 2n, f^{(i-1)}(0+) = 0, i = 1, 2, \cdots, 2n - 1, \\
f^{(2n-1)}(0+) = \rho, f^{(i-1)}(0-) = (-1)^i c_{1, 2n+1-i}, i = 1, 2, \cdots, 2n,
\]
thus \( M_i(f) = M'_i(f) = 0, i = 1, 2, \cdots, n \). Then from (2.10) we have
\[
W(f, \overline{w}; 0+) = \rho W(f, \overline{w}; 0-).
\]
However, \( C = (c_{ij}) \) is \( 2n \times 2n \) real matrix, then \( w(0+) = \sum_{i=1}^{2n} c_{1i} w^{(i-1)}(0-) \). Using the same method, we can prove
\[
w^{(k-1)}(0+) = \sum_{i=1}^{2n} c_{ki} w^{(i-1)}(0-), k = 2, 3, \cdots, 2n,
\]
that is \( C_w(0+) = C \cdot C_w(0-) \). So the equality (4) holds.

From the above synthesis proof, we know \( A \) is a self-adjoint operator. \( \square \)

From the properties of self-adjoint operators, we have

**Corollary 1.** All the eigenvalues of the considered problem (1.1)-(1.4) are real.

**Corollary 2.** Let \( \lambda_1 \) and \( \lambda_2 \) be two different eigenvalues of the problem (1.1)-(1.4), then the corresponding eigenfunctions \( f(x) \) and \( g(x) \) are orthogonal in the sense of
\[
\frac{1}{p_1^2} \int_{-1}^{0} f \overline{g} dx + \frac{1}{p_2^2} \int_{0}^{1} f \overline{g} dx + \frac{1}{\rho} \sum_{i=1}^{n} (-1)^i \frac{1}{\theta_i}.
\]
Consequently, the eigenfunctions of the problem (1.1)-(1.4) corresponding to the different eigenvalues are not orthogonal in the usual sense in the Hilbert space $H$.

3. Construction of Basic Solutions

In terms of existence and uniqueness theorem in ordinary differential equation theory, we shall define two group basic solutions $\phi_1(x,\lambda), \phi_2(x,\lambda), \cdots, \phi_n(x,\lambda)$ and $\chi_1(x,\lambda), \chi_2(x,\lambda), \cdots, \chi_n(x,\lambda)$ of the equation (1.1) on whole $J = [-1,0] \cup (0,1]$.

Let $\phi_{11}(x,\lambda), \phi_{12}(x,\lambda), \cdots, \phi_{1n}(x,\lambda)$ and $\chi_{11}(x,\lambda), \chi_{12}(x,\lambda), \cdots, \chi_{1n}(x,\lambda)$ be solutions of the equation (1.1) in the interval $[-1,0]$ satisfying the following initial conditions

\[ (C_{\phi_{11}}, C_{\phi_{12}}, \cdots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \cdots, C_{\chi_{1n}})(-1,\lambda) \]

\[ = \begin{pmatrix} a_{2n} & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\ 0 & a_{2n-1} & \cdots & 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & a_{n+1} & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & -a_n & 1 & \cdots & 0 & 0 \\ 0 & -a_2 & \cdots & 0 & 0 & \cdots & 1 & 0 \\ -a_1 & 0 & \cdots & 0 & 0 & \cdots & 0 & 1 \end{pmatrix}. \tag{3.1} \]

As same as above, we let $\phi_{21}(x,\lambda), \phi_{22}(x,\lambda), \cdots, \phi_{2n}(x,\lambda)$ and $\chi_{21}(x,\lambda), \chi_{22}(x,\lambda), \cdots, \chi_{2n}(x,\lambda)$ be solutions of the equation (1.1) satisfying the following initial conditions

\[ C_{\phi_{21}}, C_{\phi_{22}}, \cdots, C_{\phi_{2n}}, C_{\chi_{21}}, C_{\chi_{22}}, \cdots, C_{\chi_{2n}}(0,\lambda) \]

\[ = C \cdot (C_{\phi_{11}}, C_{\phi_{12}}, \cdots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \cdots, C_{\chi_{1n}})(0,\lambda). \tag{3.2} \]

The Wronskian $w(\phi_{i1}, \cdots, \phi_{in}, \chi_{i1}, \cdots, \chi_{in})(x,\lambda)(i = 1,2)$ are independent of the variable $x$, and are entire functions of parameter $\lambda$.

Let

\[ w_i(\lambda) = w(\phi_{i1}, \cdots, \phi_{in}, \chi_{i1}, \cdots, \chi_{in})(x,\lambda)(i = 1,2). \]

Since $w_i(\lambda)$ are independent of the variable $x$, by (3.1), (3.2), we have

\[ w_1(\lambda) = w(\phi_{11}, \phi_{12}, \cdots, \phi_{1n}, \chi_{11}, \chi_{12}, \cdots, \chi_{1n})(x,\lambda) \]

\[ = \det(C_{\phi_{11}}, C_{\phi_{12}}, \cdots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \cdots, C_{\chi_{1n}})(x,\lambda) \]

\[ = \det(C_{\phi_{11}}, C_{\phi_{12}}, \cdots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \cdots, C_{\chi_{1n}})(-1,\lambda) \]

\[ = a_{n+1}a_{n+2}\cdots a_{2n} \neq 0, \tag{3.3} \]
and
\[ w_2(\lambda) = w(\phi_{21}, \phi_{22}, \ldots, \phi_{2n}, \chi_{21}, \chi_{22}, \ldots, \chi_{2n})(x, \lambda) \]
\[ = \det(C_{\phi_{21}}, C_{\phi_{22}}, \ldots, C_{\phi_{2n}}, C_{\chi_{21}}, C_{\chi_{22}}, \ldots, C_{\chi_{2n}})(x, \lambda) \]
\[ = \det(C_{\phi_{21}}, C_{\phi_{22}}, \ldots, C_{\phi_{2n}}, C_{\chi_{21}}, C_{\chi_{22}}, \ldots, C_{\chi_{2n}})(0, \lambda) \]
\[ = \det(C \cdot (C_{\phi_{11}}, C_{\phi_{12}}, \ldots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \ldots, C_{\chi_{1n}})(0, \lambda)) \]
\[ = (\det C)w_1(\lambda) = \rho^n w_1(\lambda) \neq 0. \]  

(3.4)

So the functions \( \phi_{21}(x, \lambda), \phi_{22}(x, \lambda), \ldots, \phi_{2n}(x, \lambda) \) and \( \chi_{21}(x, \lambda), \chi_{22}(x, \lambda), \ldots, \chi_{2n}(x, \lambda) \) are linearly independent in the interval \((0, 1] \).

Let
\[ \phi_1(x, \lambda) = \begin{cases} \phi_{11}(x, \lambda), & x \in [-1, 0), \\ \phi_{21}(x, \lambda), & x \in (0, 1] \end{cases} \]
\[ \phi_2(x, \lambda) = \begin{cases} \phi_{12}(x, \lambda), & x \in [-1, 0), \\ \phi_{22}(x, \lambda), & x \in (0, 1] \end{cases} \]
\[ \ldots, \phi_n(x, \lambda) = \begin{cases} \phi_{1n}(x, \lambda), & x \in [-1, 0), \\ \phi_{2n}(x, \lambda), & x \in (0, 1] \end{cases} \]

and
\[ \chi_1(x, \lambda) = \begin{cases} \chi_{11}(x, \lambda), & x \in [-1, 0), \\ \chi_{21}(x, \lambda), & x \in (0, 1] \end{cases} \]
\[ \chi_2(x, \lambda) = \begin{cases} \chi_{12}(x, \lambda), & x \in [-1, 0), \\ \chi_{22}(x, \lambda), & x \in (0, 1] \end{cases} \]
\[ \ldots, \chi_n(x, \lambda) = \begin{cases} \chi_{1n}(x, \lambda), & x \in [-1, 0), \\ \chi_{2n}(x, \lambda), & x \in (0, 1] \end{cases} \]

Moreover, \( \phi_1(x, \lambda), \phi_2(x, \lambda), \ldots, \phi_n(x, \lambda) \) and \( \chi_1(x, \lambda), \chi_2(x, \lambda), \ldots, \chi_n(x, \lambda) \) satisfy the boundary conditions (1.2) and transmission conditions (1.4). They are independent of \( x \), and are entire functions of parameter \( \lambda \).

**Lemma 4.** The following determinant is equal to \( w_1(\lambda) \), or \(-w_1(\lambda)\), i.e.
\[ \begin{vmatrix} l_1 \chi_{11} & l_1 \chi_{12} & \cdots & l_1 \chi_{1n} \\ l_2 \chi_{11} & l_2 \chi_{12} & \cdots & l_2 \chi_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ l_n \chi_{11} & l_n \chi_{12} & \cdots & l_n \chi_{1n} \end{vmatrix} = w_1(\lambda), \text{ or } = -w_1(\lambda). \]

If \( n = 1, 4, 5, 8, 9, \ldots \), then the determinant is equal to \( w_1(\lambda) \);
If \( n = 2, 3, 6, 7, \ldots \), then it is equal to \(-w_1(\lambda)\).

Where
\[ l_1 \chi_{1i} = a_1 \chi_{1i}(-1, \lambda) + a_{2n} \chi_{1i}^{(2n-1)}(-1, \lambda), i = 1, 2, \ldots, n, \]
\[ l_2 \chi_{1i} = a_2 \chi_{1i}'(-1, \lambda) + a_{2n-1} \chi_{1i}^{(2n-2)}(-1, \lambda), i = 1, 2, \ldots, n, \]
\[ \ldots \]
\[ l_n \chi_{1i} = a_n \chi_{1i}^{(n-1)}(-1, \lambda) + a_{n+1} \chi_{1i}^{(n)}(-1, \lambda), i = 1, 2, \ldots, n. \]
Proof. By (3.1), we have

\[
\begin{vmatrix}
l_1 \chi_{11} & l_1 \chi_{12} & \cdots & l_1 \chi_{1n} \\
l_2 \chi_{11} & l_2 \chi_{12} & \cdots & l_2 \chi_{1n} \\
\vdots & \vdots & \ddots & \vdots \\
l_n \chi_{11} & l_n \chi_{12} & \cdots & l_n \chi_{1n}
\end{vmatrix}
= 
\begin{vmatrix}
a_1 \chi_{11} + a_2 n \chi_{11}^{(2n-1)} & a_1 \chi_{12} + a_2 n \chi_{12}^{(2n-1)} & \cdots & a_1 \chi_{1n} + a_2 n \chi_{1n}^{(2n-1)} \\
a_2 \chi_{11}' + a_2 n-1 \chi_{11}'^{(2n-2)} & a_2 \chi_{12}' + a_2 n-1 \chi_{12}'^{(2n-2)} & \cdots & a_2 \chi_{1n}' + a_2 n-1 \chi_{1n}'^{(2n-2)} \\
\vdots & \vdots & \ddots & \vdots \\
a_n \chi_{11}^{(n-1)} + a_{n+1} \chi_{11}^{(n)} & a_n \chi_{12}^{(n-1)} + a_{n+1} \chi_{12}^{(n)} & \cdots & a_n \chi_{1n}^{(n-1)} + a_{n+1} \chi_{1n}^{(n)}
\end{vmatrix}
= 
\begin{vmatrix}
0 & 0 & \cdots & 0 & a_2 n \\
0 & a_2 n-1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_{n+1} & \cdots & 0 & 0 & 0
\end{vmatrix}
= a_{n+1}a_{n+2}\cdots a_{2n}, \text{ or } -a_{n+1}a_{n+2}\cdots a_{2n},
\]

if \( n = 1, 4, 5, 8, 9, \ldots \), then it is equal to \( a_{n+1}a_{n+2}\cdots a_{2n} \), i.e. \( w_1(\lambda) \); if \( n = 2, 3, 6, 7, \ldots \), then it is equal to \( -a_{n+1}a_{n+2}\cdots a_{2n} \), i.e. \( -w_1(\lambda) \). We complete the proof. \( \square \)

Lemma 5. Let

\[
\begin{cases}
u_1(x), & x \in [-1, 0), \\
u_2(x), & x \in (0, 1];
\end{cases}
\]

be any solution of the equation \( l y = \lambda y \), then it can be represented as

\[
u(x) = \begin{cases}
d_1 \phi_{11} + \cdots + d_n \phi_{1n} + d_{n+1} \chi_{11} + \cdots + d_{2n} \chi_{1n}, & x \in [-1, 0), \\
d_{2n+1} \phi_{21} + \cdots + d_{3n} \phi_{2n} + d_{3n+1} \chi_{21} + \cdots + d_{4n} \chi_{2n}, & x \in (0, 1];
\end{cases}
\]

where \( d_i \in \mathbb{C}(i = 1, 2, \ldots, 4n) \). If \( u(x) \) satisfies the transmission conditions (1.4), then \( d_1 = d_{2n+1}, d_2 = d_{2n+2}, \ldots, d_{2n} = d_{4n} \).

Proof. Let \( u(x) \) is represented in the form

\[
u(x) = \begin{cases}
d_1 \phi_{11} + \cdots + d_n \phi_{1n} + d_{n+1} \chi_{11} + \cdots + d_{2n} \chi_{1n}, & x \in [-1, 0), \\
d_{2n+1} \phi_{21} + \cdots + d_{3n} \phi_{2n} + d_{3n+1} \chi_{21} + \cdots + d_{4n} \chi_{2n}, & x \in (0, 1];
\end{cases}
\]

Apply the transmission conditions (1.4) to this representation of \( u(x) \). Since

\[
u^{(i-1)}(0+) = \sum_{j=1}^{2n} c_{ij} u^{(j-1)}(0-), \quad i = 1, 2, \ldots, 2n,
\]

i.e.

\[
C_u(0+) = C \cdot C_u(0-),
\]
we rewrite it in the following form

\[
\begin{pmatrix}
d_{2n+1}\phi_{21} + \cdots + d_{3n}\phi_{2n} + d_{3n+1}\chi_{21} + \cdots + d_{4n}\chi_{2n} \\
d_{2n+1}\phi'_{21} + \cdots + d_{3n}\phi'_{2n} + d_{3n+1}\chi'_{21} + \cdots + d_{4n}\chi'_{2n} \\
\vdots \\
d_{2n+1}\phi^{(2n-1)}_{21} + \cdots + d_{3n}\phi^{(2n-1)}_{2n} + d_{3n+1}\chi^{(2n-1)}_{21} + \cdots + d_{4n}\chi^{(2n-1)}_{2n} \\
\end{pmatrix}
\begin{pmatrix}
d_{2n+1} \\
d_{2n+2} \\
\vdots \\
d_{4n} \\
\end{pmatrix}
= (0, \lambda)
\]

Taking into account the initial conditions (3.2) for \(\phi_{21}(x, \lambda), \ldots, \phi_{2n}(x, \lambda)\) and \(\chi_{21}(x, \lambda), \ldots, \chi_{2n}(x, \lambda)\), we have

\[
C \cdot (C_{\phi_{21}}, C_{\phi_{22}}, \ldots, C_{\phi_{2n}}, C_{\chi_{21}}, C_{\chi_{22}}, \ldots, C_{\chi_{2n}})(0, \lambda)
\begin{pmatrix}
d_1 \\
d_2 \\
\vdots \\
d_{2n} \\
\end{pmatrix}
= (0, \lambda)
\]

So

\[
C \cdot (C_{\phi_{11}}, C_{\phi_{12}}, \ldots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \ldots, C_{\chi_{1n}})(0, \lambda)
\begin{pmatrix}
d_{2n+1} - d_1 \\
d_{2n+2} - d_2 \\
\vdots \\
d_{4n} - d_{2n} \\
\end{pmatrix}
= 0. \quad \text{(3.5)}
\]

Since

\[
\det(C(C_{\phi_{11}}, C_{\phi_{12}}, \ldots, C_{\phi_{1n}}, C_{\chi_{11}}, C_{\chi_{12}}, \ldots, C_{\chi_{1n}})(0, \lambda)) = \rho^n w_1(\lambda) \neq 0,
\]

the above equation (3.5) has only zero solution, \(d_1 = d_{2n+1}, d_2 = d_{2n+2}, \ldots, d_{2n} = d_{4n}\). \(\square\)
For convenience, we let

$$B_λ = \begin{pmatrix}
λb'_1 + b_1 & \cdots & 0 & \cdots & \lambda b'_{2n} + b_{2n} \\
0 & \cdots & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \lambda b'_n + b_n & \lambda b'_{n+1} + b_{n+1} & \cdots & 0
\end{pmatrix},$$

and

$$\det Φ(1, λ) = \begin{vmatrix}
l_{n+1}φ_{21} & l_{n+1}φ_{22} & \cdots & l_{n+1}φ_{2n} \\
l_{n+2}φ_{21} & l_{n+2}φ_{22} & \cdots & l_{n+2}φ_{2n} \\
\cdots & \cdots & \cdots & \cdots \\
l_{2n}φ_{21} & l_{2n}φ_{22} & \cdots & l_{2n}φ_{2n}
\end{vmatrix},$$

so

$$\det Φ(1, λ) = \det(B_λ \cdot (C_{φ_{21}}, C_{φ_{22}}, \cdots, C_{φ_{2n}})(1, λ)).$$

where

$$l_{n+1}φ_{2i} = (λb'_1 + b_1)φ_{2i}(1, λ) + (λb'_{2n} + b_{2n})φ_{2i}^{(2n−1)}(1, λ), i = 1, 2, \cdots, n,$n+2φ_{2i} = (λb'_2 + b_2)φ_{2i}(1, λ) + (λb'_{2n−1} + b_{2n−1})φ_{2i}^{(2n−2)}(1, λ), i = 1, 2, \cdots, n,$

$$l_{2n}φ_{2i} = (λb'_n + b_n)φ_{2i}^{(2n−1)}(1, λ) + (λb'_{n+1} + b_{n+1})φ_{2i}^{(n)}(1, λ), i = 1, 2, \cdots, n.$$

**Theorem 2.** The eigenvalues of the problem (1.1)-(1.4) coincide with the zeros of the entire function \(\det Φ(1, λ)\).

*Proof.* Let \(λ_0\) be an eigenvalue and \(u_0(x)\) be any corresponding eigenfunction. Show that \(\det Φ(1, λ_0) = 0\). If not, \(\det Φ(1, λ_0) \neq 0\). From (3.3) and (3.4) we know that \(w_1(λ_0) \neq 0\) and \(w_2(λ_0) \neq 0\). Consequently, each group of functions \(φ_{11}(x, λ_0), \cdots, φ_{1n}(x, λ_0), \cdots, φ_{21}(x, λ_0), \cdots, φ_{2n}(x, λ_0), \cdots, \cdots, \cdots, \cdots, φ_{2n}(x, λ_0), \cdots, \cdots, \cdots, \cdots, φ_{2n}(x, λ_0)\) would be linearly independent on \([-1, 0]\) and \((0, 1]\) respectively. Therefore eigenfunction \(u_0(x)\) might be represented in the form

$$u_0(x) = \begin{cases}
(d_1φ_{11} + \cdots + d_nφ_{1n} + d_{n+1}x_{11} + \cdots + d_{2n}x_{1n})(x, λ_0), & x \in [-1, 0]; \\
(d_{2n+1}φ_{21} + \cdots + \cdots + d_{3n}φ_{2n} + d_{3n+1}x_{21} + \cdots + d_{4n}x_{2n})(x, λ_0), & x \in (0, 1];
\end{cases}$$

where at least one of the constants \(d_1, d_2, \cdots, d_{4n}\) is not zero. By substituting this representation in the conditions (1.2)-(1.4), we obtain a system of linear, homogeneous equations for the variables of the constants \(d_1, d_2, \cdots, d_{4n}\). The considered equations are

$$l_k(u_0(x)) = 0, \ k = 1, 2, \cdots, 4n.$$ (3.6)
In fact
\[ l_i u_0 = \sum_{k=1}^{n} d_{n+k}(a_i \chi_{1k}^{(i-1)}(-1) + a_{2n+1-i} \chi_{2k}^{(2n-i)}(-1)) = 0, \quad i = 1, 2, \cdots, n, \]
\[ l_{n+i} u_0 = \sum_{k=1}^{n} d_{2n+k}((\lambda_0 b_1^i + b_i) \phi_{2k}^{(i-1)}(1) + (\lambda_0 b_{2n+1-i}^i + b_{2n+1-i}) \phi_{2k}^{(2n-i)}(1)) \]
\[ + \sum_{k=1}^{n} d_{3n+k}((\lambda_0 b_1^i + b_i) \chi_{2k}^{(i-1)}(1) + (\lambda_0 b_{2n+1-i} + b_{2n+1-i}) \chi_{2k}^{(2n-i)}(1)) = 0, \]
\[ i = 1, 2, \cdots, n, \]
\[ l_{2n+i} u_0 = -\sum_{k=1}^{n} d_k \phi_{2k}^{(i-1)}(0) - \sum_{k=1}^{n} d_{n+k} \chi_{2k}^{(i-1)}(0) + \sum_{k=1}^{n} d_{2n+k} \phi_{2k}^{(i-1)}(0) \]
\[ + \sum_{k=1}^{n} d_{3n+k} \chi_{2k}^{(i-1)}(0), \quad i = 1, 2, \cdots, 2n. \]

By Lemma 4, we obtain that the determinant of this system is equal to
\[ (-1)^{n^2} w_1(\lambda_0) w_2(\lambda_0) \det \Phi(1, \lambda_0) \neq 0, \]
or is equal to
\[ (-1)^{n^2+1} w_1(\lambda_0) w_2(\lambda_0) \det \Phi(1, \lambda_0) \neq 0, \]
where
\[ l_{n+1} \chi_{2i} = (\lambda b_1^i + b_1) \chi_{2i}(1, \lambda) + (\lambda b_{2n}^i + b_{2n}) \chi_{2i}^{(2n-1)}(1, \lambda), \quad i = 1, 2, \cdots, n, \]
\[ l_{n+2} \chi_{2i} = (\lambda b_2^i + b_2) \chi_{2i}(1, \lambda) + (\lambda b_{2n-1}^i + b_{2n-1}) \chi_{2i}^{(2n-2)}(1, \lambda), \quad i = 1, 2, \cdots, n, \]
\[ \cdots \]
\[ l_{2n} \chi_{2i} = (\lambda b_n^i + b_n) \chi_{2i}^{(n-1)}(1, \lambda) + (\lambda b_{n+1}^i + b_{n+1}) \chi_{2i}^{(n)}(1, \lambda), \quad i = 1, 2, \cdots, n, \]
\[ \phi_{2k}^{(i-1)} = \phi_{2k}^{(i-1)}(0), \chi_{2k}^{(i-1)} = \chi_{2k}^{(i-1)}(0), k = 1, 2, \cdots, n, i = 1, 2, \cdots, 2n. \]

Therefore, the system (3.6) has the only trivial solution \( d_1 = d_2 = \cdots = d_{4n} = 0 \). Thus, we get the contradiction.

On the contrary, if \( \det \Phi(1, \lambda_0) = 0 \), the homogeneous equations for the variables of the constants \( c_1, c_2, \cdots, c_{2n} \),

\[ \Phi(1, \lambda) \begin{pmatrix} c_1 \\ c_2 \\ \cdots \\ c_{2n} \end{pmatrix} = 0 \]
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has nonzero solution $(c'_1, c'_2, \ldots, c'_{2n})^T$. By Lemma 5, let

$$y(x) = \begin{cases} (c'_1 \ell_1 + \cdots + c'_{n} \ell_{2n+1} X_{2n+1} + \cdots + c'_{2n} X_{2n})(x, \lambda), & x \in (-1, 0), \\ (c'_1 \ell_1 + \cdots + c'_{n} \ell_{2n} X_{2n} + \cdots + c'_{2n} X_{2n})(x, \lambda), & x \in (0, 1); \end{cases}$$

then $y(x)$ is the nonzero solution of equation $l(y) = \lambda y$, which satisfy conditions (1.3)-(1.4), so $\lambda$ is the eigenvalue of the problem (1.1)-(1.4). Which completes the proof. □

**Corollary 3.** The eigenvalues of the problem (1.1)-(1.4) are real and form a finite or infinite sequence without finite accumulation point.

4. **Completeness of Eigenfunctions**

In this section, in terms of new Hilbert space $H$ and new operator $A$, we investigate the problem (1.1)-(1.4), and obtain the following conclusion.

**Theorem 3.** The operator $A$ has only point spectrum, i.e. $\sigma(A) = \sigma_p(A)$.

**Proof.** Let $\gamma \in \sigma_p(A)$. We only show $\gamma \in \rho(A)$. Since $A$ is self-adjoint, we only consider a real $\gamma$. We investigate the equation $(A - \gamma)Y = F$, where $F = (f, h_1, \cdots, h_n) \in H, \gamma \in \mathbb{R}$.

Consider the following problem

$$\begin{cases} l y - \gamma y = f, & x \in [-1, 0) \cup (0, 1), \\ l_i y = a_i y^{(i-1)}(-1) + a_{2n+1-i} y^{(2n-i)}(-1) = 0, & i = 1, 2, \ldots, n, \\ l_{2n+i} y = y^{(i-1)}(0+) - \sum_{j=1}^{2n} c_{ij} y^{(j-1)}(0-) = 0, & i = 1, 2, \ldots, 2n; \end{cases} \tag{4.1}$$

and equations

$$M_i(y) + \gamma M'_i(y) = -h_i, \quad i = 1, 2, \ldots, n. \tag{4.2}$$

Let $u(x)$ be the solution of the equation $l u - \gamma u = 0$, satisfying

$$u^{(i-1)}(-1) = a_{2n+1-i} u^{(2n-i)}(-1) = -a_i, \quad i = 1, 2, \ldots, n,$$

$$u^{(i-1)}(0+) = \sum_{j=1}^{2n} c_{ij} u^{(j-1)}(0-), \quad i = 1, 2, \ldots, 2n.$$ 

In fact

$$u(x) = \begin{cases} u_1(x), & x \in [-1, 0), \\ u_2(x), & x \in (0, 1]; \end{cases}$$

where $u_1(x)$ is the unique solution of the initial-value problem

$$\begin{cases} -p^2 u^{(2n)}(x) + q(x) u(x) = \gamma u(x), & x \in [-1, 0), \\ u^{(i-1)}(-1) = a_{2n+1-i} u^{(2n-i)}(-1) = -a_i, & i = 1, 2, \ldots, n; \end{cases}$$
and $u_2(x)$ is the unique solution of the initial-value problem

$$
\begin{aligned}
- p_2^2 u^{(2n)}(x) + q(x) u(x) &= y u(x), \ x \in (0, 1], \\
u^{(i-1)}(0+) &= \sum_{j=1}^{2n} c_{ij} u^{(j-1)}(0-), \ i = 1, 2, \cdots, 2n.
\end{aligned}
$$

Let

$$
w(x) = \begin{cases} 
w_1(x), & x \in [-1, 0), \\
w_2(x), & x \in (0, 1];
\end{cases}
$$

be a special solution of $lw - yw = f$ satisfying

$$
\begin{aligned}
a_i w^{(i-1)}(-1) + a_{2n+1-i} u^{(2n-i)}(-1) &= 0, \\
w^{(i-1)}(0+) &= \sum_{j=1}^{2n} c_{ij} w^{(j-1)}(0-), \ i = 1, 2, \cdots, 2n.
\end{aligned}
$$

By Lemma 5, Equation (4.1) has the general solution in the form

$$
y(x) = \begin{cases} 
(d_1 \phi_{11} + \cdots + d_n \phi_{1n} + d_{n+1} x_{11} \cdots + d_{2n} x_{1n})(x, y) + w_1, & x \in [-1, 0), \\
(d_1 \phi_{21} + \cdots + d_n \phi_{2n} + d_{n+1} x_{21} \cdots + d_{2n} x_{2n})(x, y) + w_2, & x \in (0, 1];
\end{cases}
$$

(4.3)

where $d_i \in \mathbb{C} (i = 1, 2, \cdots, 2n)$.

Since $y$ is not an eigenvalue of the problem (1.1)-(1.4), at least one of the following expressions is not zero

$$
y(b_i' u^{(i-1)}(1) + b_{2n+1-i} u^{(2n-i)}(1)) + b_i u^{(i-1)}(1) + b_{2n+1-i} u^{(2n-i)}(1),
$$

(4.4)

$i = 1, 2, \cdots, n$.

The second, third, $\cdots$, $n$th components of the equation $(A - y)Y = F$ involves the equation (4.2), i.e.

$$
(b_i y^{(i-1)}(1) + b_{2n+1-i} y^{(2n-i)}(1)) + \gamma(b_i y^{(i-1)}(1) + b_{2n+1-i} y^{(2n-i)}(1)) = -h_i, i = 1, 2, \cdots, n.
$$

(4.5)

Substituting (4.3) into (4.5), we get

$$
\begin{aligned}
&(b_i \phi_{21}^{(i-1)}(1) + b_{2n+1-i} \phi_{21}^{(2n-i)}(1) + \gamma(b_i' \phi_{21}^{(i-1)}(1) + b_{2n+1-i} \phi_{21}^{(2n-i)}(1))) d_1 \\
&+ (b_i \phi_{22}^{(i-1)}(1) + b_{2n+1-i} \phi_{22}^{(2n-i)}(1) + \gamma(b_i' \phi_{22}^{(i-1)}(1) + b_{2n+1-i} \phi_{22}^{(2n-i)}(1))) d_2 \\
&+ \cdots + (b_i \phi_{2n}^{(i-1)}(1) + b_{2n+1-i} \phi_{2n}^{(2n-i)}(1) + \gamma(b_i' \phi_{2n}^{(i-1)}(1) + b_{2n+1-i} \phi_{2n}^{(2n-i)}(1))) d_n \\
&+ (b_i \chi_{21}^{(i-1)}(1) + b_{2n+1-i} \chi_{21}^{(2n-i)}(1) + \gamma(b_i' \chi_{21}^{(i-1)}(1) + b_{2n+1-i} \chi_{21}^{(2n-i)}(1))) d_{n+1} \\
&+ (b_i \chi_{22}^{(i-1)}(1) + b_{2n+1-i} \chi_{22}^{(2n-i)}(1) + \gamma(b_i' \chi_{22}^{(i-1)}(1) + b_{2n+1-i} \chi_{22}^{(2n-i)}(1))) d_{n+2}
\end{aligned}
$$
A CLASS OF 2nTH-ORDER DIFFERENTIAL OPERATOR

\[ + \cdots + (b_i \lambda_{2n}^{(i-1)}(1) + b_{2n+1-i} \lambda_{2n}^{(2n-i)}(1) + \gamma(h_i \lambda_{21}^{(i-1)}(1) + b_{2n+1-i} \lambda_{2n}^{(2n-i)}(1)))d_{2n} \]

\[ = -h_i - (b_i w_2^{(i-1)}(1) + b_{2n+1-i} w_2^{(2n-i)}(1)) - \gamma(b_i w_2(1) + b_{2n+1-i} w_2^{(2n-i)}(1)), \]

\[ i = 1, 2, \ldots, n. \]

We rewrite the above equations in following form, i.e.

\[
B_\gamma(C_{\Phi_{21}}, 1, \gamma), C_{\Phi_{22}}(1, \gamma), \cdots, C_{\Phi_{2n}}(1, \gamma)) \begin{pmatrix} d_1 \\ d_2 \\ \vdots \\ d_{2n} \end{pmatrix}
\]

\[ = \begin{pmatrix} -h_1 \\ -h_2 \\ \vdots \\ -h_n \end{pmatrix} - B_\gamma \begin{pmatrix} w_2(1) \\ w_2(2n-1) \\ \vdots \\ w_2^{(2n-1)}(1) \end{pmatrix}. \]

The coefficient determinant of the equations about \( d_1, d_2, \cdots, d_{2n} \) is \( \det \Phi(1, \gamma) \). Since \( \gamma \) is not an eigenvalue, \( \det \Phi(1, \gamma) \neq 0 \), we know that \( d_1, d_2, \cdots, d_{2n} \) is uniquely solvable. So the general solution of the boundary value problem (4.1) is uniquely determined.

The above argument shows that \( (A - \gamma I)^{-1} \) is defined on all of \( H \). We obtain that \( (A - \gamma I)^{-1} \) is bounded by Theorem 1 and by the closed Graph Theorem. Thus \( \gamma \in \rho(A) \). Hence, \( \sigma(A) = \sigma_p(A) \).
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