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Abstract: To date, the provision of ecosystem services has largely been estimated based on spatial patterns of land cover alone, using benefit transfer analysis. Although it is increasingly being recognised that the distribution of the human population affects whether a potential service translates into a realised service, this misses key steps in the process and assumes that everyone accesses ecosystem services in the same way. Here we describe a conceptual approach to ecosystem services in terms of movement and flows. We highlight that ecosystem service flows can be broken down into ‘nature to people’ (the movement of nature towards beneficiaries) and ‘people to nature’ (the movement of beneficiaries towards nature). The former has been relatively well described. Here, we explore the latter by reviewing research on human migration, animal foraging and landscape connectivity. We assess if and how existing theories might be useful in describing how people seek out ecosystem services. We consider some of the ways in which flows of people to nature can be measured. Such measurements may reveal which movement theories best represent how people seek out and access ecosystem services. Overall, our review aims to improve the future modelling of ecosystem services by more explicitly considering how people access potential services and therefore realise them.
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1. Introduction

Many initial assessments of ecosystem services (ESs; nature’s contribution to people [1]) were based on land cover; i.e., whether an area is woodland, grassland, urban, etc. [2,3]. For example, in a highly influential paper, Costanza et al. [4] estimated the value of global ESs to be approximately USD 33 trillion a year using economic valuations based on land cover. This method consists of matching an ecosystem type with the potential ESs they provide in a lookup table (reviewed by [5]), and it has been widely used. Despite the fact that ESs are an inherently socio-ecological concept [6], the land cover approach considers only ecological variables and does not factor in the social variables. Although this approach may give an estimate of potential ESs [7] or the capacity of an ecosystem to supply a service [8] (e.g., biophysical supply of timber), it does not account for demand or how people might access the service, which is largely unknown [9].

Alternative approaches to lookup tables or ES matrices for assessing ESs include ES modelling (e.g., InVEST), monetary techniques and socio-cultural methods [10]. Monetary techniques estimate the economic value of services, for example using the travel cost
method to reveal preferences [11]. Socio-cultural methods seek to understand preferences or social values for ES, for example by asking people to rank the benefits they gain from a space [12]. These methods still do not necessarily account for how people might access and realise the service.

To move beyond assessing potential ESs to assessing realised ESs, human population data can be used to estimate demand for ESs [13–15]. Demand for ESs may be considered at local, regional and global scales [16]. In some situations, considering only the local population is appropriate when assessing demand for ES. For example, where fuel is gathered from a woodland by people travelling on foot, then demand can be estimated by using local population density data [15]. However, the demand may also come from beyond the local area. For example, firewood may be collected and transported to another region of the same country or internationally to be sold [17]. In such situations, ecosystems may be ‘telecoupled’ to distant populations [18,19] and so local populations are not always a useful indicator of demand [20]. Indeed, this example illustrates that demand for an ES may be manifested over more than one spatial scale. Considering demand in any way is a marked improvement on merely estimating theoretical supply using land cover [21,22]. However, estimates of demand often do not consider how people access a service or how the service might reach them, i.e., the spatio-temporal process by which the service is realised [23]. For example, although every human on Earth benefits from carbon sequestration via the omni-directional dispersal of benefits throughout the atmosphere [24], other benefits are more localised (e.g., access to a local viewpoint [25]).

ES flow refers to the whole process of a potential ecosystem service becoming realised [26], and requires an understanding of how people access the benefits of ecosystem services [16]. To better understand ES flows, they can be broken down into two processes, which here we term ‘nature to people’ and ‘people to nature’ (based on a previously developed framework; Figure 1 [27,28]). ‘Nature to people’ (N2P) is the movement of a natural good towards the point where the good is used by beneficiaries (i.e., a flow of nature to beneficiaries (the end-users)), and thus becomes an ES [29]. In order for a natural good to become an ES, some human input is needed, and so a ‘transactor’ (Figure 1) is needed to translate the good into a service [27–30]. The transactor is the point at which a service becomes realised. For example, a river will flow down a mountain (N2P) and people will go to the river (P2N) to fish. The point at which they catch the fish is the transactor.

‘People to nature’ (P2N) is the movement of beneficiaries to a transactor in the search for an ecosystem service (i.e., a flow of beneficiaries to nature). For example, a view-point within a National Park is a possible transactor; from this point beneficiaries access views of the landscape. Alternatively, when considering people going to a forest to collect firewood, the point in the forest/landscape where the wood is collected would be the transactor [31]. In some cases, people going to nature might be the realisation of the service itself; for example, going for a bike ride through a woodland (Figure 1). Different mechanisms for N2P and P2N are summarised in Table 1, and a series of each might be combined in order to encompass the overall ES flow (e.g., as part of a value chain [27,28]). There is a wealth of literature on N2P both within the ES literature and in other areas of research, for example, the global agri-food system [32] and the global trade of fish from fisheries [33,34]. However, P2N has been much less explored in the ES literature. The first step in filling this knowledge gap is to understand better how ES beneficiaries seek out and access ES—this is the aim of this paper.
Figure 1. The flow of ecosystem services (ESs), conceptualised as two processes (a): nature to people (N2P; the movement of a natural good towards beneficiaries, shown in green) and people to nature (P2N; the movement of beneficiaries to a transactor in search of an ecosystem service, blue). Transactors, the point where the ES becomes realised, are shown in orange. Transactors are sometimes spatially distinct from the ecosystem and beneficiary (orange rectangles), but at other times the ‘transaction’ occurs in-situ (either at the ecosystem or beneficiary; orange arrowheads). Demand is shown via the group of people, with specific ES examples given in red. These processes occur across all ES categories: provisioning (b), regulating (c), and cultural (d). For example, drinking water flows down a mountain (N2P) and people go to the river to collect it (P2N). Sometimes P2N involves travelling all the way to the supply source, e.g., going to a forest to collect firewood, and sometimes N2P comes all the way to the demand, e.g., regulating services like pest control.
ES flows are known to vary across different socioeconomic groups, as people vary in their preferences, as well as in the options available to them. For example, Cumming et al. [35] hypothesised that residents in rural areas may be more directly connected to local ecosystems, whereas those in urban areas rely more heavily on distant ecosystems. However, this hypothesis does not account for the varied experiences of individuals living within such systems. There are inevitable differences in P2N depending on people’s wealth and residential location. For example, there can be a larger cost implication for urban people accessing natural spaces [36,37], although wealthier individuals/families are more likely to have access to private or public green space [38]. By contrast, many urban residents have easier access to shops than rural residents (P2N), where provisional ES can be obtained indirectly via value chains going from producers to shops (N2P) [39]. Similarly, a number of studies have suggested gendered differences in the perception and use of urban green space, for example, in terms of the activities carried out [40], reported benefits [41] and fears about personal safety [42].

It is not the aim of this paper to describe differences among individuals of differing socio-economic groups in terms of ES access in detail, as this has been explored elsewhere (for example, [43] reviews ESs through a gendered lens). Instead, in this conceptual paper, we disaggregate the flow of ES into N2P and P2N and seek to understand the processes by which beneficiaries seek out ESs—the movement of people to nature (P2N). We focus on large-scale, replicable theories, presenting possible approaches by which maps or models of potential ES supply can be supplemented to capture realised ES (i.e., including demand and access). We bring together insights from disciplines that might help understand how people move towards ES, by exploring the potential application of models from human migration, optimal foraging and landscape connectivity. We then present an introduction to some of the data currently available to researchers that could represent ES flows.

| Flow | Mechanism | Example of Ecosystem Service | Reference |
|------|-----------|-------------------------------|-----------|
| Nature to people (N2P) | In situ Services are provided and accessed in the same area | Aesthetics—beautiful surroundings, with light flowing via the line of sight (cultural) | [25] [45] |
| | | Existence value, accessed through media (cultural) | |
| | Gravitational From uplands to lowlands | Flood regulation provided by forested slopes (regulating) | [46] |
| | Directional Benefits flow in one direction | Pollination—from habitat to crops (regulating) | [47] |
| | Omni-directional Benefits flow in all directions | Carbon storage—global benefit (regulating) | [24] |
| People to nature (P2N) | In Situ Services accessed from base, no movement needed | Gardens providing aesthetics, wildlife, sense of place (cultural) | [48] |
| | Single-stage journey | To go to a park for recreation (cultural) Journey itself may be the service—recreation (cultural) | [49] |
| | Multi-stage journey | To go to a National Park for recreation, wildlife watching. Journey may be by train, bus or taxi, then hiking (cultural) Journey itself or one stage may be the service—recreation (cultural) | [37] |
| | Active Commute | Connection with nature is not the primary aim of the journey | [50] |
As we show in Table 1 and Figure 1, both N2P and P2N can be applied for different types of ES. For a provisioning service such as a food crop, N2P might be the movement of the product through a value chain until it reaches a shop or market. An example of the P2N part of the flow would be an individual going to the point where they can purchase the item. For a regulating service such as flood prevention, N2P is not relevant as such, but people who live in the area that does not flood benefit from this service. Individuals may move specifically to this area to benefit from the low flood risk—an example of P2N. For a cultural service, N2P may occur through line of sight, for example, through enjoying views of mountains from one’s home. Alternatively, people may travel specifically to spend time in the mountains, which would be classified as P2N.

2. Applying Existing Theories of Movement to ‘People to Nature’

2.1. Migration Theory Applied to ‘People to Nature’

P2N could be explored using migration models (Table 2). Noting that migration has a range of definitions across different disciplines, migration can be defined as “the movement of a person or a group of persons, either across an international border... or within a state... encompassing any kind of movement of people, whatever its length, composition and causes” [51]. Thus, migration can be used to describe movement, from short journeys to complete relocation of someone’s life, e.g., [32]. In terms of ES, this could be applied to people making trips to access services such as recreation in their local area (i.e., where their place of residence does not change but they are still moving across the landscape) [53]. It could also be applied to people making longer trips to access ES, for example several nights away camping [54]. It could also be applied to people moving house and basing their choice of location on the ES they can access there [52].

The push-pull-mooring (PPM) model of migration states that decisions to migrate are affected by three different groups of factors [55]. As discussed above, migration sometimes means to relocate one’s place of residence. In this case, push factors ‘push’ people away from one area, for example, a lack of jobs, violence, pollution and poor housing. Pull factors ‘pull’ people towards a different area, such as more job opportunities, better housing and better education opportunities. Mooring factors are influences that hinder the decision to migrate or the process of migrating, for example, financial cost, distance and family considerations. The push-pull-mooring model can also be applied to short-term migration (e.g., for accessing recreation opportunities). For example, a pull factor stated by visitors to parks and protected areas in Portugal was that the parks provided a space to do sports and outdoor activities [56]. Children can be a mooring factor when deciding where to go [57].

As well as migration itself, the PPM is used to understand consumer choices and ‘switching behaviour’ between one service provider and another, such as social media platforms [58] and airline companies [59]. In these cases, push factors include high price, inconvenience, poor-quality service and a lack of trust in the company. A more attractive alternative that offers solutions to these problems pulls people away from their original service provider. Mooring factors include the financial cost and effort of switching and social factors [59]. As this theory is useful in understanding how people choose between one economic/IT service and another, the same theory might shed light on how people choose between two different ways/locations for accessing ESs.

The inverse distance model [36] is based on the idea that distance represents some kind of friction or cost, so that people will access opportunities closer to their starting point. The further they go, the greater the cost in terms of time and money. An increase in travel cost has been shown to have a negative effect on people’s willingness to make a journey [57,60]. Increases in the cost to access a location both in terms of time and money might be linear or the increases might be proportional jumps, such as having to switch transport modes or stay overnight because the intended location is so far away [37]. These proportional jumps might represent ‘cut-off points’ where people are no longer able to access a service or area because it is too expensive for them.
The inverse distance model is used in health care to explore how many people can access services [54]. In health care, access can be considered based on how many people can access services within a specified distance or time limit from where they live, and on the ratio of services to the population [61]. This approach considers the concept of ‘geographical access’, i.e., literally how far away a resource is, and the effective or perceived access, which consider other factors such as financial, social and cultural factors [54]. These concepts could be applied to accessing ESs too. A recreation opportunity could be close by but may be expensive to access, thus rendering it effectively inaccessible for some groups. People may make longer journeys for longer lasting and more rewarding activities. The longer stay or better experience balances the additional cost of travelling further. For example, overnight visitors to National Parks in Germany travelled 3.5 times the distance of non-local day visitors [37]. The parks that received the most overnight visitors were those in harder-to-access locations in the mountains [37]. As a further example, households in Malawi were found to have a greater reliance on forest products to supplement their income the closer they lived to a forest. The further away from the forest they lived, the less rewarding the products were for the cost to obtain them [62].

The gravity model is one of the longest standing in migration literature and comprises the idea that areas of higher ‘mass’ attract more people [36]. This higher mass can be considered in terms of attractiveness or some other factor that pulls people in. Distance is also a factor; if two areas have equal ‘mass’, the one that is further away will be less attractive, an effect known as distance decay. When considering ESs, areas of greater ES potential (such as National Parks) might attract more visitors [37]. These areas attract high numbers of visitors because they are widely acknowledged to provide varied recreational, cultural and heritage opportunities [63]. Similarly, famous tourist attractions draw in more visitors [64]. The significance of areas (the mass) may be further increased through social media, with people choosing locations based on what they have seen online and what they can then share themselves [65]. Alternatively, an area that is very rich in a desired resource such as firewood or a food item will attract more people [66].

The gravity model might be criticised in terms of the validity of using population size as a factor attracting people to the area. It also does not factor in transport networks or costs and does not consider the difference between individuals migrating, treating them as a homogenous group.

Stouffer’s law of intervening opportunities considers the opportunities available at a destination [67]. Migration is proportional to the opportunities at the destination and inversely proportional to those that lie between the starting point and the destination. When considering ESs, areas that provide multiple services are likely to attract lots of visitors. For example, National Parks facilitate different recreational pursuits, and they provide a place to see wildlife, to learn about culture and history, as well as an aesthetically pleasing place in which to be. However, if there was a site nearer to an individual’s starting point that provided some of these opportunities, they might be more inclined to go there, as there is likely less of a cost to access it even if the site is of lower quality. Similarly, when foraging for wild food products, there might be a very rich site further from an individual’s starting point, but they may choose a poorer site closer to home.

The radiation model [68] builds on the law of intervening opportunities and hypothesises that when making a decision about where to go, people go through two steps. First, they assign all opportunities that they know of a ‘fitness score’ based on how closely they match the experience that they want. Second, they rank the opportunities based on how far they are from their starting point. They choose the closest one that matches the experience they want. For example, people search for jobs in their field and rank them based on how closely the job matches what they want to do and how good the pay is. Then, they rank the jobs based on how far away they are from their home. They choose the closest job that best matches their requirements. The fewer opportunities there are, the further they will have to travel. Marques et al. [69] explored visitors’ motivations for visiting protected areas in Portugal. They identified multiple subgroups of visitors. One group’s priority was to
attend local sports or cultural events. Another group’s priority was to see the landscape and the wildlife. The sports group traveled a shorter distance than the cultural group to access protected areas. The cultural group had to go, and were happy to go, further to see a variety of species and habitats. Thus, the visitors had ranked all possible protected areas they could access based on whether it would meet the experience they wanted, then on how far away these areas were, and then decided how far they were willing to go to gain the experience. As such, the movement of these visitors may be well described by the radiation model.

Table 2. Summary of migration theories and potential applications to ‘people to nature’ (the movement of beneficiaries to a transactor in search of an ecosystem service).

| Theory                        | Description                                                                 | Application to ‘People to Nature’                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|
| Push-pull-mooring (PPM) [55]  | • Push—negative factors that push an individual towards leaving an area    | • Push factors—the local area is urban (too grey and manmade)                                      |
|                               | • Pull—positive factors that attract people to somewhere new                | • Pull factors—fresh air, nature, birdsong                                                      |
|                               | • Mooring—factors that may hinder or facilitate the move                    | • Mooring factors—too far away, too expensive, family considerations                            |
| Inverse distance law [36]     | • Most migration is over short distances                                     | • People will access services close to where they live if available.                             |
|                               | • Increased distance represents greater cost.                               | • A linear increase in friction of distance would mean accessing a service further away.         |
|                               | • Cost may be linear or it may be proportional and involve ‘step-ups’ in cost.| • Proportional jumps might include having to stay overnight to access an area.                  |
| Gravity model [36]            | • There is greater movement between areas of greater ‘mass’ i.e., attractiveness. | • ‘Mass’ here corresponds to greater ES potential, attractiveness and significance.             |
|                               | • Distance decay means that for two sites of the same mass, there will be less movement to the further one. | • Significance can be increased, perpetuated by social media.                                    |
| Law of intervening opportunities [67] | • People will migrate to where opportunities are greatest. | • An area that offers lots of opportunities to access ES would be the most desirable.            |
|                               | • The amount of migration is proportional to the opportunities at the destination and inversely proportional to opportunities between the starting point and the end destination. | • If there are areas closer that provide some of these opportunities, people may choose to go there as the cost is lower. |
| Radiation Model [68]          | • To decide where to migrate to, people score all possible opportunities based on how closely they match their desired experience. | • People score all accessible locations based on how closely they provide the ES they want to access e.g., a walk in nature. |
|                               | • Then, they rank them based on how far they are, and the cost to access them. | • Then, they rank them based on how far they are, and the cost to access them.                   |

2.2. Animal Foraging Theory Applied to ‘People to Nature’

Behavioural ecology models may be useful in considering ES flows, particularly through models relating to foraging (the search for wild food resources [70], Table 3). Behavioural ecology considers the evolutionary basis for behaviour, i.e., how a behaviour contributes to overall fitness [70]. The process affects fitness because the search for resources expends energy, and accrues other costs such as risk to life, so it is a trade-off between resources gained and the cost to access them. Foraging has been explored using economic models, specifically the ‘optimal model’, which represents an animal foraging to obtain the maximum reward for minimal effort [71]. P2N can be considered as humans ‘foraging’ for nature as people search the environment for resources and opportunities.
Foraging models often assume that knowledge of opportunities is based on what is learnt from the environment and from previous experience. In addition, animals may also use social information when foraging (e.g., in birds [72] and bats [73]). When considering how people access ES, we need to consider that they will use also social information learnt directly from their network and also from social media [74]. People have the ability to research and learn about areas before they go there.

The marginal value theorem assumes that animals will use the most energy efficient method to forage [75]. It assumes that animals exist in an environment with patches of resources separated by areas with no resources, so they must expend energy moving from one to the other. They have to balance how long they spend at a patch with travelling between patches and how much they will gain from each patch. Resources will diminish the longer they stay at a patch. Cowie [76] investigated whether the behaviour of foraging great tits (Parus major) can be predicted by the marginal value theorem [76]. In his experiment, great tits were allowed to forage in areas that differed in terms of the distance between resource patches and patch richness. In keeping with marginal value theorem, the birds spent longer at each patch when the patches were further apart and when they had greater resources. Birds left patches when resource levels fell below the average for the whole area, which is a more efficient way to forage, with a higher reward compared to foraging randomly [77].

There are examples of humans following the marginal value theorem. Wolfe [78] carried out a virtual raspberry picking experiment and found that people’s behaviour was in keeping with marginal value theorem. They would move on from one bush to the next when the number of berries fell below the average for the whole area, and they would stay longer when it took longer to travel from one bush to the next. Their behaviour departed from the marginal value theorem if patches varied in quality, in which case people would stay at the same bush when it would have been more beneficial to move on. When considering ESs, the resource may not necessarily run out but service quality may become degraded after repeated access; for example, the habitat may become degraded, which reduces the quality of the experience [79].

The marginal value theorem assumes ‘perfect knowledge’ of the environment; it does not consider individuals exploring an unfamiliar area, where they might not know how rich the resources are so will spend more time familiarising themselves [80]. It also does not consider other factors affecting an individual, such as their physiological state or other individuals around them, such as their offspring, potential mates or predators that might affect their behaviour or compete with them [80]. Therefore, the marginal value theorem can be helpful in exploring how people access ESs, especially in a familiar environment, but it does not consider the whole picture.

Central place foraging theory comprises the idea that an individual will forage at a particular patch and then must return to a central place. The further they have to go from their central point, the more costly the journey, so the value of the resource they are seeking has to increase to match this. For example, beavers bring back larger saplings when they travel further from the lodge [81]. Adapting this theory for P2N, we might consider the central place as a person’s residence or home area, depending on the scale of the study [82]. The theory predicts that the further away an individual travels from their central point, the longer they will stay there. Central place foraging has been observed in the case of artisanal fishers setting up ‘moored fish aggregating devices’ in Dominica [83]. As a cultural ES example, visitors to the Atlantic Coast in the United States were found to stay longer the further away they had come from [84]. However, costs, the characteristics of the people travelling, transport options and time constraints are also likely to factor into these decisions [85].

The ideal free distribution (IFD) also considers the way animals distribute themselves among patches of resources. The IFD considers the effect of other individuals, assuming that animals are free to move between different patches and that each patch has a value depending on how resource-rich it is and how many other individuals are also on this patch.
Individuals are aware of the value of all available patches and are competitively equal, and increasing the number of individuals reduces the value of the patch [86]. Distribution should be proportional to the resources available, so if the availability of resources changes, for example, due to more individuals arriving and increasing competition, the distribution of individuals should change to rebalance the distribution. For example, free-ranging cattle in Norway were observed to graze in areas providing lower-quality grazing when the density of cattle was higher. Individuals moved away from the areas with more palatable grazing as competition increased [87]. People have also been observed to follow the IFD. Moritz et al. [88] observed mobile pastoralists to follow IFD in common-pool grazing areas in Cameroon. Disma et al. [89] observed children selling bottles of water to drivers at a crossroads in Istanbul, Turkey. In keeping with IFD, as the number of vehicles in each lane (the number of foraging opportunities) changed, the children redistributed themselves [89].

The IFD would predict high levels of ES use in areas that provide high levels of ESs. For example, protected areas attract a lot of people seeking cultural services compared to areas that are less rich in wildlife and opportunities [63]. Similarly, Willcock et al. [66] found that people in Tanzania are more likely to live in areas of high biodiversity resources that allow them to access more ESs [66]. IFD would also predict that the higher the use of ES hotspots, the more people will spread out to areas that provide fewer opportunities. Even though there are fewer opportunities to access ESs there, there may be a greater chance to do so because there are less people competing for them. For example, bird watchers can put off spending time at very popular sites because due to the amount of people there, they may actually be less likely to see species of interest [90].

Like the marginal value theorem, the IFD does not consider individuals who are unfamiliar with an area, nor does it consider other social or internal factors that might influence their decisions [80].

| Theory | Details | Application to ‘People to Nature’ |
|--------|---------|-----------------------------------|
| Marginal Value Theorem [80] | - Individuals use the most energy-efficient method to move around their environment<br>- Assumes resources are patchy<br>- Assumes perfect knowledge | - People have to access ESs, but will not necessarily use the most efficient route, especially if they do not know the area<br>- ES provision is patchy within the landscape |
| Ideal Free Distribution [86] | - Individuals will distribute themselves proportionately based on the resources available.<br>- Assumes perfect knowledge of patch quality | - IFD might allow people to have the optimal experience<br>- Realistically, distribution will likely be clumped around areas of easy access and high significance, especially if people are unfamiliar with the area. |
| Central Place Foraging [81] | - Individuals forage and then return to a central place | - People accessing ESs from home and then returning home<br>- Return journey has to be factored in |
| Movement Ecology Paradigm [91] | - Considers the internal state of the individual (why they move), how they move, their ability to navigate and external factors that might affect them. | - Internal state: why do they want to seek a particular ES?<br>- How: walk, cycle, drive? Multi-stage or one-stage journey? Is anything limiting movement?<br>- Ability: Knowledge of the area, confidence<br>- External factors: external pressures, other individuals, surroundings |

The movement ecology paradigm [91] considers a wide range of factors: the internal state of the individual (why they move), how they move from one site to another, their
ability to navigate and external factors that might affect them. For example, a vulture is foraging because it needs food (internal state) but it also has to conserve energy levels; therefore, as the time since it has last eaten increases, it changes its foraging strategy to save energy by using uplifts as much as possible and avoiding flapping and take-offs/landing, which require more energy [92].

In applying the movement ecology paradigm to P2N, we might consider someone going for a run in their local woodland. The individual’s internal state or drivers could be desire for exercise, to keep fit, for social interaction or to be outside in a natural space. They have to consider how they are going to get there: Do they run straight from home? Do they walk or drive to their starting point? What is their personal level of health, fitness and mobility? They need to be confident of their ability to navigate to the woodland and within it. External factors may include external pressure to exercise, the atmosphere at the woodland (maybe there are unpleasant areas covered in litter or linked with anti-social behaviour) and other individuals who may enhance or bring down the experience.

2.3. Landscape Connectivity Literature Applied to ‘People to Nature’

The movement of people to access ESs can also be considered in terms of landscape connectivity, which is more traditionally applied within ecology in the area of wildlife conservation. Connectivity is described as “the degree to which the landscape facilitates or impedes movement between resources and habitats” [93]. A lack of connectivity in a landscape is widely recognised as a driver of species decline as species are unable to move across the landscape and access resources that they need in order to survive, such as food, shelter and other individuals/populations [94]. For wildlife, connectivity may be severed or reduced by infrastructure such as roads [95], agricultural land [96] and urban development [97].

While moving to access ESs, humans are also affected by landscape connectivity. Similarly, to animals, there might be areas that are unsafe to cross, such as large roads with no crossings if one is a pedestrian, for example. However, transport networks (aviation, rail, road, cycle networks, footpaths) could also increase connectivity for people. If transport networks are poor or non-existent, destinations may be relatively inaccessible [98]. For example, physical access (e.g., access by car to a recreation area and then access within that area via tracks and paths) has been demonstrated to be one of the key factors in identifying the areas chosen by people to undertake recreational activities [99,100]. Landscape connectivity is an important factor in tranhumant pastoralism in South America, in which families and their livestock move seasonally between the lowlands and uplands in search of grazing lands [101].

Connectivity can be both structural and functional. Structural connectivity describes the physical aspects of the landscape and their configuration. Functional connectivity is the behavioural response of the organism to the landscape, the actual movement of individuals and their ability to access spaces, based on structural constraints and other factors [102]. In terms of accessing ESs, structural connectivity could refer to where the ES can be accessed (where the transactor is), how far away it is and the travel network options to get there. Functional connectivity could correspond to the ability of people to get there, for example, if a beach can only be accessed by car and someone does not have access to one, they cannot get there. Similarly, someone could live within walking distance of a country park but if it is a pay-for-entry site and they cannot afford the entrance fee, the space and the ESs they could access there are inaccessible to them.

Connectivity can be explored using resistance surface models [103]. ‘Resistance’ represents the reduction or facilitation of movement across a landscape [104]. Different land cover or conditions represent different levels of resistance, such as land use, roads, slope and vegetation type [105–107]. For example, Puyravaud et al. [104] created resistant surface models to look at landscape connectivity for Asian elephants (Elephas maximus) in India and to assess how accurate expert opinion was in predicting how easily the elephants could move through the landscape. They built resistance models based on land
cover, slope, elevation, roads and buildings, and used these to predict least-cost pathways across the landscape [104]. Least-cost pathway modelling identifies corridors across the landscape [108,109]. The ‘cost’ assigned to each cell represents how willing an animal is to cross the land cover type, the physiological cost of moving and the potential reduction in survival [110].

Connectivity could be applied to human movement, in which case the costs would be the use of financial and time resources. One would also need to incorporate travel networks and consider the jumps represented if a change in transport is necessary (inter-modal transportation costs). Just as different species have varying abilities to travel across different landscapes, different social groups might be more or less able to make a journey. Poorer groups within a country tend to be less mobile [111], with unaffordable transport excluding people from basic services like accessing shops, employment and healthcare [112]. The services are there, but some are unable to access them—i.e., there is a lack of functional connectivity.

In relation to ES access, we need to consider not only that people might be going from one site to another to access an ES (P2N, Table 1, Figure 1), but also that the whole route might be the resource they are wanting to access (i.e., somewhere to go for a run/walk/bike ride). If their route is blocked, fragmented, non-existent (reduced structural connectivity) or they are not able to get there (lack of functional connectivity), they are unable to access that ES. Well-connected infrastructure has been found to be an important factor for recreational travel, with Sun et al. [113] finding that Strava users cycling for recreation were more likely to cycle on short streets with high connectivity to other streets and a low volume of traffic [113]. Similarly, connectivity was also found to be a factor in the ability for people cycling to work [114].

A resource selection model is any model that gives values proportional to the probability of use of an area or resource [115]. These functions compare use at ‘known’ sites (where use has been recorded) and ‘available’ sites (random points within the available area). For example, Squires et al. [116] explored habitat selection in lynxes using radio-tracking data [116]. They investigated the environmental characteristics where the lynx had been recorded and extended this to identify other areas of with these desired characteristics, deeming them a high conservation priority.

Resource selection models have been applied to recreation, described as ‘terrain selection models’. Olson et al. [100] explored terrain selection by people pursuing motorised and non-motorised winter sports, such as skiing and snow-mobile use. They collected GPS data from recreationists and created a terrain selection model using remotely-sensed environmental correlates from the area where the GPS points had been recorded. They then used the model to create maps showing where the different activities may conflict with each other or may cause damage to ecologically sensitive areas [100].

3. Mapping and Modelling ‘People to Nature’ Behaviours

The theories and models described above can be used to provide spatially explicit predictions of where people might travel for ESs and thus are an important step in moving from maps of potential ESs to realised ESs [23]. For example, for a given location, the inverse distance model might predict that inhabitants search for ESs in the nearest available greenspace, whereas the gravity model might suggest that they search for the greenspace with the largest ‘mass’ (in terms of size or popularity). The ideal free distribution approach would imply that beneficiaries should disperse across all available greenspaces based on the number of beneficiaries, and connectivity theory might suggest that the most easily accessed greenspace is the most used. By comparing these predictions to real-world observations, future work can determine which of these theories best describes P2N for different types of ES. Some of the models assume perfect knowledge of the environment, which is a strong assumption, as it neglects the fact that certain individuals/groups may have different access to knowledge, as well as the different learning process through which we gain new knowledge, i.e., by sharing experience [117] or through education.
Thus, to understand the movement of P2N, data on and from beneficiaries are required. Traditionally, these kinds of data are collected by social surveys. However, social surveys are often limited to smaller scales than those studied by natural scientists, with the exception of large data sets such as census data (e.g., [118]). As a result, to understand the socio-ecological system of ESs at large scales, novel methods of data collection might be needed. Here we give an introduction to some of the data that currently may be used.

Demand for ESs and how different areas are used or valued can be measured using social media data [119]. Social media platforms produce huge amounts of data across time and space. The data are relatively easy to access and analyse, assuming that there is the knowledge and technology to do so [120,121]. Although social media big data are hugely valuable, care should be taken to ensure that the data harvested are representative of the population [122]. The use of Instagram has been found to decrease with age and income, whereas sites like Flickr are used more by professional photographers and wildlife enthusiasts [120]. Multiple platforms can and should be used to get a more complete picture of the use or value of an area.

Social media has already been used in ecosystem service research. For example, Martinez-Harms et al. [123] used images from Flickr to explore who was accessing protected areas in Chile. Using the geotagged images and the home locations of visitors, they were able to establish how far people had travelled to access the protected area [123]. Similarly, Martinez Pastur et al. [124] used geotagged images to identify hot spots for four cultural ESs (aesthetics, existence value, recreation and local identity) in Patagonia [124]. Hausmann et al. [120] used Flickr, Instagram and surveys to explore preferences for nature experiences in Kruger National Park. They found that the preferences matched those revealed in face-to-face surveys on site, but social media offered a much larger sample size. Going a step further, InVEST ES mapping tools use social media data to estimate landscape value based on recreation and other cultural ESs.

Social media platforms that have been less exploited so far in terms of ESs are exercise platforms like Strava, wikiloc and MapMyRun, which allow users to record routes. These data are important as they show actual movement, rather than just capturing end destinations, as is the case with Flickr and other social media platforms. The use of these data could be further developed to try and understand why people choose certain routes or areas to cycle/run/walk in, as well as providing more information on how many people use an area and when they access it. The use of ‘big data’ such as these allows a much greater magnitude and resolution of data collection, compared to traditional methods such as surveys. The two can be used together to create a more complete picture. Big data will show correlations between land cover and where people go, whereas surveys can provide data on the motivations for going there and the decision-making process.

Strava data have been used to explore people’s preferences when cycling. Sun et al. found in 2017 that Strava users cycling for recreation were more likely to cycle on short streets with high connectivity to other streets and a low volume of traffic [113]. Griffin and Jiao [125] found that when cycling for fitness, cyclists showed a preference for steep terrain, but when commuting, hills were avoided. Strava data have also been used to explore cyclists’ exposure to air pollution [126] and to observe how cycling traffic changes in response to changes in road infrastructure [127]. It should be acknowledged that while Strava could be useful in exploring preferences while cycling, route choice may also be based on training or fitness outcomes, rather than a desire to access green spaces.

It is important to gain a better understanding of who uses a space to access ESs, as well as addressing the questions of how and why. However, it is also important to explore the question of who does not use the same ecosystem and the reasons behind that. For example, reasons for not using urban green space can include a perceived lack of safety, the reputation of an area, the fact that it is too crowded or perceived ‘ownership’ by another social group [38]. For example, in England, infrequent users of urban green space were most likely to be female, older, in poor health, from a minority group and/or a poorer socio-economic background, from a deprived area with limited green space and further from the
coast [128]. These ‘absence’ data might improve the accuracy of ES models/maps similarly to way in which equivalent data are used within species distribution modelling [129]. However, there are limitations to certain social media sources, which have been discussed above. Traditional, face-to-face surveys are normally done at the site of interest, and are thus not able to capture the characteristics of people who do not go there or their reasons for not going there.

4. Conclusions

There are extensive theories from numerous disciplines that can be adapted in order to better understand the movement of people to nature (P2N). These have the potential to increase the accuracy of ES models/maps [9], moving away from maps of ES potential by better incorporating beneficiaries. However, to date, the area of P2N is under-explored. Research is needed in order to clarify the decisions people make in searching out ESs, as well as the barriers they may face in accessing them. We suggest that by incorporating the movement of people, maps and models of ES may become more useful to decision-makers by predicting and disaggregating ES flows (Figure 1) [130]. This advancement in future ES maps/models is necessary to ensure the equitable and sustainable future use of our ecosystems.

Following this study, further research could include a systematic review of the data are available to measure P2N obtained from social media and other sources, going beyond the limited introduction we have provided here. Future studies could include further theories from disciplines not reviewed here, using validation data to quantitatively evaluate which movement theories are most applicable to ES.
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