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Abstract

An important step in the task of neural network design, such as hyper-parameter optimization (HPO) or neural architecture search (NAS), is the evaluation of a candidate model’s performance. Given fixed computational resources, one can either invest more time training each model to obtain more accurate estimates of final performance, or spend more time exploring a greater variety of models in the configuration space. In this work, we aim to optimize this exploration-exploitation trade-off in the context of HPO and NAS for image classification by accurately approximating a model’s maximal performance early in the training process.

In contrast to recent accelerated NAS methods customized for certain search spaces, e.g., requiring the search space to be differentiable, our method is flexible and imposes almost no constraints on the search space. Our method uses the evolution history of features of a network during the early stages of training to build a proxy classifier that matches the peak performance of the network under consideration. We show that our method can be combined with multiple search algorithms to find better solutions to a wide range of tasks in HPO and NAS. Using a sampling-based search algorithm and parallel computing, our method can find an architecture which is better than DARTS and with an 80% reduction in wall-clock search time.

1. Introduction

Identifying the optimal hyperparameters or the best architecture is important for maximizing the performance of neural networks. Accordingly, algorithms for hyperparameter optimization (HPO) and neural architecture search (NAS) have been proposed to automatically select the optimal hyperparameters and architectures in a data-driven manner. Existing HPO or NAS methods typically require that many candidate configurations of hyperparameters or architectures are evaluated. However, such evaluation is extremely expensive as fully training one model until convergence may take several GPU days given the complexity of modern deep learning models and datasets. This calls for efficient methods that can approximate the model’s final performance early in the training process.

We propose to leverage feature histories, that is, checkpoints of evolving deep features prior to the final fully-connected layer of a neural network during training, to predict what the output of the network might be at convergence. The major steps are: 1) collecting feature histories of early training stages, 2) finding the optimal linear classifiers for each checkpoint, and 3) ensembling them to build a proxy classifier that can simulate the outputs of the model at convergence.

Figure 1: An illustration of our proposed proxy classifier using feature histories. Our method aims to approximate the model’s final performance without actually training it until convergence. The major steps are: 1) collecting feature histories of early training stages, 2) finding the optimal linear classifiers for each checkpoint, and 3) ensembling them to build a proxy classifier that can simulate the outputs of the model at convergence.
using a particular checkpoint early in the training will lead to an inaccurate approximation for the final accuracy. However, for a particular image, the consensus of classification results by early checkpoints is usually the same as the final model’s decision. Therefore, we propose to build a proxy classifier based on the early feature histories, whose behavior coincides with the network at convergence, and use its evaluated performance as an approximation of the model’s final performance. In other words, to approximate a candidate model’s final performance, we no longer need to train it until convergence, but create a proxy based on the feature histories to simulate the converged network. This proxy classifier can bring better assessment of candidate models within limited training budgets, thus benefiting the task of HPO and NAS. A brief illustration of our method is shown in Figure 1. We will support this observation with experimental results in Section 3.1.2. Our empirical results show that this method applies to various architecture families, including VGG [32], ResNet [16], MobileNet [30], and also architectures in different NAS tasks, including DARTS [25] and NASBench-201 [11].

Our proposed method has these advantages:

- **Versatility**: Our method does not depend on any pre-training, external data, or specific search space, but only makes use of the feature histories. It can be incorporated into several search algorithms for general purpose, and applied to a wide range of tasks in HPO and NAS.

- **Accuracy**: Experimental results show that the performance of our proposed proxy classifier can accurately approximate the final performance of given candidate model configurations. The relative performance ranking of configurations is also well preserved.

- **Efficiency**: Our method is able to approximate the final performance using only partially trained models. The extra overhead is no more than one epoch of training time.

### 2. Related Work

We propose a novel method for approximating a model’s final performance at an early training stage, which can be applied to hyper-parameter optimization (HPO) and neural architecture search (NAS) tasks. Here we briefly summarize the previous work that our method is based on.

**Performance estimation** To accelerate hyperparameter optimization, [10] proposes to extrapolate the learning curves based on early training stage and terminate bad configurations accordingly. [19] improves the estimation of the learning curve with a Bayesian neural network. [1] applies this strategy to NAS, using architectural hyperparameters for the learning curve prediction. In contrast to these approaches, our method use feature histories during network optimization, instead of performance metrics, to approximate the final performance. Our method does not require training another prediction network, or manually designed learning curve modeling. It has also been shown that a carefully selected learning rate schedule can produce high-performance models with a limited budget [24]. However, this type of learning rate schedule is impractical in the case where we need to dynamically adjust the budget, which is common in hyperparameter optimization algorithms. Other methods specifically designed for accelerating performance estimation in NAS includes inheriting network weights through network morphisms [4], weight sharing across architectures [2, 26, 31], and optimize budgeted performance estimation [43]. These methods are usually constrained by the customized architecture search space, while our method can be easily extended to various tasks.

**Hyperparameter optimization** Automated hyperparameter optimization can improve the performance of deep learning models while reducing human effort. Model-free methods including random search and grid search, can be considered as the most basic HPO approach. Bayesian optimization, an effective optimization method for computational costly functions, has several variants [3, 33, 34]. More recently, [23] proposes a bandit-based strategy named HyperBand, which dynamically allocates a budget for configurations based on evaluation results. BOHB [13] combines Bayesian optimization and HyperBand to achieve the best of both worlds. Our experimental validation builds on HyperBand and BOHB and shows how our method can further improve hyperparameter optimization.

**Neural architecture search** Automated architecture design can discover architectures that outperform manually designed CNNs. For a comprehensive overview of NAS, one may refer to [12]. The search methods include reinforcement learning [44, 45, 35], evolutionary algorithm [28, 39, 27], etc. Gradient-based NAS methods [25, 5, 41] greatly reduce the search cost by relaxing the discrete search space to be continuous and applying gradient descent. For better evaluation and comparison of different NAS algorithms, some benchmarks [42, 20, 11] have been proposed.

**Ensemble of history models** [38] proposes to combine the outputs of networks from earlier epochs to improve final predictions. [17] uses cyclic learning rate to efficiently obtain multiple well-trained models and their ensemble. [14] proposes a method to discover high-accuracy paths between trained models and their ensemble. Our method can be considered as an ensemble of history models as well. In contrast to previous methods, we focus on ensembling simple linear classifiers based on feature histories, which greatly improves the efficiency of model performance evaluation.
3. Approach

We first describe the observation that motivates this work and the details of our proposed method for efficient performance estimation in Section 3.1, and then explain how to combine our method with other search algorithms for neural architecture search (NAS) and hyperparameter optimization (HPO) applications in Section 3.2.

3.1. Performance Estimation via Feature Histories

3.1.1 Preliminaries

A modern CNN designed for image classification [22, 32, 16, 40] can be divided into two parts: the feature extractor and the linear classifier. The feature extractor part typically consists of multiple convolutional layers, normalization layers, and pooling layers. The learned feature mapping can often be transferred to other datasets or tasks including object detection [29] and segmentation [15]. In contrast, the linear classifier is one single fully connected layer, which outputs logits for each image class and learns the optimal linear boundaries with respect to the loss function. Compared with the linear classifier, the feature extractor has more parameters, is more computationally expensive and harder to optimize. Formally, we can consider a CNN as the composition of two functions:

\[ f(x; w^{fca}, w^{cls}) = h(g(x; w^{fca}); w^{cls}) \]

where \( f : \mathbb{R}^d \rightarrow \mathbb{R}^c \) is a CNN which maps the input image space \( \mathbb{X} \) to \( c \) class logits, \( g : \mathbb{X} \rightarrow \mathbb{R}^d \) is the feature extractor with parameters \( w^{fca} \), which maps images to a \( d \)-dim deep feature space, and \( h : \mathbb{R}^d \rightarrow \mathbb{R}^c \) is the linear classifier with parameters \( w^{cls} \) which maps deep features to \( c \) class logits. The task of the feature extractor is to learn a mapping from images to deep features such that the features corresponding to different image classes are linearly separable. Given a fixed feature extractor mapping, it is easy to find the optimal linear boundaries in the feature space.

3.1.2 Observation about Feature Histories

During the process of CNN optimization and evaluation, we observe these phenomena:

• **Classification oscillation**: During training, the features of most images fluctuates between being classified correctly and incorrectly by the optimal linear classifier. As training continues, the classification results will become stabilized and more features will lie on the correct side of the decision boundary.

• **Consistency between historical models**: If the feature of one validation image lies on the correct side of the optimal linear boundaries most of the time, with high probability it will be correctly classified at the end of optimization. Similarly, if the feature is mostly on the wrong side of the decision boundary in history, it will be more likely to be mis-classified by the model at convergence.

Next we will use an example of training ResNet-18 on CIFAR-100 to demonstrate this observation qualitatively and quantitatively. In fact, this observation generalizes well to various CNN architectures, as we will show in Section 4. We train ResNet-18 for 200 epochs and save the deep features of training and validation images collected in every epoch, i.e., feature histories throughout training. We compare three classifiers:

• **Original**: The saved linear classifier at the given epoch. Evaluating this classifier with corresponding saved deep features is identical to evaluating the original ResNet-18 checkpoints.

• **Optimized**: We can also optimize the linear classifiers based on the saved training image features at given epochs and ground truth labels. This classifier represents the optimal linear boundaries of feature histories. Note that separately optimizing the linear classifiers with saved features requires much less computational resources compared with training the whole ResNet-18.

• **Ensemble**: Based on the optimal linear classifiers, we can further create an ensemble of the most recent \( K = 10 \) epochs, by averaging the softmax outputs.

The performance of the three types of classifiers are shown in Figure 2. The classifier ensemble is able to reach the maximal performance of ResNet-18 at an earlier training stage and the performance remains stable. This suggests that in order to reach the final performance of the given model, we can build a classifier ensemble as a proxy instead of train the model until convergence, which greatly reduces the computational cost.

![Figure 2: Performance of the original classifiers, optimized classifiers, and classifier ensembles in training ResNet-18 on CIFAR-100. In this example, the classifier ensemble already reaches over 77% accuracy at epoch 75, which speeds up the training by about 2.7x compared to full training till convergence.](image-url)
Figure 3: Classification results of some sampled validation images during training ResNet-18 on CIFAR-100. A light gray pixel denotes that image is correctly classified by the classifier at the given epoch, and a black pixel denotes a wrong classification. The vertical axis indicates the image indices, sorted by their accuracy for better visualization.

Figure 4: Breakdown of classification results of validation images during training ResNet-18 on CIFAR-100. Here we compare the classification results with the final model. True positive: Both the current classifier and the final ResNet-18 can correctly classify. True negative: Both the current classifier and the final ResNet-18 cannot correctly classify. False positive: The current classifier is correct but the final ResNet-18 is wrong. False negative: The current classifier is wrong but the final ResNet-18 is correct.

We can also take a closer look at the individual validation images. Figure 3 shows the qualitative classification results of three types of classifiers by sampling 200 validation images. Original classification results are rather noisy and unstable, which leads to under-estimated performance in early training stages. Even with the optimized linear classifiers, most validation image features keep moving back and forth between the correct and wrong sides of the optimal linear boundaries. Nevertheless, with classifier ensembles, we are able to obtain stable classification results, whose decisions are more consistent with the fully trained model. Figure 4 shows the breakdown of classification results. This further demonstrates that the classifier ensemble can not only reach the maximal performance earlier, but also make similar decisions for most images with the final model. In conclusion, the classifier ensemble can act as an excellent proxy for simulating the behavior of the converged model, thus providing more accurate performance estimation at an early training stage.

3.1.3 Classifier Ensemble via Feature Histories

Based on this key observation of classification oscillation and consistency between historical models, we propose to
use the classifier ensemble based on the history information of deep features to approximate the final performance of a CNN at an early training stage. Given saved feature histories, we can obtain the optimal linear classifiers for each checkpoint. Then we can test the features of validation images with these classifiers, and decide if the features are correctly positioned most of the time during training. Thus, we can approximate the set of images which will be correctly classified at the end of training, and give a more accurate estimation of the final performance.

The implementation is straightforward and simple, as summarized in Algorithm 1. In addition to a typical CNN training loop, we only need to explicitly save intermediate features (line 4, 7), optimize the linear classifiers based on the tracking of the validation performance acquired. In HyperBand and BOHB, this performance metric also determines the configurations which will be allocated with more budgets. Then we combine our method with search algorithms and demonstrate its effectiveness on neural architecture search (NAS) and hyperparameter optimization (HPO).

4. Experiments

We first show that our method can efficiently estimate the performance of various CNN architecture families. Then we combine our method with search algorithms and demonstrate its effectiveness on neural architecture search (NAS) and hyperparameter optimization (HPO).
4.1. Performance Estimation for CNNs

We consider the following architecture families: VGG [32], ResNet [16], and MobileNetV2 [30] and use the CIFAR-10 and CIFAR-100 dataset [21]. We train each architecture for 200 epochs (see experimental details in Appendix A.2). We report the test accuracy every 10 epochs, which is the original performance evaluated at that epoch. We also apply our method for checkpoints during training every 10 epochs, which gives an improved estimation of the final performance. The results for comparison are shown in Figure 5. By utilizing the feature histories during network optimization, our method produces stable and accurate estimation of the final performance at an early training stage for all these CNN architectures.

Figure 5: Performance estimation for different architectures including VGG-16, ResNet-18, ResNet-50, and MobileNetV2 on CIFAR-10/CIFAR-100 dataset. **Original** denotes the original test accuracy at each epoch. **Ours** denotes the performance of our proposed proxy classifier using the feature histories up to the given epoch. Our method can reach an accuracy closer to the final accuracy very early.

In a resource-limited search setting, one may need to shrink the training budget and adjust the learning rate schedule accordingly, at the cost of reducing the final performance. We also investigate the example of ResNet-18 with fewer training epochs, as shown in Figure 6. Our method can still accurately approximate the final performance early in this setting.

4.2. Neural Architecture Search

For NAS applications, we conduct experiments in two search spaces: NAS-Bench-201 [11] and DARTS [25].

4.2.1 NAS-Bench-201

NAS-Bench-201 [11] is a public benchmark for testing NAS algorithms. It defines a search space consisting of 15, 625 architectures, and includes full training log of all the architectures on CIFAR-10, CIFAR-100 [21], and down-sampled ImageNet [8]. In the following experiments, we mainly use the information about the “true performance” on CIFAR-10, which is defined as the average top-1 test accuracy of three independent runs of training the given architecture for 200 epochs.

Figure 6: Performance estimation for different training budgets from 25% (50 epochs) to 100% (200 epochs) of training ResNet-18 on CIFAR-10/CIFAR-100 dataset. The linear learning rate schedule is adjusted accordingly.

First, we verify that our method is helpful for comparing different architecture configurations. To pick the best architecture among candidates, usually we need to train the architectures for some epochs and evaluate on the validation set to acquire a performance estimate, and the longer we train, the estimate is closer to the true performance. Here we randomly sample 100 architectures from the search space, train each for 200 epochs, evaluate both the original models and our proposed proxy classifier every 10 epochs, and compare their performance with the true performance (see experimental details in Appendix A.3.1). Figure 7 shows that our method can acquire significantly more accurate estimates for true performance of NAS-Bench-201 architectures.

Besides the absolute numbers, it is important for a NAS algorithm to obtain the relative ranking of architectures that is consistent with the true performance, so that the algorithm can return an architecture among the best ones in the search space. Given the true performance and estimated performance, we can measure the consistency of their relative ranking with the Kendall’s $\tau$ rank correlation coefficient [18]. The $\tau$ coefficient ranges in $[-1, 1]$, and when the two observations have perfectly matched relative rankings, $\tau$ reaches its maximum value 1. Figure 8 shows that the performance produced by our method is not only closer to the true performance for each individual architecture, but also keeps better relative ranking for distinguishing different architectures. Using this method, we can find better architectures with limited training budgets.

Next, we compare several search algorithms with and without our performance estimation, as described in Section 3.2 (see experimental details in Appendix A.3.2).
Figure 7: Absolute difference between the estimated performance and the true performance. **Original** denotes the original accuracy metrics at each epoch. **Ours** denotes the predicted performance by our method using the checkpoints up to the given epochs. For fair comparison, we slightly shift **Ours** rightwards because of the computational overhead.

Figure 8: Relative ranking measured by Kendall’s $\tau$ coefficient between the estimated performance and the true performance.

Table 1: Search results for NAS-Bench-201 architectures on CIFAR-10. The global optimal architecture in NAS-Bench-201 search space has accuracy 94.37%.

| Method               | Test Accuracy (%) |
|----------------------|-------------------|
| Random Search        | 93.21 ± 0.78      |
| Random Search + Ours | 93.45 ± 0.27      |
| HyperBand            | 93.36 ± 0.30      |
| HyperBand + Ours     | **93.77 ± 0.09**  |
| BOHB                 | 93.35 ± 0.55      |
| BOHB + Ours          | 93.45 ± 0.37      |

search budget is around 2 hours per run, and we quantify the performance of each search algorithm by the test accuracy of the searched architecture. The results are shown in Table 1. Our method can improve all three search algorithms in terms of the final searched architectures. Especially, the combination of HyperBand and our method can robustly find an architecture which has $< 0.7\%$ test accuracy gap from the global optimum.

**4.2.2 DARTS**

Differentiable ARchiTecture Search (DARTS) [25] is a recent NAS algorithm which relaxes the search space to be continuous, achieving search speed orders of magnitude faster than previous methods. Here we directly transfer the method that we use on NAS-Bench-201 to the DARTS search space, to demonstrate our performance estimation strategy is also helpful in another NAS setting.

We use the combination of HyperBand and our method, which performs the best on NAS-Bench-201, and follow the practice of architecture evaluation in DARTS (see experimental details in Appendix A.4). The results are summarized in Table 2. We also list some more recent DARTS variants which also use the same search space and evaluation configuration, including P-DARTS [5], PC-DARTS [41], and UNAS [37]. Our method is able to find better architectures than DARTS with similar search cost. Our result is also close to more recent state-of-the-art NAS methods. It is notable that our method is the only one that does not make use of the gradient-based method, so we can easily parallelize the search process. In fact, we use 4 parallel workers in the experiment, reducing the wall-clock search time to 0.2 day per run. We expect to further reduce search time with even more parallel workers.

**4.3. Hyperparameter Optimization**

DARTS and its variants are NAS algorithms customized for their search space design. We are also interested in other tasks where the search space is non-differentiable and thus these NAS algorithms may not apply. Here we investigate two examples of hyperparameter optimization, to show our method is robust and versatile to a wider range of tasks.

**4.3.1 Data Augmentation**

In this task, we consider the problem of optimizing hyperparameters in data augmentation for CNN training. We use the search space defined in RandAugment [7], which has only two discrete hyperparameters: $N$ is the number of augmentation transformations to apply, and $M$ is the magnitude for the transformations. The search space is significantly smaller than previous work such as AutoAugment [6], but still computationally expensive for the grid search that [7] does for each CNN architecture and dataset.

To compare HyperBand and BOHB with and without our performance estimation, we search the optimal RandAugment configuration for VGG-16, ResNet-18, and MobileNetV2 on a subset of CIFAR-10 (see experimental details in Appendix A.5). The results are summarized in Table 4. In most cases, our method consistently improves the
Table 2: Comparison with state-of-the-art NAS methods which uses the DARTS search space on CIFAR-10.

| Method            | Test Error (%) | Params (M) | Search Cost (GPU days / run) | Search Method |
|-------------------|----------------|------------|------------------------------|---------------|
| DARTS (first order) | 3.00 ± 0.14    | 3.3        | 0.4                          | Gradient      |
| DARTS (second order) | 2.76 ± 0.09    | 3.3        | 1                            | Gradient      |
| P-DARTS           | 2.50           | 3.4        | 0.3                          | Gradient      |
| PC-DARTS          | 2.57 ± 0.07    | 3.6        | 0.1                          | Gradient      |
| UNAS              | 2.53           | 3.3        | 4.3                          | Gradient&RL   |
| Ours              | 2.64 ± 0.04    | 3.4        | 0.2 × 4*                     | HyperBand     |

* We use 4 parallel workers. The wall-clock time is 0.2 day.

Table 3: Search results for scaling factors of ResNet-18 on CIFAR-100.

| Architecture   | Test Accuracy (%) | Params (M) | FLOPS (G) |
|----------------|-------------------|------------|-----------|
| ResNet-18      | 77.83             | 11.22      | 0.56      |
| ResNet-34      | 78.49             | 21.33      | 1.16      |
| 2× ResNet-18 by HB | 78.40 ± 0.21    | 18.35 ± 0.42 | 1.04 ± 0.05 |
| 2× ResNet-18 by HB+Ours | 78.75 ± 0.03    | 15.83 ± 1.75 | 1.02 ± 0.08 |
| 4× ResNet-18 by HB | 79.00 ± 0.12    | 22.10 ± 3.36 | 1.57 ± 0.26 |
| 4× ResNet-18 by HB+Ours | 79.40 ± 0.34    | 28.31 ± 6.23 | 1.93 ± 0.24 |

Table 4: Search results for RandAugment hyperparameter optimization on a subset of CIFAR-10.

| Method | Test Accuracy (%) |
|--------|-------------------|
| HB     | 85.38 ± 0.24      |
| HB+Ours| 86.60 ± 0.28      |
| BOHB   | 85.35 ± 0.44      |
| BOHB+Ours | 86.61 ± 0.38   |

Table 5: ImageNet performance of scaled ResNet-18 searched on CIFAR-100.

| Architecture | Top-1 Accuracy (%) |
|--------------|-------------------|
| 2× ResNet-18 by HB | 71.46 |
| 2× ResNet-18 by HB+Ours | 71.77 |
| 4× ResNet-18 by HB | 73.01 |
| 4× ResNet-18 by HB+Ours | 73.14 |

4.3.2 Scaling Factors for ResNet

EfficientNet [36] is a series of CNN architectures with state-of-the-art image classification performance, which is created by compound scaling up the depth, width, and resolution of a small base network. Inspired by EfficientNet, we can consider scaling up the ResNet-18 architecture to build stronger networks by multiplying the number of building blocks and channels at each stage with some scaling factors, under the constraint of FLOPS. We test HyperBand with and without our method, to search the optimal scaling factors for ResNet-18 on CIFAR-100 (see experimental details in Appendix A.6 ). Table 3 shows that our method can help HyperBand to find better scaling factors in this task. We have also transferred the best-performing solutions searched on CIFAR-100 to ImageNet, and the result in Table 5 further demonstrates the improvement brought by our method.

5. Conclusion

We propose a novel efficient model performance estimation method, which effectively use the saved feature histories during optimization to produce accurate approximation of the final performance. Our method is simple to implement and applicable to various tasks in NAS and HPO, and leads to improvement for general search algorithms. For future work, we think it would be interesting to use the performance estimation to guide and accelerate CNN training.
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A. Experimental Details

A.1. Classifier Ensemble

The training procedure of the classifier ensemble has the same following configuration across all experiments. We use the the saved features from the most recent $K = 10$ epochs. We first obtain $K$ optimal classifiers by training them on the saved features of images from the training set and their labels. The weights are initialized from the saved network weights of the corresponding epochs. We use the cross entropy loss and SGD optimizer with momentum 0.9 and weight decay $5 \times 10^{-4}$. The learning rate starts from 0.05 and decays following a linear schedule [24]. The batch size is 1024, and the number of epochs is 5. To build the ensemble, we collect the classification results of the optimized linear classifiers for the validation image features, and output the mean of the softmax-ed probability distribution, which is then used for evaluation and estimation. The whole process introduces little computational cost compared with the original training loop. For example, in NAS-Bench-201, we observe the overhead of our method is typically 0.5 epoch time for each architecture.

A.2. Performance Estimation for CNNs

In the first part, we train each CNN on CIFAR-10 and CIFAR-100 for 200 epochs with batch size 256. The initial learning rate is set to 0.1 for ResNet and MobileNetV2, 0.01 for VGG, and we use a linearly decaying learning rate schedule as suggested by [24]. We use SGD optimizer with momentum 0.9 and weight decay $5 \times 10^{-4}$.

In the second part, we train ResNet-18 on CIFAR-100 for 50, 100, 150, 200 epochs, corresponding to 25%, 50%, 75%, 100% budgets. The learning rate still follows the linear schedule, which drops to zero at the end of each budget. Other settings are the same as the first part.

A.3. NAS-Bench-201

A.3.1 Performance Error and Relative Ranking

In each run of this experiment, we first randomly sample 100 architectures from NAS-Bench-201 [11], and train each for 200 epochs with batch size 256. The initial learning rate is set to 0.1 and we use the linear learning rate schedule. We use SGD optimizer with momentum 0.9 and weight decay $5 \times 10^{-4}$. We split the original CIFAR-10 training set into two subsets: 40000 images for training and 10000 images for validation.

For the performance error, we compute absolute difference between the current performance and the true performance, and for the relative ranking, we compute the Kendall’s $\tau$ coefficient [18] between the current performance and the true performance. The experiment is repeated 3 times.

A.3.2 Architecture Search

For random search, we randomly sample 64 architectures, and train each for 128 epochs with batch size 256. For HyperBand and BOHB, the training budget for each architecture ranges in [1, 128] epochs, and the factor for increasing training budget and shrinking sample pool is set as $\eta = 2$. We use 4 parallel workers, each using an NVIDIA GeForce RTX 2080 Ti GPU. The total search time is about the same for the three algorithms, around 2 hours. During search, the initial learning rate is set to 0.1 and we use the linear learning rate schedule with the maximal budget set to 128. We use SGD optimizer with momentum 0.9 and weight decay $5 \times 10^{-4}$. We use a subset from the original CIFAR-10 training set with 8000 images for training, and 2000 images for validation. After search, we calculate the regret as the difference in the true performance between the architecture given by each algorithm and the global optimal architecture, provided by the benchmark. Each experiment is repeated 5 times with different random seeds.

A.4. DARTS

During search, the search space relaxation is not applicable in our method. We still randomly sample from the discrete search space defined in DARTS [25], and select the best architectures using HyperBand and our performance estimation. We decompose the process of sampling architecture into sampling the operations and connections for each node in the cells from the uniform distribution of valid choices. At search time, we set the batch size to 96, initial number of channels to 32, number of cells to 12. We also use Cutout [9], path dropout, and auxiliary towers. The initial learning rate is 0.025 and we use the linear learning rate schedule with the maximal budget set to 128. We use SGD optimizer with momentum 0.9 and weight decay $3 \times 10^{-4}$. Other search settings are the same as Appendix A.3.2.

For architecture evaluation, we closely follow the setup of DARTS: We repeat the search process for 4 times and pick the best architecture for fully train and evaluation. An enlarged architecture with 36 initial channels is trained for 600 epochs with batch size 96, using Cutout, path dropout, and auxiliary towers. The only difference in architecture evaluation is we increase the number of cells from 20 to 22. The reason is that our searched cells have more parameter-free operations like skip connections and pooling layers compared with DARTS, so we increase the number of cells to match the number of parameters in DARTS.

A.5. Data Augmentation

To better show the influence of data augmentation, we only use a small subset of the original CIFAR-10 training set with 8000 images for training and 2000 images for validation. Besides RandAugment [7], default data augmentation for training images also includes random flips,
pad-and-crop and Cutout, following RandAugment. Other search settings are the same as Appendix A.3.2. Each experiment is repeated 3 times with different random seeds.

A.6. Scaling Factors for ResNet

We use ResNet-18 [16] as our base model. The \{C_2, C_3, C_4, C_5\} stages of ResNet-18 have \{2, 2, 2, 2\} basic building blocks and \{64, 128, 256, 512\} channels respectively. We search for 8 hyper-parameters \{d_2, d_3, d_4, d_5, w_2, w_3, w_4, w_5\} for scaling up the depth and width of ResNet-18. The scaled network has \{d_2 \times 2, d_3 \times 2, d_4 \times 2, d_5 \times 2\} blocks and \{w_2 \times 64, w_3 \times 128, w_4 \times 256, w_5 \times 512\} channels for each stage. Meanwhile, we constrain the size of the scaled network by its FLOPS. For CIFAR-100, ResNet-18 has 0.56 GFLOPS, so \(2 \times \) ResNet-18 should have no larger than 1.12 GFLOPS, and \(4 \times\) ResNet-18 should have no larger than 2.24 GFLOPS. Other search settings are the same as Appendix A.3.2. Each experiment is repeated 3 times with different random seeds.