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Abstract—One of the most challenging problems in Opportunistic Spectrum Access (OSA) is to design channel sensing-based protocol in multi secondary users (SUs) network. Quality of Service (QoS) requirements for SUs have significant implications on this protocol design. In this paper, we propose a new method to find joint policies for SUs which not only guarantees QoS requirements but also maximizes network throughput. We use Decentralized Partially Observable Markov Decision Process (Dec-POMDP) to formulate interactions between SUs. Meanwhile, a tractable approach for Dec-POMDP is utilized to extract sub-optimum joint policies for large horizons. Among these policies, the joint policy which guarantees QoS requirements is selected as the joint sensing strategy for SUs. To show the efficiency of the proposed method, we consider two SUs trying to access two-channel primary users (PUs) network modeled by discrete Markov chains. Simulations demonstrate three interesting findings: 1- Optimum joint policies for large horizons can be obtained using the proposed method. 2- There exists a joint policy for the assumed QoS constraints. 3- Our method outperforms other related works in terms of network throughput.

Index Terms—Decentralized Partially Observable Markov Decision Process (Dec-POMDP), Dynamic Programming (DP), Quality of Service (QoS), Opportunistic Spectrum Access (OSA).
intractable when the horizon length of decision process increases. For instance, the DP algorithm runs out of memory even for a small horizon length in a trivial example [16]. Seuken and Zilberstein developed Memory Bounded Dynamic Programming (MBDP) to overcome the time complexity of existing DP algorithm [17].

In this paper, our goal is to design QoS-aware joint policies for sensing decisions of SUs in order to maximize network throughput. It is assumed that PUs’ network is slotted and all SUs have same spectrum opportunities in each time slot (see Fig. 1) SUs are in the transmission range of all PUs and different SUs have same observations of a specific channel). At first sight, to maximize the network throughput, each SU should be assigned a channel to exploit spectrum opportunities. Moreover, SUs avoid collisions with each other. This scheme is called partitioning strategy [10]. However, this strategy does not guarantee QoS requirements for SUs. For instance, when the probability of idle state is not the same for all SUs, this strategy does not satisfy fairness. We formulate multiple SUs’ joint policies by Dec-POMDP. In the proposed method, the MBDP algorithm is employed to find optimum or sub-optimum joint policies for large horizon length. A joint policy which guarantees QoS requirement is selected to obtain sensing strategy for SUs. To the best of our knowledge, the problem of synchronizing SUs for multi user setting, in the presence of collisions, has received little attention. The proposed method ensures transceiver SUs synchronization. To demonstrate the efficiency of the proposed method, we consider two SUs trying to access two-channel PUs’ network modeled by discrete Markov chains. It is assumed that SUs have perfect sensing capability. Simulations yield these interesting findings: The MBDP algorithm obtains optimum solution for mentioned scenario. It is interesting to note that this algorithm is an approximate solution for Dec-POMDP and it does not guarantee to find an optimum joint policy. Moreover, there exists a joint policy which satisfies QoS constraints considered in simulations. Finally, comparing with two other related works [9], [10], we find out that the proposed method outperforms [9], [10] in terms of network throughput.

This paper is organized as follows. In Section II, we give an overview on Dec-POMDP. We also review the MBDP algorithm for Dec-POMDP. In Section III, the system model and Dec-POMDP formulations for cognitive radio network are described. In Section IV, we propose our method to extract QoS-aware joint policies. In Section V, as an example of our Dec-POMDP formulation, we define a scenario with two SUs trying to access a two-channel PUs’ network. Also, the numerical simulation and results are provided. Finally, the conclusion is presented.

II. DEFINITIONS AND PRELIMINARIES

In this section, we briefly review finite-horizon Dec-POMDP framework and the MBDP solution proposed for handling intractability problem of the DP algorithm. More details on the DP and MBDP algorithms could be found in [14], [15], [17].

A. Decentralized Partially Observable Markov Decision Process

A Dec-POMDP is a tuple \( \langle I, S, b^0, A_i, O_i, P, R \rangle \), where,
- \( I \) is a finite set of SUs indexed \( 1, \ldots, n \).
- \( S \) is a finite set of states.
- \( b^0 \in \Delta(S) \) represents the initial state distribution.
- \( A_i \) is a finite set of actions available to SU \( i \) and \( \bar{A} = \times_{i \in I} A_i \) is the set of joint actions, where \( \bar{a} = \langle a_1, \ldots, a_n \rangle \) denotes a joint action.
- \( O_i \) is a finite set of observations for SU \( i \) and \( \bar{O} = \times_{i \in I} O_i \) is the set of joint observations, where \( \bar{o} = \langle o_1, \ldots, o_n \rangle \) denotes a joint observation.
- \( P \) is the set of Markovian state transition and observation probabilities, where \( P(s', \bar{o}|s, \bar{a}) \) denotes the probability that choosing joint action \( \bar{a} \) in state \( s \) yields a transition to the state \( s' \) and the joint observation \( \bar{o} \).
- \( R : S \times \bar{A} \mapsto \mathbb{R} \) is a reward function which depends on joint actions and current state.

Dec-POMDP may be defined over a finite or infinite sequence of stages. In this paper, we focus on finite horizon Dec-POMDP. At each stage, all SUs simultaneously select an action and receive an observation. The reward for SUs is computed based on their action and state of channels. The goal is to maximize the expected sum of rewards:

\[
R^T = \mathbb{E} \left\{ \sum_{t=1}^{T} R(t) \right\} 
\]

(1)

B. Memory Bounded Dynamic Programming for Dec-POMDP

Solving a Dec-POMDP means finding a joint policy that maximizes the expected total reward. A policy for a single agent \( i \) can be represented by a decision tree \( q_i \), where nodes are labeled with actions and arcs are labeled with observations (a so called a policy tree). If \( Q_i^t \) denotes a set of horizon-\( t \) policy trees for agent \( i \), a solution to Dec-POMDP with horizon \( t \) can then be seen as a vector of horizon-\( t \) policy trees \( \delta^t = \)
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The MBDP Algorithm

begin
1. maxTrees ← max number of trees before backup
2. T ← horizon of the Dec-POMDP
3. B ← pre-compute relevant belief for each horizon
4. \(Q_i^1, Q_j^1\) ← initialize 1-step policy trees for each SU
5. for \(t = 1\) to \(T\) do
6. \(Q_i^{t+1}, Q_j^{t+1}\) ← Backup(\(Q_i^t\)), Backup(\(Q_j^t\))
7. \(Sel_i^{t+1}, Sel_j^{t+1}\) ← empty
8. for \(k = 1\) to \(maxTrees\) do
9. choose relevant belief (\(b \in B\)) for horizon \(t\)
10. for each \(q_i \in Q_i^{t+1}, q_j \in Q_j^{t+1}\) do
11. evaluate each pair \((q_i, q_j)\) with respect to \(b\)
12. end
13. add best policy trees to \(Sel_i^{t+1}\) and \(Sel_j^{t+1}\)
14. delete these policy trees from \(Q_i^{t+1}\) and \(Q_j^{t+1}\)
15. end
16. \(Q_i^{t+1}, Q_j^{t+1}\) ← \(Sel_i^{t+1}, Sel_j^{t+1}\)
17. select best joint policy tree \(\delta^T\) from \([Q_i^t, Q_j^t]\)
18. return \(\delta^T\)
end

TABLE I
THE PSEUDOCODE FOR THE MBP ALGORITHM [17]

\[(q_1^t, ..., q_n^t)\] (a so called joint policy tree) where \(q_i \in Q_i^t\). These policy trees can be constructed in two different approaches: top-down or bottom-up.

The first algorithm for solving Dec-POMDPs used a bottom-up approach [14]. Policy trees are constructed incrementally which means that the algorithm starts at the frontiers and works its way up to the roots using the DP algorithm. The DP algorithm updates in two steps. In the first step, the DP operator is given by a set \(Q^t\) of depth-\(t\) policy trees. A set of depth-\(t\) + 1 policy trees, \(Q^{t+1}\), is generated by considering any depth-\(t\) + 1 policy tree that makes a transition after an action and observation to the root of depth-\(t\) policy tree in \(Q^t\). This step is called exhaustive backup [14]. In exhaustive backup, \(|A||Q^t|^O\) depth-\(t\) + 1 policy trees are created. It is clear that the total number of constructed trees in each step increases exponentially. To alleviate this problem, unnecessary trees are pruned [14]. However, this modified DP algorithm runs out of memory even for simple problems [17]. One of drawbacks in the pruning process is that it cannot predict which beliefs about the state and about the other SUs policies will eventually be useful before reaching the root of the policy trees. The MBDP algorithm combines the bottom-up and top-down approaches. By using top-down heuristics to find out relevant belief states, the DP algorithm compare the bottom-up policy trees and select the best joint policy. Some top-down heuristic policies are proposed in [17]. It is obvious that the state of channel is not affected by actions of SUs. Therefore, we can easily compute the most probable beliefs using the initial belief and Markov models of channels. The MBDP algorithm which is used in this paper is shown in Table I. The algorithm is written for two SUs \(i\) and \(j\). It can be rewritten to any arbitrary number of SUs. The parameter \(maxTree\) denotes the number of policy trees that are used in exhaustive backup for constructing next stage. In other words, the size of set \(Backup(Q_i^t)\) is \(|A||maxTree|^O\). To evaluate each pair \((q_i, q_j)\) with respect to the belief vector \(b\), the concept of value vector in POMDP is employed [18]. The expected sum of reward with respect to the belief vector \(b\), \(V^t(b)\), is computed by dot product of value vector and assumed belief:

\[
V^t(b) = \sum_{s \in S} b(s)v^t(s)
\]

where \(v^t\) is a \(|S|\)-dimensional vector. For a depth-\(t\) + 1 joint policy trees \(\delta^{t+1} = (q_1^{t+1}, ..., q_n^{t+1})\), the value vector is:

\[
v^{t+1}(s) = R(s) + \sum_{\bar{o} \in O} P(\bar{o}|s, \delta^{t+1}) \sum_{s' \in S} P(s', \bar{o}|s, \delta^{t+1})v^t(s', \delta^{t+1}(\bar{o}))
\]

where \(\delta^{t+1}(\bar{o})\) is the joint policy of subtrees selected by SUs after observation vector \(\bar{o}\). In [17], it is proved that the MBDP algorithm has a linear time complexity with respect to the horizon length.

III. PROBLEM DEFINITION

A. System Model

Our model consists of: i) A spectrum with \(C\) channels, assigned to PUs; ii) \(N\) PUs and \(M\) SUs. It is assumed that all PUs and SUs communicate in a synchronous slot structure [5] and all SUs have same spectrum opportunities in each time slot (see Fig. 1). Each SU uses the beginning of each time slot to sense one of the \(C\) channels. Based on the obtained observation, SUs can choose to either transmit on one of the \(C\) channels or not to transmit at all. At the end of the time slot, SUs receives ACK from their corresponding receiver to know that if transmission was successful or not (see Fig. 2).

B. Dec-POMDP Formulation

For each SU, we have the following set of actions:

\[
A_i = \{L_{i,1}, ..., L_{i,C}, T_{i,1}, ..., T_{i,C}, D_i\}
\]

where \(i = 1, ..., M\). \(L_{i,j}\) represents the action of sensing channel \(j\) for SU \(i\). \(L_{i,j}\)s are only used in sensing level as shown in Fig. 3. \(T_{i,j}\) denotes the action of accessing channel \(j\) by SU \(i\). It should be noted that \(T_{i,j}\)s are only used in transmission level as depicted in Fig. 3. \(D_i\) shows the action that SU \(i\) does not send its data and stays silent during the current time slot. Each channel is assumed to have a two state

\(\begin{align*}
V^t(b) & = \sum_{s \in S} b(s)v^t(s) \\
v^{t+1}(s) & = R(s) + \sum_{\bar{o} \in O} P(\bar{o}|s, \delta^{t+1}) \sum_{s' \in S} P(s', \bar{o}|s, \delta^{t+1})v^t(s', \delta^{t+1}(\bar{o}))
\end{align*}\)
It is clear that the reward function for Dec-POMDP formulation in time slot $t$ is obtained from the sum of all SUs’ rewards:

$$R(t) = \sum_{i=1}^{M} R_i(t)$$

(8)

IV. QoS-Aware Joint Policies

In this section, we propose a method to find QoS-aware joint policies. The proposed method consists of two phases: 1- First Phase: In this phase, a set of optimum or sub-optimum joint policies are obtained using the MBDP algorithm. 2- Second Phase: Among joint policies found in the first phase, the one which satisfies QoS constraints is selected.

A. First Phase

A set of optimum or sub-optimum joint policies are found in this phase by the MBDP algorithm. The MBDP algorithm has three inputs (see Fig. 3): 1- time horizon ($T$): the duration of decision process. 2- initial belief state ($b^0$): the initial probability distribution of PUs’ channel occupation. 3- A set of transition probabilities of channels: the transition probabilities of Markov chains ($p_{j,k}^{i}$). The MBDP algorithm is executed for a specified number of trials.

B. Second Phase

In this phase, the joint policy that meets QoS constraints is selected. We define QoS constraints as the expected throughput of SUs which is given by the following equation:

$$R_i^T = \frac{R_i^T}{a_1} = \frac{R_i^T}{a_2} = ... = \frac{R_i^T}{a_M}$$

(9)

where $R_i^T$ is:

$$R_i^T = \mathbb{E}\left\{ \sum_{t=1}^{T} R_i(t) \right\}$$

(10)

and \(\{a_i|i \in \{1, ..., M\}\}\) is a set of QoS parameters.

Definition: We say joint policy $\delta^T$ satisfies QoS constraints if the $R_i^T$’s meet following inequalities for an assumed parameter $\zeta$:

$$i = 1, ..., M, \exists t \in \left(0, \frac{(R_{max} + M \zeta)}{\sum_{i=1}^{M} a_i}\right) : |R_i^T - a_i t| \leq \zeta$$

(11)

where $R_{max}$ is the maximum achievable throughput of cognitive radio network.

C. Notes on Implementation Issues

For different QoS constraints, optimum or sub-optimum joint policy trees are computed off-line and saved in the SUs’ memory. Each joint policy tree has an identity number. Before SUs start sending, the initial belief is set to steady state distribution of channels. Moreover, SUs determine the initial belief precisely if they are allowed to sense all channels.
Fig. 4. The Proposed Method

in the first slot. For the predefined horizon length \( T \) and assumed initial belief, SUs select an appropriate joint policy tree from their memory which guarantees QoS constraints. Afterwards, SUs send the identity number of the selected joint policy to their corresponding receivers in the first slot. The receiver tracks the transmitter’s sensing action from decision tree and observes the channel which the transmitter is currently sensing. Because of the perfect sensing capability and same opportunistic spectrum for all SUs, the transceiver SUs are synchronized by knowing the selected joint policy tree.

As the horizon length is incremented by one, the number of leaves in decision tree increases exponentially. Therefore, saving trees requires large amount of memory. We assume that SUs transmit for a few number of slots in which saving decision trees is efficient. This assumption is reasonable in cases that statistical behavior of channels (e.g. the transition probability of Markov models) changes frequently and using a joint policy for very large horizon is not rational.

**V. SIMULATION**

To evaluate the performance of the proposed method, we consider two SUs in two-channel PUs’ network. Each SU senses one of two channels in each time slot. The transition probabilities of channels are: \( [p_{0,1}^{1}, p_{1,0}^{1}, p_{0,1}^{2}, p_{2,0}^{2}] = [0.15, 0.95, 0.95, 0.15] \). According to this distribution, channels 1 and 2 do not have same steady state probabilities. Channel 1 is busy most of the time. It is also assumed that \( S_1 = 1 \) and \( S_2 = 0 \) in the first slot which determines the initial belief for the MBDP algorithm. Furthermore, each SU does not send and waits for next time slot if the observed channel is occupied by PUs. If the channel is idle, the SU sends.

Besides, both SUs have perfect sensing capability. Considering above assumptions, we get a decision tree. An example of this tree is shown in Fig. 5(a). \( L_i \) shows the action of sensing channel \( i \). \( \{ F, N \} \) denotes that the observed channel is free and transmission is successful. \( \{ F, C \} \) denotes the observed channel is free but collision happens with other SU during transmission. \( \{ U \} \) means that observed channel is busy and the SU waits for the next time slot. An example of joint policy tree for \( T = 5 \) and \( \frac{a_1}{a_2} = \frac{3}{4} \) is illustrated in Fig. 5. The set of observations for arcs in subtrees’ root are as same as the original root. These observations are omitted because of simplicity of illustration.

The proposed method is compared with two related works on multi SU scheme [9, 10]. A multiuser heuristic (MH) policy for sensing channels is proposed in [9]. In other words, for SU \( i \) with belief vector on availability of channels \( \Omega^{(i)}(t) = [\omega_1^{(i)}(t), \omega_2^{(i)}(t)] \), the probability \( p_n^{(i)}(t) \) of choosing channel \( n \) in slot \( t \) is given by:

\[
 p_n^{(i)}(t) = \frac{\omega_n^{(i)}(t)}{\sum_{k=1}^{2} \omega_k^{(i)}(t)} \quad (12)
\]

In the other work [10], it is assumed that SUs have different spectrum opportunities. A cooperation strategy which achieves near optimal throughput is given in [10]. In this strategy, SUs exchange their belief vector and use these information to take an action. If we rewrite cooperative approach formulation when SUs have same spectrum opportunities, the sensing strategy...
would be as follows:
\[
\begin{cases}
  SU1 : L1, SU2 : L2 & \text{if } \omega_1^{(1)}(t) + \omega_2^{(2)}(t) \geq \omega_1^{(2)}(t) + \omega_2^{(1)}(t) \\
  SU1 : L2, SU2 : L1 & \text{otherwise}
\end{cases}
\]

(13)

To find optimum or sub-optimum policies, we run the MBDP algorithm for 30 times in each horizon length \(T\). The parameter \(maxTree\) is set to three. The results of network throughput is shown in Fig. 6. The results are normalized to maximum achievable throughput of network. This figure demonstrates that the proposed method outperforms [9], [10]. We also consider the case \(a_1 = a_2\). Parameter \(\zeta\) is 0.25 in this simulation. The results for these settings are shown in Fig. 7 for both proposed method and cooperative approach. In the cooperative approach, the second SU’s throughput starves. However, SUs have approximately fair throughput in the proposed method. The expected throughput for two SUs and different QoS constraints are presented in Table II. Parameter \(\zeta\) is set to 0.25. The pair in each entry denotes the throughput of SU1 and SU2, respectively. Numerical results show that the proposed method guarantees QoS constrains.
VI. CONCLUSION

We proposed a new method to guarantee QoS requirements for sensing-based protocols in multi SUs’ network. By employing the MBDP algorithm, some optimum or sub-optimum joint policies are found and the one that satisfies QoS constraints is selected as the joint sensing strategy. Besides, the proposed method ensures transceiver SUs synchronization. For two SUs in a two-channel PUs’ network, simulations demonstrated that the proposed method achieves maximum throughput. Moreover, results show that the proposed method guarantees different QoS constraints.
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