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Abstract. Attorneys and others have a strong interest in having a digital library with suitable services (e.g., summarizing, searching, and browsing) to help them work with large corpora of legal depositions. Their needs often involve understanding the semantics of such documents. That depends in part on the role of the deponent, e.g., plaintiff, defendant, law enforcement personnel, expert, etc. In the case of tort litigation associated with property and casualty insurance claims, such as relating to an injury, it is important to know not only about liability, but also about events, accidents, physical conditions, and treatments.

We hypothesize that a legal deposition consists of various aspects that are discussed as part of the deponent testimony. Accordingly, we developed an ontology of aspects in a legal deposition for accident and injury cases. Using that, we have developed a classifier that can identify portions of text for each of the aspects of interest. Doing so was complicated by the peculiarities of this genre, e.g., that deposition transcripts generally consist of data in the form of question-answer (QA) pairs. Accordingly, our automated system starts with pre-processing, and then transforms the QA pairs into a canonical form made up of declarative sentences. Classifying the declarative sentences that are generated, according to the aspect, can then help with downstream tasks such as summarization, segmentation, question-answering, and information retrieval.

Our methods have achieved a classification F1 score of 0.83. Having the aspects classified with a good accuracy will help in choosing QA pairs that can be used as candidate summary sentences, and to generate an informative summary for legal professionals or insurance claim agents. Our methodology could be extended to legal depositions of other kinds, and to aid services like searching.
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1. Introduction

Legal deposition documents are comprised of dialogue exchanges between attorneys and deponents, mainly focused on identifying observations and the facts of a case. These conversations are in the form of (possibly quickfire) question-answer (QA) sets. As with some other discussions, these QA pairs may only loosely observe linguistic guidelines. Sometimes the resulting sentences (or sentence fragments) are not well-formed. Often an answer cannot be understood independently of the prior question or may depend on a question posed even earlier.
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Processing and comprehension of these types of documents by humans are difficult, time-consuming, and leads to considerable expense since the work is typically carried out by attorneys and paralegals. This process often adds to the elapsed time when handling a case or preparing for trial and causes real-time staffing problems before trials. Automatic processing and comprehension of the content present in legal depositions would be immensely useful for law professionals, helping them to identify and disseminate salient information in key documents, as well as reducing time and cost.

Processing deposition documents using traditional text processing techniques is a challenge because of the syntactic, semantic, and discourse characteristics of the QA conversations. These make it difficult to apply conventional natural language processing (NLP) methods, including co-reference resolution and summarization techniques. Identifying the key concepts using NLP based rules is another challenge. Often, the form of deposition documents does not facilitate capturing core concepts using sentence-oriented methods, since the context of the conversation is spread across the questions and answers.

Work such as [1] proposed methods to transform the QA pairs into a canonical form made up of declarative sentences. Such conversion allows the text to be processed for downstream processing. One such task is summarization. However, preliminary experiments starting with the declarative sentences resulting from the transformation, and feeding them into a summarization method pre-trained on news article corpora, led to poor results. The summaries thus generated omit important information and lack the cohesion and context required to be comprehended and used by a legal professional. Partly, this happens because of a lack of domain understanding on the part of these methods, which have been trained on news articles that are markedly different in content and structure from legal depositions. For example, the news covers popular topics, subjects, people, organizations, and/or locations, as distinct from the specialized matters in legal disputes. Further, key concepts often can be identified in the news based on repetition, or based on formulaic coverage of “who, what, when, where, why, how” discussions, while depositions often provide such coverage in background warm-up sections that attorneys largely ignore later. Regarding structure, news stories have the most significant concepts mentioned in the beginning. Then these concepts are discussed in more detail further along in the article. Accordingly, the sentences with these words and concepts are identified as summary candidates that are processed further to generate either an extractive or abstractive summary. On the other hand, many important parts of depositions are present in the middle or end segments in the document. There may be a very little repetition of some key concepts, such as when a key admission is made, and an attorney deliberately avoids allowing such a statement to be elaborated upon. In such cases, facts, once collected as part of the deposition, are rarely repeated in any other part of the deposition. This non-repetition thus diminishes the utility of simple frequency-based scores, that work so well in the news domain.

For a legal deposition summary, we want the system to pick the content from the document in an objective and unbiased way. It is also important that the information included in the summary is factually correct. To comprehend a legal deposition better, understanding the requirements of the downstream tasks from a domain perspective would be useful. Consumers of legal deposition summaries are more interested in important parts that relate to the case pleadings or claim complaints. It is more important to have coverage of the core events that are mentioned in the pleadings and complaints as op-
posed to uniform coverage of the whole deposition document. Coverage of the details of the event and the events before and after it, often are important for legal professionals.

Another challenge with legal depositions is that there are different deponent roles pertaining to a case. The focus of questioning varies based on the deponent type. Accordingly, different deponent types lead to different mixtures of aspects being discussed during their depositions. Grouping the aspects based on the deponent type would allow us to structure a summary better in terms of aspect distribution and layout.

Events, entity mentions, and facts are present throughout the length of the deposition. Identifying the aspects covered in a deposition would allow a deposition to be broken up into its constituent topical parts. Summaries can be generated based on a predefined distribution and layout of different aspect sentences present in the deposition. Such a layout and distribution can be learned from existing legal depositions and summaries, and could be further refined based on case pleadings and deponent types. Identifying the various aspects of interest present in a legal deposition would help in other downstream tasks in addition to generating summaries.

The aspects in a deposition can also help in focused information retrieval, where aspects are associated with facets used in searching and browsing. Thus, a deposition could be presented to the end-user using aspects for one class of facets, letting them gauge the deposition content and aspect distribution at a high-level and explore further by digging into each facet or combination of facets. An example of such exploration by a legal professional would be a review of all the segments that are of the aspect of type “Event Details”, to ascertain the specific facts related to the actual event (or accident). Performing a focused search based on aspects would help retrieve results that are more relevant based on the chosen aspect. Consider, for example, the role of a witness just before an accident. A search of person entity mentions for the relevant aspect of “Event Background” would present the user with the relevant results. Another important use of aspects would be to identify segments within a legal deposition that have the same thematic context and topical coherence. The segment metadata could be assigned an aspect label based on the majority aspect within the segment. These segments, with their associated aspect metadata, could be used to speed up the exploration of a set of legal depositions pertaining to a case.

This work focuses on classifying the various aspects of depositions into a predefined ontology that pertains to the legal domain. As part of our initial work, we analyzed legal depositions and their summaries generated by legal professionals. These were legal depositions for different cases and varying deponent roles. We started with an ontology of 20 aspects that were later trimmed down to a set of 12 by merging aspects that were similar in nature. The ontology is described in detail in Section 3.1.

The core contributions of our work are as follows:

1. An ontology of aspects for accident and injury cases that can be expanded/modified to other kinds of cases.
2. A grouping of relevant aspects based on deponent types that can be expanded/modified for other kinds of cases.
3. Classification methods to identify the various aspects of QA pairs in the deposition.
4. A dataset that can be used by the community to use and expand their research in legal and other domains.
5. An overall framework to identify the aspects of legal depositions that can be re-
purposed for other kinds of cases in the legal domain. This framework also could
be used for other domains, like scientific and medical literature summarization,
etc.

This paper is organized as follows. Section 2 discusses the related work in the field
of question-answer corpora processing and classification. Section 3 presents the method-
ology for the classification of aspects. In Sections 4 and 5 the dataset and the experi-
ment results are reported. Then the conclusion and plans for future work are presented in
Section 6.

2. Related Work

As part of our literature search, we studied works that relate to the comprehension of
conversations. Work in [2] introduced the concept of dialog acts (DA) in spoken conver-
sations. A DA represents the communicative intent behind the speaker’s intent in a two or
multi-party conversation. Work in [3,4,5,6,7,8,9,10] used different techniques to classify
the dialog acts in different settings such as text chats, meetings, etc. Identifying the con-
versation sentences into DAs provides a way to understand the discourse structure of the
conversation. A challenge with spoken conversation sentences is that the context of the
conversation is spread across the question and the answer. This is especially pronounced
in the area of legal depositions. One method to process the QA sentences in an efficient
way is to fuse the question and answer together into a single or series of sentences. Work
in [1] used the DAs of the questions and answers to transform a QA pair to a declarative
sentence. The QA pairs were from a corpus of legal depositions [11]. Transformation
rules were developed to break the question and answer sentences into chunks, and words
were permuted, deleted, and added from the question and answer sentences, followed by
a fusion of the modified question and answer sentences. Different transformation rules
were developed based on the combination of the question and answer DA classes. The
authors used the DA ontology for legal depositions from the work in [12] to frame the
rules for transformation. Transforming the QA pairs to a text representation that is con-
ductive to other downstream tasks would be useful; here we explore further whether a
transformation to a canonical form will help achieve better results.

Classical classification methods such as Nave Bayes [13], decision tree [14], k-
nearest neighbor [15], association rules [16], etc. have been used for classifying text.
These methods have been combined with various feature selection techniques such as
gini index [17], conditional entropy [18], \( \chi^2 \)-statistic [19], and mutual information [20].
They have also been augmented with various feature engineering techniques to improve
the classification further.

Another class of classification methods uses rich word embeddings like GloVe [21]
and word2Vec [22]. With them, good results have been reported in various text classifi-
cation tasks. Using the embeddings helps create a feature representation of the text with-
out the need to perform complicated feature selection or engineering. Methods such as
[23,24] used the averaging of the embeddings of the sentence words. Though simple,
these methods were able to perform competitively in many tasks. However, a challenge
with the classical feature selection and the word embedding based methods is that the
created representation is a bag-of-words representation and does not factor in the ordering of the words.

Methods based on Deep Learning have further improved upon the established state-of-the-art results in text classification. Sophisticated architectures like encoder-decoder models \[25\] along with attention \[26\] were equally effective in text classification. These architectures are very deep and sometimes have multiple layers and a large number of parameters. However, achieving this high-performance requires training of these models on a large dataset.

Another recent addition in the text representation space is the introduction of systems that can generate embeddings for sentences. The premise of these systems was to learn a language model (LM) using a large corpus. These models were trained using the principle of self-supervision on targeted NLP tasks like missing word prediction and next sentence classification. As the model is trained on the targeted task, a side benefit of such training was the intermediate representation that is learned by the system to represent sentences. These sentence embeddings are semantically very rich.

Work on BERT \[27\] trained a language model using a large corpus of English text. The core contribution of this work was the generation of pre-trained sentence embeddings that have been learned using the left and right context of each token in the sentence. The system was trained in a bi-directional way to learn the semantic and syntactic dependencies between words in both directions. After adding a fully connected neural network layer to the pre-trained embeddings, the authors propose that these embeddings can be utilized to model any custom NLP task. It eliminates the need to create a custom network architecture. BERT internally uses the “Transformer” or the multi-layer network architecture presented in \[28\] to model the input text and the output embedding. The trained system was able to outperform the established state-of-the-art in 11 benchmark NLP tasks.

As part of this paper, we explore the use of deep learning based methods and BERT sentence embeddings for our classification experiments.

3. Methods

As part of our methods, we defined an ontology of aspects for the legal domain. We also developed classification methods to classify the aspects for the QA pairs in the dataset, as per the defined ontology. The following sections describe the ontology and the classification methods in more detail.

3.1. Aspects Ontology

To identify the aspects, we analyzed the legal depositions and their summaries in our dataset. The summaries in the dataset were arranged in paragraphs, where each aspect in the summary was present in a different paragraph. However, there were multiple paragraphs that covered the same aspect. Two authors of our paper created their own list of aspects initially. They collated all of the aspects together based on their mutual agreement. Aspects were also grouped as per the deponent type. These aspects were then reviewed by a legal professional and further refined to a final list of 12 aspects.

Table 1 lists all the aspects with their descriptions. Table 2 lists the deponent roles, their definition, and the aspects related to the respective roles.
### Table 1. List of aspects for accident/claim cases

| Topic ID | Topic                          | Definition                                                                                                                                 |
|----------|--------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| 1        | B (Biographical)               | This topic covers the background of the witness, family and work history, along with educational background, training, etc.             |
| 2        | EB (Event Background)          | This topic covers events that happened or conditions that existed just before the actual event (accident) that resulted in the legal claim. |
| 3        | ED (Event Details)             | This topic covers all details about the accident event that resulted in the legal claim.                                                  |
| 4        | EC (Event Consequences)        | This topic covers the results or effects of the event that resulted in the legal claim, including injuries, pain, medical treatment, lost income, and impact of the injury/accident on the person’s life. |
| 5        | PPC (Prior Physical Condition) | This topic covers what the injured person could do before this injury happened.                                                            |
| 6        | TR (Treatments Received)       | This topic covers all medical treatment received by the plaintiff for the injury. It includes EMT services, diagnostic testing, hospitalization, medications, surgeries, medical appliances, therapy, and counseling. |
| 7        | EE (Expert Elaboration)        | This topic covers any detailed explanation by an expert witness. It usually involves the use of precise medical, engineering, vocational or economic terminology, and may include detailed elaboration on the definition of the term. |
| 8        | IP (Impact on Plaintiff)       | This topic covers any description of the physical, mental, emotional, or financial impact of the injury on the plaintiff, including physical limitations, recovery progress, and any planned or potential future treatment. |
| 9        | DP (Deposition Procedures)     | This topic covers the instructions that are often provided to deponents.                                                                 |
| 10       | OPS (Operational procedures/inspections/maintenance/repairs) | Most injury claims involve movable (cars, boats, etc.) or immovable property (buildings, equipment, etc.). This topic covers the condition, operational procedures, inspection, maintenance, or repairs of the property involved in the accident/event. |
| 11       | PRD (Plaintiff-related Details) | For fact witnesses other than the plaintiff, this topic covers information gathered from them about the plaintiff.                          |
| 12       | O (Other)                      | This is to be used for any topic that the annotator believes is not covered in the list above.                                             |

### 3.2. Aspect Classification

For our work, we used 3 different methods for classification. Two of the methods used deep neural networks to model the sentence embeddings for the input sentences. The third method used the BERT model to generate sentence embeddings. We wanted to measure whether simple architectures based on a rich sentence embedding would perform competitively compared to a deep neural network. The following sections describe the architecture of these methods.

#### 3.2.1. CNN based classifier

Though word embedding based deep averaging methods were able to achieve competitive performance in text classification, one of the challenges with such methods is that they do not account for the word order in the sentence. The final averaged representation of the sentence is the same, as long as it has the same words. This follows a simple analogy with a bag-of-words model. Work in used a convolutional neural
| Deponent Role          | Definition                                                                 | Related Aspects |
|------------------------|-----------------------------------------------------------------------------|-----------------|
| Plaintiff              | This is generally the person who files the case against the defendant re-    | B, EB, ED, EC,  |
|                        | questing damages for injury caused by the defendant in an event.             | PPC, TR, IP     |
| Fact Witness           | This person is either a witness to the event or knows facts about when/where/how | B, EB, ED, EC,   |
|                        | the accident/injury occurred. There is sometimes an interaction involved    | PRD             |
|                        | with the plaintiff, but it might not be in all the cases.                   |                 |
| Expert Witness         | This witness is brought in for their domain expertise pertaining to a case.  | B, PPC, TR, EE, |
|                        | These include medical, engineering, and other domain experts typically.      | IP              |
| Related Organization   | These witnesses are from an organization that also is involved in the case.  | B, ED, IP, OPS, | Witness |
|                        | These could range from the defendant parties to organizations that were    | PRD             |
|                        | involved in the claim.                                                     |                 |
| Defendant              | This is the party that has been sued. It could be a person who is being    | B, EB, ED       |
|                        | sued, or this could be representative of the organization being sued. A    |                 |
|                        | witness from an organization has some background related to the event. This |                 |
|                        | background could range from inspection, maintenance, and upkeep of the real |                 |
|                        | or personal property, to knowledge about past events that may be related   |                 |
|                        | to the event.                                                              |                 |

network (CNN) to create a classifier that would be able to account for the word order in the sentence that has to be classified. The network used a spanning window of a variable size, which was generally 2-4, to represent the n-gram based representation in a sentence. The convolution filter size of the network was parameterized and was used to control how many n-grams will be run through the convolution process. Figure 1 depicts the convolution operation capturing a bi-gram representation.

![Figure 1. An n-gram convolution filter [29,30].](image)

We used an architecture similar to [29] for our experiments. The input sentence was tokenized into words. The words were transformed into their embeddings using word2vec. The convolution and max-pooling operations convert the word embeddings of the input words into a fixed-sized representation. This fixed-size representation is the sentence embedding that is generated by the network. Such an embedding, learned after the training process, is semantically rich since it captures the semantic and syntactic relationships between the words. This sentence representation was used by a following fully connected layer, followed by a softmax output layer for classification. Figure 2 shows the architecture of the whole network.

3.2.2. LSTM with attention classifier

Even though a CNN based network can capture the semantic and syntactic relationships between the words using the window based convolution operation, it struggles
to learn the long term dependencies occurring in longer sentences. Recurrent networks like LSTM [32] have the ability to learn such long term dependencies in long sentences (which are often found in depositions). Work in [33] used a bi-directional LSTM with an attention mechanism for neural machine translation (NMT). The context of the input words makes their way back into the beginning of the recurrent network during the back-propagation step in the training phase. This enables the system to learn long-term dependencies. Also, since the network was bi-directional, it also learned the relationship of a word with the words that preceded it, in addition to the words that follow. The hidden states of the network were joined to an attention layer that assigns a weight, known as attention weight, to each term. These attention weights capture the relative importance of the words based on the task. Though the work was used for NMT, we used the same network for classification by joining the attention layer to a dense layer followed by a softmax classification layer. The system was trained end-to-end on the data, and the word embeddings were also learned as part of the training. We added dropout [34] to the embedding, LSTM, and penultimate layers. Additionally, the L2-norm based penalty was applied as part of the regularization. Figure 3 shows the architecture of the network.

3.2.3. BERT embeddings based classifier

Work in [28] introduced a new approach to sequence to sequence architectures. In the recent past, RNNs and LSTMs have been used to model text and capture their long term
dependencies. The challenge with the encoder-decoder model is that the output of the encoder is still a vector. A sentence loses some of its meaning when it is converted into a single vector via recurrent connections. This loss is even greater when the sentence is long. The architecture proposed in the work did not have any recurrent connections to model the input. The approach used stacked multiple layers of attention in the encoder. The decoder also used the same architecture, but employed a masked multi-head attention layer. This was done to ensure that only the past and present words are available to the decoder, and the future words are masked. The architecture allowed the decoder to have complete access to the input, instead of just considering a single vector. The system was trained using the standard WMT 2014 English-German dataset containing about 4.5 million sentence pairs, and attained state-of-the-art results as measured by BLEU score.

Pre-training of Deep Bidirectional Transformers for Language Understanding (BERT) \cite{8} is a framework to generate pre-trained embeddings for sentences. It also can be used to perform various NLP classification tasks using parameter fine-tuning after adding a single fully-connected layer.

The authors make a strong assertion that the embeddings generated by Deep Learning based language models involve a training process that is uni-directional. Such kind of training does not learn the dependencies in both directions. In the self-attention stage, the architecture is required to attend to tokens preceding and succeeding the present token specifically for attention-based question answering tasks.

The system was trained based on two NLP tasks. One of which was to predict a missing word, given a sentence. To create such a training set, a large English language corpora were used. A word was selected at random and removed subsequently. The training objective was to predict the word that was missing from the sentence. The other task was to identify the next suitable sentence for a given sentence, from a custom-developed set that consisted of 4 sentences. The corpora used for training was the Books Corpus (800M words) \cite{35} and English Wikipedia (2,500M words) \cite{36}. We used BERT embeddings to model the sentences followed by a single layer neural network for our experiments.

The classification methods will be referred as CNN, Bi-LSTM, and BERT respectively, in the experiments section.

3.3. Canonical Representation

A QA pair in a legal deposition has its context spread across the question and answer. We wanted to use a form of the text that can combine the whole QA context into a canonical form of declarative sentences. We hypothesize that a canonical form would be able to assist the classifier better than the question or the answer text. We used the techniques from the work in \cite{11} to transform the QA pair into its canonical form. We used the canonical form of a QA pair in our experiments in addition to the question and answer text. Table \cite{3} shows an example declarative sentence for a QA pair.

4. Dataset

Our classification experiments were performed using a proprietary dataset, provided by Mayfair Group LLC. This dataset contained accident and injury case depositions that were made available to us as a courtesy for academic purposes. This dataset contained
Table 3. A QA pair with its canonical form.

| Type      | Text                                                      |
|-----------|-----------------------------------------------------------|
| Question  | Were you able to do physical exercises before the accident? |
| Answer    | Yes. I used to play tennis before. Now I cannot stand for more than 5 minutes. |
| Canonical Form | I was able to do physical exercises before the accident. I used to play tennis before. Now I cannot stand for more than 5 minutes. |

about 350 depositions. We selected 11 depositions that pertained to 2 different litigation matters, each with multiple deponent types. We processed the dataset for any noise and removed all of the content from the depositions other than the QA pairs. We ended up with a total of 9247 QA pairs that we used for training, validation, and testing. For our classification experiments, we divided the dataset into training, validation, and test sets into a ratio of 70, 20, and 10, respectively. The dataset was manually annotated by the authors. Table 4 shows the class distribution for the dataset.

Table 4. Class distribution for the dataset

| Class | Counts | % of Total |
|-------|--------|------------|
| B     | 1455   | 15.73      |
| EB    | 1468   | 15.87      |
| ED    | 522    | 5.64       |
| EC    | 220    | 2.38       |
| PPC   | 39     | 0.42       |
| TR    | 245    | 2.65       |
| EE    | 62     | 0.67       |
| IP    | 51     | 0.55       |
| DP    | 80     | 0.86       |
| OPS   | 1011   | 10.93      |
| PRD   | 1617   | 17.48      |
| O     | 2477   | 26.78      |
| Total | 9247   | 100        |

5. Experiment Setup and Results

5.1. Experimental Setup

We wanted to understand what content from the QA pairs would enable a classification system to capture the semantics of the conversation QA pair effectively. Is it the question, the answer, or the declarative sentence that works best? Or would a combination of these lead to the highest achievable classification results? We used the following combinations of the text content from the QA pairs for our experiments.
The declarative sentences were generated automatically by the transformation method, as described in Section 3.3. For the testing phase involving the DS-M input, the inference was performed using the declarative sentences as generated by the automated methods.

5.1.1. Environment setup
All of the classification experiments were run on a Dell server running Ubuntu 16.04, with 32 GB RAM and two Tesla P40 NVIDIA GPUs.

5.1.2. CNN classifier
The implementation for this classifier was based on [29]. Parameters that were fine-tuned for the CNN with word2vec embeddings classifier are:

1. hidden layer size: Values ranged from 100 to 500 in increments of 100.
2. dropout: Values ranged from 0.1 to 0.5 in increments of 0.1.
3. output layer activation functions: sigmoid, tanh, and relu.
4. n-gram: window size based on unigram, bi-gram, and tri-gram.
5. max-sequence length: It was kept constant at 128.
6. batch-size: It was kept constant at 100.
7. number of epochs: We kept it constant at 30 and performed early stopping if the validation F1-score started to drop.

5.1.3. LSTM classifier
The implementation for this classifier was based on [26]. Parameters that were fine-tuned for the Bi-directional LSTM with attention classifier are:

1. hidden layer size: Values chosen from the set of 64, 128, and 256.
2. embedding size: Values chosen from the set of 32, 64, 128, and 256.
3. learning rate: Values chosen from the set of 0.0001, 0.001, 0.01, and 0.1.
4. max-sequence length: Values chosen from the set of 32 and 128.
5. batch-size: It was kept constant at 100.
6. number of epochs: We kept it constant at 30 and performed early stopping if the validation F1-score started to drop.

5.1.4. BERT classifier
The implementation for this classifier was based on [27]. Parameters that were fine-tuned for the BERT single sentence classifier are:

1. learning rate: Values chosen from the set of 0.00005, 0.00002, 0.0001, 0.0005, 0.0002, 0.001, 0.005, 0.01, 0.05, and 0.1.
2. max-sequence length: Values chosen from the set of 32 and 128.
3. batch-size: It was kept constant at 80.
4. number of epochs: We kept it constant at 30 and performed early stopping if the validation F1-score started to drop.

5.2. Results and Discussion

Table 8 shows the results for each of the 3 systems. We attained the best F1 score of 0.83 for the BERT embeddings based classifier. The classifiers based on CNN and bidirectional LSTM with attention had poor performance with all of the input types. The BERT classifier consistently outperformed all of the other systems for all input types. For the BERT classifier, the best score was attained for the declarative sentences input. It was surprising to us that concatenation of question and answer text had an inferior performance when used for classification, as compared to the declarative sentences. Equally surprising was the fact that concatenating the question and answer text with the declarative sentences had a slightly lower classification performance, as compared to using just the declarative sentences. We believe that transforming a QA pair into a declarative sentence and using that in downstream tasks would be useful because of its form and content. The results also highlight the superior classification efficacy of the BERT based system. The sentence embeddings generated by it were semantically rich. Using them with a single layer neural network resulted in the best classification results, as compared to other systems.

Tables 5, 6 and 7 list the different parameter values for the CNN, Bi-LSTM, and BERT classifiers, respectively, that yielded the best performance for the given form of text.

Table 5. Parameters for the CNN classifier for the deposition dataset after tuning for best performance.

| Parameters       | Values     |
|------------------|------------|
|                  | Q | A | Q+A | DS-M | Q+A+DS-M |
| hidden layer size| 300 | 200 | 200 | 300 | 300 |
| dropout          | 0.2 | 0.2 | 0.3 | 0.5 | 0.3 |
| activation function | sigmoid | sigmoid | sigmoid | sigmoid | sigmoid |
| n-grams          | tri-gram | uni-gram | uni-gram | uni-gram | bi-gram |

To further explore the effectiveness of the declarative sentences, we performed another experiment. In our analysis of the declarative sentences generated by the method in [1], we observed that a few of the generated sentences had some noise. This was due to the less than ideal fusion of the question and answer text, which was also highlighted by the authors of the work for some QA pairs. We wanted to explore whether using declarative sentences that are devoid of any noise would provide any improvement in the classification accuracy. To perform this experiment, we used the same dataset and had human annotators write the declarative sentences for the QA pairs. These annotators had learned English as their first language and were proficient in their writing ability.

We trained the BERT classifier as it was the one with the best performance. We wanted to evaluate whether training using declarative sentences written by human anno-
Table 6. Parameters for the Bi-LSTM classifier for the deposition dataset after tuning for best performance.

| Parameters        | Values       |
|-------------------|--------------|
| hidden layer size | 128          |
| embedding size    | 128          |
| learning rate     | 0.01         |
| max-seq-length    | 32           |
| batch-size        | 100          |
| number of epochs  | 30           |

Table 7. Parameters for BERT classifier for the deposition dataset after tuning for best performance.

| Parameters        | Values       |
|-------------------|--------------|
| learning rate     | 2e-5         |
| max-seq-length    | 32           |
| batch-size        | 80           |
| number of epochs  | 30           |

Table 8. F1-scores for the different methods. Best score in bold.

|                                    | CNN | Bi-LSTM | BERT |
|------------------------------------|-----|---------|------|
| Question (Q)                       | 0.44| 0.43    | 0.64 |
| Answer (A)                         | 0.35| 0.36    | 0.71 |
| Question + Answer (Q+A)            | 0.47| 0.49    | 0.75 |
| Declarative Sentences - Machine (DS-M) | 0.46| 0.46    | 0.83 |
| Question + Answer + Declarative Sentences - Machine (Q+A+DS-M) | 0.50| 0.49    | 0.81 |

Machine-generated declarative sentences (DS-M)
• Human-written declarative sentences (DS-C)
• Concatenated human-written and machine-generated declarative sentences (DS-CM)

Table 9 shows the results of the experiment. We observed that training using the ad-
ditional declarative sentences written by human annotators did not make any difference, as the F1 score remained constant at 0.83. This highlights that the classifier is resilient to noise, and can perform as well with noisy text as with the human-annotated sentences. Table 10 lists the Precision, Recall, and F1-score for the respective classes in each of the three scenarios. The classification model DS-CM performs well on classes with low amounts of training data, as outlined in Table 4, such as EC, PPC, TR, EE, IP, and DP. When compared with the other two models, DS-CM was relatively better, but a test of significance yielded a p-value of .14, so the difference was not significant. On the other hand, both the DS-M and DS-C models perform well in classes with large amounts of training data, and the DS-CM model is not far behind.

Table 9. Experiment results with additional training data using the BERT classifier.

| Text used | F1-score |
|-----------|----------|
| DS-M      | 0.83     |
| DS-C      | 0.82     |
| DS-CM     | 0.83     |

The unequal distribution in the dataset is a point of concern, as observed earlier, as is how these low training data aspects affect the score of the DS-M and DS-C classification models by bringing down their weighted average. We plan to address such in our future work.

To understand the limitations of the classifier further, we performed another experiment using training and testing on human written declarative sentences. We wanted to explore whether the classifier performs well when it has to perform inference on declarative sentences that are devoid of noise. We trained the BERT embeddings based classifier on the dataset with human-written declarative sentences and achieved an F1-score of 0.95 on the test set. This result shows that the presence of noise in the machine-generated declarative sentences hurts the classification efficacy. We find this result very encouraging and believe that a detailed analysis of the classification results between the human-written and machine-generated declarative sentences would provide some insights in tuning the classifiers further. We plan to address this in our future work.

5.3. Error Analysis

We chose the best performing classification system results, as shown in Table 8, and performed a detailed error analysis on the misclassifications. For the analysis, we only included classes that had either an F1-score ≤ 0.9, or a number of misclassifications greater than a threshold of 10. Table 11 discusses the errors associated with each aspect.

5.4. Limitations/Threat to Validation

We want to highlight the following limitations of our work. We plan to address some of them in our future work and continued research in this area.

- We used a total of 11 depositions from 2 different cases. The small scale of this dataset might not be representative of all the aspects in accident and injury-related cases.
### Table 10. Classification scores for BERT

| Cls | DS-M | DS-C | DS-CM |
|-----|------|------|-------|
|     | P    | R    | F1    | P    | R    | F1    | P    | R    | F1    |
| B   | 0.92 | 0.91 | 0.91  | 0.89 | 0.89 | 0.89  | 0.89 | 0.90 | 0.90  |
| EB  | 0.86 | 0.86 | 0.86  | 0.89 | 0.84 | 0.87  | 0.79 | 0.87 | 0.83  |
| ED  | 0.84 | 0.75 | 0.79  | 0.88 | 0.86 | 0.87  | 0.89 | 0.81 | 0.85  |
| EC  | 0.74 | 0.81 | 0.77  | 0.55 | 0.69 | 0.61  | 0.80 | 0.89 | 0.84  |
| PPC | 1.00 | 1.00 | 1.00  | 1.00 | 1.00 | 1.00  | 1.00 | 1.00 | 1.00  |
| TR  | 0.59 | 0.76 | 0.67  | 0.71 | 0.73 | 0.72  | 0.75 | 0.92 | 0.83  |
| EE  | 0.83 | 1.00 | 0.91  | 0.71 | 1.00 | 0.83  | 1.00 | 1.00 | 1.00  |
| IP  | 0.80 | 0.80 | 0.80  | 0.43 | 0.60 | 0.50  | 0.78 | 1.00 | 0.88  |
| DP  | 0.57 | 0.57 | 0.57  | 0.50 | 0.71 | 0.59  | 0.86 | 0.80 | 0.83  |
| OPS | 0.77 | 0.79 | 0.78  | 0.75 | 0.84 | 0.79  | 0.71 | 0.75 | 0.73  |
| PRD | 0.81 | 0.89 | 0.85  | 0.83 | 0.88 | 0.85  | 0.82 | 0.85 | 0.84  |
| O   | 0.84 | 0.76 | 0.80  | 0.82 | 0.71 | 0.76  | 0.87 | 0.73 | 0.79  |
| Avg | 0.83 | 0.83 | 0.83  | 0.83 | 0.82 | 0.82  | 0.83 | 0.83 | 0.83  |

- We had a total of 9247 QA pairs used for our classification work. Expanding this to a larger size would increase the performance of our classifier, but owing to the high cost of annotation of such data, we were limited in the scale of data used in our experiments.
- The Deep Learning landscape is changing very fast in recent times. Text classification is continually being improved by researchers in the field. Our methods might not be the best methods in text classification at the time of publication.

### 6. Conclusion and Future Work

Traditional and state-of-the-art NLP and summarization techniques are challenging to apply to corpora that consist of question-answer pairs. Applying summarization methods as-is on QA pairs leads to less than ideal results because of their form. We used a transformation of the QA pair to a canonical form to ease the processing of such text for classification. However, using the canonical form did not improve the summarization results by much. Hence we desire a summarization method that is customized for the legal domain, but can be extended to other domains. Having a way to break a legal deposition into its constituent aspects topically would help segment the various parts of the depositions that would be further useful for summarization. To achieve this, we developed an ontology of aspects that pertains to the legal domain, especially for property and casualty insurance claims. This ontology can be expanded or modified for other kinds of cases or for different domains. For classification purposes, we have developed our own dataset by manually annotating 9247 QA pairs for their respective aspects. This dataset helped us in training and evaluating our classifiers.

We developed three classification methods for classifying the aspects present in legal depositions:
- Convolutional Neural Network (CNN) with word2vec embeddings,
- Bi-directional Long Short Term Memory (LSTM) with attention mechanism,
Table 11. Error analysis

| Class                  | Analysis                                                                                                                                                                                                 |
|------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| B (Biographical)       | Most of the misclassifications are attributed to the incorrect class assignment to “OPS,” “O,” and “EB” classes. Sentences assigned to “OPS” and “EB” categories have similar words often found in the listing of skills of a person, which are used in the “B” category such as “work,” “manufacturing,” “construction.” This inclusion of these words without proper context results in misclassification. The declarative sentences generated by the automated methods sometimes remove the context. For example, a human-written declarative sentence such as “I left ORG165 due to difference of opinion” includes the background with not so much reliance on other sentences in the block. But in a machine-generated declarative sentence, “I did leave there due to difference of opinion” does not convey the context unless the previous and preceding declarative sentences are also included. Such sentences are often assigned to the “O” class. |
| EB (Event Background)  | With the exception of getting misclassified to “B” and “OPS” categories for the similar reasons mentioned in the “B” category, most get assigned to “ED”. This misclassification has to do with the sharing of certain words in the training example with the “ED” and “EC” classes. |
| ED (Event Details)     | The few misclassifications for this class are assigned to the “O” class. Mostly these sentences do not include the essential terms/context but are just repeated sentences by a deponent during the deposition. |
| EC (Event Consequences) | Training data for this class is less, making it hard for the classifier to learn words associated with this class as compared to “ED,” “EB,” “IP”. |
| TR (Treatments Received) | The misclassifications can be attributed to the lack of context in the sentences. The sharing of terms in the training data with the “PPC” class makes learning the correct word associations difficult for the classifier. |
| IP (Impact on Plaintiff) | The medical impact of the injury on the plaintiff as against the other kind of impacts is often misclassified in this class. The misclassified sentences are assigned to the “EE” class. The inclusion of terminology in these classes is the primary reason for this misclassification. |
| DP (Deposition Procedures) | Possible misclassifications in this class are due to a limited amount of training data and frequent use of the word “deposition,” which is also found in the “B” class when inquiring about past depositions of the deponent. |
| OPS (Operational procedures/ inspections/ maintenance/ repairs) | The majority of the misclassifications are assigned to “EB” and “PRD” classes. A common reason for getting attached to an event-related class is the terminology cross over. “OPS” and “PRD” classes are only covered as part of the witness deponent roles such as Related Organization Witness, leading to the sharing of words in the training data. |
| PRD (Plaintiff-related Details) | Most misclassifications can be attributed to the “B” class. Conversations about acquaintance with the plaintiff and other related people are mostly considered as part of the “B” class. The presence of the word “plaintiff” sometimes results in misclassification. |
| O (Other)              | Sentences not assigned to any of the previous classes are all assigned to “O”, making it a mix of many variants of terminology and context. The sharing of terms with other classes results in the assignment of the sentences of this class to other classes, leading to low recall. |

- BERT sentence embeddings based classifier.

We plan to improve and extend this work in the following ways.

1. Add more training examples to the dataset for the aspects that had classification errors due to a smaller number of training examples.
2. Provide more context to the classifier using the preceding classes from the previous 2 QA pairs [37] to classify the current QA pair, to improve the classification accuracy.

3. Not all depositions will have all the aspects. Creating a framework to group certain aspects into specific ones based on deponent type would further help organize aspects better.

4. Analyze the classifications on the test set involving human written declarative sentences. Identify the classification differences vis-a-vis with the machine-generated declarative sentences to improve the classifiers further.

5. We have collected additional data for classification. Attorneys and paralegals have annotated this data. Training the system on this additional data should increase the classification score further.

6. Develop NLP and deep learning techniques to identify segments within the legal deposition that are centered around the same topic. Using the aspects would help create these segments that can be used to generate summaries.

7. Develop explainable AI methods to correlate summary sentences back to the parts in the deposition that provide their support.
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