The Chiral Anomaly Factory: Creating Weyls with a Magnetic Field
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We consider two types of symmetry-enforced four-band crossings. While breaking inversion symmetry can create Weyl fermions, it can also break inversion and time reversal symmetry, making Weyl fermions robust to small perturbations due to their topological character, Dirac points require a combination of crystal symmetry, time reversal, and inversion symmetry. This suggests that Weyl fermions can be engineered by breaking inversion symmetry in materials with four-band crossings. While breaking inversion symmetry can be accomplished by adding strain, it is more straightforward to break time reversal symmetry by turning on a magnetic field. This route to creating Weyl fermions has already been carried out in GdPtBi, HgTe, and InSb. We predict that the same route can be used to observe Weyl fermions in the experimentally relevant materials HgTe and InSb.

Here, we consider turning on a magnetic field in materials with four-band crossings. We consider two types of four-band crossings: symmetry-enforced band crossings at the Γ point and Dirac crossings near the Γ point on a high-symmetry line. In both cases, the magnetic field breaks the four-band crossing into an even number of Weyl nodes. We demonstrate the emergence of Weyl nodes explicitly in GdPtBi, HgTe, and InSb, which host a symmetry-enforced four-band crossing, and Cd₃As₂ and Na₃Bi, which host Dirac points, using k·p Hamiltonians generated by ab initio calculations. We then show that this is a general result when the magnetic field is along a high-symmetry line. However, the emergent Weyls do not always reside on the axis parallel to the magnetic field: instead, a complex map of Weyl points (and nodal lines) emerges for different directions of the magnetic field. Since Weyl points do not require symmetry protection, they persist when the magnetic field is moved away from these axes. Surprisingly, we find that in GdPtBi, HgTe, and InSb, Weyl points exist for all directions of the magnetic field.

Finally, we consider the semiclassical negative magnetoresistance that is a consequence of the chiral anomaly. This has previously been considered for Weyl points that exist independent of the magnetic field. Here, we show that when the Weyl points are created by a magnetic field, the magnetoresistance takes a different scaling form. In particular, it can scale as high as $B^{5/2}$, where the exact scaling depends on the linearized Hamiltonian near the Weyl point. We apply this model to GdPtBi, in which recent experiments have observed the chiral anomaly.

We emphasize that while we use the language of applying an external magnetic field, our results apply equally well to magnetically ordered materials that host a four-band crossing above the Néel temperature. If the magnetic moment is soft (without a hard axis), the magnetic moments can be rotated with the field. Even above the Néel temperature, the effect of the magnetic field can be increased by the spin ordering along the direction of the field. This is relevant for the magnetic Heuslers.

EMERGENT WEYL NODES FROM A SYMMETRY-ENFORCED FOUR-BAND CROSSING

Here we focus on GdPtBi, which is in the $T_d$ point group. However, because our analysis depends only on symmetry and band inversion, it applies to all materials with the same symmetry and relevant orbitals near the Γ point, e.g., HgTe and InSb.

In GdPtBi, the low-energy spectrum near the Γ point is described by the four $p$-orbitals with $j_z = \pm 3/2, \pm 1/2$. Thus, the symmetry operators comprise...
a four-dimensional representation of the $T_d$ symmetry group. The $k \cdot p$ Hamiltonian takes the form \cite{35},

\begin{equation}
H_T(k_x, k_y, k_z) = \left( A_0 + (A + \frac{C}{\sqrt{3}})k^2 \right) I_{4x4} + C(k_x^2 - k_y^2) \Gamma_1 + \frac{C}{\sqrt{3}}(2k_x^2 - k_x^2 - k_y^2) \Gamma_2 + E(k_x k_y \Gamma_3 + k_x k_z \Gamma_4 + k_y k_z \Gamma_5) + D(k_x U_1 + k_y U_2 + 2k_z U_3),
\end{equation}

where the $\Gamma_{1...5}$ are Clifford algebra matrices, $\Gamma_{ij} = [\Gamma_i, \Gamma_j]/(2i)$ and $U_1 = \sqrt{3}\Gamma_{15} - \Gamma_{25}, U_2 = -\sqrt{3}\Gamma_{14} - \Gamma_{24}, U_3 = \Gamma_{23}$. The parameters $A_0, A, C, D, E$ are obtained by an ab initio fit and given in the Supplementary Material. The spectrum is four-fold degenerate at the $\Gamma$ point, with two bands dispersing upwards and two dispersing downwards. The $D \neq 0$ parameter breaks inversion symmetry.

We now consider what happens in the presence of a magnetic field by adding an effective Zeeman coupling to Eq \eqref{eq:30},

\begin{equation}
H_z = \vec{B} \cdot \vec{J},
\end{equation}

where $\vec{J}$ is a vector of the spin-3/2 matrices. Using this model, oppositely-dispersing bands have either a protected or avoided crossing, regardless of their $g$-factor. Notice that band inversion is crucial here: if all bands dispersed in the same direction, then the presence or absence of a crossing would depend crucially on the precise values $g$-factors of the bands. However, as long as the system exhibits band inversion, and all bands have the same sign of the $g$-factor, then the physics described below is universal. The same physics is applicable if in Eq \eqref{eq:74}, $\vec{B}$ is replaced by the Néel magnetization.

When the magnetic field is along an axis of rotation, band crossings along this axis between bands with different eigenvalues under the rotation are protected; thus, Weyl points are guaranteed to exist. Since their nontrivial Chern number cannot disappear under small deformations of the Hamiltonian, they will continue to exist even as the magnetic field is moved away from the rotation axis. This protection is crucial to experimental observation. However, as the magnetic field is moved far away from a high-symmetry axis, it is possible for two Weyl points of opposite chirality to meet and annihilate. Surprisingly, we have verified numerically, using the $k \cdot p$ Hamiltonian \cite{35}, that this is not the case for every pair of nodes: Weyl points exist in GdPtBi for all directions of the magnetic field.

Weyl points can also be protected between high-symmetry planes with different Chern numbers; we show\cite{35} that in GdPtBi, when the magnetic field is applied along the $\hat{z}$ direction, two such Weyl points exist in the $k_x = 0$ plane and another pair in the $k_y = 0$ plane. These points persist –albeit moving in momentum-space– when the magnetic field is moved off this axis until they reach each other and annihilate. The same analysis applies to a magnetic field in the $\hat{x}$ and $\hat{y}$ directions.

When the magnetic field is in the $\hat{x} + \hat{y}$ direction, we find four Weyl nodes which, for $D \to 0$, are confined to the $(k, k, k_z)$ plane; these nodes persist as $D$ is continuously varied from zero to its experimentally relevant value in either GdPtBi, HgTe or InSb. Additionally, at least one line node appears in the $(k, -k, k_z)$ plane.\cite{35} For the ab initio parameters, two line nodes appear; however, for other choices of parameters, one of these lines moves towards the edge of the Brillouin zone and disappears.

Last, when the magnetic field is in the $\hat{x} + \hat{y} + \hat{z}$ direction, there are four Weyl points along the $k_x = k_y = k_z$ axis.

Additional Weyl points at generic points in the Brillouin zone must occur in multiples of six or eight, depending on the symmetry that remains when a particular magnetic field is present. A summary of Weyl points that emerge in GdPtBi upon applying a magnetic field along a high-symmetry axis are shown in Table \ref{tab:1}.

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|}
\hline
$\vec{B}$ & Emergent Weyl points \\
\hline
001, 010, 100 & 6 + 8k_x Weyl points \\
[110], [110], [101], & 0, 1, or 2 line nodes, \\
[101], [011], [011] & 4 + 8k_x Weyl points \\
[111], & \\
[111], [111], [111], & 4 + 6k_x Weyl points \\
\hline
\end{tabular}
\end{center}
\caption{Weyl points in GdPtBi when a magnetic field is applied along one of the high-symmetry axes in the first column. The integers $k_i$ indicate Weyl points that appear at generic points Brillouin zone; for GdPtBi, a numerical analysis of our $k \cdot p$ model yields $k_1 = k_2 = 0, k_3 = 1$, but these numbers are material-dependent.}
\end{table}

\section*{Emergent Weyl Nodes from Dirac Points Near the $\Gamma$ Point}

In Cd$_3$As$_2$ and Na$_3$Bi, a different, but similar, scenario develops, where again band inversion plays a crucial role. There are two pairs of relevant orbitals at the $\Gamma$ point near the Fermi level: the $s$-orbitals with $j_z = \pm 1/2$ and the $p$-orbitals with $j_z = \pm 3/2$; each pair transforms as a two-dimensional representation of $D_{6h}$, where $n = 4$ in Cd$_3$As$_2$ and $n = 6$ in Na$_3$Bi. The two representations have different energies at the $\Gamma$ point, but, because the bands are inverted, they can cross elsewhere in momentum space. In the materials of interest, the crossing is protected by $C_{nz}$ symmetry and exists close enough to
the Γ point to be described by the effective $k \cdot p$ model,

$$H_{\text{Dirac}}(k_x, k_y, k_z) = \left( C_0 + C_1 k_x^2 + C_2 k_y^2 \right) I_{4 \times 4} + \tau_z \otimes \left( (M_0 + M_1 k_x^2 + M_2 k_y^2) \sigma_z + A(\sigma_x k_x + \sigma_y k_y) \right),$$

where $k_x^2 = k_y^2 + k_z^2$. Eq (3) describes two Dirac points on the $k_z$ axis at $k_z = \pm \sqrt{-M_0/M_1}$ ($M_0$ and $M_1$ have opposite signs in the ab initio fit; the fitting parameters for the quadratic terms and the symmetry-allowed third order terms are included in the Supplementary Material.) Because the four relevant bands come in pairs with distinct angular momentum character, we allow for two different g-factors $g_s$ and $g_p$ in the Zeeman coupling $\mathcal{H}_Z$. In the presence of a magnetic field, each Dirac point can split up to four Weyl points. As in the previous section, putative crossings will exist regardless of the g-factors of the different orbitals because the bands disperse in opposite directions. Furthermore, Weyl points that emerge when the magnetic field is along a particular high-symmetry axis must persist when the field is slightly off-axis because they can only annihilate in pairs of opposite chirality.

We now summarize our results. When the magnetic field is along the $\hat{z}$ direction all band crossings are protected by $C_{nz}$ symmetry: depending on the value of the magnetic field, this implies between four and eight Weyl points. Band crossings between the $j_z = \pm 3/2$ and $\mp 1/2$ bands are double Weyl points – these are not robust to small changes in the magnetic field; instead, they can split into two single Weyl points. Line nodes, protected by $M_{001}$, can also emerge in the $k_z = 0$ plane for large enough magnetic field.

When the magnetic field is along the $\hat{x}$ direction, $C_{2x}$ symmetry can protect between two and four total Weyl points and $M_{100}$ symmetry protects line nodes in the $k_x = 0$ plane. The same is true for the other symmetry-related directions.

**SEMICLASSICAL MAGNETOTRANSFER**

The presence of Weyl points near the Fermi surface in a material – whether intrinsic or created by an external field – leads to an experimentally measurable negative magnetoresistance [13,14,38,22,24]. The origin of this effect is due to the non-trivial Berry curvature surrounding each Weyl node, and is a manifestation of the so-called “chiral anomaly.” Previous theoretical analysis of this effect has been carried out for materials with intrinsic, field independent Weyl nodes, in both the semiclassical and ultra-quantum (only the lowest Landau level occupied) limits [21,33,34,98]. For these intrinsic Weyls, chiral kinetic theory implies that, in the semiclassical limit and at low temperature, there is an anomalous positive magnetoconductance of the form

$$\sigma_{\alpha}^{\mu \nu} = \sum_i \frac{\tau_i v_i^3}{8 \pi^2 \mu_i^2} B^\mu B^\nu (1 + O(B)),$$

where $\tau$ is the inter-nodal scattering rate, $v_i$ is the (geometric) mean velocity of node $i$, and $\mu_i$ is the chemical potential measured from node $i$. We wish to generalize this result to the case where the Weyl nodes are created by an external magnetic field. Relegating the details of the derivation to the Supplementary Material, we find that the magnetoconductance acquires additional field dependence due to the field dependence of the Weyl velocities, which enters both explicitly and through the now-strongly-field-dependent scattering time. We find for low fields

$$\sigma_{\alpha}^{\mu \nu} = \sum_i \frac{\tau_i^i B^\mu B^\nu}{8 \pi^2 \mu_i^2} (1 + O(B)).$$

We now make three observations. First, because $|\det A^i|$ depends on magnetic field, we expect that the magnetoconductance for field-created Weyls scales differently than for intrinsic Weyl semimetals. Second, because $|\det A^i|$ is not a rotationally invariant function of $B$, we expect that the magnetoconductance will also fail to be rotationally invariant. Finally, as $B$ increases, we expect the $O(B)$ corrections to Eq. (4), given explicitly in the Supplementary material, to become significant. This can cause the directionality of the magnetoconductance to acquire additional field-dependence.

Similarly, thermoelectric transport in Weyl materials is also influenced by the chiral anomaly. In particular, the thermoelectric conductivity $\alpha_{\mu \nu}$, relating the current response to a temperature gradient, is experimentally relevant. Using Onsager reciprocity [38,49], we can compute this by looking instead at the energy current response to an electric field. Using the same semiclassical treatment as above and neglecting interactions we recover the Mott formula

$$\alpha_{\mu \nu} = \frac{\pi^2 T^2}{3} \frac{\partial^2 \sigma_{\mu \nu}}{\partial \mu},$$

valid for both the anomalous and non-anomalous parts of the thermoelectric conductivity. In particular, we expect that the magnetic field dependence of the anomalous
thermoelectric conductivity should simply follow that of the ordinary conductivity. Differences between these two effects serves to measure the significance of electron-electron interactions, which explicitly modify the heat-current\cite{40}.

Lastly, we remark on the effects of higher-order Weyl crossings on magnetotransport. In particular, we focus on double-Weyl points, since – as mentioned above – these are present in Na$_3$Bi and Cd$_3$As$_2$. Using the fact that the Berry curvature transforms as a tensor under reparametrizations of the Brillouin zone, we can easily repeat the semiclassical analysis above for double (or even $n$-fold) Weyl points. We find that the forms of all transport coefficients remain the same. The only change is that the response coefficients are proportional to the square of the Chern number (i.e., 4 in the case of a double Weyl), and that the form of the density of states changes. In particular, the density of states for a double Weyl point is linear in the chemical potential.

**VALIDITY OF SEMICLASSICAL TRANSPORT**

We now consider whether Weyl points can be well separated when the system is in the semiclassical regime. This introduces two competing criteria. First, the Weyl points must be well-resolved: the Fermi level must be close enough to the nodal point that the Fermi surface consists of disconnected pockets encircling each node. Quantitatively, this translates to the constraint,

$$k_F \sim \frac{\mu}{v} \ll k^0$$

where $\nu = (\det A)^{1/3}$ is the mean velocity of the Weyl point at position $k^0$, $k_F$ is the Fermi wavevector measured as the deviation from $k^0$, and the chemical potential $\mu$ is the deviation in energy from the Weyl point.

Second, we demand that the number $\nu$ of filled Landau levels is large. Recall that for a single Weyl point,

$$\mu \sim 2Bv.$$  

Hence, we demand,

$$\mu \gg \sqrt{2B}$$  

We now consider when the two constraints (8) and (10) are simultaneously satisfiable. For Weyl points that originate from a symmetry-enforced band touching, such as those in GdPtBi, $v \sim k^0 \sim \sqrt{B}$, and hence we need simultaneously that

$$B \gg \gamma_1 \mu \text{ and } B \ll \gamma_2 \mu^2$$  

where $\gamma_1$ and $\gamma_2$ are material-dependent parameters. Whether or not there exists a regime that satisfies Eq (11) depends on $\mu$, which is nearly fixed (for $B$ not too large) for a bulk 3d material. For GdPtBi, we find from experiment\cite{13} that the Weyl points become well resolved for $B \sim 6T$; however quantum oscillations reveal that the Landau level index $\nu \sim 5$ at this value of the field. Hence, there is no clean semiclassical regime.

If the scale of inversion breaking, $D$ in Eq (30), is much larger than the magnetic field, then $\frac{k^0}{B} \sim \frac{\mu}{v}$ and $\nu \sim D$. Then Eq (11) is replaced by,

$$\gamma_1 \mu \ll D\sqrt{B} \text{ and } \sqrt{B} \ll \gamma_2 \mu,$$  

which is satisfied when $D$ exceeds other scales.

We now consider Weyl points that emerge from splitting a Dirac point with a magnetic field. In this case, for the two Weyl points to be well-resolved, the spacing between the Weyl points, which scales like $B$, must be greater than $k_F \sim \mu/v$. To leading order, $\nu$ depends on the initial dispersion (i.e., determined by Eq (3)) and only has sub-leading $B$ dependence. This again leads to Eq (11). The recent experiment on Na$_3$Bi\cite{13} reports the nodes to be well separated when $B = 12T$, but the onset of the lowest Landau level to be near $6 \sim 8T$. Hence, here too, the semiclassical approximation seems to break down.

**DISCUSSION**

A magnetic field can create Weyl points from four-band crossings by breaking time reversal symmetry. This is a powerful technique for creating Weyl points whose position in energy-momentum space is tunable. Here, we have studied two canonical and experimentally relevant examples: a symmetry-enforced four-band crossing at the $\Gamma$ point and a Dirac node near the $\Gamma$ point. We have shown that a complex map of Weyl points (and line nodes) emerges, depending on the direction and magnitude of the magnetic field. It would be interesting to experimentally track the movement of these points by observing how the surface Fermi arcs move as the magnetic field is changed. Furthermore, for the particular cases of GdPtBi, HgTe, and InSb our numerical analysis indicates that Weyl points exist for all directions of the magnetic field: this should prompt future experiments that probe the chiral anomaly with fields away from the high-symmetry axes.

We computed the anomalous longitudinal conductance in the semiclassical regime for Weyl points created by a magnetic field. The conductance scales with a higher power of the magnetic field than the conductance for intrinsic Weyl points. This is consistent with experimental observation: for example, for intrinsic Weyl points, when the magnetic field is rotated with respect to the electric field by some angle, $\theta$, the longitudinal conductance is proportional to $\cos^2 \theta$, while Ref \cite{13} reports a fit to $\cos^4 \theta$ and, similarly, Fig 2b in Ref \cite{13} is better fit by...
cos^3 \theta or cos^4 \theta than cos^2 \theta. However, there are two details swept under the rug in this naive analysis: first, as mentioned in the previous section, the experiments are not fully deep in a clean semiclassical regime; and second, we have demonstrated that the Weyl points move as a function of magnetic field and thus would not expect the data to be described by any power of cos \theta. Our main point is that the scaling of longitudinal conductance like B^2 for intrinsic Weyl points does not apply to magnetic-field created Weyl points and we expect this to be crucial in understanding future experiments.

Our analysis readily generalizes to other point groups. This would be a useful course of study to identify future candidates for magnetic field created Weyl points. In addition, an analysis of the quantum regime could be used to describe existing experiments. We leave these questions for future works.
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### 4D Irreps at \Gamma: GdPtBi, HgTe, InSb

In this Appendix, we perform the detailed symmetry analysis of materials with a quadratic four-band crossing at the \Gamma point in a Zeeman field. We will first derive the most general low-energy k \cdot \mathbf{p} Hamiltonian near the \Gamma point. We then deduce the location and multiplicities of all sets of Weyl points that emerge when the magnetic field is aligned with high-symmetry crystallographic directions.

In all cases we consider, the low-energy bands come from the p orbitals with total angular momentum J = \frac{3}{2}. We have chosen the ordered basis \{ J, m_J \} = \{ \frac{3}{2}, \frac{1}{2} \}, \{ \frac{3}{2}, \frac{3}{2} \}, \{ \frac{3}{2}, -\frac{1}{2} \}, \{ \frac{3}{2}, -\frac{3}{2} \}. The J = \frac{3}{2} angular momentum operators are:

\[ J_x = \begin{pmatrix}
\frac{\sqrt{3}}{2} & 0 & 0 \\
0 & \sqrt{3} & 0 \\
0 & 0 & \frac{\sqrt{3}}{2}
\end{pmatrix} \]

\[ J_y = \begin{pmatrix}
0 & -\frac{1}{2}(i\sqrt{3}) & 0 \\
\frac{\sqrt{3}}{2} & 0 & -i \\
0 & i & \frac{1}{2}(i\sqrt{3})
\end{pmatrix} \]

\[ J_z = \begin{pmatrix}
\frac{3}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & -\frac{3}{2}
\end{pmatrix} \] (15)

### Symmetries

In this basis, we can represent the elements of the symmetry group \( T_d \) along with time reversal by the matrices (\( K \) represents complex conjugation)

\[ T = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix} \] (16)

\[ C_{2x} = \begin{pmatrix}
0 & 0 & 0 & i \\
0 & 0 & i & 0 \\
i & 0 & 0 & 0
\end{pmatrix} \] (17)

\[ C_{2y} = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix} \] (18)

\[ C_{2z} = \begin{pmatrix}
i & 0 & 0 & 0 \\
0 & -i & 0 & 0 \\
0 & 0 & i & 0 \\
0 & 0 & 0 & -i
\end{pmatrix} \] (19)

\[ C_{4z} I = \begin{pmatrix}
-\sqrt{-1} & 0 & 0 & 0 \\
0 & -(1)^{3/4} & 0 & 0 \\
0 & 0 & \sqrt{-1} & 0 \\
0 & 0 & 0 & -(1)^{3/4}
\end{pmatrix} \] (20)

\[ M_{110} = \begin{pmatrix}
0 & 0 & 0 & -(1)^{3/4} \\
0 & 0 & \sqrt{-1} & 0 \\
(1)^{3/4} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \] (21)

\[ C_{3, 111} = \sqrt{2} e^{-i\pi/4} \begin{pmatrix}
-i & -\sqrt{3} & i\sqrt{3} & 1 \\
-i\sqrt{3} & -1 & -i & -\sqrt{3} \\
-i\sqrt{3} & 1 & -i & \sqrt{3} \\
-i & \sqrt{3} & i\sqrt{3} & -1
\end{pmatrix} \] (22)
From here on, we ignore the overall energy shift by setting $A_0 = 0$. Inversion symmetry is preserved when $D = 0$. Notice the unconventional $C_4I$ symmetry, where $I$ is inversion; inversion by itself is not a symmetry. The Hamiltonian $H(k_x, k_y, k_z)$ then must satisfy:

$$TH(k_x, k_y, k_z)T^{-1} = H(-k_x, -k_y, -k_z) \tag{23}$$

$$C_{2x}H(k_x, k_y, k_z)C_{2x}^{-1} = H(k_x, -k_y, -k_z) \tag{24}$$

$$C_{2y}H(k_x, k_y, k_z)C_{2y}^{-1} = H(-k_x, k_y, -k_z) \tag{25}$$

$$C_{2z}H(k_x, k_y, k_z)C_{2z}^{-1} = H(-k_x, -k_y, k_z) \tag{26}$$

$$C_{4z}IH(k_x, k_y, k_z)(C_{4z}I)^{-1} = H(k_y, -k_x, -k_z) \tag{27}$$

$$M_{110}H(k_x, k_y, k_z)M_{110}^{-1} = H(-k_y, -k_x, k_z) \tag{28}$$

$$C_{3,111}H(k_x, k_y, k_z)C_{3,111}^{-1} = H(k_z, k_x, k_y) \tag{29}$$

The most general Hamiltonian consistent with Eqs. (23)-(29) is given – to order $k^3$ – by,

$$H(k_x, k_y, k_z) = (A_0 + Ak^2)I_{4 \times 4} + C(k_x^2 - k_y^2)\Gamma_1 + \frac{C}{\sqrt{3}}(2k_x^2 - k_z^2 - k_y^2)\Gamma_2 + E(k_xk_y\Gamma_3 + k_xk_z\Gamma_4 + k_yk_z\Gamma_5) + D(k_xU_1 + k_yU_2 + 2k_zU_3) \tag{30}$$

Notice the matrices $\Gamma_{1...5}, U_{1,2,3}$ are given by:

$$\Gamma_1 = \frac{1}{\sqrt{3}}(J_x^2 - J_y^2) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}$$

$$\Gamma_2 = \frac{1}{3}(2J_x^2 - J_y^2 - J_z^2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

$$\Gamma_3 = \frac{1}{\sqrt{3}}\{J_x, J_y\} = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & i & 0 & 0 \end{pmatrix}$$

$$\Gamma_4 = \frac{1}{\sqrt{3}}\{J_x, J_z\} = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{pmatrix}$$

$$\Gamma_5 = \frac{1}{\sqrt{3}}\{J_y, J_z\} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & 0 & i \\ 0 & 0 & i & 0 \end{pmatrix}$$

Notice the $\Gamma_{1...5}$ are Clifford algebra matrices:

$$\{\Gamma_a, \Gamma_b\} = 2\delta_{ab} \tag{32}$$

and $U_{1,2,3}$ can be written down in terms of the Clifford algebra matrices and their commutations (the full $su(4)$ algebra):

$$\Gamma_{ab} = \frac{1}{2i}[\Gamma_a, \Gamma_b] \tag{33}$$

as:

$$U_1 = \sqrt{3}\Gamma_{15} - \Gamma_{25}; \quad U_2 = -\sqrt{3}\Gamma_{14} - \Gamma_{24}; \quad U_3 = \Gamma_{23} \tag{34}$$
The ab initio fit yields:

\[
\begin{array}{cccc}
A & C & D & E \\
\text{GdPtBi} & -1.46 & 8.20 & 0.08 & -5.4 \\
\text{HgTe} & 2.85 & 11.20 & 0.04 & -12.0 \\
\text{InSb} & 8.85 & 14.20 & 0.01 & -22.0 \\
\end{array}
\]

where \( A, C, \) and \( E \) are in units of eVÅ\(^2\) and \( D \) is in units of eVÅ. Along the \( k_z \) axis, this structure is inverted, with the \( J_z = \pm 3/2 \) heavy bands dispersing upwards (electron-like) and the \( J_z = \pm 1/2 \) bands dispersing downwards (hole-like).

### Weyl Nodes

When time-reversal symmetry is broken, a complicated phase diagram of Weyl points appears. The number of these Weyl points depends on the direction of the magnetic field, on the \( g \)-factors of the problem, and on whether the magnetic field couples differently to heavy and light holes. We can use the \( k-p \) model \(^{(30)}\) with the parameters \(^{(35)}\) to find the Weyl points in most of the interesting cases, and we expect it to be reliable. Since \( g \)-factors are notoriously hard, we use an effective model for the Zeeman coupling where we add to the Hamiltonian in Eq. (30) the Zeeman term:

\[
H_Z = \vec{B} \cdot \vec{J}
\]

where \( J_x, J_y, J_z \) are the spin-3/2 matrices of Eqs. (13) \(^{[14]}\) \(^{[15]}\). We have assumed that the \( g \)-factor is positive, without loss of generality. We now analyze the spectrum as we align the magnetic field with high-symmetry crystallographic axes.

### Field in [001] direction

At \( \vec{k} = 0 \), the presence of the magnetic field splits the 3/2 multiplet into four bands with energies \( 3/2B, 1/2B, -1/2B, -3/2B \); the first and fourth bands disperse upwards, while the second and third disperse downwards.

We first consider the spectrum when \( \vec{k} \) is in the [001] direction. There are two Weyl nodes on the 001 high symmetry axis between the \(-3/2 \) and \(-1/2 \) bands. Since the band of energy \(-3/2B \) at the \( \Gamma \) point disperses upwards, while the bands of energy \( 1/2B, -1/2B \) disperse downwards, they will invariably intersect. The crossing between the \(-1/2 \) and \(-3/2 \) bands is protected, as the bands have different eigenvalue under \( C_{2z} \) – their eigenvalues are \( \pm \), as given by Eq (19). There are two Weyls at \( \vec{k} = (0, 0, \pm \sqrt{3B}/2) \). They are related by \( C_{4z}I \), which means that they have opposite chirality due to the inversion operation (inversion changes the Weyl charge, TR leaves it invariant, rotations leave it invariant and mirrors – the product of rotation times inversion – change it.) They are shown in Fig. 1a.

We move to analyze the physics between the \(-3/2 \) and \( 1/2 \) bands (the \(-3/2 \) band disperses upwards, the \( 1/2 \) band downwards and they start inverted). Their crossings in the [001] direction are avoided. However, we now give a topological proof why they must give rise to Weyl points elsewhere in momentum space.

Consider the plane \( k_z = 0 \). It is a gapped plane with respect to the bands \(-3/2, 1/2 \). At the \( \Gamma \) point, the \( C_4I \) eigenvalues of these bands are exp(\(i3\pi/4\)), exp(\(i7\pi/4\)) respectively. The \(-3/2 \) rests below the \( 1/2 \) band at the \( \Gamma \) point.

Away from the \( \Gamma \) point, if we believe the \( k-p \) model correctly describes the physics, the bands at very large momentum (or \( (\pi, \pi) \) on the lattice, which is infinity in the continuum) are ordered in energy in the normal \( 1/2, -3/2 \) way and so their \( C_4 \) eigenvalues are exactly the opposite of those at the \( \Gamma \) point.

Now take the plane \( k_z = \pi (= \infty) \). In this plane the bands have \( C_{4z}I \) eigenvalues exp(\(i7\pi/4\)), exp(\(i3\pi/4\)), ordered in energy. Hence, going from the \( k_z = 0 \) to \( k_z = \pi \) plane, the \( C_{4z}I \) eigenvalue of the lower band has changed from exp(\(i3\pi/4\)) to exp(\(i7\pi/4\)). Ref \([41]\) relates the eigenvalues of the \( C_4 \) operator of the occupied bands to the quantity \( i^C \) where \( C \) is the Chern number of the bands:

\[
i^C_{k_z=0} - C_{k_z=\infty} = \frac{\exp(\text{i}3\pi/4)}{\exp(\text{i}7\pi/4)} = -1
\]

Hence, \( C_{k_z=0} - C_{k_z=\infty} = 2 \). Since both those planes are gapped with respect to the \(-3/2 \) and \( 1/2 \) bands, we see that two (mod four) Weyl nodes have to reside between \( k_z = 0 \) and \( k_z = \infty \) planes.

Suppose one of these points is at some \( \vec{k} = (k_x0, k_y0, k_z0) \). By \( C_{2z} \) symmetry, its partner is at \( (-k_x0, -k_y0, k_z0) \). However, unless \( k_x0 = 0 \) or \( k_y0 = 0 \), the product \( C_{2z}T \), which remains a symmetry in the presence of a magnetic field (with a magnetic field in the [001] direction, \( C_{2z} \) flips the field, but time-reversal flips it back), implies two additional Weyl points between \( k_z = 0 \) and \( k_z = \infty \) planes at \( (\pm k_x0, \pm k_y0, k_z0) \). Thus, the two Weyl points required by the Chern number argument in Eq (37) must lie in either the \( k_x = 0 \) or \( k_y = 0 \) plane. Figure \([43]\) shows the pair of Weyls in the \( k_x = 0 \) plane.

Suppose they lie in the \( k_x = 0 \) plane, at \( (0, k_y0, k_z0) \). Then, by \( C_{4z}I \) symmetry, there must be two more Weyl points at \( (\pm k_x0, 0, -k_z0) \) (which could have been derived by applying the same Chern number argument in Eq (37) to the \( k_z = 0 \) and \( k_z = -\infty \) planes).

In summary, we have proven that (at least) six Weyl points must exist – two on a high symmetry line and two on high-symmetry planes. In general, additional Weyl points might exist at generic points in the Brillouin zone. The combined presence of \( C_{4z}I \) and \( C_{2z}T \) implies that...
these Weyl points come in sets of eight. Thus, the total number of Weyl points that can exist is $6 + 8k$, where $k \in \mathbb{Z}$. This is shown in Table I.

Due to the $C_3$ symmetry of the crystal, an identical argument goes through for $\vec{B}$ aligned with the 100 and 010 directions as well.

**Field in $[110]$ direction**

With $\vec{B}$ in the $[110]$ direction, it is convenient to work in the basis of eigenstates of

$$J_x + J_y \equiv J_{110}. \quad (38)$$

At the $\Gamma$ point, eigenstates of the Hamiltonian coincide with eigenstates of $J_{110}$. As before, the bands with $J_{110}$ eigenvalue $\pm 3/2$ disperse upwards, and the bands with eigenvalue $\pm 1/2$ disperse downwards.

With the magnetic field in this direction, the only remaining symmetries of the Hamiltonian are the mirror symmetry $M_{110}$, and the combined symmetry $C_2T$. The points $k = (k, -k, k_z)$ are fixed by the action of $M_{110}$, while the points $\vec{k} = (k_x, k_y, 0)$ are fixed by $C_2T$; these two subspaces are the high-symmetry planes we will analyze. (The intersection line $\vec{k} = (k, -k, 0)$ of these two planes is invariant under $M_{110}C_2T$). However, as an anti-unitary symmetry that squares to $+1$, it does not permit band crossings on a line without fine-tuning, for the following reason: a generic two-band Hamiltonian on the line takes the form $H(k) = d(k) \cdot \sigma$. An anti-unitary symmetry that squares to $+1$ can be represented by $K$, the complex conjugation operator. The requirement $[H(k), K] = 0$ implies $d_y(k) = 0$. Thus, $H(k)$ is described by two functions, $d_x, d_z$, which are a function of one variable, $k$. Without fine-tuning, it is not generically true that there exists a $k_0$ where $d_x(k_0) = d_z(k_0) = 0$.

We will start by analyzing the plane fixed by $M_{110}$. Along this plane the energy eigenstates are $M_{110}$ eigenstates. Going away from the $\Gamma$ point, the bands with $J_{110}$ eigenvalues $(3/2, 1/2, -1/2, -3/2)$ have, respectively, the mirror eigenvalues $(i, -i, i, -i)$. Based on the direction of the band dispersion, we then expect the $J_{110} = -1/2$ band and the $J_{110} = -3/2$ bands to cross in the high symmetry plane due to their differing mirror eigenvalues.

It is not hard to show that such crossings produce line nodes. In the vicinity of the crossing, we can represent the mirror symmetry, which squares to $-1$, as $M_{110} = i\sigma_y$. The effective Hamiltonian on the high symmetry plane takes the form

$$H_{eff}(k, -k, k_z) = d_x(k, -k, k_z)\sigma_z. \quad (39)$$

Imposing the symmetry $M_{110}H_{eff}(k, -k, k_z)M_{110}^{-1} = H_{eff}(k, -k, k_z)$ requires

$$H_{eff}(k, -k, k_z) = d_y(k, -k, k_z)\sigma_y. \quad (40)$$

Since there is one parameter $d_x$ and two momenta $(k, k_z)$, any point where $d_y(k, -k, k_z) = 0$ is generically part of a line node where $d_y(k, k_z) = 0$.

Using the ab initio parameters, we are guaranteed such a point. Furthermore, when $D = 0$, so that inversion symmetry is present, we have two such line nodes at inversion-symmetric points. We expect this to hold true for small values of $D$ as well, and for the physically relevant situation $D = 0.08$, we do, in fact, observe two line nodes, which are shown in Fig. 2. However, as inversion symmetry breaking is increased to unphysical values, the bands tilt so that they only cross on one side of the origin and only one line node exists.

Let us now examine the high symmetry $(k_x, k_y, 0)$ plane. This plane is fixed by $C_2zT$, which is antiunitary and squares to $+1$. Assuming there exists a crossing on this plane, we can write an effective two-band Hamiltonian, and represent $C_2zT$ by $K$. An analysis similar to the previous section shows that after enforcing this symmetry, the Hamiltonian consists of two parameters, which are a function of two momenta. Hence, on this plane, there can generically be isolated band crossings in the $(k_x, k_y, 0)$ plane. The $M_{110}$ symmetry requires that a putative Weyl point at $(k_x, k_y, 0)$ have a partner Weyl at $(-k_y, k_x, 0)$.

If the line nodes in the $(k, -k, k_z)$ plane persist to $k_z = 0$, they will intersect the $(k_x, k_y, 0)$ plane, twice each. By tuning the parameters in the Hamiltonian (for instance the degree of inversion symmetry breaking), we can change the number of line nodes. Hence, the line nodes can create pairs of band degeneracies in the $(k_x, k_y, 0)$, with the number of pairs determined by the ab initio parameters. Using the particular ab initio values, we observe four band crossings in the $(k_x, k_y, 0)$ plane, and all lie on the line nodes.

Similar arguments go through when considering the 3/2 and 1/2 band, which also have differing mirror eigenvalues. We find from the $k \cdot p$ Hamiltonian that there is also a pair of line nodes between these bands, however, using the ab initio parameters, this pair sits much farther from the $\Gamma$ point in the Brillouin zone; whether or not this pair is an artifact of the $k \cdot p$ expansion would have to be confirmed by further ab initio calculations.

Finally, we find four additional Weyl points near the $(k, k, k_z)$ plane. We prove their existence in the inversion-symmetric case $D = 0$, where they lie exactly on this plane; the nontrivial Chern number associated with the Weyl points guarantees that they survive small inversion breaking. When $D = 0$, there is an additional unitary symmetry, $C_{2,110}$, and antiunitary symmetry, $C_{2,110}T$, which satisfy

$$C_{2,110}^2 = -1; (C_{110}T)^2 = 1; \{C_{2,110}, C_{2,110}T\} = 0 \quad (41)$$

Both of these symmetries leave invariant the line $\vec{k} = (k, k, 0)$; the former also leaves invariant the plane $\vec{k} = (k, k, k_z)$. 


We start by considering the special value of parameters, $E = 2C$ in Eq. (30). On the line $k_x = k_y, k_z = 0$, the Hamiltonian reduces to:

$$H\left(\frac{k_{110}}{2}, \frac{k_{110}}{2}, 0\right) = A\frac{k_{110}^2}{2} + \frac{Ck_{110}^2}{2} \left( -\frac{\Gamma_2}{\sqrt{3}} + \Gamma_3 \right)$$ (42)

where we define $k_{110(110)} = (k_x + (-)k_y)/2$. The Hamiltonian (42) commutes with $J_x + J_y$. Thus, when the Zeeman term (36) is added, the four bands can be labelled not only by their $C_{2,110}$ eigenvalue, but by their eigenvalue under $(J_x + J_y)/\sqrt{2}$. The bands with eigenvalues $\pm i/2$ both cross the band with eigenvalue $\pm 3/2$.

We now analyze each of these crossings to show which are protected as we move away from the $E = 2C$ point — if the band crossings are Weyl points, they will persist for small perturbations, but we want to know whether they persist for a large change in parameter space, where $E$ and $C$ are given by the parameters (35).

We first consider the crossings between the $-1/2$ and $-3/2$ bands. An effective Hamiltonian for these two bands is given by $H_{\text{eff}}^{\frac{1}{2}} = d_i (k_{110}, k_{110}, k_z)\delta_{ij}$, for some functions $d_i$. In this effective space, we can choose $C_{2,110}$ to be represented by $i\sigma_y$ and $C_{110}T$ by $\sigma_z K$, where $K$ is the complex conjugation operator; this choice is consistent Eq. (41) and consistent with the fact that these bands have distinct eigenvalues $\pm i$ under $C_{2,110}$. Enforcing $C_{2,110}$ yields

$$d_x,k_{110},k_{110},k_z) = -d_x(k_{110}, k_{110}, k_z)$$

$$d_y(k_{110}, k_{110}, k_z) = d_y(k_{110}, -k_{110}, -k_z)$$

while enforcing $C_{110}T$ yields,

$$d_x(k_{110}, k_{110}, k_z) = -d_x(k_{110}, -k_{110}, k_z)$$

$$d_y(k_{110}, k_{110}, k_z) = d_y(k_{110}, -k_{110}, -k_z)$$

$$d_z(k_{110}, k_{110}, k_z) = d_z(k_{110}, -k_{110}, -k_z)$$

To linear order in $k$, these sets of constraints yield $d_x \propto k_{110}, d_z \propto k_z, d_y \propto k_{110} + d_0$, for some constant $d_0$ that determines the location of the band crossing. Hence, the band crossings between these bands are two single Weyl points. When $E$ is tuned away from $2C$, the Weyl points will remain on the line $(k, k, 0)$ (Weyl points off this line come in sets of four or eight). Thus, to determine in what parameter regime the Weyl points persist, we need only diagonalize $H(k, k, 0) + (J_x + J_y)B/\sqrt{2}$ and check for crossings between the $-3/2$ and $-1/2$ bands. This Hamiltonian has eigenvalues,

$$\frac{\eta B}{2} \pm \sqrt{B^2 + \frac{B}{\sqrt{3}} k^2 (2C + 3E) + \frac{4}{3} C^2 k^4 + E^2 k^4}$$ (45)

where $\eta = \pm 1$ and we have omitted the shift $2Ak^2$ in all band energies. The $-3/2$ and $-1/2$ bands intersect only when $E(2C + E) > 0$. Thus, for $C > 0$, the Weyl points exist only when $E > 0$ or $E < -2C$ (when $C < 0$, they exist when $E < 0$ or $E > 2|C|$); at the transition points, the Weyl points annihilate at $k \to \infty$. Referring to the ab initio values in (35), we see that in the regime of interest for this particular material, the Weyl points between these two bands do not exist. We have confirmed this analysis of the $k \cdot p$ model numerically.

We next consider the crossing between the $1/2$ and $-3/2$ bands. Instead of applying a symmetry argument similar to that in the previous paragraph, we directly expand $H(k_x, k_y, k_z) + B(J_x + J_y)/\sqrt{2}$ about the desired band crossing at $k_{110} = 3^{1/4}\sqrt{B/C}$, $k_{110} = k_z = 0$ and project onto the $1/2$ and $-3/2$ bands to compute the $2 \times 2$ effective Hamiltonian, $H_{\text{eff}}^{\frac{1}{2}} = e_{\alpha\beta} + c_{\sigma\tau}$, where

$$c_0 = \frac{(A\sqrt{3} - 3C)B}{2C} + \frac{\sqrt{BC}}{3^{1/4}} \delta_{110} + \frac{C}{\sqrt{3}} \left( k_{110}^2 + 2k_z^2 \right)$$

$$c_x = \frac{3^{1/4}\sqrt{BC}}{2} \delta_{110} + \frac{C}{\sqrt{2}} k_{110}^2 - 2Ck_{110}k_z$$

$$c_y = \frac{3^{1/4}\sqrt{BC}}{2} \delta_{110} - \frac{C}{\sqrt{2}} k_{110}^2 - 2Ck_{110}k_z$$

$$c_z = -\sqrt{BC} \frac{3}{\sqrt{3}} \delta_{110} - \frac{C}{\sqrt{3}} \left( k_{110}^2 - 4k_z^2 \right)$$

where $\delta_{110} \equiv k_{110} - 3^{1/4}\sqrt{B/C}$. Defining a rotated set of Pauli matrices $\tilde{\sigma}_i = O_{ij}\sigma_j$, we find $H_{\text{eff}}^{\frac{1}{2}} = \tilde{c}_i \tilde{\sigma}_i$, where

$$\tilde{c}_z = -2\sqrt{2}Ck_{110}k_z$$

$$\tilde{c}_y = C(k_{110}^2 - 2k_z^2)$$

$$\tilde{c}_z = \frac{\delta_{110}}{2}$$

where $\delta_{110} \equiv -2(3^{-1/4}\sqrt{BC})\delta_{110} + C(2k_{110}^2 + 2k_z^2)/\sqrt{3}$ is a shift and rescaling of the $\delta_{110}$ axis. In this form, it is evident that $H_{\text{eff}}^{\frac{1}{2}}$ describes a double Weyl point. When $E$ is tuned away from its special value of $2C$, this double Weyl, and its partner at $k_{110} = -3^{1/4}\sqrt{B/C}, k_{110} = k_z = 0$, split into four single Weyl points, which are restricted to lie in the $(k_{110}, k_z)$ plane (because Weyl points off this plane come in sets of eight). The single Weyl points can pairwise annihilate only on the $k_z$ axis. Thus, if the $k_z$ axis is gapped for all value of $E$ at fixed $C$, then these four single Weyl points persist through the large parameter change from $E = 2C$ to $E$ and $C$ described by (35). The Hamiltonian along the $k_z$ axis, including the Zeeman term, is given by $H(0,0,0) + (J_x + J_y)B/\sqrt{2}$, which has eigenvalues $B \left( -1/2 + x^2/\sqrt{3} \pm \sqrt{1 + 2x^2 + 4/3x^4} \right)$.
and \( B \left( \frac{1}{2} + x^2 / \sqrt{3} \pm \sqrt{1 - \frac{2}{\sqrt{3}} x^2 + \frac{4}{3} x^4} \right) \), where \( x = \sqrt{C/Bk_z} \). It is straightforward to check that these eigenvalues are distinct for all real values of \( x \). Thus, we have shown that the two double Weyl points that describe the crossings between the \(-3/2\) and \(+1/2\) bands at the special parameter value \( E = 2C \) split into four single Weyl points, which survive as \( E \) and \( C \) are varied to the values in (35).

Restoring \( D = 0.08 \neq 0 \), we argue that, while these nodes may move off the symmetry plane, they do not annihilate. This is because their opposite chirality partners are generically far away in the Brillouin zone.

Lastly, due to the symmetries of the crystal, a completely analogous analysis holds for \( \vec{B} \) aligned with any of the \([101], [011], [110], [011], \) or \([010] \) directions.

### Field in \([111] \) direction

Define \( J_{111} = \frac{1}{\sqrt{2}} (J_x + J_y + J_z) \). Then

\[
C_{3,111} J_{111} C_{3,111}^{-1} = J_{111}.
\]

Thus, when \( B || [111] \), eigenstates of \( J_{111} \) are simultaneously eigenstates of \( C_{3,111} \). In particular, the states with \( J_{111} \) eigenvalues \( 3/2, -3/2, 1/2, -1/2 \) have \( C_{3,111} \) eigenvalues \(-1, -1, (1 - i \sqrt{3})/2, (1 + i \sqrt{3})/2 \), respectively.

At \( \vec{k} = 0 \), the bands corresponding to \( \pm 3/2 \) curve downwards, while the bands corresponding to \( \pm 1/2 \) curve upwards (notice that along the \( \hat{x}, \hat{y}, \hat{z} \) directions, along the \( \vec{k} || \vec{B} \) axis, the opposite is true, that is, the \( \pm 3/2 \) bands curve upwards.) Hence, there are possible crossings between the \( 3/2 \) band and the \( \pm 1/2 \) bands (while the \(-3/2 \) band has no potential crossings.) Along the high-symmetry axis \( k_x = k_y = k_z \), these bands all have distinct eigenvalues of \( C_{3,111} \); hence, these crossings are protected, and we see four Weyl points.

At the inversion symmetric point \( (D = 0) \), these Weyl points are exactly at \( \vec{k} = \pm \sqrt{B/E} (1, 1, 1) \) and \( \pm \sqrt{B/(2E)} (1, 1, 1) \), where \( \vec{B} = B(1, 1, 1) \). When \( D \neq 0 \), we can also find an analytical expression for the Weyl points along this axis, but it is not elucidating. These four Weyls are shown in Fig. 2

Notice that if there is an additional Weyl node at some point \( (k_{x0}, k_{y0}, k_{z0}) \), then the combination of \( C_{3,111} \) and \( C_{4z}I \) dictates that there are five more symmetry-related Weyls. Hence, the total number of Weyl nodes is \( 4 + 6k \); numerical diagonalization of the \( k \cdot p \) Hamiltonian in this case indicates that \( k = 1 \) for the ab initio parameters \([35]\). Surprisingly, this procedure showed that there exist Weyl nodes for the magnetic field in any direction; the field-induced Weyls are surprisingly universal. Furthermore, we find that while all of the Weyl nodes on the high symmetry planes mentioned in the previous sections were of Type I, some of the Weyl fermions that emerge in the numerics are the Type II Weyls introduced in Ref. \([37]\). We now list some mention some specific results for GdPtBi. Focusing on the middle two bands and for magnetic fields of unit magnitude in the \([11x] \) direction, we find that there are at least four Weyl nodes for any \( x \in [0, 1] \), and that for \( x = 0.4121 \), two of these nodes transition from Type I to Type II. These critical Weyls are located at \( \vec{k} = (-0.0461, -0.302, 0.244) \) and \( \vec{k} = (0.302, 0.0461, -0.244) \) (The symmetry in location is due to \( M_{110}C_{2z}T \), which preserves any magnetic field of the form \( (B, B, B_z) \)). The energy of these crossings is \( E = -0.225 \). The two Type I Weyls are located at \( \vec{k} = (0.318, 0.312, 0.330) \) and \( \vec{k} = (-0.312, -0.318, -0.330) \), with energies \( E = -0.03 \).

### Cd₃As₂

\( k \cdot p \) Hamiltonian

In \( \text{Cd}_{3}\text{As}_{2} \), there are eight bands of interest: two \( s \)-orbitals with \( |J, J_z\rangle = |1/2, \pm 1/2 \) and six \( p \)-orbitals with \( |J, J_z\rangle = |3/2, \pm 3/2 \), \( |3/2, \pm 1/2 \), \( |1/2, \pm 1/2 \) \). In the presence of spin-orbit coupling, the states nearest to the Fermi level come from the heavy-hole \( p \)-states \( |3/2, \pm 3/2 \) and the conduction \( s \)-states \( |1/2, \pm 1/2 \) \([7]\). Since the bands are inverted (the \( p \)-orbitals disperse downwards and the \( s \)-orbitals upwards), they will intersect at some point in the Brillouin zone, but not at the \( \Gamma \) point. These facts comprise the major difference between the previous analysis of GdPtBi and the current analysis of \( \text{Cd}_3\text{As}_2 \); in the former case, the low-energy bands comprise a four-dimensional irreducible representation (irrep) and, consequently, form a four-band multiplet at the \( \Gamma \) point; in contrast, the low-energy bands in \( \text{Cd}_3\text{As}_2 \) come from two two-dimensional irreps, which are not generically degenerate at the \( \Gamma \) point, but must cross somewhere in the Brillouin zone. In both cases, band inversion is crucial for Weyl points to emerge in the presence of a magnetic field.

We work in the basis \( j_z = 3/2, 1/2, -1/2, -3/2 \). We take the \( D_{4h} \) symmetry group for \( \text{Cd}_3\text{As}_2 \) \([7]\), which has generators

\[
C_{4z} = \begin{pmatrix}
-(-1)^{1/4} & 0 & 0 & 0 \\
0 & -(-1)^{3/4} & 0 & 0 \\
0 & 0 & (-1)^{1/4} & 0 \\
0 & 0 & 0 & (-1)^{3/4}
\end{pmatrix}
\]

### Numerical Observations

We confirmed the above analysis for GdPtBi, HgTe and InSb by numerically diagonalizing the \( k \cdot p \) Hamiltonian, using the parameters in Eq \([35]\).
FIG. 1. (a) shows two Weyl nodes along the line \((0, 0, k_z)\) with \(\vec{B} = (0, 0, 20)\). In the figure we have increased \(D\) by a factor of 40 in order to resolve the avoided crossings. The Weyl nodes are type I, and are described by an effective two-band Hamiltonian with \(\vec{v} = \pm (0, 0, 4.85)\) and \(A = \begin{pmatrix} -9.39 & 0 & 0 \\ 0 & -9.23 & 0 \\ 0 & 0 & \pm 42.98 \end{pmatrix}\). (b) shows the non-trivial Weyl nodes in the \(k_x = 0\) plane, for the same values of the field and material parameters \((D = 5)\) as in the previous figure. The linearized Hamiltonian for the rightmost Weyl has \((D = 0.08)\) \(\vec{v} = (0, -0.24, 6.12)\) and \(A = \begin{pmatrix} 0 & 1 & 0 \\ 3.23 & 0 & 2.94 \\ 19.55 & 0 & 57.57 \end{pmatrix}\). This is a Type I Weyl. The other is related to it by \(C_{2x}\).

FIG. 2. (a) shows the spectrum with \(\vec{B} = (20, 20, 0)\), plotted along the high symmetry line \(\vec{k} = (k_x, -k_x, 0)\). The two crossings extend to line nodes for \(k_z \neq 0\). This can be seen from the linearized effective Hamiltonian, which near the left-most node has \(\vec{v} = (-17.84, 17.84, 0)\) and \(A = \begin{pmatrix} 0 & 43.56 & 17.65 \\ 0 & 43.56 & 17.65 \\ 0 & 0 & 0 \end{pmatrix}\) (b) Shows the spectrum with \(\vec{B} = (20, 20, 20), \) plotted along \(\vec{k} = (k, k, k)\). There are four Weyl nodes protected by \(C_{3,111}\) symmetry. At \(B = 20(1, 1, 1)\), we have computed the velocities and \(A\) matrix to verify that the crossings are linear and that the Weyls are Type I. For the nodes at \(k \approx 0.707\) and \(k \approx 1.00\) on the plot, we find the velocities \(v = -6.938(1, 1, 1)\) and \(v = -9.812(1, 1, 1)\), respectively, with corresponding matrices:

\[
A = \begin{pmatrix} 24.15 & -39.93 & -16.33 \\ 22.51 & 40.88 & -16.33 \\ -46.66 & -0.95 & -16.33 \end{pmatrix}
\] and \(A = \begin{pmatrix} -32.02 & 58.48 & -23.09 \\ -34.63 & 56.97 & -23.09 \\ 66.65 & 1.510 & -23.09 \end{pmatrix}\)

The \(C_{3,111}\) symmetry dictates that the velocities are the same and that the entries in the last column of the \(A\) matrix are the same. We have checked that \((AA^T)_{ij} - v_i v_j\) has three positive eigenvalues in both cases.

\[
C_{2x} = \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & -i \\ 0 & -i & 0 \\ i & 0 & 0 \end{pmatrix}
\]

(51) \[
M_{001} = \begin{pmatrix} -i & 0 & 0 \\ 0 & -i & 0 \\ 0 & 0 & i \end{pmatrix}
\]

(52)
in addition to time reversal, which takes the form

\[ T = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} K \]  \tag{53} \]

These symmetries imply \( C_{2z}, C_{2y}, C_{2z,110}, C_{2,110}, M_{100}, M_{010}, M_{110}, M_{110} \), inversion and the product of inversion and \( C_{4z} \).

The \( k \cdot p \) Hamiltonian to order \( k^3 \) derived from the symmetries above takes the form:

\[ H_0(k) = \epsilon_0(k) + \begin{pmatrix} \mathcal{M}(k) & \mathcal{A}(k) & \mathcal{B}(k) & 0 \\ \mathcal{A}^*(k) & -\mathcal{M}(k) & 0 & \mathcal{B}(k) \\ \mathcal{B}^*(k) & 0 & -\mathcal{M}(k) & -\mathcal{A}(k) \\ 0 & \mathcal{B}^*(k) & -\mathcal{A}^*(k) & \mathcal{M}(k) \end{pmatrix} \]  \tag{54} \]

where

\[ \mathcal{M}(k) \equiv M_0 + M_1 k_x^2 + M_2 k_y^2 \]
\[ \mathcal{A}(k) \equiv A_k - (1 + A_z k_y^2) + k_x (A_1 k_x^2 + A_2 k_y^2) \]
\[ \mathcal{B}(k) \equiv (B_1 k_x^2 + B_2 k_y^2) k_z \]
\[ \epsilon_0(k) \equiv C_0 + C_1 k_x^2 + C_2 k_y^2 \]  \tag{55} \]

and \( k_{\pm} = k_x = \pm ik_y \) and \( k_0^2 = k_x^2 + k_y^2 = k_{2z} \).

The energies of this Hamiltonian can be solved for exactly and are found to be doubly degenerate everywhere:

\[ E(k) = \epsilon_0(k) \pm \sqrt{\mathcal{M}(k)^2 + |\mathcal{A}(k)|^2 + |\mathcal{B}(k)|^2} \]  \tag{56} \]

It is evident that the doubly-degenerate bands cross each other when \( \mathcal{M}(k) = \mathcal{A}(k) = \mathcal{B}(k) = 0 \). For generic parameters, this occurs when \( k_z = \pm \sqrt{-M_0/M_1}, k_\parallel = 0 \). Thus, it is crucial that \( M_0 \) and \( M_1 \) have opposite signs, in agreement with the fit in Eq (53).

Material parameters

Ab initio calculations give the order \( k^2 \) parameters in \([74]\):

\[ M_0 = 0.0205, \quad M_1 = -18.77, \quad M_2 = -13.5, \quad A = 0.889 \]
\[ C_0 = -0.145, \quad C_1 = 10.59, \quad C_2 = 11.5 \]  \tag{57} \]

Energy is in units of eV when momentum is in units Å\(^{-1}\).

Magnetic field

The Zeeman term takes the form:

\[ H_Z = -(g_s J_s + g_p J_p) \cdot \hat{B} \]  \tag{58} \]

where, in our basis,

\[ (J_s)_i = \begin{pmatrix} 0 & 0 & 0 \\ 0 & (\frac{1}{2} \sigma_i) & 0 \\ 0 & 0 & 0 \end{pmatrix}, (J_p)_{z} = \begin{pmatrix} \frac{3}{2} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -\frac{3}{2} \end{pmatrix} \]  \tag{59} \]

Since \( (J_p)_{x,y} \) mix with bands further away in energy that are not included in the \( k \cdot p \), we determine their effective forms perturbatively below when necessary. Notice that in \([74]\), we have included two \( g \)-factors because the bands come from different representations.

We now consider the band crossings when the magnetic field is along one of the high-symmetry axes.

Field in the \( z \) direction

The \( k_z \)-axis is invariant under \( C_{4z} \). Since \( H_0 + H_Z \) is diagonal along this axis when \( B = B_z \hat{z} \), Eq (50) shows that each of the four bands has a different eigenvalue of \( C_{4z} \). Hence, band crossings along this axis are protected; we show below that there are between four and eight band crossings along this axis, depending on the magnitude of \( B_z \) and \( g_{p,s} \).

The \( k_z = 0 \) plane is also a high-symmetry plane, invariant under \( M_{001} = \text{Diag}[-i,-i,i,i] \). For small \( B_z \), this plane is gapped. As \( B_z \) is increased, line nodes emerge between different bands depending on the relative signs and magnitudes of \( g_s \) and \( g_p \).

We now compute the effective two-band Hamiltonians that describe the band crossings along the \( k_z \) axis. We first consider the crossing between the \( j_z = 3/2 \) and \( j_z = 1/2 \) bands, which occurs at \( k_{2z}^0 = (g_s - 3g_p)B_z/4 - M_0)/M_1 \). The linearized Hamiltonian is:

\[ H_{\text{eff}}^{\frac{3}{2} \frac{1}{2}} = 2M_1 k_{z0} \sigma_z + a(k_x \sigma_x + k_y \sigma_y), \]  \tag{60} \]

where \( a = A(1 + A_z k_y^2) \) and \( \sigma_z = k_z - k_{-z} \). This band crossing describes a single Weyl point. The band crossing between \( j_z = -3/2 \) and \( j_z = -1/2 \) is similar; the Hamiltonian has an overall negative sign and \( k_{z0} \) is the same after the replacement \( B_z \rightarrow -B_z \). For any magnitude of \( |B| \), at least one of these pairs of single Weyl points will exist; for small enough \( |B| \), both pairs exist.

The band crossing between the \( j_z = 3/2 \) and \(-1/2 \) bands occurs at \( k_{2z}^0 = (-B_z(g_s + 3g_p)/4 - M_0)/M_1 \). The effective Hamiltonian is:

\[ H_{\text{eff}}^{\frac{3}{2} \frac{-1}{2}} = \begin{pmatrix} 2M_1 k_{z0} \sigma_z & 2(2B_2 k_x^2 + B_1 k_x^2) k_{z0} \\ 2(B_2 k_y^2 + B_1 k_y^2) k_{z0} & -2M_1 k_{z0} \sigma_z \end{pmatrix}, \]  \tag{61} \]

which describes a double Weyl point. The crossing between the \( j_z = -3/2 \) and \(-1/2 \) bands is similar: the diagonal entries of the Hamiltonian have the opposite sign, while the off-diagonal entries are the same, and \( k_{z0} \) is
found by taking $B_z \to -B_z$. For any magnitude of $|B|$, at least one of these pairs of double Weyl points will exist; for small enough $|B|$, both pairs exist.

Thus, when $B = B_x \hat{z}$, at least one pair of single and one pair of double Weyl points emerge on the $k_z$ axis. For small enough $B$, two pairs of single and two pairs of double Weyl points emerge.

Field in the $\hat{x}$ direction

The $k_x$ axis is invariant under $C_{2x}$ symmetry. This can protect crossings between any two bands with opposite $C_{2x}$ eigenvalues, for a maximum of four total Weyl points.

The $k_x = 0$ plane is invariant under the mirror symmetry, $M_{100}$. Under $M_{100}$, one of the $s$-orbitals has eigenvalues $+i$ and the other $-i$; the same holds for the $p$-orbitals. This protects up to two line nodes, between the $s$-values + and $B$. This is the lowest order term that is gapped. When this value is reached, two or four Weyl points do not emerge along this axis until $B$ is small enough, both will appear. The other two potential crossings are avoided.

The $k_y = 0$ plane is also a high-symmetry plane, invariant under the product $C_{2y} T$, but this plane is generically gapped.

We now now verify these claims using the $k \cdot p$ model: only two of the four $p$-orbitals with $J = 3/2$ are included in the low-energy $k \cdot p$ model [54]; in particular, the $J_z = \pm 3/2$ orbitals are included while the $J_z = \pm 1/2$ orbitals are not. However, the Zeeman term will mix all four orbitals. Assume the $J_z = \pm 1/2$ orbitals are separated by some energy, $\Delta$, from the $J_z = \pm 3/2$ bands in the $k \cdot p$ model [54]. Then when $B = B_x \hat{z}$, the Zeeman term can be added perturbatively to [54], which yields the following Hamiltonian,

$$H(k) = \varepsilon_0(k) + \begin{pmatrix}
M(k) + B_x \frac{\delta}{2} & A(k) & B(k) & -B_x \delta^2 \\
A^*(k) & -M(k) - \frac{1}{2} g_y B_x & B(k) & 0 \\
B^*(k) & -\frac{1}{2} g_y B_x & -M(k) - A(k) & 0 \\
-B_x \delta^2 & B^*(k) & -A^*(k) & M(k) + B_x \delta
\end{pmatrix}$$

where $\delta \propto B_x / \Delta$. This is the lowest order term that is consistent with $C_{2x}$ symmetry, which remains a symmetry when $B = B_x \hat{z}$.

Since the $k_x$ axis is gapped when $B_x = 0$, Weyl points do not emerge along this axis until $B_x$ is large enough. When this value is reached, two or four Weyl points emerge. By computing effective two-band Hamiltonians, we have verified that these are all single Weyl points.

Along the $k_z$ axis, the eigenvalues are given by,

$$E_{+\pm} = M(k) + B_z \delta \pm B_z \delta^2$$

$$E_{-\pm} = -M(k) \pm \frac{1}{2} g_y B_z$$

(63)

There are four possible crossings, either $E_{+\pm} = E_{-\mp}$ or $E_{+\pm} = E_{-\mp}$.

In the first case, the band crossings occur at $k_{z0}$ satisfying $2M(k_{z0}) = B_z (\frac{g_y}{2} - \delta - \delta^2)$. To leading order, the effective Hamiltonian between the bands $E_{++}$ and $E_{--}$ is given by,

$$H_{\text{eff}} = -2 \left( \delta, k_{z0} M_1 + (k_y^2 + k_z^2) M_2 \right) \sigma_z$$

$$-2 \left( \delta, k_{z0} M_1 + (k_y^2 + k_z^2) M_2 \right) \sigma_z + 2 \left( \delta, k_{z0} M_1 + (k_y^2 + k_z^2) M_2 \right) \sigma_z$$

(64)

This describes a point crossing, however, the Chern number is zero. Thus, it is not a Weyl point.

The same analysis holds when $B$ is in the $[010], [110]$, or $[101]$ directions, which also have $C_{2z}$ symmetry.

**Na$_3$Bi**

$k \cdot p$ Hamiltonian

The analysis proceeds similar to Cd$_3$As$_2$: in Na$_3$Bi there are eight bands of interest, two $s$-orbitals with $(J, J_z) = (1/2, \pm 1/2)$ and six $p$-orbitals with $(J, J_z) = (3/2, \pm 3/2), (3/2, \pm 1/2), (1/2, \pm 1/2)$. Following Ref [1], in the presence of spin-orbit coupling, the states nearest to the Fermi level come from the heavy-hole $p$-states $|i, J_z \rangle = |3/2, \pm 3/2 \rangle$ and the conduction $s$-states $|1/2, \pm 1/2 \rangle$. Thus, the system is represented by two two-dimensional irreps. Since the bands are inverted (the $p$-orbitals disperse downwards and the $s$-orbitals upwards), they will intersect at some point in the Brillouin zone away from the $\Gamma$ point. Below, we work in the basis ordered by $J_z = 3/2, 1/2, -1/2, -3/2$.

We take the $D_{6h}$ symmetry group for NaBi, which has generators

$$C_{6z} = \begin{pmatrix}
-i & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & i
\end{pmatrix}$$

(66)

$$C_{2x} = \begin{pmatrix}
0 & 0 & 0 & i \\
0 & -i & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & i
\end{pmatrix}$$

(67)
in addition to time reversal, which takes the form

$$T = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & -i & 0 \\ -i & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} K$$

These symmetries imply $C_{3z}$; $C_2$ rotations about and mirror planes perpendicular to: $\hat{y}$, $\hat{z}$, $\hat{a}$, $\hat{b}$, $\hat{c}$, $\hat{d}$; and inversion. We have defined the unit vectors corresponding to $\pi/6$ rotations of $\hat{x}$:

$$\hat{a} = \frac{1}{2} (\hat{x} + \sqrt{3} \hat{y})$$
$$\hat{b} = \frac{1}{2} (\hat{x} - \sqrt{3} \hat{y})$$
$$\hat{c} = \frac{1}{2} (\sqrt{3} \hat{x} + \hat{y})$$
$$\hat{d} = \frac{1}{2} (\sqrt{3} \hat{x} - \hat{y})$$

The $k \cdot p$ Hamiltonian to order $k^3$ derived from the symmetries above has the same structure as that of Cd$_3$As in Eq (54), but with the matrix elements,

$$\mathcal{M}(k) \equiv M_0 + M_1 k_z^2 + M_2 k_{\parallel}^2$$
$$\mathcal{A}(k) \equiv Ak_z (1 + A_1 k_z^2 + A_2 k_{\parallel}^2)$$
$$\mathcal{B}(k) \equiv -\frac{1}{2} Bk_z^2 k_{\parallel}$$
$$\epsilon_0(k) \equiv C_0 + C_1 k_z^2 + C_2 k_{\parallel}^2,$$

where $k_\pm = k_x \pm ik_y$ and $k_{\parallel}^2 = k_z^2 + k_{\parallel}^2 = k_+ k_-$. The energies of this Hamiltonian can be solved for exactly and are doubly degenerate everywhere:

$$E(k) = \epsilon_0(k) \pm \sqrt{\mathcal{M}(k)^2 + \mathcal{A}(k)^2 + \mathcal{B}(k)^2}$$

The doubly-degenerate bands cross each other when $\mathcal{M}(k) = \mathcal{A}(k) = \mathcal{B}(k) = 0$. This occurs when $k_z = \pm \sqrt{-M_0/M_1} k_{\parallel} = 0$. Thus, it is crucial that $M_0$ and $M_1$ have opposite signs, as agrees with the fit in Eq (73).

### Material parameters

Ref [1] provides the fit to the coefficients of the quadratic terms:

$$M_0 = 0.08686$$
$$M_1 = -10.6424$$
$$M_2 = -10.361$$
$$C_0 = -0.06382$$
$$C_1 = 8.7536$$
$$C_2 = -8.4008$$
$$A = 2.4598$$

where the energy is in units of eV when the momentum is in units Å$^{-1}$.

### Magnetic field

The Zeeman term takes the form:

$$H_Z = -(g_s J_s + g_p J_p) \cdot B$$

where, if we exclude mixing with bands outside the $k \cdot p$ model, the $J_s$ and $J_p$ matrices are given by Eq (59). As in the previous section, the $p$-orbitals with $J = 3/2$, $J_z = \pm 1/2$ are not included in the $k \cdot p$. We will include the mixing between these orbitals and the $J_z = \pm 3/2$ orbitals perturbatively below when needed.

### Field in the $\hat{z}$ direction

When the magnetic field is in the $\hat{z}$ direction, the $k_z$-axis remains a high-symmetry line and $C_{6z}$ preserves points on this line. From Eq (66), it is evident that all bands have different eigenvalues under $C_{6z}$; hence crossings between all bands are protected. As in Cd$_3$As$_2$, this can yield up to eight Weyl points (and a minimum of four.) The crossing between $j_z = \pm 1/2$ and $j_z = \mp 3/2$ occurs at $(0, 0, k_{z0})$, where $k_{z0}^2 = (\pm B_z (g_s + 3g_p) / 4 - M_0) / M_1$; the crossing point can be easily found, since $H_0(0, 0, k_z)$, $(J_s)_z$ and $(J_p)_z$ are all diagonal. The effective two-band Hamiltonian describing the band crossing is given by:

$$H_\text{eff}^{\mp \frac{1}{2}, \pm \frac{1}{2}} = -2(M_1 k_{z0} \delta_z + (k_x^2 + k_y^2)M_2)\sigma_z$$

$$- B(k_x^2 - k_y^2) k_{z0} \sigma_x \pm 2Bk_x k_y k_{z0} \sigma_y,$$

which describes a double Weyl point at $k_{z0}$.

The other crossings are single Weyl points, described by the two-band Hamiltonian: $H_\text{eff}^{\mp \frac{3}{2}, \pm \frac{3}{2}} = -2\delta_z k_{z0} M_1 \sigma_z + A(\pm k_s \sigma_x + k_y \sigma_y)$, where here $k_{z0}^2 = (\pm B_z (g_s - 3g_p) / 4 - M_0) / M_1$. 

$$M_1 = -10.6424$$
$$M_2 = -10.361$$
$$C_0 = -0.06382$$
$$C_1 = 8.7536$$
$$C_2 = -8.4008$$
$$A = 2.4598$$

where the energy is in units of eV when the momentum is in units Å$^{-1}$.
The $k_z = 0$ plane is a high-symmetry plane protected by $M_{001}$; since mirror symmetries have two distinct eigenvalues, this protects two of the four possible crossings. These protected crossings yield line nodes.

Field in the $\hat{x}$ direction

When the magnetic field is in the $\hat{x}$ direction, the analysis is similar: the $k_z$-axis remains a high-symmetry line and $C_{2z}$ preserves points on this line. However, since $C_{2z}$ only has two distinct eigenvalues, it can only preserve half of the possible band crossings. Thus, there can be a maximum of four Weyl points. These must all be single Weyl points: we can understand this by writing an effective two-band Hamiltonian, $H_{\text{eff}} = \delta_i(k_x,k_y,k_z)\sigma_i$, which describes the band structure near the Weyl point. Enforcing $C_{2z}$ symmetry, to lowest order, $H_{\text{eff}} = (\alpha + ak_x + bk_y + ck_z^2)\sigma_x + (dk_y + ek_z)\sigma_y + (f k_y + g k_z)\sigma_y$. Shifting $k_z$ by $(bk_y + ck_z^2)/a$ and rotating $\sigma_x$ and $\sigma_y$ puts $H_{\text{eff}}$ into the canonical form of a single Weyl point.

We now consider the $k_z = 0$ plane, which is protected by $M_{100}$ mirror symmetry. This symmetry can protect half of the possible band crossings; the protected crossings form two line nodes in the plane. In addition, along the $k_z$ line, there is a non-topological crossing; the two-band Hamiltonian near the crossing is identical in form to Eq. [65], which describes a band crossing in Cd$_3$As$_2$ in the same field configuration.

The same analysis applies to a magnetic field in the $\hat{y}, \hat{a}, \hat{b}, \hat{c}$ and $\hat{d}$ directions, defined in Eq. [70] because they are related by $C_{6z}$ symmetry.

We now discuss the perturbative effects of the Zeeman term: the leading order term, of order $B^2/\Delta$, contributes to the diagonal entries of the Hamiltonian, while the next order term, $B^3/\Delta^2$, mixes the $p$ orbitals; $\Delta$ is the energy gap to other $p$-orbitals outside the $k \cdot p$. This is identical to the case in Cd$_3$As$_2$. Thus, when $B$ is along the $x$-axis, $H_2 \sim B^2/\Delta I + B^3/\Delta^2 \sigma_x$, where the matrices act on the two $p$ orbitals. These are the lowest order terms consistent with $C_{2z}$ symmetry. Similarly, when $B$ is along the $y$-axis, $H_2 \sim B^2/\Delta I + B^3/\Delta^2 \sigma_y$. By including $H_2$, we have verified the claims above: when $B$ is along a high-symmetry direction, there are a maximum of four Weyl points, which are all single Weyl points, and line nodes exist in the plane perpendicular to $B$.

Magnetotransport

Semiclassical equations of motion

In this section, we will derive the equations of motion governing semiclassical dynamics near a Weyl node. We work in units $\hbar = c = e = 1$ throughout. We assume that we have a Fermi surface composed of $N$ disjoint pockets surrounding Weyl points, which may be magnetic-field induced or intrinsic. The conditions for this assumption to hold in our models of field-induced Weyls are given in Eqs. (8)–(12) in the main text. We assume that scattering between the different pockets is weak, so that to first approximation we can describe the low-energy behavior of the system with the Hamiltonian

$$H(k) = \bigoplus_i H_i(k)$$

where $i = 1, \ldots, N$ indexes the different Weyl nodes, and

$$H_i(k) = u_i^\mu (k - k^{0i})_\mu + (k - k^{0i})_\mu (A_i)^\mu_\sigma \sigma^\nu.$$  

Here $\mu = 1, 2, 3$ indexes the spatial direction, $k^{0i}$ is the location of the $i$-th Weyl node in the Brillouin zone, and $\sigma^\nu$ are the usual Pauli matrices. We assume that the $A_i$ are either positive definite or negative definite, so that the model describes point nodes (as opposed to line nodes). Let us introduce new coordinates

$$\tilde{k}_i^\mu = (k - k^{0i})_\mu (A_i)^\mu_\nu$$

in terms of which the linearized Hamiltonians $H_i$ may be written

$$H_i(k) = \tilde{u}_i^\mu (k_\nu A_i^{-1})^\nu_\mu$$

We assume that

$$|\tilde{u}_i| < 1$$

so that all our Weyl points are Type I. The spectrum of each $H_i$ is given by

$$\epsilon_i^\pm = u_i \cdot k \pm |k|^3.$$

where the plus sign corresponds to particle energies, and the minus sign corresponds to holes/antiparticles. The Berry curvature around each Weyl node is given by

$$\Omega_\mu^\nu = \text{det}(A_i) \frac{k_i^\nu}{2|k|^3},$$

and hence the monopole charge of each node is given by

$$c_i = \text{sgn}(\text{det}(A_i))$$

We can now derive the semiclassical equations of motion near a Weyl node. For simplicity, we take $N = 1$ for now. Our strategy, following Refs. [12] and [33], will be to take the path integral representation of the propagator

$$K = \int Dx Dk e^{i \int dt (k + A) \cdot \dot{x} - \Phi - H}$$

(85)
for a single particle (i.e. positive energy) excitation, and then perform the stationary phase approximation, with background electromagnetic vector potential A and scalar potential Φ. For this to work, we must make sure the Weyl Hamiltonian is diagonalized at every step. Because of the path integral over momentum, this introduces the Berry connection into the classical action. After imposing the condition that classical particle trajectories have positive energy, we find that the classical action is

\[ S_{cl} = \int dt (\mathbf{k} + A) \cdot \dot{\mathbf{x}} - \Phi - \epsilon^+ - a \cdot \dot{\mathbf{k}} \]  

where the Berry connection a satisfies

\[ \nabla \times a = \Omega \]  

By varying the classical action, we find for the equations of motion

\[ \dot{\mathbf{x}} = \mathbf{v} + \dot{\mathbf{k}} \times \Omega \]  

\[ \dot{\mathbf{k}} = \mathbf{E} + \mathbf{x} \times \mathbf{B} \]  

where E and B are the electric and magnetic field, and we have defined

\[ v^\mu = \frac{\partial \epsilon^+}{\partial k^\mu} = u^\mu + A^\mu \frac{\dot{\mathbf{k}}_\mu}{|\mathbf{k}|} \]  

We can solve the equations of motion to find

\[ \mathbf{x} = \frac{\mathbf{v} + \mathbf{E} \times \Omega + (\Omega \cdot \mathbf{v}) \mathbf{B}}{1 + \mathbf{B} \cdot \Omega} \]  

\[ \dot{\mathbf{k}} = \frac{\mathbf{E} + \mathbf{v} \times \mathbf{B} + (\mathbf{E} \cdot \mathbf{B}) \Omega}{1 + \mathbf{B} \cdot \Omega} \]  

Kinetic Equation

Using the equations of motion, and assuming that scattering is sufficiently weak that every node can be considered independently, we can write a Boltzmann equation for the distribution function of electrons near each node. To do so, we must first identify a (time-evolution) invariant volume element with which to define a conserved particle density. Let dV = dxdk/(2π)3 be the “standard” phase space volume element. By computing the Jacobian determinant for the change of variables

\[ \mathbf{x}(t) \rightarrow \mathbf{x}(t + \delta t), \mathbf{k}(t) \rightarrow \mathbf{k}(t + \delta t) \]  

we find

\[ dV_0(t + dt) = \left( 1 + \frac{\partial \dot{\mathbf{x}}}{\partial \mathbf{x}} + \frac{\partial \dot{\mathbf{k}}}{\partial \mathbf{k}} \right) dV_0(t). \]  

With the aid of the equations of motion, this simplifies to

\[ dV_0(t + dt) - dV_0(t) = -\frac{dV_0(t)}{1 + \mathbf{B} \cdot \Omega} \frac{\partial (\mathbf{B} \cdot \Omega)}{\partial t}, \]  

which allows us to identify

\[ dV = dV_0(1 + \mathbf{B} \cdot \Omega) \]  

as the time-independent volume element.

Let \( n^i(x, k, t) \) be the distribution function for particles near the \( i \)th node, defined with respect to this volume element. Then conservation of particle number implies,

\[ \frac{dn^i}{dt} = \frac{\partial n^i}{\partial t} + \dot{x} \cdot \frac{\partial n^i}{\partial x} + \dot{k} \cdot \frac{\partial n^i}{\partial k} = I^i(n^i). \]  

Here \( I^i \) is a collision integral accounting for both internode and intra-node scattering. The density of states \( \rho^i \) near each node, defined with respect to the invariant volume, \( dV \), is given by

\[ \rho^i(\epsilon) = \frac{1}{(2\pi)^3} \delta(\epsilon^+(\mathbf{k}) - \epsilon)(1 + \mathbf{B} \cdot \Omega)^3 \]  

\[ = \frac{1}{4\pi^2} \left( \frac{2e^2}{|\det A_i|(1 - |\dot{\mathbf{u}}|^2)}^2 + \frac{c_i \mathbf{B} \cdot \dot{\mathbf{u}}}{|\dot{\mathbf{u}}|^3} (|\dot{\mathbf{u}}| - \tanh^{-1}(|\dot{\mathbf{u}}|)) \right), \]  

where we have defined \( \dot{B}_\mu^i = (A^{-1})^\mu_\nu B^\nu \). If we assume that the distribution functions \( n^i \) depend on the momentum only through the energy (which is true in equilibrium, and is a good assumption when the intra-node scattering time is the shortest timescale in the problem; see Ref. [43] for more detailed discussion on this point) and that the electromagnetic field is space-independent, then we can isolate the effects of internode scattering by multiplying Eq. (96) by \( d^3k/(2\pi)^3 \delta(\epsilon^+(\mathbf{k}) - \epsilon)(1 + \mathbf{B} \cdot \Omega)^3 \) on each side and integrating. Doing so yields

\[ \frac{\partial n^i(\epsilon)}{\partial t} + \frac{1}{\rho^i(\epsilon)} \frac{\partial n^i(\epsilon)}{\partial \epsilon} \left( \frac{c_i}{4\pi^2} \mathbf{E} \cdot \mathbf{B} \right) = I^i(\epsilon), \]  

where \( \rho^i_0 \) is given by Eq. (98), and

\[ I^i(\epsilon) = \frac{1}{\rho^i(\epsilon)} \int \frac{d^3k}{(2\pi)^3} (1 + \mathbf{B} \cdot \Omega) I^i(n^i) \]  

now contains only internode scattering. For weak internode scattering, we may make the relaxation time approximation

\[ I^i(\epsilon) = -\frac{1}{\tau} (n^i(\epsilon) - n^i_0(\epsilon)), \]  

where \( n^i_0 \) is the equilibrium distribution function for node \( i \), and \( \tau = \tau(B) \) is the internode scattering time, which for field-tuned Weyls may be a strong function of magnetic field. In the weak-scattering regime we are considering, it is computable in perturbation theory. We can solve Eq. (100) in this approximation to linear order in the electric field to find

\[ n^i(\epsilon) \approx n^i_0(\epsilon) - \frac{\tau}{\rho^i(\epsilon)} \frac{\partial n^i_0(\epsilon)}{\partial \epsilon} \left( \frac{c_i}{4\pi^2} \mathbf{E} \cdot \mathbf{B} \right) \]  

(103)
Anomalous conductivity of point nodes

We will now use the distribution function Eq. 103 to calculate the contribution of internode scattering to the conductivity. To do so, we must first back up and derive an expression for the current density. We can do so quite generally from Eq. 96. We know from the density of states that the number of electrons near each node is given by

\[ N^{(i)} = \int \frac{d^3k}{(2\pi)^3}(1 + B \cdot \Omega^i)n^i(k) \]  

(104)

Using this and the kinetic equation, and defining the current as

\[ \sum_i \frac{dN^i}{dt} + \nabla \cdot j = \sum_i \int \frac{d^3k}{(2\pi)^3}(1 + B \cdot \Omega^i)I^i(k) \]  

(105)

we find

\[ j = \sum_i j^i = \sum_i \int \frac{d^3k}{(2\pi)^3} \left[ v_i + E \times \Omega^i + (\Omega^i \cdot v_i)B \right] n^i \]  

(107)

Recall that \( \sum_i c_i = 0 \) by the Nielsen-Ninomiya theorem. We can substitute Eq. 103 into Eq. 107 to find the internode contribution to the current at zero temperature. Using the zero-temperature result,

\[ \frac{\partial n^i}{\partial \epsilon} = -\delta(\epsilon - \mu), \]  

(108)

yields

\[ j^{i,\mu} = \frac{\tau}{16\pi^2 \rho_i(\mu)} B^\mu B^\nu E_\nu. \]  

(109)

Summing over all nodes, we find for the anomalous contribution to the current

\[ j^\mu = \sigma^\mu_\nu E_\nu \]  

(110)

\[ \sigma^{\mu\nu} = \frac{\tau}{16\pi^2} B^\mu B^\nu \sum_i \rho_i(\mu)^{-1} \]  

(111)

This is the generalization of the magnetoconductance from Ref. 33, although the magnetic field dependence is now significantly more complicated, due to the magnetic field dependence of \( \rho_i \). This depends on the field explicitly, and also implicitly through the field dependence of \( u_i \) and \((A_i)_\mu^\nu\). For example, for the exactly solvable point nodes in GdPtBi with \([B||\{001\} \text{ and } B||\{111\}]\), we have

\[ u_i \propto \frac{B}{|B|}. \]  

Oddly enough, in one of these cases \( B \) is parallel to \( \hat{u}_i \), as well (recall that this vector enters the density of states), though in another case the two are actually perpendicular. Note also that, for intrinsic Weyl points, in a two-point measurement (\( j \) measured parallel to \( E \)), the measured current will depend on \( \cos^2 \theta \), where \( \theta \) is the angle between \( E \) and \( B \), while for field-created Weyls, higher powers of \( \cos \theta \) can appear.

Simple model for field-induced Weyls

Applying the above formalism, we consider the simplest two-band model for field induced Weyls. We take for the Hamiltonian (ignoring temporarily the orbital magnetic field)

\[ H = k_z^2 \sigma_z + k_x \sigma_x + k_y \sigma_y - B \cdot \sigma \]  

(112)

At zero field, the spectrum of this Hamiltonian has a quadratic two-band touching at \( k = 0 \). As the Zeeman field is increased, two Weyl nodes develop at \( k_{0\pm} = (B_x, B_y, \pm \sqrt{B_z}) \). The linearized Hamiltonians \( H_{\pm} \) around each of these points are

\[ H_{\pm} = \delta k_z A_{\pm} \sigma \]  

(113)

\[ A_{\pm} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \]  

(114)

where \( \delta k_z = k - k_{0\pm} \). We can now apply our analysis from the previous subsections to calculate the anomalous conductivity near each of these Weyl nodes. (This restores the orbital field, at least in the semiclassical approximation). Using Eq. 98, and the fact that \( u = 0 \), we find that

\[ \sigma^{\mu\nu} = \frac{\tau(B)}{2\pi^2 \mu^2} \sqrt{B_z} B^\mu B^\nu \]  

(115)

Note the additional field dependence of the current, stemming from the density of states.

Due to the simplicity of this model, we can also solve for the conductivity in the ultraquantum limit, at least for \( B = (0,0,B_z) \). We can then choose a gauge in which the Hamiltonian (including the orbital field) is translationally invariant along the \( z \) direction. In this case, the most convenient representation for the Hamiltonian is

\[ H = \begin{pmatrix} k_z^2 - B_z & b^1 \\ b & B_z - k_z^2 \end{pmatrix}, \]  

(116)

where \( b \) is the two-dimensional Landau-level lowering operator, corresponding to the Landau levels in the \( x-y \) plane. The energies of this Hamiltonian are given by

\[ \epsilon_{\pm} = \pm \sqrt{(k_z^2 - B_z)^2 + 2B_z n}, \quad n = 1, 2, \ldots \]  

(117)

\[ \epsilon_0 = k_z^2 - B_z \]  

(118)

Each of these states is \( B_z A_{xs}/2\pi \) - fold degenerate, coming from the degeneracy of the 2d Landau levels (\( A_{xs} \) is the cross-sectional area in the \( x-y \) plane). Note that around each Weyl point, the zeroth Landau level is chiral with velocity

\[ v_z^\pm = \left. \frac{\partial \epsilon_0}{\partial k_z} \right|_{k_z = \pm \sqrt{B}} = \pm 2\sqrt{B} \]  

(119)
If we apply an external electric field $E_z$ to this system, it will shift all of the $k_z$s as a function of time. If we assume, however, that there is a mechanism for internodal scattering with relaxation time $\tau$, then in the long-time limit, $k_z$ of the occupied states will be shifted at each node by the finite amount

$$\Delta k_z = \tau E_z. \quad (120)$$

This results in a depletion of right-moving states from the negative chirality node and an increase in left-moving states as a function of time. If we assume that there is a mechanism for internodal scattering with relaxation time $\tau$, then in the long-time limit, $k_z$ of the occupied states will be shifted at each node by the finite amount

$$\Delta k_z = \tau B_z \Delta k_z = \frac{\tau B_z^{3/2}}{\pi^2} E_z. \quad (121)$$

Note that the scaling of $B_z$ here is one power lower than in the semiclassical case (consistent with Ref. 33).
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