Discussing Different Clustering Methods for the Aggregation of Demand Response and Distributed Generation
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Abstract—With the introduction of the Smart Grid context in the current network, it will be necessary to improve business models to include the use of distributed generation and demand response programs regarding the remuneration of participants as a form of incentive. Throughout this article a methodology is presented which will aggregate generation units and consumers participating in DR programs. A comparison of clustering methods will be carried out in order to understand which one of them will be the most appropriate for the scenario studied. After grouping all the resources, the remuneration of the groups are made considering the maximum rate in each group. The hierarchical clustering proved to be the most appropriate because it grouped the resources so that the total cost for the aggregator was the minimum.
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I. INTRODUCTION

Nowadays electric power systems are focusing on the Smart Grid concept. Currently, the electricity grid is comprised of a large number of decentralized renewable energy sources and intelligent infrastructures are being installed in conventional power systems to enable the supply of electricity in an intelligent and controlled manner [1],[2]. In addition, introducing the Smart Grid concept into the power grid revolutionizes the way consumers can interact thanks to Demand Response (DR) programs.

The idea behind DR can be defined as the incentive to modify the load diagram by promoting interaction and responsiveness by end-use consumers, [3]. That said, electric power systems should be transparent, flexible, reliable and carefully managed. Therefore, it is necessary to update and improve current business models, especially with respect to the remuneration of these resources in the context of Smart Grid. Based on the methodology presented in [4], in which a virtual energy player aggregates several small resources, including consumers participating in DR programs, this article will then determine the remuneration structure that best fits the goals of the aggregator.

There is a necessity for supporting the decision in remuneration of DR and Distributed Generation (DG) for their participation in DR programs. In this way, the methodology was drawn up in order to address the respective remuneration to the aggregate resources. Test results, for different aggregation groups and with different methods of aggregation, are provided so there is a possibility of more accurate a comparison between them. This could be very helpful on decision making to which number of groups is optimal and more advantageous for virtual power players to minimize the operation costs and give fair remuneration to all resources involved. Thus, several tariffs are created for each group, where each group has an energy price derived from the resources, which are defined according to the actual energy scheduled for each resource in several operation scenarios.

The constant accumulation of data sets urges the need to analyze and organize the information so that it is properly handled. Clustering is one of the analytical methods used. This method causes the data to be organized into groups, clusters, and the objects inserted here have a similarity between them and a disparity with the remaining objects of the remaining groups. Aggregation of these resources through clusters aims at collecting common characteristics that best define the resources in a specific context, [5]. However, this method is not applied in reality, it is considered by the authors as a crucial factor for the success of the implementation of DR programs. The model proposes that the remuneration of the consumers that participated with this type of programs would be made considering the revenues of the energy sold in the energy market by this aggregator.

This paper is the further development of previous works, as previously mentioned. Here we attempt to compare some of the major clustering methods within which stand out Partitioning Methods such as k-means, Partitioning Around Medoids (PAM) and Clustering Large Aplications (CLARA); Hierarchical Clustering; Fuzzy Clustering, studying c-means; Density-based Clustering, through DBSCAN and, finally, Model Based Clustering. The aggregation will be done for different k clusters and the comparison of the remuneration in the same way.

Section I refers to the introduction of the theme and purpose of the paper. Section II reports all steps of the methodology proposed, with a more detailed explanation. Section III presents the methods of clustering that will be compared with a brief explanation and comparison between them. Only in section IV is presented the case study that was used, presenting the results for the choosen scenario in section IV. Finally, section VI presents the main conclusions drawn from the work done.
II. APPROACH

The proposed methodology, explained throughout this section, will be divided into four essential phases, as shown in the Fig.1.
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Fig. 1. Proposed Methodology

This figure shows how an aggregator fits into the network infrastructure and how it handles the power market. In the first phase of this method, an optimization problem is formulated mathematically, minimizing operating costs taking into account all characteristics of the resources and the desired DR programs. The results of this optimization, which was the mixed-integer quadratic problem, were achieved through the MATLAB toolbox, TOMLAB.

In the second phase, the aggregation of resources all phase is done in order to provide the aggregator, with different groups, a considerable amount of energy for negotiation in the energy market. Here we chose the comparison of several clustering algorithms, then presented in section III, in order to understand the best clustering option for the studied data. This study was done through the software R, giving use to its potentialities for this type of analysis.

The third phase, rescheduling, is done create new tariffs by applying the max price of all resources in a group. In other words, there will be a group tariff for each cluster formed, where all resources in every single cluster, are remunerated at the same energy price. In this way, the aggregator could reduce its operating costs, benefiting from the potential by taking advantage of the full potential energy present in each of the formed groups.

The final phase, Remuneration of resources, is used as a motivation, an incentive, to the collaboration of all the resources associated with the aggregator in the operation of the network and as payment of the contribution of each of them in the final scheduling. The final remuneration to be paid is obtained through the tariffs of the previous phase.

III. METHODS

In the perspective of machine learning, the technique of clustering, dividing data into different groups with similar objects, also known as clusters, is finding hidden patterns in the same information. This analysis is a method of unsupervised learning [6] and is used for the exploration of relationships within the existing set of patterns, and then organizing them into homogeneous groups. Unlike classification, a well-known method of supervised learning, no type of labeling is available in these standards for a priori differentiation. The measure to perceive the density of connection between objects within a cluster is called intra-connectivity. In such manner, the greater this intra-connectivity, the more certainty that the inserted objects have a very high degree of similarity between them. On the other hand, the concept of inter-connectivity measures the degree of connectivity between different clusters. It will be important that this value be low, meaning that each cluster is individually disparate from the rest, [7].

The first group to be analyzed, Partitioning Clustering, divides the data into non-overlapping subsets so that all data belongs to a cluster k. The number of k clusters to be generated must first be defined by the analyst. Partitioning Clustering includes k-means clustering or k-medoids clustering. The first one, can be represented by an algorithm with the homonymous name not happening the same with k-medoids clustering, which is commonly formed by PAM, [8].

K-means is the most common unsupervised machine learning algorithm for partitioning. One of the problems presented by this method is the sensitivity to noise and outliers. One of the variations of this method, defined by Hartigan-Wong in 1979, treats the total variation within a cluster as the sum of the squares of Euclidean distance between a point and the center of the cluster, assigning the point to the nearest k cluster. After this step and throughout the algorithm, each cluster is represented by a new centroid, which corresponds to the average of the points assigned to the k cluster in question,[9].

PAM is an algorithm that is based on looking for objects, medoids, that can represent a cluster. Iteration after iteration, it is considered to exchange each medoid with each non-medoid and this exchange is validated only if there is an improvement over the criteria of the objective function - the minimization of the sum of the dissimilarities of all objects relative to the nearest medoid. PAM has a disadvantage relative to larger datasets. The problem of finding relatively small clusters in the presence of large clusters in the data set is a difficulty for this method. In situations where the dataset is greater than thousands of observations, typically PAMs are unsuccessful. Hence Clustering Large Aplications (CLARA) is an extension of this method to deal with this type of problems.

Clustering can be classified in Soft Clustering (Overlapping Clustering) or Hard Clustering (or Exclusive Clustering). In soft clustering, instead of putting each data point into a separate cluster, there is a probability of each point being allocated to a specific cluster. In hard clustering, each object is a member of that cluster completely or not. For example, K-means is considered Hard Clustering and the algorithms belonging to Fuzzy Clustering, like the most used C-means, are considered Soft Clustering, [10].
In Fuzzy Clustering it is considered a degree to which an element can belong to a given cluster, being this between 0 and 1. The points near the center of the cluster may have a degree greater than the points at the edges of the cluster. C-means is the most used within fuzzy clustering methods. The algorithm passes through the centroid of the cluster through the average of all the points, weighted by the degree of belonging to the cluster.

Unlike other algorithms, such as Partitional Clustering, in Hierarchical Clustering a number of k clusters are not required a priori, making it an asset. This method seeks to find a hierarchical structure according to a proximity matrix. They are usually presented in dendrograms or in binary trees. Therefore, if the analyst wants a more specific number of clusters, he will have to cut the dendrogram at the desired level. Hierarchical Clustering (hclust) are subdivided into two groups: Agglomerative Clustering and Divisive Clustering. Agglomerative Clustering starts by treating all objects in the database as a singleton cluster, or a "leaf". Then, pairs of clusters are successively joined until all the information is in a single cluster, or "root". Divisive Clustering is the opposite of agglomerative clustering since this algorithm works top-down, that is, it starts with root and divides until each of the objects belongs to an individual cluster. In this way, Agglomerative Clustering is a good option to identify smaller clusters. Already Divisive Clustering is the preferred choice when it comes to recognizing larger clusters, [11], [12].

Regarding density-based clustering, the dataset is grouped taking into account connectivity and density functions. One of the examples of this type of clustering is Density-Based Spatial Clustering and Application with Noise or DBSCAN. This algorithm was initially introduced in [13] and is characterized by identifying clusters of any shape in the data set containing noise and even outliers. The cluster definition in this algorithm is depicted through a region of points connected as a dense region collected from the dataset; and the other regions that are separated as sparse regions. The Euclidean distance is used to measure the similarity of points in the denser zone. DBSCAN requires two important parameters: epsilon ("eps"), which defines the radius of the neighborhood around any point \( x \); and the minimum points ("MinPts") that define the minimum number of neighbors’ points in radius eps. Through this feature, DBSCAN may not include all elements of the data set in the clustering leaving them in the \( k = 0 \) cluster belonging to the outliers and noise, [14].

There are more traditional methods, for example hierarchical clustering and k-means, which are heuristic methods and are not based on formal models. In addition, k-means normally initializes the algorithm in a random way, being able to obtain different results in different races, besides having to indicate the number of clusters a priori. An alternative to these methods will be Model Based Clustering (mclust) which considers the data to be formed by a mixture of underlying probability distributions, where each point can represent a different cluster or group. Unlike k-means, mclust uses a more flexible assignment, [14].

IV. CASE STUDY

The case study where the proposed methodology was applied is a real distribution network composed of about 548 distributed producers and 20310 end-user consumers. The studied distribution network presents 30 kV with only one high voltage substation of 60 / 30kV, with the maximum capacity of 90 MVA. This distribution network consists of 937 buses where the aforementioned resources are scattered.

Demand side management can count with two main programs. One based on price, where consumers change their load by responding to changes in the price of electricity in real time, Real Time Pricing (RTP). And another based on incentives, in which consumers are paid at a fixed price per kW of reduced load.

Incentive based programs (Reduce, Cut) and RTP were applied in this study to different types of consumers: Domestic (DM), Small Commerce (SM), Medium Commerce (MC), Large Commerce (LC) and industrial (ID).

In terms of the type of distributed production, this study has Wind, Biomass, Small hydro, co-generation (CHP), Photovoltaic, Fuel cell and Waste-to-energy (WtE).

TABLE I presents the detailed information of these production units, showing the unit number by type, the unit operating price in m.u./kWh and the total available capacity. TABLE II shows the characterization for the types of consumers presented in this study and the possibilities of participation in the types of RD programs presented.

| Designation | Nº of units | Capacity (kWh) | Price (m.u./kWh) |
|-------------|-------------|---------------|-----------------|
| Wind        | 254         | 5 866.09      | 0.071           |
| Co-generation | 16         | 6 910.10      | 0.00106         |
| Waste-to-energy | 7         | 53.10         | 0.056           |
| Photovoltaic | 208        | 7 061.28      | 0.150           |
| Biomass     | 25          | 2 826.58      | 0.086           |
| Fuel cell   | 13          | 2 457.60      | 0.098           |
| Small hydro | 25          | 214.05        | 0.042           |
| Total DG    | 548         | 25 388.79 kWh |                 |

Since the main objective would be to generate clusters of existing resources, from the results of the optimization performed on the distribution network presented in the previous section, a scenario was constructed where only part of the resources belonging to this distribution network were grouped. Consequently, distributed resources such as Photovoltaic and Fuel-cell were withdrawn. In relation to DR, only the incentive-based program was studied, resulting in only consumers belonging to Small Commerce and Medium Commerce.
V. RESULTS

Throughout this section are presented all the results obtained from this study as the analysis of them. Fig.2. presents the scheduling results for the scenario studied.

Fig. 2. Scheduling (phase 1) results for the scenario presented

The distributed producers represent the largest share in the global, presenting 66.67%. The rest is already guaranteed by the demand programs responds mostly to the Small Commerce type.

As previously mentioned, in this study the performance of six clustering methods was compared. Several scenarios were tested, varying the number of clusters for each of the methods. The number k of clusters from 2 to 6 was considered and tested. Since, as stated in section III, the PAM method does not handle very well the large dataset and, in order to be coherent, it was used the CLARA method for the two cases studied. The results obtained then group distributed producers and consumers into clusters, as shown in Fig.3, and Fig. 4, respectively.

The data set presented by Fig.3 can be considered small, with about 320 producers distributed. The performance of the methods of Partitioning Clustering, k-means and CLARA, remained similar across k clusters, differing only in some units and in group switching. In relation to hclust, aggregation is done in a more organized way, maintaining coherence throughout the tests. In relation to Fuzzy Clustering, c-means, due to its randomness, did not find a pattern, although k = 2 and k = 3 be similar to the other methods. As for density-based clustering, DBSCAN identified elements such as outliers and noise and thus did not group all the distributed producers, leaving about 42 elements, approximately 13% of the samples. For the mclust method, the characteristics of this method dictated that the optimal number of clusters for this data set would be k = 6 showing some similarity with the results obtained in the partitioning clustering methods.

Regarding the set of data grouped by consumers, the difference in size is highlighted in relation to the previously studied, with about 9910 consumers belonging to demand responder programs. This clearly affected the results obtained, noting already the difference between the methods of partitioning clustering. CLARA maintained a similar behavior throughout the 5 tests while k-means, in k = 6 completely change the values for each group. As said before, in the section III, this method normally initializes the algorithm in a random way which may affect the results. DBSCAN performed relatively better leaving only 0.12% of the data excluded from the aggregation. In relation to mclust, this time, the optimal number of clusters selected was k = 2 similar to its result for CLARA and c-means.

Fig. 3. Comparison between methods for different k clusters (DG)
Looking more closely, Fig. 5 shows the energy per group, according to the type of power source of the distributed producer. In this case, in order to compare all methods, $k = 6$ was chosen.

Now it is possible to check the differences between methods that although the number of elements is similar, the type of power source is very different. K-means and CLARA assigned levels to all types of energy. With c-means we cannot find a logical sequence for assigning the values to these groups. Hclust grouped in group 1 the wind, biomass, small hydro, waste-to-energy and co-generation elements with the lowest energy value, approximately between 3.27 kWh of Small Hydro and 114.85 kWh of Biomass. The remaining groups are composed only of co-generation with values higher than 233.37 kWh. Mclust separated energy source types by groups. DBSCAN considered values above 23.41 kWh as noise and outliers, leaving only wind and small hydro energy sources. Regarding the costs of operation by the aggregator after the application of the tariff, Fig. 6 presents the result for each of the methods for all $k$ clusters tested. The minimum values for each of the tests are indicated in red.

VI. CONCLUSION

The methodology proposed and presented in this paper aims to support energy resources aggregators. The method presents the resolution of an optimal schedule for the resources inserted in the distribution network studied, that is then grouped through clustering methods. At this stage several methods are compared for aggregation, counting on k-means, c-means, hclust, mclust, clara and DBSCAN. It was tested the ideal number of clusters, between 2 and 6, both for the distributed producers’ data set and for consumers of a demand response program. In general, the behavior of the methods was consistent with what was expected. It is concluded, however, that although it is an advantage in some situations, the fact that DBSCAN did not include all the elements, since it considered them outliers or noise, was detrimental in the evaluation. The next phase went through a rescheduling of the groups, calculating the tariffs for each of them with the intention of reducing the operating costs for the aggregator. It was then compared all methods, all tests and the remuneration were done group by group to define the fairer tariff.

Fig. 4. Comparison between methods for different $k$ clusters (DR)

Looking more closely, Fig. 5 shows the energy per group, according to the type of power source of the distributed producer. In this case, in order to compare all methods, $k = 6$ was chosen.

In most cases, the hclust aggregation obtained the lowest value for operating costs, where $k = 4$ the lowest having obtained 1446.10 m.u. DBSCAN method was removed from this comparison since it would not include all the elements and would not of a fair comparison.

Fig. 5. Comparison between methods for different $k$ clusters (Total Cost)
Fig. 6. Comparison between methods for k=6 (DG)
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