Exploring Depth Contribution for Camouflaged Object Detection
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Abstract

Camouflaged object detection (COD) aims to segment camouflaged objects hiding in the environment, which is challenging due to the similar appearance of camouflaged objects and their surroundings. Research in biology suggests depth can provide useful object localization cues for camouflaged object discovery. In this paper, we study the depth contribution for camouflaged object detection, where the depth maps are generated with existing monocular depth estimation (MDE) methods. Due to the domain gap between the MDE dataset and our COD dataset, the generated depth maps are not accurate enough to be directly used. We then introduce two solutions to avoid the noisy depth maps from dominating the training process. Firstly, we present an auxiliary depth estimation branch ("ADE"), aiming to regress the depth maps. We find that "ADE" is especially necessary for our "generated depth" scenario. Secondly, we introduce a multi-modal confidence-aware loss function via a generative adversarial network to weigh the contribution of depth for camouflaged object detection. Our extensive experiments on various camouflaged object detection datasets explain that the existing "sensor depth" based RGB-D segmentation techniques work poorly with "generated depth", and our proposed two solutions work cooperatively, achieving effective depth contribution exploration for camouflaged object detection.

1. Introduction

As a key example of evolution by natural selection, camouflage is widely adopted by the preys in the wild to reduce their possibility of being detected by their predators [6]. Camouflaged object detection (COD) is the technique that segments the whole scope of the camouflaged object. It has wide applications in a variety of fields, such as military (e.g. military camouflaged pattern design [28]), agriculture (e.g. pest identification [41]), medicine (e.g. polyp segmentation [13]) and ecological protection (e.g. wildlife protection [49, 72]). Due to both scientific value and application value, COD deserves well exploration.

Compared with the generic object detection [29, 60] or segmentation techniques [4, 63], COD is more challenging as the foreground objects usually share a very similar appearance to their surroundings. The visual cues for object identification, e.g. texture, contrast, edge, color, and object size, are vulnerable to attack from the basic camouflage strategies, e.g. background matching and disruptive coloration [57, 68]. Although some recent deep learning based studies [8, 12, 40, 74] have shown favorable performance, the misleading information in camouflage hinders the network from learning the most discriminative features of camouflage. We argue that more visual perceptual knowledge about camouflaged objects can be beneficial.

Research in biology suggests that depth provides 3D geometric information that makes the observer more sensitive to the true boundary and thus enables camouflage less effective [1, 35]. Accordingly, combining depth with RGB images can serve as a new way to solve the challenges in camouflaged object detection. Further, the visual system of many species operates in the real 3D scenes, and a lot of recent works for object segmentation [15, 32, 58, 77] have integrated depth map as another modal on top of RGB images to extract features about the 3D layout of the scene and object shape information. As far as we know, there exist no deep camouflaged object detection models exploring the depth contribution. In this paper, we present the first depth-guided camouflaged object detection network to study the contribution of depth for the COD task.

As there exists no RGB-D camouflaged object detection dataset, we generate depth map of the COD training dataset [12, 40] with existing monocular depth estimation method [59]. With the generated depth, a straightforward solution to achieve RGB-D COD is through multi-modal fusion strategies [15, 54]. However, the conventional monocular depth estimation models are trained on natural images, where there may not exist any camouflaged objects. The domain gap between the monocular depth estimation training dataset and COD training dataset leads to less accurate (or noisy) depth maps as shown in Fig. 1 "Depth". Directly training with the noisy depth map may lead to an over-fitting model that generalizes poorly on the testing dataset [26].

To effectively use the depth information, we propose two main solutions, namely auxiliary depth estimation branch...
Our main contributions can be summarized as: 1) We advocate the contribution of depth for camouflaged object detection, and propose the first depth-guided camouflaged object detection network; 2) We introduce an auxiliary depth estimation branch, where the RGB-D feature fusion is achieved through multi-task learning instead of multi-modal fusion within a single task, which is proven especially effective in our “generated depth” scenario; 3) We present multi-modal confidence-aware loss function via generative adversarial network (GAN) [25].

Our main contributions can be summarized as: 1) We advocate the contribution of depth for camouflaged object detection, and propose the first depth-guided camouflaged object detection network; 2) We introduce an auxiliary depth estimation branch, where the RGB-D feature fusion is achieved through multi-task learning instead of multi-modal fusion within a single task, which is proven especially effective in our “generated depth” scenario; 3) We present multi-modal confidence-aware loss function via generative adversarial network (GAN) [25].

**2. Related Work**

**Camouflaged Object Detection** Camouflage is a defense mechanism for animals to change their salient signatures and become invisible in the environment [6]. In early time, researchers have developed extensive methods using hand-crafted features, e.g. edge, brightness, color, gradient, texture, to detect the camouflaged object [2, 19, 42, 56, 67, 73]. However, these algorithms are far from practical applications because the well-performed camouflage is skilled in breaking the low-level features. Recent research in COD [8, 12, 16, 40, 74, 75, 79] mainly focus on using deep neural networks to extract high-level semantic features to discriminate the concealed object from the complex scenarios. In addition, [35] claims that cuttlefish makes use of low-level cues to disrupt the perception of visual depth and therefore disguise their 3D shape. As described in [52], seeing the environment in 3D makes the presence of the object easier to be discerned. [1] verifies that the real 3D structure information provided by the depth is advantageous to overcome the disruption caused by edge enhancement. Based on these discussions, we argue that a better understanding of the 3D layout of the scene can be beneficial for more effective camouflaged object detection. In this paper, we aim to explore depth contribution for camouflaged object detection.

**Depth-Guided Segmentation** For segmentation tasks, many early work has shown that depth information can reduce the ambiguity of RGB features in complex scenarios [7, 18, 27, 53, 61, 62, 65, 70]. In recent years, the deep multi-modal fusion models for segmentation have achieved significant performance improvement. [17] proposes a simple early fusion strategy by concatenating the RGB image and depth at the input layer, forming four-channel 3D-aware data. [46] on the contrary, perform multi-modal fusion at the output layer, leading to a late fusion model. To obtain more accurate and robust segmentation, a variety of models deliberately design strategies for cross-level fusion, where they merge the complementary information in the middle level of the network [3, 18, 44, 45, 51, 55, 69].

**Confidence-aware Learning** Confidence-aware learning aims to estimate the uncertainty representing the quality of the data (aleatoric uncertainty) or the awareness of true model (epistemic uncertainty) [36]. In this paper, as we mainly focus on modeling the quality of depth for camouflaged object detection, we only discuss the aleatoric uncertainty modeling strategies. [38] designs a network that yields a probabilistic distribution as output in order to capture such uncertainty. [64] employs a teacher-student paradigm to distill the aleatoric uncertainty, where the teacher network generates multiple predicative samples by incorporating aleatoric uncertainty.
for the student network to learn. [39] uses an adversarial perturbation technique to generate additional training data for the model to capture the aleatoric uncertainty.

**Uniqueness of our solution** Different from the existing camouflaged object detection methods [12, 40, 47, 74] that rely only on the RGB images, we introduce the first depth-guided camouflaged object detection framework, with depth contribution estimation solutions to adaptively fuse model predictions from both the RGB branch and the RGB-D branch. Although RGB-D data related segmentation models [15, 54] are widely studied, we claim that their multi-modal learning strategies based on “sensor depth” fails to explore the contribution of “generated depth”. On the contrary, they usually lead to worse performance compared with training only with RGB images (see Table 3). Our solution aims to produce a pixel-wise confidence map of each modal prediction, which is then treated as the weight to achieve multi-modal confidence-aware learning, leading to a better generated-depth contribution exploration.

### 3. Our Method

The original RGB image based COD training dataset is defined as $D = \{x_i, y_i\}_{i=1}^N$, where $x_i$ and $y_i$ are the input RGB image and the corresponding camouflage map, and $i$ indexes the images, $N$ is the size of $D$. In this paper, we study the contribution of depth for camouflaged object detection with a confidence-aware network shown in Fig. 2.

To start our pipeline, we first generate the depth map $d$ with existing monocular depth estimation method [59], leading to our RGB-D COD training dataset $D = \{x_i, d_i, y_i\}_{i=1}^N$. Then we introduce an auxiliary depth estimation branch and a multi-modal confidence-aware learning loss function to effectively explore depth contribution for COD.

#### 3.1. Initial Depth Generation

As there exists no RGB-D based camouflaged object detection dataset, we generate pseudo depth maps from existing monocular depth estimation methods. We tried three state-of-the-art monocular depth estimation methods (MiDaS [59], Monodepth2 [24] and FrozenPeople [43]) to generate depth maps for our training dataset.

![Image MiDaS [59] Monodepth2 [24] FrozenPeople [43]](image)

Figure 3. Camouflage images and the generated depth maps. Three methods are used to generate depth maps. Overall, MiDaS [59] has the best cross dataset performance and the strongest generalization ability. Monodepth2 [24] is trained only on KITTI dataset, which performs the worst in our scenario.

Trained on 10 different RGB-D datasets, MiDaS [59] provides robust results across diverse scenes. Targeting autonomous driving, Monodepth2 [24] has a good performance on the KITTI benchmark under the self-supervision, but its ability of domain adaption is to be investigated. Since there are a large number of images with humans as camouflaged objects in our camouflage training dataset, we also tried FrozenPeople [43] with the single image configuration to generate depth for the characters in the scene.

Both MiDaS and Monodepth2 generate depth maps in the form of disparity, or inverse-depth, FrozenPeople generates depth values directly. We show the generated depth maps for our camouflaged object detection dataset in Fig. 3.
Due to the visually better performance of MiDaS depth maps\(^1\), we adopt MiDaS depth maps in our experiments.

### 3.2. Depth Contribution Exploration

Due to the domain gap, the generated depth map from monocular depth estimation methods may not be very accurate as shown in Fig. 3. Directly training with the less-accurate depth map cannot improve the model performance as the network will over-fit on the less-accurate depth map, leading to poor generalization ability (see Table 3). Instead of directly using the depth as input, we design an auxiliary depth estimation branch, where the RGB-D feature fusion is achieved through multi-task learning (camouflaged object detection and monocular depth estimation) instead of multi-modal fusion within a single task. Four main modules are included in our framework: 1) a RGB COD module to generate camouflage map from the RGB image; 2) a auxiliary depth estimation module to regress the depth map of image \(x\) with \(d\) as supervision; 3) a multi-modal fusion module to aggregate the intermediate features from the above two modules; 4) a multi-modal confidence-aware learning module via generative adversarial network (GAN) [25] to adaptively weight the contribution of depth for model updating.

**RGB camouflaged object detection:** We build the RGB camouflaged object detection network upon ResNet50 [30] backbone, which maps the input image \(x\) to four stages features \(f_{\theta_y}(x) = \{s_k\}_{k=1}^{4}\) of channel size 256, 512, 1024 and 2048 respectively, where \(\theta_y\) is the parameter set of the backbone network. To obtain enlarged receptive field with less memory consumption, we feed each \(s_k\) to a multi-scale dilated convolution block [4] to obtain new backbone features \(f_{\theta_y}(x) = \{s'_k\}_{k=1}^{4}\) of channel size \(C = 32\). We further adopt decoder from [59] for high/low level feature aggregation.

Specifically, we define prediction from the deterministic RGB branch as \(f_{\beta_y}(f_{\theta_y}(x))\), where \(\beta_y\) is the parameter set of the decoder (excluding the multi-scale dilated convolutional blocks). As we intend to model confidence of each modal (RGB and RGB-D), we change the RGB camouflage network to a probabilistic network via generative adversarial network (GAN) [25]. In this way, we re-define model prediction of our stochastic prediction network as \(f_{\beta_y}(f_{\theta_y}(x), z)\), where \(z\) is the latent variable. To fuse \(z\) with the backbone feature \(f_{\theta_y}(x)\), we first tile \(z\) to the same spatial size of \(s'_k\), and then concatenate the tiled \(z\) with \(s'_k\), and feed it to another 3 \(\times\) 3 convolutional layers of channel size \(C = 32\). We use this new feature instead of \(s'_k\) in the decoder parametered with \(\beta_y\). Following the standard practice of GAN, \(z\) is assumed to follow the standard normal distribution: \(z \sim N(0, I)\).

**Auxiliary depth estimation:** Given the generated depth map \(d\) from [59], we design auxiliary depth estimation branch to extract depth related features from the input image \(x\). Specifically, we have a separate encoder with ResNet50 backbone for the auxiliary depth estimation branch with parameter set \(\theta_d\). Similarly, multi-scale dilated convolutional blocks are used for larger receptive filed to generate the depth backbone features \(f_{\theta_d}(x) = \{s''_k\}_{k=1}^{4}\) of the same channel size \(C = 32\), and we adopt the same decoder structure in the RGB COD module to produce a one-channel depth map \(d' = f_{\beta_d}(f_{\theta_d}(x))\).

**Multi-modal Fusion:** Given intermediate backbone features \(f_{\theta_y}(x, z)\) from the RGB COD branch and the auxiliary depth estimation branch \(f_{\theta_d}(x)\) to RGB-D camouflage map \(f_{\alpha}(f_{\theta}(x), d, z^{d})\), where \(\theta = \{\theta_d, \theta_y\}\), \(\alpha\) is the parameter set of the multi-modal fusion module, \(z^{d}\) is the latent variable for the RGB-D camouflage branch, and we also have \(z^{d} \sim N(0, I)\). We concatenate each level of intermediate feature from RGB branch and depth branch, then we feed it to a 3 \(\times\) 3 convolutions layer of channel size \(C = 32\), and defined the fused feature as \(f^{rgbd}_{\theta}(x, d, z, z^{d})\). We design a RGB-D confidence-aware learning module within the multi-modal fusion module, which share the same structure as [59]. We define the RGB-D COD prediction as \(f_{\alpha}\) for simplicity.

**Multi-modal Confidence-aware Learning:** Recall that the RGB COD model produces RGB image based camouflage map \(p(y|x, z) = N(f_{\beta_y}(f_{\theta_y}(x), z), \epsilon_{rgb})\), where \(\epsilon_{rgb} \sim N(0, \sigma^{2}_{rgb})\) and \(\sigma^{2}_{rgb}\) is the variance of the labeling noise, representing the inherent noise level from a generative model’s perspective. Similarly, with the “Multi-modal Fusion” module, we obtain the RGB-D camouflage map \(p(y|x, d, z^{d}) = N(f_{\alpha}(f_{\theta}(x), \epsilon_{rgbd})\)), where \(\epsilon_{rgbd} \sim N(0, \sigma^{2}_{rgbd})\) also represents the inherent labeling noise. Directly training the network with above two camouflage predictions and depth regression leads to inferior performance (see “A_D” in Table 2), as there exists no explicit constraint for depth quality evaluation. Although the proposed auxiliary depth estimation module achieves better depth exploration than other multi-modal learning strategies widely used in the existing RGB-D segmentation models [15, 54] (compare “A_D” in Table 2 with multi-modal learning strategies in Table 3), there exists no explicit solution to weight the contribution of depth. Towards explicit depth contribution exploration, we first estimate confidence of each modal predictions, and use it as the weight within our multi-modal confidence-aware loss function.

**Prediction confidence estimation:** Given stochastic prediction \(p(y|x, z)\) from the RGB COD branch, and \(p(y|x, d, z^{d})\) from the RGB-D branch, we first perform multiple iterations of sampling in the latent space \(z \sim N(0, I)\) and \(z^{d} \sim N(0, I)\), and obtain a sequence of predictions \(\{p(y|x, z_{k})\}_{k=1}^{z} \) and \(\{p(y|x, d, z_{k}^{d})\}_{k}^{z^{d}}\), where \(z_{k}\) and \(z_{k}^{d}\) represent the random sample of the latent variable for the RGB

\(^{1}\)The “depth map” represents “inverse-depth map” in the following.
COD branch and RGB-D COD branch respectively. For an ensemble based framework, the predictive uncertainty [36] (the inverse confidence) captures the overall uncertainty of model prediction, which is defined as entropy of the mean prediction (H[ ] in Fig. 2). In this way, we obtain the confidence map of each prediction as:

\[
C_{\text{rgb}} = 1 - \mathbb{H}[E_{z \sim N(0,1)} p(y|x, z)],
\]

\[
C_{\text{rgbd}} = 1 - \mathbb{H}[E_{z^d \sim N(0,1)} p(y|x, d, z^d)].
\]

(1)

We show the inverse confidence maps (the uncertainty map) \(U_{\text{rgb}}\) and \(U_{\text{rgbd}}\) for RGB and RGB-D modal in Fig. 1.

**Discriminator:** As a generative adversarial network [25], we design an extra fully convolutional discriminator of the same structure as in [33], and define it as \(g(\cdot)\), which is used to distinguish model predictions and the ground truth annotations. Specifically, the discriminator takes the concatenation of model prediction (or ground truth) and image as input, and identify it as “fake” (or real) with an all zero feature map 0 (or all one feature map 1).

**Train the model with multi-modal confidence-aware loss function:** Given the COD outputs \(p(y|x, z)\) and \(p(y|x, d, z^d)\) from the RGB and RGB-D branch, and the corresponding confidence maps \(C_{\text{rgb}}\) and \(C_{\text{rgbd}}\), we introduce a multi-modal confidence-aware loss function to explicitly weight the depth contribution. The basic assumption is that if the model is confident about the prediction from one modal, then that modal should contribute more to the overall loss function, and vice versa. Inspired by [22], our multi-modal confidence-aware loss function is defined as:

\[
L_{\text{cod}} = \omega_{\text{rgb}} L_{\text{rgb}} + \omega_{\text{rgbd}} L_{\text{rgbd}},
\]

(2)

where \(\omega_{\text{rgb}}\) and \(\omega_{\text{rgbd}}\) are the pixel-wise confidence-aware weights, defined as: \(\omega_{\text{rgb}} = (C_{\text{rgb}})/(C_{\text{rgb}} + C_{\text{rgbd}})\) and \(\omega_{\text{rgbd}} = (C_{\text{rgbd}})/(C_{\text{rgb}} + C_{\text{rgbd}})\) respectively. \(L_{\text{rgb}} = L_{\text{rgb}}(f_{\beta_\gamma}(f_{\beta_y}(x), z), y)\) and \(L_{\text{rgbd}} = L_{\text{rgbd}}(f_{\beta_\gamma}, y)\) are the task related loss functions, which are structure-aware loss functions [71] in this paper.

In addition to Eq. 2, as a generative adversarial network with auxiliary depth estimation branch, we add the extra adversarial loss \(L_{\text{adv}}\) and depth regression loss \(L_{\text{depth}}\) to \(L_{\text{cod}}\), and define it as our generator loss \(L_{\text{gen}}\):

\[
L_{\text{gen}} = L_{\text{cod}} + L_{\text{depth}} + \lambda L_{\text{adv}},
\]

(3)

where \(\lambda\) is the hyper-parameter to weight the contribution of the adversarial loss, and empirically we set \(\lambda = 0.1\). The adversarial loss \(L_{\text{adv}}\) is defined as:

\[
L_{\text{adv}} = L_{\text{ce}}(g_\gamma(x, f_{\beta_\gamma}(f_{\beta_y}(x), z)), 1)
+ L_{\text{ce}}(g_\gamma(x, f_{\beta_\gamma}(f_{\beta_y}(x), z)), 1),
\]

(4)

with \(L_{\text{ce}}\) as the binary cross-entropy loss. The extra adversarial loss aims to fool the discriminator to predict “real”

with generator camouflage prediction as input. The depth regression loss \(L_{\text{depth}}\) is defined as the weighted sum of the point-wise \(L_1\) loss and the SSIM loss [23]:

\[
L_{\text{depth}} = (1 - \lambda) \frac{1}{n} \sum_{i=1}^{n} |d - d'| + \lambda \frac{1 - \text{SSIM}(d, d')}{2},
\]

(5)

and empirically we set \(\lambda = 0.85\) [23].

Then the discriminator is updated via:

\[
L_{\text{dis}} = L_{\text{ce}}(g_\gamma(x, y), 1)
+ L_{\text{ce}}(g_\gamma(x, f_{\beta_\gamma}(f_{\beta_y}(x), z)), 0)
+ L_{\text{ce}}(g_\gamma(x, f_\alpha), 0),
\]

(6)

where the discriminator aims to correctly distinguish model predictions from the ground truth, and this is what [25] defined as the “minimax game”. We show the complete learning pipeline of our method in Algorithm 1.

**Algorithm 1** Depth Contribution Exploration for COD

**Input:**

1: Training dataset \(D = \{x_i, d_i, y_i\}_{i=1}^N\), where the depth map \(d_i\) is pre-computed from [59].

2: The maximal number of learning epochs \(E\).

**Output:** Model parameter \(\theta = \{\theta_{\alpha}, \theta_y\}, \beta = \{\beta_{\alpha}, \beta_y\}\) and \(\alpha\) for the camouflage generator, and \(\gamma\) for the discriminator;

1: for \(t \leftarrow 1\) to \(E\) do
2: Generate camouflage map \(f_{\beta_\gamma}(f_{\beta_y}(x))\) and \(f_\alpha\) from the RGB and RGB-D COD branches.
3: Obtain monocular depth \(f_{\beta_\gamma}(f_{\beta_y}(x))\) of the input \(x_i\).
4: Perform \(T = 5\) iterations of sampling from the latent space: \(z \sim N(0,1), z^d \sim N(0,1)\), and obtain \(\{p(y|x, z_k)\}_{z_k}\) and \(\{p(y|x, d, z_k^d)\}_{z_k^d}\), where \(z_k\) and \(z_k^d\) represent the random samples of the latent variables.
5: Compute confidence of each model \(C_{\text{rgb}}\) and \(C_{\text{rgbd}}\).
6: Obtain the pixel-wise confidence weights \(\omega_{\text{rgb}} = (C_{\text{rgb}})/(C_{\text{rgb}} + C_{\text{rgbd}})\) and \(\omega_{\text{rgbd}} = (C_{\text{rgbd}})/(C_{\text{rgb}} + C_{\text{rgbd}})\).
7: Define the multi-modal confidence-aware loss function \(L_{\text{cod}} = \omega_{\text{rgb}} L_{\text{rgb}} + \omega_{\text{rgbd}} L_{\text{rgbd}}\), and obtain generator loss \(L_{\text{gen}}\).
8: Update \(\theta = \{\theta_{\alpha}, \theta_y\}, \beta = \{\beta_{\alpha}, \beta_y\}\) and \(\alpha\) via \(L_{\text{gen}}\).
9: Compute discriminator loss \(L_{\text{dis}}\), and update \(\gamma\) with \(L_{\text{dis}}\).
10: end for

**4. Experimental Results**

**4.1. Setup**

**Datasets** We train our method with benchmark COD training dataset, which is the combination of 3,040 images from COD10K training dataset [12] and 1,000 images from CAMO training dataset [40]. We then test model performance on four benchmark camouflage testing datasets, including CAMO [40] of size 250, CHAMELEON of size 76, COD10K testing set of size 2,026, and the newly released NC4K dataset [47] of size 4,121.
Table 1. Performance comparison with benchmark COD models. “BkB”: the backbone model, and “R50” is the ResNet50 backbone [31], “R2_50” is the Res2Net50 backbone [21]. “Size”: size of the training and testing images.

| Method       | BkB | Year | Size | CAMO [40] | CHAMELEON [66] | COD10K [12] | NC4K [47] |
|--------------|-----|------|------|-----------|----------------|-------------|-----------|
|              |     |      |      | $S_a \uparrow$ | $F_p \uparrow$ | $E_k \uparrow$ | $M \downarrow$ | $S_a \uparrow$ | $F_p \uparrow$ | $E_k \uparrow$ | $M \downarrow$ | $S_a \uparrow$ | $F_p \uparrow$ | $E_k \uparrow$ | $M \downarrow$ | $S_a \uparrow$ | $F_p \uparrow$ | $E_k \uparrow$ | $M \downarrow$ |
| SINet [12]   | R50 | 2020 | 352  | .745 .702 .804 .092 | .872 .827 .936 .034 | .776 .679 .864 .043 | .810 .772 .873 .057 |
| SINet-v2 [11]| R2_50 | 2021 | 352  | .820 .782 .882 .070 | .888 .835 .942 .030 | .815 .718 .887 .037 | .847 .805 .903 .048 |
| LSR [47]     | R50 | 2021 | 352  | .793 .725 .826 .085 | .893 .839 .938 .033 | .793 .685 .868 .081 | .839 .779 .883 .053 |
| MGL [76]     | R50 | 2021 | 473  | .775 .726 .812 .088 | .893 .834 .918 .030 | .814 .711 .852 .035 | .833 .782 .867 .052 |
| PFNet [48]   | R50 | 2021 | 416  | .782 .744 .840 .085 | .882 .826 .922 .033 | .800 .700 .875 .040 | .829 .782 .886 .053 |
| UJTR [75]    | R50 | 2021 | 473  | .785 .686 .859 .086 | .888 .796 .918 .031 | .818 .667 .850 .035 | .839 .786 .873 .052 |

RGB-COD Models

| Method       | Year | Size | Ours R2 | Ours R50 | 2021 | 480  | Ours R2 | Ours R50 | 2021 | 416  | Ours R2 | Ours R50 | 2021 | 352  | Ours R2 | Ours R50 | 2021 | 473  |
|--------------|------|------|---------|---------|------|------|---------|---------|------|------|---------|---------|------|------|---------|---------|------|------|
| SSF [78]     | VGG16| 2020 | 352     | .779 .759 .853 .077 | .885 .836 .941 .032 | .801 .705 .882 .037 | .837 .798 .899 .049 |
| Ours         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |
| Ours         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |
| Ours         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |
| SINet-V2     |      |      |         |         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |
| CAMO         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |         |         |      |      |

Figure 4. Visual comparison of our predictions with the benchmark techniques.

Evaluation Metrics We adopt four widely used metrics for performance evaluation, including 1) Mean Absolute Error ($\mathcal{M}$); 2) Mean F-measure ($F_\beta$); 3) Mean E-measure ($E_\xi$); 4) $S$-measure ($S_a$) [9]. Details of those evaluation metrics are introduced in the supplementary materials.

Implementation Details We train our model with Pytorch, where ResNet-50 is chosen as backbone, which is initialized with weights trained on ImageNet, and other newly added layers are initialized by default. We resize all the images and ground truth to $352 \times 352$ for both training and testing. The maximum epoch is 50. The initial learning rate is $2.5 \times 10^{-5}$. The whole training takes 17 hours with batch size 6 on one NVIDIA GTX 2080Ti GPUs.

4.2. Performance comparison

Quantitative comparison: We compare our results with the benchmark models in Table 1. As both training image size and backbone networks are important factors for model performance, for fair comparison, we train with different backbones and different training image sizes following the settings of existing solutions. Due to extra depth information, we also generate benchmark RGB-D COD models by training RGB-D saliency detection models with our RGB-D COD dataset. Specifically, we re-train UCNet [77], BB-SNet [15], JL-DCF [20] and SSF [78] with our RGB-D camouflaged object detection dataset. The consistent better performance the RGB COD benchmark models compared with the re-trained RGB-D COD models explains that the existing sensor depth based RGB-D fusion strategies work poorly within our generated depth scenario. The main reason lies in the low quality depth map due to domain gap of monocular depth estimation dataset and our camouflaged object detection dataset. Table 1 shows that, with the proposed depth contribution exploration techniques, we obtain consistently improved performance compared with both the RGB COD models and the re-trained RGB-D COD models.

Qualitative comparison: In Fig. 4, we show predictions of benchmark techniques and our method, where we show prediction from both the RGB COD branch (“Ours_RGB”) and the RGB-D COD branch (“Ours_RGBD”). The better camouflage maps from both branches further explain effectiveness of our solutions.
Running time comparison: The parameter number of our camouflage generator is 101M, which is larger than some RGB-D saliency detection models, e.g. UCNet [77] (62M), BBSNet [15] (49M), while smaller than JL-DCF [20] (144M). The extra parameters mainly come from our separate encoder with ResNet50 backbone for auxiliary depth estimation. At test time, it cost 0.2 second to process each image of size 352 × 352, which is comparable with benchmark techniques.

4.3. Ablation Study

We thoroughly analyse the proposed solutions with extra experiments, and show results in Table 2. Note that, all the following experiments are trained with ResNet50 backbone with training/testing image size of 352.

Firstly, we train an RGB COD model with only the RGB image, and the performance is shown as “Base”. The network structure of “Base” is the same as our auxiliary depth estimation network, except that we use structure-aware loss function [71] for “Base”. Then, we introduce our auxiliary depth estimation branch to “Base”, and obtain “ADE”, where there exists no RGB and depth feature interaction. We further add the “Multi-modal Fusion” module to “ADE” to produce extra RGB-D camouflage map, and show performance as “A_D”. Note that, until now, all the discussed models are deterministic. We intend to explore the depth contribution with a generative adversarial network, and we then add latent variable $z$ to “A_D” with an extra discriminator to obtain a generative adversarial network based RGB-D COD network, which is our final model, shown as “Ours”.

We observe competing performance of “Base” compared with the state-of-the-art camouflage object detection networks, indicating effectiveness of the simple base model. As there exists no interaction of RGB feature and depth feature, the performance of “ADE” is similar to “Base”. At the same time, as the weight of each task is quite important for a multi-task learning framework (within “ADE”, we achieve simultaneous camouflage object detection and monocular depth estimation), the performance of “ADE” can be further tuned with more effective task-relationship models [37]. Build upon “ADE” with extra “Multi-modal Fusion” block, we notice improved performance of “A_D” compared with “ADE”, which explains effectiveness of our “Multi-modal Fusion” block. Then, we add extra latent variable $z$ and a fully convolutional discriminator to “A_D”, and perform multi-modal confidence-aware learning. The improved performance of “Ours” explains effectiveness of our depth contribution exploration solutions.

| Method | CAMO [40] | CHAMELEON [66] | COD10K [12] | NC4K [47] |
|--------|-----------|----------------|------------|-----------|
| $F_0 \uparrow$ | $M \downarrow$ | $F_0 \uparrow$ | $M \downarrow$ | $F_0 \uparrow$ |
| Base | .751 | .079 | .815 | .037 | .699 | .039 | .789 | .050 |
| A_D | .746 | .079 | .835 | .032 | .702 | .038 | .793 | .049 |
| Ours | .759 | .077 | .836 | .032 | .705 | .037 | .798 | .049 |

4.4. Training/Testing size and Backbone Analysis

Training/testing image size is usually an important factor for dense prediction tasks, and we observe it’s more important for camouflaged object detection, where higher resolution training images can always lead to better performance. In Table 1, we summarize the training/testing image sizes of existing methods, and train our model with different image sizes. We observe consistently improved performance with larger image sizes. The main reason is that lower resolution can be seen as adversarial attack for camouflaged object detection. Camouflaged objects usually share a similar appearance as the background, and it’s more difficult to discover camouflaged objects in a small size image than in a large size image. In this way, reducing the images sizes of a training dataset can be seen as improving the difficulty of the task, and training models with too many hard samples will limit its generalization ability.

We further notice that testing with different sizes also affects model predictions. Models perform best when we have the same training and testing data sizes. By associating predictions of a single input with a series of sizes, we can deduce the predictive uncertainty that lies intrinsically in the model and the task themselves (see Fig. 5).

Further, we notice backbone of SINet-V2 [11] is Res2Net50 [21]. For fair comparison, and also to investigate model performance w.r.t. backbone networks, we train extra model with ResNet50 backbone. The consistent better performance of our model with Res2Net50 [21] backbone compared with SINet-V2 [11] validate our solution.

4.5. Multi-Modal Learning Discussion

We investigate the “sensor depth” based multi-modal learning strategies on our “generated depth” scenario.

Sensor depth based multi-modal learning framework for COD: With depth from monocular depth estimation method, following conventional multi-modal learning pipeline, we can train directly the RGB-D COD task.
Table 3. Performance of RGB-D COD with existing sensor depth based multi-modal learning framework.

| Method  | CAMO [40] | CHAMELEON [66] | COD10K [12] | NC4K [47] |
|---------|------------|-----------------|-------------|----------|
|         | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ |
| Base    | .751 .079  | .815 .037       | .696 .039   | .789 .050 |
| Early   | .718 .092  | .816 .037       | .677 .042   | .770 .056 |
| Cross   | .680 .102  | .826 .035       | .694 .040   | .772 .060 |
| Late    | .689 .100  | .808 .043       | .681 .044   | .752 .068 |

4.6. When is the Generated Depth More Helpful?

RGB image captures appearance information of a scenario, while depth captures geometric information, indicating the distance of objects to the camera. It’s usually claimed that extra data from different modal can lead to better understanding of the same scene. In this paper, we investigate how the generated depth can improve camouflaged object detection. Although the overall performance indicates that depth can be helpful if we use it properly, we still notice samples where the final camouflage map from the RGB-D branch is inferior to that from the RGB branch as shown in Fig. 6.

Table 4. Multi-modal learning performance for sensor depth.

| Method  | NJU2K [34] | SSB [50] | DES [5] | NLPR [53] | SIP [14] |
|---------|------------|----------|---------|-----------|---------|
|         | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ | $F_3 \uparrow \ 
\downarrow$ |
| Base    | .898 .036  | .884 .037 | .904 .022 | .897 .024 | .866 .049 |
| Early   | .904 .036  | .887 .037 | .924 .017 | .904 .022 | .882 .047 |
| Cross   | .905 .036  | .890 .036 | .928 .016 | .904 .024 | .886 .047 |
| Late    | .897 .040  | .863 .053 | .906 .020 | .897 .024 | .886 .048 |

Specifically, we introduce three different settings, namely early fusion model (“Early”), cross-level fusion model (“Cross”) and late fusion model (“Late”), and show model performance in Table 3. For “Early”, we concatenate $x$ and $d$ at the input layer, and feed it to a $3 \times 3$ convolutional layers to obtain a feature map of channel size 3, which is then fed to the RGB COD network to produce camouflage prediction (without the latent variable $z$ as input). For “Cross”, we re-purpose the auxiliary depth estimation to depth based COD, and keep the “Multi-modal Fusion” module. In this way, we have camouflage prediction from the depth branch, the RGB branch and also the RGB-D branch, and prediction of the RGB-D branch is used for performance evaluation. For “Late”, we have two copies of RGB COD network that take RGB and depth as input to produce two copies of predictions. We concatenate the two predictions and feed it to a $3 \times 3$ convolutional layers to produce our final prediction. Table 3 shows that the existing “sensor depth” based multi-modal learning framework works poorly on our “generated depth” scenario, leading to inferior performance compared to RGB image based “Base” model.

Effectiveness of the multi-modal learning framework in Table 3 with “sensor depth”:

Similar to camouflaged object detection, salient object detection [71] is also defined as class-agnostic binary segmentation task. We then analyse how the sensor depth based multi-modal learning framework performs for RGB-D salient object detection [15], and show performance in Table 4, where the depth are the raw “sensor depth” instead of the “generated depth”. Table 4 shows that the multi-modal learning framework in Table 4 performs well with sensor depth scenario, and the different conclusion with “sensor depth” and “generated depth” further explain the value of our work.

Figure 6. Scenarios when the RGB COD branch outperforms RGB-D COD branch.

In good cases, both RGB and RGB-D COD branches provide decent segmentation results, and we notice that depth predictions ($d'$) in these scenarios tend to highlight the camouflaged objects better compared with the original generated depths ($d$). Further, when we can observe the camouflaged objects from the generated depth ($d$), the depth $d$ can always benefit the RGB-D COD. In hard cases, especially when camouflaged objects dominate the view and have large depth variation, RGB-D COD prediction can be misled by the depth estimation task.

5. Conclusions

We tackle the problem of camouflaged object detection (COD) with the aid of depth, which is generated with the existing monocular depth estimation method [59]. To effectively explore depth contribution, we introduce an auxiliary depth estimation module, and a probabilistic learning network via a generative adversarial network, where the modal related confidence is estimated and serves as a weight for multi-modal confidence-aware learning. With extensive experimental results, we conclude that the existing “sensor depth” based multi-modal learning pipelines perform poorly with the “generated depth” setting, leading to inferior performance compared to the base model with only RGB image used. Instead, we suggest performing auxiliary depth estimation with an effective depth confidence estimation module to prevent the model from being dominated by the noisy depth, which has been proven effective in our “generated depth” based RGB-D COD task.
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