A Review and Evaluation of Planetary Boundary Layer Parameterizations in Hurricane Weather Research and Forecasting Model Using Idealized Simulations and Observations
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Abstract: This paper reviews the evolution of planetary boundary layer (PBL) parameterization schemes that have been used in the operational version of the Hurricane Weather Research and Forecasting (HWRF) model since 2011. Idealized simulations are then used to evaluate the effects of different PBL schemes on hurricane structure and intensity. The original Global Forecast System (GFS) PBL scheme in the 2011 version of HWRF produces the weakest storm, while a modified GFS scheme using a wind-speed dependent parameterization of vertical eddy diffusivity ($K_m$) produces the strongest storm. The subsequent version of the hybrid eddy diffusivity and mass flux scheme (EDMF) used in HWRF also produces a strong storm, similar to the version using the wind-speed dependent $K_m$. Both the intensity change rate and maximum intensity of the simulated storms vary with different PBL schemes, mainly due to differences in the parameterization of $K_m$. The smaller the $K_m$ in the PBL scheme, the faster a storm tends to intensify. Differences in hurricane PBL height, convergence, inflow angle, warm-core structure, distribution of deep convection, and agradient force in these simulations are also examined. Compared to dropsonde and Doppler radar composites, improvements in the kinematic structure are found in simulations using the wind-speed dependent $K_m$ and modified EDMF schemes relative to those with earlier versions of the PBL schemes in HWRF. However, the upper boundary layer in all simulations is much cooler and drier than that in dropsonde observations. This model deficiency needs to be considered and corrected in future model physics upgrades.
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1. Introduction

Previous theoretical studies have pointed out the important role of physical processes in the planetary boundary layer (PBL) in governing tropical cyclone (TC) intensification and maximum...
intensity [1–11]. These processes include air–sea turbulent transfer of momentum and enthalpy, turbulent mixing, convergence of absolute angular momentum (M), and boundary-layer recovery. In TC forecast models, small-scale processes such as turbulent diffusion must be parameterized, given that the horizontal grid spacing of current operational models is 2 km or coarser. Research models that are used to simulate TC intensity and structure often have horizontal grid spacing of 0.5–3 km, while scales of turbulent eddies may be as small as 10–100 m. Even with large eddy simulations that can achieve 10–100 m horizontal grid spacing [12–14], the lowest boundary condition still requires a parameterization of drag coefficient that is uncertain in hurricane force wind conditions [15,16]. Thus, it is important to improve turbulence parameterizations in TC models.

The sensitivity of simulated and forecasted TC intensity and structure to PBL parameterizations has been previously investigated by several studies. Most previous research has used research models, such as the fifth-generation Pennsylvania State/National Center for Atmospheric Research (NCAR) model [17,18], the Weather Research and Forecasting (WRF) model [19–21], the Cloud Model version 1 (CM1) [22,23], and a TC boundary-layer model [24].

As a result of the Hurricane Forecast Improvement Program (HFIP), considerable efforts have been made to upgrade the operational TC models and advance their skill for track and intensity forecasts [25]. Due to the improved performance of the Hurricane Weather and Research Forecast (HWRF) model for TC intensity forecasts, researchers have recently gained confidence in this model and started to use it to study TC processes and dynamics [26–34].

The HWRF model has been continuously upgraded each year, such that certain physics and initialization packages can be different from year to year. It is believed that the research community would benefit from a review of the changes that have been made to the HWRF model physics in recent years, so that when HWRF is used in research studies, the limitations and advantages of the model physics in a particular HWRF version being used are readily apparent. This study aims to review the differences in the PBL schemes used in 2011 and later versions of the operational HWRF model and assess their impacts on simulated TC intensity and structure. To evaluate contributions only from the PBL physics to the variations of TC intensity and structure, we analyze the idealized HWRF simulations using the same version of the model but with different PBL schemes and compare modeled TC structures to observations. This study aims to identify model deficiencies in terms of simulated TC structure that might be tied to the PBL physics and provide feedback to model developers for further improvements. A brief description of these PBL schemes is given in Section 2. Section 3 presents analysis of idealized simulations with these PBL schemes with a focus on evaluating the effects of the PBL schemes on hurricane structure. Structural metrics based on observational data are used in model diagnostics. This is followed by discussion and conclusions.

2. Review of PBL Schemes in the Operational HWRF

The HWRF system was initially developed at the Environmental Modeling Center (EMC) of the National Weather Service (NWS). During the past eight years, joint development of HWRF was also accomplished at several institutions, including the Hurricane Research Division (HRD), Earth System Research Laboratory (ESRL), the State University of New York at Albany, and the Developmental Testbed Center (DTC), in collaboration with EMC as part of HFIP. Below we review the PBL schemes used in recent versions of the operational HWRF model in chronological order. Table 1 summarizes the differences in these PBL schemes.

The original PBL scheme used in the 2011 (V3.4) and prior versions of HWRF is the Global Forecast System (GFS) scheme (referred to as PBL11 hereafter), which is similar to the Medium Range Forecast (MRF) scheme developed by Troen and Mahrt [35]. This scheme was implemented at the National Centers for Environmental Prediction (NCEP) in the operational GFS and later in HWRF by Han and Pan [36]. Turbulent fluxes are parameterized using the vertical eddy diffusivity and vertical gradients of mean variables in the form of:

$$\overline{w' A'} = -K_A \left( \frac{\partial \overline{A}}{\partial z} - N \right),$$

(1)
where $A$ is a parameter such as the wind velocity component, temperature and humidity, $K$ is the vertical eddy diffusivity, $N$ is the nonlocal turbulent mixing term [35], the prime represents turbulent fluctuation, and the overbar represents time average.

### Table 1. Summary of the main differences in different versions of the planetary boundary layer (PBL) schemes in Hurricane Weather Research and Forecasting model (HWRF). GFS denotes Global Forecast System and EDMF denotes eddy diffusivity and mass flux.

| HWRF Version | Year | PBL Scheme | Alpha Parameter | Critical Richardson Number | Referred to as |
|--------------|------|------------|----------------|---------------------------|---------------|
| 3.3a         | 2011 | GFS        | 1.0            | 0.5                       | PBL11         |
| 3.4a         | 2012 | GFS        | 0.5            | 0.25                      | PBL12         |
| 3.5a         | 2013 | GFS        | 0.7            | Varies with Rossby number | PBL13–14     |
| 3.6a         | 2014 | GFS        |               | Varies with wind speed    | PBL15         |
| 3.7a         | 2015 | GFS        |               | Varies with Rossby number | PBL15         |
| 3.8a         | 2016 | GFS        |               | Varies with wind speed    | PBL16–19     |
| 3.9a         | 2017 | GFS EDMF   |               | Varies with Rossby number | PBL16–19     |
| 4.0a         | 2018 | GFS EDMF   |               |                           | PBL16–19     |

In PBL11, the vertical eddy diffusivity of momentum ($K_m$) was parameterized using a parabolic equation:

\[ K_m = \kappa \left( \frac{u^*}{S} \right) z (1 - \frac{z}{h})^2, \]  

(2)

where $\kappa = 0.4$ is the Von Kármán constant, $u^*$ is the friction velocity, $S$ is the surface layer stability function, $z$ is the height, and $h$ is the PBL height that is defined based on a critical Richardson number.

In the 2012 version of HWRF (V3.5), $K_m$ in the PBL scheme (referred to as PBL12 hereafter) was modified based on in-situ aircraft data [26,37]. A tuning parameter $\alpha$ was added to Equation (1) to control the magnitude and shape of $K_m$ in the form of:

\[ K_m = k \left( \frac{u^*}{S} \right) z \{ \alpha (1 - \frac{z}{h})^2 \}. \]  

(3)

Here, $\alpha$ was set to 0.5 based on extensive tests using retrospective TC forecasts [38]. The critical Richardson number was also reduced from 0.5 to 0.25 in PBL12. Zhang et al. [39] evaluated the resulting improvements in track, intensity and structure forecasts purely due to the change in $\alpha$ from 1 to 0.5 by analyzing over 100 retrospective HWRF forecasts. They found that lowering $K_m$ in the PBL scheme of 2012 version operational HWRF decreased 5–15% of the track and absolute intensity errors.

The PBL scheme in the 2013 and 2014 versions of HWRF (V3.6, referred to as PBL13–14 hereafter) was modified from PBL12 with two changes: (1) $\alpha$ was changed to 0.7 and (2) the critical Richardson number calculation was modified so that it varied with the surface Rossby number. The PBL scheme in the 2015 version of HWRF (V3.7, referred to as PBL15 hereafter) was developed in the context of improving the representation of $K_m$ by modifying $\alpha$. In PBL15, $\alpha$ was formulated as a function of wind speed. This change was described by Bu et al. [40].

The PBL scheme used in the 2016 to 2019 versions of HWRF (V3.8–V4.0, referred to as PBL16–19 hereafter) is a different type of PBL scheme from previous versions. This scheme is a modified version of the hybrid Eddy Diffusivity Mass Flux (EDMF) scheme first implemented in the GFS model [41]. Turbulent fluxes in this scheme are parameterized using both the eddy diffusivity and mass-flux approaches in the form of:

\[ \overline{w'}A' = -K_A \frac{\partial \overline{A}}{\partial z} + M (A_{up} - \overline{A}), \]  

(4)

where $M$ is the convective mass flux and subscript $up$ represents strong updrafts. The updraft properties are parameterized using an entrainment plume model with a lateral entrainment rate. Details of parameterizations of the mass flux and updraft velocity can be referred to in Han et al. [41]. The modification follows the work conducted in modifying $K_m$ in previous versions of the HWRF.
model, i.e., the $\alpha$ parameter in Equation (3). Besides the wind dependent setup of $\alpha$ as in PBL15, $\alpha$ is also formulated as a function of height in the PBL [42]. The mass flux component of the flux parameterization in the original GFS EDMF scheme is the same as that in HWRF.

Figure 1 compares the azimuthally averaged $K_m (\langle K_m \rangle)$ during the TC spin-up or intensification period in idealized HWRF simulations with the aforementioned five different PBL schemes as a function of radius and height. The maximum $\langle K_m \rangle$ is located below 600 m in all simulations, and the value of the maximum $\langle K_m \rangle$ is the largest in PBL11 and smallest in PBL15. The height at which $\langle K_m \rangle$ is close to 0 is also largest in PBL11, indicating the boundary layer is the deepest in simulated TC by PBL11. The radial location of the maximum $\langle K_m \rangle$ also varies in these simulations, which is largest in PBL11 and smallest in PBL15 (Figure 1f). This difference is tied to the storm size difference. It will be shown later that the larger simulated TC vortex is associated with smaller $\langle K_m \rangle$.
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**Figure 1.** Radius-height plots of the azimuthally averaged vertical eddy diffusivity ($\langle K_m \rangle$) during the rapid intensification (RI) period ($t = 12$–$30$ h) in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. Radial profiles of $K_m$ averaged within the lowest 1 km layer during the RI period are shown in (f). The contour interval in (a–e) is $10$ m$^2$ s$^{-1}$.

3. Results

To study the effects of different versions of the HWRF PBL schemes on hurricane intensity and structure, we ran a series of idealized simulations. These idealized simulations used the same initial vortex and boundary conditions. Except for the PBL scheme, the same HWRF code (v3.9) was used in each simulation so that the effects of the PBL scheme changes were isolated from those of other
modeling system upgrades. This setup made the experiment design unique in that the findings on the sensitivity of the simulated TC intensity and structure are only from the PBL scheme.

Details of the idealized HWRF model used in this study are documented by Biswas et al. [43]. Triple domains with horizontal grid spacings of 18, 6 and 2 km are used in the configuration with no land in any domain. The environmental temperature and moisture fields are prescribed based on Jordan’s sounding [44]. The sea surface temperature is held constant at 302 K. The initial vortex is based on the method of Wang [45], in which the nonlinear balance equations in the pressure-sigma coordinate system are solved. The initial vortex strength is 20 m s$^{-1}$ and the radius of the maximum wind speed (RMW) is 90 km in all simulations. Note that the decay rate of the vortex radial profile outside the RMW is similar to that in the Holland wind profile model [45]. The idealized simulations are conducted on an f-plane that is centered at 22.5° N. Besides the PBL schemes described in Section 2, other atmospheric physics options are the same as in the operational HWRF system. Grid-scale microphysical processes in the atmosphere are parameterized using the Ferrier–Aligo scheme [46]. The Scale-Aware Simplified Arakawa–Schubert (SASAS) scheme [33,47] is used to parameterize cumulus convection. The modified longwave and shortwave schemes based on the Rapid Radiative Transfer Model for General Circulation Models (RRTMG) [48] were used for radiation parameterization. In the surface layer scheme, the drag coefficient follows the COARE algorithm V3.5 in low-moderate wind conditions [49] and is fitted to available observations in high wind conditions [43]. The exchange coefficient for enthalpy transfer is configured based on the COARE V3.0 algorithm and available observations [43].

Figure 2 shows the simulated intensity in terms of maximum surface wind speed ($V_{\text{MAX}}$) and minimum sea level pressure (MSLP) from five numerical experiments that used different PBL schemes described in Section 2. It is evident from Figure 2 that there is a cluster of weaker storms (PBL11, PBL13–14) and a separate cluster of stronger ones (PBL12, PBL15, PBL16–19). The storm in PBL11 is the weakest while the storm in PBL15 is the strongest at the end of the five-day simulations.
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**Figure 2.** Time series of storm intensity in terms of (a) maximum surface wind speed ($V_{\text{MAX}}$) and (b) minimum sea level pressure (MSLP) in the five idealized HWRF simulations with different PBL schemes.

Indicated by the intensity traces, the intensification rate is also the largest in the first 36 h of the forecast period in PBL15, while it is the smallest in PBL11. The storm in PBL13–14 is the second...
weakest, which is followed by PBL12, PBL15 and PBL16–19. The intensification rate is similar for PBL12, PBL15 and PBL16–19 during the rapid intensification (RI) period (12–30 h) in the $V_{\text{MAX}}$ plots (Figure 2a). The intensification rate difference during the RI period is clearer in the time series of MSLP than in $V_{\text{MAX}}$ (Figure 2a,b), because the MSLP varies more smoothly than the $V_{\text{MAX}}$.

The maximum azimuthally averaged tangential wind speed ($<v>$) is another measure of storm intensity and is often used in idealized simulations to quantify storm intensity [26]. Using this metric, the difference in intensification rate is seen much more clearly than when using $V_{\text{MAX}}$ as the intensity metric. It is shown in Figure 3a that, during the RI period (12–30 h), the intensification rate measured by $<v>$ in PBL11 is the smallest, while it is the largest in PBL15. The magnitude of the peak azimuthally averaged radial velocity correlates well with the maximum axisymmetric tangential wind speed (Figure 3b). The strength of the peak inflow in PBL15 is nearly three times stronger than that in PBL11.

The radius of the maximum wind speed (RMW) in these simulations is also different, which is smaller when $K_m$ is smaller (Figure 4). The maximum azimuthally averaged 10 m wind speed ($<WS_{10m}>$) is the largest in PBL15, while it is the smallest in PBL11. This result is consistent with that of $V_{\text{MAX}}$, again suggesting a negative correlation between the storm intensity and $K_m$. Note that the wind field outside the radius of 50 km is similar in all simulations except that the wind speed is slightly larger in PBL11 than in other simulations.

We now evaluate the structural differences between the simulations in comparison with observational composites from Zhang et al. [50]. These composites were created using data from a total of ~800 dropsondes in 13 hurricanes. Previous studies have used these composites to evaluate TC structure from different models: a WRF-Advanced Research WRF (ARW)-simulated hurricane nature run [51], CM1 simulations [22], and TC boundary layer simulations [52,53]. These composites were also used as initial conditions in TC models simulating boundary layer rolls [46]. When evaluating the modeled structure such as the PBL height, we normalize the magnitudes of the tangential and radial wind velocities by their maximum magnitudes (c.f., Figure 3) to reduce the influence of differing simulated storm intensities [39]. All the fields are presented as functions of radius normalized by the RMW to reduce the effects of differences in storm size.
Figure 4. Radial profiles of the azimuthally averaged wind speed at 10 m altitude (\(\langle WS_{10m} \rangle\)) during the rapid intensification period (t = 12–30 h) in the five idealized HWRF simulations.

Figure 5 shows that the general structure of tangential wind speed is captured by all five simulations, including the core of strongest wind speed at the eyewall (r/RMW = 1) that is located at 600–800 m altitude. The observed radial variation of the height of the strongest wind (i.e., \(h_{vmax}\)) is also generally captured by the simulations, showing that this height generally increases with radius. Outside the eyewall, \(h_{vmax}\) is the largest in PBL11, which is nearly twice that of the observed value. By contrast, \(h_{vmax}\) values in both PBL15 and PBL16–19 are close to that in the dropsonde composite (within 0–400 m). The value of \(h_{vmax}\) in PBL12 and PBL13–14 is reduced from that in PBL11, but it is still ~300–700 m higher than in the observations.

Figure 5. Normalized radius-height plot of the azimuthally averaged tangential wind speed normalized by its maximum value (\(\langle v \rangle/\langle v \rangle_{max}\)) over t = 84–108 h in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. The dropsonde composite of \(\langle v \rangle/\langle v \rangle_{max}\) is shown in (f). The black line denotes the height of the maximum tangential wind speed. RMW is the radius of the maximum wind speed.
The inflow layer structure from the simulations is compared to the dropsonde composite in Figure 6. Again, the radial velocity shown here is normalized by the maximum inflow strength in a similar manner as the tangential velocity to consider the difference due to the storm intensity in each simulation. The black line in Figure 6 shows the inflow layer depth, which is defined as the height at which the radial wind speed reaches 10% of its maximum magnitude [50]. As pointed out by Smith et al. [6], the inflow layer depth may be a better scale to represent the top of the PBL given its continuous variation and its dynamical constraint on TC intensification. All simulations generally captured the radial variation of the inflow layer depth outside the eyewall. However, PBL15 and PBL16–19 performed best among the experiments in the representation of the inflow layer depth, in comparison to the dropsonde composite. PBL11 is the least successful at simulating the observed inflow layer depth, while PBL12 and PBL13–14 are slightly improved from PBL11. Note that the inflow strength outside two times RMW in the dropsonde composite is much stronger than that in almost all simulations (Figure 6), which may be due to the broader vortex in the dropsonde composite (Figure 5f). Given that the shape of the radial profile of the tangential wind speed outside a 40 km radius (i.e., ~2 times RMW) is nearly the same in all simulations (Figure 5), it is worthwhile to investigate how $K_m$ affects the radial inflow structure in simulations with different initial radial vortex profiles in future studies.
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**Figure 6.** Normalized radius-height plot of the azimuthally averaged radial wind speed normalized by the peak inflow strength $<(u/F)|<u_{\text{max}}>_{\text{inflow}}$ over $t = 84–108 h$ in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. The dropsonde composite of $<(u/F)|<u_{\text{max}}>_{\text{inflow}}$ is shown in (f). The black line denotes the inflow layer depth. RMW is the radius of the maximum wind speed. Negative value of $u$ represents inflow.

The inflow angle, which represents the relative strength of radial and tangential wind velocities, is compared among the simulations with different PBL schemes and dropsonde composites near the surface ($z = 10 m$) in Figure 7. Again, the azimuthally averaged values are compared here. The magnitude of the maximum surface inflow angle is the smallest in PBL11, while it is the largest in PBL15. The maximum axisymmetric surface inflow angle is correlated with maximum $<K_m>$ in these simulations. This result is consistent with that of Zhang et al. [39], although they only compared two sets of HWRF real-case forecasts with PBL11 and PBL12. The simulated surface inflow angle in PBL15 and PBL16–19 simulations is closest to dropsonde observations among these simulations, indicating significant improvements in the simulated surface layer kinematic structure in the past.
We define $z$ with the coupling problem of surface layer and boundary layer schemes in HWRF due to the tuning of operational configuration of the model. Cione et al. [54] in their analysis of multiple HWRF cycles of Hurricane Maria (2017) using the 2017 C–3 composite. There is a limited dropsonde composite at and inside the radius of 0.75 times the RMW, which may be associated with the downward reflection of the warm core for PEER REVIEW 

$z$ is = $\frac{3}{k_m}$ in the radius of maximum wind speed (RMW) in the five idealized HWRF simulations. All simulations captured the increasing trend of $z$ with increasing radius outside the eyewall. The simulated and observed temperature are comparable to each other near the surface (Figure 9). However, it is generally similar in the other four experiments and it is ~200 m higher than in the observations. The stability in the surface layer (<200 m altitude) varies from simulation to simulation. The surface layer is more unstable in PBL15 and PBL16–19 than in the other three simulations, while it is most stable in PBL12. Above the mixed layer, only PBL16–19 captured the strong stable layer inside the RMW, which may be related to the downward reflection of the warm core composite, which may be due to the limited horizontal resolution of the dropsonde composite. $z_1$ in PBL11 is the highest among the five experiments, while it is generally similar in the other four experiments and it is ~200 m higher than in the observations. The stability in the surface layer (<200 m altitude) varies from simulation to simulation. The surface layer is more unstable in PBL15 and PBL16–19 than in the other three simulations, while it is most stable in PBL11. Above the mixed layer, only PBL16–19 captured the strong stable layer inside the RMW, which may be related to the downward reflection of the warm core in PBL16–19 shown later.

The simulated and observed thermodynamic PBL heights ($z_1$) are also compared (Figure 8). We define $z_1$ as the height at which the virtual potential temperature ($\theta_v$) is 3 K/km [50]. All simulations captured the increasing trend of $z_1$ with radius outside the eyewall. The radial variation of $z_1$ inside the RMW is not seen in the dropsonde composite, which may be due to the limited horizontal resolution of the dropsonde composite. $z_1$ in PBL11 is the highest among the five experiments, while it is generally similar in the other four experiments and it is ~200 m higher than in the observations. The stability in the surface layer (<200 m altitude) varies from simulation to simulation. The surface layer is more unstable in PBL15 and PBL16–19 than in the other three simulations, while it is most stable in PBL11. Above the mixed layer, only PBL16–19 captured the strong stable layer inside the RMW, which may be related to the downward reflection of the warm core in PBL16–19 shown later.

The azimuthally averaged temperature and humidity are compared as well between the simulations and observations in Figures 9 and 10, respectively. All simulations show similar thermal structures between each other. In the surface layer, all simulations captured the observed trend for temperature to decrease with decreasing radius (except radially inward from the eyewall). Cione et al. [3] also showed a similar structure at 10 m altitude using extensive buoy observations. The magnitudes of simulated and observed temperature are comparable to each other near the surface (Figure 9). However, above the surface layer (>200 m), the air is much colder in all simulations than in the dropsonde composite. There is a 1 °C–3 °C cold bias in the HWRF simulations (Figure 9), which was also noted by Cione et al. [54] in their analysis of multiple HWRF cycles of Hurricane Maria (2017) using the 2017 operational configuration of the model.

Figure 7. Plots of the azimuthally averaged surface inflow angle as a function of radius that is normalized by the radius of maximum wind speed (RMW) in the five idealized HWRF simulations. The dropsonde composite of the surface inflow angle is also shown. The error bar represents the 95% confidence interval.

The simulated and observed thermodynamic PBL heights ($z_1$) are also compared (Figure 8). We define $z_1$ as the height at which the vertical gradient of virtual potential temperature ($\theta_v$) is 3 K/km [50]. All simulations captured the increasing trend of $z_1$ with radius outside the eyewall. The radial variation of $z_1$ inside the RMW is not seen in the dropsonde composite, which may be due to the limited horizontal resolution of the dropsonde composite. $z_1$ in PBL11 is the highest among the five experiments, while it is generally similar in the other four experiments and it is ~200 m higher than in the observations. The stability in the surface layer (<200 m altitude) varies from simulation to simulation. The surface layer is more unstable in PBL15 and PBL16–19 than in the other three simulations, while it is most stable in PBL11. Above the mixed layer, only PBL16–19 captured the strong stable layer inside the RMW, which may be related to the downward reflection of the warm core in PBL16–19 shown later.

The azimuthally averaged temperature and humidity are compared as well between the simulations and observations in Figures 9 and 10, respectively. All simulations show similar thermal structures between each other. In the surface layer, all simulations captured the observed trend for temperature to decrease with decreasing radius (except radially inward from the eyewall). Cione et al. [3] also showed a similar structure at 10 m altitude using extensive buoy observations. The magnitudes of simulated and observed temperature are comparable to each other near the surface (Figure 9). However, above the surface layer (>200 m), the air is much colder in all simulations than in the dropsonde composite. There is a 1 °C–3 °C cold bias in the HWRF simulations (Figure 9), which was also noted by Cione et al. [54] in their analysis of multiple HWRF cycles of Hurricane Maria (2017) using the 2017 operational configuration of the model.
Figure 8. Normalized radius-height plot of the azimuthally averaged vertical gradient of the virtual potential temperature ($d\theta_v/dz$) over $t = 84–108$ h in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. The dropsonde composite of $d\theta_v/dz$ is shown in (f). The black line is the 3K/km contour, which represents the thermodynamic PBL height. RMW is the radius of the maximum wind speed.

Figure 9. Normalized radius-height plot of azimuthally averaged temperature ($<T>$) over $t = 84–108$ h in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. The dropsonde composite of ($<T>$) is shown in (f). The black solid and dashed lines are the 18 °C and 22 °C contours, respectively. RMW is the radius of the maximum wind speed.
The moisture structure varies from simulation to simulation near the storm center in the surface layer (Figure 10). The surface layer is too dry in PBL11 and PBL13–14 compared to the observations, while it is close to the observations in PBL12, PBL15 and PBL16–19, except near the RMW, where it is still slightly dry. All simulations captured the increasing trend of specific humidity with decreasing radius throughout the PBL radially outward of the eyewall. Above the surface layer, there is a dry bias of 2–4 g kg$^{-1}$ in all simulations compared to the observations.

The warm-core structure is compared among the simulations. Here the warm-core anomaly is calculated as the difference between the potential temperature averaged within a radius of 15 km from the storm center and that averaged within 200–300 km annulus (i.e., the environmental value), following Stern and Nolan [55]. Figure 11 shows the time evolution of the warm-core anomaly from all five simulations. Interestingly, double warm cores are present in the vertical in all simulations except PBL16–19, which only simulated the mid-level warm core.

Both the timing of warm-core formation and the strength of the warm core, as indicated by the warm-core anomaly, vary from simulation to simulation for both the mid-level warm core and the upper-level warm core (when double warm cores are present). The warm core development in PBL11 and PBL13–14 is similar in that the lower warm core developed first at $\sim 30$ h lead time ($t$), and then the upper warm core developed. In PBL11, the upper warm core developed at $t = 48$ h, while the upper warm core developed at $t = 60$ h in PBL13–14. The difference in the warm core strength is also reflected in the stronger upper warm core in PBL11 relative to PBL13–14, while the lower warm core is stronger in PBL13–14. In both PBL12 and PBL15, warm cores tend to develop at $t = 30$ h; however, the double warm-core feature occurs much earlier in PBL12 than in PBL15. After $t = 54$ h, the strengths of both upper and lower warm cores are much larger in PBL15 than in PBL12. In PBL16–19, the low-level warm core with relatively strong anomaly developed at $t = 36$ at $z = 5$ km. A weak upper warm core attempts to develop in a short period of time ($t = 28–36$) but fails. The lower warm core moved upward to near $z = 8$ km after $t = 60$ h and maintained its strength after this time in PBL16–19.

Figure 10. Normalized radius-height plot of azimuthally averaged specific humidity ($\langle q \rangle$) over $t = 84–108$ h in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes. The dropsonde composite of ($\langle q \rangle$) is shown in (f). The black solid and dashed lines are the 15 g/kg and 20 g/kg contours, respectively. RMW is the radius of the maximum wind speed.
The warm-core structure is compared among the simulations. Here the warm-core anomaly is calculated as the difference between the potential temperature averaged within a radius of 15 km from the storm center and that averaged within 200–300 km annulus (i.e., the environmental value), following Stern and Nolan [55]. Figure 11 shows the time evolution of the warm-core anomaly from all five simulations. Interestingly, double warm cores are present in the vertical in all simulations except PBL16–19, which only simulated the mid-level warm core.

Figure 11. Hovmöller diagram of the warm core anomaly (in K) in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13–14, (d) PBL15, and (e) PBL16–19 schemes.

Our results generally agree with Stern and Zhang [56] in that the perturbation temperature (i.e., warm-core anomaly) maximized at mid-levels during the RI period. After this period, our results show that the development of the double warm core varies with changes in the PBL schemes. Of note, the double warm core structure was also seen in HWRF real-case forecasts [57].

There is a strong correlation between the peak warm core anomaly and storm intensity in all simulations (Figure 12a). This is expected given that the warm-core anomaly is linked to hydrostatic balance [58]. Since the maximum storm intensity in PBL15 is the largest among all five experiments, the maximum warm core anomaly is also the largest.

We define the warm-core height as the height of the maximum warm-core anomaly. The correlation between the warm-core height and the storm intensity is very weak in all simulations (Figure 12b). This result is consistent with that of Stern and Nolan [55] as well as Zhang et al. [39]. However, during the period of rapid intensification, when the MSLP falls from ~990 hPa at 18 h to ~960 hPa at 36 h (c.f., Figure 2b), the warm-core height generally descends and becomes located in the mid-levels (5–8 km) in almost all simulations (Figure 11). How the PBL physics is tied to warm-core development in TCs remains to be understood.
convective bursts” hereafter) are evaluated next. A convective burst is defined by a grid point where
2020 convective-scale structure in hurricane simulations relative to Doppler radar observations [50, 66].

diagrams (CFADs [65]) of vertical velocity ($w$) and theoretical findings on the energy efficiency argument [61–63] and the angular momentum transfer point of view [64]. Zhang and Rogers [32] attributed the difference in the burst counts to the difference in the boundary layer inflow and convergence. Where the inflow is stronger, air parcels can advect radially closer to the storm center and the low-level convection can be initiated farther inward from the RMW. Our result in terms of the relationship of inflow strength (Figure 3), convergence (Figure 13f–j) and convective burst distribution (Figure 13a–e) supports the finding of Zhang and Rogers [32].

The structure of convection can also be evaluated using the contoured frequency by altitude

The impacts of HWRF PBL schemes on the distribution of deep convection (referred to as “convective bursts” hereafter) are evaluated next. A convective burst is defined by a grid point where the maximum vertical velocity in the vertical column is >3 m s$^{-1}$ [32, 59, 60]. The count of convective bursts during the RI period ($t = 12–30$) is compared in Figure 13, which is stratified by the distance from the storm center normalized by the RMW at 2 km altitude. The total number of bursts inward from the RMW in PBL15 is the largest, while it is the smallest in PBL11. The total numbers of bursts inside the RMW of PBL12 and PBL16–19 are comparable to each other, when both runs have a comparable storm intensity and intensification rate (cf. Figures 2 and 3). This result suggests that the total number of bursts is tied to storm intensity as well as intensification rate, with a faster intensifying and stronger storm associated with more bursts inside the RMW.

It is also evident from Figure 13 that the majority of the bursts are located at and inside the RMW (0.5–1 RMW) for PBL12, PBL13–14, PBL15, and PBL16–19, but the majority of the bursts are located outside the RMW (1–2 RMW) for PBL11. This result is consistent with previous observational and theoretical findings on the effect of deep convection on hurricane intensification from both the energy efficiency argument [61–63] and the angular momentum transfer point of view [64]. Zhang and Rogers [32] attributed the difference in the burst counts to the difference in the boundary layer inflow and convergence. Where the inflow is stronger, air parcels can advect radially closer to the storm center and the low-level convection can be initiated farther inward from the RMW. Our result in terms of the relationship of inflow strength (Figure 3), convergence (Figure 13f–j) and convective burst distribution (Figure 13a–e) supports the finding of Zhang and Rogers [32].

The structure of convection can also be evaluated using the contoured frequency by altitude diagrams (CFADs [65]) of vertical velocity ($w$). Previous studies have used CFADs of $w$ to evaluate convective-scale structure in hurricane simulations relative to Doppler radar observations [50, 66].
Here we also compare CFADs of $w$ between the five idealized simulations in Figure 14, focusing on the eyewall region ($r/RMW = 0.75$–$1.25$) during the RI period (12–30 h).
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**Figure 13.** (Left) Plots of counts of convective bursts (CB) as a function of radius normalized by the radius of maximum wind speed (RMW). The total number of bursts (n) inside the RMW is also shown. (Right) Normalized radius-height plots of the azimuthally averaged divergence (Div) during the rapid intensification period (12–30 h). These results are from idealized HWRF simulations with (a,f) PBL11, (b,g) PBL12, (c,h) PBL13–14, (d,i) PBL15, and (e,j) PBL16–19 schemes.

The strongest updrafts (i.e., the top 0.1–0.3% of the distributions of $w > 5$ m s$^{-1}$) are more frequent in PBL12, PBL15, and PBL16–19 than in PBL11 and PBL13–14, especially above the boundary layer. The deep convection present in PBL12, PBL15, and PBL16–19 (c.f., Figure 13b,d,e) is therefore associated with stronger updrafts. Note that the boundary-layer convergence is tied to the forced updraft immediately above the PBL. For instance, the large convergence in PBL15 (Figure 13i) is consistent with the strong low-level (~2 km) peak updrafts seen in the CFADS of $w$ (Figure 14d). Overall, the distribution of strong updrafts in PBL12, PBL15, and PBL16–19 is closer to Doppler radar observations (Figure 14f) than in PBL11 and PBL13–14.

The PBL mechanism related to radial advection of angular momentum ($M$) is the key component of the TC intensification theory of Smith et al. [6,67]. Unbalanced flow in the PBL is important for TC
spin-up through the agradient force. Due to surface friction, gradient wind balance does not hold in the PBL, and the agradient forcing creates inflow. The agradient force ($AF$) per unit mass is defined as:

\[
AF = -\frac{1}{\rho} \frac{dp}{dr} + \frac{v^2}{r} + f \, v,
\]

where $\rho$ is the air density, $p$ is the pressure, $r$ is the radius, $v$ is the tangential wind speed, and $f$ is the Coriolis parameter. Figure 15b shows that the maximum azimuthally averaged $AF$ ($<AF>$) is the largest in PBL15, while it is the smallest in PBL11 for almost all forecast lead times. During the RI period ($t = 12-30$ h), a sharp increase in $<AF>$ is observed in all simulations (Figure 15b). The magnitude of the maximum $<AF>$ is found to be positively correlated with the spin-up rate of the vortex (c.f., Figure 2). Our result also shows that the maximum $<AF>$ is negatively correlated with the maximum $<K_m>$ (Figure 15a,b). The maximum convergence (Figure 15c) and maximum radial advection of the absolute angular momentum ($-udM/dr$, Figure 15d) in the PBL are also negatively correlated with the maximum $<K_m>$. This result is consistent with the theory of Smith et al. [6] in that a faster intensifying TC is associated with the larger convergence of the absolute angular momentum in the PBL. Thus, our result demonstrates the important role of PBL physics in TC intensity change.

---

**Figure 14.** Contoured Frequency by Altitude Diagrams (CFADs) of vertical velocity ($w$) in the eyewall region ($0.75 < r/RMW < 1.25$) during the rapid intensification period ($12-30$ h) in the idealized HWRF simulations with (a) PBL11, (b) PBL12, (c) PBL13-14, (d) PBL15, and (e) PBL16-19 schemes. CFAD of $w$ from Doppler radar observations is shown in (f).
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Figure 15. Time series of (a) the maximum azimuthally averaged vertical eddy diffusivity (<Km>),
(b) the maximum azimuthally averaged gradient force per unit mass (<AF>), (c) the maximum
azimuthally averaged convergence in the PBL, and (d) the maximum azimuthally averaged radial
advection of absolute angular momentum (-udM/dr) in the idealized HWRF simulations with 5 different
PBL schemes during the rapid intensification period (t = 12–30 h).

4. Discussion and Conclusions

This study reviews the PBL schemes that have been used in the operational HWRF model. The
effects of these PBL schemes on TC intensification and structure are evaluated using idealized
HWRF simulations. Our results show that the weakest storm is in the simulation with the original
GFS PBL scheme in the 2011 and prior versions of HWRF, while the simulated storm is the strongest
using the PBL scheme in the 2015 version of HWRF (PBL15), in which the wind-speed dependent
parameterization of vertical eddy diffusivity was added. The simulation with the PBL scheme in
the 2016–2019 version of HWRF (PBL16–19) that includes a mass-flux approach also produces a
strong storm, but it is slightly weaker than the simulated storm in PBL15. It is also found that both
the intensification rate during the RI (or spin-up) period and the maximum storm intensity of the
five-day simulations vary with the PBL schemes. Our result suggests that the vertical eddy diffusivity
is an important parameter that influences TC intensity and intensification rate, in that the smaller
the Km value in the PBL, the faster a simulated storm tends to intensify and the stronger the storm
ultimately becomes.

Simulated TC structures are also modulated by the PBL schemes. For instance, the strength of the
inflow, the location and strength of the tangential wind maximum, PBL convergence, and the inflow
layer depth all vary in these simulations. The structural differences help explain the differences in
simulated storm intensity. When the vertical turbulent mixing is small in the PBL scheme, the simulated
TC inflow is strong and low-level convergence is large. Stronger inflow that is associated with larger
gradient force advects more absolute angular momentum towards the storm center so that the vortex
deepens faster in the PBL, which is consistent with the TC spin-up theory. Larger convergence triggers
stronger convection within and immediately above the boundary layer. These strong updrafts act
to ventilate air from the PBL, vertically advecting absolute angular momentum above the PBL and
favoring TC intensification [6,32,39].

Our result also shows that the distribution of deep convection differs between the simulations
with different PBL schemes, in terms of both the total number and radial location of convective bursts.
More convective bursts located inside the low-level RMW are seen in simulations with PBL schemes that have smaller $K_m$ such as PBL15 and PBL16–19. This difference in deep convection distribution would lead to differences in the diabatic heating [67]. According to previous theoretical and observational studies [61–64], when the deep convection and strong diabatic heating are located inside the RMW, storms tend to intensify more rapidly. Our result agrees with these studies.

The warm-core structure also varies in simulations with different PBL schemes, particularly in the timing of warm core formation, the number of warm cores, and the height and strength of the warm core anomaly. All simulations, except the one with the PBL16–19, exhibited a double warm core structure. Since the PBL16–19 version scheme is an EDMF-type scheme that contains both eddy diffusivity and mass flux components, while the rest of the schemes only contain an eddy diffusivity component, our results suggest that the addition of the mass-flux scheme alters the upper-level thermal structure. Future studies will evaluate how and why the PBL processes are linked to the warm core development in real-case simulations and observations. Notably, our results suggest that the effect of the mass-flux component of the EDMF scheme on TC intensity and kinematic structure may be small as long as $K_m$ is well parameterized in the scheme.

Compared to the dropsonde and Doppler radar observations, improvements in kinematic structure were obtained in simulations with recent PBL schemes (i.e., PBL15, PBL16–19). PBL16–19 performed best among the five PBL schemes. However, the simulated upper PBL is much cooler and drier than observations in all simulations. These dry and cool biases were also found in a previous case study that compared a HWRF forecast with unmanned aircraft observations [54]. The biases may be tied to the configuration of turbulent mixing of thermal properties in the PBL schemes, especially the entrainment parameterization near the top of the PBL. Thus, it is recommended that future development of the PBL scheme should focus on improving the representation of the thermodynamic structure in HWRF. Parameterizations of enthalpy fluxes and entrainment process in the PBL should be examined against observations or large eddy simulations to reduce the biases in temperature and humidity in those simulations. We note that the comparisons of idealized simulations with observational composites were conducted in a climatological sense in the present study. Future studies will further evaluate the structural differences between operational forecasts and observations of real TCs and improve model physics to reduce the biases in the modeled structures.
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