Abstract—In this paper, an event-triggered control protocol is developed to investigate flocking control of Lagrangian systems, where event-triggering conditions are proposed to determine when the velocities of the agents are transmitted to their neighbours. In particular, the proposed controller is distributed, since it only depends on the available information of each agent on their own reference frame. In addition, we derive sufficient conditions to avoid Zeno behaviour. Numerical simulations are provided to show the effectiveness of the proposed control law.

Index Terms—Event-triggered control, flocking, Lagrangian systems.

I. INTRODUCTION

FLocking, swarming, and schooling are common emergent collective motion behaviors exhibited in nature. These natural collective behaviors can be leveraged in multirobot systems to safely transport large cohesive groups of robots within a workspace [1]. To capture these effects, Reynolds introduced three heuristic rules in [2]: cohesion; alignment; and separation, to reproduce flocking motions in computer graphics. Later, these rules were used to construct flocking control algorithms. In [3], the authors designed a control law that captures the following three Reynolds rules by using a collective potential function and a velocity consensus term:

- **Cohesion**: Each agent should stay close to its neighbours.
- **Alignment**: Each agent should synchronize its velocity with its neighbours.
- **Separation**: Agents cannot collide with their neighbours.
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partial linearization to implement adaptive control laws [27]–[29]. We further provide sufficient conditions to avoid Zeno behavior in the proposed setting with a trigger function that only depends on the local error and broadcasted states, and does not require additional variables to exclude the Zeno behavior [27].

We begin by reviewing the background about graph theory and forced Euler-Lagrange equations for flocking control in Section II. Section III addresses the problem of event-triggered control for flocking of Euler-Lagrange systems and provide sufficient conditions to avoid Zeno behavior. Finally, a numerical example with a swarm of 50 underwater vehicles is presented in Section IV.

II. BACKGROUND AND PROBLEM FORMULATION

A. Graph theory

Consider an undirected graph denoted by $G = (\mathcal{N}, \mathcal{E})$ where $\mathcal{N} = \{1, 2, \ldots, s\}$ denotes a finite and nonempty set of nodes and $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ a set of unordered pairs of nodes. Denote by $|\mathcal{N}|$ the cardinality of the set $\mathcal{N}$. Neighbor’s relationships of an agent $i \in \mathcal{N}$ are described by the set $\mathcal{N}_i := \{j \in \mathcal{N} : \{i, j\} \in \mathcal{E}\}$.

An arc $\{j, i\} \in \mathcal{E}$ describes that nodes $i, j$ receive each other’s information reciprocally. A path between $i_1$ and $i_k$, $k \leq |\mathcal{N}|$, is a sequence of arcs of the form $\{i_1, i_2\}, \{i_2, i_3\}, \ldots, \{i_{k-1}, i_k\}$. If each node of an undirected graph $\mathcal{G}$ has an undirected arc graph $\mathcal{G}$ and an adjacency matrix, a matrix $A = [a_{ij}]_{|\mathcal{N}| \times |\mathcal{N}|}$ defined by $a_{ij} > 0$ if $\{i, j\} \in \mathcal{E}$ and $a_{ij} = 0$ otherwise. Since $\mathcal{G}$ is undirected, $A$ is a symmetric matrix, i.e. $a_{ij} = a_{ji}$, for all $i, j \in \mathcal{N}$.

B. Agents Dynamics: Forced Euler-Lagrange equations

Consider $s \geq 2$ autonomous agents whose positions are denoted by $q_i \in \mathbb{R}^d$, and denote by $q \in \mathbb{R}^{d|\mathcal{N}|}$ the stacked vector of agents’ positions.

The neighbor relationships between agents are described by the undirected graph $\mathcal{G}$ which is assumed to be time-invariant and connected. The stacked vector of relative positions between neighboring agents, denoted by $z \in \mathbb{R}^{d|\mathcal{E}|}$, is given by $z = B^{-1}q$, where $B := B \otimes I_d \in \mathbb{R}^{d|\mathcal{N}| \times d|\mathcal{E}|}$, with $B$ being the incidence matrix for $\mathcal{G}$. Note that $zk_r \in \mathbb{R}^d$ and $zk_{k+|\mathcal{E}|} \in \mathbb{R}^d$ in $z$ correspond to $q_i - q_j$ and $q_j - q_i$ for the edge $E_k$. Define $zk_r := q_i - q_j$ and consider the desired distance between neighboring agents over the edge $E_k$ as $dk_r$.

Next, assume the motion of the agent $i \in \mathcal{N}$ is determined by a Lagrangian function $L_i : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, that is, the Euler-Lagrange equations for $L_i$ describe the dynamics for the system. The Lagrangian function for agent $i \in \mathcal{N}$, in generalized coordinates, is given by $L_i(q_i, \dot{q}_i) = K_i(q_i, \dot{q}_i) - U_i(q_i)$, where $K_i$ and $U_i$ are the kinetic and potential energies, respectively.

While conservative forces are included into the potential energy, a non-conservative force between agents on an edge can be defined by a smooth map $F_{ij} : (\mathbb{R}^d \times \mathbb{R}^d) \times (\mathbb{R}^d \times \mathbb{R}^d) \rightarrow (\mathbb{R}^d \times \mathbb{R}^d)$.

We can expand the forced Euler-Lagrange equations, by computing the time derivative. Expanding the previous expression, equations (I) takes the form

$$\frac{\partial^2 L_i}{\partial q_i \partial \dot{q}_j} \dot{q}_i + \frac{\partial^2 L_i}{\partial q_j \partial \dot{q}_i} \dot{q}_j = F_{ij}(q_i, \dot{q}_i, \dot{q}_j, \dot{q}_j) + \frac{\partial L_i}{\partial \dot{q}_i}$$

Equations (I) determine a system of implicit second-order differential equations. The Lagrangian $L_i$ is said to be regular (see for instance [31]), if for each $i \in N$, the $(d|\mathcal{N}| \times d|\mathcal{N}|)$ block matrix $M_i(q_i, \dot{q}_i)$ with blocks $M_i(q_i, \dot{q}_i) := \left(\frac{\partial^2 L_i}{\partial q_j \partial \dot{q}_i} \right)_{d \times d}$ is non-singular. In such a case, the local existence and uniqueness of solutions is guaranteed for any given initial condition.

Remark 1: Note that the flocking stabilization systems (i.e., flocking control for double-integrator agents [8], [10]) can be seen as forced Euler-Lagrange equations (I) by considering the Lagrangian function $L : \mathbb{R}^{d|\mathcal{N}|} \times \mathbb{R}^{d|\mathcal{N}|} \rightarrow \mathbb{R}$ given by

$$L(q, \dot{q}) = \frac{1}{2} \sum_{i=1}^{|\mathcal{N}|} \left(\|\dot{q}_i\|^2 - 2 \sum_{j \in \mathcal{N}_i} V_{ij}(q_i, q_j)\right),$$

together with $F_{ij} = \sum k_{j \in \mathcal{N}_i} (\dot{q}_j - \dot{q}_i)$ and $\dot{q}_i = v_i$.

C. Problem formulation

Consider a network given by $s \geq 2$ agents, each one with a dynamics evolving according to the Euler-Lagrange equations associated with the Lagrangian $L_i : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$. The network is modelled by an undirected graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ that is assumed to be connected and time-invariant.

Form equations (II) we can identify the Coriolis and Mass matrices associated with the Lagrangian $L_i$. These matrices must satisfy (see for instance [31]):

(P1) $M_i(q_i, \dot{q}_i)$ is positive definite and bounded for any $q_i \in \mathbb{R}^d$ and $i \in \mathcal{N}$. That is, there exists $\omega_i, \theta_i \in \mathbb{R}_{>0}$ such that $\omega_i I_{d \times d} \preceq M_i(q_i, \dot{q}_i) \preceq \theta_i I_{d \times d}$.

(P2) $M_i(q_i, \dot{q}_i) = 2C_i(q_i, \dot{q}_i)$ is skew-symmetric, for each $i \in \mathcal{N}$.

(P3) $C_i(q_i, \dot{q}_i)$ is bounded w.r.t. $\dot{q}_i$ for each $i \in \mathcal{N}$ and linearly bounded w.r.t. $\dot{q}_i$. That is, there exists $c_i \in \mathbb{R}_{>0}$ such that for all $i \in \mathcal{N}$, $\|C_i(q_i, \dot{q}_i)\| \leq c_i \|\dot{q}_i\|$.

(P4) If $\dot{q}_i, \dot{q}_i \in L^\infty$, then $\frac{d}{dt} C_i(q_i, \dot{q}_i)$ is a bounded operator.
The goal is to show that under these conditions agents can achieve flocking motion based on Raynolds rules of alignment, cohesion and separation under an event-triggered framework. It is demonstrated that each agent is equipped with the following sensing and communication capabilities:

(A1) Agent \( i \in \mathcal{N} \) is able to measure the distance to its nearest neighbours continuously.

(A2) Agent \( i \in \mathcal{N} \) transmits its velocity to its neighbours at fixed instants of time, which should be determined.

Note that these assumptions agree with the reality, in the sense that many mobile robots are equipped with a set of sensors that allow them to measure its velocity and relative positions respect to other robots or obstacles. Nevertheless, getting a measurement or an estimation of other agents’ velocities is not easy, and flocking control requires agents to exchange this information to synchronize themselves with their nearest neighbors. Otherwise, additional assumptions over the system model and a significant increase on the computation onboard are needed [28], [29], [32]. Though recent works have addressed the problem of achieving cooperative control objectives in multi-agent systems with position measurements only (such as in [33] for the consensus problem of double integrator agents), the design of observers in cooperative Euler-Lagrange systems is generally high dimensional and complex [34]–[36]. Hence, we propose to employ an event-based strategy for the transmission of the velocity measurements in order to reduce the communication exchange. In an event-triggered policy, the agent \( j \in \mathcal{N}_i \) sends the information at instants \( t_k^j \) with \( k \in \mathbb{N} \) and these measurements are obtained by the agent \( i \in \mathcal{N}_j \).

III. CONTROLLER DESIGN

In this section we provide an event-triggered control law for flocking of Euler-Lagrange systems. In particular, we consider \( s \geq 2 \) agents with dynamics described by the Euler-Lagrange equations as in Section II-B. Note that we can write equations (2) as

\[
\begin{align*}
M_i(q_i)\ddot{q}_i + C_i(q_i, \dot{q}_i)\dot{q}_i &= F_i, \\
V_i &= \sum_{j \in \mathcal{N}_i} V_{ij}(\|z_{jk}\|).
\end{align*}
\]  

(4)

where \( M_i \) and \( C_i \) satisfies properties (P1)-(P4) and \( F_i := F_{ij}(q_i, q_j, \dot{q}_i, \dot{q}_j) \) is the control law to be designed for each agent to satisfy Raynolds rules of flocking. According to the Reynolds model [2], the motion of each agent in the flock is defined by the three rules of alignment, cohesion and separation, weighted by positive constant coefficients \( \alpha_i \) and \( \beta_i \). We will refer to them as Reynolds gains.

To satisfy these rules, we consider for each agent a term in the control law based on the gradient of the potential function

\[
V_i = \sum_{j \in \mathcal{N}_i} V_{ij}(\|z_{jk}\|).
\]

For any \( t \in [t_k^i, t_{k+1}^i) \) such that

\[
t_{k+1}^i = \inf\{t > t_k : f_i(e_i(t), \dot{q}_i(t)) > 0\},
\]

where \( f_i : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) is the triggering function for the \( i \)-th agent given by

\[
f_i(t, e_i(t)) = \|e_i(t)\|^2 - \frac{\sigma_i}{2} \sum_{j \in \mathcal{N}_i} \beta_i \|\dot{q}_i(t_k^i) - \dot{q}_j(t_k^i)\|^2
\]

(10)

where \( \sigma_i \in \mathbb{R}_{>0} \) determines the number of triggered events.

Hence, the proposed control law for the coordination of multiple mechanical systems satisfying Raynolds rules of flocking, based on an event-triggered protocol, is given by

\[
F_{ij}(q_i, q_j, \dot{q}_i, \dot{q}_j) = -\alpha_i \sum_{j \in \mathcal{N}_i} \nabla_{q_i} V_{ij} - \frac{\partial L}{\partial q_i} - \beta_i \sum_{j \in \mathcal{N}_i} (\dot{q}_i(t_k^i) - \dot{q}_j(t_k^i)),
\]

(11)
so, the control law $F_i$ for agent $i \in N$ is given by

$$F_i(q_i, q_j, \dot{q}_i, \dot{q}_j) = -\alpha_i \sum_{j \in N_i} \nabla_{q_i} V_{ij} - \beta_i \sum_{j \in N_i} (\dot{q}_i(t_k^j) - \dot{q}_j(t_k^j)).$$

(12)

The next result shows convergence to flocking motion with the designed event triggered control law.

**Theorem 1:** Under the sensing and communication assumptions (A1)-(A2), a network of $s \geq 2$ agents with dynamics (4) and control law (12) achieves stable flocking if the control gain and the parameter of the event-triggering function (10) fulfill $\beta_i > 0$ and $0 < \sigma_i < 1$ for all $i \in N$, respectively.

**Proof:** Consider a candidate Lyapunov function

$$V = \sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i.$$  
(13)

Its time derivative is

$$\dot{V} = \sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i \dot{q}_i^T \nabla_{q_i} V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i.$$

(14)

By using equation (3), equation (14) can be written as

$$\dot{V} = \sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i \dot{q}_i^T \nabla_{q_i} V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i.$$

The first term reduces to

$$\sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i \dot{q}_i^T \nabla_{q_i} V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i.$$  

(15)

On the one hand, since the graph is undirected and connected, the first term in (15) can be rewritten such as

$$\sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i \dot{q}_i^T \nabla_{q_i} V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i$$

$$\leq \sum_{i=1}^{\left| N \right|} \sum_{j \in N_i} \alpha_i \dot{q}_i^T \nabla_{q_i} V_{ij} + \frac{1}{2} \sum_{i=1}^{\left| N \right|} \dot{q}_i^T M_i \dot{q}_i.$$

(16)

This implies that $V$ is bounded and has a limit. Therefore, $\lim_{t \to \infty} \|\dot{q}_i(t_k^j) - \dot{q}_j(t_k^j)\| = 0$. Observing (3) and (16), this implies that $e_i \to 0$ when $t \to \infty$ and, consequently, $\|\dot{q}_i - \dot{q}_j\| \to 0$ when $t \to \infty$. Moreover, since $V$ is bounded, then $\dot{V}_{ij}$ is also bounded. Thus, collisions between the interconnected agents are avoided, because of (V1), i.e., since $V_{ij} \to \pm \infty$ when $\|z_k\| \to 0$.

In any event-triggered control framework it is important to show that Zeno behaviour is avoided. Next we provide sufficient conditions to avoid Zeno behaviour.

**Corollary 1:** The event-triggered control law (12) avoids Zeno behaviour whenever (V3) holds.

**Proof:** We next show that a minimum interevent time $0 \leq t_m \leq t_{k+1} - t_k$ exists for all $i \in N$. To do that, we consider the time derivative of $e_i$ for $t \in [t_k^i, t_{k+1}^i]$

$$\frac{d}{dt} e_i(t) = -\dot{q}_i = M_i^{-1}(q_i) \left( \alpha \sum_{j \in N_i} \nabla_{q_i} V_{ij}(t) + \beta \sum_{j \in N_i} (\dot{q}_i(t_k^j) - \dot{q}_j(t_k^j)) + C_i(q_i, \dot{q}_i) \right).$$

By properties (P1)-(P3), $M_i(q_i)$ and $C_i(q_i, \dot{q}_i)$ are bounded. $\dot{q}_i$ is bounded because we have shown that the Lyapunov function is bounded in Theorem 1. Therefore, since $\nabla_{q_i} V_{ij}(t)$ is also bounded, then

$$\frac{d}{dt} e_i(t) \leq \|e_i(t)\| \leq l,$$

(17)

where $l$ is a positive constant. Taking $t \in [t_k^i, t_{k+1}^i]$, we obtain $\|e_i(t)\| \leq l(t-t_k^i) \leq l(t_{k+1}^i - t_k^i)$. Thus, $t_{k+1}^i - t_k^i \geq \|e_i(t)\|/l$ which is larger than 0 if $e_i(t) \neq 0$. Since $e_i(t) = 0$ is maintained only if the control objectives are achieved, the Zeno effect is avoided.

**IV. NUMERICAL EXAMPLE**

In this section, we test the distributed event-based control law (12) with a network of underwater vehicles. A detailed model of the vehicles is described in [22]. We consider a network of $s = 50$ fully actuated vehicles (rigid bodies) evolving on the special Euclidean group $SE(3)$ of rigid motions in the space. Any element of $SE(3)$ is given by

$$g_i = \begin{bmatrix} R_i & b_i \\ 0 & 1 \end{bmatrix}$$

with $R_i \in SO(3)$ describing the orientation for the $i^{th}$-body as a rotation matrix and $b_i = (b_i^x, b_i^y, b_i^z) \in \mathbb{R}^3$ is the position of the center of mass for the $i^{th}$-body in inertial frame, with $b_i = (\bar{b}_i^x, \bar{b}_i^y, \bar{b}_i^z)$ representing the velocity vector for agent $i$ in the directions $x, y, z$, respectively. The graph defining the neighbor’s relations is randomly generated (ensuring that it is connected and undirected).

Besides, in some rigid body applications, the mass matrix is usually given by $M_i = m_i \textbf{I}_3$, where $m_i$ is the mass of the body and $\textbf{I}_3$ its matrix of inertia moments. We will consider models for underwater vehicles where the elements of $M_i$ may be different due to the fact that added masses have to be taken into account.

For simplicity in the model, assume that possible dissipating forces acting on the body under the water are negligible. The potential energy for the $i^{th}$ underwater vehicle is given by

$$U_i(R_i, b_i) = \rho g_i (\bar{r}_i, R_i^T \bar{v}_3) + (\rho \bar{r}_i - m_i) g \bar{b}_i^2,$$

where $g$ is the
The control equations are given by

\[ \dot{\mathbf{r}}_i = \mathbf{v}_i, \quad \mathbf{v}_i = M_i \mathbf{v}_i - R_i^T (m_i - \rho_i \bar{g}) e_z + u_i, \]

\[ \mathbf{J}_i \mathbf{\Omega}_i = \mathbf{J}_i \mathbf{\Omega}_i + M_i \mathbf{v}_i \times \mathbf{v}_i - \rho_i \bar{g} \times (R_i^T e_z) + \bar{a}_i, \]

for \( i = 1, 2, 3, \) with \( \mathbf{\Omega}_i = (\Omega_{i1}^x, \Omega_{i2}^y, \Omega_{i3}^z) \) \( \in \mathbb{R}^3 \) orientation of agent \( i \) and \( \mathbf{\Omega}_i \) its associated skew-symmetric matrix under the \( \text{hat} \) isomorphism \( \hat{} : \mathbb{R}^3 \to \mathfrak{so}(3) \) [31]. For numerical simulations we consider all rigid bodies have mass (including added masses) \( m_i = 123.8 \text{ kg} \), and inertia matrices \( M_i = m_i \mathbf{I}_i + \text{diag}(65, 70, 75) \text{ kg} \), \( \mathbf{J}_i = \text{diag}(5.46, 5.29, 5.72) \text{ kg m}^2 \text{ and } \mathbf{I}_i = \mathbf{I}_{3 \times 3} \text{ kg m}^2 \) with \( \mathbf{I}_{3 \times 3} \) the \( (3 \times 3) \)-identity matrix. Also assume that \( \rho_i \bar{g} = 1215.8 \text{ N} \) and \( \bar{r}_i = (0, 0, -0.007)^T \text{ m} \).

We set the parameters of the control law and the event-triggering condition as \( \beta_i = 10 \text{ and } \sigma_i = 0.01 \) for \( i = 1, ..., 50 \), respectively. We choose the potential function described in [37], which satisfies (V1)-(V3) and whose gradient is

\[ \nabla q_j V_{ij} = \begin{cases} (0, 0, 0) & \|z_k\| > R \\
\frac{2\pi z_k \sin(2\pi (z_k - \|d_k\|))}{\|z_k\|} & z_k < \|z_k\| \leq R \\
0 & \|z_k\| \leq d_k \end{cases}, \]

where \( d_k = 0.5 \text{ m} \) and \( R > \max_k d_k \) is a positive constant set to 1. Initial conditions are also randomly chosen.

In Figure 1 we can observe the trajectory followed by the agents. First, agents are distanced by the repulsive potential while consensus in linear velocities is achieved and the agents maintain the formation (Figure 2 the velocities of the agents converge to three values corresponding to \( x, y, z \) directions). From the communication point of view, the average number of generated events is 99, i.e., each agent transmitted its velocity 99 times (in average) to their neighbours, so the average inter-event time is 2.02 s. The agent 44 generated the minimum number of transmissions (62) to its neighbours, while the agent 6 generated the maximum number (144). To illustrate the distribution of events over time, three agents have been selected (agents 1, 25 and 50), and the instances of event times are depicted as example in Figure 3. At the beginning, the agents need to exchange information of their velocities very frequently (but not continuously according to Corollary 1). However, once they are close to the consensus in velocities, the transmission of information is clearly reduced and communication resources are optimized.

We evaluate flocking behavior through the metrics described in [38]. The average minimum distance to a neighbor measures the cohesion between the agents. In this case, due to the nature of the potential, the distance between the agents is stabilized far enough to avoid collisions. Since the graph is fixed, we can use the average velocity difference to measure the consensus of velocities in 3D, which is clearly achieved in the example. These results are depicted in Figure 4.

V. CONCLUSIONS

We have designed an event-triggered control protocol for flocking control of multi-agent Lagrangian systems. In particular, the proposed controller in this work is distributed: it only depends on the available information of each agent on their own reference frame, the velocity of its neighbors at event times, and to the desired distance to the neighbors. We have also provided sufficient conditions to avoid Zeno behavior. The results show that the control objective is achieved while the amount of communication is reduced thanks to the event-triggering communication. Future work includes extension to
system with delays and underactuated systems with partially unknown dynamic.
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