A dataset of 40K naturalistic 6-degree-of-freedom robotic grasp demonstrations.
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Abstract

Modern approaches to grasp planning often involve deep learning. However, there are only a few large datasets of labelled grasping examples on physical robots, and available datasets involve relatively simple planar grasps with two-fingered grippers. Here we present: 1) a new human grasp demonstration method that facilitates rapid collection of naturalistic grasp examples, with full six-degree-of-freedom gripper positioning; and 2) a dataset of roughly forty thousand successful grasps on 109 different rigid objects with the RightHand Robotics three-fingered ReFlex gripper.

Introduction

Grasp planning has traditionally used analytic methods to estimate quality metrics for potential grasps [6,14]. Two particular limitations of analytic grasp metrics are the need for accurate knowledge of the object geometry, and assumptions involved, such as simplified contact models. Much recent work in grasp planning has focused on data-driven approaches [2] to address both of these limitations. A common approach is to use deep learning to map depth or RGB images to quantities that can be used directly for grasp planning, such as grasp success predictions [8,10,13,15,18–20]. For example, uncertainty about the shapes of novel objects has been addressed by training deep networks to predict grasp metrics from depth images, using large numbers of known synthetic examples [13]. However, the relationship between these metrics and physical grasp success is complex [17].

Ideally, a grasp planner would be trained directly on physical grasping examples rather than grasp quality metrics. However, a central challenge for this approach is the expense of obtaining sufficient labelled data to support sophisticated decisions without overfitting. To reduce this expense, some groups have resorted to large-scale physics simulations [8,9]. However, these simulations have (so far) employed simplified contact models, reintroducing one of the key limitations that motivated a departure from grasp quality metrics. Other groups have trained models initially in simulated environments, then trained further with physical robots [3,22], or performed large-scale trial-and-error data collection [15] or reinforcement learning [7,11,16] on physical robots. Datasets of successful grasps have also been generated by humans. This requires either transfer from human-hand grasps to robotic-gripper grasps [5,12] or human control of a robot. The latter has been achieved by physically guiding the robotic arm [1], and recently, teleoperation using virtual reality hardware [21]. These methods have, so far, not produced sufficiently large datasets for deep learning of skilled grasping (although this seems feasible with teleoperation).

Overall, while robotic grasp planning with unknown objects has been extensively studied, there is still much room for improvement in success rates. New labelled datasets of physical robotic grasps may allow further progress.
We developed a new grasp demonstration approach that is intended to make grasp demonstration relatively rapid and naturalistic. Here we describe this approach, and a corresponding dataset of 40K successful grasps, demonstrated on 109 objects. We believe this to be the largest available dataset of human grasp demonstrations with a robotic gripper. The grasps use a three-fingered gripper (RightHand Robotics’ ReFlex gripper), and full 6-degree-of-freedom trajectories.

The dataset can be used, shared, and modified freely for any non-commercial purpose. It is available from https://dataverse.scholarsportal.info/dataverse/uw-brain-lab.

Methods

Grasp Demonstration Method
Our method is a hybrid of previous approaches that have used motion tracking with human-hand grasps [5], and manual control of a robot [1]. To approach the speed and naturalistic control of human-hand grasping while avoiding the need to generalize from the hand to a gripper, we mounted a gripper on a 3d-printed handle with motion-tracking markers (Figure 1). This allowed the operator to position the gripper with natural arm movements. We used a Polaris optical motion tracker from Northern Digital Inc. (NDI). This system can track the 6DOF configuration of unique multi-marker “tools”, but it requires a line of sight to all of the markers on a tool. To reduce occlusions, we mounted two of these tools at different positions and angles on the gripper handle (Figure 1, bottom left). We used a RightHand Robotics ReFlex gripper. The operator controlled the gripper fingers with a joystick. This gripper has four degrees of freedom in the finger positions, corresponding to flexion of each finger, and the angle of spread between two of the fingers. We used one degree of freedom of the joystick to control the spread, and the other to control all finger flexion angles together.

Objects and Data Collection
We collected grasp demonstrations with 109 different rigid objects. 48 of these belonged to the YCB dataset [4]. We avoided YCBs object that were either non-rigid, or too small or too large to easily handle with the ReFlex gripper.

Two experimenters participated in each data collection session. In each trial, one experimenter placed an object on a table, in a random orientation, and the other used the joystick and handle to grasp and lift the object (see Figure 1). To encourage more variability in the grasps, one or two additional objects (“obstacles”) were placed between the operator and the target object in some trials. Failure to grasp and lift an object was rare, particularly after the operator had encountered a given object a few times. Failed grasps were not included in the dataset.

Prior to each grasp, we captured images of the target object with two cameras. One was an infrared structured-light sensor that captured RGB and depth images (RealSense SR300). Because the motion tracker also used infrared light, this camera and the motion tracker were enabled at alternating times. The second camera was a stereo camera (Stereolabs ZED). From this camera we saved stereo RGB images, as well as the depth map estimated from these images by the ZED software. Both cameras were fixed to a rigid frame that also held a small table on which the objects were placed. For each grasp, we stored the 6DOF trajectory of the gripper as it approached the object, along with the gripper finger positions. The gripper and finger positions were recorded on different computers, with different sampling rates. To create an integrated 10-dimensional gripper-configuration signal, we synchronized the clocks and interpolated the finger positions at the times of the motion-tracker samples.

The coordinate systems of the gripper and the table were right-handed. The positive z axis of the gripper pointed out of the palm, and the positive y axis pointed between the two fingers on one side of the gripper. Finger positions were recorded in units of 1/4096 rotations of the corresponding servos. A home finger position was also saved for each trial. In the home position, the two fingers on one side of the gripper were oriented parallel to each other, and the fingers were extended, so that
Figure 1. Top: An experimenter using the handle-mounted gripper and joystick to grasp an object. Left: 3D printed handle for naturalistic human positioning of the ReFlex gripper. This part replaces the ReFlex gripper’s case. Two distinct NDI tools are mounted at known positions and orientations relative to the gripper axes, allowing us to reliably determine the gripper’s configuration during grasping. Right: To measure the tool positions relative to the gripper reference frame, we temporarily mounted a tool at the point we defined as the gripper origin, and aligned with its axes.
the fingers on each side were oriented approximately 180 degrees from each other about the x axis. The fingers were visually aligned to this position periodically, as well as immediately after occasional mechanical problems with the gripper that affected the relationship between servo and finger positions (such as after replacing stripped gears).

Re-creating and Replaying Grasps

After data collection, we re-created the target-object placement for some of the grasps. To do this, we overlaid the object image captured during the trial with a live image from the camera, and manually aligned the images by moving the object on the table. In some cases, we attached a motion-tracker tool to the object and manually measured its position relative to the object centre. This allowed us to analyze gripper positions in object coordinates rather than table coordinates for these grasps. In other cases, we replayed recorded grasps, with the gripper mounted on a robotic arm (Universal Robots UR5). This allowed us to confirm that re-creation of the object positions was fairly accurate, and to study robustness of the demonstrated grasps by replaying them with small perturbations.

Results

Table 1 shows an example of a full processed record for a single grasping trial. Most of the record consists of lines with 11 numbers each. Each of these lines corresponds to a time point in the trial. The first is the time, in seconds. The next six describe the position and orientation of the gripper base, and the last four describe the finger positions (see details in Methods). The units are $1/4096$-rotation increments of the servos. The first two values are flexion positions of the two fingers on one side of the gripper, the third is the flexion position of the opposed finger, and the fourth is the spread between fingers 1 and 2.

Figure 3 illustrates a number of final gripper positions (for different trials) around a single object.

Conclusion

We extended previous grasp demonstration methods to allow support rapid collection of a large dataset of naturalistic grasp examples. Our dataset includes roughly forty thousand examples of successful human-controlled grasps with a three-fingered gripper and a wide variety of objects. We
Table 1. Complete contents of an example grasp record file (147104). The final three lines are:

```
4 are

Fingers at calibration = \[14523, 14910, 16398, 16365\]
```

The table includes the following columns:
- **T**: Time in milliseconds
- **x**, **y**, **z**: Offsets from the center of the table surface, respectively, in mm
- **Fingers at calibration**: List of finger indices

Entries 5-7 are an angle-axis representation of the gripper orientation. Entries 8 to 11 are positions of the gripper fingers (see text for details).
Figure 3. A render of a mustard bottle, with plots of final gripper positions and orientations (in the object’s reference frame) for a number of grasps. The red, green, and blue axes are x, y, and z, respectively. The lines at the bottom are projections of the z axes onto the support surface.

hope this dataset will be useful for training deep networks for grasp planning, and for understanding human grasping strategies.
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