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Abstract
Partially Observable Markov Decision Process (POMDP) provides a principled and generic framework to model real world sequential decision making processes but yet remains unsolved, especially for high dimensional continuous space and unknown models. The main challenge lies in how to accurately obtain the belief state, which is the probability distribution over the unobservable environment states given historical information. Accurately calculating this belief state is a precondition for obtaining an optimal policy of POMDPs. Recent advances in deep learning techniques show great potential to learn good belief states. However, existing methods can only learn approximated distribution with limited flexibility. In this paper, we introduce the Flow-based Recurrent Belief State model (FORBES), which incorporates normalizing flows into the variational inference to learn general continuous belief states for POMDPs. Furthermore, we show that the learned belief states can be plugged into downstream RL algorithms to improve performance. In experiments, we show that our methods successfully capture the complex belief states that enable multi-modal predictions as well as high quality reconstructions, and results on challenging visual-motor control tasks show that our method achieves superior performance and sample efficiency.

1. Introduction
Partially Observable Markov Decision Process (POMDP) (Åström, 1965) provides a principled and generic framework to model real world sequential decision making processes.
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\[
\tau_k = \{a_1, a_1, \ldots, a_{t-1}, a_{t-1}\}.
\]

### 2.2. Normalizing Flow

Instead of using the Gaussian family to approximate the prior and posterior belief distributions, we believe it is more desirable to use a family of distributions that is highly flexible and preferably flexible enough to describe all possible true belief states. Therefore, we use Normalizing Flows (Tabak & Turner, 2013; Rezende & Mohamed, 2015) to parameterize those distributions.

Rather than directly parameterizing statistics of the distribution itself, Normalizing Flows model the transformations, or the “flow” progress, needed to derive such a distribution. More specifically, it describes a sequence of invertible mappings that gradually transform a relatively simple probability density to a more flexible and complex one.

Let \( f_\theta : \mathbb{R}^D \rightarrow \mathbb{R}^D \) to be an invertible and differentiable mapping in state space parameterized by \( \theta \). Given a random variable \( x \in \mathbb{R}^D \) with probability distribution \( p(x) \), we can derive the probability of the transformed random variable \( z = f_\theta(x) \) by applying the change of variable formula:

\[
p(z) = p(x) \det \frac{\partial f_\theta^{-1}}{\partial z}
\]

\[
\log p(z) = \log p(x) - \log \det \frac{\partial f_\theta}{\partial z}
\]

To construct a highly flexible family of distributions, we can propagate the random variable at beginning \( z_0 \) through a sequence of \( K \) mappings and get \( z_K = f_{\theta_K} \circ f_{\theta_{K-1}} \circ \cdots \circ f_{\theta_1}(z_0) \) with the probability

\[
\log p_K(z_K) = \log p(z_0) - \sum_{k=1}^K \log \det \frac{\partial f_{\theta_k}}{\partial z_{k-1}}
\]

Given a relatively simple distribution of \( z_0 \), say, Gaussian distribution, by iteratively applying the transformations, the flow is capable of representing a highly complex distribution with the probability that remains tractable. The parameters \( \theta_1, \ldots, \theta_K \) determine the transformations of the flow.

An effective transformation that is widely accepted is affine coupling layer (Dinh et al., 2017; Kingma & Dhariwal, 2018; Kingma et al., 2017). Given the input \( x \in \mathbb{R}^D \), let \( s \) and \( t \) stand for scale and translation functions which are usually parameterized by neural networks, where \( s, t : \mathbb{R}^k \rightarrow \mathbb{R}^{D-k}, k < D \). The output, \( y \), can be viewed as a concatenation of its first \( k \) dimensions \( y_{1:k} \) and the remaining part \( y_{k+1:D} \):

\[
y_{1:k} = x_{1:k},
\]

\[
y_{k+1:D} = x_{k+1:D} \odot \exp(s(x_{1:k})) + t(x_{1:k})
\]

where \( \odot \) denotes the element-wise product (see details about affine coupling layer in Appendix A).

### 3. Flow-based Recurrent Belief State Learning

#### 3.1. Flow-based Recurrent Belief State model

We propose the FlOW-based Recurrent BElief State model (FORBES) which learns general continuous belief states via normalizing flows under the variational inference framework. Specifically, the FORBES model consists of components needed to construct the PGM of POMDP as shown in Figure 2:

State transition model: \( p(s_t | s_{t-1}, a_{t-1}) \)

Observation model: \( p(o_t | s_t) \)

Reward model: \( p(r_t | s_t) \)

In addition, we have a belief inference model \( q(s_t | \tau, a_t) \) to approximate the true posterior distribution \( p(s_t | \tau, a_t) \) as defined in Equation 1, where \( \tau = \{a_1, a_1, \ldots, a_{t-1}, a_{t-1}\} \) is the past information. The above components of FORBES can be optimized jointly by maximizing the Evidence Lower Bound (ELBO) (Jordan et al., 1999) or more generally the variational information bottleneck (Tishby et al., 2000; Alemi et al., 2016):

\[
\log p(o_t, x_t | a_t, \tau) \\
\geq \sum_{t=1}^T \left[ \mathbb{E}_{q(s_t | a_{<t}, a_t)}[\log p(o_t | s_t)] + \log p(r_t | s_t) \right] \\
- \mathbb{E} \left[ D_{KL}(q(s_t | \tau, a_t) || p(s_t | s_{t-1}, a_{t-1})) \right] \approx J_{\text{model}}
\]

Detailed derivations can be found in Appendix J. In practice, the state transition model, observation model, reward model, and belief inference model can be represented by stochastic deep neural networks parameterized by \( \psi \):

\[
p_\psi(s_t | s_{t-1}, a_{t-1}), p_\psi(o_t | s_t), p_\psi(r_t | s_t), q_\psi(s_t | \tau, a_t)
\]

where their outputs usually follow simple distributions such as diagonal Gaussians. The parameterized belief inference model \( q_\psi(s_t | \tau, a_t) \) acts as an encoder that encodes the historical information using a combination of convolutional neural networks and recurrent neural networks.
In FORBES we provide special treatments for the belief inference model and the state transition model to represent more complex and flexible posterior and prior distributions. As shown in Figure 3(a), the input images \(o_{t-1}\) and actions \(a_{t-1}\) are encoded with \(q_p(s_t | t, a_t)\) (the blue and the red path). Then our final inferred belief is obtained by propagating \(q_p(s_t | t, a_t)\) through a set of normalizing flow mappings denoted \(f_{\theta, k} \circ \cdots \circ f_{\theta, 0}\) to get a representative posterior distribution \(q_{p, \theta}(s_t | t, a_t)\). For convenience, we denote \(q_0 = q_p\) and \(q_K = q_p, \theta\). On the other hand, \(o_{1:t-1}\) and \(a_{1:t-2}\) are encoded with \(q_p(s_{t-1} | t_{a-1}, o_{t-1})\) (the blue path), then the state transition model is used to obtain the prior guess of the state \(p_p(s_t | t) = E_{q_p(s_{t-1} | t_{a-1}, o_{t-1})} [p_p(s_t | s_{t-1}, a_{t-1})]\) (the green path). Then our final inferred prior is obtained by propagating \(q_p(s_t | t)\) through another set of normalizing flow mappings denoted \(f_{\psi, k} \circ \cdots \circ f_{\psi, 0}\) to get a representative prior distribution \(p_{\psi, \omega}(s_t | t)\). For convenience, we denote \(p_0 = p_p\) and \(p_K = p_{\psi, \omega}\). Then as shown in Figure 3(b), we can sample the initial state \(s_0\) (the yellow and purple triangles) from the belief states \(q_K(s_t | t, a_t)\). For each sampled initial state, we can use the state transition model to predict the future states \(s_{t+h}\) given the future actions \(a_{t+h-1}\), and then use the observation model to reconstruct the observations \(o_{t+h}\), where \(h\) is the prediction horizon.

With the above settings, we can substitute the density probability inside the KL-divergence term in Equation 7 with Normalizing Flow:

\[
\log q_K(s_t | t, a_t) = \log q_0(s_t | t, a_t) - \sum_{k=1}^{K} \log \left| \det \frac{\partial f_{\theta_k}}{\partial s_{t,k-1}} \right|
\]

\[
\log p_K(s_t | t) = \log p_0(s_t | t) - \sum_{k=1}^{K} \log \left| \det \frac{\partial f_{\omega_k}}{\partial s_{t,k-1}} \right|
\]

where \(p_K(s_t | s_{t-1}, a_{t-1}) = p_K(s_t | t)\) given the sampled \(s_{t-1}\) from \(q_K(s_t | t, a_t)\), \(s_{t,k}\) is the state variable \(s_t\) transformed by \(k\) layers of normalizing flows, and \(s_{t,0} = s_t\).

To further demonstrate the properties of FORBES, we provide the following theorems.

**Theorem 3.1.** The approximation error of the log-likelihood when maximizing the \(J_{\text{Model}}\) (the derived ELBO) defined in Equation 7 is:

\[
\log p(o_{1:T}, r_{1:T} | a_{1:T}) - \mathcal{J}_{\text{Model}} = \mathbb{E}_{\int_{t=1}^{T} D_{\text{KL}}(q(s_t | t, a_t) || p(s_t | t, a_t))}
\]

where \(p(s_t | t, a_t)\) denotes the true belief states.

Detailed proofs can be found in Appendix.K. Theorem 3.1 suggests that, when the learning algorithm maximizes the \(J_{\text{Model}}\) (the derived ELBO), then the \(D_{\text{KL}}\) terms in the right-hand side are minimized, which indicate the KL-divergence between the learned belief states \(q(s_t | t, a_t)\) and the true belief states \(p(s_t | t, a_t)\). Clearly, if \(p(s_t | t, a_t)\) is a complex distribution and \(q(s_t | t, a_t)\) is chosen from a restricted distribution class such as diagonal Gaussian, then when the algorithm maximizes the \(J_{\text{Model}}\) (the derived ELBO), there will still be a potentially large KL-divergence between the learned and the true belief states.

Therefore, naturally there raises the problem that is normalizing flow a universal distributional approximator that is capable of accurately representing arbitrarily complex belief states, so the KL-divergence terms in the right-hand side of Equation (9) can be minimized to approach zero? The answer is yes for a wide range of normalizing flows. To be specific, Teshima et al. (2020) provides theoretical results for the family of the flow used in FORBES.
Besides the aforementioned affine coupling flow, many works show the distributional universality of other flows (Kong & Chaudhuri, 2020; Huang et al., 2018). Ideally, the universal approximation property of the flow model $q_K(s_t | τ_t, a_t)$ allows us to approximate the true posterior $p(s_t | τ_t, o_t)$ with arbitrary accuracy. Thus, compared to previous methods, FORBES helps close the gap between the log-likelihood and the ELBO to obtain a more accurate belief state. Though we usually cannot achieve the ideal zero KL-divergence in practice, our method can get a smaller approximation error, equally a higher ELBO than previous works. We verify this statement in section 4.1.

### 3.2. POMDP RL framework based on FORBES

To show the advantage of the belief states inferred by the FORBES model compared to the existing belief inference method in visual-motor control tasks, we incorporate FORBES into a flow-based belief reinforcement learning algorithm for learning the optimal policy in POMDPs. Inspired by Hafner et al. (2019a), the algorithm follows an actor-critic framework but is slightly modified to exploit better the flexible nature of FORBES: The critic estimates the accumulated future rewards, and the actor chooses actions to maximize the estimated cumulated rewards. Instead of using only one sample, both the actor and critic operate on top of the samples of belief states learned by FORBES. They thus benefit from the accurate representations learned by the FORBES model. Note that this is an approximation of the true value on belief, which avoids the intractable integration through observation model.

The critic $v_\xi(s_\tau)$ aims to predict the discounted sum of future rewards that the actor can achieve given an initial state $s_t$, known as the state value $E \left( \sum_{\tau=t}^{t+\infty} \gamma^{\tau-t} r_\tau \right)$, where $\xi$ denote the parameters of the critic network and $H$ is the prediction horizon. We leverage temporal-difference to learn this value, where the critic is trained towards a value target that is constructed from the intermediate reward and the critic output for the next step’s state. In order to trade-off the bias and the variance of the state value estimation, we use the more general TD($\lambda$) target (Sutton & Barto, 2018), which is a weighted average of $n$-step returns for different horizons and is defined as follows:

$$V_\xi^\lambda \equiv \tilde{v}_\xi(\tau + \gamma_\tau) \begin{cases} (1 - \lambda)v_\xi(s_{\tau+1}) + \lambda V_\xi^\lambda_{\tau+1} & \text{if } \tau < t + H, \\ v_\xi(s_t + H) & \text{if } \tau = t + H. \end{cases}$$

(10)

To better utilize the flexible belief states from FORBES, we run the sampling method multiple times to capture the diverse predictions. Specifically, we sample $N$ states from the belief state given by FORBES and then rollout trajectories of future states and rewards using the state transition model and the reward model. Finally, we train the critic to regress the TD($\lambda$) target return using a mean squared error loss:

$$J_{\text{Critic}}(\xi) = E \left[ \sum_{i=1}^{N} \sum_{\tau=t}^{t+H} \frac{1}{2} (v_\xi(s_{i, \tau}) - sg(V_\xi^\lambda_{i, \tau}))^2 \right].$$

(11)

where $sg(\cdot)$ is the stop gradient operation. The actor $a_\tau \sim q_\phi(a_\tau | s_\tau)$ aims to output actions that maximize the prediction of long-term future rewards made by the critic and is trained directly by backpropagating the value gradients through the sequence of sampled states and actions, i.e., maximize:

$$J_{\text{Actor}}(\phi) = E \left( \sum_{i=1}^{N} \sum_{\tau=t}^{t+H} V_\xi^\lambda_{i, \tau} \right).$$

(12)

We jointly optimize the model loss $J_{\text{Model}}$ with respect to the model parameters $\psi$, $\theta$ and $\omega$, the critic loss $J_{\text{Critic}}$
Algorithm 1 FORBES Algorithm

Input: buffer $B$, imagination horizon $H$, interacting step $T$, batch size $B$, batch length $L$, number of trajectories $N$. Initialize buffer $B$ with $S$ random seed episodes.

while not converged do
    for $c = 1, \ldots, C$ do
        Draw $B$ data sequences $(o_t, a_t, r_t)_{t=k}^{k+L}$ from $B$
        Infer belief state $q_\psi(s_t|s_{t-1}, a_{t-1}, o_t)$.
        for $i = 1, \ldots, N$ do
            Rollout imaginary trajectories $(s_{i,t}, a_{i,t})_{t=t}^{t+H}$ with belief transition model.
        end for
        For each $s_i, t$, predict rewards $p_\phi(r_{i,t}|s_{i,t})$ and values $v_\phi(s_{i,t})$ \{Calculate returns\}
        Update $\theta, \omega, \xi, \psi$ using Equation (7), (8), (11), (12) and (13) \{Optimize parameters\}
    end for
    Reset environment and get $o_1$.
    for $t = 1, \ldots, T$ do
        Compute $s_t \sim q_\psi(s_t|s_{t-1}, a_{t-1}, o_t)$ from history.
        Compute $a_t \sim \pi(a_t|s_t)$ with action model.
        Add exploration noise to action.
        Execute $a_t$ and get $o_{t+1}, r_t$.
    end for
    Add experience to buffer $B = B \cup \{(o_t, a_t, r_t)_{t=1}^T\}$
end while

with respect to the critic parameters $\xi$ and the actor $J_{\text{Actor}}$ loss with respect to the actor parameters $\phi$ using the Adam optimizer with different learning rates:

$$
\min_{\psi, \xi, \phi, \theta, \omega} \alpha_0 J_{\text{Critic}}(\xi) - \alpha_1 J_{\text{Actor}}(\phi) - \alpha_2 J_{\text{Model}}(\psi, \theta, \omega)
$$

(13)

where $\alpha_0, \alpha_1, \alpha_2$ are coefficients for different components, and we summarize the whole framework of optimizing in Algorithm 1.

4. Experiments

Our experiments evaluate FORBES on two image-based tasks. We first demonstrate the belief learning capacity on a digit writing task in Section 4.1, and show that FORBES captures beliefs that allow for multi-modal yet precise long-term predictions as well as higher ELBO. For large-scale experiments, we test the proposed POMDP RL framework based on FORBES in Section 4.2. The results of multiple challenging visual-motor control tasks from DeepMind Control Suite (Tassa et al., 2018) show that FORBES outperforms baselines in terms of performance and sample efficiency. In Section 4.3, we further provide ablation studies of the multiple imagined trajectories technique used in our method.

4.1. Digit Writing Tasks

In this experiment, we validate the capacity of FORBES by modeling the partially observable sequence with visual inputs. We adopt the MNIST Sequence Dataset (D. De Jong, 2016) that consists of sequences of handwriting MNIST digit stokes. This problem can be viewed as a special case of POMDP, whose action space is $\emptyset$ and rewards remain 0. Such a problem setting separates the belief learning and policy optimizing problem and allows us to concentrate on the former one in this section. We convert the digit stroke to a sequence of images of size $28 \times 28$ to simulate the writing process. At time step $t$, the agent can observe $o_t$ that has already written $t$ pixels, and we train the agent maximizing $J_{\text{Model}}$ in Equation 7 except for the reward reconstruction term. As shown in Figure 4, we randomly select three digits
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We experimentally evaluate the performance of FORBES on a variety of visual-motor control tasks from the DeepMind Control Suite (Tassa et al., 2018), illustrated in Figure 6. Across all the tasks, the observations are $64 \times 64 \times 3$ images. These environments provide different challenges. The Cartpole-Swingup task requires a long planning horizon and memorizing the state of the cart when it is out of view; Finger-Spinning includes contact dynamics between the finger and the object; Cheetah-Run exhibits high-dimensional state and action spaces; the Walker-Walk and Walker-Run are challenging because the robot has to learn to first stand up and then walk; Hopper Stand is based on a single-legged robot, which is sensitive to the reaction force on the ground and thus needs more accurate control. As for baselines, we include the scores for A3C Mnih et al. (2016) with state inputs (1e9 steps), D4PG Barth-Maron et al. (2018) (1e9 steps), PlaNet (Hafner et al., 2019b) (1e6 steps) and Dreamer Hafner et al. (2019a) in most of the tasks and achieves better performance than PlaNet (Hafner et al., 2019b) within much fewer environment steps. See Appendix G for more results. We provide some insights into the results. As shown in Section 4.1, baselines with Gaussian assumptions may suffer from the mixed-up belief and empty belief issues, while FORBES can better capture the general belief states. Furthermore, multiple imagined trajectories can better utilize the diversity in the rollout. Therefore, the inner coherency within the model components allows the agent a better performance. See Appendix F for results on more environments. We further discuss the role of multiple imagined trajectories and other components in the next section.

4.2. Visual-motor control tasks

We experimentally evaluate the performance of FORBES on Reinforcement Learning on a variety of visual-motor control tasks from the DeepMind Control Suite (Tassa et al., 2018), illustrated in Figure 6. Across all the tasks, the observations are $64 \times 64 \times 3$ images. These environments provide different challenges. The Cartpole-Swingup task requires a long planning horizon and memorizing the state of the cart when it is out of view; Finger-Spinning includes contact dynamics between the finger and the object; Cheetah-Run exhibits high-dimensional state and action spaces; the Walker-Walk and Walker-Run are challenging because the robot has to learn to first stand up and then walk; Hopper Stand is based on a single-legged robot, which is sensitive to the reaction force on the ground and thus needs more accurate control. As for baselines, we include the scores for A3C Mnih et al. (2016) with state inputs (1e9 steps), D4PG Barth-Maron et al. (2018) (1e9 steps), PlaNet (Hafner et al., 2019b) (1e6 steps) and Dreamer Hafner et al. (2019a) with pixel inputs. All the scores of baselines are aligned with the ones reported in Hafner et al. (2019a) (see details in Appendix C). We use $N = 4$ trajectories. The details of the implementations and hyperparameters can be found in Appendix B.

Our experiments empirically show that FORBES achieves superior performance and sample efficiency on challenging visual-motor control tasks. As illustrated in Figure 6, FORBES achieves higher scores than Dreamer (Hafner et al., 2019a) in most of the tasks and achieves better performance than PlaNet (Hafner et al., 2019b) within much fewer environment steps. See Appendix G for more results. We provide some insights into the results. As shown in Section 4.1, baselines with Gaussian assumptions may suffer from the mixed-up belief and empty belief issues, while FORBES can better capture the general belief states. Furthermore, multiple imagined trajectories can better utilize the diversity in the rollout. Therefore, the inner coherency within the model components allows the agent a better performance. See Appendix F for results on more environments. We further discuss the role of multiple imagined trajectories and other components in the next section.

4.3. Ablation Study

In order to verify that the outperformance of FORBES is not simply due to increasing the number of imagined trajectories, we conducted an ablation study in this section. We compare FORBES with the “Dreamer + multiple imagined trajectories” baseline by increasing the number of imagined trajectories in Dreamer to the same as in FORBES ($N = 4$). As shown in Figure 7, no consistent and obvious gain can be observed after increasing the number of trajectories to Dreamer. The agent gains slight improvements in two environments and suffers from slight performance loss on other tasks. This result indicates that increasing the number of imagined trajectories may only be effective when the agent can make diverse predictions as in FORBES. The Gaussian assumptions lead to the lack of trajectory diversity, so that increasing the number of imagined trajectories will not effectively help. Besides, Appendix E compare different $N$ to illustrate the effect of multiple imagined trajectories. Appendix H add parameters to baselines to illustrate the performance gain is not due to more parameters.

4.4. Visual-motor control tasks with multimodal stochasticity

To better exhibit the advantages of FORBES on challenging tasks, we further make our environment more stochastic by extending DMC to multimodal DMC, aiming to solve the
multimodal beliefs problems.

With the observations left unchanged, we add a random binary state \( s_m \). \( s_m \) is sampled from \( \{+1, -1\} \) with equal probability at the beginning of each episode and then stays fixed. For each \( t \) in this episode, we add \( s_m \times c \) to \( a_t \), where \( c \) is a hyperparameter. This is equal to a piecewise-defined dynamic function. Since \( s_m \) is unobservable, this introduces clear, distinct multimodality to the belief. In this case, the agent needs to accurately capture the belief distribution in order to act optimally.

As illustrated in Figure 8, the results show that FORBES consistently gains significant improvements, which indicates that FORBES can capture the belief more accurately.

5. Related Work

POMDP: POMDP solving approaches can be divided into two categories based on whether their state, action and observation spaces are discrete or continuous. Discrete space POMDP solvers, in general, either approximate the value function using point-based methods (Kurniawati et al., 2008; Shani et al., 2013) or using Monte-Carlo sampling in the belief space (Thrun, 1999; Andrieu & Doucet, 2002; Silver & Veness, 2010; Kurniawati & Yadav, 2016) to make the POMDP problem tractable. Monte Carlo algorithms like particle filters make it possible to handle POMDPs with continuous state space by maintaining sets of samples drawn from the belief states. Other continuous space POMDP solvers often approximate the belief states as a distribution with few parameters (typically Gaussian) and solve the problem analytically either using gradients (Van Den Berg et al., 2012; Indelman et al., 2015) or using random sampling in the belief space (Agha-Mohammadi et al., 2014; Hollinger & Sukhatme, 2014). However, most of the classical POMDP methods mentioned above are based on an accurately known dynamic model, which is a restricted assumption in many real world tasks. More recently, Nishiyama et al. (2012) proposes to solve the POMDP based on models defined in appropriate RKHSs, which represent probability distributions as embeddings in RKHSs. However, the embeddings are learned from training samples, and therefore this method requires access to samples from hidden states during training.

**MBRL for visual-motor control:** Recent researches in model-based reinforcement learning (MBRL) for visual-motor control provides promising methods to solve POMDPs with high-dimensional continuous space and unknown models since visual-motor control tasks can be naturally modelled as POMDP problems. Learning effective latent dynamics models to solve challenging visual-motor control problems is becoming feasible through advances in deep generative modeling and latent variable models (Krishnan et al., 2015; Karl et al., 2016; Doerr et al., 2018; Buesing et al., 2018; Ha & Schmidhuber, 2018; Han et al., 2019; Hafner et al., 2019b,a). Among which, the recurrent state-space model (RSSM) based methods (Hafner et al., 2019b,a) provide a principled way to learn continuous latent belief states for POMDPs by variational inference and learns behaviours based on the belief states using model-based reinforcement learning, which achieves high performance on visual-motor control tasks. However, they assume the belief states obey diagonal Gaussian distributions. Such assumptions impose strong restrictions to belief inference and lead to limitations in practice, including mode collapse, posterior collapse and object vanishing in reconstruction (Bowman et al., 2016; Salimans et al., 2015; Okada & Taniguchi, 2020). In addition to the diagonal Gaussian distributions, (Tschiaetschek et al., 2018) uses a Gaussian mixture to approximate the belief states. More recently, (Hafner et al., 2021) proposes to approximate the belief states by assuming a discrete latent space and results in superior performance. However, our algorithm makes no assumption and has the capability to approach arbitrary continuous distribution according to the theoretical analysis. Other works like (Hausknecht & Stone, 2015; Gregor et al., 2019b) use a vector-based representation of belief states. However, this deterministic representation prohibits the agent from consistently forecasting the future since the results of the reconstructed observation contain multimodality, and one can hardly keep the samples stay in the same mode across time. Please check Appendix D for more details. A few works propose particle filter based methods that use samples to approximate the belief states (Ma et al., 2020b; Igl et al., 2018). However, particle filters are reported to experience the curse of dimensionality (Daum & Huang, 2003; Bengtsson et al., 2008) and therefore suffer from insufficient sample efficiency and performance (Lee et al., 2020). For a more detailed discussion of the related works, please refer to Appendix D.

**Normalizing Flows:** Normalizing Flows (NF) are a family of generative models which produce tractable distributions with analytical density. For a transformation \( f : \mathbb{R}^D \rightarrow \mathbb{R}^D \), the computational time cost of the log determinant is \( O(D^3) \). Thus most previous works choose to make the

---

**Figure 8:** Comparison of the performance between FORBES and Dreamer on multimodal DMC with different \( c \).
computation more tractable. (Rezende & Mohamed, 2015; van den Berg et al., 2019) propose to use restricted functional form of \( f \). Another choice is to force the Jacobian of \( f \) to be lower triangular by using an autoregressive model (Kingma et al., 2016; Papamakarios et al., 2018). These models usually excel at density estimation, but the inverse computation can be time-consuming. Dinh et al. (2015; 2017); Kingma & Dhariwal (2018) propose the coupling method to make the Jacobian triangular and ensure the forward and inverse can be computed with a single pass. The applications of NF include image generation (Ho et al., 2019; Kingma & Dhariwal, 2018), video generation (Kumar et al., 2019) and reinforcement learning (Mazoure et al., 2020; Ward et al., 2019; Touati et al., 2020).

6. Conclusion
General continuous belief states inference is a crucial yet challenging problem in high-dimensional Partially Observable Markov Decision Process (POMDP) problems. In this paper, we propose the \textbf{F}low-based \textbf{R}ecurrent \textbf{B}elief State model (FORBES) that can learn general continuous belief states by incorporating normalizing flows into the variational inference framework and then effectively utilize the learned belief states in downstream RL tasks. We show that theoretically, our method can accurately learn the true belief states and we verify the effectiveness of our method in terms of both the quality of learned belief states and the final performance of our extended POMDP RL framework on two visual input environments. The digit writing tasks demonstrate that our method can learn general belief states that enable precise and multi-modal predictions and high-quality reconstructions. General belief inference plays a vital role in solving the POMDP, and our method paves a way towards it. In the future, we will explore further approaches to improve the accuracy of belief states inference and information seeking, such as combining contrastive learning and using advanced network architectures such as transformers to build normalizing flows.
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A. Details of affine coupling layer for normalizing flow

In this section, we will introduce the details about the affine coupling layer (Dinh et al., 2017).

In the forward function, we split the input $x \in \mathbb{R}^D$ into two parts according to the dimension: $x = [x_{1:k}, x_{k+1:D}]$. Then, we let the first part $x_{1:k}$ stay identical, so that the first $k$ dimensions in the output $y \in \mathbb{R}^D$ is $y_{1:k} = x_{1:k}$. After that, we use the identical part as the inputs to determine the transform parameters. In our case, we define two neural network $s, t: \mathbb{R}^k \rightarrow \mathbb{R}^{D-k}$, which stand for scale and translation functions. They receive $x_{1:k}$ as inputs and output the affine parameters. As in (Dinh et al., 2017), the second part can be derived by:

$$y_{k+1:D} = x_{k+1:D} \odot \exp(s(x_{1:k})) + t(x_{1:k})$$

Finally, the output, $y$ is the concatenation of the two parts: $y = [y_{1:k}, y_{k+1:D}]$.

The affine coupling layer is an expressive transformation with easily-computed forward and reverse passes. The Jacobian of affine coupling layer is a triangular matrix, and its log determinant can also be efficiently computed.

B. Hyper Parameters and implementation details

Network Architecture  We use the convolutional and deconvolutional networks that are similar to Dreamer(Hafner et al., 2019a), a GRU (Cho et al., 2014) with 200 units in the dynamics model, and implement all other functions as two fully connected layers of size 200 with ReLU activations. Base distributions in latent space are 30-dimensional diagonal Gaussians with predicted mean and standard deviation. As for the parameters network, we use a residual network composed of one fully connected layer, one residual block, and one fully connected layer. The residual network receives $x_k$ and $c$ as input. The input is first concatenated with the context and passed into the network. The residual block passes the input through two fully connected layers and returns the sum of the input and the output. Finally the last layer outputs the parameters and we use 5 layers of affine coupling flows with a LU layer between them.

In our case, we use samples from the belief distribution as the inputs to the actor and value function as an approximation to the actor and value function with belief distribution as input. Calculating $V(b)$ needs to integrate through both the observation model and state transition model. Our approximation makes an assumption like in Qmdp, to avoid integrating through the observation model.

We use a GRU as the recurrent neural network to summarize to temporal information. We assume an initial state $s_0$ to be a zero vector. After taking action $a_t$, we concatenate $a_t$ with the previous state $s_t$ and pass it through a small MLP to get $y_t = f(s_t, a_t)$, and use it as the input to the GRU: $h_{t+1}, z_{t+1} = GRU(h_t, y_t)$. We pass $z_{t+1}$ through an MLP to get the base prior belief distribution $p_{0}$ (mean and variance) and then we sample from $p_{0}$ and pass it through a sequence of Normalizing Flow to get a sample from $p_{K}$. For the posterior distribution, we first use a CNN as encoder to encode the observation $o_t$ into the feature $x_t$, and then concatenate $z_{t+1}$ and $x_t$ and pass them through an MLP to get the base posterior belief distribution $q_{0}$ and a sequence of Normalizing Flow. Similarly, we finally get a sample $s_{t+1}$ from $q_{K}$.

Training Details  We basically adopt the same data buffer updating strategy as in Dreamer (Hafner et al., 2019a). First, we use a small amount of $S$ seed episodes ($S = 5$ in DMC experiments) with random actions to collect data. After that, we train the model for $C$ update steps ($C = 100$ in DMC experiment) and conduct one additional episode to collect data with small Gaussian exploration noise added to the action. Algorithm 1 shows one update step in $C$ update steps. After $C$ update steps, we conduct one additional episode to collect data (this is not shown in Algorithm 1). When the agent interacts with the environment, we record the observations, actions, and rewards of the whole trajectory $((a_t, a_t, r_t)_{t=1}^T)$ and add it to data buffer $B$.

Hyperparameters  For DMControl tasks, we pre-process images by reducing the bit depth to 5 bits and draw batches of 50 sequences of length 50 to train the FORBES model, value model, and action model models using Adam (Kingma & Ba, 2014) with learning rates $\alpha_0 = 5 \times 10^{-4}$, $\alpha_1 = 8 \times 10^{-5}$, $\alpha_2 = 8 \times 10^{-5}$, respectively and scale down gradient norms that exceed 100. We clip the KL regularizers in $\mathcal{J}_{model}$ below 3.0 free nats as in Dreamer and PlaNet. The imagination horizon is $H = 15$ and the same trajectories are used to update both action and value models. We compute the TD-\lambda targets with $\gamma = 0.99$ and $\lambda = 0.95$. As for multiple imagined trajectories, we choose $N = 4$ across all environments.

For digit writing experiments in Section 4.1, we decrease the GRU hidden size to be 20, let the base distributions be a 2-dimensional diagonal Gaussian and only use 3 layers of affine coupling flows. For the image processing, we simply divide
the raw pixels by 255 and subtract 0.5 to make the inputs lie in \([-0.5, 0.5]\).

C. Extended information of Baselines

For model-free baselines, we compare with D4PG (Barth-Maron et al., 2018), a distributed extension of DDPG, and A3C (Mnih et al., 2016), the distributed actor-critic approach. D4PG is an improved variant of DDPG (Lillicrap et al., 2015) that uses distributed collection, distributional Q-learning, multi-step returns, and prioritized replay. We include the scores for D4PG with pixel inputs and A3C (Mnih et al., 2016) with vector-wise state inputs from DMCcontrol. For model-based baselines, we use PlaNet (Hafner et al., 2019b) and Dreamer (Hafner et al., 2019a), two state-of-the-art model-based RL. PlaNet (Hafner et al., 2019b) selects actions via online planning without an action model and drastically improves over D4PG and A3C in data efficiency. Dreamer (Hafner et al., 2019a) further improve the data efficiency by generating imaginary rollouts in the latent space.
D. Further Discussion on Related Works

This section further discusses the relationship between our work and some related works Gregor et al. (2019b); Hafner et al. (2019a; 2021).

First of all, Gregor et al. (2019b) proposes to use a flexible decoder to learn a compact vector representation of belief state and has promising results. Though it mentions using Normalizing Flow as a decoder, we believe it is orthogonal to our research. To summarize, we both aim to solve POMDP problems, but our method has little in common with (Gregor et al., 2019b), and our research directions are orthogonal: we use normalizing flows in different components for different purposes, which makes it unnecessary for citing and comparing with (Gregor et al., 2019b).

Specifically, our main contribution is to use Normalizing Flow to model accurate and flexible belief state distribution, and we prove its capability from theoretical and empirical perspectives. (Gregor et al., 2019b) did not model belief state distribution. Instead, they model the belief as a single state vector, and the belief transition is also deterministic. Their Normalizing Flow is only used on image reconstruction. They use expressive generative models, including normalizing flow, to reconstruct the images conditioned on the simulated future state. "Using a convolutional DRAW outperforms flows for learning a model of complex environment dynamics” is reported in the context of reconstruction.

What’s more, directly modeling the observation model from the belief in the form of a deterministic vector may have the following deficiencies:

First of all, Gregor et al. (2019b) proposes to make consistent trajectory predictions by directly modeling the belief observation model. As shown in Figure 9. For instance, in the sequential MNIST setting, suppose the SimCore(Gregor et al., 2019b) is well trained, and we feed a beginning sequence which is the same as the last line in our Figure 4 into the SimCore. Assume it is equally possible to be ‘3’ or ‘7’, and the ConvDRAW will predict ‘3’ and ‘7’ each at 50% probability at every time step. However, we cannot consistently sample the same category (‘3’ or ‘7’) in the same trajectory when we sample the future trajectory. However, since we explicitly model the state distribution for FORBES, we can first sample initial states and then rollout to sample multiple state trajectories, each covering a different category. This allows us to make diverse and consistent predictions.

Secondly, accurately obtaining the belief state is the main challenge in solving the POMDP. Dreamer (Hafner et al., 2021) makes a strong isotropic Gaussian assumption to learn a continuous belief distribution, while Dreamer V2 (Hafner et al., 2021)
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2021) assumes discrete latent space. However, according to the theoretical analysis, our algorithm makes no assumption and can approach arbitrary continuous distribution. We believe that our methods can capture more subtle multimodal patterns without restricting the belief distribution to be discrete. This allows us to learn more general distribution (at least theoretically) and leaves great potential for future works.

To the best of our knowledge, we are the first to propose a normalizing flow based recurrent belief learning method to obtain the general continuous belief states in POMDP accurately. We provide theoretical analysis to illustrate that our algorithm has the potential of learning near perfectly accurate belief states. Through the sequential MNIST experiment, we empirically show the benefits of learning flexible belief distribution. Our method provides better reconstruction quality and can make multimodal future predictions. This flexible and accurate belief learning is essential for obtaining optimal solutions for POMDPs. As for the multiple imagined trajectories, we agree that the unimodal latent space leads to the lack of trajectory diversity, so that increasing the number of imagined trajectories will not effectively help. Our flexible belief distribution enables more accurate and multimodal future predictions by combining multiple imagined trajectories.

Therefore, we believe our proposed method is not merely a trivial combination of different components but a new framework for flexible and accurate belief distribution learning and POMDP RL with clear motivations and theoretical/empirical results.
E. An Ablation Study on the Number of Imagined Trajectories

To show the effect of $N$, we adjust the number of imagined trajectories on some DMC environments. We choose $N = 1, 2, 4$ and run 500K environment steps. We run $N = 1, 2$ with 3 different seeds, and $N = 4$ with 5 different seeds (we use the main DMC experiment results, where $N = 4$ here). The result shows that, in Finger Spin, the performance gain caused by multiple imagined trajectories is obvious. In finger spin, there are two objects and their interactions may result in complex locomotion patterns. When the environmental locomotion pattern itself is complex and flexible enough to incorporate diverse possibilities, then using FORBES allows the agent to make diverse predictions and using the multiple imagined trajectories technique will further exploit the advantages of FORBES. However, not all environments can show the advantages of multiple imaginations. In other environments, where there’s only one agent and its behavior is relatively unimodal, a larger $N$ does not effectively improve the performance, and different $N$ results in similar performances.
F. Experiment Results on Other DMC Environments

We run our algorithm for on two more environments, namely Cartpole Balance and Acrobot Swingup and show the results in 11. FORBES achieves higher scores than Dreamer.
We run our algorithm for 1M environment steps and show the curve in Figure 12. We choose 1M environment steps because most of the curves have converged in most of the environments. FORBES achieves higher scores than Dreamer in most of the tasks.
H. An Ablation Study on the Model Parameters

In this section, we show that having a flexible belief state distribution is the key to improving performance, rather than introducing more parameters. Having more parameters do not necessarily mean better performance. Increasing parameters may also make it difficult to converge and negatively affect the sample efficiency.

We add an ablation study that adds more parameters to Dreamer to test the effectiveness of having more parameters. We add 1, 2 hidden layer(s) to all the MLP in RSSM, and the result is shown in Figure 13. The results show that simply adding parameters cannot improve the performance.
I. Comparison of ELBO on FORBES and RSSM on DMC

We provide the ELBO in DMC environments and FORBES in Figure 14, and FORBES has higher ELBO.
J. Evidence Lower Bound Derivations

The variational bound for latent dynamics models $p(o_{1:T}, s_{1:T} \mid a_{1:T}) = \prod_t p(s_t \mid s_{t-1}, a_{t-1}) p(o_t \mid s_t)$ and a variational posterior $q(s_{1:T} \mid o_{1:T}, a_{1:T}) = \prod_t q(s_t \mid o_{\leq t}, a_{< t})$ follows from importance weighting and Jensen’s inequality as shown,

$$\log p(o_{1:T} \mid a_{1:T}) = \log E_{p(s_{1:T} \mid a_{1:T})} \left[ \prod_{t=1}^T p(o_t \mid s_t) \right]$$

$$= \log E_{q(s_{1:T} \mid o_{1:T}, a_{1:T})} \left[ \prod_{t=1}^T p(o_t \mid s_t) p(s_t \mid s_{t-1}, a_{t-1}) / q(s_t \mid o_{\leq t}, a_{< t}) \right]$$

$$\geq E_{q(s_{1:T} \mid o_{1:T}, a_{1:T})} \left[ \sum_{t=1}^T \log p(o_t \mid s_t) + \log p(s_t \mid s_{t-1}, a_{t-1}) - \log q(s_t \mid o_{\leq t}, a_{< t}) \right].$$

(15)

We use the same factorization of $q(s_{1:T} \mid \tau_t, o_t)$ in ELBO derivations and algorithm design as in (Hafner et al., 2019b,a).
K. Proofs of Theorem

Theorem 1: The approximation error of the lower bound is

$$\log p(o_{1:T}, r_{1:T}|a_{1:T}) - J_{\text{Model}} = \mathbb{E}_{q_k(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} D_{KL}(q(s_t|\tau_t, o_t)\| p(s_t | \tau_{t-1}, a_{t-1}, o_t)) \right]$$

where $p(s_t | \tau_t, o_t)$ is the true posterior.

Proof:

$$D_{KL}(q(s_t | \tau_t, o_t)\| p(s_t | s_{t-1}, a_{t-1}, o_t)) \big| a_{1:T}$$

$$= \int q(s_t | \tau_t, o_t) \log \frac{q(s_t | \tau_t, o_t)}{p(s_t | s_{t-1}, a_{t-1}, o_t)} ds_t$$

$$= \int q(s_t | \tau_t, o_t) \log \frac{q(s_t | \tau_t, o_t)}{p(s_t | s_{t-1}, a_{t-1})} ds_t$$

$$= \log p(o_t | a_{1:T}) + \int q(s_t | \tau_t, o_t) \log q(s_t | \tau_t, o_t) ds_t - \int q(s_t | \tau_t, o_t) \log p(s_t | s_{t-1}, a_{t-1}) ds_t$$

For a sequence from time 1 to T, we have

$$\sum_{t=1}^{T} D_{KL}(q(s_t | \tau_t, o_t)\| p(s_t | s_{t-1}, a_{t-1}, o_t)) \big| a_{1:T}$$

$$= \log p(o_{1:T} | a_{1:T}) - \mathbb{E}_{q(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} (\log p(o_t | s_t) - D_{KL}(q(s_t|\tau_t, o_t)\| p(s_t|s_{t-1}, a_{t-1}, o_t))) \right]$$

Then we can derive the Theorem 1 with (17):

$$\log p(o_{1:T}, r_{1:T}|a_{1:T})$$

$$= \mathbb{E}_{q_k(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} D_{KL}(q(s_t | \tau_t, o_t)\| p(s_t | s_{t-1}, a_{t-1}, o_t)) \right]$$

$$+ \mathbb{E}_{q(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} (\log p(o_t | s_t) + \log p(r_t | s_t) - D_{KL}(q(s_t|\tau_t, o_t)\| p(s_t|s_{t-1}, a_{t-1}, o_t))) \right]$$

$$= \mathbb{E}_{q_k(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} D_{KL}(q(s_t | \tau_t, o_t)\| p(s_t | s_{t-1}, a_{t-1}, o_t)) \right] + J_{\text{Model}}$$

$$= \mathbb{E}_{q_k(s_{1:T}|\tau_{T}, o_T)} \left[ \sum_{t=1}^{T} D_{KL}(q(s_t | \tau_t, o_t)\| p(s_t | \tau_{t}, o_t)) \right] + J_{\text{Model}}$$

where $p(s_t | s_{t-1}, a_{t-1}, o_t) = p(s_t | \tau_t, o_t)$ given the sampled $s_{t-1}$ from $q(s_{1:t}|\tau_t, o_t)$. 
L. More Results on Digit Writing Experiments

In this section, we show more results of the predictions on the digit writing experiment in Figure 15.

Figure 15: Additional prediction results on sequential MNIST of two models.
M. Reconstructions of the visual control tasks

In this section, we show the reconstructions of the visual control tasks during the evaluating phase.

For each environment, we use 10 frames. The left one is the original picture for each frame, and the right one is the reconstruction picture. The following results in Figure 16 show that FORBES can make high-quality reconstructions. The corresponding videos can be found in the supplementary material.
Figure 16: The reconstruction results on of FORBES six environments from DeepMind Control Suite (Tassa et al., 2018).