The consistent coupling boundary condition for the classical micromorphic model: existence, uniqueness and interpretation of parameters
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Abstract We consider the classical Mindlin–Eringen linear micromorphic model with a new strictly weaker set of displacement boundary conditions. The new consistent coupling condition aims at minimizing spurious influences from arbitrary boundary prescription for the additional microdistortion field \( P \). In effect, \( P \) is now only required to match the tangential derivative of the classical displacement \( u \) which is known at the Dirichlet part of the boundary. We derive the full boundary condition, in adding the missing Neumann condition on the Dirichlet part. We show existence and uniqueness of the static problem for this weaker boundary condition. These results are based on new coercive inequalities for incompatible tensor fields with prescribed tangential part. Finally, we show that compared to classical Dirichlet conditions on \( u \) and \( P \), the new boundary condition modifies the interpretation of the constitutive parameters.
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1 Introduction

Classical linear elasticity is sufficient to describe the material response of structures in which no microstructural effects are taken into account. Recent advances in science and technology necessitate, however, to describe materials in which the effects of the microstructure cannot be omitted.

The presence of a microstructure shows itself in a size effect (smaller is stiffer) for the static case and in non-classical dispersion curves, extra vibration modes, etc., in the dynamic case. One of the best known models incorporating a rigid substructure is the Cosserat model \[7,22,23,32,35,36,49,53,56,58,67,74,78,79\]. Here, the kinematics includes the standard translational degrees of freedom and the rigid rotation of the substructure. A generalization can be obtained by successively enriching the kinematics further. For example, the micro-stretch model \[10,34,55,57,75\] allows for extra rotation and volume increase of the substructure. Finally, the micromorphic approach \[20,50\] allows for a substructure that has 9 dofs to describe a full affine motion (see also \[1–3,5,6,8,9,24–26,28,30,31,43–48,55,59,65,76,77,80–83\]).

The common problem in these so-called generalized continua is the increased number of constitutive coefficients that are not easy to be determined together with the possible choice of boundary conditions for the enriched kinematics. In this paper we want to mainly concentrate on the latter question of boundary conditions of the linear isotropic micromorphic model.

The model is always formulated as a minimization problem in some appropriate function spaces. Our goal is to propose an alternative boundary condition, called consistent coupling, that will improve some of the problematic issues in generalized continua. An understanding of this issue is fundamental for any progress in parameter identification in order to be relevant for applications.

This paper is structured as follows. First, we discuss the linear isotropic micromorphic model as a minimization problem together with the traditional Dirichlet boundary condition for the enriched kinematics. Then we introduce our new weaker consistent coupling boundary condition and show that it still leads to an existence and uniqueness result. We provide some mechanical analogies to motivate the new condition and derive some simple analytical solutions for the traditional and new boundary condition which allows us to better understand their differences. Then we are naturally lead to investigate rigid body modes as compared to zero energy modes for generalized continua and how boundary conditions can be used to set these modes to zero. We do this for a whole range of generalized continua. Here, we are touching a lesser known concept of redundancy in generalized continua, introduced by Romano et al. [73]. We are finally entering a discussion of additional invariance conditions beyond frame-indifference and isotropy, loosely related to the foregoing discussion. In appendix, we provide the detailed derivation for all combinations of boundary conditions.

2 Notations and technical preliminaries

Let \( n \geq 2 \). For vectors \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \) we consider the scalar product \( \langle \mathbf{a}, \mathbf{b} \rangle := \sum_{i=1}^{n} a_i b_i \in \mathbb{R} \), the (squared) norm \( \| \mathbf{a} \|^2 := \langle \mathbf{a}, \mathbf{a} \rangle \) and the dyadic product \( \mathbf{a} \otimes \mathbf{b} := (a_i b_j)_{i,j=1,...,n} \in \mathbb{R}^{n \times n} \). Similarly, the scalar product for matrices \( \mathbf{P}, \mathbf{Q} \in \mathbb{R}^{n \times n} \) is given by \( \langle \mathbf{P}, \mathbf{Q} \rangle := \sum_{i,j=1}^{n} P_{ij} Q_{ij} \in \mathbb{R} \) and the (squared) Frobenius-norm by \( \| \mathbf{P} \|^2 := \langle \mathbf{P}, \mathbf{P} \rangle \). Moreover, \( \mathbf{P}^T := (P_{ji})_{i,j=1,...,n} \) stands for the transposition of the matrix \( \mathbf{P} := (P_{ij})_{i,j=1,...,n} \). We make use of the orthogonal decomposition of the latter into the symmetric part \( \mathbf{P}^S := \frac{1}{2} (\mathbf{P} + \mathbf{P}^T) \) and the skew-symmetric part \( \mathbf{P}^T := \frac{1}{2} (\mathbf{P} - \mathbf{P}^T) \). We denote by \( \text{Sym}(n) := \{ \mathbf{X} \in \mathbb{R}^{n \times n} \mid \mathbf{X}^T = \mathbf{X} \} \) the vector...
space of symmetric matrices and by $\mathfrak{s}o(n) := \{ A \in \mathbb{R}^{n \times n} \mid A^T = -A \}$ the Lie-Algebra of skew-symmetric matrices. For the identity matrix we write $I$, so that the trace of a square matrix $P$ is $\text{tr } P := \{ P, I \}$.

The deviatoric (trace-free) part of $P$ is given by $\operatorname{dev} P := P - \frac{1}{3} \text{tr } (P) I$ and in three dimensions we will suppress its index, i.e., we write $\operatorname{dev}$ instead of $\operatorname{dev}_3$.

Third-order tensor fields will be denoted by bold-frak letters.

For every $u \in H^1(\Omega, \mathbb{R}^3)$, we need is the Sobolev space $H^1(\Omega, \mathbb{R}^3)$.

Let $\mathcal{S}'(\Omega, \mathbb{R}^3)$, $\mathcal{S}'(\Omega, \mathbb{R}^{3 \times 3})$ and $\mathcal{S}'(\Omega, \mathbb{R}^{3 \times 3 \times 3})$ respectively be the spaces of the vector, matrix and third order tensor valued distributions over a Lipschitz domain $\Omega$. Let us introduce the following Sobolev spaces:

$$H(\text{div } : \Omega, \mathbb{R}^3) := \{ u \in L^2(\Omega, \mathbb{R}^3) \mid \text{div } u \in L^2(\Omega, \mathbb{R}) \},$$

$$H(\text{Div } : \Omega, \mathbb{R}^{3 \times 3}) := \{ \sigma \in L^2(\Omega, \mathbb{R}^{3 \times 3}) \mid \text{Div } \sigma \in L^2(\Omega, \mathbb{R}^3) \},$$

$$H(\text{DIV } : \Omega, \mathbb{R}^{3 \times 3 \times 3}) := \{ m \in L^2(\Omega, \mathbb{R}^{3 \times 3 \times 3}) \mid \text{DIV } m \in L^2(\Omega, \mathbb{R}^{3 \times 3}) \},$$

where

$$\text{Div } \sigma = \begin{pmatrix} \text{div } (\sigma_{11}, \sigma_{12}, \sigma_{13}) \\ \text{div } (\sigma_{21}, \sigma_{22}, \sigma_{23}) \\ \text{div } (\sigma_{31}, \sigma_{32}, \sigma_{33}) \end{pmatrix}$$

and

$$\text{DIV } m = \begin{pmatrix} \text{div } (m_{111}, m_{112}, m_{113}) & \text{div } (m_{121}, m_{122}, m_{123}) & \text{div } (m_{131}, m_{132}, m_{133}) \\ \text{div } (m_{211}, m_{212}, m_{213}) & \text{div } (m_{221}, m_{222}, m_{223}) & \text{div } (m_{231}, m_{232}, m_{233}) \\ \text{div } (m_{311}, m_{312}, m_{313}) & \text{div } (m_{321}, m_{322}, m_{323}) & \text{div } (m_{331}, m_{332}, m_{333}) \end{pmatrix}.\tag{3}$$

Setting $(P)_i = (P_{ij})$, we introduce the cross-product operation between a matrix valued tensor field $P$ and a vector field $u$ always row-wise, i.e., $(P \times u)_ij = ((P)_i \times u)_j$ for every $i, j \in \{1, 2, 3\}$. The last space we need is the Sobolev space $H(\text{Curl } : \Omega, \mathbb{R}^{3 \times 3}) := \{ P \in L^2(\Omega, \mathbb{R}^{3 \times 3}) \mid \text{Curl } P \in L^2(\Omega, \mathbb{R}^{3 \times 3}) \}$ defined via the matrix-generalization Curl of the classical curl operator in the following way

$$\langle \text{Curl } P \mid \delta P \rangle_{\mathcal{S}'(\Omega, \mathbb{R}^{3 \times 3}), \mathcal{S}(\Omega, \mathbb{R}^{3 \times 3})} = \sum_{i=1}^{3} \langle \text{curl } (P)_i \mid (\delta P)_i \rangle_{\mathcal{S}'(\Omega, \mathbb{R}^3), \mathcal{S}(\Omega, \mathbb{R}^3)}$$

$$= \sum_{i=1}^{3} \langle (P)_i \mid \text{curl } (\delta P)_i \rangle_{\mathcal{S}'(\Omega, \mathbb{R}^3), \mathcal{S}(\Omega, \mathbb{R}^3)}$$

for all $(P, \delta P) \in \mathcal{S}'(\Omega, \mathbb{R}^{3 \times 3}) \times \mathcal{S}(\Omega, \mathbb{R}^{3 \times 3})$, giving,

$$\text{Curl } P = \begin{pmatrix} \text{curl } (P_{11}, P_{12}, P_{13}) \\ \text{curl } (P_{21}, P_{22}, P_{23}) \\ \text{curl } (P_{31}, P_{32}, P_{33}) \end{pmatrix}.\tag{4}$$

For every $u \in H^1(\Omega, \mathbb{R}^3)$ we have the bound
\[ \| \text{curl} \mathbf{u} \|_{L^2(\Omega)}^2 = \| (u_{3,2} - u_{2,3}, u_{1,3} - u_{3,1}, u_{2,1} - u_{1,2}) \|_{L^2(\Omega)}^2 = \| (u_{3,2}, u_{1,3}, u_{2,1}) - (u_{2,3}, u_{3,1}, u_{1,2}) \|_{L^2(\Omega)}^2 \]
\[ \leq \left( \| (u_{3,2}, u_{1,3}, u_{2,1}) \|_{L^2(\Omega)} + \| (u_{2,3}, u_{3,1}, u_{1,2}) \|_{L^2(\Omega)} \right)^2 \]
\[ \leq 2 \left( \| (u_{3,2}, u_{1,3}, u_{2,1}) \|_{L^2(\Omega)}^2 + \| (u_{2,3}, u_{3,1}, u_{1,2}) \|_{L^2(\Omega)}^2 \right) \]
\[ = 2 \sum_{i,j=1}^{3} \| u_{i,j} \|_{L^2(\Omega)}^2 \leq 2 \sum_{i,j=1}^{3} \| u_{i,j} \|_{L^2(\Omega)}^2 = 2 \| \mathbf{D} \mathbf{u} \|_{L^2(\Omega)}^2. \] (5)

giving the trivial tensor-valued analogous
\[ \| \text{Curl} \mathbf{P} \|_{L^2(\Omega)}^2 = \sum_{i=1}^{3} \| \text{curl} \ (\mathbf{P})_i \|_{L^2(\Omega)}^2 \leq 2 \sum_{i=1}^{3} \| \mathbf{D}(\mathbf{P})_i \|_{L^2(\Omega)}^2 = 2 \| \mathbf{D} \mathbf{P} \|_{L^2(\Omega)}^2. \] (6)

Here, \( \Omega \) will denote a bounded Lipschitz domain in \( \mathbb{R}^3 \) with boundary \( \partial \Omega \) whose unit normal (external) vector field (defined almost everywhere) is \( \mathbf{v} \). We always will account for \( \Gamma \subseteq \partial \Omega \) relatively open in \( \partial \Omega \) and such that \( \partial \Omega \setminus \Gamma \) will also be relatively open in \( \partial \Omega \). Given a space of functions \( \mathfrak{S} \) (in general an open subset of a Banach space), the Gâteaux derivative of a functional \( \mathcal{F} : \mathfrak{S} \rightarrow \mathbb{R} \) at \( \mathbf{u} \) in the direction \( \delta \mathbf{u} \) is
\[ \delta \mathcal{F}[\mathbf{u}, \delta \mathbf{u}] := \frac{d}{dt} \bigg|_{t=0} \mathcal{F}[\mathbf{u} + t \delta \mathbf{u}]. \]

3 The classical Mindlin–Eringen micromorphic model

The classical linear Mindlin–Eringen micromorphic model \([19, 20, 50]\) without body loads can be written as a minimization problem
\[ I(\mathbf{u}, \mathbf{P}) = \int_{\Omega} W(\mathbf{D} \mathbf{u}, \mathbf{P}, \mathbf{D} \mathbf{P}) \, dV \rightarrow \min (\mathbf{u}, \mathbf{P}) \] (7)
for the macroscopic displacement field \( \mathbf{u} : \Omega \subseteq \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) and the non-symmetric microdistortion \( \mathbf{P} : \Omega \subseteq \mathbb{R}^3 \rightarrow \mathbb{R}^{3 \times 3} \) (see Fig. 1). Boundary conditions of Dirichlet-type
\[ \mathbf{u}|_{\Gamma} = \bar{\mathbf{u}}, \quad \mathbf{P}|_{\Gamma} = \bar{\mathbf{P}} \quad \text{at} \quad \Gamma \subseteq \partial \Omega \] (8)

**Fig. 1 a** The kinematical assumptions underlying the micromorphic approach; the macroscopic displacement \( \mathbf{u} \) —distorts the lattice, while the microdistortion \( \mathbf{P} \) represents the affine deformation of the substructure attached in each macroscopic (lattice) point. **b** \( \text{sym} \mathbf{P} \) controls the size and shape of the affine mapping (affine microstructure), but not the rotations of the ellipses. In principle, the microdistortion \( \mathbf{P} \) is independent of the macroscopic displacement gradient \( \mathbf{D} \mathbf{u} \). Strain and curvature measures are needed to fully specify the response of the micromorphic model.
can typically be prescribed and lead to standard existence and uniqueness results in the space \((u, P) \in H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3})\). Here, \(W(Du, P, DP)\) denotes a nonnegative quadratic form in the set of strain and curvature measures

\[
Du - P, \quad \text{sym}\, P, \quad DP.
\]  

(9)

Depending on constitutive parameters, the energy \(W\) satisfies typically estimates of the form

\[
W \left\{ \begin{array}{c}
(Du, P, DP) 
\geq c^+ \left( \|Du - P\|^2 + \|\text{sym}\, P\|^2 + \|DP\|^2 \right)
\end{array} \right. \quad (10a)
\]

\[
c^+ \left( \|\text{sym}(Du - P)\|^2 + \|\text{sym}\, P\|^2 + \|DP\|^2 \right). \quad (10b)
\]

In the case of availability of the traditional uniformly positive definite estimate \((10a)\), the unique solution \((u, P)\) can be found in \(H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3})\) provided merely \(u|_\Gamma = \hat{u}\) is given. Indeed, since \(\text{sym}\, P \in L^2\) is automatically controlled, we may split \(Du - P\) into symmetric and skew-symmetric parts and we get \(Du \in L^2\) from the classical Korn’s inequality \([52,62]\) and \((8)\), and this in turn controls \(P \in L^2(\Omega)\) so that \(u \in H^1(\Omega, \mathbb{R}^3)\) and \(P \in H^1(\Omega, \mathbb{R}^{3 \times 3})\). If, on the other side, only estimate \((10b)\) is available, then, \(u \in H^1(\Omega, \mathbb{R}^3)\) follows as before, but for \(P\) we only control

\[
\|\text{sym}\, P\|^2 + \|DP\|^2 \quad (11)
\]

instead of \(\|P\|^2 + \|DP\|^2\) and without a Dirichlet boundary condition for \(P\) the microdistortion is not uniquely determined. If we add, as is classically done

\[
P|_\Gamma = \hat{P} \quad (12)
\]

then \((11)\) yields \(P \in H^1(\Omega, \mathbb{R}^{3 \times 3})\), by invoking Poincaré’s inequality for \(\|DP\|^2\) even without using the term \(\|\text{sym}\, P\|^2\). However, the interesting open question is whether the boundary condition \((12)\) is really necessary in order to have \(P \in H^1(\Omega, \mathbb{R}^{3 \times 3})\). The answer given in this paper is no. In fact, we will show subsequently that the tangential boundary condition

\[
P \times \nu |_\Gamma = \hat{P} \times \nu |_\Gamma \quad (13)
\]

is already sufficient, where \(\nu\) denotes the outer unit normal on \(\Gamma\). From a modeling perspective it is then suggestive to require the consistent coupling condition

\[
Du \times \nu |_\Gamma = P \times \nu |_\Gamma, \quad (14)
\]

already known from, and naturally appearing in, the relaxed micromorphic model \([1,5,42,43,45,55,59]\). Observe that the left-hand side of \((14)\) is known, once \(u|_\Gamma = \hat{u}\) is given.

In this paper we will fully investigate the new boundary condition \((14)\) for the classical Mindlin–Eringen micromorphic model. We will show existence and uniqueness under this weaker requirement, we will derive the missing normal Neumann-type condition on the Dirichlet boundary \(\Gamma\) for the third-order moment stress tensor \(m \simeq DP\) and we will compare analytical solutions for \((12)\) versus \((14)\). This allows us to better understand the different Dirichlet conditions on \(P\) (which both lead to existence and uniqueness).

Furthermore, we consider the smooth transition of the micromorphic model to a second gradient continuum thanks to the consistent coupling condition \((14)\). We will also briefly comment on the related notion of redundancy \([73]\) of elastic energies in generalized continua together with a discussion of invariance requirements beyond objectivity and isotropy.

### 3.1 The Cosserat model

In the isotropic linear Cosserat model the kinematics consists of the displacement \(u\) and the infinitesimal microrotation \(A \in \mathfrak{so}(3)\) (see Fig. 2). In a variational setting the problem reads

\[
I(u, A) = \int _\Omega W(Du, A, \text{Curl}\, A) \, dV \rightarrow \min \quad (u, A).
\]

Boundary conditions of Dirichlet-type

\[
u |_\Gamma = \hat{u}, \quad A |_\Gamma = \hat{A} \quad \text{at} \quad \Gamma \subseteq \partial \Omega \quad (15)
\]

can typically be prescribed and lead to standard existence and uniqueness results in the space \((u, A) \in H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathfrak{so}(3))\). The energy can be written as
\[
W(Du, A, \text{Curl} A) = \mu \left\| \text{sym} Du \right\|^2 + \mu_c \left\| \text{skew} Du - A \right\|^2 + \frac{\lambda}{2} \text{tr}^2(Du)
\]
\[
+ \frac{\mu L_c^2}{2} \left( \alpha_1 \left\| \text{dev sym} \text{Curl} A \right\|^2 + \alpha_2 \left\| \text{skew} \text{Curl} A \right\|^2 + \frac{\alpha_3}{3} \text{tr}^2(\text{Curl} A) \right).
\]

The equilibrium equations, in the absence of body forces, are therefore the following

\[
\text{Div } \sigma = 0,
\]
\[
2\mu_c \text{skew}(Du - A) - \text{skew Curl } m = 0,
\]

with

\[
\sigma = 2\mu \text{sym} Du + \lambda \text{tr}(Du) I + 2\mu_c \text{skew}(Du - A),
\]
\[
m = \mu L_c^2 \left( \alpha_1 \text{dev sym} \text{Curl} A + \alpha_2 \text{skew} \text{Curl} A + \frac{\alpha_3}{3} \text{tr}(\text{Curl} A)I \right).
\]

Here, \(m\) is the classical moment stress tensor of the Cosserat model see [29]. Due to the special structure of the linear Cosserat model (rigid substructure and Cosserat couple modulus \(\mu_c > 0\)), existence and uniqueness can also be shown with only \(u|_\Gamma\) prescribed at the boundary, while \(A\) is left everywhere free, i.e.,

\[
u|_{\partial}\Omega = 0.
\]

This is the case because from Korn’s inequality, \(u\) is controlled in \(H^1\), such that \(\text{skew } Du \in L^2\) and then \(\mu_c > 0\) allows to conclude that \(A \in L^2\) and Nye’s formula (87) shows that \(A \in H^1(\Omega, \mathfrak{so}(3))\) and the problem is strictly convex in the space \(H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathfrak{so}(3))\).

4 The novel consistent coupling boundary condition on the Dirichlet part

The expression of the strain energy for the classical linear isotropic micromorphic continuum without mixed terms (like \(\langle \text{sym } P, \text{sym } (Du - P) \rangle\), etc.) and simplified curvature energy [69, 70] can be written as

\[
W(Du, P, DP) = \mu_c \left\| \text{sym}(Du - P) \right\|^2 + \mu_c \left\| \text{skew}(Du - P) \right\|^2 + \frac{\lambda}{2} \text{tr}^2(Du - P)
\]
\[
+ \mu_{\text{micro}} \left\| \text{sym } P \right\|^2 + \frac{\lambda_{\text{micro}}}{2} \text{tr}^2(P)
\]
\[
+ \frac{\mu L_c^2}{2} \left( \alpha_1 \left\| D(\text{dev sym } P) \right\|^2 + \alpha_2 \left\| D(\text{skew } P) \right\|^2 + \frac{2}{9} \alpha_3 \left\| D(\text{tr}(P)I) \right\|^2 \right).
\]

Fig. 2 The Cosserat couple modulus \(\mu_c\) stipulates an elastic spring between the infinitesimal continuum rotation skew Du and the infinitesimal microrotation skew P. This rotational spring with spring constant \(\mu_c\) is not needed to establish well-posedness of the model [38]. To the contrary, the Cosserat model is only operative with \(\mu_c > 0\).
Thus, the equilibrium equations without body forces are
\[
\text{Div } \sigma = 0, \\
\sigma - 2\mu_{\text{micro}} \text{ sym } P - \lambda_{\text{micro}} \text{tr}(P) \mathbb{I} + \text{DIV } m = 0, 
\]
(21)
where
\[
\sigma := 2\mu \text{ sym}(Du - P) + 2\mu \text{ skew}(Du - P) + \leq \text{tr}(Du - P) \mathbb{I}
\]
is the second-order force stress tensor and
\[
m := \mu L_{e}^{2} \left( a_{1} \text{D(sym } P) + a_{2} \text{D(skew } P) + \frac{2}{9} a_{3} \text{D(tr}(P) \mathbb{I}) \right).
\]
is the third-order moment stress tensor, while the classical system of boundary conditions is (see Appendix 11.2)
\[
\begin{align*}
(24a) \quad & u|_{\Gamma} = \tilde{u} \quad \sigma \cdot v |_{\partial \Omega \setminus \Gamma} = 0 \\
(24b) \quad & P|_{\Gamma} = \tilde{P} \quad m \cdot v |_{\partial \Omega \setminus \Gamma} = 0
\end{align*}
(24c)
\]
“strong local interaction” \(\sim DP\)
“local rotational interaction” \(\sim \text{Curl } P\)
“weak local rotational interaction” \(\sim \text{sym Curl } P\)
“very weak local rotational interaction” \(\sim \text{dev sym Curl } P\) \text{ (conformal case [37])}

Remark 1
Let us explicitly remark that, assuming the needed regularity of the boundary to guarantee the existence of a local frame \(\{v, \tau_{1}, \tau_{2}\}\), where \(\tau_{1}, \tau_{2}\) are two orthonormal tangent vector fields, we have that
\[
P|_{\Gamma} = 0 \iff P \cdot v |_{\partial \Omega \setminus \Gamma} = P \cdot \tau_{1} |_{\Gamma} = P \cdot \tau_{2} |_{\Gamma} = 0
\]
(25)
or, equivalently, considering the decomposition of the identity operator as
\[
1 = v \otimes v + \tau_{1} \otimes \tau_{1} + \tau_{2} \otimes \tau_{2},
\]
(26)
we have that
\[
P|_{\Gamma} = 0 \iff 0 = P \cdot \mathbb{I} |_{\Gamma} = P \cdot (v \otimes v + \tau_{1} \otimes \tau_{1} + \tau_{2} \otimes \tau_{2}) |_{\Gamma} \\
= P \cdot (v \otimes v) |_{\Gamma} + P \cdot (\tau_{1} \otimes \tau_{1}) |_{\Gamma} + P \cdot (\tau_{2} \otimes \tau_{2}) |_{\Gamma} \\
= (P \cdot v) \otimes v |_{\Gamma} + (P \cdot \tau_{1}) \otimes \tau_{1} |_{\Gamma} + (P \cdot \tau_{2}) \otimes \tau_{2} |_{\Gamma} \\
= P \cdot (v \mid \tau_{1} \mid \tau_{2}) |_{\Gamma},
\]
(27)
where \((v \mid \tau_{1} \mid \tau_{2})\) is the square matrix whose columns are \(v, \tau_{1}\) and \(\tau_{2}\). Moreover, the following relation holds
\[
P \cdot \tau_{1} |_{\Gamma} = P \cdot \tau_{2} |_{\Gamma} = 0 \iff P \times \nu |_{\Gamma} = 0.
\]

Existence and uniqueness is easily established in the space \((u, P) \in H^{1}(\Omega, \mathbb{R}^{3}) \times H^{1}(\Omega, \mathbb{R}^{3 \times 3})\) including the case \(\mu_{c} \geq 0\), since if \(\mu_{c} = 0\) the full gradient of \(P\) allows, via Poincaré’s inequality and using (24b) to control \(P \in L^{2}(\Omega)\) even though skew \(P\) is not controlled locally, and this is true even if \(\mu_{\text{micro}} = 0.\)  

Let us consider a Lipschitz domain \(\Omega\) and let \(\Gamma\) be an open subset of the boundary \(\partial \Omega\). We denote by
\[
H_{0,\Gamma}^{1}(\Omega, \mathbb{R}^{n \times n}) := C_{0,\Gamma}^{\infty}(\Omega, \mathbb{R}^{n \times n}) \text{ with } \| \cdot \|_{1,2,\Omega} \\
C_{0,\Gamma}^{\infty}(\Omega, \mathbb{R}^{n \times n}) := \{ P \in C^{\infty}(\Omega, \mathbb{R}^{n \times n}) \mid \text{dist} (\text{supp } P, \Gamma) > 0 \}
\]
the classical Sobolev space of functions with zero-trace over \(\Gamma\).

\(^{1}\) Quite strange!
Comparing the classical Dirichlet type boundary condition with the new condition of consistent coupling. The issue is that at the standard Dirichlet part $\Gamma_1$ there is also a Neumann type boundary condition appearing for consistent coupling.

### Fig. 3
Comparing the classical Dirichlet type boundary condition with the new condition of consistent coupling. The issue is that at the standard Dirichlet part $\Gamma$ there is also a Neumann type boundary condition appearing for consistent coupling.

| Classical bc | Dirichlet-type bc | Neumann-type bc |
|--------------|------------------|----------------|
|              | $u \big|_{\Gamma} = \hat{u}$ | $\sigma \cdot v \big|_{\partial \Omega \setminus \Gamma} = 0$ |
|              | $P \big|_{\Gamma} = \hat{P}$ | $m \cdot v \big|_{\partial \Omega \setminus \Gamma} = 0$ |

### Fig. 4
Sketch of a 2D-extensional test in which (left) the consistent coupling boundary conditions should be applied due to a “glued-like” surface constraint and one in which (right) the full Dirichlet boundary conditions should be applied due to the presence of a fully clamped constraint. Also here, in the context of a second gradient model, it is particularly clear that the choice of having the component of the gradient normal to the surface equal to zero in the clamped case (right) is due to the fact that again, a stripe of material cannot move in the normal direction to the surface, while in the “glued-like” case (left), the component of the gradient normal to the surface is free.

The classical boundary conditions for the micromorphic model (20) presuppose the knowledge of $P \big|_{\Gamma}$, which can be difficult to motivate from a modeling perspective in some cases. Typically, at a “glued” part of the body $\Gamma$ we know the displacement $u \big|_{\Gamma}$. This implies the knowledge of the tangential part of $Du$, namely

$$Du \times v \big|_{\Gamma}.$$  \hspace{1cm} (29)

Accordingly, it is possible to impose the consistent coupling boundary condition for $P$

$$P \times v \big|_{\Gamma} = Du \times v \big|_{\Gamma}.$$  \hspace{1cm} (30)

Clearly, if $P \in H^1(\Omega, \mathbb{R}^{3 \times 3})$, we have the possibility to evaluate $P \times v \big|_{\Gamma}$ and/or $P \cdot v \big|_{\Gamma}$.

Thus, we can study (20) with a weaker set of boundary conditions (see Fig. 3), i.e.,

$$u \big|_{\Gamma} = \hat{u}$$

$$P \times v \big|_{\Gamma} = Du \times v \big|_{\Gamma}$$

$$\sigma \cdot v \big|_{\partial \Omega \setminus \Gamma} = 0$$

$$m \cdot v \big|_{\partial \Omega \setminus \Gamma} = 0$$

$$(m \cdot v) \cdot (v \otimes v) \big|_{\Gamma} = 0$$  \hspace{1cm} (new Neumann-type bc).  \hspace{1cm} (31)

The new appearing boundary condition $(m \cdot v) \cdot (v \otimes v)$ at the Dirichlet portion of the boundary $\Gamma$ will be derived in Appendix.

In the two following sketches (Figs. 4, 5) it is shown how the choice of the boundary conditions (consistent coupling or full Dirichlet) can be related to the constraints that may be applied to a real structure (solid or lattice).
The reason is related to the property established in (117): it suffices to consider giving Remark 2 Since \( \parallel \cdot \parallel_{\Gamma 1} \) with homogeneous boundary conditions on the left component of the gradient normal to the surface is free for the choice of having the component of the gradient normal to the surface equal to zero in the clamped case (right) is due to the fact that two consecutive points cannot move in the normal direction to the surface, while in the “hinged-like” case (left), the component of the gradient normal to the surface is free.

5 Existence and uniqueness of minimizers for consistent coupling boundary conditions for the classical micromorphic model

The existence and uniqueness proof for the classical micromorphic model with classical boundary conditions is based on showing that the minimization problem

\[
\int_{\Omega} W(Du, P, DP) \, dV \longrightarrow \min, \quad (u, P) \in H^1_{0,\Gamma}(\Omega, \mathbb{R}^3) \times H^1_{0,\Gamma}(\Omega, \mathbb{R}^{3 \times 3}),
\]

with homogeneous boundary conditions on \( \Gamma \) for \( u \) and \( P \), is strictly convex and coercive in the space \( H^1_{0,\Gamma}(\Omega, \mathbb{R}^3) \times H^1_{0,\Gamma}(\Omega, \mathbb{R}^{3 \times 3}) \). In order to study the same problem for the new consistent boundary condition we need to introduce a new space of functions replacing \( H^1_{0,\Gamma}(\Omega, \mathbb{R}^{3 \times 3}) \). Let us consider the Hilbert-space

\[
\mathcal{H}^2(\Omega) := \{ P \in H^1(\Omega, \mathbb{R}^{3 \times 3}) \mid P \times v|_{\Gamma} = 0 \}
\]

equipped with the norm

\[
\parallel P \parallel^2 := \parallel \text{sym} \, P \parallel^2_{\mathbb{R}^{3 \times 3}} + \parallel DP \parallel^2_{\mathbb{R}^{3 \times 3 \times 3}}.
\]

Remark 2 Since

\[
\text{skew} \, P \times v|_{\Gamma} = 0 \iff \text{skew} \, P|_{\Gamma} = 0,
\]

it is clear that \( \parallel \cdot \parallel^2 \) is a norm on \( \mathcal{H}^2 \).

Remark 3 If, instead of considering the tangent part of \( P \) on the boundary we account for the normal part, i.e., we require \( P \cdot v|_{\Gamma} = 0 \), the introduced norm \( \parallel \cdot \parallel^2 \) is not anymore a norm on the corresponding vector space (it will be simply a seminorm). In other words, setting

\[
\mathcal{H}^b(\Omega) := \{ P \in H^1(\Omega, \mathbb{R}^{3 \times 3}) \mid P \cdot v|_{\Gamma} = 0 \}
\]

the resulting couple \( (\mathcal{H}^b(\Omega), \parallel \cdot \parallel^2) \) is not a normed space because the positive definiteness of \( \parallel \cdot \parallel^2 \) fails. Instead,

\[
\text{sym} \, P = 0, \quad DP = 0 \\Rightarrow \ P(x) = A \in \text{so}(3) \text{ constant and } A \cdot v|_{\Gamma} = 0 \Rightarrow A = 0.
\]

The reason is related to the property established in (117): it suffices to consider \( A = \text{Anti} \, v \neq 0 \) to obtain \( A \cdot v = (\text{Anti} \, v) \cdot v = v \times v = 0, \forall v \neq 0 \) unit vector.

Remark 4 We can also impose the consistent coupling boundary condition in the linearized Cosserat model (Sect. 3.1). In this case, only the skew-symmetric part \( A = \text{skew} \, P \) intervenes and the homogeneous consistent coupling boundary condition on \( \Gamma \) reads accordingly

\[
u|_{\Gamma} = 0, \quad Du \times v|_{\Gamma} = A \times v|_{\Gamma},
\]
giving

\[
u|_{\Gamma} = 0 \iff Du \times v|_{\Gamma} = 0 \iff A \times v|_{\Gamma} = 0 \iff A = 0.
\]

This implies that in the Cosserat model with rigid microstructure, a fully prescribed condition on \( u \) at \( \Gamma \) implies full clamping of \( A \) at \( \Gamma \) as well as if consistent coupling is required.
Returning to the micromorphic case, the new minimization problem hence reads
\[ \int_{\Omega} W(Du, P, DP) \, dV \longrightarrow \min, \quad (u, P) \in H^1_{0,\Gamma}(\Omega, \mathbb{R}^3) \times \mathcal{H}^2(\Omega). \] (35)
Denoting by \( \| \cdot \|_{1,2,\Omega} \) the classical \( H^1 \)-Sobolev norm, we would like to prove the norm-equivalence of spaces
\[ (\mathcal{H}^2(\Omega), \| \cdot \|_2) \simeq (\mathcal{H}^2(\Omega), \| \cdot \|_{1,2,\Omega}) \] (36)
and with an abuse of notation we will denote \((\mathcal{H}^2(\Omega), \| \cdot \|_2)\) simply by \( \mathcal{H}^2(\Omega) \).

5.1 Failure of a simple direct existence argument

One is tempted to think that showing the equivalence of spaces given in (36) is an easy exercise. However, we will exhibit where the simple argument fails. To proceed, let us observe first that
\[
\|DP\|_{\mathbb{R}^{3\times3}}^2 := \sum_{i=1}^{3} \|\partial_i P\|_{\mathbb{R}^{3\times3}}^2 = \sum_{i=1}^{3} \|\partial_i (\text{sym } P + \text{skew } P)\|^2 = \sum_{i=1}^{3} \|\partial_i \text{sym } P + \partial_i \text{skew } P\|^2
\]
\[
= \sum_{i=1}^{3} \|\partial_i \text{sym } P\|^2 + \|\partial_i \text{skew } P\|^2 + 2 \langle \partial_i \text{sym } P, \partial_i \text{skew } P \rangle = 0
\]
\[
= \sum_{i=1}^{3} \|\partial_i \text{sym } P\|^2 + \|\partial_i \text{skew } P\|^2 = \|D \text{sym } P\|^2 + \|D \text{skew } P\|^2. \] (37)
Therefore, \( \|DP\|^2 \) splits properly into \( \|D \text{sym } P\|^2 + \|D \text{skew } P\|^2 \). Moreover,
\[
\|\text{sym } P\|^2 + \|DP\|^2 = 0 \quad \implies \quad P = A \in \mathfrak{so}(3) \quad a.e.,
\]
\[
\implies \quad P \times \nu|_{\Gamma} = A \times \nu|_{\Gamma} = 0 \quad \implies \quad A = 0, \] (38)
showing Remark 2. Since \( \text{sym } P \) is already controlled in the norm \( \| \cdot \|_2 \) it remains to control \( \text{skew } P \). The idea would be to use the control of \( \|D \text{skew } P\|^2 \) from (37) in this respect. This may lead us to the question whether the classical Poincaré inequality for \( \text{skew } P \), which reads
\[
\int_{\Omega} \|D \text{skew } P\|^2 \, dx \geq C^+_{\text{Poincaré}} \int_{\Omega} \|\text{skew } P\|^2 \, dx, \quad \text{skew } P \times \nu|_{\Gamma} = \text{skew } P|_{\Gamma} = 0, \] (39)
could be extended to the case when full boundary conditions on \( P \) (but not on \( \text{skew } P \)) are prescribed: is it true that
\[
\int_{\Omega} \|D \text{skew } P\|^2 \, dx \geq C^+_{\text{Poincaré}} \int_{\Omega} \|\text{skew } P\|^2 \, dx, \quad P \times \nu|_{\Gamma} = 0? \] (40)
The answer is again no. Indeed, it is sufficient to consider the constant field
\[
P = \begin{pmatrix} a & 0 & 0 \\ b & 0 & 0 \\ c & 0 & 0 \end{pmatrix} \quad \text{with } a, b, c \in \mathbb{R} \setminus \{0\}. \] (41)
In this case
\[
\text{skew } P = \frac{1}{2} \begin{pmatrix} 0 & -b & -c \\ b & 0 & 0 \\ c & 0 & 0 \end{pmatrix}, \quad D \text{skew } P = 0 \quad \text{and} \quad P \times \nu|_{\Gamma} = 0 \] (42)
\[ ||P||_{1,2,\Omega} := (\|P\|_{L^2(\Omega)}^2 + \|DP\|_{L^2(\Omega)}^2)^{1/2}. \]
but

\[
\text{skew } P \times v|_\Gamma = \frac{1}{2} \begin{pmatrix} 0 & -c & -b \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \neq 0 \quad \text{with} \quad v = e_1 = (1, 0, 0). \tag{43}
\]

Therefore, using (37) together with Poincaré’s inequality cannot lead to a valid argument. We will next resort to a highly nontrivial result on coercive inequalities for incompatible tensor fields [37,39,40,63].

**Remark 6** The previous argument fails because

\[
P \times v|_\Gamma = \text{sym } P \times v|_\Gamma + \text{skew } P \times v|_\Gamma = 0 \quad \Rightarrow \quad \text{skew } P \times v|_\Gamma = 0,
\tag{44}
\]

i.e., the cross product with \( \times v \) on the boundary does not preserve the orthogonal split into symmetric and skew-symmetric parts. Indeed, if we choose again \( v = e_1 = (1, 0, 0) \) we obtain

\[
\text{sym } P \times v = \begin{pmatrix} 0 \frac{1}{2} P_{(13)} & -\frac{1}{2} P_{(12)} \\ 0 \frac{1}{2} P_{(23)} & -P_{22} \\ 0 & -\frac{1}{2} P_{(23)} \end{pmatrix} \quad \text{and} \quad \text{skew } P \times v = \frac{1}{2} \begin{pmatrix} 0 & -P_{13} & -P_{12} \\ P_{21} & 0 & 0 \\ 0 & 0 & P_{23} \end{pmatrix}
\tag{45}
\]

and if we solve with respect to the components of \( P \) the equation

\[
\text{sym } P \times v|_\Gamma + \text{skew } P \times v|_\Gamma = 0 \quad \iff \quad \text{sym } P \times v|_\Gamma = -\text{skew } P \times v|_\Gamma,
\tag{46}
\]

we obtain

\[
P_{12} = P_{13} = P_{22} = P_{23} = P_{32} = P_{33} = 0,
\tag{47}
\]

i.e., every

\[
P = \begin{pmatrix} P_{11} & 0 & 0 \\ P_{21} & 0 & 0 \\ P_{31} & 0 & 0 \end{pmatrix}
\]

solves \( \text{sym } P \times v|_\Gamma = -\text{skew } P \times v|_\Gamma \)

but

\[
\text{skew } \begin{pmatrix} P_{11} & 0 & 0 \\ P_{21} & 0 & 0 \\ P_{31} & 0 & 0 \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 0 & -P_{21} & -P_{31} \\ P_{21} & 0 & 0 \\ P_{31} & 0 & 0 \end{pmatrix}
\tag{48}
\]

and

\[
\frac{1}{2} \begin{pmatrix} 0 & -P_{21} & -P_{31} \\ P_{21} & 0 & 0 \\ P_{31} & 0 & 0 \end{pmatrix} \times v = \frac{1}{2} \begin{pmatrix} 0 & -P_{31} & -P_{21} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \neq 0.
\tag{49}
\]

Via the map \( \text{Anti} : \mathbb{R}^3 \to \mathfrak{so}(3) \), we can rewrite the problem as follows:

\[
\text{sym } P \times v|_\Gamma + \text{skew } P \times v|_\Gamma = 0 \quad \iff \quad \text{sym } P \cdot \text{Anti } v|_\Gamma + \text{skew } P \cdot \text{Anti } v|_\Gamma = 0.
\tag{118}
\]
5.2 Existence argument for consistent coupling via the incompatible Korn’s inequality

Let us remember that in $H(\text{Curl}; \Omega, \mathbb{R}^{3 \times 3})$ the tangential trace $P \times \nu$ is naturally defined. In [37, 39, 40, 61, 63] the following generalized incompatible Korn’s inequality has been established.

**Theorem 1** There exists a constant $c^+ > 0$ such that for all $P \in H(\text{Curl}; \Omega, \mathbb{R}^{3 \times 3})$, with $P \times \nu|_{\Gamma} = 0$

$$\|P\|_{L^2(\Omega)}^2 \leq c^+ \left( \|\text{sym } P\|_{L^2(\Omega)}^2 + \|\text{Curl } P\|_{L^2(\Omega)}^2 \right).$$

(50)

We can use this estimate for our case next. Indeed, adding $\|D P\|_{L^2(\Omega)}^2$ to both sides in inequality (50) we have

$$\|P\|_{L^2(\Omega)}^2 + \|D P\|_{L^2(\Omega)}^2 \quad P \times \nu|_{\Gamma} = 0 \leq c^+ \left( \|\text{sym } P\|_{L^2(\Omega)}^2 + \|\text{Curl } P\|_{L^2(\Omega)}^2 + \|D P\|_{L^2(\Omega)}^2 \right)$$

$$\leq \max \{1, c^+\} \left( \|\text{sym } P\|_{L^2(\Omega)}^2 + \|\text{Curl } P\|_{L^2(\Omega)}^2 + \|D P\|_{L^2(\Omega)}^2 \right)$$

(6)

$$\leq \max \{1, c^+\} \left( \|\text{sym } P\|_{L^2(\Omega)}^2 + 3 \|D P\|_{L^2(\Omega)}^2 \right)$$

$$\leq 3 \max \left\{1, c^+\right\} \left( \|\text{sym } P\|_{L^2(\Omega)}^2 + \|D P\|_{L^2(\Omega)}^2 \right).$$

(51)

This shows that

$$\mathcal{H}^2(\Omega), \|\cdot\| \simeq \mathcal{H}^{1,2\Omega}, \|\cdot\|_{1,2\Omega}$$

(52)

and leads to existence and uniqueness of the classical micromorphic model with consistent coupling condition following the direct methods of the calculus of variations for a strictly convex problem in $H^1(\Omega, \mathbb{R}^3) \times \mathcal{H}^2(\Omega)$ (Figs. 6, 7).

**Remark 7** The consistent coupling boundary condition can be weakened imposing only either

$$\text{sym}(P \times \nu|_{\Gamma}) = \text{sym}(D u \times \nu|_{\Gamma})$$

or

$$\text{dev } \text{sym}(P \times \nu|_{\Gamma}) = \text{dev } \text{sym}(D u \times \nu|_{\Gamma})$$

on $\Gamma$ (see for details Appendix 11.6.1).

### 6 Comparison of analytical solutions for the different boundary conditions

Having established the well-posedness of the new formulation with consistent coupling, we are now comparing analytical solutions for the different possible Dirichlet boundary conditions (see Fig. 8, 9, 10, 11, 12, 13, 14). These solutions were derived in [69, 70, 72]. For the limit $L_c \to 0$, all the models converge to a classical Cauchy material with stiffness $C_{\text{macro}}$ (see Fig. 6 for more details).3

6.1 Classical Mindlin–Eringen micromorphic-model

The accounted energy density is that in (20) with corresponding equilibrium equations in (21).

---

3 In 3D, the relation between the bulk modulus and the Lamé parameters is $k_i = \lambda_i + \frac{2}{3}\mu_i$, where $i = \{e, \text{micro}, \text{macro}\}$. 
6.1.1 Simple shear

According to the reference system shown in Fig. 7, the ansatz for the displacement field and the classical micromorphic model is

\[
\begin{align*}
\mathbf{u}(x_2) &= \begin{pmatrix} u_1(x_2) \\ 0 \\ 0 \end{pmatrix}, & \mathbf{P}(x_2) &= \begin{pmatrix} 0 & P_{12}(x_2) & 0 \\ P_{21}(x_2) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\mathbf{D}\mathbf{u}(x_2) &= \begin{pmatrix} 0 & u_1,2(x_2) & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

(53)

For the classical micromorphic model, it is possible to choose between two sets of boundary conditions for the shear problem. The first possible choice is the following full Dirichlet boundary conditions set on \( u \) and \( P \),

\[
\begin{align*}
u_1\mid_{x_2=\pm h/2} &= \pm \frac{\gamma h}{2}, & P\mid_{x_2=\pm h/2} &= 0,
\end{align*}
\]

(54)

while the second possible choice is the following mixed boundary conditions set

\[
\begin{align*}
u_1\mid_{x_2=\pm h/2} &= \pm \frac{\gamma h}{2}, & \{ \mathbf{D}\mathbf{u}(x_2) \times \mathbf{v}\mid_{x_2=\pm h/2} &= \mathbf{P}(x_2) \times \mathbf{v}\mid_{x_2=\pm h/2}, \\
\mathbf{m}(x_2) \cdot \mathbf{v}\mid_{x_2=\pm h/2} &= 0 \}.
\end{align*}
\]

(55)

![Diagram of micromorphic model](image1)

**Fig. 6** For all micromorphic models without mixed terms in the lower order energy part in (20) the appearing material parameters are related by a Reuss-like homogenization formula [54]. The scale-independent response is governed by two springs in series. If \( \mu_{\text{micro}} = \mu_{\text{macro}} \) (or \( \kappa_{\text{micro}} = \kappa_{\text{macro}} \)) then \( \mu_e = +\infty \) (or \( \kappa_e = +\infty \)). The macroscopic stiffness is determined by classical homogenization [54]. The Cosserat couple modulus \( \mu_c \geq 0 \) is not appearing in these formulas. The macroscopic shear modulus \( \mu_{\text{macro}} \) and the macroscopic bulk modulus \( \kappa_{\text{macro}} \) are uniquely determined by classical homogenization [54].

![Diagram of shear boundary conditions](image2)

**Fig. 7** Sketch of an infinite stripe in the \( x_1 \)– and \( x_3 \)–direction of height \( h \) subjected to shear boundary conditions.
Fig. 8 Comparison of shear stiffness for different Dirichlet boundary conditions. Here \( \mu = \frac{(\mu_e + \mu_c) \mu_{\text{micro}}}{\mu_e + \mu_c + \mu_{\text{micro}}} \)

Fig. 9 Sketch of an infinite stripe in the \( x_1 \)– and \( x_3 \)–direction of height \( h \) subjected to uniaxial extension boundary conditions

Fig. 10 Comparison of longitudinal stiffness for different boundary conditions. Here \( \overline{M} = \frac{M_e M_{\text{micro}}}{M_e + M_{\text{micro}}} \)

where

\[
Du \times \nu = P \times \nu, \quad \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & P_{21} \\
0 & 0 & 0
\end{pmatrix}.
\]

(56)

The boundary conditions on \( P \) in Eq. (55) prescribe consistent coupling boundary conditions for \( P \), which fix its behavior accordingly to the behavior of \( Du \) along the tangential direction on the boundary \( (P_{11} = P_{33} = 0) \), and an additional double-stress-free condition along the normal at the boundary.
The consistent coupling boundary condition

**Fig. 11** Longitudinal stiffness for consistent coupling in the relaxed micromorphic model. The stiffness for $L_c \to \infty$ is bounded and its value $\mu = \frac{(\mu_e + \mu_c) \mu_{\text{micro}}}{\mu_e + \mu_c + \mu_{\text{micro}}}$ coincides with the one obtained with the consistent coupling conditions in the full micromorphic model.

**Fig. 12** Longitudinal stiffness for consistent coupling in the relaxed micromorphic model. The stiffness for $L_c \to \infty$ is bounded and its value $M = \frac{M_e M_{\text{micro}}}{M_e + M_{\text{micro}}}$ coincides with the one obtained with the consistent coupling conditions in the full micromorphic model.

**Fig. 13** Comparison of shear stiffness for different boundary conditions. The fully clamped solution shows a stiffness singularity while the mixed boundary condition yields the homogenous solution with stiffness $\mu_{\text{macro}}$. 
6.1.2 Uniaxial extension

According to the reference system shown in Fig. 9, the ansatz for the displacement field and the classical micromorphic model is

$$u(x_2) = \begin{pmatrix} 0 \\ u_2(x_2) \\ 0 \end{pmatrix}, \quad P(x_2) = \begin{pmatrix} P_{11}(x_2) & 0 & 0 \\ 0 & P_{22}(x_2) & 0 \\ 0 & 0 & P_{33}(x_2) \end{pmatrix},$$

$$Du(x_2) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & u_{2,2}(x_2) & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  \tag{57}

For the classical micromorphic and micro-strain models, it is possible to choose between two sets of boundary conditions for the uniaxial extension problem. The first possible choice is the following full Dirichlet boundary conditions set on $u$ and $P$

$$u_2\mid_{x_2=\pm h/2} = \pm \frac{y}{2} h, \quad P\mid_{x_2=\pm h/2} = 0,$$  \tag{58}

while the second possible choice is the following mixed boundary conditions set

$$u_1\mid_{x_2=\pm h/2} = \pm \frac{y}{2} h, \quad \begin{cases} P(x_2) \times v\mid_{x_2=\pm h/2} = Du(x_2) \times v\mid_{x_2=\pm h/2} \\ (m(x_2) \cdot v) \cdot (v \otimes v)\mid_{x_2=\pm h/2} = 0 \end{cases},$$  \tag{59}

where

$$Du \times v = P \times v, \quad \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & P_{11} \\ 0 & 0 & 0 \\ -P_{33} & 0 & 0 \end{pmatrix}.$$  \tag{60}

The boundary conditions on $P$ in Eq. (59) prescribe consistent coupling boundary conditions for $P$, which fix its behavior accordingly to the behavior of $Du$ along the tangential direction on the boundary ($P_{11} = P_{33} = 0$), and an additional double-stress-free condition along the normal at the boundary.

6.2 Relaxed micromorphic model

The general expression of the strain energy for the isotropic relaxed micromorphic continuum is [69,70,72]

$$W(Du, P, \text{Curl} P) = \mu_c \|\text{sym} (Du - P)\|^2 + \mu_c \|\text{skew} (Du - P)\|^2 + \frac{\lambda_c}{2} \text{tr}^2 (Du - P).$$
\[ + \mu_{\text{micro}} \| \text{sym} \mathbf{P} \|^2 + \frac{\lambda_{\text{micro}}}{2} \text{tr}^2 (\mathbf{P}) + \mu \frac{L_c^2}{2} \left( a_1 \| \text{dev} \text{Curl} \mathbf{P} \|^2 + a_2 \| \text{skew} \text{Curl} \mathbf{P} \|^2 + \frac{a_3}{3} \text{tr}^2 (\text{Curl} \mathbf{P}) \right), \quad (61) \]

where \((\mu_c, \lambda_c), (\mu_{\text{micro}}, \lambda_{\text{micro}}), \mu_c, L_c > 0, \) and \((a_1, a_2, a_3)\) are the parameters related to the meso-scale, the parameters related to the micro-scale, the Cosserat couple modulus, the characteristic length, and the three general isotropic curvature parameters, respectively. This energy expression represents the most general isotropic form possible for the relaxed micromorphic model. In the absence of body forces, the equilibrium equations are then

\[ \text{Div} \mathbf{\sigma} = 0, \quad \mathbf{\sigma} - 2\mu_{\text{micro}} \text{sym} \mathbf{P} - \lambda_{\text{micro}} \text{tr} (\mathbf{P}) \mathbf{1} - \text{Curl} \mathbf{m} = 0, \quad (62) \]

where

\[ \mathbf{\sigma} := 2\mu_{\text{e}} \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) + 2\mu_c \text{skew} (\mathbf{D} \mathbf{u} - \mathbf{P}) + \leq \text{tr} (\mathbf{D} \mathbf{u} - \mathbf{P}) \mathbf{1} \]

is the second-order force stress tensor and

\[ \mathbf{m} := \mu_L^2 c \left( a_1 \text{dev} \text{sym} \text{Curl} \mathbf{P} + a_2 \text{skew} \text{Curl} \mathbf{P} + a_3 \text{tr} (\text{Curl} \mathbf{P}) \mathbf{1} \right) \]

is the second-order moment tensor in the relaxed micromorphic model.

### 6.2.1 Simple shear

According to the reference system shown in Fig. 7, the ansatz for the displacement field and the relaxed micromorphic model is [71]

\[ u(x_2) = \begin{pmatrix} u_1(x_2) \\ 0 \\ 0 \end{pmatrix}, \quad P(x_2) = \begin{pmatrix} 0 & P_{12}(x_2) & 0 \\ P_{21}(x_2) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]

\[ \mathbf{D} u(x_2) = \begin{pmatrix} 0 & u_{1,2}(x_2) & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (64) \]

The boundary conditions for the simple shear in the relaxed micromorphic model are the following

\[ u_1|_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad P|_{x_2=\pm h/2} \times \mathbf{v} = \mathbf{D} u|_{x_2=\pm h/2} \times \mathbf{v}, \quad (65) \]

where \(\mathbf{v}\) is the normal unit vector on the upper and lower surface.

It is underlined that only the two limits for \(0 \leftarrow L_c \rightarrow \infty\) coincide between the relaxed micromorphic model and the classical micromorphic model with consistent coupling boundary conditions, not the full solution.

### 6.2.2 Uniaxial extension

According to the reference system shown in Fig. 9, the ansatz for the displacement field in the relaxed micromorphic model is

\[ u(x_2) = \begin{pmatrix} 0 \\ u_2(x_2) \\ 0 \end{pmatrix}, \quad P(x_2) = \begin{pmatrix} P_{11}(x_2) & 0 & 0 \\ 0 & P_{22}(x_2) & 0 \\ 0 & 0 & P_{33}(x_2) \end{pmatrix}, \]

\[ \mathbf{D} u(x_2) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & u_{2,2}(x_2) & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (66) \]
The boundary conditions for the uniaxial extension in the relaxed micromorphic model are

\[ u_2 |_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad P |_{x_2=\pm h/2} \times \nu = Du |_{x_2=\pm h/2} \times \nu. \quad (67) \]

where \( \nu \) is the normal unit vector to the upper and lower surface.

Again, it is underlined that only the two limits for \( 0 \leftarrow L_\varepsilon \rightarrow \infty \) coincide between the relaxed micromorphic model and the classical micromorphic model with consistent coupling boundary conditions, not the full solution.

6.3 Second gradient model

The strain energy density for the isotropic second gradient model with simplified curvature \([4,4,11,50,69,71,72]\) is

\[ W(Du, D^2u) = \mu_{\text{macro}} \| \text{sym} Du \|^2 + \frac{\lambda_{\text{macro}}}{2} \text{tr}^2(Du) \]

\[ + \frac{\mu L_\varepsilon^2}{2} \left( a_1 \| D(\text{dev sym} Du) \|^2 + a_2 \| \text{skew} Du \|^2 + \frac{2}{9} a_3 \| D(\text{tr} Du \ 1) \|^2 \right). \quad (68) \]

while the equilibrium equations without body forces are the following:

\[ \text{Div} \left[ 2\mu_{\text{macro}} \text{sym} Du + \lambda_{\text{macro}} \text{tr} (Du) \ 1 \right] \]

\[ - \text{DIV} \left[ \mu L_\varepsilon^2 \left( a_1 D(\text{dev sym} Du) + a_2 D(\text{skew} Du) + \frac{2}{9} a_3 D(\text{tr} Du \ 1) \right) \right] = 0. \quad (69) \]

6.3.1 Simple shear

According to the reference system shown in Fig. 7, the ansatz for the displacement field is \([68,71]\)

\[ u(x_2) = \begin{pmatrix} u_1(x_2) \\ 0 \\ 0 \end{pmatrix}, \quad Du(x_2) = \begin{pmatrix} 0 & u_{1,2}(x_2) & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (70) \]

For the second gradient model, it is possible to choose between two sets of boundary conditions for the shear problem. The first possible choice is the following full Dirichlet boundary conditions set,

\[ u_1 |_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad u_1' |_{x_2=\pm h/2} = 0 \quad \Leftrightarrow \quad Du = 0, \quad (71) \]

while the second possible choice is the following mixed boundary conditions set

\[ u_1 |_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad (m |_{x_2=\pm h/2} \cdot \nu) \cdot \nu = 0, \quad (72) \]
6.3.2 Uniaxial extension

According to the reference system shown in Fig. 9, the ansatz for the displacement field and the classical micromorphic model is

\[
\begin{align*}
\mathbf{u}(x_2) &= \begin{pmatrix} 0 & u_2(x_2) & 0 \\ u_2(x_2) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\mathbf{D}\mathbf{u}(x_2) &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\
0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]  

(73)

For the second gradient model, it is possible to choose between two sets of boundary conditions for the uniaxial extension problem. The first possible choice is the following full Dirichlet boundary conditions set,

\[
\mathbf{u}_2\mid_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad \mathbf{u}_2\mid_{x_2=\pm h/2} = 0 \iff \mathbf{D}\mathbf{u} = 0,
\]  

(74)

while the second possible choice is the following mixed boundary conditions set

\[
\mathbf{u}_2\mid_{x_2=\pm h/2} = \pm \frac{\gamma h}{2}, \quad (\mathbf{m}\mid_{x_2=\pm h/2} \cdot \mathbf{v}) \cdot \mathbf{v} = 0.
\]  

(75)

7 Non-redundant formulation

In this section we want to show that the classical micromorphic model with zero Cosserat couple modulus \(\mu_c = 0\) but full curvature expression is not redundant according to the following definition introduced by Romano et al. [73]:

**Definition 1** A formal differential operator is said to meet a *constraint qualification* if no other implicit description can be constructed by extracting a strictly more economical condition from the given operator. An operator for classical micromorphic continua which does not fulfill the constraint qualification requirement is termed redundant.

According to this definition, the classical micromorphic model with positive Cosserat couple modulus \(\mu_c > 0\) is redundant because if a subset of the terms in the definition of the elastic energy is zero, in this case \(\mathbf{D}\mathbf{u} = \mathbf{P} = 0\) and \(\text{sym} \ \mathbf{P} = 0\), then this implies that all the remaining terms are zero too, in this case \(\mathbf{D}\mathbf{P} = 0\) (see (84)).

In order to provide a more precise definition, we specialize Definition 1 to the relation between the first-order strain (involving only \(\mathbf{D}\mathbf{u}\) and \(\mathbf{P}\), and the curvature (involving only \(\mathbf{D}\mathbf{P}\)).

**Definition 2** Let us consider a suitable linear micromorphic model and an elastic energy density \(W\) involving the first order derivatives of the displacement \(\mathbf{u}\) and the micro-distortion field \(\mathbf{P}\), which splits into two parts:

\[W(\mathbf{D}\mathbf{u}, \mathbf{P}, \mathbf{D}\mathbf{P}) = W_1(\mathbf{D}\mathbf{u}, \mathbf{P}) + W_2(\mathbf{D}\mathbf{P}).\]

The model is said *non redundant* if none of the two following possibilities occurs:

\[
\begin{align*}
W_1(\mathbf{D}\mathbf{u}, \mathbf{P}) = 0 & \implies W(\mathbf{D}\mathbf{u}, \mathbf{P}, \mathbf{D}\mathbf{P}) = 0, \text{ or } \\
W_2(\mathbf{D}\mathbf{P}) = 0 & \implies W(\mathbf{D}\mathbf{u}, \mathbf{P}, \mathbf{D}\mathbf{P}) = 0.
\end{align*}
\]  

(76)  

(77)

Also according to this second definition we have that the classical micromorphic model with positive Cosserat couple modulus \(\mu_c > 0\) is redundant and the relaxed micromorphic model with \(\mu_c = 0\) is non redundant. Furthermore, we avoid all the indeterminacies related to definition 1.

In the next section, we will apply the new definition to a family of generalized continua to establish which of them are redundant or non redundant.
The difference in local rotations inherent in $\mathbf{P}$ are controlled by the curvature term (classical micromorphic via $\mathbf{D} \mathbf{P}$, relaxed micromorphic via $\text{Curl} \mathbf{P}$). In the Cosserat model the material particles can only rotate against each other and they are connected by a “rotational spring,” naturally given by $\text{Curl} \mathbf{A}$ see (87).

7.1 A view on rigid body deformations and zero energy modes in generalized continua

In classical isotropic linear elasticity the notion of infinitesimal rigid transformations and zero elastic energy modes is equivalent (see Fig. 15). Indeed, if

$$W_{\text{lin}} (\mathbf{D} \mathbf{u}) = \mu \| \text{sym} \mathbf{D} \mathbf{u} \|^2 + \frac{\lambda}{2} \text{tr}^2 (\mathbf{D} \mathbf{u}) = \mu \| \text{dev} \text{sym} \mathbf{D} \mathbf{u} \|^2 + \frac{\kappa}{2} \text{tr}^2 (\mathbf{D} \mathbf{u}), \quad \mu, \kappa > 0 \quad (78)$$

then

$$W_{\text{lin}} (\mathbf{D} \mathbf{u}) = 0 \iff \text{sym} \mathbf{D} \mathbf{u} = 0 \iff u = \overrightarrow{A} \cdot \mathbf{x} + \overrightarrow{b}, \quad \overrightarrow{A} \in \mathfrak{so}(3), \overrightarrow{b} \in \mathbb{R}^3.$$

Indeed,

$$\text{dist}^2 (\mathbf{D} \mathbf{u}, \mathfrak{so}(3)) := \inf_{\mathbf{A} \in \mathfrak{so}(3)} \| \mathbf{D} \mathbf{u} - \mathbf{A} \|^2 \|_{\mathbb{R}^{3 \times 3}} = \| \text{sym} \mathbf{D} \mathbf{u} \|^2 \|_{\mathbb{R}^{3 \times 3}} \quad (79)$$

$$\text{dist}^2 (\mathbf{D} \mathbf{u}, \mathfrak{so}(3)) = 0 \implies \text{sym} \mathbf{D} \mathbf{u} = 0 \implies u = \overrightarrow{A} \cdot \mathbf{x} + \overrightarrow{b}.$$

However, in generalized continua, the relation between the two notions is more involved and depends critically on specific further constitutive assumptions. Let us focus on the pair $(\mathbf{u}, \mathbf{P})$ of displacement $\mathbf{u}$ and microdistortion $\mathbf{P}$ in the micromorphic model and the generic isotropic energy expression

$$W (\mathbf{D} \mathbf{u}, \mathbf{P}, \mathbf{D} \mathbf{P}) = \begin{cases} \| \mathbf{D} \mathbf{u} - \mathbf{P} \|^2 + \| \text{sym} \mathbf{P} \|^2 + \| \mathbf{D} \mathbf{P} \|^2, & \mu_c > 0 \quad \text{(80a)} \\ \| \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) \|^2 + \| \text{sym} \mathbf{P} \|^2 + \| \mathbf{D} \mathbf{P} \|^2, & \mu_c = 0 \quad \text{(80b)} \end{cases}$$
The consistent coupling boundary condition

The case (80b) corresponds to a zero Cosserat couple modulus \( \mu_c \equiv 0 \). Obviously

\[
W(Du, P, DP) = 0 \quad \iff \quad \begin{cases}
\text{case (80a)} & u = \overline{A} \cdot x + \overline{b}, \quad Du = P = \overline{A}, \quad \mu_c > 0 \\
\text{case (80b)} & u = \overline{A} \cdot x + \overline{b}, \quad Du = \overline{A}, \quad P = \overline{A}, \quad \mu_c = 0
\end{cases}
\] (81a)

where \( \overline{A}, \overline{A} \in \mathfrak{so}(3) \) are two (in general different) constant infinitesimal rotations. Let us see next how to involve Dirichlet boundary conditions to fix the rigid body modes at zero energy.

Linear elasticity:

\[
\text{sym } Du = 0 \quad \Rightarrow \quad u = \overline{A} \cdot x + \overline{b} \quad \text{and b.c.} \quad u|_{\Gamma} = 0 \quad \Rightarrow \quad u \equiv 0.
\] (82)

Thus, prescribing \( u|_{\Gamma} = 0 \) fixes the constant infinitesimal rotation \( \overline{A} \) and the constant translation \( \overline{b} \).

Cosserat:

\[
\begin{align*}
\text{sym } Du = 0 & \xRightarrow{\text{Korn}} u = \overline{A} \cdot x + \overline{b} \\
Du - A = 0 & \quad \Rightarrow \quad A = \text{skew } Du = \overline{A} \\
& \text{b.c. } u|_{\Gamma} = 0 \quad \Rightarrow \quad \text{skew } Du = 0 = \overline{A} = A. \\
& \overline{A} \in \mathfrak{so}(3), \ \overline{b} \in \mathbb{R}^3 \\
DA = 0 & \quad \text{not needed}
\end{align*}
\] (83)

As alluded to above, in the Cosserat model the mere prescription of \( u|_{\Gamma} \) suffices for existence and uniqueness. Moreover, the Cosserat model is redundant according to definition 2.

Micromorphic family:

(a) classical micromorphic model with positive Cosserat couple modulus \( \mu_c > 0 \) and only \( u \) clamped at the boundary \( \Gamma \)

\[
\begin{align*}
Du - P = 0 & \quad \Rightarrow \quad \text{sym } Du = 0 \xRightarrow{\text{Korn}} u = \overline{A} \cdot x + \overline{b} \\
& \text{rigidity }[60] \quad \Rightarrow \quad \overline{A} \in \mathfrak{so}(3), \ \overline{b} \in \mathbb{R}^3 \\
& \text{sym } P = 0 \quad \Rightarrow \quad Du = \overline{A} = P \\
& \text{zero elastic energy, classical micromorphic, } \mu_c > 0 \\
&D\overline{P} = 0 \quad \Rightarrow \quad \text{not needed}
\end{align*}
\] (84)

Thus, prescribing \( u|_{\Gamma} = 0 \) fixes the infinitesimal rotation \( \overline{A} \), the constant translation \( \overline{b} \) and the constant microdistortion \( P \). This means formulation (a) is redundant according to definition 2 since the curvature measure \( DP \) is not needed in order to arrive at uniform infinitesimal rotations. Here, it can be seen that it is sufficient to only clamp \( u \) at the boundary \( \Gamma \).
(b) classical micromorphic model with $\mu_c = 0$ and consistent coupling boundary conditions

$$\begin{align*}
\text{sym}(Du - P) = 0, \\
\text{sym } P = 0, \\
DP = 0
\end{align*}$$

$$\Rightarrow \begin{cases}
\text{sym } Du = 0 \\
\text{sym } P = 0 \\
D \bar{P} = 0
\end{cases} \Rightarrow \begin{cases}
\text{sym } ar{A} = \mathbf{0} \\
\bar{A} \in \mathfrak{so}(3), \\
\bar{b} \in \mathbb{R}^3
\end{cases} \Rightarrow \begin{cases}
Du = \bar{A} \\
P = \bar{A}
\end{cases} \Rightarrow \begin{cases}
\text{consist. coupl. } D u \times \nu|_{\Gamma} = \bar{P} \times \nu|_{\Gamma} \Rightarrow \\
\text{consist. coupl. } \bar{A} \times \nu|_{\Gamma} = \bar{A} \times \nu|_{\Gamma} \Rightarrow \\
\bar{u}|_{\Gamma} = 0 \Rightarrow Du = P = 0
\end{cases}$$

\[ (85) \]

We observe that the consistent coupling boundary condition replaces a positive Cosserat couple modulus $\mu_c > 0$ in order to arrive at constant infinitesimal rotations. This case is non-redundant in the new definition 2: the curvature measure $D P$ is needed in this argument.

(c) relaxed micromorphic model with $\mu_c = 0$ and consistent coupling boundary conditions

$$\begin{align*}
\text{sym}(Du - P) = 0, \\
\text{sym } P = 0, \\
\text{Curl } P = 0
\end{align*}$$

$$\Rightarrow \begin{cases}
\text{sym } Du = 0 \\
\text{sym } P = 0 \\
\text{Curl } P = 0
\end{cases} \Rightarrow \begin{cases}
\text{sym } \bar{A} = \mathbf{0} \\
\bar{A} \in \mathfrak{so}(3), \\
\bar{b} \in \mathbb{R}^3
\end{cases} \Rightarrow \begin{cases}
Du = \bar{A} = \mathbf{0} \\
P = \bar{A}
\end{cases} \Rightarrow \begin{cases}
\text{consist. coupl. } D u \times \nu|_{\Gamma} = \bar{P} \times \nu|_{\Gamma} \Rightarrow \\
\bar{u}|_{\Gamma} = 0 \Rightarrow Du = P = 0 \Rightarrow \bar{A} = \mathbf{0}
\end{cases}$$

\[ (86) \]

Indeed, by the Nye’s formula [37,64] for a skew-symmetric matrix field $A \in \mathfrak{so}(3)$ it holds:

$$Daxl A = \frac{1}{2} tr(\text{Curl } A) \cdot \mathbb{1} - (\text{Curl } A)^T \iff \text{Curl } A = tr(Daxl A) \mathbb{1} - (Daxl A)^T,$$

or in short $DA = L(\text{Curl } A)$ with a constant coefficient linear operator $L$. Thus, assuming for a matrix field $P$

$$\text{sym } P \equiv 0 \quad \text{and } \quad \text{Curl } P \equiv 0,$$

we must have $P = A(x)$, with a skew-symmetric matrix field, and by the Nye formula it follows $DA \equiv 0$ and hence $P = \bar{A} \in \mathfrak{so}(3)$. This case is non-redundant according to definition 2.

Second gradient model:

$$\begin{align*}
\text{sym } Du = 0 \quad \Rightarrow \quad u = \bar{A} \cdot x + \bar{b} \\
D (Du) = 0 \quad \Rightarrow \quad u|_{\Gamma} = 0 \Rightarrow u \equiv 0.
\end{align*}$$

Therefore, the second gradient model is redundant, which is well known. Looking at the last subsection, this leads us to the question: What should be zero energy modes for a generalized continuum model? We have seen that we arrive always at

$$u = \bar{A} \cdot x + \bar{b} \quad \text{classical for displacement}$$

\[ (88) \]

$$P = \bar{A}, \bar{A} \in \mathfrak{so}(3).$$

In the latter, the missing crucial information is whether $\bar{A} = \bar{A}$. As we have seen, this can be supplied by boundary conditions, e.g., the consistent coupling condition $Du \times v|_{\Gamma} = P \times v|_{\Gamma}$ which then implies

$$\bar{A} = \bar{A}.$$  \[ (89)\]
Fig. 16 (Left) Unique homogeneous solution to a strictly convex first order problem (90). (Right) The “normal derivative” boundary conditions $u'( -\frac{h}{2}) = u'( \frac{h}{2}) = 0$ trigger a non-homogeneous solutions when considering the second gradient formulation (92).

8 Passage to a second gradient continuum

The second gradient continuum deserves a little detour since the effect of imposing higher-order boundary conditions significantly modifies the solution. Indeed, this can be seen already for a didactic 1D—example.

Let us look first at a classical first-order problem

$$\int_{a}^{b} |u'|^2 \, dx \rightarrow \min$$

subjected to the constraints $u(a) = u_a, u(b) = u_b$. (90)

Since the integrand $|u'|^2$ is strictly convex in $u'$, the unique, homogenous solution is (see Fig. 16 left)

$$u(x) = \frac{u_b - u_a}{b - a} (x - a) - u_a.$$ (91)

Now consider the second gradient augmented formulation (92) together with describing additional “normal” derivatives at the boundary

$$\int_{-\frac{h}{2}}^{\frac{h}{2}} |u'|^2 + L_c^2 |u''|^2 \, dx \rightarrow \min$$

subjected to

$$\begin{cases}
u(-\frac{h}{2}) = u_a, \; u(\frac{h}{2}) = u_b, \\
u'(-\frac{h}{2}) = 0, \; u'(\frac{h}{2}) = 0. 
\end{cases}$$ (92)

The solution is now given by (considering $b = -a = h/2$ and $u_b = -u_a = (\gamma h)/2$ without losing any generality)

$$u(x) = \frac{\gamma h}{2} \cosh \left( \frac{h}{2L_c} \right) - \sinh \left( \frac{h}{2L_c} \right) \frac{L_c}{\gamma h} \frac{L_c}{h} \frac{L_c}{h}.$$ (93)

Here, the non-homogeneous “normal”-derivative boundary conditions trigger a non-homogeneous solution that depends on $L_c > 0$ (see Fig. 16 right). However, if we study (92) only with $u(a) = u_a, u(b) = u_b$ (the consistent coupling case) then we retrieve the homogeneous solution (91) (see Fig. 16).

8.1 Second gradient continuum and micromorphic penalty formulation

The classical micromorphic model with positive Cosserat couple modulus $\mu_c > 0$ is also often used to approximate, via a penalty approach, solutions of a corresponding second gradient continuum. Indeed, consider

$$\int_{\Omega} \mu_c \|\text{sym}(Du - P)\|^2 + \mu_c \|\text{skew}(Du - P)\|^2 + \frac{\gamma}{2} \text{tr}^2(Du - P)$$

$$+ \mu_{\text{micro}} \|\text{sym} \, P\|^2 + \frac{\gamma_{\text{micro}}}{2} \text{tr}^2(P) + \frac{\mu L_c}{2} \|DP\|^2 \, dV \rightarrow \min \; (u, P)$$ (94)
and interpret $\mu_c$, $\lambda_c$, $\mu_c \to \infty$ as penalty parameters. In the penalty limit, we must have $Du = P$ and (94) turns formally into

$$
\int_{\Omega} \mu_{\text{micro}} \|\text{sym} Du\|^2 + \frac{\lambda_{\text{micro}}}{2} \text{tr}^2 (Du) + \frac{\mu L_c^2}{2} \|D(Du)\|^2 dV \to \min \ u.
$$

(95)

If we assume the consistent coupling boundary conditions in (94)

$$
\{ u|_{\Gamma} = \hat{u}, \quad Du \times v|_{\Gamma} = P \times v|_{\Gamma}, \}
$$

(96)

then the limit (95) generates just the “first- order boundary conditions” $u|_{\Gamma} = \hat{u}$ and the corresponding third order stress tensor $m$ (see Eq. (69)) verifies Neumann boundary conditions throughout.

If, on the other hand, in (94) we assume

$$
\{ u|_{\Gamma} = \hat{u}, \quad P|_{\Gamma} = \hat{P}, \}
$$

(97)

then this generates in the penalty limit a possible inconsistency: $Du \times v|_{\Gamma}$ is already given through $u|_{\Gamma} = \hat{u}$, but also $P = Du$ and $P|_{\Gamma} = \hat{P}$ hold, which does not necessarily imply that $Du \times v|_{\Gamma} = P \times v|_{\Gamma}$. This may lead to a boundary layer. Note that both sets of boundary conditions lead to a unique solution.

8.2 Comparison of boundary conditions

In this section we present a summary of the possible boundary conditions in Table 1.

| $\Gamma$ | Dirichlet | Neumann | Neumann | Neumann |
|-----------|-----------|---------|---------|
| linear elasticity | $u|_{\Gamma} = \hat{u}$ | / | / |
| Cosserat with fixed rotations | $u|_{\Gamma} = \hat{u}$ | $A|_{\Gamma} = A|_{\Gamma}$ | / |
| Cosserat with consistent coupling | $u|_{\Gamma} = \hat{u}$ | $A \times v|_{\Gamma} = \text{skew} Du \times v|_{\Gamma}$ | / |
| myblueCosserat with free rotations | $u|_{\Gamma} = \hat{u}$ | $m \times v|_{\Gamma} = 0$ | / |
| second gradient with free normal derivative | $u|_{\Gamma} = \hat{u}$ ($\Rightarrow Du \times v|_{\Gamma}$ is fixed) | $(m \cdot v)'\cdot (v \otimes v)'|_{\Gamma} = 0$ | see (50) | see (153a) |
| second gradient with fixed normal derivative | $u|_{\Gamma} = \hat{u}$ | $Du \cdot v|_{\Gamma} = \hat{g}$ | / |
| micromorphic + classical bc | $u|_{\Gamma} = \hat{u}$ | $P|_{\Gamma} = \hat{P}$ | / |
| micromorphic consistent bc | $u|_{\Gamma} = \hat{u}$ | $P \times v|_{\Gamma} = Du \times v|_{\Gamma}$ | see (50) | $(m \cdot v)'|_{\Gamma} = 0$ |
| relaxed micromorphic written in $\text{Curl } P$ | $u|_{\Gamma} = \hat{u}$ | $P \times v|_{\Gamma} = Du \times v|_{\Gamma}$ | / |
| relaxed micromorphic written in $D P$ | $u|_{\Gamma} = \hat{u}$ | $P \times v|_{\Gamma} = Du \times v|_{\Gamma}$ | / |

We remember that the definition of the generalized traction in the second gradient model is given by $\eta := (\sigma - \text{DIV } m)' \cdot v|_{\partial \Omega \setminus \Gamma} = \text{DIV } m|_{\partial \Omega \setminus \Gamma} \cdot (m \cdot v)|_{\partial \Omega \setminus \Gamma}$. These expressions are derived in appendix.
9 Another invariance condition in nonlinear and other higher-order models-pure strain coupling

Let us again consider the generic energy expression for the classical linear Mindlin–Eringen micromorphic model for \( \mu_c = 0 \), i.e.

\[
W(Du, P, DP) = \|\text{sym}(Du - P)\|^2 + \|\text{sym} P\|^2 + \|DP\|^2.
\]

It is easy to observe that the energy \( W \) is invariant under the global transformation

\[
(u, P) \longrightarrow (A_1 \cdot u + \tilde{b}, P + A_2)
\]

(99)

for all constant infinitesimal rotations \( A_1, A_2 \in \mathfrak{s}\mathfrak{o}(3) \). Infinitesimal objectivity (frame indifference) is also included by considering arbitrary \( A_1 = A_2 \in \mathfrak{s}\mathfrak{o}(3) \).

In fact, there is a nonlinear counterpart for this model for the deformation \( \varphi : \Omega \rightarrow \mathbb{R}^3, \varphi(x) = x + u(x) \), and the finite micro-distortion \( \hat{P} = 1 + P \),

\[
\hat{W}(D\varphi, \hat{P}, D\hat{P}) = \|D\varphi^T D\varphi - \hat{P}^T \hat{P}\|^2 + \|\hat{P}^T \hat{P} - 1\|^2 + \|D\hat{P}\|^2
\]

(100)

which is now invariant under the global transformation

\[
(\varphi, \hat{P}) \longrightarrow (\hat{\Omega}, \varphi + \tilde{b}, \hat{\Omega}_2 \cdot \hat{P})
\]

(101)

for all constant rotations \( \hat{\Omega}_1, \hat{\Omega}_2 \in \text{SO}(3) \), mirroring (99).

Both formulations (98) and (100) can be modified, such that the global \( \mathfrak{s}\mathfrak{o}(3) \)-invariance turns even into a corresponding local \( \mathfrak{s}\mathfrak{o}(3) \)-invariance (local SO(3)-invariance, respectively). This can be achieved by considering new higher-order prototype elastic energies (see Fig. 17)

\[
W_{\text{inc}}(Du, P, D^2 P) = \|\text{sym}(Du - P)\|^2 + \|\text{sym} P\|^2 + \|\text{inc}(\text{sym} P)\|^2,
\]

(102)

\[
\hat{W}_{\text{inc}}(D\varphi, \hat{P}, D^2 \hat{P}) = \|D\varphi^T D\varphi - \hat{P}^T \hat{P}\|^2 + \|\hat{P}^T \hat{P} - 1\|^2 + \|\Re(\hat{P}^T \hat{P})\|^2,
\]

(103)

where

\[
\text{inc}(\text{sym} P) := \text{Curl} \left[ (\text{Curl sym} P)^T \right]
\]

(104)

is the Kröner incompatibility tensor [12] and

\[
\Re_{ijkl}^{ij}(\hat{P}^T \hat{P}) := \frac{\partial \Gamma^i_{jk}}{\partial x_l} - \frac{\partial \Gamma^i_{jl}}{\partial x_k} + \Gamma^m_{jl} \Gamma^i_{mk} - \Gamma^m_{jk} \Gamma^i_{ml},
\]

(105)

is the Riemann–Christoffel tensor [12] with

\[
\Gamma^i_{ij} := \frac{1}{2} g^{kl} \left[ \frac{\partial g_{ki}}{\partial x_j} + \frac{\partial g_{kj}}{\partial x_i} - \frac{\partial g_{ij}}{\partial x_k} \right]
\]

being the Christoffel symbols of the second kind in the metric \((g_{ij}) = (\hat{P}^T \hat{P})_{ij}\) whose inverse is \((g^{ij}) = \left( (\hat{P}^T \hat{P})^{-1} \right)_{ij}\). Note that [12]

\[
\Re \left( (\mathbb{1} + P)^T (\mathbb{1} + P) \right) = \text{inc}(\text{sym} P) + \text{h.o.t.}.
\]

It is clear that both formulations (102) and (103) are not equivalent to (98) and (100), respectively. Note that new invariance condition (99) cannot be satisfied in the classical micromorphic model with generic energy (98), corresponding to \( \mu_c > 0 \), which is, however, still infinitesimally objective, i.e., invariant under

\[
(u, P) \longrightarrow (A \cdot u + \tilde{b}, P + A)
\]

(106)

for all constant \( A \in \mathfrak{s}\mathfrak{o}(3) \). In any case, the global indeterminacy in (99) is removed (gauged) by applying the consistent coupling boundary condition

\[
Du \times v \mid_{\Gamma} = P \times v \mid_{\Gamma}
\]

(107)

which can therefore be also interpreted as fixing the gauge.
Fig. 17 (1) shows the perfect alignment of the assumed microstructure with the underformed lattice. It represents a zero energy mode for the micromorphic model with $\mu_c \geq 0$. In (2) the lattice remains undeformed and the microstructure is homogeneously rotated. This state represents a zero energy mode for the micromorphic model with zero Cosserat couple modulus $\mu_c = 0$ (also for the relaxed micromorphic model). (3) shows an underformed lattice when the microstructure is inhomogeneously rotated. This represents only a zero energy mode, if $\mu_c = 0$ and the curvature energy satisfies Eq. (102). Image (4) represents a rigidly rotated lattice while the microstructure is perfectly aligned and (5) represents a rigidly rotated lattice in which the microstructure is homogeneously rotated but not aligned with the lattice. Both (4) and (5) are zero energy modes for $\mu_c \geq 0$ and $\mu_c = 0$, respectively. The consistent coupling boundary condition will always align the microstructure rotation with the lattice without needing $\mu_c > 0$. The invariance alluded to in image (3) should not be confounded with any concept of isotropy [12]

10 Discussion

For two different sets of boundary conditions the classical Mindlin–Eringen [21,50] micromorphic model allows for a unique solution in the same product space $(u, P) \in H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3})$. The difference comes from the requirement on the microdistortion $P$ at the part of the boundary $\Gamma \subset \partial \Omega$, where Dirichlet boundary conditions for the displacement $u$ are prescribed. If $P$ is fully clamped at $\Gamma$, then existence and uniqueness can be obtained even in the most degenerate case for zero Cosserat couple modulus $\mu_c = 0$ and $\mu_{\text{micro}} = \kappa_{\text{micro}} = 0$. On the contrary, if the new consistent coupling boundary condition is adopted, i.e., $Du \times v|_{\Gamma} = P \times v|_{\Gamma}$, then existence and uniqueness follow in a highly non-trivial way by using recently established incompatible Korn’s inequalities [37,39,40,63]. We have shown that no other simple argument allows to bypass the use of these new inequalities. In the latter case, the suitable assumptions on the relevant material parameters are $\mu_c \geq 0$ and $\mu_{\text{micro}}, \kappa_{\text{micro}} > 0$. We remark that if $\mu_c > 0$, $\mu_{\text{micro}}, \kappa_{\text{micro}} > 0$, then existence and uniqueness would even hold true with only Neumann boundary conditions on $\partial \Omega$ regarding $P$, i.e., $P$ is completely left free, inducing $m \cdot v|_{\partial \Omega} = 0$ as higher stress boundary condition. The consistent coupling boundary constraint has already been used in the relaxed micromorphic model, where only Curl $P$ appears as curvature measure, allowing only to prescribe $P \times v|_{\Gamma}$ arbitrarily. Using this constraint also on $P$ in the micromorphic model, in which $DP$ appears as curvature measure, escaped our attention for some time. We have presented again some analytical solutions for the respective boundary conditions which allow to see that the latter may trigger stiffer (clamped constraint) or a softer (consistent coupling conditions) response of the samples. As expected, the fully clamped boundary conditions predicts stiffer response.
The consistent coupling boundary condition

Acknowledgements

Angela Madeo acknowledges support from the European Commission through the funding of the ERC Consolidator Grant META-LEGO, N 101001759. Angela Madeo and Gianluca Rizzi acknowledge funding from the French Research Agency ANR, “METASMART” (ANR-17CE08-0006). Angela Madeo and Gianluca Rizzi acknowledge support from IDEXLYON in the framework of the “Programme Investissement d’Avenir” ANR-16-IDEX-0005. Patrizio Neff acknowledges support in the framework of the DFG-Priority Programme 2256 “Variational Methods for Predicting Complex Phenomena in Engineering Structures and Materials,” funded by the Deutsche Forschungsgemeinschaft (DFG, German research foundation), Project-ID 422730790, and a collaboration of projects ‘Mathematical analysis of microstructure in supercompatible alloys’ (Project-ID 441211072) and ‘A variational scale-dependent transition scheme - from Cauchy elasticity to the relaxed micromorphic continuum’ (Project-ID 440935806). Peter Lewintan and Patrizio Neff were supported by the Deutsche Forschungsgemeinschaft (Project-ID 415894848). Hassam Khan acknowledges the support of the German Academic Exchange Service (DAAD) and the Higher Education Commission of Pakistan (HEC).

11 Appendix

11.1 The Lie-algebra so(3) and the maps Anti and axl

Let us introduce the Lie-algebra

$$so(3) := \left\{ \begin{pmatrix} 0 & -v_3 & v_2 \\ v_3 & 0 & -v_1 \\ -v_2 & v_1 & 0 \end{pmatrix} \in \mathbb{R}^{3 \times 3} \mid v \in \mathbb{R}^3 \right\}$$  \hspace{1cm} (108)

equipped with the matrix commutator bracket $[A, B] = AB - BA$. We identify it with the Lie-algebra $(\mathbb{R}^3, \times)$ via the isomorphism

$$axl : so(3) \rightarrow \mathbb{R}^3,$$  \hspace{1cm} (109)

whose inverse is

$$Anti : \mathbb{R}^3 \rightarrow so(3),$$  \hspace{1cm} (110)

so

$$(\text{Anti } u) \cdot v = u \times v \quad \forall (u, v) \in \mathbb{R}^3 \times \mathbb{R}^3.$$  \hspace{1cm} (111)

Moreover,

$$(\text{Anti } u) \cdot v = u \times v = -v \times u = -(\text{Anti } v) \cdot u, \quad \forall u, v \in \mathbb{R}^3.$$  \hspace{1cm} (112)

We remember also the following useful relations: let $A \in so(3)$ and $a = axl A$, then inductively it can be proved that

$$A^{2n} = (-1)^{n-1} \|a\|_{L^2}^{2n-2} A^2 \quad \text{and} \quad A^{2n-1} = (-1)^{n-1} \|a\|_{L^2}^{2n-2} A \quad \forall n \in \mathbb{N},$$  \hspace{1cm} (113)

i.e.,

$$(\text{Anti } a)^{2n} = (-1)^{n-1} \|a\|_{L^2}^{2n-2} (\text{Anti } a)^2 \quad \text{and} \quad (\text{Anti } a)^{2n-1} = (-1)^{n-1} \|a\|_{L^2}^{2n-2} \text{Anti } a$$  \hspace{1cm} (114)

for all $n \in \mathbb{N}$ and for all $a \in \mathbb{R}^3$. For $n = 1$ we get

$$A^2 \cdot u = (\text{Anti } a)^2 \cdot u = a \times (a \times u) = (a \otimes a - \|a\|^2 u) \cdot u,$$  \hspace{1cm} (120)

for all $(A, u) \in so(3) \times \mathbb{R}^3$, hence for $n = 2$ we obtain

$$A^3 \cdot u = A \cdot (A^2 \cdot u) = A \cdot ((A, u) a - \|a\|^2 u) = (a, u) A \cdot a - \|a\|^2 A \cdot u = -\|a\|^2 A \cdot u,$$  \hspace{1cm} (115)

for all $(A, u) \in so(3) \times \mathbb{R}^3$. For $n = 1$ we get

$$A^2 \cdot u = (\text{Anti } a)^2 \cdot u = a \times (a \times u) = (a, u) a - \|a\|^2 u = -\|a\|^2 A \cdot u,$$  \hspace{1cm} (116)
because

\[ A \cdot a = (\text{Anti } a) \cdot a \quad (111) \quad a \times a = 0 \quad \forall a \in \mathbb{R}^3. \] (117)

Moreover, considering a second-order tensor \( m \) and a vector \( v \), we have

\[
(m \times v)_{ij} = ( (m)_{ij} \times v )_j = ( -v \times (m)_{ij} )_j = ( -\text{Anti } v \cdot (m)_{ij} )_j = ( -\text{Anti } v )_{jk} ( (m)_{ij} )_k \\
= (m \cdot \text{Anti } v)_{ij} \quad \forall i, j \in \{1, 2, 3\}. \] (118)

11.2 Derivation of consistent coupling mixed boundary conditions in the micromorphic model

In this section, for the convenience of the reader, we give the details of the first variation of the curvature part of the accounted action functional over the space \( \mathcal{H}^2(\Omega) := \{ P \in H^1(\Omega, \mathbb{R}^{3 \times 3}) \mid P \times v|\Gamma = 0 \} \), i.e.,

\[ \delta \mathcal{F}_\text{curv} [P, \delta P] = \left. \frac{d}{dt} \right|_{t=0} \int_\Omega W_{\text{curv}} (DP + t \delta P) \, dV = 0. \] (119)

11.2.1 Normal and tangential decomposition of \( m \cdot v \)

Starting from the classical triple product relation

\[ a \times (b \times c) = b (a \cdot c) - c (a \cdot b), \quad \text{for} \quad a, b, c \in \mathbb{R}^3, \] (120)

let us consider two vectors \( u, v \in \mathbb{R}^3 \) with \( \|v\| = 1 \). Then,

\[
\begin{align*}
\begin{aligned}
u = u - \langle u, v \rangle v + \langle u, v \rangle v &= \frac{1}{v \times (u \times v)} (v, v) u - \langle u, v \rangle v + \langle u, v \rangle v \\
u \times (u \times v) &= (v \otimes v) u
\end{aligned}
\end{align*}
\]

\[ u = (\mathbb{I} - v \otimes v) \cdot u + (v \otimes v) \cdot u \] (121)

We want to give the equivalent formulation in terms of \( \text{Anti } v \) for \( v \in \mathbb{R}^3 \) with \( \|v\| = 1 \):

\[ v \times (u \times v) = -v \times (v \times u) = -v \times ((\text{Anti } v) \cdot u) = -\text{Anti } v \cdot ((\text{Anti } v) \cdot u) \]

\[ = (\text{Anti } v)^T \cdot ((\text{Anti } v) \cdot u) = (\text{Anti } v)^T \cdot (\text{Anti } v) \cdot u = - (\text{Anti } v)^2 \cdot u. \] (122)

We show now that

\[ [v \times (u \times v)] \times v = u \times v \] (123)

using the operator \( \text{Anti} \). Indeed

\[ [v \times (u \times v)] \times v = -v \times [v \times (u \times v)] \quad (122) \]

\[ = (\text{Anti } v)^2 \cdot u \quad (114) \]

\[ = (\text{Anti } v)^3 \cdot u \quad (114) \]

\[ = - \|v\|^2 (\text{Anti } v) \cdot u = - (\text{Anti } v) \cdot u = -v \times u = u \times v. \] (124)

The identity (123) can be obtained also directly as follows

\[ [v \times (u \times v)] \times v = [u - (u, v) v] \times v = u \times v - (u, v) v = u \times v. \] (125)

Thus, considering \( P \in L^2(\Gamma, \mathbb{R}^{3 \times 3}) \), since \( v \in L^\infty(\Gamma, \mathbb{R}^3) \), we have the \( L^2 \)-decomposition

\[ P = P \cdot (\mathbb{I} - v \otimes v) + P \cdot (v \otimes v) = P \cdot ((\text{Anti } v)^T \cdot \text{Anti } v) + P \cdot (1 - (\text{Anti } v)^T \cdot \text{Anti } v) \]

\[ = P \cdot ((\text{Anti } v)^2 + \mathbb{I} + (\text{Anti } v)^2). \] (126)
\textbf{11.2.2 Variation}

We have

\[
\delta \mathcal{F}_{\text{curv}} [\mathbf{P}, \delta \mathbf{P}] = \left. \frac{d}{dr} \right|_{r=0} \int \Omega W_{\text{curv}} (D \mathbf{P} + t D \delta \mathbf{P}) \, dV = \int \Omega \mu L_c^2 \times \left( a_1 (D(\text{dev sym } \mathbf{P}) \cdot D \delta \mathbf{P}) + a_2 (D(\text{skew } \mathbf{P}) \cdot D \delta \mathbf{P}) + \frac{2}{9} a_3 (D(\text{tr} (\mathbf{P}) \cdot \mathbf{1}) \cdot D \delta \mathbf{P}) \right) \, dV
\]

\[
= \int \Omega \mu L_c^2 \left( (a_1 D(\text{dev sym } \mathbf{P}) + a_2 D(\text{skew } \mathbf{P}) + \frac{2}{9} a_3 D(\text{tr} (\mathbf{P}) \cdot \mathbf{1}) \cdot D \delta \mathbf{P}) \right) \, dV. \tag{127}
\]

The product rule implies that

\[
\text{div} \left[ \left( \mu L_c^2 a_1 D(\text{dev sym } \mathbf{P}) + a_2 D(\text{skew } \mathbf{P}) + \frac{2}{9} a_3 D(\text{tr} (\mathbf{P}) \cdot \mathbf{1}) \right) \cdot \delta \mathbf{P} \right] = \mu L_c^2 \left( \text{DIV} \left[ a_1 D(\text{dev sym } \mathbf{P}) + a_2 D(\text{skew } \mathbf{P}) + \frac{2}{9} a_3 D(\text{tr} (\mathbf{P}) \cdot \mathbf{1}) \right], \delta \mathbf{P} \right)_{\mathbb{R}^{3 \times 3}}
\]

\[
+ \mu L_c^2 \left( \langle a_1 D(\text{dev sym } \mathbf{P}) + a_2 D(\text{skew } \mathbf{P}) + \frac{2}{9} a_3 D(\text{tr} (\mathbf{P}) \cdot \mathbf{1}) \rangle, \delta \mathbf{P} \right)_{\mathbb{R}^{3 \times 3 \times 3}}. \tag{128}
\]

Thus, remembering the definition of \( \mathbf{m} \in \mathbb{R}^{3 \times 3 \times 3} \) given in (23), we obtain

\[
\delta \mathcal{F}_{\text{curv}} [\mathbf{P}, \delta \mathbf{P}] = \int \Omega \text{div} [\mathbf{m} \cdot \delta \mathbf{P}] \, dV - \int \Omega \langle \text{DIV } \mathbf{m}, \delta \mathbf{P} \rangle_{\mathbb{R}^{3 \times 3}} \, dV. \tag{129}
\]

The theorem \( \int \Omega \langle \text{DIV } \mathbf{m}, \delta \mathbf{P} \rangle \, dV \) will contribute a term in the bulk equilibrium equations, while thanks to the divergence theorem the term \( \int \Omega \text{div} [\mathbf{m} \cdot \delta \mathbf{P}] \, dV \) can be written as

\[
\int \Omega \text{div} [\mathbf{m} \cdot \delta \mathbf{P}] \, dV = \int _{\partial \Omega} (\mathbf{m} \cdot \nu, \delta \mathbf{P})_{\mathbb{R}^{3 \times 3}} \, ds. \tag{130}
\]

Recall that

\[
\mathbf{P} \times \nu |_{\Gamma} = 0 \implies \delta \mathbf{P} \times \nu |_{\Gamma} = 0 \implies \nu \times (\delta \mathbf{P} \times \nu) |_{\Gamma} = \delta \mathbf{P} \cdot (\mathbb{1} - \mathbf{v} \otimes \mathbf{v}) |_{\Gamma} = 0, \tag{131}
\]

so that it holds

\[
\delta \mathbf{P} = \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}) \quad \text{along } \Gamma. \tag{132}
\]

Hence, for all tensor fields \( \mathbf{B} \) we have

\[
\{ \mathbf{B}, \delta \mathbf{P} \}_{\mathbb{R}^{3 \times 3}} = \{ \mathbf{B}, \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}) \}_{\mathbb{R}^{3 \times 3}} = \{ \mathbf{B}, \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}) \} + \{ \mathbf{B}, \delta \mathbf{P} \cdot (\mathbf{1} - \mathbf{v} \otimes \mathbf{v}) \} = \{ \mathbf{B}, \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}) \}_{\mathbb{R}^{3 \times 3}} + \{ \mathbf{B}, \delta \mathbf{P} \cdot (\mathbf{1} - \mathbf{v} \otimes \mathbf{v}) \}_{\mathbb{R}^{3 \times 3}} \tag{133}
\]

along \( \Gamma \). Returning to the right-hand side of (130) we conclude:

\[
\int _{\partial \Omega} (\mathbf{m} \cdot \nu, \delta \mathbf{P})_{\mathbb{R}^{3 \times 3}} \, ds = \int _{\Gamma} (\mathbf{m} \cdot \nu, \delta \mathbf{P})_{\mathbb{R}^{3 \times 3}} \, ds + \int _{\partial \Omega \setminus \Gamma} (\mathbf{m} \cdot \nu, \delta \mathbf{P})_{\mathbb{R}^{3 \times 3}} \, ds
\]

\[
= \int _{\Gamma} (\mathbf{m} \cdot \nu \cdot (\mathbf{v} \otimes \mathbf{v}), \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}))_{\mathbb{R}^{3 \times 3}} \, ds + \int _{\partial \Omega \setminus \Gamma} (\mathbf{m} \cdot \nu, \delta \mathbf{P})_{\mathbb{R}^{3 \times 3}} \, ds. \tag{134}
\]

Since \( \mathbf{v} \otimes \mathbf{v} = (\mathbb{1} - (\text{Anti } \mathbf{v})^T \cdot \text{Anti } \mathbf{v}) = (\mathbb{1} + (\text{Anti } \mathbf{v})^2) \) we can also rewrite the first term on the right-hand side of the last equation in terms of the Anti operator:

\[
\int _{\Gamma} (\mathbf{m} \cdot \nu \cdot (\mathbf{v} \otimes \mathbf{v}), \delta \mathbf{P} \cdot (\mathbf{v} \otimes \mathbf{v}))_{\mathbb{R}^{3 \times 3}} \, ds = \int _{\Gamma} (\mathbf{m} \cdot \nu \cdot (\mathbb{1} + (\text{Anti } \mathbf{v})^2), \delta \mathbf{P} \cdot (\mathbb{1} + (\text{Anti } \mathbf{v})^2))_{\mathbb{R}^{3 \times 3}} \, ds. \tag{135}
\]
Note that 
\[(1 - \nu \otimes \nu) \cdot (\nu \otimes \nu) = 0, \quad \text{but} \quad (1 - \text{Anti} \nu) \cdot \text{Anti} \nu \neq 0. \quad (136)\]

Thus 
\[
\delta \mathcal{F}_{\text{curv}} [P, \delta P] = \int_\Gamma \left( \langle m \cdot \nu, (\nu \otimes \nu) \rangle \right)_{\mathbb{R}^{3 \times 3}} ds + \int_{\partial\Omega} \left( \langle m \cdot \delta P, \nu \otimes \nu \rangle \right)_{\mathbb{R}^{3 \times 3}} ds 
- \int_\Omega \langle \text{DIV} m, \delta P \rangle_{\mathbb{R}^{3 \times 3}} dV. \quad (137)
\]

The variations \( \delta P \) in the bulk and at the boundary are independent, therefore \( \delta \mathcal{F}_{\text{curv}} [P, \delta P] = 0 \) implies 
\[(m \cdot \nu) \cdot (\nu \otimes \nu) |_{\Gamma} = 0 \quad \text{and} \quad m \cdot \nu |_{\partial\Omega} = 0. \quad (150)\]

Hence summarizing, the natural boundary conditions for the mixed problem for the classical micromorphic model are 

\[
\begin{align*}
\text{Dirichlet} & \quad \text{Neumann} \\
P \times \nu |_{\Gamma} = 0, & \quad \quad (m \cdot \nu) \cdot (\nu \otimes \nu) |_{\Gamma} = 0 \quad \quad (m \cdot \nu) \cdot \nu |_{\Gamma} = 0, \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad m \cdot \nu |_{\partial\Omega} = 0.
\end{align*}
\]

11.3 Boundary conditions in the relaxed micromorphic model

For the convenience of the reader we repeat the above reasoning for the relaxed micromorphic model. We know that 
\[
\text{div} \ (u \times v) = \langle \text{curl} \ u, v \rangle - \langle \text{curl} \ v, u \rangle,
\]
and with 
\[
m := \mu \frac{L^2}{2} \ll \text{Curl} \ P \in \mathbb{R}^{3 \times 3}, \quad (138)
\]

we have 
\[
\mu \frac{L^2}{2} \sum_{i=1}^{3} \langle \ll \text{Curl} \ P \rangle_i, (\text{Curl} \ \delta P)_i \rangle_{\mathbb{R}^{3 \times 3}} = \sum_{i=1}^{3} \langle (m)_i, \text{curl} \ (\delta P)_i \rangle_{\mathbb{R}^{3}} 
= \sum_{i=1}^{3} \left( - \text{div} \ [(m)_i \times (\delta P)_i] + \langle \text{curl} \ (m)_i, (\delta P)_i \rangle_{\mathbb{R}^{3}} \right). \quad (139)
\]

Thus, 
\[
\delta \mathcal{F}_{\text{relax,curv}} [P, \delta P] = \mu \frac{L^2}{2} \int_\Omega \langle \ll \text{Curl} \ P, \text{Curl} \ \delta P \rangle_{\mathbb{R}^{3 \times 3}} dV = \mu \frac{L^2}{2} \sum_{i=1}^{3} \int_\Omega \langle \ll \text{Curl} \ P \rangle_i, (\text{Curl} \ \delta P)_i \rangle_{\mathbb{R}^{3 \times 3}} dV 
= \sum_{i=1}^{3} \left( - \text{div} \ [(m)_i \times (\delta P)_i] dV + \int_\Omega \langle \text{curl} \ (m)_i, (\delta P)_i \rangle_{\mathbb{R}^{3}} dV \right) 
= \sum_{i=1}^{3} \int_\Omega - \text{div} \ [(m)_i \times (\delta P)_i] dV + \int_\Omega \langle \text{Curl} \ m, \delta P \rangle_{\mathbb{R}^{3 \times 3}} dV \quad (140)
\]
and
\[ -\sum_{i=1}^{3} \int_{\Omega} \text{div} \left[ (m)^i \times (\delta P)^i \right] dV = -\sum_{i=1}^{3} \int_{\partial \Omega} \langle (m)^i \times (\delta P)^i , \nu \rangle_{R^3} ds = \sum_{i=1}^{3} \int_{\partial \Omega} \langle (m)^i \times \nu , (\delta P)^i \rangle_{R^3} ds \]
\[ = \int_{\partial \Omega} \langle m \times \nu , \delta P \rangle_{R^3} ds = \int_{\Gamma} \langle m \cdot \text{Anti} \nu , \delta P \rangle_{R^3} ds \]
\[ = \int_{\Gamma} \langle m \cdot \text{Anti} \nu , \delta P \rangle_{R^3} ds + \int_{\partial \Omega \setminus \Gamma} \langle m \cdot \text{Anti} \nu , \delta P \rangle_{R^3} ds \]
\[ = 0, \text{ because } m \cdot \text{Anti} \nu \perp \delta P(v \otimes v) \]
\[ = \int_{\partial \Omega \setminus \Gamma} \langle m \cdot \text{Anti} \nu , \delta P \cdot (-\text{Anti} v)^2 \rangle_{R^3} ds = \int_{\partial \Omega \setminus \Gamma} \langle m \cdot \text{Anti} \nu , \delta P \cdot (1 - v \otimes v) \rangle_{R^3} ds, \]
(141)

where in the last step we have again used that \((\text{Anti} v)^2 = 1 - v \otimes v\). Thus
\[ \delta F_{\text{relax}}^{\text{curv}} [P, \delta P] = \int_{\partial \Omega \setminus \Gamma} \langle m \cdot \text{Anti} \nu , \delta P \cdot (1 - v \otimes v) \rangle_{R^3} ds + \int_{\Omega} \langle \text{Curl} m , \delta P \rangle_{R^3} dV. \quad (142) \]

The variations \(\delta P\) in the bulk and at the boundary are independent, therefore \(\delta F_{\text{relax}}^{\text{curv}} [P, \delta P] = 0\) implies
\[ m \cdot \text{Anti} \nu |_{\partial \Omega \setminus \Gamma} \quad (118) \quad m \times v |_{\partial \Omega \setminus \Gamma} = 0. \quad (143) \]

Hence summarizing, the natural boundary conditions for the mixed problem for the relaxed micromorphic model are

\[
\begin{align*}
\text{Dirichlet} & \quad m \times v |_{\Gamma} = 0 \\
\text{Neumann} & \quad m \times v |_{\partial \Omega \setminus \Gamma} = 0
\end{align*}
\]

11.4 Derivation of mixed boundary conditions for a linear second gradient material

The second gradient linearized elasticity model (without mixed terms) reads (see for example [13–18, 27, 41, 51, 66])
\[ F : \mathbb{H} \to \mathbb{R}^+, \quad u \mapsto F[u] = \frac{1}{2} \langle \text{sym} D\!u , \text{sym} D\!u \rangle dV + \frac{1}{2} \langle G D^2\!u , D^2\!u \rangle dV. \quad (144) \]

where
\[ \mathbb{H} := \left\{ u \in H^1_{0,\Gamma} (\Omega, \mathbb{R}^3) \cap H^2 (\Omega, \mathbb{R}^3) \mid G D^2 u \in H (\text{Div} (\text{DIV}) ; \Omega, \mathbb{R}^3 \otimes \text{Sym}(3)) \right\} \]

and
\[ H (\text{Div} (\text{DIV}) ; \Omega, \mathbb{R}^3 \otimes \text{Sym}(3)) := \left\{ U \in H (\text{DIV} ; \Omega, \mathbb{R}^3 \otimes \text{Sym}(3)) \mid \text{Div} \text{DIV} U \in L^2 (\Omega, \mathbb{R}^3) \right\} \]
\[ = \left\{ U \in H (\text{DIV} ; \Omega, \mathbb{R}^3 \otimes \text{Sym}(3)) \mid \text{DIV} U \in H (\text{Div} ; \Omega, \mathbb{R}^3) \right\} \]
(145)
In order to evaluate the variational derivative $\delta \mathcal{I} [u, \delta u]$, with $\delta u \in \mathbb{H}$ we study the two terms (I) and (II) separately. To make the calculations easier, we do them assuming the boundary and the involved fields regular. Concerning part (I) we have

$$
\delta \int_{\Omega} \frac{1}{2} \langle \mathbb{C} \text{ sym } Du, \text{ sym } Du \rangle \, dV = - \int_{\Omega} \langle \text{Div } [\mathbb{C} \text{ sym } Du], \delta u \rangle \, dV + \int_{\partial \Omega \setminus \Gamma} \langle (\mathbb{C} \text{ sym } Du) \cdot v, \delta u \rangle_{\mathbb{R}^3} \, ds
$$

and we obtain the normal stress on $\partial \Omega \setminus \Gamma$

$$
\sigma \cdot v \big|_{\partial \Omega \setminus \Gamma} = (\mathbb{C} \text{ sym } Du) \cdot v \big|_{\partial \Omega \setminus \Gamma}.
$$

Concerning part (II) we obtain

$$
\delta \int_{\Omega} \frac{1}{2} \langle \mathbb{G} D^2 u, D^2 u \rangle \, dV = \int_{\Omega} \langle \mathbb{G} D^2 u, D^2 \delta u \rangle \, dV = \int_{\Omega} \langle m, D^2 \delta u \rangle \, dV = - \int_{\Omega} \langle \text{DIV } m, D\delta u \rangle \, dV + \int_{\partial \Omega} \langle m \cdot v, D\delta u \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\Omega} \langle \text{Div } m, \delta u \rangle \, dV - \int_{\partial \Omega \setminus \Gamma} \langle (\text{DIV } m) \cdot v, \delta u \rangle_{\mathbb{R}^3} \, ds + \int_{\partial \Omega} \langle m \cdot v, D\delta u \rangle_{\mathbb{R}^3} \, ds.
$$

Using the surface differential operators [41], we can develop further the term in duality with $D\delta u |_{\partial \Omega}$. Indeed, remarking that

$$
D\delta u |_{\partial \Omega} = ((1 - v \otimes v) + (v \otimes v)) \, D\delta u |_{\partial \Omega},
$$

we have

$$
\int_{\partial \Omega} \langle m \cdot v, D\delta u \rangle_{\mathbb{R}^3} \, ds = \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot ((1 - v \otimes v) + (v \otimes v)) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (1 - v \otimes v) \rangle_{\mathbb{R}^3} \, ds + \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega} \langle -\text{Div } m, \delta u \rangle_{\mathbb{R}^3} \, ds + \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega \setminus \Gamma} \langle -\text{Div } m, \delta u \rangle_{\mathbb{R}^3} \, ds + \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds.
$$

Now, we develop further the term $\int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds$. We have,

$$
\int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega} \langle m \cdot v, D\delta u \cdot (v \otimes v)^2 \rangle_{\mathbb{R}^3} \, ds = \int_{\partial \Omega} \langle (m \cdot v) \cdot (v \otimes v), D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega} \langle (m \cdot v) \cdot v \otimes v, (D\delta u \cdot (v \otimes v))_{\mathbb{R}^3} \, ds = \int_{\partial \Omega} \langle (m \cdot v) \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds
$$

$$
= \int_{\partial \Omega} \langle (m \cdot v) \cdot v, D\delta u \cdot (v \otimes v) \rangle_{\mathbb{R}^3} \, ds.
$$

Summing up all contributions (a), (b) and (c), we obtain

$$
\int_{\partial \Omega \setminus \Gamma} \langle (\mathbb{C} \text{ sym } Du) \cdot v - (\text{DIV } m) \cdot v - \text{Div } m, \delta u \rangle_{\mathbb{R}^3} \, ds.
$$

(151)
Thus

\[
\delta \mathcal{F}[u, \delta u] = \int_{\partial \Omega} \langle (\text{C} \text{sym} Du) \cdot v - (\text{DIV} m) \cdot v - \text{Div}_{\partial \Omega, T} [m \cdot v], \delta u \rangle_{\mathbb{R}^3} \, ds \\
- \int_{\Omega} \langle \text{Div}[\text{C} \text{sym} Du], \delta u \rangle \, dV + \int_{\Omega} \langle \text{Div} \text{DIV} m, \delta u \rangle \, dV \\
+ \int_{\partial \Omega} \langle (m \cdot v) \cdot \nu, D\delta u \cdot v \rangle_{\mathbb{R}^3} \, ds.
\] (152)

The variations \( \delta u \) in the bulk and at the boundary are independent, therefore \( \delta \mathcal{F}[u, \delta u] = 0 \) implies

\[
\begin{align*}
\eta_{|_{\partial \Omega \backslash \Gamma}} &= \langle (\text{C} \text{sym} Du) \cdot v - (\text{DIV} m) \cdot v \rangle_{|_{\partial \Omega \backslash \Gamma}} - \text{Div}_{\partial \Omega, T} [m \cdot v]_{|_{\partial \Omega \backslash \Gamma}}, \\
&= \langle \sigma \cdot v - (\text{DIV} m) \cdot v \rangle_{|_{\partial \Omega \backslash \Gamma}} - \text{Div}_{\partial \Omega, T} (m \cdot v)_{|_{\partial \Omega \backslash \Gamma}}, \\
&= \langle \sigma - \text{DIV} m \cdot v \rangle_{|_{\partial \Omega \backslash \Gamma}} - \text{Div}_{\partial \Omega, T} (m \cdot v)_{|_{\partial \Omega \backslash \Gamma}} = 0, \\
\mathfrak{b}_{|_{\partial \Omega}} &= (m \cdot v) \cdot \nu \ |_{\partial \Omega} = 0.
\end{align*}
\] (153a, b)

11.5 Relaxed micromorphic model as a particular case of the general micromorphic model

The relaxed micromorphic model can also be written formally as the classical micromorphic model since \( \text{Curl} \, P \) is related to \( D \, P \) via a linear map. This means, in particular, that there exists a linear map

\[
\mathcal{L} : \mathbb{R}^{3 \times 3 \times 3} \to \mathbb{R}^{3 \times 3}
\]

such that \( \mathcal{L} \, D \, P = \text{Curl} \, P \),

allowing us to rewrite the curvature term in the energy density of the relaxed micromorphic model as follows

\[
\langle \mathcal{L} \, \text{Curl} \, P, \text{Curl} \, P \rangle = \langle \mathcal{L} \, D \, P, \mathcal{L} \, D \, P \rangle = \langle \mathcal{L}^T \mathcal{L} \, D \, P, D \, P \rangle.
\] (155)

Such a map \( \mathcal{L} \) can be given explicitly. Indeed, introducing the Levi-Civita third-order tensor \( \epsilon \), the classical curl operator can be written in terms of the Jacobian as follows

\[
\text{curl} \, u = \epsilon : D u^T
\] (156)

where the contraction operator \( : \) is defined component-wise in the following manner:

\[
(c \text{curl} \, u)_k = \epsilon_{kij}(D u^T)_{ij} = \epsilon_{kij}u_{j,i} \quad \forall k \in \{1, 2, 3 \}.
\]

Hence, from the definition (4) we obtain

\[
\text{Curl} \, P = \left( \begin{array}{c}
\text{curl} \, (P)_1 \\
\text{curl} \, (P)_2 \\
\text{curl} \, (P)_3
\end{array} \right) = \left( \begin{array}{c}
\epsilon : (D \, (P)_1)^T \\
\epsilon : (D \, (P)_2)^T \\
\epsilon : (D \, (P)_3)^T
\end{array} \right)
\] (157)

giving component-wise

\[
(c \text{Curl} \, P)_{\alpha \beta} = \epsilon_{\beta ij}p_{\alpha j,i}.
\]

**Remark 1** The positive-definiteness of the bilinear form \( \langle \mathcal{L} \, \text{Curl} \, P, \text{Curl} \, P \rangle \) in terms of \( \text{Curl} \, P \) does not imply the positive definiteness of \( \langle \mathcal{L}, \mathcal{L} \, D \, P, D \, P \rangle \) in terms of \( D \, P \) but only its positive semi-definiteness. Thus, proving an existence result using the formulation of the relaxed micromorphic model as a classical one is not straightforward but needs new function spaces and new coercive inequalities \([37, 39, 40, 61, 63]\).
Denoting by $\mathbf{m} := \mathbb{L} \mathbf{D} \mathbf{P}$ the relative third-order stress tensor and remembering that $\mathbf{m} = \mathbb{L} \text{Curl} \ P$, we would like to understand if the following relation holds

$$\mathbf{m} \cdot \mathbf{v} = \mathbf{m} \times \mathbf{v} \in \mathbb{R}^{3 \times 3}, \quad \mathbf{m} \in \mathbb{R}^{3 \times 3 \times 3}, \quad \mathbf{m} \in \mathbb{R}^{3 \times 3}.$$  \hfill (158)

Considering for simplicity the constitutive tensor $\mathbb{L}$ trivial in the component-wise calculation, we obtain

$$\langle \mathcal{L}^T (\mathcal{L} \mathbf{D} \mathbf{P}), \mathbf{D} \rangle = \langle \mathbf{C} \mathbf{v}, \mathbf{v} \rangle = \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \mathbf{P}_{\alpha n, m} \epsilon_{\beta mn} \text{component-wise calculation}$$

$$= \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \mathbf{P}_{\alpha n, m} \epsilon_{\beta mn} = \left( \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \epsilon_{\beta mn} \right) \mathbf{P}_{\alpha n, m} = \left( \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \epsilon_{\beta mn} \right) \mathbf{P}_{\alpha n, m}, \quad (159)$$

hence

$$\langle \mathbf{m} \cdot \mathbf{v} \rangle_{\alpha \beta} = M_{\alpha \beta} v_{\gamma} = \left( \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \epsilon_{\beta q\gamma} \right) v_{\gamma} = \mathbf{m}_{\alpha \beta} v_{\gamma} = (\mathbf{m} \times \mathbf{v})_{\alpha \beta}, \quad (160)$$

i.e.,

$$\mathbf{m} \cdot \mathbf{v} = \left( \mathbb{L} \mathbf{D} \mathbf{P} \right) \cdot \mathbf{v} = \left( (\mathcal{L}^T \mathbb{L} \mathbf{D} \mathbf{P}) \right) \cdot \mathbf{v} = \left( (\mathcal{L}^T \mathbb{L}) (\mathcal{L} \mathbf{D} \mathbf{P}) \right) \cdot \mathbf{v} = (\mathbf{m} \cdot \mathbf{v}) = \mathbf{m} \times \mathbf{v}, \quad \text{as claimed.} \quad (161)$$

We finally also point out that

$$\text{DIV} \left( \mathcal{L}^T (\mathcal{L} \mathbf{D} \mathbf{P}) \right) = \left( \mathcal{L}^T (\mathcal{L} \mathbf{D} \mathbf{P}) \right)_{\alpha mn,n} = \mathbf{m}_{\alpha mn,n} = (\mathbf{m} \cdot \mathbf{e})_{\alpha mn,n} = \left( \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \epsilon_{\beta mn} \right)_{\alpha m} = \left( - \mathbf{P}_{\alpha j, i} \epsilon_{\beta ij} \epsilon_{\beta mn} \right)_{\alpha m} = - \text{Curl} \text{Curl} \ P.$$

since in three dimensions the Levi-Civita tensors is symmetric for a cyclical permutation of the indexes while antisymmetric for an anticyclic permutation.

### 11.6 Operatorial structure of the anisotropic micromorphic model with consistent coupling boundary conditions

In Romano et al. [73] the authors present the classical linear micromorphic model in the operatorial form which is very useful when we deal with the full anisotropic micromorphic model. In this section, we want to present the anisotropic micromorphic model with consistent coupling boundary condition in this operatorial form. Setting $\mathbb{H}_1 := H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3})$, let us introduce the formal operator

$$\mathfrak{A}_1 : \mathbb{H}_1 \longrightarrow \mathbb{H}_2$$

$$\begin{pmatrix} \mathbf{u} \\ \mathbf{P} \end{pmatrix} \longmapsto \begin{pmatrix} \text{sym} \mathbf{D} & -\text{sym} \mathbf{D} \\ \text{skew} \mathbf{D} & \text{skew} \mathbf{D} \end{pmatrix} \cdot \begin{pmatrix} \mathbf{u} \\ \mathbf{P} \end{pmatrix} = \begin{pmatrix} \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \text{skew} (\mathbf{D} \mathbf{u} - \mathbf{P}) \end{pmatrix} \quad (162)$$

where

$$\mathbb{H}_2 := L^2(\Omega, \text{Sym}(3)) \times L^2(\Omega, \mathfrak{so}(3)) \times H^1(\Omega, \text{Sym}(3)) \times L^2(\Omega, \mathbb{R}^{3 \times 3 \times 3}). \quad (163)$$

We introduce also

$$\mathfrak{A}_2 : \mathbb{H}_2 \longrightarrow \mathbb{H}_2$$

$$\begin{pmatrix} \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \text{skew} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \text{sym} \mathbf{P} \\ \mathbf{D} \mathbf{P} \end{pmatrix} \longmapsto \frac{1}{2} \begin{pmatrix} \mathbb{C}_e & 0 & 0 & 0 \\ 0 & \mathbb{C}_e & 0 & 0 \\ 0 & 0 & \mathbb{C}_{\text{micro}} & 0 \\ 0 & 0 & 0 & \mu \mathbb{L}_c^2 \mathbb{L} \end{pmatrix} \cdot \begin{pmatrix} \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \text{skew} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \text{sym} \mathbf{P} \\ \mathbf{D} \mathbf{P} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} \mathbb{C}_e \text{sym} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \mathbb{C}_e \text{skew} (\mathbf{D} \mathbf{u} - \mathbf{P}) \\ \mathbb{C}_{\text{micro}} \text{sym} \mathbf{P} \\ \mu \mathbb{L}_c^2 \mathbb{L} \mathbf{D} \mathbf{P} \end{pmatrix} \quad (162)$$
The anisotropic potential energy density for the micromorphic model without mixed terms can be rewritten as follows:

\[
W(Du, P, DP) = \frac{1}{2} \begin{pmatrix} C_e & 0 & 0 & 0 \\ 0 & C_c & 0 & 0 \\ 0 & 0 & C_{\text{micro}} & 0 \\ 0 & 0 & 0 & \mu L_e^2 D \end{pmatrix} \cdot \begin{pmatrix} \text{sym}(Du - P) \\ \text{skew}(Du - P) \\ \text{sym} P \\ \text{skew} P \\ \text{sym} P \\ \text{skew} P \end{pmatrix},
\]

where

\[
\begin{aligned}
C_e, C_{\text{micro}} : \text{Sym}(3) &\rightarrow \text{Sym}(3) & & \text{classical 4th order elasticity tensors}, \\
C_c : \mathfrak{s}(3) &\rightarrow \mathfrak{s}(3) & & \text{4th order coupling tensor}, \\
\mu L_e : \mathbb{R}^{3\times3\times3} &\rightarrow \mathbb{R}^{3\times3\times3} & & \text{6th order curvature tensor},
\end{aligned}
\]

Since

\[
L^2(\Omega, \text{Sym}(3)) \times L^2(\Omega, \mathfrak{s}(3)) \simeq L^2(\Omega, \text{Sym}(3) \oplus \mathfrak{s}(3)) = L^2(\Omega, \mathbb{R}^{3\times3}),
\]

we can identify

\[
\begin{pmatrix} C_e \text{ sym}(Du - P) \\ C_c \text{ skew}(Du - P) \\ C_{\text{micro}} \text{ sym } P \\ \mu L_e^2 \widehat{L} DP \end{pmatrix} \mapsto \begin{pmatrix} C_e \text{ sym}(Du - P) + C_c \text{ skew}(Du - P) \\ C_{\text{micro}} \text{ sym } P \\ \mu L_e^2 \widehat{L} DP \end{pmatrix} = \begin{pmatrix} \sigma \\ \text{sym } P \end{pmatrix} \quad (165)
\]

and improving the regularity, i.e., asking for

\[
\begin{pmatrix} \sigma \\ \text{sym } P \end{pmatrix} \in H(\text{Div}; \Omega, \mathbb{R}^{3\times3}) \times H^1(\Omega, \text{Sym}(3)) \times H(\text{DIV}; \Omega, \mathbb{R}^{3\times3}) =: \mathbb{H}_3
\]

we can write also the ensuing PDE system in strong form, via the equilibrium operator

\[
\mathcal{A}_3 : \mathbb{H}_3 \longrightarrow L^2(\Omega, \mathbb{R}^3) \times L^2(\Omega, \mathbb{R}^{3\times3})
\]

\[
\begin{pmatrix} \sigma \\ \text{sym } P \end{pmatrix} \mapsto \begin{pmatrix} \text{Div} & 0 & 0 \\ 0 & -1 & \text{DIV} \end{pmatrix} \cdot \begin{pmatrix} \sigma \\ \text{sym } P \end{pmatrix} = \begin{pmatrix} \text{Div } \sigma \\ \sigma - \text{sym } P + \text{DIV } m \end{pmatrix}.
\]

Assuming the partition \( \Gamma \cup (\partial \Omega \setminus \overline{\Gamma}) \subseteq \partial \Omega \), the boundary condition operator for regular fields is

\[
\mathcal{B} : \mathbb{H}_3 \longrightarrow H^{-\frac{1}{2}}(\partial \Omega \setminus \overline{\Gamma}, \mathbb{R}^3) \times H^{-\frac{1}{2}}(\partial \Omega \setminus \overline{\Gamma}, \mathbb{R}^{3\times3}) \times H^{-\frac{1}{2}}(\Gamma, \mathbb{R}^{3\times3})
\]

\[
\begin{pmatrix} \text{sym } P \end{pmatrix} \mapsto \begin{pmatrix} \sigma \cdot v |_{\partial \Omega \setminus \overline{\Gamma}} \\ m \cdot v |_{\partial \Omega \setminus \overline{\Gamma}} \\ (m \cdot v)(v \otimes v) |_{\Gamma} \end{pmatrix}.
\]

### 11.6.1 Generalized consistent coupling boundary conditions

Recently, generalizations of theorem 1 have been proved in [37]. Let us consider the larger Sobolev spaces

\[
\begin{aligned}
H(\text{sym Curl}; \Omega, \mathbb{R}^{3\times3}) &= \{ P \in L^2(\Omega, \mathbb{R}^{3\times3}) \mid \text{sym Curl } P \in L^2(\Omega, \mathbb{R}^{3\times3}) \}, \\
H(\text{dev sym Curl}; \Omega, \mathbb{R}^{3\times3}) &= \{ P \in L^2(\Omega, \mathbb{R}^{3\times3}) \mid \text{dev sym Curl } P \in L^2(\Omega, \mathbb{R}^{3\times3}) \},
\end{aligned}
\]

equipped, respectively, with the norms

\[
\begin{aligned}
\| P \|_{H(\text{sym Curl})}^2 &= \| P \|_{L^2}^2 + \| \text{sym Curl } P \|_{L^2}^2, \\
\| P \|_{H(\text{dev sym Curl})}^2 &= \| P \|_{L^2}^2 + \| \text{dev sym Curl } P \|_{L^2}^2.
\end{aligned}
\]
In theorem 3.3 [37] it is proved that
\[ H_{0, \Gamma}(\text{sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) := \{ P \in H(\text{sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) \mid \text{sym}(P \times v |_{\Gamma}) = 0 \}, \]
\[ H_{0, \Gamma}(\text{dev sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) := \{ P \in H(\text{dev sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) \mid \text{dev sym}(P \times v |_{\Gamma}) = 0 \}, \]
are closed subspaces of \( H(\text{sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) \) and \( H(\text{dev sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}) \), respectively, and there exist \( c_1, c_2 > 0 \) such that the following inequalities hold
\[ \| P \|_{L^2}^2 \leq c_1 \left( \| \text{sym} P \|_{L^2}^2 + \| \text{sym Curl} P \|_{L^2}^2 \right) \quad \forall P \in H_{0, \Gamma}(\text{sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}), \]
\[ \| P \|_{L^2}^2 \leq c_2 \left( \| \text{sym} P \|_{L^2}^2 + \| \text{dev sym Curl} P \|_{L^2}^2 \right) \quad \forall P \in H_{0, \Gamma}(\text{dev sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}). \]

Moreover, the authors proved that the accounted boundary conditions allow to control skew \( P \) with sym Curl \( P \) and dev sym Curl \( P \), respectively, in the introduced closed subspaces. The proposed boundary conditions were derived as usual via integration by parts. We can use these results to further weaken the consistent coupling boundary condition. Indeed, it is straightforward to prove that the two following boundary-value problems are well posed:

Problem 1: find \( (u, P) \in H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3}) \) such that
\[
\begin{align*}
\text{Div} \sigma &= 0 \quad \text{in } \Omega \\
\sigma - 2\mu_{\text{micro}} \text{ sym } P - \lambda_{\text{micro}} \text{ tr}(P) \mathbb{I} + \text{DIV } m &= 0 \quad \text{in } \Omega \\
\left. u \right|_{\Gamma} &= \tilde{u} \quad \text{on } \Gamma \\
\left. \text{sym}(P \times v \right|_{\Gamma}) &= \text{sym}(Du \times v |_{\Gamma}) \quad \text{on } \Gamma \\
\left. \sigma \cdot v \right|_{\partial \Omega \setminus \Gamma} &= 0 \quad \text{on } \partial \Omega \setminus \Gamma \\
\left. m \cdot v \right|_{\partial \Omega \setminus \Gamma} &= 0 \quad \text{on } \partial \Omega \setminus \Gamma \\
\left. (m \cdot v) \cdot (v \otimes v) \right|_{\Gamma} &= 0 \quad \text{on } \Gamma \\
\left. \text{skew} \left[ (m \cdot v) \cdot (\mathbb{I} - v \otimes v) \right] \right|_{\Gamma} &= 0 \quad \text{on } \Gamma \\
\end{align*}
\]
where \( \sigma \) and \( m \) are as in (22) and (23),

Problem 2: find \( (u, P) \in H^1(\Omega, \mathbb{R}^3) \times H^1(\Omega, \mathbb{R}^{3 \times 3}) \) such that
\[
\begin{align*}
\text{Div} \sigma &= 0 \quad \text{in } \Omega \\
\sigma - 2\mu_{\text{micro}} \text{ sym } P - \lambda_{\text{micro}} \text{ tr}(P) \mathbb{I} + \text{DIV } m &= 0 \quad \text{in } \Omega \\
\left. u \right|_{\Gamma} &= \tilde{u} \quad \text{on } \Gamma \\
\left. \text{dev sym}(P \times v \right|_{\Gamma}) &= \text{dev sym}(Du \times v |_{\Gamma}) \quad \text{on } \Gamma \\
\left. \sigma \cdot v \right|_{\partial \Omega \setminus \Gamma} &= 0 \quad \text{on } \partial \Omega \setminus \Gamma \\
\left. m \cdot v \right|_{\partial \Omega \setminus \Gamma} &= 0 \quad \text{on } \partial \Omega \setminus \Gamma \\
\left. (m \cdot v) \cdot (v \otimes v) \right|_{\Gamma} &= 0 \quad \text{on } \Gamma \\
\left. \text{tr} \left[ (m \cdot v) \cdot (\mathbb{I} - v \otimes v) \right] \right|_{\Gamma} &= 0 \quad \text{on } \Gamma \\
\end{align*}
\]

Exactly as in (51), we can prove that the following spaces
\[
\mathcal{H}_{\text{sym}}^2(\Omega) := H^1(\Omega, \mathbb{R}^{3 \times 3}) \cap H_{0, \Gamma}(\text{sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}),
\]
\[
\mathcal{H}_{\text{dev sym}}^2(\Omega) := H^1(\Omega, \mathbb{R}^{3 \times 3}) \cap H_{0, \Gamma}(\text{dev sym Curl} ; \Omega, \mathbb{R}^{3 \times 3}),
\]
equipped with the norm $\|P\|_2^2 = \|\text{sym} P\|_2^2 + \|D\mathbf{P}\|_L^2$ are Hilbert spaces (i.e., we cannot have generalized rigid body motion $A \in \mathfrak{so}(3)$) and that $\|\cdot\|_2$ is equivalent to $\|\cdot\|_{1,2,\Omega}$. The well-posedness of the associated homogeneous problems

$$\int_{\Omega} W(D\mathbf{u}, \mathbf{P}, D\mathbf{P})\, dV \rightarrow \min, \quad (\mathbf{u}, \mathbf{P}) \in H^1_{0,1}(\Omega, \mathbb{R}^3) \times H^2_{\text{sym}}(\Omega)$$

and

$$\int_{\Omega} W(D\mathbf{u}, \mathbf{P}, D\mathbf{P})\, dV \rightarrow \min, \quad (\mathbf{u}, \mathbf{P}) \in H^1_{0,1}(\Omega, \mathbb{R}^3) \times H^2_{\text{dev, sym}}(\Omega),$$

respectively, follows as before.
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