Quantifying the extent of local damage of a 60-year-old prestressed concrete bridge: A hybrid SHM approach
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Abstract
The increasing demand for civil infrastructures, the aging of existing assets, and the strengthening of safety and liability laws have led to the inclusion of structural health monitoring (SHM) techniques into the structural management process. With the latest developments in the sensors field and computational power, real-scale SHM systems’ deployment has become logistically and economically feasible. However, it is still challenging to perform a quantitative evaluation of the structural condition based on measured data. The paper addresses recent efforts to associate measured observations with an identification of local stiffness reduction as a global parameter for damage onset and growth. It proposes a hybrid methodology for model updating and damage identification. The proposed methodology is built on data feature extraction using the principal component analysis (PCA), finite element (FE) simulation, and Monte Carlo simulation to quantify the extent of local damage of a 60-year-old prestressed concrete bridge. The methodology allows a sensor-specific quantification of the local stiffness reduction and makes it possible to focus succeeding bridge inspection, recalculation, and repair works on these areas. Even more, the monitoring in combination with the FE model and proposed methodology provides continuous information on developing stiffness reduction and the acuteness of rehabilitation measures.
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Introduction
The capability to detect, quantify, and predict damages is the utmost desire of bridge owners to allow an effective and safe structural condition assessment. Traditionally, the practice of periodic visual inspection predominates in maintenance programs throughout the world. However, it is known that visual inspections are insufficient to satisfy the current needs for bridge maintenance. Therefore, the inclusion of non-destructive damage detection and structural health monitoring (SHM) techniques into the structural management process has become more and more sought.

Despite the increasing development of the SHM field, a set of measured data alone is insufficient to precisely assess the actual condition of a structure or detect new damage formation, regardless of how good the sensing technology or how high the data availability. In this sense, extensive research has been done on the condition assessment of existing bridges based on field tests and numerical analysis in the last three decades. Their outcomes highlighted how challenging it could be to perform structural health assessment, mainly due to the difficulty of mathematically describing damage and deterioration processes, and the lack of measurements from real-size damaged structures.

SHM strategies can be divided into two categories according to the presence or absence of physics-based numerical models: model-based and data-driven methods. Model-based methods, also known as behavior models, are typically run by optimizing the discrepancy between measured structural responses and FE model predictions in a process called model updating. With a calibrated FE model, existing damages are quantified, new structural changes are
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identified based on new deviations, and predictions regarding, for example, lifetime expectancy, may be assessed. However, FE modeling and updating are time-consuming and come at high computational cost. Furthermore, the data interpretation from FE simulations requires user intervention, which can jeopardize the detection of structural damage in a timely manner.

As regards the data-driven methods, also called model-free methods, they dispense information about structural physical responses. Instead, statistical parameters sensitive to structural changes are extracted from a baseline condition using approaches such as the principal component analysis (PCA), robust regression analysis (RRA), and multilinear regression (MLR). The SHM is then performed by keeping track of those damage features’ changes in time. A deviation in the statistical parameters of a sensor’s time series from the baseline is then deemed as unexpected behavior that could be associated with structural damage. The data-driven methods can be performed as post-processing analysis or real-time evaluation and are characterized by their computational simplicity and feasibility to implement online damage detection in SHM of large structures. Nonetheless, data-driven methods are usually unable to quantify the identified damages or assess the structural changes that happened before the baseline definition. Therefore, in SHM of existing structures where the detection of new damages and the estimation of the actual structural deterioration level are desired, the advantages of data-driven and model-based methods can be combined to enhance the condition assessment process.

The acceleration-based modal identification, such as natural frequencies and mode shapes, is far the most common approach in SHM systems. Although the acceleration-based sensing can be highly sensitive to damage (e.g., in steel structures or reduced models), natural frequencies lack the spatial resolution to detect local damage in large-scale concrete structures with random damage formation, and mode shapes can be unreliable for large-scale SHM due to excessive measurement noise. For example, reported that a crack with a depth of 1% of the cross-section’s height at the root of a cantilever beam would reflect a reduction of its natural frequency less than 0.1%. Even if 10% of the cross-section were removed, the natural frequency would be less than 1% reduced.

On the other hand, strain sensing is an alternative to measuring the structural response at local and global levels. Many successful applications of electromagnetic point-type strain gauge sensors can be found in SHM systems for steel bridges. Nevertheless, traditional electromagnetic point-type strain gauges are too local, thus unsuitable for monitoring inhomogeneous materials such as reinforced and prestressed concrete structures, where material properties at the macro-level are more indicative of structural behavior. Therefore, strain sensors for SHM purposes of such systems must be insensitive to material discontinuities at the micro- and meso-levels while still delivering reliable measurements at the macro-level. In other words, it is of interest to measure the behavior of the structure’s resulting material rather than the strain in each of its components (e.g., aggregate, cement paste, and rebar).

In this context, fiber-optic (FO) sensing is an alternative with great potential to fill in the gaps in the condition assessment of large concrete structures. The distributed and quasi-distributed FO sensors are far the most successful deployed sensing techniques in civil structures. The distributed FO sensors (DFOS) based on Rayleigh backscattering, for example, deliver spatial strain or temperature resolution smaller than 1 mm over up to 70 m of continuously measurement length, and Brillouin scattering allow distributed sensing over 200 km with 2-m spatial resolution. DOFS shows outstanding performance, especially on newly constructed structures, where the FO can be embedded or surface mounted to measure the evolution of continuous processes. The exact identification and quantification of crack formation, creep and shrinkage assessment, prestressing losses control, shape assessment, measure strain and deflection profiles, and tracking structural changes during construction phase are examples of SHM of large concrete structures using DOFS. An extensive review of SHM of civil infrastructures using DOFS sensors can be found in.

In contrast, the quasi-distributed FO sensors are characterized by their in-line multiplexing feature. Individual sensors can be connected in series to measure a distributed yet discrete structural length. The use of fiber Bragg grating (FBG) sensors for quasi-distributed strain measurements dates back to the early 1990s. However, the sensor’s gauge length was limited back then by the FBG’s length, which ranges few millimeters. With the recent development of long-gauge fiber Bragg grating (LGFBG) FO sensors for structural applications, it is possible to measure the average strain over gauge lengths up to 10-m long, which can be customized regarding the structure’s size, materials, and static behavior. Therefore, SHM based on quasi-distributed FO sensors can measure the structure’s global and local information, giving new opportunities for a reliable condition assessment of reinforced and prestressed concrete structures.

Data-driven approaches in combination with FE model simulations have been successfully applied in SHM of bridge structures. Meixedo et al., for example, proposed a novel unsupervised data-driven methodology to extract damage-sensitive features of train-induced responses using time series analysis and multivariate statistical techniques. The methodology was validated using FE simulations, and a damage indicator was proposed for real-time identification of specific damaged scenarios. Malekzadeh et al. introduced an innovative hybrid data interpretation approach
using a supervised classification algorithm. The real-time SHM data is analyzed through moving principal component analysis (MPCA) and hypothesis testing. A Monte Carlo simulation is used to simulate and predict structural response and identify predefined damage cases.

Although many successful deployments of SHM on large structures have been presented, there is still a need for investigating and developing damage identification and performance assessment of concrete bridges. For most damage identification approaches, the stochastic nature of the damage formation and traffic loading is not considered simultaneously. Therefore, they cannot cope with the random damage scenarios and loading cases of existing highway prestressed bridges, for example, where tendon breaks can occur in any section, and localized stiffness reductions may be inherited back from the construction phase. Moreover, the structural response of statically indeterminate structures such as prestressed bridges is sensitive to stiffness changes. Consequently, a sensor’s abnormal behavior may be caused by damages at its location or by a combination of damages scattered in the structure. Thus, it is paramount that the SHM system of real-size concrete structures is designed with appropriate sensor count, area coverage, and optimized placement to assess the damage distribution correctly. Likewise, a damage detection method should be able to evaluate the sensors’ damage feature sensitivity to stochastic damage scenarios for a reliable damage assessment.

In this sense, this paper’s main contribution is the proposition of a hybrid methodology that combines data-driven and FE model updating approaches to quantify the extend of local damage in terms of stiffness reduction of discretized length segments on an existing prestressed concrete bridge. The dynamic strain data from two parallel quasi-distributed LGFBG sensor arrays—with 27 strain sensors each covering the complete bridge’s length—are analyzed using the PCA to extract statistical parameters describing the static structural response traffic-induced loads. A FE digital twin of the prestressed bridge was implemented to simulate the real sensors’ PCA response during traffic loading. Next, a sensitivity study is set to evaluate the impact of multiple damage scenarios on the extracted PCA features. The model updating is then processed using a Monte Carlo simulation by optimizing the difference between the simulated and measured PCA results. The following innovations were accomplished during this work’s implementation:

- the PCA analysis is performed for categorized heavy vehicles’ crossings rather than time-windowed data series as in MPCA. For that, a clustering algorithm was implemented to identify individual heavy vehicles’ passages from the over 60 thousand recorded crossings and categorize them by the vehicles’ length, number of axles, traveling velocity and direction, and maximal measured strain;
- the development of a Monte Carlo simulation for FE model updating using the PCA sensitivity study to test millions of damage combinations and intensities employing stiffness reduction, but having to run only a few FE simulation in an iterative optimization process;
- the improvement of the damage identification reliability by taking into consideration during the Monte Carlo simulation and optimization not only the eigenvector that represents the first principal component (PC) in the PCA but all the eigenvectors that together explain up to 95% of the static response’s variance;
- to demonstrate that the PCA analysis of a quasi-distributed sensor array covering the structure’s complete length can extract with confidence the driving principles of the structure’s static response during short and individual vehicles’ crossings and eliminate external influences such as environmental and operation variations;
- to show that in statically indeterminate structures, local damages trigger structural behavior changes scattered in the system. Therefore, changes detected by data-driven analysis may be a result of multiple damages positions rather than damage located only at the sensor that presented abnormal behavior.

The proposed methodology is part of a pilot structural health monitoring system developed to access a real-size prestressed concrete bridge in Neckarsulm, Germany. The main goal is to provide real-time structural analysis and robust yet meaningful information to support bridge managers’ decision-making during maintenance. In this paper, the focus is given to detecting and quantifying the extent of local damage in the monitored structure. A novel runtime algorithm for the real-time detection of unexpected structure behavior, such as tendon breaks and excessive crack formation, and more details on the deployed SHM system can be found in Ref. 64.

**SHM system in Neckarsulm**

**Characteristics of the monitored bridge**

The monitored structure is a prestressed hollow-core concrete bridge constructed in 1964. The design load class is BK 60 (60 tons wheeled type load), according to DIN 1072. It has three continuous spans without coupling joints with a total length of 57.00 m (17.00 m–23.00 m–17.00 m) and a width of 11.08 m (Figure 1(a) and Figure 1(b)). The superstructure is supported by two linear rocker bearings on the southern abutment, and the northern abutment, by two
Like most of the prestressed concrete structures designed until the 1970s in Germany, the bridge was built with prestressing steel types St 145/60 Sigma, KA 141/40, and KA35/10, known for their high vulnerability to corrosion-induced cracking. In addition to the high increase in traffic loads compared to the year of construction in 1964 and the corrosion-induced cracking risk, other critical problems may arise due to construction methods and the design standards adopted. Construction failures can already appear during construction caused by misplacement of the hollow-core bodies and difficulties in compacting the surrounding concrete. From the structural point of view, the hollow-core bodies prevent two-axis load transfer. Likewise, shear forces and temperature loads were not considered to the extent that it is deemed necessary from today’s standards when the building was planned. Finally, the hollow-core cannot be examined as part of the building inspection, which means that any damage inside them may not be detected early.

A FE model was built using the SOFiSTiK Bridge Design module. The Bridge Design module has a parametric design tool that optimizes the construction of the structure’s geometry and allows the easy modeling of complex forms, such as curvatures and inclinations, and the prestressing system and tendons’ geometry. The goal was to build a FE model as close as possible to the bridge’s original blueprints. The structure parts were defined as beam elements, with 197 beam elements for the main deck and 50 beam elements for the columns. Figure 1(c) shows an overview of the FE model in SOFiSTiK.

Characteristics of the monitoring system

A fiber-optic monitoring system based on long-gauge FBG (LGFBG) sensors was installed to monitor strain and temperature changes of the bridge superstructure continuously. The strain monitoring in the longitudinal direction consists of two parallel measuring lines, each with 27 LGFBG sensors connected in a series along the complete longitudinal length. For every LGFBG strain sensor, an embedded temperature sensor is present for temperature compensation on the FO. A schema of the sensors is given in Figure 2, and overview photos are shown in Figure 3. The LGFBG sensors have a gauge length of 2 m.

The monitoring system in Neckarsulm has run continuously since November 2019 at a sampling rate of 200 Hz, generating over 70 thousand measurement points per second. The sampling rate was defined to optimize the representation of extreme values such as load peaks during a vehicle’s crossing. Considering that the average traveling speed at the bridge is 60 km/h (and there are speed cameras a few meters from the north abutment), a sampling rate of 200 Hz provides an 8-cm measuring step. A comprehensive description of the monitoring system and the data management solution can be found in Ref. 64. More information about the LGFBG sensors and fiber-optic sensing in SHM of concrete structures can be found in Refs. 6 and 66–68.

PCA method

The PCA is a quantitative method to simplify multivariate statistics problems by replacing the original data with a new set of variables containing most of the information, called the principal components. The principal components have no physical meaning, but they describe the directions that explain a maximal amount of variance, that is, the axes that provide the best angle to see and evaluate the data. The first principal component comprises the axes’ directions that capture each variable’s largest possible variance. The second principal component is another set of axes.
perpendicular to the first and accounts for the following highest variance. This process continues until the number of calculated principal components equals the number of variables in the original data. The complete set of principal components is a square matrix of order \( n \times n \), where \( n \) is the number of variables. However, it is commonplace that the first few principal components explain over 80% of the total variance. Therefore, they can be used to understand the driving forces that generated the original data.\(^7\)

The principal components are constructed by calculating the eigenvectors and eigenvalues of the data’s covariance matrix. The eigenvectors represent the axes’ direction with the most variance, while the eigenvalues are coefficients that give the amount of variance carried by each eigenvector. The principal components are simply the eigenvectors sorted in order of their eigenvalues.\(^7\)

First, a matrix with the strain histories from selected sensors is constructed for the analyzed time window \( \tau_n \) where the result is an \( N \) by \( n \) matrix

\[
S(\tau_n) = \left( \begin{array}{c} S_i(t_j) \\ \vdots \\ S_i(t_{j+n-1}) \end{array} \right) \left( \begin{array}{c} S_j(t_j) \\ \vdots \\ S_j(t_{j+n-1}) \end{array} \right) \]  

with \( i = 1 \) to \( N \) and \( n = \text{size}(\tau_n) \) \( (1) \)

where \( N \) is the number of sensors, \( j \) is the first sample in the time window \( \tau_n \), and \( n \) is the time window’s size in samples. Since the PCA is sensitive to the initial variables’ variances, the resulting matrix must be normalized to assure that they contribute equally to the analysis. Each variable is centered on having a mean of 0 and rescaled to have a standard deviation of 1. The normalized matrix \( s \) of the strain history is given as

\[
s = \left( \begin{array}{ccc} S_i(t_j) - \overline{S_i(\tau_n)} & \cdots & S_i(t_{j+n-1}) - \overline{S_i(\tau_n)} \\ \vdots & \ddots & \vdots \\ S_j(t_{j+n-1}) - \overline{S_j(\tau_n)} & \cdots & S_j(t_{j+n-1}) - \overline{S_j(\tau_n)} \end{array} \right) \left( \begin{array}{c} \sigma_1(\tau_n) \\ \vdots \\ \sigma_N(\tau_n) \end{array} \right) \]  

\( (2) \)
where $S_i(\tau_n)$ is the mean value and $\sigma_i(\tau_n)$ the standard variation for the sensors’ strain history during $\tau_n$. Next, and the covariance matrix $C(\tau_n)$ for all measured samples is constructed from the standardized matrix $s$ as follows:

$$C(\tau_n) = \begin{pmatrix} \text{cov}(s_1,s_1) & \cdots & \text{cov}(s_1,s_N) \\ \vdots & \ddots & \vdots \\ \text{cov}(s_N,s_1) & \cdots & \text{cov}(s_N,s_N) \end{pmatrix}$$

with

$$\text{cov}(s_p,s_q) = \frac{1}{n-1} \sum_{k=1}^{n} (s_{p,k} - \mu_p) * (s_{q,k} - \mu_q),$$

$p$ and $q = 1$ to $N$.

where $\mu_p$ is the mean of the data series $s_p$, $\mu_q$ the mean of the data series $s_q$, and * denotes the complex conjugate. Finally, the eigenvalues $\lambda_i$ and eigenvectors $\Psi_i$ of the covariance matrix are obtained by satisfying the equation $[C(\tau_n) - \lambda_i I] \Psi_i = 0$, for $i = 1$ to $N$.

When the eigenvectors are sorted by their eigenvalues in decreasing order, they are arranged in order of significance, resulting in an $N \times N$ matrix, also called the principal components (PC) matrix, where $N$ is the number of variables. The first few eigenvectors contain most of the original data variance information, as explained before. They can be used to understand how each variable contributes to the overall behavior and how they interact.

A hybrid methodology for damage identification and quantification

The proposed hybrid methodology is divided into two main tasks: the data-driven tasks (SHM system) and the model-based tasks (FE model). The methodology’s core is the strain feature extraction using the PCA method, which is performed for both the dynamic strain history from the SHM system and the FE model’s simulated results. However, the tasks that precede the PCA analysis in each task have fundamental differences, especially during the data preparation. The SHM system, for example, runs uninterrupted with a high sampling rate (200 Hz) and is subject to random load cases and environmental and operational variations. Therefore, a clustering algorithm was implemented to extract the sufficiently uniform data to correlate with the simulated FE results. As for the FE model, the damage locations and their intensities are unknown. Hence, a sensitivity analysis together with a Monte Carlo simulation is used to test millions of damage combinations and intensities cases. Figure 4 shows the workflow’s summary with the methodology’s main tasks.

PCA of the SHM measurements

An important task to assure damage identification reliability is to characterize the load cases that will be assessed. For a bridge structure, it is reasonable to consider crossing a single heavy vehicle to the most representative external load. However, vehicles with different velocities, weights, lengths, and axle numbers cross the bridge at a random pace. Moreover, multiple heavy vehicles may cross the bridge simultaneously and in opposite directions. Therefore, a clustering algorithm was developed to identify when a single vehicle crosses the bridge and categorize the recorded vehicles’ crossing about their number of axles, total length, and travel direction. Representative load cases were then filtered and defined from the categorized traffic information having the following constraints:

- The crossing of a single heavy vehicle (in either direction);
- Number of identified axles equal or higher than two;
- Average velocity smaller than 30 m/s (108 km/h);
- Maximal strain at the bridge’s midpoint higher than 20 µm/m.

From the over 60 thousand recorded crossings, 11,470 were within those constraints and are summarized in Table 1. Figure 5(a) shows the raw strain signals for sensors S01 to S27 located underneath the northbound driving lane during a heavy vehicle’s crossing. All sensors’ signals are plotted in gray except for sensor S15, which is highlighted in blue. The sensors’ raw signals have a 20 Hz low-pass filter applied at the measuring unit. Figure 5(b) shows only the raw strain signal from sensor S15. To estimate the signal-to-noise ratio (SNR), the filtered signal for sensor S15, or in other words the estimated clean signal for sensor S15, is calculated by applying a Savitzky-Golay smoothing filter of polynomial order 3 and frame length 21 on sensor S15 raw signal, as depicted in Figure 5(b). A signal’s segment showing both raw and filtered signal are enlarged and displayed in the left top corner of Figure 5(b). The signal’s noise portion is estimated by subtracting the filtered signal from the raw signal, as depicted on the right top corner in Figure 5(b). The SNR is then calculated using the MATLAB function $\text{snr}(x,y)$, which returns the SNR in decibels of a signal, $x$, by computing the ratio of its summed squared magnitude to that of the noise, $y$. The raw signal’s noise is small, with an amplitude smaller than $\pm 1.0 \mu$m/m, which leads to a SNR of 30 dB. A simplified SNR study was performed to assess the impact of the SNR in the PCA results by adding random white Gaussian SNR to the sensors’ signals. It was observed that SNR below +15 dB could cause changes in the PCA results that can be confused with changes due to structural degradation.

With the classified vehicle data, the PCA analysis is used to calculate each sensor’s contribution to the structural response. The vehicles’ crossings were first divided in the direction of travel (northern or southern) and then grouped about the vehicles’ length, as shown in Table 1. The vehicle
lengths from 3 m to 15 m were divided by a one-m interval into 12 length categories. The categories were sorted by length because it is the parameter that impacts the most the strain histories’ response, considering vehicles within the road’s allowed weight.

Since sensors S01 to S27 are located underneath the northbound driving lane and sensors S28 to S54 underneath the southbound driving lane, the PCA was performed separately for sensors S01 to S27 considering only the northbound crossings, and for sensors S28 to S54 considering the southbound crossings. Therefore, for each PCA in either traveling direction, a total of 27 eigenvectors with 27 elements (one for each sensor) and 27 eigenvalues are generated. Only the analysis for the sensors in the northbound direction (sensors S01 to S27) will be depicted in this work.

Figure 6, for example, shows group 7 average PCA results for all its 1476 crossings in the northern direction.
Table 1. Length categories by length interval and travel direction, with their respective number of vehicles’ crossings.

| Group category | Length (\(L\)) interval in meters | Number of vehicles’ crossings | Group category | Length (\(L\)) interval in meters | Number of vehicles’ crossings |
|----------------|-----------------------------------|------------------------------|----------------|-----------------------------------|------------------------------|
| 1              | \(3 < L \leq 4\)                      | Northern: 698 | 7              | \(9 < L \leq 10\)              | Northern: 1476 |
| 2              | \(4 < L \leq 5\)                      | Southern: 32   | 8              | \(10 < L \leq 11\)             | Southern: 336 |
| 3              | \(5 < L \leq 6\)                      | Southern: 756  | 9              | \(11 < L \leq 12\)             | Southern: 269 |
| 4              | \(6 < L \leq 7\)                      | Southern: 150  | 10             | \(12 < L \leq 13\)             | Southern: 237 |
| 5              | \(7 < L \leq 8\)                      | Southern: 691  | 11             | \(13 < L \leq 14\)             | Southern: 121 |
| 6              | \(8 < L \leq 9\)                      | Southern: 1536 | 12             | \(14 < L \leq 15\)             | Southern: 49  |

Figure 5. Raw strain signals during the crossing of a heavy vehicle: (a) strain influence lines for sensors S01 to S27, with sensor S15 highlighted; (b) estimation of the signal-to-noise ratio for sensor S15.
Only the first four eigenvectors with higher eigenvalues, that is, the first four principal components (PC), are analyzed as they explain over 95% of the system’s variance. Figure 6(a) depicts the first and second principal components’ eigenvectors, and Figure 6(b) the eigenvectors for the third and fourth principal components. In Figure 6(c), the individual first principal component’s eigenvector for sensors S07 and S14 are shown over time for a period of 1 year and 4 months. Their average values are depicted with dashed horizontal lines. Continuously horizontal lines define the range plus-minus two times their standard deviation for the period. The individual eigenvectors’ elements corresponding to each sensor are depicted with either circle or x-markers and connected with lines for visualization purposes. Figure 6(d) shows how much the first four principal components explain the system’s variance. From the first to the fourth PC, the variance explained were: 59.4%, 23.9%, 7.3%, and 4.6%.

The same analysis shown in Figure 6 was performed for all length categories in Table 1 for both traveling directions. Similar graphics with the same behavior and shape in Figure 6(a) and Figure 6(b) were obtained. Figure 7 shows the PC elements’ changes from the PCA analysis of the length groups in Table 1 for the northbound crossings (sensors S01 to S27). The eigenvectors’ elements for each sensor and all length group categories were centered on having median zero and plotted as box plots for the first four pC. As expected, changes occur in the eigenvectors’ for different vehicle lengths. From the interquartile ranges (IQR), the influence of the vehicles’ length in the PC elements’ outcoming results can be assessed. In Figure 7(a), for example, the IQR from sensor S17 is eight times smaller than the IQR from sensor S10. Thus, sensor S10 is eight times more sensitive to changes than sensor S17 when the vehicle’s length varies.

Therefore, for damage detection and model updating purposes, the PCA analysis should be applied for similar load cases to deliver reliable results. In traffic loads, for example, the measured data must be categorized into groups of vehicles by their length. For the long-term evaluation of the PC eigenvectors to detect structural changes, only pCs within the same vehicle length category should be analyzed together. Likewise, for model updating purposes, the FE model’s modeled load case should be compatible with a length category in the SHM measurements.

It is worth mentioning that the vehicles’ weight and average velocity within the same length category had little influence on the eigenvectors and eigenvalues during the PCA. Hence, the proposed workflow can be used without determining the actual load or stress levels and average velocity.

Finite element model sensitivity analysis

To use the PCA analysis in the model updating process, defining the PC eigenvectors’ elements sensitivity to structural
changes in the FE model is necessary. Moreover, the FE model’s PCA results must be compatible and comparable to the PCA results from the SHM measurements. Therefore, the following workflow is proposed:

- Define a load train model compatible with a vehicle length category (Table 1) to simulate a vehicle’s crossing;
- Establish a “virtual” SHM in the FE model that mimics the results from the real SHM system;
- Apply the load train on the undamaged model and run the PCA analysis for the virtual SHM results;
- Introduce damage in various known cross-sections;
- For each damage case, apply the load train on the damaged model and run the PCA analysis for the virtual SHM results;
- Analyze the PC eigenvectors (from the first four PC) changes between the damage cases and the undamaged structure.

The chosen load train was the FLM4 according to the European norm Eurocode EN 1991–2. It has a total length of 11 m and a total weight of 490 kN. Figure 8 shows its dimensions and axle loads. The virtual SHM system was set up by organizing the beam elements in the FE model within each real LGFBG sensor’s gauge length. Figure 9(a) shows the arrangement of sensors S01 to S27 (northern travel direction) with the respective beam elements number in the
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**Figure 7.** PCA changes of each sensor about the vehicle length groups for the SHM measurements. The PC elements were centered on having median zero and plotted as box plots: (a) first PC elements’ changes; (b) second PC elements’ changes; (c) third PC elements’ changes; (d) fourth PC elements’ changes.

![Figure 8](image2)

**Figure 8.** FLM4 load train used during the FE model sensitivity analysis. The dimensions are in meter.

For each beam element, the internal forces and deformations at a specific location are extracted by “stress points” in the cross-section definition. Figure 9(b) shows the two stress points that correspond to the two longitudinal LGFBG sensor line locations. Stress point BOTL (bottom left) provides the results for sensors S28-S54 and BOTR (bottom right) for sensors S01-S27.

Since the real sensors measure the average deformation in their gauge length, the virtual sensors’ results are calculated by taking the average strain at their beam elements’ stress points, as follows

\[
\bar{\varepsilon}_S^* = \frac{\sum \varepsilon_{\text{BOTR}}^*}{N}, \text{ for sensors S01 to S27}
\]

\[
\bar{\varepsilon}_S^* = \frac{\sum \varepsilon_{\text{BOTL}}^*}{N}, \text{ for sensors S27 to S54}
\]
where $\varepsilon^*_{S}$ is the strain at virtual sensors S01 to S54, $\varepsilon^*_n$ is the strain at the stress point of beam element $n$ and $N$ is the total number of beam elements, as shown in Figure 9(a). The measured strain at virtual sensor S13 for example, is given by

$$\varepsilon^*_{S13} = \sum_{n=91}^{97} \varepsilon^*_n \cdot \text{BOTR}$$  \hspace{1cm} (5)

With the virtual sensors results for the load train’s crossing, the PCA analysis results from the virtual SHM are compatible and comparable to the PCA results from the real SHM system.

Next, the damage cases are defined in the FE model by reducing selected beam elements’ bending stiffness. Twenty-seven mutually exclusive damages cases, one for each sensor in the longitudinal direction, were described and shown in Table 2.

For each damage case, the load train was applied, and the PCA analysis of the virtual sensors’ results was calculated. Therefore, it is possible to assess how the principal components’ eigenvectors and their elements change for each damage case and which damage cases have more impact on the overall structural response. Since the results for the northbound (sensors S01 to S27) and southbound (sensors S28 to S54) are similar, only the northbound traffic is presented.

Figure 10 shows the virtual PC eigenvectors elements’ changes for damage cases D01 to D27 for sensors S01 to S27. Each of the four PC eigenvectors is analyzed separately in Figures 10(a) to (d). First, the virtual PC eigenvectors’ elements calculated for each damage case are depicted as box plots, with their values normalized to have a median zero. For example, in Figure 10(a) the first PC eigenvectors’ elements for sensors located in the regions S08-S10 and S18-S20 near the columns are more scattered when compared with the sensors in the spam segments, with much higher IQR and full range, meaning that those sensors are much more sensitive to structural changes. Next, the damage cases’ weight, that is, each damage case’s impact on the virtual PC eigenvectors’ changes, is plotted below the box plot as bars. The weights are calculated by computing the NRMSE between each damage cases and the undamaged case, and then normalized to having a range from 0 to 1, with 0 meaning no impact and 1 maximal impact. It can be observed that the eigenvector’s elements with higher change are also the damage locations that have the most impact on the overall structural response when damage is introduced there. The same observations are valid for the second, third, and fourth PC eigenvectors depicted in Figures 10(b) to (d). It is worth mentioning that a damaged location with a high impact on one PC eigenvector does not necessarily have the same influence on the other PCs eigenvectors. For the first PC eigenvector in Figures 10(a), (e), (g) damage at sensor S19 location has the most overall impact with a weight of 1.0, while in the second PC eigenvector, it has a minor effect with a weight of 0.19.

Figure 11 shows another unique approach to assess the structure’s sensitivity to damage. For each damage case D01 to D27, the relative difference $\delta_{ij}$ between the individual eigenvectors’ elements $\bar{\nu}_{ij}$ and the eigenvector’s elements...
Figure 10. Structural response sensitivity regarding the damage cases: (a) first PC sensitivity; (b) second PC sensitivity; (c) third PC sensitivity; (d) fourth PC sensitivity.

Figure 11. Heatmap with the individual PC elements’ changes for each mutually exclusive damage case location. Each line corresponds to a sensor PC element and is normalized to have a range from –1 to 1: (a) first PC elements; (b) second PC elements; (c) third PC elements; (d) fourth PC elements.
from the undamaged reference case $\mathbf{v}_i$ were calculated as follows

\[
\delta_{ij} = \frac{v_{ij}^* - v_{ij}}{v_{ij}},
\]

\[
\begin{cases}
  k = 1 \text{ to } 4, \text{ corresponds to the first four PC} \\
  i = 1 \text{ to } 27, \text{ is the PC elements of sensor } i \\
  j = 1 \text{ to } 27, \text{ is the analyzed damage case } j
\end{cases}
\]

(6)

With the relative difference matrix $\delta_{ij}$ for each principal component $k$ each individual change in the eigenvectors’ elements is known due to each damage case. Figure 11(a) depicts the relative difference matrix $\delta_{ij}$ for the first principal component ($k = 1$) in a heatmap, where the lines correspond to the eigenvector’s element of sensor $i$ for each damage case in column $j$. The relative differences and the color scale are normalized along each row to range from $-1$ to 1, allowing the visual assessment of the sensor’s sensitivities about the damage cases. Applying damage at a sensor location will not necessarily cause the most considerable perturbation at that sensor’s eigenvector element. Take sensor S19, for example. The foremost positive variations in sensor S19’s first PC eigenvector element happens when damage is introduced at sensors S15 to S17 (damage cases D15 to D17). Likewise, the most significant negative variations occur when damage is located on sensors S21 to S23 (damage cases D21 to D23).

Moreover, a damage case can cause structural response changes at multiple sensor locations. Damage introduced at sensor S20 (damage case D20), for example, causes the highest negative variation in sensors S22 to S27 and the maximum positive changes in sensors S14 to S18 for the first PC eigenvector. Similar observations can be made for the second, third, and fourth PC eigenvectors’ elements in Figure 11(b) to Figure 11(d). Moreover, a sensor’s PC eigenvector element may experience changes with opposite signals considering different principal components. For example, if the damage is introduced at sensor S13 (damage case D13), sensor S16’s first PC eigenvector element is strongly reduced, while its second PC eigenvector element increases.

**Finite element model updating**

The proposed model updating process is based on the range-normalized root mean square error (NRMSE) optimization between the PCA results from the real and the virtual SHM systems. As mentioned before, the results for the northbound (sensors S01 to S27) and southbound (sensors S28 to S54) are alike. Therefore, only the results for the northbound traffic (sensors S01 to S27) are presented for the sake of representation.

First, the PCA results from group category 7 with northern travel direction (Table 1) are selected as the real reference case and the trainload LM4 type 3 as the reference load case for the virtual results. The process starts with the NRMSE for the undamaged FE model, which will be referenced from now on as the undamaged model. Next, a Monte Carlo objective function optimizes the NRMSE selecting an initial damaged model. Finally, the initial damaged model undergoes refinements in an iterative optimization procedure until the NRMSE result converges. The stages in the proposed model updating are described in this section.

Figure 12 shows the results for the first four PC eigenvectors from the undamaged model and the real reference case (from Figure 6). The real reference PC eigenvector’s elements are depicted with red circle markers and full lines, and the virtual PC eigenvectors’ elements with blue x-markers and dashed lines. The lines connecting the eigenvectors’ elements are only to improve visualization and have no physical meaning. The NRMSE for each PC is plotted in percentage, ranging from 1.96% for the first PC to 7.30% for the third component, with an overall average of 4.30%.

With the knowledge of how the virtual PC eigenvector’s elements change for each mutually exclusive damage case in the virtual SHM, as shown in the Finite Element Model Sensitivity Analysis section (6), the combination of damage cases and damage intensities that most resembles the real structure behavior is searched with the objective function (7) to minimize the average NRMSE between the virtual PC eigenvectors’ elements and the real SHM PC eigenvector’s elements results (8). However, it is unfeasible to run the FE analysis at the necessary amount of damage and intensity combinations to accurately target the objective function (7). Therefore, a Monte Carlo experiment is used to optimize a quasi-random sequence sampling of damage coefficients $\xi$ as shown in Figure 13.

The sequence $\{\xi\}_{m}^{N} \times 1$ is a Sobol quasi-random sampling matrix with its elements ranging from 0 to 1. Each column $m$ is a sample vector with $j$ elements, where $j$ is the number of damage cases (Table 2). A zero element, $\xi_{mj} = 0$ annihilates the damage case $j$, whereas an element with a value greater than zero, $\xi_{mj} > 0$ means that the damage case $j$ acts proportionally with its value. In this work, a Sobol quasi-random sequence of 8 million sample vectors was used.

When the relative difference matrix $[\mathbf{\delta}]_{N \times j}^{k}$ (6) multiplies a sample vector $\{\xi\}_{m}^{N} \times 1$ from the Sobol sequence (10), the PC elements changes in sensor $i$ due to damage case $j$ are multiplied by the random number $\xi_{mj}$ and added up, resulting in the weighted difference for each sensor $i$. Adding 1 to the weighted differences gives the weighted change vector $\{\mathbf{A}\}_{N \times 1}^{m}$ which multiplied component-wisely by the reference virtual PC eigenvector elements $\{\mathbf{V}\}_{N \times 1}^{k}$ results in the weighted virtual PC eigenvector $\{\mathbf{V}\}_{N \times 1}^{k,m}$ (9). Next, the NRMSE between the weighted virtual PCs $\{\mathbf{V}\}_{N \times 1}^{k,m}$ and the real PC elements $\{\mathbf{V}\}_{N \times 1}^{k}$ for the first to fourth PCs’
eigenvectors are calculated (8). Finally, the objective function (7) selects the Sobol sample vector $f_{\xi g m j} \times 1$ with the damage coefficients resulting in the smaller average of the NRMSE. Once the damage coefficient vector $f_{\xi g j} \times 1$ is selected, its elements are applied in the FE model beam elements as stiffness reduction factors ($FACS$) via customized scripts, which allows customizations in the FE model properties and functionalities, as follows

$$FACS = 1 - 0.1 \times \{\xi\}_{j=1}$$

For example, if $\zeta_{13} = 1$ $FACS = 0.9$ and the beam elements within sensors S13 gauge-length will have a stiffness reduction equal to the full intensity of damage case D13, which is 10% stiffness reduction (Table 2). Now, if $\zeta_{13} = 0.5$ damage case D13 is applied with half its intensity, resulting in a 5% stiffness reduction for the beam elements at sensor S13. Lastly, if $\zeta_{13} = 0$ damage case D13 is annihilated, and beam elements at sensor S13 suffer no stiffness reduction. The PCA analysis is performed for the damaged FE model’s traffic load results with the damaged factors applied to the beam elements. The NRMSE between the real reference PC eigenvector elements and the new virtual PC eigenvector elements is calculated. This first damage configuration will be from now on referred to as the initial damaged model.

Finally, the initial damaged model undergoes refinements by applying correction from $-20\%$ to $+20\%$ on the initial damaged model’s stiffness reduction factors until the calculated eigenvectors’ NRMSE between iterations converges. This stage repeats the Monte Carlo workflow in Figure 13, but replacing and with (12) and (13), respectively, and $[\xi]_{j=1}$ with the Sobol quasi-random sampling matrix $[\psi]_{j=1}$ that has 8 million samples of damage correction vectors with elements ranging from $-0.2$ to $0.2$, as follows

$$\{\psi\}_{N \times 1} = \{\psi\}_{N \times 1} \circ \{\Delta\}_{N \times 1}$$

$$\{\Delta\}_{N \times 1} = \{\lambda\}_{N \times 1} \circ \{\psi\}_{N \times 1} + 1$$

$$\lambda_i = \left(\frac{\bar{V}_i - V_i}{V_i}\right)_{PC_i}$$

where $\{\lambda\}_{N \times 1}$ is the relative change vector between the PC elements from the last virtual damaged model and the real reference case, and $\{\psi\}_{N \times 1}$ is the damage correction vector. The other variables have the exact definition as those given in Figure 13. Once the relative change vector $\{\psi\}_{N \times 1}$ that results in the smallest NRMSE is selected, the new stiffness reduction factors are applied in the FE model. If

**Figure 12.** Undamaged model PC eigenvectors results. The PC eigenvectors’ elements from the FE damaged model are represented with blue x-markers and dashed lines. The PC eigenvectors’ elements from the real reference SHM case are plotted with red circles and full lines. The lines connecting the eigenvectors’ elements are only to improve visualization and have no physical meaning. For each PC, the NRMSE is printed in percentage: (a) the first PC elements; (b) the second PC elements; (c) the third PC elements; (d) the fourth PC elements.
The new stiffness reduction factor $F_{\text{ACS}}_{13}^{\text{new}}$ is equal to $0.8 \cdot F_{\text{ACS}}_{13}$.

The described refinement process is repeated until the eigenvectors’ average NRMSE change between iterations converges. Figure 14 shows the entire model updating process, where the eigenvectors’ average NRMSE for each iteration is depicted with blue circles. The first iteration corresponds to the undamaged model and has an average NRMSE of 4.17%. After running the first iteration as described in Figure 13, the eigenvectors’ average NRMSE drops to 2.56%, which defines the initial damaged model. Next, the refinement process is repeated until the 18th
iteration, when the final damaged model with an average NRMSE of 2.48% is reached. The iterations’ average NRMSE gradient is plotted on the right y-axis and represented with a continuous orange line. The gradient oscillates until the 14th iteration, starting to converge to zero up to the 18th iteration.

Table 3 shows the eigenvectors’ average NRMSE value for the undamaged model, the initial damaged model, and the final damaged model. The last column shows the NRMSE reduction between the final damaged model and the undamaged model.  

| Eigenvectors’ NRMSE (%) per iteration | 1st—Undamaged model | 2nd—Initial damaged model | 18th—Final damaged model | NRMSE final reduction (%) |
|---------------------------------------|----------------------|----------------------------|--------------------------|---------------------------|
| PC                                    |                      |                            |                          |                           |
| 1st PC                                | 1.96                 | 1.42                       | 1.35                     | -31.12                    |
| 2nd PC                                | 2.23                 | 2.46                       | 2.30                     | +3.14                     |
| 3rd PC                                | 7.30                 | 2.38                       | 2.34                     | -67.75                    |
| 4th PC                                | 5.70                 | 3.97                       | 3.95                     | -30.70                    |
| Average                               | 4.30                 | 2.56                       | 2.48                     | -42.33                    |

The overall NRMSE improvement can be visually observed by comparing the virtual PC results for the final damaged model in Figure 15, and the virtual PC results for the undamaged model in Figure 12.

The stiffness reduction factors (FACS) in the final damaged FE model are depicted as a heatmap in Figure 16. The values correspond to the total stiffness reduction applied in the beam elements at each sensor location. A maximum stiffness reduction is observed at sensors S16 and sensors S09, with a decrease of 15.5% and 13.5%, respectively. The beam elements in the first spam (S01-S07) have a minor stiffness reduction, with reduction values inferior to 2%. Next, the last spam beam elements (S21-S27) have stiffness reduction values ranging from zero to 9.3%. Finally, the mid-spam has the most significant reduction factors, with values ranging from zero to 15.15%.

The facticity of the calibration results was verified by comparing the sections’ stiffness reductions with in-field visual data. The first spam comprised by sensors S01 to S06 is the bridge’s region with the least visual damage, which coincides with the small stiffness reduction factors. Figure 17 shows visible damages or structural discontinuities that
could have caused the stiffness reduction in the regions of sections S09, S19, and S27. For example, in Figure 17(a), the constructional joint at sensor S09 is visible, where there is a change in the superstructure’s cross-section from hollow-core (span) to massive (column’s region). Moreover, Figure 17(b) shows spalling concrete with exposed rebars at sensor S09. An excessive crack opening at sensor S19 is displayed in Figure 17(c). Finally, a constructional joint with visible cracking at sensor S27 is depicted in Figure 17(d).

Nonetheless, the monitored bridge has a rupture-without-warning behavior typical of prestressed bridges of its age. It may take a large number of prestressed wire breaks until visible cracking takes place. That means that the ultimate resistance of a cross-section with wire breakage may be reached even before cracking is visible. Therefore, stiffness reduction may happen due to prestressed wire breakage but without visible signs of damage, which may be the case, for example, for the stiffness reductions in the region of sensor S16.

The Monte Carlo approach allows the indirect evaluation of millions of damage combinations and intensities during the model updating process, which would be unfeasible if a FE simulation had to be executed for each damage scenario. For the model updating presented in Figure 14, a total of 144 million damage scenarios could be tested, while only 18 FE simulations were necessary.

Research constraints

The proposed methodology is a comprehensive demonstration for FE model updating and damage identification of a real-case SHM application. However, some limitations should be noted. First, the system operates for...
approximately 1 year, limiting the conclusions about the structure’s response to this short period. The second limitation concerns the sensor placement that prioritizes the longitudinal length coverage, leaving regions such as the deck slab’s sides and the columns unattended. Moreover, it was not possible yet to perform a load test at the monitored bridge to calibrate the SHM system. Although the measurement data quality is indisputable, allowing the indirect evaluation of the vehicle’s velocity, length, and number of axles, it is unfeasible to directly correlate the measured strains to the actual vehicles’ weight.

Additionally, the traffic load was simulated as static load steps in the FE model. Further investigations should improve the FE model to respond to dynamic loads to improve the structure’s response to vehicles’ crossings. Finally, damage introduction was considered only as stiffness reduction in the beam elements. Investigations are needed to evaluate the influence of other damage phenomes, such as unequal foundation settlement and changes in the supports’ boundary condition.

**Conclusions**

The authors presented a hybrid methodology that combines data-driven and FE model updating approaches to quantify the extent of local damage regarding stiffness reduction of an existing prestressed concrete bridge using a high LGFBG sensor-count SHM system. The principal component analysis (PCA) of the SHM data was used to access the structural response due to categorized traffic loadings.

A virtual SHM system that mimics the behavior of the deployed SHM was implemented in the FE model, and simulations with a trainload compatible with the categorized vehicles’ crossings were performed. The PCA results from the virtual SHM were then used to optimize the model updating process. Next, the eigenvectors that explain up to 95% of the system static response’s variance were considered together. A Monte Carlo simulation was implemented to allow the indirect simulation of millions of damage combinations and intensities scenarios and minimize the NRMSE error between the virtual PCA results from the FE model and the real PCA results from the SHM system.

From the results presented in this work, the following conclusions are drawn:

- The use of long-gauge FBG sensors and their multiplexing capability enhances the sensor count for an optimum SHM area coverage. The adopted solution allows measuring the average strain within the two-m gauge length along the two quasi-distributed sensor arrays located underneath both driving lanes and covering their complete length. With intelligent data acquisition and data management, this configuration allows the implementation of feature extraction techniques, such as the PCA, to evaluate the structural response due to traffic-induced loading and access the sensors’ contribution to the driving principle governing the system’s behavior. The extracted features can be used as a target parameter to optimize the FE
model updating process and detect anomalous structural behavior.
- In statically indeterminate structures, changes detected by data-driven analysis may result from multiple damage cases rather than damage located only at the sensor that presented abnormal behavior. Hence, changes in an individual sensor’s response should not be interpreted as damages limited to that sensor’s location. Moreover, a sensor’s response may change inversely proportional to damages in different locations. Therefore, a sensitivity analysis was implemented to estimate the impact of mutually exclusive damage cases in the FE model PCA results. It could be concluded that damage at a sensor’s location can impact the PCA results at multiple locations. Moreover, the PCA result of an individual sensor can be influenced by damage at other locations. In this sense, the model updating process should not treat each sensor’s response individually but take complete account of the sensors’ sensitivity to the structure changes.
- Given the stochastic nature of damage occurrences, it would be unfeasible to simulate the necessary FE models with different damage scenarios to optimize the model’s updating objective function accurately. Therefore, a Monte Carlo simulation was implemented. A quasi-random Sobol sequence with millions of combinations of damage location and intensity is indirectly used to optimize the model updating process. The Monte Carlo simulation is repeated for each FE simulation step, allowing the objective function optimization with only 18 FE simulation iterations.
- The PCA analysis of a quasi-distributed sensor array covering the structure’s complete length can confidently extract the driving principles of the structure’s static response during short and individual vehicles’ crossings and eliminate external influences such as environmental and operation variations. The damage identification reliability was improved by considering during the Monte Carlo simulation and optimization not only the eigenvector that represents the first principal component (PC) but all the eigenvectors that together explain up to 95% of the static response’s variance.

The reliable estimation of the extent of local damage leads to a rational structural conditional assessment. For example, the damaged FE model can be used to perform design checks to verify if the structure meets safety and serviceability requirements. Moreover, visual inspections and in situ non-destructive tests could be prioritized in the locations where damage is most likely to be present. Even more, the monitoring in combination with the FE model and proposed methodology provides continuous information on developing stiffness reduction and the acuteness of rehabilitation measures. Finally, the remaining structural lifetime can be locally assessed, allowing the optimization of interventions and repairs.
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