The information of attribute uncertainties: what convolutional neural networks can learn about errors in input data
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Abstract

Errors in measurements are key to weighting the value of data, but are often neglected in machine learning (ML). We show how convolutional neural networks (CNNs) are able to learn about the context and patterns of signal and noise, leading to improvements in the performance of classification methods. We construct a model whereby two classes of objects follow an underlying Gaussian distribution, and where the features (the input data) have varying, but known, levels of noise—in other words, each data point has a different error bar. This model mimics the nature of scientific data sets, such as those from astrophysical surveys, where noise arises as a realization of random processes with known underlying distributions. The classification of these objects can then be performed using standard statistical techniques (e.g. least squares minimization), as well as ML techniques. This allows us to take advantage of a maximum likelihood approach to object classification, and to measure the amount by which the ML methods are incorporating the information in the input data uncertainties. We show that, when each data point is subject to different levels of noise (i.e. noises with different distribution functions, which is typically the case in scientific data sets), that information can be learned by the CNNs, raising the ML performance to at least the same level of the least squares method—and sometimes even surpassing it. Furthermore, we show that, with varying noise levels, the confidence of the ML classifiers serves as a proxy for the underlying cumulative distribution function, but only if the information about specific input data uncertainties is provided to the CNNs.

1. Introduction

Machine learning (ML) methods are becoming increasingly popular in the analysis of scientific data sets, especially in areas with large volumes of data such as high energy physics and astrophysics—see, e.g. [1–4]. Typically, scientific data consists of individual measurements, each one with an associated uncertainty attached to it—i.e. each input data point is assigned some probability distribution function (PDF) to represent the underlying noise distribution. In astronomy, typical attributes of an object include fluxes, magnitudes and colors, together with their corresponding nominal errors.

Traditional statistical techniques (e.g. Fisherian/frequentist or Bayesian methods) weigh the data according to their specific uncertainties in order to derive constraints and draw conclusions on the basis of those data sets [5, 6]. Template fitting techniques, for example, employ both the data and the uncertainties to find a best-fit model for each object. Nevertheless, despite the deep connections between ML and statistical inference [7], measurement errors are routinely discarded in ML applications, even in the physical sciences [8]. In this paper we show the value of including the information content of the noise in convolutional neural networks (CNNs), by quantifying the improvements in the performance of ML classifiers and comparing them against a baseline maximum likelihood method.

The classification of astrophysical unresolved sources typically relies on the identification of distinguishing features in their spectra—we do not consider here the obvious case of galaxies or other
Figure 1. Spectrum (gray line) and pseudo-spectrum (black dots) of a galaxy. Each point corresponds to a magnitude at an effective wavelength of a \( \sim 100 \text{ Å} \) width bin.

spatially resolved objects which are trivial to classify. Some emission lines, such as H\( \alpha \), H\( \beta \) and OII, as well as spectral features such as the 4000 Å break, can help differentiating between types of galaxies, for example. In order to bypass the high cost of the acquisition of spectra for large numbers of sources, imaging surveys aim at capturing some of those features using photometry. Some surveys employ broad-band (BB) filters, which yield only a smeared-out version of the spectral features, while other surveys also rely on narrow-band filters [9–15], which allow for a more detailed measurement of those features, resulting in the so called pseudo-spectra. Narrow-band survey data avoids some of the loss of information about relevant local features, such as emission or absorption lines, that characterize different astrophysical objects (stars, quasars, emission line galaxies, etc). In all these cases, however, each object is assigned a series of measurements (magnitudes or fluxes at different wavelengths), together with their uncertainties. Figure 1 shows a pseudo-spectrum of a galaxy (black circles with error bars) and the corresponding high-resolution spectrum (gray line, without error bars for clarity). In this example, each point corresponds to measurements of the flux in wavelength intervals of \( \sim 100 \text{ Å} \) width. The data points, expressed here as magnitudes, constitute the set of features that characterize the object. Notice, in particular, that the data errors are all different from each other, and cannot be inferred from the values of the data.

The first problem we face when detecting an unknown source is how to classify that source, and in that respect ML methods are becoming increasingly popular. CNNs, in particular, are excellent tools that allow us to extract local features from input data. In this sense, these networks can identify emission and absorption lines in spectra and pseudo-spectra, distinguishing between the different types of sources—see, e.g. [16–19]. However, very often the errors in input data are discarded in those applications. In this paper we show how much information is lost by neglecting those uncertainties, and we present some techniques that can be employed to retrieve that information.

Scientific data sets can be highly complex to analyze, and it is not always clear what is the maximal amount of information that can be extracted from them, or how much of that information is being exploited by ML methods [20]. As a result, it is often difficult to compare the performance of different methods or to assess improvements in the techniques. In order to circumvent this difficulty, we created a toy model that is based on data with noise that is fully described by distributions that are known \textit{a priori}, for each feature of the data set. Moreover, the model parameters (which determine the class of the objects) are also drawn from Gaussian distributions, which means that we are able to quantify exactly the amount of mixing (confusion) between the classes. These underlying distributions form the basis for our comparison between methods, allowing us to quantify the improvements we achieve by providing the uncertainties in the measurements to the CNNs. In this work we focus on the analysis with the toy-model. However the techniques here presented have already been applied in [21] to classify quasars, stars and galaxies using a realistic mock catalog of pseudo-spectra from a photometric narrow-band survey [22].

The main issue we address in this paper is the value of the information contained in the noise associated with data (i.e. irreducible aleatoric uncertainty), and to what extent ML methods can learn about how to incorporate the information content about that noise. Clearly, if all the data points have exactly the same
noise level, \( x_i \rightarrow \bar{x}_i \pm \sigma \) (where \( \bar{x}_i \) is the true value of that data point and \( \sigma \) is the variance of the noise PDF), then there is zero additional information to be gained by explicitly providing that information to an algorithm. However, if different data points have different levels of uncertainties, \( x_i \rightarrow \bar{x}_i \pm \sigma_i \), then each point contributes with a different weight to the determination of parameters. The former case is known as homoscedastic errors, while the latter case corresponds to heteroscedastic errors—see, e.g. [23]. It is clear, from both a frequentist or a Bayesian viewpoint, that we should keep track of the different levels of signal and noise in data. The question is, then, what is the value of that information, and to what extent are the different ML techniques able to take it into account?

The issue of attribute uncertainties in ML models has been addressed in different contexts – for recent reviews, see [24, 25]. Some early papers considered situations where heteroscedastic noise is a random variable which can be estimated nonparametrically using ML methods [26, 27]. For more recent applications using random forests, see [28]; for Gaussian processes, see [29]; for support vector machines, see [30]; and for neural networks, see [31].

In this work we investigate the value of including uncertainties in the context of classification with CNNs using as input sequence-like data. It is important to stress that we are not trying to fit a curve. We assume that the error bars from each measurement are known, as in typical astronomical survey catalogs, and we explicitly use these values as inputs to the CNNs, as additional features. We quantify how much information is added by the errors, by using different levels of noise, and we quantify precisely how the output of the CNN changes as the input data transitions from the homoscedastic (input data with identical uncertainties) to the heteroscedastic (different, but known, uncertainties for each data point) regime. We also investigate the case where the noise is sampled from Poisson distribution—and therefore some information about the uncertainty is already present in the measurement itself. In particular, we show that CNNs are able to learn about the context of the information in the specific noise levels of the data, in such a way that they approach (and sometimes even surpass) the performance of the maximum likelihood approach.

The paper is organized as follows. In § 2 we describe our toy model, the smiley–frowny data set. In § 3 we describe how we add Gaussian noise (error-bars) to the smiley–frowny data and perform a Fisher information analysis of the inclusion of these uncertainties. In § 4 we describe the CNNs and the techniques to account for the uncertainties in these ML models. In § 5 we compare the accuracy obtained when classifying the smiley–frowny data with the different CNNs, which do and do not include the uncertainties, with a least squares maximum-likelihood approach and with the Fisher analysis. In § 6 we present a modified version of the smiley–frowny data where we generate noise with Poisson distributions and once again compare the CNNs, evaluating how much information is added by the error-bars. We complement our analysis in § 7 by applying our ML classifiers to the publicly available waveform data set. Finally, in § 8 we discuss our main conclusions and further applications.

2. The smiley–frowny data set

Our toy model consists of two simple classes of objects: parabolic curves with positive and negative concavities. Hence, we have a binary classification problem where the positive and negative classes are convex (‘smiley’, \( \rightarrow \)) and concave (‘frowny’, \( \leftarrow \)), respectively. The basic idea is that each object is represented by a set of \( n \) data points (or features), in such a way that each data point has an uncertainty that derives from some known PDF. These uncertainties may be called the ‘error bars’ of the measurements, which for our purposes can be thought of as the variances (second central momenta) of the PDFs. We discuss these uncertainties in detail in the next section.

Figure 2 shows examples of curves generated with the smiley–frowny model. The smiley and frowny classes represent types of sources to be distinguished between each other, e.g. galaxies, stars, etc. The \( n \) points in the curves represent the fluxes or magnitudes measured at \( n \) effective wavelengths, i.e. the bins shown in figure 1.

Since both the underlying model (parabolic curves) and the PDFs of the model parameters are precisely known, we are able to classify each object using a statistically rigorous maximum likelihood approach. As discussed throughout this section, the model is constructed in such a way that the classes are uniquely distinguishable with the parameter related with the concavity of the curves. Therefore, the objects can be classified with a least squares optimization method that find the best fit for this parameter. Moreover, we are able to determine exactly the confidence of the least squares classification of smiley and frowny objects by using either an analytical Fisher matrix approach or by employing the likelihood function, which can be determined by means of a Markov chain Monte Carlo (MCMC) exploration of parameter space. The overall performance of the classification, as well as the confidence of the output for each object, can then be compared with ML models which do and do not include the input data uncertainties.

Our task is, therefore, to label curves as a smiley or a frowny in a binary classification scheme:
Figure 2. Parabolic curves generated according to the smiley–frowny model. The two lines in the left (green and dark green) are ‘smiley’ objects, and the lines in the right (blue and dark blue) are ‘frowny’ objects. The vertical shifts (parameter $c$) of the curves shown were fixed for visualization purposes. The noisy measurements of the features of those objects are shown as data points with error bars. Each data point has a different, but known, PDF whose properties are summarized by the variances expressed in the error bars.

- Positive class (1): $\sim$
- Negative class (0): $\sim$. 

The parabolic curves are generated according to the model:

$$\bar{x}_\sim(i) = a_\sim \left( \frac{i}{n} \right)^2 + b_\sim \left( \frac{i}{n} \right) + c_\sim$$

$$\bar{x}_\sim(i) = a_\sim \left( \frac{i-n-1}{n} \right)^2 + b_\sim \left( \frac{i-n-1}{n} \right) + c_\sim,$$

where the indices $i = 1, 2, \ldots, n$, with $n$ being the number of measurements, which are the attributes, or features, that characterize the curves. The parameters $a$, $b$ and $c$ are drawn from normal distributions with means and standard deviations specified in Table 1. The random nature of the parameters ensures that we have a variety of objects in each class, and the two PDFs for the curvature parameter $a$ are sufficiently separated (four $\sigma$’s) that the probability that an object sampled from the distribution of one class has the sign of the other class is $3.17 \times 10^{-5}$, which is irrelevant for the purposes of our discussion.

With the definitions of equations (1) and (2), both curves grow by the same amount from start to end: $\bar{x}(i = n) - \bar{x}(i = 1) = b(n-1)/n \pm a(n^2-1)/n^2$, where the plus and minus signs refer to the positive (convex, smiley) and negative (concave, frowny) classes, respectively. Since the distributions of the curvatures are anti-symmetric, $a_\sim \leftrightarrow -a_\sim$, all curves on average rise by the same amount from $i = 1$ to $i = n$, which further mixes the two classes. This feature of the model ensures that the only significant distinction between smiley and frowny objects is the concavity of the curves. Hence, the least squares method, which fits the model presented in equations (1) and (2) to the data, and classifies the objects based on the value obtained for the parameter ‘$a$’, is incorporating all the available information to distinguish between the classes and can thus be used as a baseline model.

In this work we design our problem as a classification task, where the labels are well known. However, the smiley–frowny toy-model can also be used in a regression problem by, e.g. training a machine to predict the value of the parameter $a$ of each curve, instead of simply assigning classes. This would be more similar to the way we are applying least squares, i.e. to first fit the parameters of a model and than assign a class based on this fit. However, we decided to train the ML model to directly classify the data because, in practical applications, finding a parametric model such as equation (1) is usually unfeasible.

In astronomy we often face situations where the classes are not well defined, for example when the classification is based on BB photometry. One could also use this toy-model to investigate the problem of noisy labels by changing the distributions of $a_\sim$ and $a_\sim$ in such a way to have a relevant level of overlapping and thus some confusion between the assigned classes. Finally, we stress that here we only add noise (error-bars) in the vertical axis of figure 2, i.e. there is no mixing between the features $i$ (the wavelength bins).
3. Noise and information in input data: a toy model

In this section we describe how we add uncertainties to the smiley–frowny data and perform a Fisher analysis to evaluate how much information can potentially be added by these uncertainties when distinguishing between the two types of curves.

3.1. Adding noise

Scientific data sets are comprised of measurements which are performed with the help of instruments with some nominal uncertainties. However, those uncertainties are usually not fixed for all time: even with the same instrument, some measurements may have higher or lower uncertainties depending on several conditions. Any experiment will carefully assess what those uncertainties are for each data point, taking into account the different circumstances under which those measurements were made—see, e.g. [32].

To be clearer, one can think of two main sources of aleatoric uncertainties. The first is the quality, or the nominal sensitivity, of the apparatus used to perform the measurements. In the context of astronomy, the nominal uncertainty is determined by the size of the telescope’s mirror and the sensitivity of the detectors, among other factors. The second source arises from the different conditions under which the measurements are made by the same apparatus. Some nights are brighter than others, some objects appear close to bright sources of light, and so on and so forth, meaning that different images, as well as different parts of the same image, have varying degrees of data uncertainty.

In this work we construct a simple model to reproduce these varying degrees of uncertainty in scientific data. First, we assume that the nominal accuracy of the measuring instrument is given in terms of a nominal sensitivity, of the apparatus used to perform the measurements. In the context of astronomy, the nominal uncertainty is determined by the size of the telescope’s mirror and the sensitivity of the detectors, among other factors. The second source arises from the different conditions under which the measurements are made by the same apparatus. Some nights are brighter than others, some objects appear close to bright sources of light, and so on and so forth, meaning that different images, as well as different parts of the same image, have varying degrees of data uncertainty.

In this work we construct a simple model to reproduce these varying degrees of uncertainty in scientific data. First, we assume that the nominal accuracy of the measuring instrument is given in terms of a parameter \( \sigma_0 \), meaning that under some ‘ideal’ conditions for that instrument, the measurements are random numbers that follow a normal distribution with variance \( \sigma_0^2 \). And second, we introduce parameters \( g_i \) that follow a uniform distribution, in such a way that the actual measurements \( x_i \) (now under varying conditions) have uncertainties given by \( g_i \sigma_0 \). In other words, the overall (mean) accuracy of the measurements is reflected in the parameter \( \sigma_0 \), while the variability of individual measurements within that data set is given by the distribution of the \( g_i \).

In our data noise model we have, therefore:

\[
x_i = \tilde{x}_i + \delta x_i,
\]

where \( \tilde{x}_i \) are the true values of the measurements and \( \delta x_i \) are random numbers sampled from Gaussian probability distribution functions with zero mean and variance \( g_i^2 \sigma_0^2 \), i.e.:

\[
p(\delta x_i) = \frac{1}{\sqrt{2\pi g_i^2 \sigma_0^2}} e^{-\frac{\delta x_i^2}{2 g_i^2 \sigma_0^2}}.
\]

Here \( g_i \) are numbers that are known for each individual measurement: one can think of a label for each data point indicating the degree to which the uncertainties are higher or lower than the nominal ones. In order to simulate the varying conditions under which those measurements are performed, we draw the factors \( g_i \) from a uniform distribution in the interval:

\[
g_i \in [\bar{g} - \Delta g, \bar{g} + \Delta g],
\]

where \( \Delta g \) is the noise dispersion parameter, and the expectation value (mean) of that parameter given the uniform distribution is \( \langle g_i \rangle_U = \int dg U(g) = \bar{g} \), where \( U(g) = 1/(2\Delta g) \) for \( \bar{g} - \Delta g \leq g \leq \bar{g} + \Delta g \), and \( U(g) = 0 \) if \( g < \bar{g} - \Delta g \) or \( g > \bar{g} + \Delta g \) (clearly, \( 0 \leq \Delta g < g \)). For \( \Delta g = 0 \) we have a homoscedastic dataset, and as this parameter grows, the degree of heteroscedasticity increases. However, we stress the fact that the factors \( g_i \) are known and, as opposed to the Gaussian random process underlying the noise, the values \( g_i \) should not be regarded as stochastic variables in a fundamental sense: they are part of the information of the data set, and can be passed on to the ML methods.

| Coefficient | \( a \) | \( b \) | \( c \) |
|-------------|---------|---------|---------|
| \( \mu \)   | 1       | -1      | 0       | 10      |
| \( \sigma \)| 0.25    | 0.25    | 1       | 3       |

Table 1. Parameters of the normal distributions from which the coefficients of the parabolic curves are sampled.
Since the two distributions are uncorrelated by construction, the mean variance of the data errors can be easily computed:

$$\langle \delta x_i^2 \rangle_{U,G} = \langle g_i^2 \rangle_{U} \sigma_0^2 = \left( 1 + \frac{1}{3} \frac{\Delta g}{g} \right) \sigma_0^2,$$

(5)

where $\sigma_0 = g \sigma_0$ denotes the mean nominal noise. This simple result tells us that when there are varying levels of noise in data, as described by this model, then the mean noise of the ensemble is actually higher than the mean nominal noise $\sigma_0$.

### 3.2. Maximum likelihood and fisher information analysis

Traditional statistical tools for data analysis are naturally equipped to deal with different levels of noise in input data. In particular, the likelihood function is given by:

$$L = N \exp \left[ -\frac{1}{2} \sum_i \left( \frac{x_i - \bar{x}_i}{\sigma_0} \right)^2 \right],$$

(6)

where $N$ is some normalization and $\bar{x}_i$ is the expectation value of the variable $x_i$ (or, in this context, the ‘theory’ that we would like to fit to the data). The term inside parenthesis in equation (6) is the usual $\chi^2 = \sum_i (x_i - \bar{x}_i)^2 / \sigma_i^2$, where $\sigma_i = g_i \sigma_0$. The least squares solution maximizes the likelihood by minimizing the $\chi^2$. Once the best parameters $a, b, c$ are obtained, we assign the class by evaluating the parameter $a$. If the least squares fits $a > 0$ ($a < 0$), the object is classified as smiley (frowny).

In scientific applications we usually assume the theory to depend on a set of parameters denoted by the vector $\theta^\mu$ through some model, $\hat{x}_i(\theta^\mu)$—in our example, those parameters are $\theta^\mu = \{a, b, c\}$, so $\mu = 1, 2, 3$.

The likelihood function tells us which regions in parameter space are preferred, given the model, the data, and the uncertainties (or, more generically, the data covariance). Although a more thorough exploration of the likelihood function in parameter space is usually carried out using Markov chains generated via a Monte Carlo algorithm (in that respect, see section 5), we can estimate the shape of the likelihood using a Gaussian approximation, in which case the logarithm of the likelihood is a quadratic function. The curvature of that multivariate quadratic function at the peak (maximum likelihood) is the Fisher information matrix, which is computed by means of the Hessian:

$$F[\theta^\mu, \theta^\nu] = -\left\langle \frac{\partial^2 \log L}{\partial \theta^\mu \partial \theta^\nu} \right\rangle.$$  

(7)

The inverse of the Fisher matrix yields an estimate of the parameter covariance,

$$\text{Cov}[\theta^\mu, \theta^\nu] \rightarrow F[\theta^\mu, \theta^\nu]^{-1}$$—see, e.g. [6] for many examples and applications in the physical sciences.

For the likelihood function of equation (6) we obtain the Fisher matrix:

$$F[\theta^\mu, \theta^\nu] = \sum_i \frac{\partial \mu \hat{x}_i \partial \nu \hat{x}_i}{g_i \sigma_0^2},$$

(8)

where $\partial_\mu (\cdots) = \partial (\cdots) / \partial \theta^\mu$, and we assume that the data is both unbiased, $\langle x_i \rangle = \bar{x}_i$, and that the ‘measurements’ do not depend on the parameters, $\partial_\mu x_i = 0$ (the theory, on the other hand, obviously does: $\partial_\mu \hat{x}_i \neq 0$).

At this point we can take the expectation value over the uniform distribution of the noise dispersion to obtain the mean Fisher matrix:

$$F[\theta^\mu, \theta^\nu] = \sum_i \left\langle \frac{1}{g_i^2} \right\rangle_U \frac{\partial_\mu \hat{x}_i \partial_\nu \hat{x}_i}{\sigma_0^2} \frac{1}{1 - \left( \Delta g/g \right)^2} \sum_i \frac{\partial_\mu \hat{x}_i \partial_\nu \hat{x}_i}{\sigma_0^2}.$$

(9)

We recognize the sum on the right-hand-side as the Fisher matrix for a nominal uncertainty $\sigma_0$. Therefore, the amount by which different data points may have different uncertainties (expressed by the noise dispersion parameter $\Delta g$) has the effect of increasing the Fisher matrix with respect to the case where the noise is fixed to the nominal value—at least for a uniform distribution of those input uncertainties.

In other words: when each data point has a different (but known) uncertainty, even though the mean noise level is higher, the Fisher information actually increases. This happens, of course, because the specific noise levels in the data are acting as weights: noisier data are down-weighted, and less noisy data are up-weighted, resulting in higher discriminatory power. Here we are simply restating the fact that we always lose information if we do not distinguish between low-noise and high-noise measurements. This statement remains true when applied to ML techniques.
Our toy model for the smiley/frowny objects has a very simple, analytical Fisher matrix. Using equation (1) into the Fisher matrix of equation (9) we obtain:

\[
\mathcal{F}[\{a, b, c\}] = \frac{1}{1 - (\Delta g/\bar{g})^2} \sum_{i=1}^{n} \left( \frac{(i/n)^4 \pm (i/n)^3}{(i/n)^2} \pm (i/n)^1 \right),
\]

(10)

where the plus and minus signs correspond to the smiley and frowny objects, respectively. All terms in this matrix have a closed form, given by the sum rules:

\[
\sum_{i} a^0 = n
\]

(11)

\[
\sum_{i} a^1 = \frac{n(n+1)}{2}
\]

(12)

\[
\sum_{i} a^2 = \frac{n(2n^2 + 3n + 1)}{6}
\]

(13)

\[
\sum_{i} a^3 = \frac{n^2(n^2 + 2n + 1)}{4}
\]

(14)

\[
\sum_{i} a^4 = \frac{n(n^2 + 15n^3 + 10n^2 - 1)}{30}
\]

(15)

From these expressions we can compute the mean uncertainty in the parameter \(a\)—which is exactly the same for the two classes, since they are symmetric in the sense that \(a_{+} = -a_{-}\). The inverse of the Fisher matrix is an analytical approximation for the covariance matrix, whose diagonal term corresponding to the parameter \(a\) yields the result:

\[
\Sigma^a_a = (\mathcal{F}^{-1})_{aa} = \sigma^2_0 \left(1 - \frac{\Delta g^2}{\bar{g}^2}\right) \frac{180n^3}{n^4 - 5n^2 + 4}.
\]

(16)

Here we defined the Fisher-based approximation for the uncertainty of the parameter \(a\) by \(\Sigma^a_a\), which should not be confused with the width of the parent distribution for that parameter, \(\sigma_a\), that expresses the intrinsic (true) diversity of objects in our classes. As discussed above, the uncertainty in the class of the objects is lower when the input data has varying levels of noise. Furthermore, with only two points \((n = 2)\) the class is completely undetermined—as it should, since with two points it is impossible to derive the curvature. For larger values of \(n\) the uncertainty scales as \(\Sigma^a_a \sim 1/\sqrt{n}\).

The approximate variance obtained above can be used in a normal distribution for the parameter \(a\), and integrated for positive and/or negative values, yielding the probability that an object is either in the positive or negative class. E.g. the probability that an object has \(a > 0\) is given by:

\[
P(a > 0) = \int_{-\infty}^{\infty} da \frac{1}{\sqrt{2\pi}\sigma_a} e^{-\frac{(a - \mu_a)^2}{2\sigma_a^2}} = \frac{1}{2} + \frac{1}{2} \text{Erf} \left[\frac{\mu_a}{\sqrt{2(\sigma_a^2 + \Sigma^a_a)}}\right],
\]

(17)

where \(\text{Erf}(z) = 2/\sqrt{\pi} \int_{0}^{\infty} dt e^{-t^2}\) is the error function, and \(\mu_a\) and \(\sigma_a\) are, respectively, the central value and variance of the distribution for the parameter \(a\)—see table 1. The expression above is therefore an approximate expression for the average confidence of the likelihood-based classification—and, of course, it also expresses the cumulative distribution function at the value \(\mu_a\).

In figure 3 we plot the probability of equation (17) for \(\mu_a = 1\) (smiley class), as a function of \(\Delta g\). In this example we used \(\bar{g} = 1\) and each object has \(n = 20\) features (data points). From top to bottom, the curves correspond to increasing values of the nominal input error, \(\sigma_0 = 0.25, 0.5, 1.0\). For very high uncertainties in the input data \((\sigma_0 \gg 1.0)\) the probability approaches 0.5, which means zero confidence in the classification. That confidence grows as we lower the nominal uncertainty and/or if we increase the noise dispersion parameter \(\Delta g\).

However, as much as the calculations above are able to provide insights into the problem at hand, we would be misguided if we attempted to use equation (17) to infer the confidence for a likelihood-based
classification of individual objects, for two reasons. First, the Cramér–Rao–Fréchet bound [see, e.g., [5]] implies that the Fisher estimator has minimal variance, meaning that the probability expressed by equation (17) is an extreme, limiting case. The second reason is that we approximated the actual Fisher matrix, equation (8), by an average over the (uniformly distributed) noise dispersion parameter, which resulted in equation (9). Due to the random nature of the specific uncertainty $g_i$ in our model, individual objects may have better (less noisy) or worse (noisier) data points, and for those objects the confidence will differ from what is expressed by equation (17). Hence, equation (17) represents an ideal scenario: in practice, applying the likelihood method for a sample of objects results in an average accuracy which is slightly worse than the one that results from using this analytical formula. Therefore, the exploration of the likelihood in parameter space shall be performed object-by-object according to equation (6), using either a least squares optimization method (if one is only interested in the class itself) or an MCMC (if we also need to know the likelihood-based probability of the least squares classification). These results, derived from the likelihood function, form the basis for our comparison with the performance and confidence of the classification using ML methods.

It is instructive, in the context of this section, to also consider an associated linear problem. A linear estimator for the curvature is given by:

$$\hat{a}_\mu = n^2 \sum_{i=1}^{n} M_{\mu i} x_i,$$

where $M_{\mu i} = \frac{1}{2} \delta_{\mu,i+1} + \frac{1}{2} \delta_{\mu,i-1} - \delta_{\mu,i}$, and the indices $\mu = 2, 3, \ldots, n - 1$ can be regarded as the $n - 2$ intermediate points where we are able to estimate the curvature ($\tilde{a}$) through differences of the neighboring points. It is easy to check that the linear estimator is unbiased, and independent of the model parameters $b$ and $c$: just use the identities $\sum_i M_{\mu i} = \sum_i M_{\mu i} i = 0$, and $\sum_i M_{\mu i}^2 = 1$.

The covariance of the linear estimator is given by the expectation value:

$$C_{\mu\nu} = \langle (\hat{a}_\mu - a)(\hat{a}_\nu - a) \rangle = n^4 \sum_{i=1}^{n} M_{\mu i} M_{\nu i} \sigma_0^2,$$

which, after averaging over the uniform distribution for the noise dispersion leads to the mean covariance of the linear estimator:

$$\bar{C}_{\mu\nu} = \left(1 + \frac{1}{3} \frac{\Delta g^2}{\bar{g}^2}\right) \sigma_0^2 n^4 \sum_{i=1}^{n} M_{\mu i} M_{\nu i}.$$

Equation (20) leads to another analytical approximation for the variance of $a$. The information from each set of linear estimators is expressed by means of the Fisher matrix of the linear estimator, $F_{\mu\nu} = C_{\mu\nu}^{-1}$. Summing
the information from all the estimators corresponds to the total (grand) sum of this Fisher matrix, and the inverse of that sum is the final parameter covariance:

$$\Sigma_{\text{fin}}^2 = \left[ \sum_{\mu \nu} C_{\mu \nu}^{-1} \right]^{-1} = \sigma_0^2 \left( 1 + \frac{1}{3} \frac{\Delta g^2}{\bar{g}^2} \right) \frac{180 n^3}{n^4 - 5n^2 + 4},$$

(21)

which can be compared with equation (16).

Equation (21) highlights a property that was already apparent in equation (16), which is the fact that the uncertainty in the output (the curvature, $a$) depends on the number of features only through the factor $180 n^3/(n^4 - 5n^2 + 4)$. The output uncertainty on the pattern of input errors, on the other hand, is encapsulated by its dependence on $\Delta g$. When we include the information about specific noise levels through inverse covariance weighting, as expressed by equation (8), that pre-factor is $1 - \Delta g^2/\bar{g}^2$—i.e. providing the information about noise improves the constraints. However, when we neglect the error information and resort to direct estimators such as $\hat{a}_\mu$, then that pre-factor becomes $1 + \Delta g^2/(3\bar{g}^2)$, increasing the output uncertainties.

Finally, it is worth pointing out the limitations of tools such as Tikhonov regularization, which are often used to prevent overfitting and to minimize empirical error—see, e.g. [31], as well as related methods such as the one proposed by [33]. Basically, regularization techniques work by effectively imposing a threshold on very small eigenvalues in ill-posed inverse linear problems. However, the associated linear problem presented above is perfectly well-posed, and still it results in a degradation of the output uncertainties when compared with the optimal (inverse covariance weighting) estimator. Furthermore, the covariance of the linear estimator, equation (19), is a positive-definite matrix, $\sum_{\mu \nu} C_{\mu \nu} V_\mu V_\nu \geq 0$ for any real-valued vector $V_\mu$, so all the eigenvalues of this covariance matrix are real, non-negative numbers. Consequently, imposing any kind of minimum threshold for those eigenvalues would in fact increase the linear estimator uncertainty, equation (21), which means that no amount of regularization can possibly compensate the lack of information about the noise of each input data point.

4. ML classifiers

Our problem statement is to classify sets of features that characterize curves which belong to a given class. We can model this as a supervised ML classification task. Our training sample is the set of tuples $\{x^{(i)}, y^{(i)}\}_{i=1}^m$, where $x^{(i)} \in \mathbb{R}^n$ are the smiley–frowny parabolic curves and $y^{(i)} \in \{0, 1\}$ are the corresponding labels.

Additionally, for those models that use the information of the uncertainties, we have $a^{(i)} \in \mathbb{R}^n$ for each $x^{(i)}$, where $a^{(i)} = \sigma_i^{(i)} \sigma_0, i = 1, 2, \ldots, n$, as defined in §2.

Due to the nature of the data, where the attributes are sorted in a significant way, we find it more appropriate to use CNNs since they are able to recognize local features that helps on distinguishing between different types of objects (e.g. emission and absorption lines in spectra). Multiple problems of sequential data analysis are in fact tackled with CNNs and 1D convolutional kernels—see, e.g. [34–37] and for applications in astronomy see, e.g. [16–19]. In this work we implemented the classifiers with keras [38] and created the CNN from scratch. We stress the fact that it is not the focus of this work to compare between existing CNN architectures to find which one provides the best fits to our toy-model, but instead to compare between different input data content. Therefore a simple architecture is sufficient for our purposes, as long as we ensure, of course, that the method is not underfitting nor overfitting the data.

Unless noted otherwise, our networks are trained with a sample of $m_{\text{train}} = 2 \times 10^5$, from which 80% are taken to train and the remaining 20% are used to validate the models, i.e. to fix the hyperparameters of the networks and to monitor the bias-variance trade-off. The results shown in the next sections were computed with test sets, which were left completely unbiased by the training procedure and contains $m_{\text{test}} = 10^5$ instances. All the data sets are balanced in terms of classes, i.e. they contain the same amount of smiley and frowny objects.

We created multiple CNNs which differ from each other mainly in the content and shape of the input data. The specifications of each version are described in the next subsections and in appendix C. The general training settings are summarized as follows. We used the binary cross-entropy loss function and the Adam [39] optimizer. In all intermediate layers we used the rectified linear unit (ReLU) activation function [40] and in the last layer we used the Softmax activation function so that the scores of both classes sum up to one and, thus, we have a probabilistic interpretation for the output. The convergence of the training was monitored with learning curves for accuracy and for the loss function at each iteration (epoch) for both training and validation sets and we used batches of size 100 to train the networks. We used the EarlyStopping callback conditioned to the validation set loss score with patience of 16 epochs and the ReduceLROnPlateau callback to reduce the learning rate when the validation set loss stagnates for ten
epochs. The final set of weights is the one corresponding to the epoch with best accuracy in the validation set. For more details about the architectures, see appendix C.

We now turn to the description of the different networks that we trained in order to classify the smiley and frowny objects.

4.1. CNN1D

In the CNN1D models, the input data shapes are 1D vectors, and, thus, the convolution kernels are also 1D. We compared three versions of CNN1D models (see figure 4):

- **no-σ**: the input data shape is \((n, 1)\), it contains only the \(n\) measurements.

- **with-σ**: the input data shape is \((2 \cdot n, 1)\) where the \(n\) measurements are followed by the \(n\) corresponding uncertainties. This is a first approach to include uncertainties, but without making any hypothesis on what is the best way to represent this additional information.

- **stack-σ**: the input data is the set of measurements and errors arranged in channels. The input shape, therefore, is \((n, 2)\). It is identical to CNN1D with-σ in terms of the available information, but, in this case, the relation between the measurements and corresponding errors is represented in a straightforward way in this model, providing a context for the uncertainties.

We defined a simple standard network for all three CNN1D versions, which consists of three convolution layers with kernel shapes \((5, )\), \((3, )\) and \((3, )\) with 32, 64, 64 filters, respectively, one intermediate dense layer with 64 neurons and, finally, the output layer with two neurons. Each convolution layer does padding, i.e. the output feature map has the same size as the input feature map, and is followed by a MaxPooling layer with kernel size and stride \((2, )\). We also add BatchNormalization and Dropout layers with dropout rates typically between 0.2 and 0.4. As we vary the levels of noise in the training set, some modifications on the standard architecture might be necessary to ensure the convergence of the models. As the data becomes noisier, the models are more likely to overfit \([41]\), therefore, in some cases a less complex network (with a lower number of layers) or a more regularized network is more appropriate (see appendix C for more details about the architectures).

4.2. CNN2D images

Several problems in the physical sciences have benefited from the power of ML methods that were developed for the analysis of images, in particular applications developed for high energy physics \([3]\) or astrophysics \([42]\). In the CNN2D method we build on the same idea, however we use the additional dimension to represent the uncertainties in input data.

The idea of the CNN2D images method is to represent the complete distribution of the data, given the specific uncertainties. We then organize the data, including the errors, in terms of a matrix whose columns correspond to the features \((i)\), and the rows correspond to the values of distribution function of the input data. To be specific, we discretize the range of input values in terms of bins \(x_i \rightarrow x_i^\rho\), with \(\rho = 1, 2, \ldots, n\_\text{rows}\), and then define values of the pixels of the CNN2D images as:

\[
P_{\rho,i} = \frac{1}{\sqrt{2\pi} \sigma_i^2} \exp \left[ -\frac{1}{2} \frac{(x_i - x_i^\rho)^2}{\sigma_i^2} \right].
\]
The left panel of figure 4 illustrates the input data for this model.

The input shape of this model is \((n_{\text{rows}}, n)\), where the number of rows \(n_{\text{rows}}\) is one among other hyperparameters of the images that must be chosen. More details about the construction of the images can be found in appendix A. In appendix B, we discuss how the information of the error bars is being used by CNN2D images.

Our standard network consists of three convolution kernels with shapes \((5, 5), (3, 3)\) and \((3, 3)\) with 32, 64, and 64 filters, respectively. The convolution layers are followed by MaxPooling layers with kernels with size and stride of \((2, 2)\), except for the first layer where the shape and stride of the kernel were chosen to be such that the output shape of this layer is always \((10, 10)\), i.e. it depends on the shape of the input image (see appendix C for more details about the architectures).

The idea of representing a data vector with errors in terms of an image can be generalized for scientific data that is given in terms of pairs \(\{x_i \pm \sigma_{x_i}, y_i \pm \sigma_{y_i}\}\). In that case, the multivariate probability distribution associated with the uncertainties \(\sigma_{x_i}\) and \(\sigma_{y_i}\) mean that each data point \(i\) is ‘spread out’ both in the horizontal (rows, \(x\)) as well as the vertical (columns, \(y\)) directions. A CNN where a 2D data set (including uncertainties) is represented by images was used recently to classify supernovas [43].

5. ML confronts maximum likelihood

We now present the results for the classification of curves in the two classes (smiley vs frowny), in the presence of Gaussian noise in the input data. Throughout this section we compare the accuracy of the CNN classification with that derived on the basis of the likelihood function. In the simplest application of the likelihood, we find the least squares solution for each object in our sample—and in this case, the ratio of objects correctly classified with respect to the total number is called the ‘least squares accuracy’. The least squares method is considered as the baseline model in this analysis because, by construction, it incorporates all the information that distinguish between the classes. We can also explore the likelihood as a function of parameter space using an MCMC approach—in that case, for each object we have a probability for the classification which is given by the fraction of points in the chains with the correct class (i.e. we marginalize over the parameters \(b\) and \(c\)). Finally, we can compute analytically the shape of the likelihood around the minimum (the least squares solution) by means of the Hessian—i.e. the Fisher matrix of equation (17).

Notice, however, that the Fisher estimator represents a limiting, ideal scenario, as discussed in § 3.2: it will by design appear to overperform compared with the other methods.

As discussed above, we generate the parabolic curves by sampling random parameters \((a, b\) and \(c)\) for the two classes, and then computing the \(n\) features of the curves \((x_i)\), according to equations (1) and (2). The next step is to add noise to those features, according to equations (3) and (4). It is important to stress that, just like in real experiments, the values \(g_i\) are stored, which allows us to keep track of the error bar for each data point, \(g_i\sigma_0\). However, for each object neither the underlying ‘true’ curve, \(x_i\), nor the random noise, \(\delta x_i\), are known \textit{a priori}: we only have access to the measurement, \(x_i = x_i + \delta x_i\), and the noise levels \(g_i\sigma_0\) (the ‘error bars’).

To classify the smiley–frowny curves, we start with a baseline data set with the parameters described in table 2 and in the following subsections we explore multiple scenarios where we deviate from this baseline data set by varying the values of the parameters \(\sigma_0, n, \Delta g\) and \(m_{\text{train}}\).

5.1. Varying the nominal noise \(\sigma_0\)

We start by investigating how the performance of the CNN and of the least squares classifiers depend on the nominal noise \(\sigma_0\)—see figure 5. For very high nominal noise all the classifiers eventually fail, with accuracies of 50%, and conversely, for very small noise all models are able to achieve a near-perfect accuracy. Therefore, as one should expect, in both limits \((\sigma_0 \to 0\) and \(\sigma_0 \to \infty)\) all methods become equivalent, since there is no information in the noise levels.

However, for intermediate levels of noise, the classification methods that make use of the information about the specific noise levels in the input data are able to achieve better performance than the CNN1D no-\(\sigma\) method, which does not. Notice that the difference in accuracy between the CNN1D no-\(\sigma\) and CNN1D stack-\(\sigma\) (and CNN 2D images) is \(\sim 0.8\) for \(\sigma_0 = 0.8\) and drops to \(\sim 0.4\) for \(\sigma_0 = 1.6\). Moreover, for \(\sigma_0 \gtrsim 0.3\), the CNNs that take into account the noise levels of the input data are able to reach accuracies which approach those of the least squares classification. This means that when we pass the information about which features are more noisy and should be down-weighted, and which features have less noise and should be up-weighted, we allow the algorithms to learn about how to use those weights for their classifications.

In particular, we note that the CNN1D stack-\(\sigma\) method has a performance that is very similar to the CNN2D images method. This is perhaps to be expected, since the noise is Gaussian, and in the absence of skewness or kurtosis the key information about the distribution is already encoded in the standard deviation, \(g_i\sigma_0\). For more general PDFs, where it is not possible to summarize the shape of the distribution in terms of a
Table 2. Baseline smiley–frowny data set parameters. \( m \) is the number of objects in the data set, \( n \) is the number of features, i.e. the number of points in the curve. \( \sigma_0, \bar{g}, \Delta g \) are the parameters introduced in § 3 to define the noise levels \( \sigma_i \) of each measurement, i.e. the standard deviation of the distribution from which the noise \( \delta x_i \) is sampled.

| \( m \) (training set) | \( n \)  | \( \sigma_0 \) | \( \bar{g} \) | \( \Delta g \) |
|------------------------|---------|---------------|-------------|-------------|
| \( 2 \times 10^5 \)    | 20      | 0.5           | 0.6         | 0.5         |

Figure 5. Accuracy as a function of \( \sigma_0 \) for fixed \( \bar{g} = 0.6, \Delta g = 0.5 \) and \( n = 20 \).

single parameter, using the CNN2D images approach might be an interesting alternative. Alternatively, one could think of generalizing the CNN1D with-sigma models to multiple channels, each one containing the different momenta of the underlying distribution functions.

Still looking at figure 5, we see that all three models that include the errors have better accuracies than CNN1D no-\( \sigma \), but CNN1D with-\( \sigma \) is slightly worse than the other two. This difference can be explained by a fundamental difference in the form errors are provided to the models. While the point-wise signal-noise association is preserved in the input of CNN1D stack-\( \sigma \) and CNN2D images, the same does not happen for CNN1D with-\( \sigma \), causing the natural association to be lost. The model may eventually recover such association, but dismissing the association only adds unnecessary difficulties to the model. Therefore, in what follows we opted to discard the CNN1D with-\( \sigma \).

5.2. Varying the number of features \( n \)

The typical values of \( \sigma_0 \) for which we see a significant difference between the models that include or do not include the uncertainties depend on the number of features \( n \). If there is an abundance of points that characterize the curve, the classification become easier, and \( \sigma_0 \) should be larger in order to cause some confusion between the classes. In other words, it is equivalent to either lower the overall level of noise (\( \sigma_0 \)) or to increase the number of features (\( n \)). This is shown in figure 6, where we evaluate the performance of the models as we increase the number \( n \) of features, for a fixed \( \sigma_0 = 3.2 \). As we grow the number of features, all methods become more efficient, but the CNN1D method without errors clearly underperforms compared with the other methods.

5.3. Varying the noise dispersion \( \Delta g \)

Figure 7 shows the performance of the classifiers as the noise dispersion parameter \( \Delta g \) changes. The smaller the value of \( \Delta g \), the closer to the homoscedastic regime is the data. This plot shows that, as we increase the relative difference between the noise levels of the data points, that information becomes more critical to the classification. That information is naturally used in the least squares method, and is also learned by the CNNs that are provided the error bars, but the CNN that is only provided the input data is unable to harness that information to improve the classification. Notice that the accuracies for \( \Delta g = 0.5 \) in figure 7 correspond to the baseline model, i.e. are the same as \( \sigma_0 = 0.5 \) in figure 5.
5.4. Probability output

We now address the question about the quality of the ML classifiers as compared with an approached based on the shape of the likelihood function.

In real classification problems, we are not only interested in getting a high accuracy in the predictions, but also to have a reliable estimation of the probability associated to each class. In other words, we expect noisier objects to have lower confidence in their classification, and thus reflect the fact that sometimes we cannot be completely sure if an object is a star or a galaxy, for example. This difficulty is related to the issue of estimating the ‘true probability’ associated to the class of the object. With the smiley–frowny data set, however, we can estimate these probabilities with the likelihood approach, because the underlying models (the parabolic curves) are known.

For each object we explore the likelihood function, equation (6), by means of MCMC approach. We use flat priors for the parameters, which were free to vary inside the ranges $a \in [-3, 3]$, $b \in [-5, 5]$ and $c \in [-5, 25]$—i.e. more than eight standard deviations for the parameter $a$, and about three standard deviations away from the means for the parameters $b$ and $c$. These priors are sufficiently uninformative to preclude skewing or biasing of the inferred distribution in any significant way.

Figure 6. Accuracy as a function of the number of features $n$ for fixed $\bar{g} = 0.6$, $\Delta g = 0.5$ and $\sigma_0 = 3.2$.

Figure 7. Accuracies for $\Delta g = 0.1, 0.3, 0.5$ with fixed $\bar{g} = 0.6$, $n = 20$ and $\sigma_0 = 0.5$. 
The ultimate goal of our MCMC is to compute the posterior probability that the maximum likelihood (least squares) classification for each individual object is correct. In order to compute that probability, we count the fraction of points in the chains that are assigned the correct class of each object, i.e. it is the number of iterations in each Markov chain that give the correct class relative to the total number of all iterations in the chain. Since each object is also assigned a class by the three different ML methods, together with their respective scores, we can plot the ML output values as a function of the MCMC-derived probability (i.e. the posterior) for all objects in the test sample.

This comparison is shown in figures 8 and 9. In figure 8 we show the CNN output value and the MCMC-derived probability for $5 \times 10^4$ objects in the smiley (positive) class, using the baseline data set (we may refer to the CNNs output values as output scores or as the CNN confidence). Objects with MCMC-derived probability $>0.5$ are classified in the correct class, and when the probability is $\leq 0.5$ the maximum likelihood classification fails. The same applies for the CNNs: a score of 0.5 marks the threshold between correct and wrong classification.

The most revealing aspect of figure 8 is that, when the noise levels of all input data points are nearly the same (nearly homoscedastic case, $\Delta g = 0.1$, top row), the three ML methods hold a tight correlation between the classification score and the MCMC probability that the classification is correct. However, when the data points have significantly different levels of noise (heteroscedastic case, $\Delta g = 0.5$, bottom row), if those uncertainties are not passed on to the CNN (as is the case of the CNN1D no-\(\sigma\) model, left panel), then there is basically no correlation between the ML output value and the MCMC probability. But when the input data uncertainties are part of the information provided to the CNNs, a clear correlation appears between the ML output value and the probability. With a clear relation between the CNN and MCMC output values, we have a model that better resembles the true probability and thus provide more meaningful scores for our purposes. In fact, the ML output is well fitted by the sigmoid function:

$$
\hat{c}_{\text{ML}}(p) = \frac{p^2}{p^2 + (1 - p)^2}.
$$

(23)

This function can be easily inverted, which allows us to define:

$$
p_{\text{ML}} = \sqrt{\frac{\hat{c}_{\text{ML}} - \hat{c}_{\text{ML}}^2}{2\hat{c}_{\text{ML}} - 1}}.
$$

(24)

A measure of the goodness of this fit can be computed with the mean squared error (MSE) metric:

$$
\text{MSE} = \frac{1}{m_{\text{test}}} \sum_{j=1}^{m_{\text{test}}} [p_{\text{ML}}(j) - p(j)]^2,
$$

(25)

where $m_{\text{test}}$ is the number of objects in the test sample, and $p(j)$ is the probability (according to the MCMC) that the classification of object $j$ is correct.

We obtain that, for $\Delta g = 0.1$, the MSE for all methods is below 0.01, with the CNN2D images method performing slightly better at 0.0026, compared with 0.0059 for CNN1D no-\(\sigma\) and 0.0052 for the CNN1D stack-\(\sigma\) model (we use a sample of $m_{\text{test}} = 5 \times 10^3$ objects in order to compute this statistic). When we increase the noise dispersion to $\Delta g = 0.5$, the CNN1D no-\(\sigma\) fails to fit the sigmoid, with an MSE of 0.0386, whereas the CNN1D stack-\(\sigma\) and CNN2D images methods still performing well, below 0.01 – see table 3.

The results summarized in figures 8 and 9, together with table 3, mean that, when the noise levels of all the input data are the same (or nearly the same), then the ML methods are able to estimate the quality of the classification (the confidence) in a way that works as a proxy for the probability that this classification is correct. On the other hand, if different data points have varying levels of noise, then it becomes essential to pass that information on to the networks. When that information is hidden from the network, as happens for CNN1D no-\(\sigma\), then the method loses its ability to provide a score that is significantly correlated with the probability for that classification—see the bottom left panel of figure 8. However, if we pass the noise properties of the data as information to the CNNs, then we allow those networks to reconstruct scores that are tightly correlated with the probabilities for the classification.

### Table 3. MSE of the cases shown in figure 8.

| $\Delta g$ | CNN1D no-\(\sigma\) MSE | CNN1D stack-\(\sigma\) MSE | CNN2D images MSE |
|-----------|---------------------------|-----------------------------|-----------------|
| 0.1       | 0.0059                    | 0.0052                      | 0.0026          |
| 0.5       | 0.0386                    | 0.0087                      | 0.0064          |
Figure 8. CNNs output score vs probability derived from the likelihood-based MCMC for the classification of 50,000 smiley objects. The noise models used for this test had $\sigma_0 = 0.5, n = 20$, with noise dispersion given by $g \in [0.5, 0.7]$ (nearly homoscedastic case, top), or by $g \in [0.1, 1.1]$ (heteroscedastic case, bottom).

Figure 9. CNN output scores in the classification of the smiley objects which were incorrectly (left) and correctly (right) classified by MCMC, in the case where $g \in [0.1, 1.1]$. The model parameters are the same as the ones used for figure 8, but here we also vary the size of the training set. Solid lines correspond to training sets with $m = 500 \times 10^3$ instances, dashed lines $m = 2 \times 10^5$ and dotted lines $m = 1 \times 10^5$. These curves correspond to the mean values over multiple training realizations.

Another way to visualize the predictive power provided by the noise information is to take the points shown in figure 8, and separate them into objects that are correctly classified by the MCMC (probability $> 0.5$), and those that are incorrectly classified. In figure 9 we show the resulting distribution of objects as a function of the ML output value for the incorrectly classified (left panel) and correctly classified (right panel) objects. We also show how the output value varies with the size of the training sets ($m = 1, 2$ and $5 \times 10^5$ objects). It is immediately clear that the CNN that is blind to the information about uncertainties is unable to pick out the more noisy objects, and as a result it assigns high output scores to objects in the wrong class much more often than the other methods. Furthermore, for the objects that are correctly classified by the MCMC through the least squares solution (right panel), the CNN1D no-$\sigma$ method tends to assign lower probabilities to more objects, which again is a result of those methods being unable to weigh features by their uncertainties. The inset plot in the right-hand side panel shows that the number of objects correctly classified by MCMC with the highest output scores is significantly lower for the CNN1D no-$\sigma$ method. This figure also suggests that augmenting the training set is not sufficient to recover a more reliable output with CNN1D no-$\sigma$ as compared to MCMC’s, since even for larger training sets the network is overconfident.
5.5. Varying the training set size

An important issue that appears as we increase the dimensionality of the system by including additional parameters related to noise is the size of the training set that is needed for the network to converge. We have evaluated the performance of all classifiers as a function of the size of the training set for our baseline model, with \( n = 20, \sigma_0 = 0.5, \bar{g} = 0.6 \) and \( \Delta g = 0.5 \). We froze the same architecture that was used with \( m = 2 \times 10^5 \) objects in the training set, and re-trained the network with different sizes in order to see how its performance degraded or improved as we lower or increase the number of objects. We also analyze how much sensitive the model becomes to the initial seed as the training set size decreases. For lower number of objects, it is harder for the model to converge. This is not the case for larger training sets, where the model converges to very similar results with different initial seeds. Of course, it is still possible to improve the accuracy for larger/lower \( m_{\text{train}} \) if one reduces/increases the complexity (number of parameters) of the network. Notice that the least squares is only performed on the test set and, thus, it is not affected by the number of instances in the training set.

The left panel of figure 10 shows the accuracy for both train (dashed lines) and test (solid lines) sets of the models, as we increase the number of training instances. This means that, as we take \( m \to \infty \), we have minimized epistemic error for each ML method, and all that remains is the impact of aleatoric errors on the different models. The lines correspond to the median value of multiple realizations, and the error bars (shaded regions) correspond to ‘normalized median absolute deviation’ \( \sigma_{\text{NMAD}} \), which is defined by:

\[
\sigma_{\text{NMAD}} = 1.4826 \times \text{median} (|y_i - \text{median} (y)|).
\]

This measure of the width of a PDF reduces to the variance in the case of a mono-variate Gaussian distribution, but is less affected by the tails of the distribution.

We see that, for the training set sizes that we analyzed, no amount of training data is sufficient for CNN1D no-\( \sigma \) to come close to the performance of the models that include the information about uncertainties\(^3\). Notice that our toy model allows us to generate an arbitrarily large number of objects, while data augmentation usually employs some fixed set of objects and then adds an artificial amount of noise to the input data of those objects. Therefore, the larger training sets of figure 10 are composed of objects which behave exactly like the ones in the validation and test sets, while data-augmented training sets are made up of a mix of original objects as well as objects which behave in a fundamentally different way compared with the original ones. As a result, the performance of a model trained on a set of \( m \) original objects is always superior to that of a model trained on a set of \( m \) objects that was created with the help of data augmentation techniques. Hence, this result also proves that data augmentation techniques cannot possibly overcome the deficit of neglecting the information about uncertainties.

Shy et al [44] performed a study of uncertainty inclusion on astronomical data sets by generating additional training instances within the interval given by nominal errors. They argue that by augmenting the training set in this way, i.e. by adding noise, there is no way to overcome the performance obtained with the original training set, which is in agreement with our conclusions.

\(^3\) For extremely small training sets it may be possible that the lower complexity of the methods without noise information makes them superior to the ones that include noise.
Table 4. Parameters of the normal distributions from which the coefficients of the parabolic curves are sampled—Poisson version.

| Coefficient | $a_\sim$ | $a_\neq$ | $b_\sim$ | $c_\sim$ | $c_\neq$ |
|-------------|----------|----------|----------|----------|----------|
| $\mu$       | 1        | -1       | 0        | 3        | 4        |
| $\sigma$    | 0.25     | 0.25     | 1        | 0.5      | 0.5      |

Table 4 presents the distribution of parameters used to test the Poisson noise model, and figure 11 shows the input data for CNN2D images with $n = 20$, which represent the measurements.

Both CNN2D images and CNN1D stack-$\sigma$ have similar performances, even though the former presents higher complexity than the latter, especially when considering the intrinsic model variations (shaded regions in figure 10). Moreover, the amount of data required for the models to converge to some accuracy depends on how noisy the data is: when the data is more noisy, the models are more likely to overfit. This is shown in the right panel of figure 10, where we plot the accuracy of the models as a function of size of the training, for different values of $\sigma_0$ (we only show the results for the CNN1D stack-$\sigma$, for clarity, but all methods behave in essentially the same way.) Notice that in this plot we normalized the accuracy of the CNN classification by the accuracy of the least squares (maximum likelihood) classification, in order to highlight the fact that the difference between those accuracies is more pronounced for larger values of the nominal uncertainty $\sigma_0$.

6. Poisson noise

The Poisson distribution is particularly interesting because the uncertainty of the measurement can be deduced from the measurement itself. In that sense, it would be redundant to provide the noise information: if a feature has a measured value $x_i$, a good estimator for the noise is already given by $\sqrt{x_i}$. Hence, we expect that the information of the uncertainty is already encoded in the value of the measurement and, therefore, it does not make any difference to use as input only the measurement, with CNN1D no-$\sigma$, or to use the measurement and its associated error bar, like we do with CNN1D stack-$\sigma$ or CNN2D images.

In order to work with Poisson noise, it is convenient to employ measurements that have values closer to one, in order to reinforce the skewness of the distribution. Therefore, we used an adapted version of the smiley–frowny model to study the Poisson case. We lowered the mean value of the parameter $c$ of the parabolic curves to get mean values closer to one, and also reduced its standard deviation to avoid measurements with negative values. The few objects which happened to display any feature with negative values were discarded. Finally, since the noise in this case turns out to be relatively small, we also chose different values of $c$ for smiley and frowny objects, so we could shuffle the curves more efficiently and prevent the machine from distinguishing between both classes by their absolute values instead of the curvature.

Similarly to equation (22), we discretize the distribution and define the values of the pixels of CNN2D images as:

$$p_{i,\rho}(x) = \frac{e^{-x_i}x_i^\rho}{\rho!},$$

with $i$ labeling the columns and $\rho = 1, 2, \ldots, n_{\text{rows}}$. Table 4 presents the distribution of parameters used to test the Poisson noise model, and figure 11 shows the input data for CNN2D images with $n = 20$, which represent the measurements.
Figure 12. Accuracy as a function of the number of features $n$ in the Poisson version of the smiley–frowny model.

In the Poisson case, we can evaluate how the accuracy of different models varies under different noise regimes by increasing the number of features $n$, similarly to §5.2. Figure 12 shows the dependence of the performance with $n$ for the Poisson case—compare it with figure 6, for the Gaussian noise model.

These results show that the accuracy improves as $n$ increases, as expected, but all models have basically the same accuracy (we verified that small differences are due to fluctuations). Once again, we have adapted the CNNs architectures to best fit the different noise regime data sets and avoid overfitting.

This exercise shows that including or not the uncertainty is irrelevant when the noise is drawn from a Poisson distribution: indeed, in that case there is no additional information in the noise levels (error bars) that is not already present in the measurements (the input data).

7. The waveform dataset

We now apply our methods to the publicly available waveform data set\footnote{Competition scores: www.openml.org/t/58.} \cite{45}. This serves as a complementary analysis, as this data set has been extensively analyzed by the ML community using a variety of methods. That data set consists of three different combinations of three functions:

$$\begin{align*}
\text{class 1 : } x^1_i &= u h^{(1)}_i + (1 - u) h^{(2)}_i + \delta x^1_i \\
\text{class 2 : } x^2_i &= u h^{(1)}_i + (1 - u) h^{(3)}_i + \delta x^2_i \\
\text{class 3 : } x^3_i &= u h^{(2)}_i + (1 - u) h^{(3)}_i + \delta x^3_i,
\end{align*}$$

where $i = 0, 1, \ldots, 20$ labels the $n = 21$ features, and the three ‘parent’ waves are shown in figure 13—from left to right, $h^{(1)}$, $h^{(3)}$ and $h^{(2)}$. The random variable $u$ is drawn from a uniform distribution, $u \in [0, 1]$. Therefore, it is clear that this is also a problem of assigning classes to sequence-like data.

There are two versions of the waveform dataset available in the UCI repository\footnote{Link to version 2: https://archive.ics.uci.edu/ml/datasets/waveform+database+generator+(version+2).}, which provides a data folder with a data generator code written in C and also a document with 5000 waveform instances. The versions differ from each other on the available information. The first version contains only the 21 features and the labels. The second version contains, in addition to the 21 features and labels, the 19 noise values $\delta x_i$ for $i \in [1, 20]$. For $i = 0$ and $i = 21$, the value of the wave is zero for all three combinations (classes) (see figure 13), which means that $x_0,21 = \delta x_0,21$. Therefore, explicitly adding $\delta x_i$ to the data set is redundant.

The task is to classify objects according to these three types, using the $n = 21$ measurements and uncertainties. In the original versions, the noises $\delta x_i$ from the waveform data set were generated from the same normal distribution $N(\mu = 0, \sigma = 1)$. The data set actually included the noise itself, $\delta x_i$, instead of the standard deviation of the Gaussian distribution from which those $\delta x_i$ were sampled. Since the noise is
sampled from the same PDF for all points, there is no value in informing the networks about that noise. For this reason, we adapted the code that generates those features in order to have noises with different variances. Just as in the original waveform data set, we draw the uncertainties $\delta x_i$ from normal distributions:

$$N(\mu = 0, \sigma = g_i \cdot \sigma_0),$$

but in our modified version the noise levels $g_i$ are sampled from a uniform distribution with $\bar{g} = 0.8$ and $\Delta g = 0.5$, i.e. $g_i \in [0.3, 1.3]$.

We have computed the performance of the three ML classifiers, CNN1D no-$\sigma$, CNN1D stack-$\sigma$, CNN2D images, as well as the classification using the maximum likelihood, in the following situations: first, we kept $\Delta g = 0.5$ fixed, and varied the nominal error parameter $\sigma_0$. Second, we fixed $\sigma_0 = 1.25$ and varied the noise dispersion parameter $\Delta g$.

Here the least squares method is applied as follows. We fit the three models outlined in equation (28) to the data independently. The least squares classification corresponds to the $x_1^i, x_2^i, x_3^i$ with lower $\chi^2$.

The results are shown in figure 14. They resemble closely those shown in figures 5 and 7, and show that the CNNs that take into account the different levels of noise are superior to the method that discards that information, regardless of whether the data is overall less or more noisy (lower or higher values of $\sigma_0$). The right panel of figure 14 shows that, as $\Delta g$ grows and the information about which data points are more or less noisy becomes increasingly relevant, the methods that can account for these differences in the noise levels outperform by far the CNN1D no-$\sigma$ method, which is blind to those distinctions. Notice, in particular, that in the limit $\Delta g \to 0$ we recover the original waveform version, where the noise has a Gaussian distribution with $N(\mu = 0, \bar{\sigma} = \bar{g} \cdot \sigma_0 = 1)$.

The main difference of this example with respect to the smiley–frowny model is that, while in the latter case the two classes are defined in terms of a continuous parameter, the three waveform types are discrete classes, which does not guarantee that the least squares is optimal as a means to classify the objects into classes. In fact, least squares is an efficient method to estimate the mixture parameter $u$ by fitting the models from equation (28) to the data. But in order to distinguish between the different waveform types, the CNNs model/likelihood can be more efficient than the least squares approach, which simply compares between the individual $\chi^2$’s of the three curves fitted independently.

Nevertheless, even in the case where least squares perform worse than the CNNs, which is likely to be the case in many practical applications, we can still see clearly the uncertainties becoming informative as the data set transits from the homoscedastic to the heteroscedastic regime.

---

6 The class was assigned by choosing the function (equation (28)) which fits the data with the lowest $\chi^2$. 

---

![Figure 13.](image)
8. Conclusion

In this paper we address the value of the information about noise in input data for ML methods. We have shown that, when a data set includes not only the (noisy) measurements of the features, but also the information about the underlying distribution functions that generated that noise, CNNs are able to learn about the context of that noise, improving the performance of classification tasks and reaching 'optimality', defined here in terms of a maximum likelihood approach.

In order to prove this statement we created a toy model for two classes (the ‘smiley’ and ‘frowny’ parabolic curves), and a model for input data noise that realizes the typical process of measurement. Each object was generated from parameters that obey a random process, allowing us to build arbitrarily large sets that we can use to train, validate and test our methods. Noise, on the other hand, was also generated by means of a random process, but in such a way that each data point (feature) has a noise that is drawn from a different PDF, whose dispersion is known: this is the ‘error bar’ associated with each feature. This is exactly what takes place in astronomy experiments: not only measurements are taken, but also the uncertainties are assessed—which are typically not all identical.

As a result, not only the objects in our two classes have known underlying distributions, but each object can be classified using a maximum likelihood approach. This creates a standard against which the ML methods can be compared, as well as the concept of an ‘optimal’ accuracy for the classifiers. Notice that optimality, defined in this sense, has to be used with great care: ML methods can outperform likelihood-based estimators. However, in our toy model we limited the distinction between the two classes to a single parameter—the curvature. It is in that sense that we can define optimality.

Our main result is that, when the information about data noise is passed on to a CNN, it can learn how to use the different levels of noise to weigh the input data. This leads to improvements in the performance of the classifiers, in such a way that the accuracy of the ML classification approaches that of the optimal estimator. In fact, the more the noise levels vary from point to point (as controlled by the noise dispersion parameter \( \Delta g \)), the better the performance of the CNNs that included the noise level information compared with the CNN that did not.

Moreover, we showed that, when the levels of input data noise are not all identical, the output score of the ML method that is ignorant about those specific noise levels becomes uncorrelated with the underlying cumulative distribution function—see figure 8. However, when the noise levels are provided as additional data inputs to the CNNs, the resulting output values of the classifiers can again be mapped onto the likelihood-based posterior probability for the classification. Although that mapping is noisy, figure 8 shows that the CNNs seem to be using the information about the different levels of noise in the input data to reconstruct what is, in effect, a proxy for the likelihood function. In this work we do not apply specific techniques for uncertainty quantification, such as Bayesian neural networks, which could potentially improve the relation between the ML output scores and the MCMC-derived probability. However, even with such additional ingredients in the models, the uncertainties of the measurements provide unique information to relate between the predictions.

We have further tested CNNs with and without the noise level information using a slightly modified version of the waveform data set [45]. Just as happened for the smiley–frowny model, including the information about the different noise levels improves the accuracy of the classification, by an amount that
becomes larger as we increase the noise dispersion parameter $\Delta g$. We also computed the classification of objects in that data set using the least squares method, however in that case the performance was inferior to the CNNs, which is likely to be the case in many real world applications. Still, the uncertainties become informative to the CNNs as the level of heteroscedasticity increases.

We also checked that the noise levels are only relevant when they provide information that is not already included in the data set itself. In order to show this, we created a modified version of the smiley–frowny model whose features are numbers drawn from a Poisson distribution. In that case, for each feature $x_i$ the noise levels are well approximated by $\sqrt{x_i}$, and therefore there is very little additional information being provided by adding those errors to the data set. And indeed, what we find is that in this case the CNNs with and without error information have basically identical accuracies.

It is important to stress that ignoring the information about the different levels of noise in input data degrades the quality of ML classifiers in a way that cannot be offset by adding objects to the training set—through, e.g. the use of data augmentation techniques. As can be seen in figure 10, increasing the size of the training set, even in an ideal setup such as the one provided by our toy model, is not sufficient to allow the CNN without error information to achieve the accuracy level of the CNNs that include that information. In other words, the noise information is essential, and cannot be substituted or compensated. Moreover, as discussed in section 3, regularization techniques are also insufficient to compensate for the lack of information about the different levels of input data noise.

The smiley–frowny model is a simplification of data from narrow-band photometric surveys. Therefore, the techniques here presented are more appropriate to classify sources based on spectra or pseudo-spectra. Despite being super simplified scenarios, it is still possible to draw general conclusions with toy-models, as we have summarized throughout this section, which may translate to realistic cases. The techniques here presented were applied in [21] to classify quasars, stars and galaxies in the miniJPAS survey [46]. The CNNs were trained with simulated pseudo-spectra from that survey, which is composed by 60 fluxes (measurements) and corresponding uncertainties [22]. The CNNs that use the fluxes and the uncertainties showed better performance than the CNN that discards the uncertainties, especially when classifying fainter sources, which have typically lower signal to noise ratio.

Finally, we ought to remark that our conclusions were drawn in the context of a model inspired by scientific data, where tracking signal and noise are commonplace. However, in all areas of data science the issue of measurement is a key one: some data sets are more robust than others, and some data points are more reliable than others. Furthermore, estimations about the levels of noise in input data are often available to the data analyst not only in the hard sciences, but, e.g. in economic data or in the social sciences as well. What we have shown here is that providing these noise levels to ML methods adds significant information to the algorithms, improving the performance of classification or regression tasks in a way that cannot be compensated by techniques such as data augmentation or regularization.
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**Appendix A. Describing the images method**

In this appendix we discuss the construction of the images in more details. The shape of the images are defined by a set of hyperparameters, i.e. parameters that must be chosen before training the model. As mentioned in section 4.2, we discretize the features $x_i \rightarrow x_i^\rho$ and define the pixels of the images according to equation (22).

To set the height and width of the matrix, we define the variables:
Figure A1. Input data of CNN2D images (smiley–frowny, $n = 20, \sigma_0 = 0.2$) with different images hyperparameters \{n_rows, up_bound, low_bound\}. From left to right: \{20, 2, 2\}, \{20, 1, 1\}, \{30, 1, 1\} (n_cols = n in all cases).

$$n\_rows : \text{number of rows}$$

$$n\_cols : \text{number of columns.}$$

For simplicity, we set $n\_cols = n$, i.e. the number of features, since in this problem we assume there is no mixing in the $x$-axis, i.e. any given measurement, as well as its uncertainty, corresponds to a unique feature $i, i \in [1, n]$.

To define the boundaries of the image of each object $j (j = 1, \ldots, m)$ in the data set, we use the variables up_bound and low_bound:

$$\text{upper boundary} = \sum_{i}^{n} \frac{x_i^{(j)}}{n} + \text{up\_bound}$$

$$\text{lower boundary} = \sum_{i}^{n} \frac{x_i^{(j)}}{n} - \text{low\_bound}.$$  

These variables are useful to better frame the images. If the boundaries were the same for all objects, some curves could be clipped.

The choice of these hyperparameters might have a relevant impact on the performance of the model in some cases because these parameters define how much information of the data is being communicated through this representation. To illustrate this, we show in figure A1(a) smiley curve with $n = 20$ and $\sigma_0 = 0.2$ represented in three images built with different hyperparameters. We see that these parameters control the ‘resolution’ of the curve, i.e. the number of pixels to bin $x_i$. More specifically, the width of the bins expressing the intervals for the values $x_i^2$ are given by:

$$\Delta x = \frac{\text{up\_bound} + \text{low\_bound}}{n\_rows}. \quad (A.1)$$

Appendix B. Evaluating the images method

Here we perform a test with CNN2D images model to try to get some intuition on how the model is using the information of the uncertainties. The idea is to evaluate how the accuracy changes as we gradually discard the information of the errors.

In order to do this test, we slightly modify the images by normalizing the columns in such a way that all columns of each image have the largest pixel equal to one:

$$P_{\rho,i} \rightarrow \tilde{P}_{\rho,i} = \frac{P_{\rho,i}}{\max_i (P_{\rho,i})}. \quad (B.1)$$

7 For the tests with the Poisson version of the smiley–frowny model, we fixed the boundaries to range between 0 and 20 for all the objects.
Figure B1. Top: from left to right: input matrices of CNN images with threshold = 0.001, 0.4, 0.8 and 1.0 (see equation (B.2)); bottom: accuracy as a function of threshold.

where $P_{\rho,i}$ is given by equation (22). We also define an additional parameter threshold as follows:

$$\text{If } \bar{P}_{\rho,i} < \text{threshold,}$$

$$\text{then, } \bar{P}_{\rho,i} = 0. \quad (B.2)$$

As we increase the threshold, the error bars in the image are ‘erased’, as shown in the top panel of figure B1. When threshold = 1, we are left only with the pixels representing the mean value. The bottom panel of figure B1 shows how the accuracy changes as we vary this parameter. We see that the accuracy decreases as the error bars are discarded and, when the image contains only the mean values (threshold = 1), it approaches the accuracy obtained with CNN1D no-err.

Appendix C. CNN architectures

In this appendix we discuss the details about the CNN architectures. The architectures developed for the baseline data set (2) are shown in table C1. The ReLU activation function is used in the convolution and dense layers, except in the output dense layer, where we use the softmax function. The pool size and strides in the first MaxPooling layer in the CNN 2D images architecture were chosen in such a way that the output feature map has size (10, 10).

We do not apply the architecture outlined in table C1 for all case studies because, as the data set becomes noisier, we verified that the baseline architecture tends to overfit the data [41]. Therefore, we adapt the model to avoid overfitting by either reducing the number of layers and neurons and/or by adding regularization (increasing the dropout rate). On the other hand, as the data becomes less noisy, the baseline models tend to underfit, so we modified the baseline architecture by increasing the number of neurons and/or reducing the dropout rate. In this way, we use the best CNNs for each case study, which avoid overfitting and underfitting, and thus have a fair application of the models to compare between different noise regimes.

We illustrate the above mentioned tendency of noisier data sets to overfit in figure C1, which shows the learning curves of the CNN 2D images model for the the baseline case (left), i.e. the case where the data generated with the baseline parameters outlined in 2 and the architecture shown in table C1 is applied; and the baseline architecture applied to the $\sigma_0 = 3.2$ data set (right). We see that when the baseline architecture is
Table C1. CNN1D and CNN2D images baseline architectures. These are the architectures applied to the baseline data set (see 2).

| CNN 1D                        | CNN 2D                        |
|-------------------------------|-------------------------------|
| Conv1D(filters = 32, kernel_size = (5,)) | Conv2D(filters = 32, kernel_size = (5, 5)) |
| BatchNormalization()          | BatchNormalization()          |
| MaxPooling1D(pool_size = 2, strides = 2) | MaxPooling2D(pool_size = (n_rows/10, 2), strides = (n_rows/10, 2)) |
| Conv1D(filters = 64, kernel_size = (3,)) | Conv2D(filters = 64, kernel_size = (3, 3)) |
| BatchNormalization()          | BatchNormalization()          |
| MaxPooling1D(pool_size = 2, strides = 2) | MaxPooling2D(pool_size = (2, 2), strides = (2, 2)) |
| Dropout(rate = 0.2)           | Dropout(rate = 0.2)           |
| Conv1D(filters = 64, kernel_size = (3,)) | Conv2D(filters = 64, kernel_size = (3, 3)) |
| BatchNormalization()          | BatchNormalization()          |
| MaxPooling1D(pool_size = 2, strides = 2) | MaxPooling2D(pool_size = (2, 2), strides = (2, 2)) |
| Dropout(rate = 0.2)           | Dropout(rate = 0.4)           |
| Flatten()                     | Flatten()                     |
| Dense(units = 64)             | Dense(units = 64)             |
| Dense(units = 2, ‘softmax’)    | Dense(units = 2, ‘softmax’)    |

Figure C1. Learning curves of the CNN2D images model. Left: baseline data set ($\sigma_0 = 0.5$); right: $\sigma_0 = 3.2$.

applied to the $\sigma_0 = 3.2$, the difference between the training and validation losses is more pronounced. Here we show the case where the data set is noisier due to the increased value of the parameter $\sigma_0$, however the same care must be taken when the number of features $n$ is lower and when the training data set size $m$ is smaller.
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