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Abstract

Modern image retrieval systems increasingly rely on the use of deep neural networks to learn embedding spaces in which distance encodes the relevance between a given query and image. In this setting, existing approaches tend to emphasize one of two properties. Triplet-based methods capture top-k relevancy, where all top-k scoring documents are assumed to be relevant to a given query. Pairwise contrastive models capture threshold relevancy, where all documents scoring higher than some threshold are assumed to be relevant. In this paper, we propose Cross-Example Softmax which combines the properties of top-k and threshold relevancy. In each iteration, the proposed loss encourages all queries to be closer to their matching images than all queries are to all non-matching images. This leads to a globally more calibrated similarity metric and makes distance more interpretable as an absolute measure of relevance. We further introduce Cross-Example Negative Mining, in which each pair is compared to the hardest negative comparisons across the entire batch. Empirically, we show in a series of experiments on Conceptual Captions and Flickr30k, that the proposed method effectively improves global calibration and also retrieval performance.

1 Introduction

The goal of large-scale information retrieval is to efficiently find relevant documents for a given query among potentially billions of candidates. A canonical example is image search: finding relevant images given a text query. One common implementation is to learn a real-valued scoring function to rank all images. Since using large neural networks to compute the relevance of each query-image pair is prohibitively expensive, recent deep learning systems encode semantic relevance as distance in a vector space. These systems can model complex semantic relationships while still allowing for efficient retrieval using approximate nearest neighbor search through a large database of images.

In this embedding based retrieval setting, two approaches are commonly used to determine the relevance of retrieved documents. In top-k relevancy, all top-k scoring documents are assumed to be relevant to a given query, while in threshold relevancy, all documents scoring higher than some threshold are assumed to be relevant. Both properties are commonly used; top-k relevancy is useful when searching for a document known to exist, threshold relevancy is useful when it is not known whether any relevant document exists. Although both properties are desirable, common learning approaches tend to explicitly optimize for only one of these properties. To address this issue, we propose a novel learning approach that simultaneously optimizes both properties.

Early approaches for embedding learning used pairwise contrastive losses [1], where the distance between matching query/document pairs is minimized and the distance between non-matching pairs is maximized until they reach a specified margin. Using explicit definitions for what constitutes matching and non-matching pairs, these approaches have been an effective means to achieve threshold
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Figure 1: Left: Pairwise contrastive loss minimizes the distance of matching query/document pairs while pushing nonmatching pairs up to some pre-selected margin. Center: Triplet loss constrains non-matching documents to be at least some margin further away than matching documents for a given reference query. Right: The proposed Cross-Example Softmax compares distances across queries, encouraging all matching query/document pairs to be closer than all non-matching pairs.

relevancy. However, the binary nature of these pairwise approaches limits their ability to model the relative ordering among the matching pairs, limiting their effectiveness for top-\(k\) relevancy.

To address this challenge, relative comparison approaches such as triplet loss [28] have been proposed that explicitly model the relative ordering of pairwise query/document distances with respect to a single reference query. While effectively modeling top-\(k\) relevancy, the query-specific conditioning of pairwise distances implies that absolute distances are not necessarily meaningful across different queries, limiting threshold relevancy. Recent approaches commonly go beyond individual triplets with the usage of Sampled Softmax [30]. There, a batch of matching query/document pairs are embedded into their vector representations. Then, for each query, the documents from the other pairs in the batch can be re-used as negative comparisons. Since most of these random documents are unlikely to be informative to each query, it is also common to use stochastic negative mining [24] to only use the most informative negative documents, i.e., with the highest similarity score.

In this paper, we propose Cross-Example Softmax, an extension to Sampled Softmax which combines the properties of top-\(k\) relevancy and threshold relevancy by introducing cross-example comparisons. Specifically, in addition to ranking a positive query/document pair over all other within-batch pairs containing the same query, Cross-Example Softmax also ranks each positive pair over all non-matching pairs containing different queries. Figure 1 illustrates the effect of Cross-Example Softmax and how it leads to calibrated distance scores. The proposed method further allows us to extend the concept of stochastic negative mining to Cross-Example Negative Mining. There, instead of only mining the most informative negative documents for the given query, we select those non-matching pairs with the highest similarity scores across all queries.

In experiments on Conceptual Captions and Flickr30k, we demonstrate that Cross-Example Softmax effectively learns embedding spaces that are more globally calibrated and that have higher retrieval performance. Quantitatively, in terms of area under the precision-recall curve, this results in an improvement from 14.6 to 20.1 on the Conceptual Captions test set. In terms of Recall@1, we observe improvements from 25.87% to 26.91% on Conceptual Captions and from 29.22% to 30.49% on Flickr30k.

Overall, we make the following main contributions:

- With Cross-Example Softmax, we propose a novel loss function for embedding learning which combines the properties of top-\(k\) and threshold relevancy.

- We further introduce Cross-Example Negative Mining, where the per-example loss is focused on the hardest incorrect query/document pairs across the entire batch.

- In experiments on Conceptual Captions and Flickr30k, we show that the proposed methods effectively improve global score calibration and retrieval performance.
2 Related Work

Vision-Language Models. Approaches that combine the visual and language modalities have been of great interest in recent years, addressing tasks such as image captioning [6,35,39], visual question answering [2], visually-grounded dialog [8] and more. One common characteristic of many of these approaches is to combine features from both modalities early in the model [13]. Other work trains models that merge visual and language features in Transformer-based [33] architectures [1,16,17,21,31,32]. These approaches are powerful because the model can consider nonlinear interactions between vision and language features. However, they are not suited to our large-scale image retrieval task, because inferring a pairwise similarity score between a query and millions of documents becomes intractable. Our work instead focuses on deep metric learning using a factorized model with two separate image and text encoders, limiting the interaction between modalities to an inner product.

Deep Metric Learning. Metric learning using deep models is a well-studied problem with many applications [3,25,28,34], especially where the output space is very large. Early approaches are based upon Siamese networks [7] with contrastive loss on pairwise data or relative triplet similarity comparisons [12,28]. Inspired by the success of large-scale classification tasks on ImageNet [9], more recent models are mainly trained using sampled softmax loss with cross entropy [4,14]. Recently, several works have proposed modifications to the sampled softmax loss, by normalization [19], adding margins [18,56,57], and tuning the scaling temperature [42,53]. Differing from our work, all of these works focus on optimizing the relative ordering of labels given an anchor query. In contrast, the method proposed in our work optimizes for each input query the score of the correct label against the entire distribution of all possible negative query/label pairs in the entire batch, even across queries.

Stochastic Negative Mining. In the setting of large output spaces, for any given query, most documents are not relevant and thus including them in the loss function is not informative for the optimization. To address this challenge, several works have proposed to mine for the hardest and most informative negative labels [22,24]. However, as an approximation of per-query softmax, these methods perform negative mining only with respect to one single query at a time. In our work, we propose negative example mining across examples, wherein we mine for the globally hardest negative query/document comparison in the batch.

Score Calibration. There has been a sustained interest in score calibration to ensure scores are consistently normalized or interpretable [23,26,27]. One common approach is to interpret the output of the softmax function applied to model logits as probabilities. While the output of a softmax is technically a probability distribution in the sense that it is normalized, computing the probability for any label also requires the comparison to all other labels. In the setting of large output spaces, this is generally not possible, because the probability space is too large to calculate. To address this challenge, in this paper we propose a new loss function that explicitly encourages the underlying logits to be calibrated. This is done during training, not as a post-recognition calibration step as in [23,27]. This allows the comparison of label scores across queries without needing to compute scores for all other labels.

3 Method

Consider the multiclass classification setting with a sample of instances \( x \in \mathcal{X} \) and their associated labels \( y \in \mathcal{Y} \) with \( |\mathcal{Y}| = K \). There, the goal is to learn a scoring function \( f : \mathcal{X} \rightarrow \mathbb{R}^K \) that is able to score the labels for each instance according to their relevance. The information retrieval setting at hand can be defined analogous with a set of queries \( \mathcal{X} \) and associated relevant documents \( \mathcal{Y} \). Our goal is to learn a scoring function which can sort all documents according to their relevance for a given query.

In our text-to-image retrieval setting, \( x_i \) is a text query and \( y_j \) is its corresponding relevant image. We aim to learn a text encoder \( f_{\text{text}} : (x_i) \rightarrow x_i \in \mathbb{R}^d \) and an image encoder \( f_{\text{image}} : (y_j) \rightarrow y_j \in \mathbb{R}^d \) that project the text and image into a shared \( d \)-dimensional embedding space. The relevance score between query \( x_i \) and image \( y_j \) is the dot product between their vector representations \( s_{i,j} = \langle x_i, y_j \rangle \).

Sampled Softmax. In the standard multiclass classification setting, a Softmax Cross-Entropy loss over the whole label space is used to optimize the model. Ideally, in the retrieval setting we would also compare the score of a matching document to all other documents in the database. However,
All examples in batch \{ s \}.

With this, we can define Sampled Softmax as a relative ranking loss between the relevance score of a query and its matching document \( s \), and its relevance scores to all non-matching documents \( s \in N_{i,B_t} \). Formally,

\[
L_{B_t} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{e^{s_{i,i}}}{e^{s_{i,i}} + \sum_{s \in N_{i,B_t}} e^{s}} \right)
\]  

Fig. 2 (B) in the top left illustrates the per-example loss for the second query. The score of the matching pair \( s_{2,2} \) is emphasized in blue and \( N_{2,B_t} \) in marked in red. The figure highlights that the loss only considers pairs from the same query.

**Stochastic Negative Mining.** For Sampled Softmax a relevant document is only compared to a small subset of random documents. Most of these documents can be easily recognized as irrelevant to the query, limiting their informativeness to the optimization.

As a consequence, Stochastic Negative Mining has been proposed \cite{24}, wherein one only selects the most difficult negative documents for each query within the batch. Formally, let \( \text{top}_k(N_{i,B_t}) \) be the set of the top \( k \) largest scores within the set of negative scores for query \( x_i \). With this, we can write the modified loss defined only over the most difficult documents for each query as

\[
L_{B_t} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{e^{s_{i,i}}}{e^{s_{i,i}} + \sum_{s \in \text{top}_k(N_{i,B_t})} e^{s}} \right)
\]  

Figure 2: **Cross-Example Softmax** operates on a pairwise distance matrix (A) computed from a batch of paired queries and documents. Comparisons to other methods are shown in (B). In Sampled Softmax, for a given query the similarity score for the positive document is compared to all other documents within the batch. Stochastic Negative Mining focuses the loss on the hardest document for each query. For Cross-Example Softmax, each positive query/document pair is compared to all non-matching pairs across the entire batch. Cross-Example Negative Mining focuses the loss on the hardest non-matching query/document pairs across the entire batch. In all of these approaches, negatives appear in the partition function of the softmax activation (C).
Figure 3: The Text-to-Image model comprises two encoders. Text captions are encoded using a 12-layer Transformer. The output of the CLS token is projected into the embedding space and L2 normalized. Images are encoded using a 50-layer Residual Network followed by a linear projection and L2 normalization. The relevance is then measured via dot product in the embedding space.

Fig. 2 (B) top right shows this scenario. The set of negatives now only comprise the hardest comparisons for the given query. In the diagram, the red shaded negative scores are top k(\mathcal{N}_i,B_t).

**Cross-Example Softmax.** From Equations 2 and 3 and the illustrations in Fig. 2 (B) it becomes clear that Sampled Softmax captures the distance of documents only relative with respect to a given query. Thus, distances in the learned vector space are not comparable across queries. To encourage global calibration such that distance can be used as an absolute measure of relevance, we propose Cross-Example Softmax which extends Softmax by introducing cross-example negatives. The proposed loss encourages that all queries are closer to their matching documents than all queries are to all irrelevant documents. Specifically, let \mathcal{N}_{B_t} be the pairwise comparisons between all queries in batch B_t and the documents of the same batch which they are not related to. Since queries are assumed to be only related to their respective document, this corresponds to all off-diagonal entries in \mathcal{S}. Formally,

\[ \mathcal{N}_{B_t} = \bigcup_{i \in [1, \ldots, N]} \mathcal{N}_{i,B_t} \]  

With this we can formally define Cross-Example Softmax Cross-Entropy as

\[ \mathcal{L}_{B_t} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( e^{s_{i,i}} + \sum_{s \in \mathcal{N}_{B_t}} e^{s} \right) \]  

Fig. 2 (B) bottom left illustrates that for Cross-Example Softmax the loss for a single query includes all negative scores from \mathcal{N}_{B_t}, even query/document pairs from different queries.

**Cross-Example Negative Mining.** We can now extend Stochastic Negative Mining to mine for the hardest negative comparisons across the entire batch. Akin to the formulation above, let top k(\mathcal{N}_{i,B_t}) be the set of the top k largest scores within the set of negative scores of the entire batch. With this we can define the Cross-Example Negative Mining loss as

\[ \mathcal{L}_{B_t} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( e^{s_{i,i}} + \sum_{s \in \text{top}_k(\mathcal{N}_{i,B_t})} e^{s} \right) \]  

This loss is illustrated in Fig. 2 (B) bottom right. Note that negative scores for each query are mined from the entire batch. This means that the set of mined scores could contain all negative scores from some queries, like row 1 in the figure, and no negative scores from others, like row 3 in the figure.

4 Experiments

We perform a series of experiments to evaluate the text-to-image retrieval performance of the proposed Cross-Example Softmax. We use two datasets, i.e., Conceptual Captions [29] and Flickr30k [40]. As baselines, we compare to sampled softmax [30] and sampled softmax with in-batch negative mining [24], as well as two angular margin-based similarity learning baselines [18, 19].
Table 1: Retrieval Results on Conceptual Captions. Left: Cross-Example Softmax improves score calibration as shown by the increase in PR-AUC. Middle: When retrieving images from the test set only, Cross-Example Softmax outperforms Sampled Softmax and the margin-based baselines for Recall@1. Right: With a large number of distractor images, Cross-Example Softmax clearly outperforms vanilla Sampled Softmax across all levels of $k$. Cross-Example Negative Mining further improves upon these results. All numbers shown are the average of 5 runs.

### 4.1 Text-To-Image Model

For our text-to-image retrieval application we learn two separate encoders, limiting the interaction between text and images to a dot product. This allows to efficiently score a query against a large pre-computed database of image representations using approximate nearest neighbors (ANN), e.g., [5, 15, 38]. This is in contrast to cross-attention such as ViLBERT [21], where the interaction between text and image relies on heavy computation and thus does not scale to the retrieval setting.

**Text Encoder.** As text encoder $f_{text}$ we use a 12-layer Transformer [33]. Specifically, we use the publicly available pre-trained BERT Base [10]. The inputs to the model are word piece tokenized image captions padded to a maximum sequence length of 32. As final vector representations for the caption, we use the 768-dimensional vector representing the $[CLS]$ token and add a dimensionality reduction to 128 dimensions without any bias or activation.

**Image Encoder.** As image encoder $f_{image}$ we use a 50-layer ResNet [11] pretrained on the classic ILSVRC2012 classification task. As final vector representations for the image, we replace the last layer with a dimensionality reduction to 128 dimensions without any bias or activation.

**Relevance Score.** Representations are compared using cosine similarity. Since cosine similarities lie within the range from -1 to 1, the resulting dynamic range is too small when used with softmax. We follow [43] and add a temperature $\lambda$, such that the final comparison is $s_{i,j} = \langle \lambda \frac{x_i}{\|x_i\|}, \lambda \frac{y_j}{\|y_j\|} \rangle$.

### 4.2 Training Details

We use the Conceptual Captions [29] dataset to train our text-to-image model. The dataset is set of images from the web along with alt text descriptions. The training split includes 3,318,333 and the test split 12,559 image/text pairs. Our models are trained with batch size 512 for 25,000 steps. For models with negative mining, we select the 50% largest scores from the respective negative sets. Due to the different architectures in the two encoders, we use two separate optimizers [41]. The Transformer uses AdamW with a learning rate of 1e-4 that is linearly decayed to 0 after a warmup period of 1,500 steps. The ResNet uses SGD with momentum of 0.9 and a linear learning rate decay schedule starting at 3e-3 and ending at 5e-4. The output logits are scaled with a factor of $\lambda = 20$.

### 4.3 Retrieval Results on Conceptual Captions

We now evaluate retrieval performance and score calibration of the learned embeddings.

**Recall@k.** We evaluate the retrieval performance of the different models on two retrieval sets of varying size. First, we focus solely on the test set, i.e., for all test captions we retrieve the most relevant image from the set of all test images. Second, for a more realistic and challenging setting we add the 3.3M training images as distractors to the retrieval set. Table 1 shows Recall@k for the first setting in the middle column and for the second setting on the right side. From the results, we observe that for the first setting, Cross-Example Softmax outperforms vanilla Sampled Softmax and the margin-based baselines for Recall@1. For recall at larger $k$ we do not see large differences between the models. For the second setting, we observe that Cross-Example Softmax clearly outperforms all baselines across all levels of $k$. Cross-Example Negative Mining further improves upon these results and consistently achieves the best performance across all models.
Figure 4: **Left: Precision-Recall curves** on the Conceptual Captions test set images for Sampled Softmax and Cross-Example Softmax. Incorporating negative comparisons across examples leads to much better global calibration and correspondingly higher AUC. **Right: Comparison of score distributions.** Each blue line is one of 1,000 randomly sampled queries from the test set, showing the number of neighbors (y-axis) at a given similarity to the query (x-axis). The orange lines indicate the 5th and 95th percentile, i.e., 90% of queries fall in between. The result demonstrates how Cross-Example Softmax leads to a more globally-calibrated similarity metric.

Table 2: **Retrieval Results on Flickr30k.** Cross-Example softmax clearly outperforms Sampled Softmax across all recall levels. Moreover, Cross-Example Negative Mining improves further upon the results. Numbers shown are the average across 5 runs.

### Precision-Recall and AUC
To measure global score calibration, we now evaluate the Precision-Recall curve, measuring the precision of all returned results at a specified global recall threshold. To generate PR curves, we compute the pairwise similarities between all captions and images in the test set and sort them by their similarity score. The Precision-Recall curves for Sampled Softmax and Cross-Example Softmax are shown in Figure 4 (left). Further, the PR AUC for all methods is shown on the left of Table 1. The results clearly indicate that Cross-Example Softmax improves the global score calibration with an increase in PR-AUC from 0.14 to 0.21. The PR curves in Figure 4 highlight that much of the improvement comes from a better separation between the positives and the hardest negative documents. This highlights the effectiveness of directly optimizing for a better separation between positives and the entire distribution of all negative scores.

### 4.4 Zero-Shot Retrieval Results on Flickr30k
We now perform a set of zero-shot experiments on Flickr30k to evaluate the generalization of the learned embeddings. We use the zero-shot setting and test split from [21], which contains 1,000 images, each with 5 captions. Following the procedure of previous work, we compare all 5,000 captions to all 1,000 images in the Flickr30k test set in order to retrieve the most relevant images to each query. Note that we do not perform any dataset-specific fine-tuning on Flickr30k; all of our results are shown in the zero-shot setting of training on conceptual captions and testing on Flickr30k.

Table 2 shows the retrieval performance. Besides the methods presented above, the table further includes a comparison to ViLBERT [21]. However, as mentioned earlier, note that ViLBERT is a cross-attention model and thus does not scale to large scale retrieval. Similarly to the Conceptual Captions 3M results above, we find that Cross-Example Softmax outperforms the baselines across all levels of k. Focusing on the hardest examples with Cross-Example Negative Mining further improves
recall, demonstrating the effectiveness of the proposed methods. It is interesting that our model performs roughly on-par with cross-attention models like ViLBERT that rely on combining visual and text features early in the model, ruling them infeasible for retrieval tasks over large-scale databases.

4.5 Qualitative Analysis

Score distributions. First we look at the effect that Cross-Example Softmax has on the score distribution of retrieved documents. To analyze the distributions, Fig. 4 (right) shows the number of neighbors (y-axis) at a given similarity to the query (x-axis) for 1,000 randomly sampled queries from the Conceptual Captions test set. Each blue line represents one query. Blue lines on the leftmost side represent queries whose top retrieved results have higher similarity scores, and the lines on the rightmost side represent queries whose top results have comparatively low similarity. The orange lines indicate the 5th and 95th percentile, i.e., 90% of queries fall in between. The result demonstrates how Cross-Example Softmax leads to a more globally-calibrated similarity metric.

Example results. Fig. 5 shows example queries and their top retrieved results. Specifically, it shows three queries where all returned results have low confidence scores and three queries that return many high confidence results. Those queries would show on the rightmost and leftmost sides within the plot of Fig. 4, respectively. Generally, we observe that queries without any highly confident results are often vague or not visually descriptive. On the other hand, queries with high scoring results tend to be more descriptive and images with high scores are mostly plausible results.

5 Conclusion

In this work, we proposed Cross-Example Softmax, wherein given a batch of inputs and labels, the loss encourages that the score of a correct input/label pair is higher than all incorrect input/label pairs, even across multiple inputs. By extending the loss to all input/label pairs, we ensure that the relevance score is more globally calibrated and thus becomes more interpretable as an absolute measure of relevance. We further introduce Cross-Example Negative Mining, where the loss is focused on the hardest incorrect input/label pairs. Empirically, we showed that the proposed methods effectively improve global calibration as well as retrieval performance. This work opens up numerous paths for future work. From a practitioner’s point of view, it might be exciting to extend this work towards multiclass classification and object detection. From a robustness perspective, it would be intriguing to study the possible impact of the proposed method on susceptibility towards adversarial examples.
**Broader Impact**

Interpretability is a key consideration of machine learning applications. In this work, we propose a novel method for making distances in embedding-based retrieval methods more interpretable. We emphasize that this only addresses one specific aspect of interpretability and only for retrieval.

Further, the general ethical concerns caused by improvements in image recognition do also apply to this work. Although the methods proposed in this paper are motivated to improve model interpretability, they could lead unforeseen applications.
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