Some Alternative Solutions to Fractional Models for Modelling Power Law Type Long Memory Behaviours
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Abstract: The paper first describes a process that exhibits a power law-type long memory behaviour: the dynamical behaviour of the heap top of falling granular matter such as sand. Fractional modelling is proposed for this process, and some drawbacks and difficulties associated to fractional models are reviewed and illustrated with the sand pile process. Alternative models that solve the drawbacks and difficulties mentioned while producing power law-type long memory behaviours are presented.
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1. Introduction

Research related to fractional differentiation has grown exponentially in recent years in many areas, including automatic control. In automatic control, many applications have been developed in dynamical system modelling using “fractional models”. These models are mainly used to capture power law-type long memory input/output behaviours. In most of these applications, the models are described by differential equations that involve fractional derivatives or “fractional differential equations”. For the multi-input, multi-output case, these models can be described by the equation:

\[ \sum_{k=0}^{N_a} S_k \frac{d^v}{dt^v} y(t) = \sum_{k=0}^{N_b} T_k \frac{d^w}{dt^w} u(t) \quad N_a \in \mathbb{N}^*, N_b \in \mathbb{N}^* \quad (1) \]

in which \( u(t) \in \mathbb{R}^m \) denotes the input vector, \( y(t) \in \mathbb{R}^p \) denotes the output vector, \( S_k \in \mathbb{R}^{pxp}, T_k \in \mathbb{R}^{pxm} \). \( (d^v/dt^v) y_{ak} \) and \( (d^w/dt^w) y_{bk} \) denote fractional differential operators of orders \( v_{ak} \in \mathbb{R} \) and \( v_{bk} \in \mathbb{R} \), respectively. These operators are defined in [1–4], and a detailed survey of the properties linked to these definitions can be found in [2].

If orders \( v_{ak} \) and \( v_{bk} \) in Relation (1) verify the relations \( v_{ak1} = k_1/q, v_{bk2} = k_2/q, k_1 \in \mathbb{N}^* \) and \( k_2 \in \mathbb{N}^*, q \in \mathbb{N}^* \), then the differentiation orders \( v_{ak} \) and \( v_{bk} \) are commensurate (multiple of the same rational number \( v = 1/q \)). Here, it is assumed that \( N_a \geq N_b \). Using the order commensurability condition and for null initial conditions, the differential Equation (1) can be rewritten under the form:

\[ \begin{cases} \frac{d^v}{dt^v} \zeta(t) = A \zeta(t) + B u(t) \\ y(t) = C \zeta(t) + D u(t) \end{cases} \quad (2) \]

where \( \zeta(t) \in \mathbb{R}^n \) is the pseudo-state vector, \( v = 1/q \) is the fractional order of the model, and \( A \in \mathbb{R}^{nxn}, B \in \mathbb{R}^{nxm}, C \in \mathbb{R}^{pxn}, D \in \mathbb{R}^{pxm} \) are constant matrices. Model (2) is known in the literature under the name “fractional state space description”, which was introduced for the first time in [5].
Alternatively, Models (1) and (2) can be described by transfer functions that involve non-integer powers of the Laplace variable \( s \).

Although Models (1) and (2) are widely used in the literature, for modelling and beyond, several drawbacks associated with their use have been revealed in the last 10 years. Some of these problems result from too hasty “fractionalisations” of concepts dedicated to classical integer systems, without any physical justification. Thus, using an example, this paper aims:

- to illustrate these drawbacks and to show that alternative solutions exist for power law-type long memory behaviours modelling;
- to clarify the limits and benefits of fractional models.

In this paper, the first section defines the concept of “power law-type long memory behaviour” for linear time invariant (LTI) dynamical systems and gives some conditions in time and frequency domains for this class of systems to exhibit a power law-type behaviour. In Section 2, the dynamical behaviour of the heap top of falling granular matter such as sand is studied. This is an example of a process that exhibits a power law-type long memory behaviour. Then, fractional modelling is proposed for this process in Section 3, and some drawbacks and difficulties associated to fractional models are reviewed and illustrated with the sand pile process. Section 4 demonstrates that the power law-type behaviour of the sand pile process can be modelled by a non-linear model, thus demonstrating that other models than fractional models are possible for power law-type behaviours. Then, several alternative models that solve the drawbacks and difficulties mentioned while producing power law-type long memory behaviours are presented in Section 6.

2. Power Law-Type Long Memory Behaviours

In this paper, we intentionally use the expression “power law-type behaviours” and not “fractional behaviours”, as the word fractional refers to fractional models, which are one of the means among others for modelling power law-type behaviours, and because the power can be other than a fractional number (a real number).

In the sequel, we will say that a system has a power law-like behaviour if its impulse response or if its frequency response exhibits a power law behaviour in a given time or frequency range. The term “power law” comes from the time series analysis field, as is recalled in the following subsection.

In the analysis of time series, long memory behaviours can be characterized in terms of their autocorrelation functions [6]. The autocorrelation highlights that the coupling between values of a signal at different times decreases slowly as the time difference increases. The decay of the autocorrelation function can be power-like and so is slower than exponential decay.

Thus, the concept of power law-type long memory is defined for signals in the time series field. The purpose of this section is to extend this concept to models that have output signals exhibiting power law-type long memory behaviour.

In Section 2.1, some properties of the spectral density of a system output signal and properties linking the autocorrelation functions of the input signal and the output signal are demonstrated in the general case of a linear time invariant (LTI) model. In Section 2.2, these properties are particularised to systems that have output signals exhibiting power law-type long memory behaviour, allowing to propose a general definition of a power law-type long memory model.

2.1. Spectral Density and Autocorrelation Functions of the Input Output Signals of an LTI System

Let \( u(t) \) and \( y(t) \) be respectively the input and the output of a dynamical LTI single input–single output model. Input \( u(t) \) is assumed to be a white noise, and let \( R_y(\xi) \) be the output autocorrelation defined by:

\[
R_y(\xi) = \int_{-\infty}^{\infty} y(t + \xi)y(t)dt. \tag{3}
\]

In addition, let \( S_y(\omega) \) be the output power spectral density defined by:

\[
S_y(\omega) = \int_{-\infty}^{\infty} R_y(\xi)e^{-i\omega \xi}d\xi. \tag{4}
\]
The autocorrelation function \( R_y(\xi) \) of the system output \( y(t) \) is related to the autocorrelation function \( R_u(\xi) = \int_{-\infty}^{\infty} u(t + \xi)u(t)dt \) of the system input \( u(t) \) through the relation:

\[
R_y(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(t - p)h(p)d\xi \int_{-\infty}^{\infty} u(t + \xi - q)h(q)dq \, dt \tag{5}
\]

or (if permutations of integrals are permitted)

\[
R_y(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(p)h(q)(\int_{-\infty}^{\infty} u(t - p)u(t + \xi - q)dt) 
\, d\xi dp. \tag{6}
\]

Using the change of variable \( t' = t - p \), Relation (6) becomes

\[
R_y(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(p+h(q))(\int_{-\infty}^{\infty} u(t')u(t' + \xi + p - q)dt')d\xi dp \tag{7}
\]

or

\[
R_y(\xi) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(p)h(q)R_u(\xi + p - q) 
\, d\xi dp. \tag{8}
\]

If \( u(t) \) is a white noise of variance \( \sigma \), then \( R_u(\xi) = \sigma \delta(\xi) \) where \( \delta(\cdot) \) is the Dirac function. Thus,

\[
R_y(\xi) = \sigma \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(p)h(q)\delta(\xi + p - q) 
\, d\xi dp. \tag{9}
\]

Using Relation (4),

\[
S_y(\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(p)h(q)R_u(\xi + p - q) e^{-j\omega \xi}d\xi dq. \tag{10}
\]

Using \( \tau = \xi + p - q \), the previous relation becomes

\[
S_y(\omega) = \int_{-\infty}^{\infty} h(p)e^{j\omega \tau}d\xi \int_{-\infty}^{\infty} h(q)e^{-j\omega q}d\xi \int_{-\infty}^{\infty} R_u(\tau)e^{-j\omega \tau}d\tau \tag{11}
\]

and thus, if \( H(j\omega) \) denotes the frequency response (and \( H^*(j\omega) \) its conjugate) of the considered dynamical system:

\[
S_y(\omega) = H(j\omega)H^*(j\omega)S_u(\omega) = \sigma |H(j\omega)|^2. \tag{12}
\]

2.2. Power Law Concept Extended to LTI Systems

Let us now consider an LTI system whose impulse response is of the form

\[
h(t) = \frac{K_t}{t^{\nu}} H_t(t) \quad \text{and} \quad H(j\omega) = \frac{K_u}{(j\omega)^\nu} \quad 0 < \nu < 2, \quad K_t \in \mathbb{R}, \quad K_u \in \mathbb{R}. \tag{13}
\]

where \( H_t(t) \) is the Heaviside function. According to Relation (12), the power spectral density of the system output to a white noise of variance \( \sigma \) is defined by

\[
S_y(\omega) = \frac{\sigma K_u^2}{\omega^{2\nu}} \tag{14}
\]

and exhibits a power law-type behaviour in the frequency domain. According to Relation (9) for a white noise input \( u(t) \) of variance \( \sigma \), the output autocorrelation is defined by

\[
R_y(\xi) = \sigma \int_{p=0}^{\infty} \int_{q=0}^{\infty} h(p)h(q)\delta(\xi + p - q) 
\, d\xi dq. \tag{15}
\]

or as the integrated function is not equal to 0 only if \( \xi + p = q \)

\[
R_y(\xi) = \sigma \int_{p=0}^{\infty} h(p)h(p+\xi)dp = \sigma \int_{p=0}^{\infty} \frac{K_t}{p^{\nu}} \frac{K_t}{(p+\xi)^{1-\nu}} 
\, dp \tag{16}
\]

and thus if \( \Gamma(\cdot) \) denotes the Euler gamma function:

\[
R_y(\xi) = \frac{\sigma K_t^2 \Gamma(\nu)(\frac{1}{\xi^{1-\nu}})}{\sqrt{\pi}} \xi^{2\nu-1}. \tag{17}
\]
Relation (17) demonstrates that the output signal autocorrelation exhibits a power law-type behaviour.

Definition 1 [Power law-type long memory system]. A power law-type long memory system is an LTI system that has one of the following equivalent properties in a given time or frequency range:

1. Its impulse response \( h(t) \) slowly decays with respect to time according to:
   \[
   h(t) = \frac{K_t}{t^{1-v}} H_e(t) \quad 0 < v < 2. \tag{18}
   \]

2. For a white noise input \( u(t) \) of variance \( \sigma \), its output autocorrelation function is:
   \[
   R_Y(\xi) = \frac{\sigma K_t^2 \xi^{-v} \Gamma(\nu) \Gamma\left(\frac{1}{2}-\nu\right)}{\sqrt{\pi}} \xi^{2v-1}. \tag{19}
   \]

3. For a white noise input \( u(t) \) of variance \( \sigma \), its output power spectral density is:
   \[
   S_Y(\omega) = \frac{\sigma K_\omega^2}{\omega^{2v}}. \tag{20}
   \]

Definition 1 allows characterising the input output behaviour of the class of systems that is considered in this paper.

3. Sand Heap Growth: An Example of Power Law-Type Long Memory Behaviour

3.1. System Description

The dynamical behaviour of falling granular matter such as sand is studied (here, granulated sugar). As shown in Figure 1, it is assumed that the granular matter grows under a flow of sand \( Q(t) \) and that the base of the cone created by the accumulation of matter can also grow with time. The experimental apparatus used to create the heap and to measure its height is also described in Figure 1. The sand falls from a conic tank and the height is measured using a webcam.

![Figure 1. Illustration of sand pile growth (right) and description of the apparatus used to measure the heap height (left).](image)

The time evolution of the sand heap top denoted as \( h(t) \) is represented by Figure 2. The shape of the curve is similar to those represented in [7,8]. In order to show that this system has a power law-type long memory behaviour, the function
is represented in Figure 3. For a large time duration, this figure shows that the curve behaves as a straight line:

\[ K_0 + v \log(t) \]

thus highlighting that the considered system exhibits a power law-type behaviour. Indeed, if \( h(t) = k_0 t^\gamma \) then \( \log[h(t)] = \log(k_0) + v \log(t) = K_0 + v \log(t) \). Thus, this system has Property 1 of Definition 1.
3.2. Fractional Modelling of the Sand Pile Growth

As the system exhibits a power law-type behaviour, in a first approach, a fractional model was considered to model the system. The proposed model is defined by the transfer function

$$H(s) = \frac{K}{s^\nu}, \quad K \in \mathbb{R}_+, \quad \nu \in \mathbb{R}, \quad 0 < \nu < 1.$$  \hspace{1cm} (23)

Parameters $K$ and $\nu$ are obtained through the minimisation of a quadratic criterion on the error between the measure and the model time response. The input of the model is assumed to be a Heaviside function of magnitude 1. The parameters obtained are:

$$K = 1.23 \quad \nu = 0.35.$$  \hspace{1cm} (24)

Figure 4 shows a comparison of the measures and the model time response. This comparison reveals that the fractional model permits an accurate fitting of the measures thanks to a compact model involving only two parameters ($K$ and $\nu$). However, such a modelling approach comes with several drawbacks that are now described.

![Figure 4. Comparison of the measures and the model response.](image)

4. Drawbacks of Fractional Modelling

The drawbacks listed in the sequel hold for the fractional modelling approach done in the previous section and beyond. The fractional model obtained in the previous section is a particular form of the more general model

$$H(s) = \frac{T(s)}{R(s)}$$  \hspace{1cm} (25)

with $T(s) = \sum_{l=0}^\infty t_l s^{\beta_l}$ and $R(s) = \sum_{k=0}^m r_k s^{\alpha_k}$ where $r \in \mathbb{N}^*$, $m \in \mathbb{N}^*$, $t_l \in \mathbb{R}$, $r_k \in \mathbb{R}$, $\beta_{l+1} \geq \beta_l \geq 0$ and $\alpha_{k+1} \geq \alpha_k \geq 0$. The first drawback associated to this class of model is linked to its physical interpretation. The time constant distribution interpretation is often invoked [9] but does not reflect the internal behaviour of the modelled system, as for example for the case of the pile of sand. The other interpretations are not more satisfactory.

**Drawback 1.** The physical interpretations proposed in the literature are not obtained based on the observation of a given phenomenon but result from purely mathematical discussions [9–17]. In the case of incommensurate orders, some interpretations can invalidate the obtained model [18].
The impulse response of the Transfer Function (25), computed with the residue theorem using a Bromwich–Wagner path, can be written as [19]:

$$h(t) = h_p(t) + h_d(t)$$  \hspace{1cm} (26)

with

$$h_p(t) = \sum_{i=1}^{n} a_i e^{\tau i t} \quad n \in \mathbb{N}^+, \quad a_i \in \mathbb{R}, \quad p_i \in \mathbb{R}_-, \quad \text{and} \quad h_d(t) = \int_{0}^{\infty} \mu(x) e^{-tx} dx.$$  \hspace{1cm} (27)

Function \( h_p(t) \) is produced by the poles of the transfer functions \( H(s) \) (residues of the Cauchy method). As explained in [20], the function \( \mu(x) \) in \( h_d(t) \) is defined by

$$\mu(x) = \frac{1}{2\pi i} [H((-x)^-) - H((-x)^+)] = \frac{1}{\pi} \sum_{k=\text{max}}^{\text{min}} \sum_{\omega_k \in \text{circuit}} a_k q_k \sinh({\pi(a_k - \beta_i)x}) e^{a_k - \beta_i}.$$  \hspace{1cm} (28)

The Laplace transform of the function \( h_d(t) \) is given by

$$h_d(s) = \int_{0}^{\infty} \frac{\mu(x)}{s+x} e^{-x} dx.$$  \hspace{1cm} (29)

Such a relation shows that a fractional model exhibits poles distributed from 0 to \(-\infty\), thus leading to the following drawback.

**Drawback 2.** The memory of a fractional model is infinite and it exhibits infinitely slow and infinitely fast time constants (even if they are attenuated through the function \( \mu(x) \), they exist), which excludes the possibility of linking the model internal variable to a physical variable.

The infinite memory associated to fractional models can also be given by another interpretation. If an input \( u(t) \) is applied to the submodel of the impulse response \( h_d(t) \), the resulting output \( y_d(t) \) is given by the relation [20,21]:

$$
\begin{align*}
\frac{\partial w(t,z)}{\partial t} &= -zw(t,z) + u(t) \\
y_d(s) &= \int_{0}^{\infty} \mu(z) w(t,z) dz
\end{align*}$$

with \( z \in \mathbb{R}^+ \),

\hspace{1cm} (30)

which is known in the literature as diffusive representation [21]. The inverse spatial Fourier transform denoted by the symbol \( \mathcal{F}^{-1} \) (\( \mathcal{F} \) is for Fourier transform) applied to (30), leads to

$$
\begin{align*}
\frac{\partial \phi(t,\zeta)}{\partial t} &= \frac{\partial^2 \phi(t,\zeta)}{\partial \zeta^2} + u(t) \delta(\zeta) \\
y_d(s) &= \int_{-\infty}^{\infty} m(\zeta) \phi(t,\zeta) d\zeta
\end{align*}$$

with \( \zeta \in \mathbb{R} \)

\hspace{1cm} (31)

and

$$\phi(t,\zeta) = \mathcal{F}^{-1}[w(t,4\pi^2 z^2)], \quad m(\zeta) = \mathcal{F}^{-1}[4\pi^2 \zeta \mu(4\pi^2 z^2)].$$

Relation (31) allows us to claim that a fractional system can be associated to an infinite dimensional system described by a diffusion equation on an infinite domain \( (\zeta \in \mathbb{R}) \) [22]. It is this (double) infinite dimension requirement that creates the infinite memory mentioned above.

If Model (23) is used for the sand pile growth modelling, an infinite number of initial conditions is required (i.e., a state of infinite dimension is required). However, it is clear that the initial condition of the sand pile growth can be described using a single variable: the sand pile height \( h(t) \) (a state for this system could be chosen as \( h(t) \), making the sand pile growth model a first-order model).

This can also be illustrated in the thermal domain [23]. A fractional integrator is a solution of the heat equation (linking the thermal heat flux applied to the measured temperature) only if:

- the temperature measure is done at the point where the heat flux is applied; or
- an infinite dimension medium is considered.

Other spatial configurations can lead to power law-type behaviours but cannot be written under the form of Model (25) (exponential and hyperbolic functions are involved in the Laplace domain). If orders \( \beta_i \) and \( \alpha_k \) meet a commensurate condition in Relation (25), it can be rewritten as:
\[
\begin{aligned}
\frac{d^\alpha x(t)}{dt^\alpha} &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{aligned}
\] (32)

In this representation, an analysis of the units very quickly leads to doubts about the physical character of the coefficients in matrices \(A\) and \(B\), leading to the following drawback.

**Drawback 3.** The parameter units associated to description (parameters inside Matrices \(A\) and \(B\)) have no physical meaning (e.g., \(\text{sec}^{-\alpha}\) for parameters in Matrix \(A\)).

Representation (32) is known in the literature as a “fractional state space description”. However, this is an improper designation that results from a generalisation of concepts dedicated to integer systems without inquiring into the notion of state. This analysis is demonstrated in [24], and it leads to the following drawback.

**Drawback 4.** Representation (32) is not a state space representation, as the variable \(x(t)\) does not have the properties of a state. That is why the terms “pseudo state” and “pseudo-state space description” were introduced [24].

In Representation (32), as in the Transfer Function (25), the fractional differentiation operator \(\frac{d^\alpha}{dt^\alpha}\) is not defined uniquely.

**Drawback 5.** There are more than 30 definitions of the operator \(\frac{d^\alpha}{dt^\alpha}\) [25].

This multiplicity of definitions leads to developing results by choosing the most convenient definition to obtain them. This is why Caputo’s definition became so popular, as it offers the possibility to take into account the initial conditions without taking into account all the past of the system. If from a mathematical point of view the definitions of Caputo, Riemann-Liouville, or others are in no way problematic, their use for the definition of fractional models is questionable. While fractional models are known to have a long and even infinite memory, the use of Caputo’s derivative would make this memory disappear for a given time moment (initial time). This paradoxical situation led to several analyses that revealed the following drawback.

**Drawback 6.** The initial conditions are not well taken into account in Representations (32) and (25) if the Caputo or Riemann–Liouville definitions are used [16,22,26,27].

To solve these initialisation issues (and also the infinite memory issue), it was proposed in [28,29] to use a limited frequency band fractional integration operator in the definition of fractional models. Another consequence of the infinite memory of Model (32), and sometimes in contradiction with some results proposed in the literature, is the poor properties of the considered models.

**Drawback 7.** Exact observability cannot be reached as all of the system’s past must be known to predict its future [19].

The analysis proposed in [19] could be extended to the analysis of controllability and flatness as model initialisation has an impact on these properties.

To avoid the multiplicity of definitions and the initial conditions problem, it was concluded in [24] that fractional integration is preferable in the definition of a fractional model and thus that Relation (32) should be rewritten under the form:

\[
\begin{aligned}
\{x(t) &= I_{0+}^{\alpha}[Ax(t) + Bu(t)] \\
y(t) &= Cx(t) + Du(t)
\end{aligned}
\] (33)

with:

\[
I_{0+}^{\alpha}[f(t)] = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{1-\alpha}} d\tau.
\] (34)

However, such a definition entails another drawback.
Drawback 8. The fractional integration given by Relation (34) involves a singular kernel [30]; this leads to complications in the solution / simulation of the fractional order differential equations.

Note that some non-singular kernels for modelling power law-type long memory behaviours have been proposed in [29].

In the case of the sand pile, the following section shows that all these drawbacks could have been avoided by using a different modelling approach while capturing accurately the power law behaviour.

5. Another Possible Model

Let \( Q(t) \) be the flow of falling sand. If \( V_C(t) \) denotes the sand heap cone volume with \( V_C(t) = 1/3\pi r^2 h \), according to the notations introduced in Figure 5, the flow \( Q(t) \) generates the volume variation of the cone:

\[
\frac{dV_C(t)}{dt} = Q(t).
\]  

(35)

Figure 5. Notations for the characterisation of the sand heap growth.

As

\[
tan(\alpha) = \frac{h(t)}{r(t)} \quad \text{then} \quad V_C(t) = \frac{\pi h(t)^3}{3tan^2(\alpha)}
\]  

and thus, under the hypothesis of a constant angle of repose \( \alpha \)

\[
\frac{dV_C(t)}{dt} = \frac{\pi h(t)^2}{tan^2(\alpha)} \frac{dh(t)}{dt}.
\]  

(37)

Combining Relations (35) and (37), variation in the sand heap height is thus defined by the differential equation:

\[
\frac{dh(t)}{dt} = \frac{tan^2(\alpha)}{\pi h(t)^2} Q(t).
\]  

(38)

For \( Q(t) \) constant, Model (35) can be rewritten as:

\[
\frac{dh(t)}{dt} = \frac{a_0}{h(t)^2} H_e(t),
\]  

(39)

in which \( a_0 \) is a parameter and \( H_e(t) \) is the Heaviside function. With the measures in Figure 2, parameter \( a_0 \) was computed with an optimisation algorithm aiming at minimising the error between the response of Model (38) and the measures. Parameter \( a_0 = 1.07 \) was obtained, and a comparison of the measures with the model response is shown by Figure 6.
Similar to the fractional model, Model (39) also permits an accurate fitting of the system behaviour with a small number of parameters. However, Model (38) resolves most of the drawbacks mentioned in the following paragraph and in particular eliminates any questioning about the infinite space dimension and about initialization of the model.

Let us imagine that the experiment starts with a partially formed sand heap, as if the process had a past. Fractional modelling with Model (23) would impose the knowledge of all the system’s past to restart the experiment, as if knowing the position of all the grains was necessary. However, in practice, this knowledge is not useful. It is not useful to know the position of all the grains of sand; it is only necessary to reconstitute a pile with similar geometric characteristics (angle of repose contained in parameter $a_q$ and heap height $h(t)$). This is exactly what Model (35) does. Only one state $h(t)$ and thus its initialisation is required. This example highlights the erroneous conclusions to which fractional modelling can lead. Admittedly, the temporal evolution fitting is very accurate, but the physical interpretation is not possible.

Due to the omnipresence of systems that exhibit power law-type behaviours, it appears important to develop new models that do not exhibit the above problems while being able to capture the corresponding dynamics. Some are proposed in the next section.

6. Beyond Fractional Models

6.1. Some Classes of Non-Linear Models

The previous section showed that models other than fractional models can be used to model power law-type long memory behaviours, in particular non-linear models. This is exactly what the authors did recently for the modelling of the adsorption process [31]. The adsorption process can be likened to the process of the random deposition of discs on a surface, which is denoted random sequential adsorption (RSA) and can be mathematically described as follows.

RSA Process: Let $S$ be a square of size $L \times L$, $L \in \mathbb{R}_+$. Let $R \in \mathbb{R}_+$ with $R \ll L$ and $t = (t_k)_{k \in \mathbb{N}} \in \mathbb{R}^\mathbb{N}$ with $t_0 = 0$ and such that for all $k \in \mathbb{N}$, $t_{k+1} - t_k = \Delta t \in \mathbb{R}_+$. At $t = t_0$, the surface is empty. At each time $t_k$, a disk of radius $R$ arrives on the surface $S$ at a randomly chosen location. If the area corresponding to the disk is empty, the disk is placed at the location. If part of the corresponding area is covered by another disk, the disk goes back, and the configuration of $S$ remains unchanged.

An example of the result produced by this process is shown in Figure 7.
If $\theta(t)$ denotes the density of the occupied area, it is explained in [32,33], and simulated in [31] that the covered surface can be described by a power law (see Figure 8).

$$\theta_\infty - \theta(t) \approx t^{-1/2}. \quad (40)$$

Given the power law behaviour of this process, a fractional model should be effective to describe the kinetic of the density $\theta(t)$. However, limitations on the ability of this kind of model to capture some properties of the RSA model were highlighted in [31] and are now summarised.

- With the RSA process (as for the sand pile process), if the flow is stopped, then the surface filling stops. If the flow restarts, the surface filling restarts from the same state. Such behaviour cannot be reproduced with a classical linear fractional model whose output relaxes for a null input.
- With a fractional modelling approach, an infinite dimensional model is obtained, requiring the entire model past knowledge for a proper initialisation. However, in practice, such knowledge is not required. Initialisation of the RSA process only requires the knowledge of the density $\theta(t)$ and a uniform distribution of the disks on the surface. Exact knowledge of the position of all the disks on the surface is not necessary, and thus not all the process history is required.

To overcome these limitations, a model of the form

$$\dot{y}(t) = f(y)u(t) \quad (41)$$

was proposed in [31], in which $u(t)$ is the flow of disks that hit the surface, $y(t) = 1 - \theta(t)$ denotes the free surface density and
\[ f(y) = (b_0 + b_1 y + b_2 y^2 + b_3 y^3 + b_4 y^4) \left( \frac{\tanh(100(y-0.5))}{2} - \frac{\tanh(60(y-0.5))}{2} \right) + (c_0 + c_1 y) \frac{\tanh(60(y-0.8)) + 1}{2}. \] (42)

This model can be viewed as a serious alternative to fractional models as:

- It permits an accurate fitting of the RSA process kinetic in spite of its power law behaviour;
- It takes into account some non-linear behaviours in relation to the flow of incoming disks (or particles for the case of a real adsorption process);
- Its state is only of one dimension, and its initialisation only requires knowledge of the covered density;
- Its implementation does not require any approximation step.

6.2. Distributed Time Delay Models

Modelling of power law-type long memory behaviours is also possible using distributed time delay systems. This is exactly what is done in [34,35], in which the following class of time delay system is considered.

\[ \frac{d}{dt} x(t) = A_0 x(t) + A_1 \int_{0}^{T_f} \eta(t-r)x(t-r)dt + Bu(t) \] (43)

in which

\[ \eta(t) = C_0 \left( \frac{\omega_{l}^{y}}{\Gamma(y)} t^{y-1} e^{-\omega_{l} t} - \frac{\omega_{l}^{y}}{\Gamma(y)} t^{y-1} e^{-\omega_{m} t} + \omega_{l}^{y} \omega_{m}^{y} e^{-\omega_{m} t} \right) \] (44)

with

\[ C_0 = \left( \frac{1}{(\omega_{l} + 1)} \right)^{y} \left( \frac{\omega_{l}}{\omega_{m}} \right) \left( \frac{1}{(\omega_{m} + 1)} \right)^{y} + \left( \frac{\omega_{l}}{\omega_{m}} \right)^{y} \left( \frac{1}{(\omega_{m} + 1)} \right)^{y-1} \right)^{-1}. \] (45)

As shown by Figure 9, the input/output frequency behaviour of such a model exhibits a power law behaviour in a frequency band that can be adjusted using coefficients \( A_0, A_1, \) and \( B \).

In comparison with the Fractional Model (32), Model (43) has the following advantages:

- In Relation (43), the variable \( x(t) \) can be viewed as a real state and a physical meaning can be associated to it;
- There is no longer any ambiguity in the operator used for the definition of Relation (43) (in Equation (32), Caputo’s, Riemann–Liouville, or another can be chosen);
- Kernel \( \eta(t) \) in Relation (43) is not singular, unlike the definition of fractional derivative in Equation (32);
- The memory of Model (43) is of finite length;
- Initialisation of Model (43) requires knowledge of its state on a finite length and is well defined.
6.3. First Kind Volterra Equations

It must be noted that Fractional Model (32), which is widely used in the literature, is a particular case of a Volterra equation of the first kind. According to [4—p. 46] (if the fractional integral of order \( v \) of each component of vector \( x(t) \) exists) and after first-order integration of both sides of the first equation in Relation (32), the following equations can be obtained:

\[
\int_0^t \eta^{1-v}(t - \tau)x(\tau)d\tau = \int_0^t [Ax(\tau) + Bu(\tau)]d\tau
\]

where the kernel in Relation (46) is \( \eta^{1-v}(t) = t^{-v}/\Gamma(1-v) \) and multiplies each component of vector \( x(t) \). Thus, Representation (32) can be rewritten under the form of a Volterra equation of the first kind,

\[
\int_0^t \left( \frac{t^{-v}}{(t-\tau)^v}I_n - A \right)x(\tau)d\tau = v(t) \quad \text{with} \quad v(t) = \int_0^t Bu(\tau)d\tau, \quad y(t) = Cx(t),
\]

(47)

where \( I_n \) denotes an identity matrix with the same dimension as vector \( x(t) \). Relation (47) demonstrates that a pseudo-state space description is a particular case of a Volterra equation of the first kind, as the kernel in Relation (32) has a fixed structure. Using a Volterra equation, the following class of model can be proposed

\[
\int_0^t \eta(t - \tau)x(\tau)d\tau = v(t) \quad \text{with} \quad v(t) = \int_0^t u(\tau)d\tau, \quad y(t) = x(t)
\]

(48)

that generalises the pseudo-state space description (32) in two ways:

- Adapting the kernel \( \eta(t) \) in Relation (48) (see also [29], it is possible to produce, with the same kind of equation, power law behaviours of various types (denoted explicit, implicit), but also many other long term memory behaviours;
- In Relation (48), if \( x(t) \in \mathbb{R}^n \), \( \eta(t) \) is a matrix of kernels such that \( \eta(t) = [\eta_{ij}(t)] \), thus permitting great flexibility in the tuning of Relation (48). The case \( \eta(t) = \text{diag}[\eta_i(t)] \) comes closer to the non-commensurate fractional pseudo-state space representation case, but it should be remembered that physical interpretations invalidate this kind of model [18].

Description (48) has another important advantage. Model memory can be limited by introducing a parameter \( T_f \) in the integral bounds such that:

\[
\int_{t-T_f}^t \eta^{v}(t - \tau)x(\tau)d\tau = v(t).
\]

(49)

Using the change of variable \( \xi < t - \tau \), Relation (48) becomes:
\[ \int_0^T t^{-\eta} x(t-\xi) d\xi = \nu(t) \quad \text{with} \quad \nu(t) = \int_0^t u(\tau) d\tau, \quad y(t) = x(t). \] (50)

Relation (50) is close to Relation (43) and explicitly shows that knowledge of the model state \( x(t) \) is required only on \([0, T]\) to compute its future.

7. Conclusions

This paper started from an illustrative example: sand pile growth under the effect of falling sand in the upper part of the heap. Using a simple experiment, it was shown that the pile growth exhibits a power law-type long memory behaviour. As fractional models also exhibit power law-type behaviours, they can be used to capture the input–output behaviour of such a system. However, several drawbacks are associated to this modelling, and were reviewed here. It is shown that a simple non-linear model permits a physical modelling of the considered system, thereby removing all the mentioned drawbacks. This leads to two conclusions:

- Even if fractional models permit an accurate fitting of power law-type input–output behaviours, they can give birth to disconnected issues of the system considered (initialisation, dimension, interpretations, ...) 
- Simpler more physical models can be obtained if we try to understand the physical origin of the behaviour.

This is what the authors did to model adsorption phenomena \([31]\). Yet again, a non-linear model proved to be more suitable than a fractional model for such a modelling problem. However, it is also shown in the rest of the present paper that other models such as distributed time delay models, or a Volterra equation of the first kind, also have the ability to produce power law behaviour without the drawbacks associated to fractional models.
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