NON-DECAYING SOLUTIONS TO THE CRITICAL SURFACE QUASI-GEOSTROPHIC EQUATIONS WITH SYMMETRIES

DALLAS ALBRITTON AND ZACHARY BRADSHAW

Abstract. We develop a theory of self-similar solutions to the critical surface quasi-geostrophic equations. We construct self-similar solutions for arbitrarily large data in various regularity classes and demonstrate, in the small data regime, uniqueness and global asymptotic stability. These solutions are non-decaying as \( |x| \to +\infty \), which leads to ambiguity in the velocity \( \vec{R} \). This ambiguity is corrected by imposing \( m \)-fold rotational symmetry. The self-similar solutions exhibited here lie just beyond the known well-posedness theory and are expected to shed light on potential non-uniqueness, due to symmetry-breaking bifurcations, in analogy with work [38, 33] on the Navier-Stokes equations.
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1. Introduction

The uniqueness of Leray’s weak solutions [50] of the three-dimensional Navier-Stokes equations

\[
\partial_t u + u \cdot \nabla u - \Delta u + \nabla p = 0, \quad \text{div}\, u = 0,
\]

is a well known open problem. In [37, 38], Jia and Šverák proposed a non-uniqueness scenario based on forward self-similar solutions \( u: \mathbb{R}^3 \times \mathbb{R}_+ \to \mathbb{R}^3 \), which are invariant under the scaling symmetry

\[
u \to \lambda u(\lambda x, \lambda^2 t), \quad p \to \lambda^2 p(\lambda x, \lambda^2 t).
\]

These solutions, which lie just beyond the known perturbation theory, correspond to steady states of the Navier-Stokes equations in similarity variables \( u(x, t) = \)
Based on the analogy between (1.2) and the steady Navier-Stokes equations, which naturally exhibit bifurcations, Jia and Šverák conjectured that similar bifurcations occur within the class of steady solutions of (1.2) and cause a loss of uniqueness in the Cauchy problem for (NS). Convincing numerical evidence for these bifurcations was recently discovered by Guillod and Šverák \cite{33}.

With the above paradigm in mind, we explore connections between self-similar solutions and potential non-uniqueness in the critical surface quasi-geostrophic equations:

\begin{align*}
\text{(SQG)} & \quad \partial_t \theta + \bar{R}^\perp \theta \cdot \nabla \theta + \Lambda \theta = 0, \\
\end{align*}

where \( \theta : \mathbb{R}^2 \times \mathbb{R}_+ \to \mathbb{R} \) is the surface buoyancy, \( \Lambda = (-\Delta)^{1/2} \) is the half-Laplacian, and \( \bar{R} \) is the vector of Riesz transforms. The above equation arises in geophysical fluid dynamics as a model of the large-scale motion of the ocean when the quasi-geostrophic potential vorticity is uniform. The dissipation term \( \Lambda \theta \) captures the Ekman friction (see \cite{45} for a survey on SQG from a physics perspective). This model and its cousins also arise in attempts to understand potential singularity formation in the Navier-Stokes and Euler equations \cite{23}, since \( \omega = \nabla^\perp \theta \) and \( u = \bar{R}^\perp \theta \) satisfy

\begin{align*}
\text{(1.3)} & \quad \partial_t \omega + u \cdot \nabla \omega - \omega \cdot \nabla u + \Lambda \omega = 0,
\end{align*}

which is analogous to the vector transport equation satisfied by the vorticity.

Unlike (NS) in dimension three, (SQG) is critical in the sense that its strongest known monotone quantity, the \( L^\infty \) norm, is invariant under the scaling symmetry

\begin{align*}
\text{(1.4)} & \quad \theta \to \theta(\lambda x, \lambda t).
\end{align*}

One of our motivations is to better understand how criticality impacts the non-uniqueness program. By now, it is well understood that solutions are globally well-posed in the smooth category, with many proofs, including \cite{42} (‘moduli of continuity’), \cite{15} (inspired by De Giorgi), \cite{41}, \cite{25} (‘nonlinear maximum principle’), \cite{52} (inspired by Nash), and \cite{24}. However, self-similar (i.e., 0-homogeneous) initial data is discontinuous at the origin (unless \( \theta_0 \equiv \text{const.} \)) and does not belong to the above well-posedness theory. Our second motivation is to better understand difficulties concerning self-similar solutions of the two-dimensional Navier-Stokes system, whose vorticity formulation is

\begin{align*}
\text{(NS2)} & \quad \partial_t \omega + u \cdot \nabla \omega - \Delta \omega = 0, \quad u = \nabla^\perp \psi, \quad \Delta \psi = \omega.
\end{align*}

While equations (SQG) and (NS2) are dissipative active scalars and share many features, the existence of large self-similar solutions of (NS2) appears to be more difficult. We will discuss the differences in detail below.

1.1. Main results. In developing a theory of non-decaying solutions of (SQG), we immediately encounter an essential issue at the level of making sense of the equations: The Riesz transform of a non-decaying function is generally only well-defined up to constants (even if the function is smooth). One may view this as an issue of gauge invariance due to the generalized Galilean boosts \( x \to x + y(t) \). When \( \theta \in L^2 \), there is a single representative of \( \bar{R}^\perp \theta \) belonging to \( L^2 \), and this
choice fixes the gauge. For non-decaying functions, there may no longer be a natural choice unless one imposes additional structure, such as periodicity. Our approach is to impose symmetries that automatically determine a representative of the Riesz transform and, hence, fix the gauge.

**Symmetries.** Let \( g \in O(1) = \{ g \in \mathbb{R}^{2 \times 2} : gg^T = 1 \} \) act on functions \( \theta : \mathbb{R}^2 \to \mathbb{R} \) and vector fields \( \vec{v} : \mathbb{R}^2 \to \mathbb{R}^2 \) according to the transformations

\[
(g \cdot \theta)(x) = (\det g)\theta(g^{-1} x), \quad (g \cdot \vec{v})(x) = (\det g)g\vec{v}(g^{-1} x)
\]

where we omit \( \cdot \) when \( g \) acts on \( \mathbb{R}^2 \). In this convention, reflections act on \( \theta \) by odd reflection. It is simple to formally verify that if \( \theta \) is a solution of (SQG), then \( g \cdot \theta \) is also a solution of (SQG).

We consider the symmetry groups

\[
G = \langle R_{\varphi_0}, \langle R_{\varphi_0}, S_{y=0}, SO(1) \rangle \rangle
\]

where \( \varphi_0 \in 2\pi(\mathbb{Q} \setminus \mathbb{Z}) \), \( R_{\varphi} \) denotes counter-clockwise rotation by angle \( \varphi \), \( S_{y=0} \) denotes reflection across the \( x \)-axis, and \( \langle \cdot \rangle \) denotes generation by. The above groups correspond to \( m \)-fold rotational symmetry, \( m \)-fold rotational and odd-in-period symmetry, and radial symmetry. They are precisely those proper closed subgroups of \( O(1) \) that do not stabilize any non-zero vector in \( \mathbb{R}^2 \). If \( \theta(\cdot, t) \in L^\infty \) is invariant under \( r = R_{\varphi_0} \), then, for each ball \( B_N, N > 0 \),

\[
(1.7) \quad r \int_{B_N} (\vec{R}^t \theta)(x, t) \, dx = \int_{B_N} \vec{R}^t \theta \, dx = \int_{B_N} \vec{R}^t (r \cdot \theta) \, dx = \int_{B_N} \vec{R}^t \theta \, dx.
\]

Hence, each term in (1.7) vanishes. The symmetry assumption is considerably stronger than fixing an arbitrary gauge because it automatically controls the mean drift at every scale.

In the sequel, \( G \) is a fixed symmetry group from (1.6). For simplicity, we often write symmetric, rather than \( G \)-symmetric, to mean invariant under \( G \).

We consider a generalization of self-similarity known as discrete self-similarity, i.e., invariance under (1.4) for a specific scaling factor \( \lambda > 1 \). We write \( \lambda \text{-DSS} \) to mean \( \lambda \)-discretely self-similar. Plainly, every self-similar solution is \( \lambda \)-DSS for all \( \lambda > 1 \).

We now present our main results.

**Theorem 1.1** (Bounded solutions). Let \( M > 0 \) and \( \theta_0 \in L^\infty(\mathbb{R}^2) \) be symmetric with \( \|\theta_0\|_{L^\infty(\mathbb{R}^2)} \leq M \).

(Existence) There exists a bounded, smooth, symmetric solution of (SQG) on \( \mathbb{R}^2 \times (0, +\infty) \) satisfying \( \theta(\cdot, t) \rightharpoonup \theta_0 \) in \( L^\infty(\mathbb{R}^2) \) as \( t \to 0^+ \).

(Self-similarity) The solution \( \theta \) may be chosen to satisfy the following property: If \( \lambda > 1 \) and \( \theta_0 \) is \( \lambda \)-DSS, then \( \theta \) is \( \lambda \)-DSS. In particular, \( \theta \) may be chosen to be self-similar if \( \theta_0 \) is self-similar.

(A priori smoothing estimates) Any bounded, smooth, symmetric solution with initial data \( \theta_0 \) satisfies the maximum principle

\[
(1.8) \quad \|\theta(\cdot, t)\|_{L^\infty(\mathbb{R}^2)} \leq \|\theta_0\|_{L^\infty(\mathbb{R}^2)},
\]

the spatial regularity estimates

\[
(1.9) \quad \sup_{t > 0} t^\ell \|\nabla_x^\ell \theta(\cdot, t)\|_{L^\infty(\mathbb{R}^2)} \leq C(\ell, M),
\]
for all integers \( \ell \geq 0 \), and the spacetime regularity estimates

\[
\| \partial_t^k \nabla_x^\ell \theta(\cdot, t) \|_{L^\infty_{t,x}(K)} \leq C(k, \ell, M, K)
\]

for all compact \( K = K_1 \times K_2 \subset \mathbb{R}^2 \times \mathbb{R}_+ \) and integers \( k, \ell \geq 0 \).

(Weak-* stability) If \( \theta_0^{(k)} \rightharpoonup \theta_0 \) in \( L^\infty(\mathbb{R}^2) \) and \( \theta^{(k)} \) are corresponding bounded, smooth, symmetric solutions, then there exists a subsequence such that \( \theta^{(k)} \rightarrow \theta \) in \( C^\infty_{loc}(\mathbb{R}^2 \times \mathbb{R}_+) \), where \( \theta \) is a bounded, smooth, symmetric solution with initial data \( \theta_0 \).

The maximum principle (1.8) is not as obvious as expected, since \textit{a priori} the \( L^\infty \) norm of a bounded, smooth solution could ‘jump’ at the initial time (see Lemma 2.8).

The specific form of the time regularity estimates in (1.10) is because, although \( \bar{R}^k \theta \) is well defined, it is not controlled in \( L^\infty \). We address this, and uniqueness, in Theorem 1.2.

Let \( \alpha \in (0, 1) \). For each \( f \in L^1_{loc}(\mathbb{R}^2) \), we define the semi-norm

\[
\| f \|_{Y^\alpha} = \sup_{r > 0} r^\alpha |f|_{C^\alpha(B_r \setminus B_r^c)}.
\]

Let \( \theta_0 \in L^\infty \) be symmetric, with \( \bar{R} \theta_0 \in L^\infty \) (equivalent to \( \bar{R}^k \theta_0 \in L^\infty \)), \( \nabla \theta_0 \in L^2_{loc} \), and

\[
\| \theta_0 \|_{Y^\alpha} = \| \theta_0 \|_{L^\infty} + \| \partial_1 \theta_0 \|_{Y^\alpha} + \| \bar{R} \theta_0 \|_{L^\infty} + \| \nabla \theta_0 \|_{L^2_{loc}} \leq M.
\]

This assumption is satisfied by \( \lambda \)-DSS \( \theta_0 \) locally Lipschitz in \( \mathbb{R}^2 \setminus \{0\} \).

**Theorem 1.2** (Regular solutions). Let \( \theta_0 \) be as above and \( \theta \) be as in Theorem 1.1.

(A priori estimates) We decompose \( \theta \) as

\[
\theta = e^{-t \lambda} \theta_0 + \psi.
\]

Then, for all \( p \in (2, +\infty) \), we have

\[
\sup_{t > 0} t^{-\frac{p}{2}} \| \psi(\cdot, t) \|_{L^p(\mathbb{R}^2)} \leq C(p, \alpha, M).
\]

Moreover, \( \theta \) satisfies the spacetime regularity estimates

\[
\sup_{t > 0} t^{k + \ell} \| \partial_t^k \nabla_x^\ell \theta(\cdot, t) \|_{L^\infty(\mathbb{R}^2)} \leq C(k, \ell, \alpha, M)
\]

for all integers \( k, \ell \geq 0 \).

(Uniformity) If \( M \ll 1 \), then \( \theta \) is unique in the class of bounded, smooth, symmetric solutions.

Classically, self-similar solutions describe the long-time behavior of certain evolutionary PDEs with a scaling symmetry. Among the numerous examples are the heat equation (heat kernel), porous medium equation (Barenblatt solutions), viscous Burgers equation (diffusion waves), and \( (\text{NS}_2) \) (Lamb-Oseen vortices, see [32]). Small self-similar solutions play a similar role in (SQG).

To state Theorem 1.3, we reintroduce \( G \) into the notation (see Remark 1.4). Let \( \theta_0^\alpha \in L^\infty \) be \( G \)-symmetric and self-similar. Let \( \theta^\alpha \) be a bounded, smooth, \( G \)-symmetric, self-similar solution with initial data \( \theta_0^\alpha \). Let \( \theta_0 \in L^\infty \) satisfying

\[
\| \theta_0 - \theta_0^\alpha \|_{L^\infty(\mathbb{R}^2 \setminus B_R)} \rightarrow 0 \quad \text{as} \quad R \rightarrow +\infty.
\]

Let \( \theta \) be a bounded, smooth, \( G \)-symmetric solution with initial data \( \theta_0 \).
Theorem 1.3 (Conditional asymptotic stability). Suppose that $\theta^{ss}$ is the unique solution in the class of bounded, smooth, $G$-symmetric solutions with initial data $\theta^0_{ss}$. Then, for all $R > 0$, we have
\begin{equation}
\|\theta(\cdot, t) - \theta^{ss}(\cdot, t)\|_{L^\infty_x(B(R))} \to 0 \quad \text{as} \quad t \to +\infty.
\end{equation}
In particular, Theorem 1.2 guarantees asymptotic stability when $\|\theta^0_{ss}\|_{\text{Lip}(S^1)} \ll 1$.

Clearly, uniqueness of $\theta^{ss}$ within the self-similar class is necessary for its asymptotic stability to hold. The above notion of convergence is equivalent to $L^\infty_{loc}(\mathbb{R}^2)$ convergence of the profile $\Theta$ in similarity variables: $\Theta(y, s) = \Theta(x, t)$, where $s = \log t$, $y = x/t$. An analogous result holds in the discretely self-similar case.

Proof of Theorem 1.3. Let $(t_k)_{k \in \mathbb{N}} \subset \mathbb{R}_+$ with $1 \leq t_k \to +\infty$ as $k \to +\infty$. Consider the sequence $(\theta^{(k)})_{k \in \mathbb{N}}$ of rescaled solutions
\begin{equation}
\theta^{(k)}(x, t) = \theta(t_k x, t_k t)
\end{equation}
with initial data $\theta^{(k)}_0(x) = \theta_0(t_k x)$. Notice that $\theta^{(k)}_0 \rightharpoonup \theta^0_{ss}$ in $L^\infty(\mathbb{R}^2)$ as $k \to +\infty$. By the weak-\ast stability property in Theorem 1.1, there exists a subsequence (still indexed by $k$) and a bounded, smooth, $G$-symmetric solution $\tilde{\theta}$ such that
\begin{equation}
\theta^{(k)} \rightharpoonup \tilde{\theta} \quad \text{in} \quad C^\infty_{loc}(\mathbb{R}^2 \times \mathbb{R}_+) \quad \text{as} \quad k \to +\infty
\end{equation}
and $\tilde{\theta}(\cdot, 0) = \theta^0_{ss}$. By the uniqueness assumption, we have $\tilde{\theta} \equiv \theta^{ss}$. Since $(t_k)_{k \in \mathbb{N}}$ was arbitrary, unfolding the rescaling (1.18) gives the asymptotic stability (1.17). \hfill \Box

We expect that the convergence in Theorem 1.3 may be refined when $\theta^0_{ss}$ is small. For example, we expect that bounded, (initially) compactly supported, $G$-symmetric perturbations converge in $L^\infty$ to the unique small self-similar solution at the rate $O(t^{-2})$. The situation when $\theta^0_{ss}$ is not small but its solution is unique may be more subtle. We leave this and other refinements for future work.

Remark 1.4. Crucially, the uniqueness condition in Theorem 1.3 is allowed to depend on the group $G$. Consider the following scenario, which is inspired by the work of Jia, Sverák, and Guillod [38, 33]. Let $G \subset G$ be a proper subgroup. For example, $G$ contains only rotations while $G$ also contains a reflection. Consider the 1-parameter family of initial data $A \theta^0_{ss}$, $A > 0$, which presumably ‘draws’ a branch of self-similar solutions in phase space. The solutions are unique when $A \ll 1$. Plausibly, as $A$ approaches a threshold value $A = A_{\text{crit}}$, one may find a bifurcation that breaks the reflection symmetry and, presumably, exchanges stability. In this case, (i) uniqueness would be lost within the $G$-symmetric class but retained within the $G$-symmetric class, and (ii) asymptotic stability would continue to hold among $G$-symmetric solutions.

Our last result concerns the global existence of symmetric solutions with non-decaying unbounded initial data. Since we want our theory to include scaling-invariant solutions, we cannot work with the uniformly local space $L^p_{uloc}$ common in the Navier-Stokes literature [48]. Instead, we work with a weighted $L^p$-based space $X^R_0$, $R_0 > 0$, with norm
\begin{equation}
\|f\|_{X^R_0} := \sup_{R \geq R_0} \left( \int_{B_R} |f|^p \, dx \right)^{1/p}.
\end{equation}
with the convention that $R_0 = 1$ when unspecified: $X_p = X^1_p$. This norm is homogeneous but scales similarly to $L^\infty$. This space with $p = 2$ also appears in the literature for the Navier-Stokes equation in 2D [6] and, with a different weight, in 3D [7, 8]; a related weighted $L^2$ space appears in [31]. For SQG, if $\theta_0 = f(x/|x|)$ is self-similar with unbounded $f : S^{n-1} \to \mathbb{R}$, then $\theta_0 \notin L^p_{\text{glob}}$ for any $p < \infty$, whereas $X_p$ admits such functions by choosing $f \in L^p(S^{n-1})$. Hence, the $X_p$ framework is natural for SQG, and we develop our local theory in the following norms built off of $X_2$: For $R_0, T > 0$, we define

$$
\|f\|_{\mathcal{A}^p_{R_0}} := \sup_{t \leq T} \|f(\cdot, t)\|_{X^2_{R_0}},
$$

and

$$
\|f\|^2_{\mathcal{E}^p_{R_0}} := \sup_{R \geq R_0} \frac{1}{R^n} \int_0^T \int_{B_R} |\Lambda^{1/2} f|^2 \, dx \, dt
$$

with the convention that $R_0 = 1$ when unspecified.

**Theorem 1.5** (Global existence for unbounded data). Let $p > 2$ and $\theta_0 \in X_p$ be symmetric.

(Existence) There exists a global symmetric distributional solution $\theta$ to (SQG) with $\theta, |\theta|^{p/2} \in \mathcal{A}_T \cap \mathcal{E}_T$ for all $T > 0$, satisfying the local energy inequalities

$$
(1.21) \quad \partial_t |\theta|^2 + 2\theta \Lambda \theta + \text{div}(v|\theta|^2) \leq 0
$$

and

$$
(1.22) \quad \partial_t |\theta|^p + 2|\theta|^{p/2}\Lambda(|\theta|^{p/2}) + \text{div}(v|\theta|^p) \leq 0
$$

in the sense of distributions with non-negative test functions, and attaining its initial data in the sense

$$
(1.23) \quad \|\theta(\cdot, t) - \theta_0\|_{L^p(K)} \to 0 \text{ as } t \to 0^+
$$

for every compact set $K \subset \mathbb{R}^n$.

(A priori estimates) There exists $T_\ast = T_\ast(p, \|\theta_0\|_{X_p}) > 0$ such that, for all $T \geq T_\ast$, any solution $\theta$ as above also satisfies the local energy estimates

$$
(1.24) \quad \|\theta\|^2_{A^p_T/\tau} + \|\theta\|^2_{\mathcal{E}^p_T/\tau} \leq 2\|\theta_0\|^2_{X_2}
$$

and

$$
(1.25) \quad \|\theta\|^2_{A^{p/2}_T/\tau} + \|\theta\|^2_{\mathcal{E}^{p/2}_T/\tau} \leq 2\|\theta_0\|^2_{X_p}
$$

(Self-similarity) The solution $\theta$ as guaranteed to exist above may be chosen to satisfy the following property: If $\lambda > 1$ and $\theta_0$ is $\lambda$-DSS, then $\theta$ is $\lambda$-DSS.

Compared to [21, 1, 46, 47], the above solutions do not have any decay properties, may have unbounded data, and may grow as $|x| \to +\infty$.

When $\theta_0 \in X_p \setminus L^\infty$, it is plausible that the solutions we construct become smooth after the initial time, since (SQG) has a smoothing effect from $L^2$ initial data [15]. It is also plausible that the above solutions are unique under the small data assumptions of Theorem 1.2. We leave these and other extensions for future work.

1.2. Comparison with existing literature.
SQG theory. The weak solution theory of (SQG) was initiated by Resnick in [59] (weak solutions with $L^2$ initial data) and further developed by Marchand in [54, 55] ($\dot{H}^{-1/2}$ and $L^p$, $p \geq 4/3$, solutions). The same papers considered also the inviscid SQG. Local energy solutions with initial data in $L_{uloc}^2(\mathbb{R}^2)$ were developed by Marchand in [54, Theorem 1.4] under the background assumptions $p \in (2, +\infty)$ and $\theta_0 \in L^p(\mathbb{R}^2)$. This theory was further explored by Lazar [46, 47], who considered initial data in the space $\Lambda^s(\dot{H}_{uloc}^s) \cap L^\infty$ and showed global existence of weak solutions when $s \in [1/4, 1]$ and local existence when $s \in (0, 1/4)$. These assumptions are made in order to define the Riesz transforms, but they exclude non-trivial DSS solutions, even for bounded data.\footnote{If $w_0 \in \dot{H}_{uloc}^s$ and $\theta_0 = \Lambda^s u_0$ is self similar, then $\Lambda^s w_0(x/\lambda) = w_0(x)$. If $w_0|_{\theta_1} = 0$ on a subset of $\mathbb{S}^1$ having positive 1D Lebesgue measure, then $w_0 \notin L_{uloc}^2$. But, $\dot{H}_{uloc}^s \subset L_{uloc}^2$, meaning Lazar's space excludes non-trivial self-similar data.}

To our knowledge, self-similar solutions of (SQG) were only considered by Lemarié-Rieusset and Marchand in [56], who constructed small self-similar solutions for initial data satisfying $\theta_0, \tilde{R} \theta_0 \in L^\infty$. This is less regularity than we require in Theorem 1.2 but does not admit large data.\footnote{We wish to clarify the assumptions in [56, Theorem 4]. In order to unequivocally define $\tilde{R} \theta_0$, Marchand and Lemarié-Rieusset assume that $P_{\leq 3} \theta_0 \to 0$ in the sense of distributions as $j \to \infty$, where $P_{\leq j}$ is a Littlewood-Paley projector. This way, $\tilde{R}$ can be safely defined on the frequency block $P_j \theta_0$, and the blocks are summed afterward. This assumption does not admit non-trivial self-similar data. However, Theorem 4 in [56] is completely valid within the symmetric class without this assumption. Interestingly, in Example 3 of [56], the authors gave a symmetric example of self-similar $\theta_0$ satisfying $\tilde{R} \theta_0 \in L^\infty$.}

Navier-Stokes theory. Since Jia and Šverák [37] demonstrated the existence of large self-similar Navier-Stokes solutions, there have been an abundance of works in this direction, including [64, 43, 9, 10, 49, 18, 11, 2]. The original proof in [37] is based on so-called local smoothing near the initial time, whereas later proofs were based on (i) decompositions of the solution into an ‘approximate solution’ (typically $e^{i\Delta u_0}$) and a finite-energy ‘correction’, or (ii) local energy solutions. Analogues of these methods appear in Theorems 1.2 and 1.5, respectively. Our approach also utilizes a mollification procedure that preserves the self-similar scaling, see [18, 31]. Local energy solutions were originally introduced by Lemarié-Rieusset [48] in the Navier-Stokes theory with further developments in [40, 53, 44] and others. The issue with the definition of Riesz transforms for the pressure $p = R_i R_j (u_k u_k)$ without decay also features in this theory but is perhaps less dangerous, since only $\nabla p$ enters into the PDE.

Our interest in non-uniqueness is partly motivated by the question, “Could a Navier-Stokes solution lose uniqueness at a hypothetical singularity?” One may consider forward self-similar solutions as continuations of hypothetical backward self-similar solutions, which were introduced by Leray in [50], see p. 225. While...
Tsai [63] demonstrated that backward self-similar singularities satisfying certain general assumptions do not exist, it is entirely plausible that forward discretely self-similar solutions (for example, with rotational correction [10]) may arise in this way.

**Miscellaneous.** Convex integration has played an important role in establishing rigorous non-uniqueness of Navier-Stokes [14], SQG [36, 13, 19, 35] and QG [58] solutions. In [30, 28, 29] by Elgindi and Jeong, \( m \)-fold rotational symmetry plays a crucial role in their well-posedness theory for the Euler equations and inviscid SQG. Global asymptotic stability of large self-similar solutions was recently established by Beekie and the first author in [3] for the critical Burgers equation \( \partial_t u + u \partial_x u + \Lambda u = 0 \) and multidimensional scalar conservation laws with critical dissipation.

### 1.3. Strategy of the proof

Restricting one’s attention to symmetric solutions defines \( \tilde{R}^\perp \theta \) unequivocally. Afterward, the strategy is as follows:

1. **Bounded solutions.** One wishes to leverage the conserved (or almost conserved) quantities of the equation. We focus on the critical \( L^\infty \) norm, which is monotone due to the maximum principle. In this respect, our analysis is simpler than that for the Navier-Stokes equations, based on supercritical quantities. Next, one bootstraps from \( L^\infty \rightarrow C^1_t \) using the De Giorgi-type estimates of Caffarelli-Vasseur [15] and, subsequently, from \( C^1_t \rightarrow C^{1,\alpha}_t \). These estimates are linear in nature. Less obvious is the control of the solution in time, since \( \tilde{R}^\perp \theta \) is only controlled in BMO. As mentioned before, some care is required in the linear theory to ensure that every bounded smooth solution satisfies the maximum principle, that is, the \( L^\infty \) norm may not ‘jump’ at the initial time. This is developed in Lemma 2.8. Once the \textit{a priori} estimates are in place, the self-similar solutions are constructed by the Leray-Schauder fixed point theorem at the level of an approximate equation with small parameter \( \delta \rightarrow 0^+ \).

2. **Regular solutions.** Often, it is more convenient to work with energy-type quantities. For this, one wishes to introduce some decay into the problem. Let \( \theta^\text{lin} = e^{-t\Lambda} \theta_0 \). We perturb off of the solution of the half-heat equation: \( \theta = \theta^\text{lin} + \psi \). The equation satisfied by the remainder \( \psi \) is

\[
\partial_t \psi + \Lambda \psi + \tilde{R}^\perp \theta \cdot \nabla \psi + \tilde{R}^\perp \psi \cdot \nabla \theta^\text{lin} = -\tilde{R}^\perp \theta^\text{lin} \cdot \nabla \theta^\text{lin}
\]

with \( \psi(\cdot, 0) = 0 \). Under our assumptions, the (critical) forcing term on the RHS belongs to \( L^\infty_{t,loc} L^p_x \) (with suitable time weights) for all \( p > 2 \). Hence, we expect that the solution \( \theta \) also belongs to \( L^\infty_{t,loc} L^p_x \) (with suitable time weights). The main difficulty here is that the potential \( \nabla \theta^\text{lin} \) in the term \( \tilde{R}^\perp \psi \cdot \nabla \theta^\text{lin} \), which we would like to regard as ‘lower order’, is actually \textit{large in critical spaces}. This difficulty makes the \( L^p \) energy estimates unclear at the level of \( \psi \). There is a known technique in the Navier-Stokes literature for circumventing this difficulty: the Calderón-type splitting [16]. We split the critical initial data \( \theta_0 = \theta^\text{sub}_0 + \theta^\text{sup}_0 \) into subcritical (Hölder continuous) and supercritical parts. Subsequently, one splits the solution as \( \theta = e^{-t\Lambda} \theta^\text{sub}_0 + \theta^\text{sup} \). The coefficients in the equation for \( \theta^\text{sup} \) are subcritical.

\[\text{There is a related but different } C^\alpha \text{ smoothing effect at work in [37].}\]

\[\text{As } \theta^\text{lin} \text{ is self-similar, it only belongs to 'singularly critical' or 'ultracritical' spaces, which do not have a hidden smallness. For example, in this Navier-Stokes theory, consider the difference between } L^5_{t,x} \text{ and } L^{5,\infty}_{t,x}.\]
and it is possible to close an $L^p$ energy estimate. With such estimates in hand, one proves weak-strong uniqueness for small data in nearly the same way as in the Navier-Stokes theory.

**Unbounded solutions.** While self-similar solutions have infinite energy, it is possible to control them via localized energy estimates in the function space $X_p$ mentioned above. In the estimates, there are boundary terms (from both the dissipation and drift) due to the flux of energy between annuli, but this is not a problem, since one controls all annuli at once. To control $\vec{R} \perp \theta$, we use the simple observation that, in the presence of symmetries, $\vec{R} \perp : X_p \to X_p$ for all $p \in (1, +\infty)$. The restriction $p > 2$ in Theorem 1.5 comes from the term

$$\int \int |\theta|^2 v \cdot \nabla \varphi \, dx \, dt$$

in the $L^2$ energy estimates. Since $H^1/2 \subset L^4$, one can afford to (locally) place $v \in L^\infty_t L^p_x$, $p > 2$, and still 'absorb' the bulk of $|\theta|^2$ into the LHS of the energy estimate. The same considerations give $L^{5/2}_{t,x}$ as the borderline quantity in the $\varepsilon$-regularity theory for (NS) [34, 65].

### 1.4. Self-similar Navier-Stokes solutions in two dimensions.

Consider the stream function

$$\tilde{\psi}_0 = \psi_0 + \frac{\alpha}{2\pi} \log |x|,$$  

where $\psi_0$ is $0$-homogeneous and $\alpha \in \mathbb{R}$. Does there exist a self-similar solution of (NS2) with initial vorticity $\omega_0 = \Delta \tilde{\psi}_0$? When $\psi_0 = 0$, the corresponding self-similar solutions are the Lamb-Oseen vortices, whose initial data are Dirac masses. The Lamb-Oseen vortices were shown by Gallay and Wayne [32] to be the unique solutions, within a natural class, to (NS2) with Dirac mass initial data and to describe the long-time behavior of (NS2). Non-uniqueness of solutions to (NS2) is anticipated for general initial stream functions of the form (1.28), yet the proof of existence is unknown even when $\alpha = 0$.

One difficulty is that there is no quantity controlled 'for free' from which to begin the analysis. At the level of the velocity field, the typical quantity is an $L^2$-based norm, such as $L^2_{\text{loc}}$, whereas non-trivial $-1$-homogeneous initial data $u_0$ does not belong to $L^2_{\text{loc}}$ in dimension two. At the level of the vorticity, the $L^1$, $L^\infty$, and Lorentz space $L^{p,q}$ norms, $p \in (1, +\infty)$, $q \in [1, +\infty]$, would be controlled with estimates independent of the drift, except that our desired $\omega$ 'only' belongs to $L^{1,\infty}$, $\nabla^{\perp} L^{2,\infty}(\mathbb{R}^2; \mathbb{R}^2)$, etc. That is, the obviously controlled quantities are either critical and 'just missing' the initial data or subcritical, whereas known methods require control on supercritical or good critical quantities. We intend to address these issues in future work.

The equations (NS2) and (SQG) belong to the family of generalized dissipative SQG equations:

$$(gSQG) \quad \partial_t \omega + (\nabla^\perp \psi) \cdot \nabla \omega + \Lambda^s \omega = 0, \quad \Lambda^s \psi = \omega,$$

where $s, \zeta \in (0, 2]$. Choosing $(s, \zeta) = (2, 2)$ and switching $\omega \to -\omega$ recovers (NS2), while $(s, \zeta) = (1, 1)$ recovers (SQG). These equations were considered in [59, 17]. The Hamiltonian $H = \int \psi \omega \, dx = 0$, which corresponds to the kinetic energy.
in (NS2) and the $\dot{H}^{-1/2}$ norm in (SQG), is conserved for the inviscid dynamics. It would be interesting to know whether one can extend the present work by exploiting this quantity. We expect that the methods in the present work can be extended to (gSQG) for some range of exponents. Furthermore, it may be interesting to understand whether the viscous point vortex solutions to (gSQG), analogous to the Lamb-Oseen vortices in (NS2), are unique.

1.5. On numerics. It is reasonable to expect that one may detect symmetry-breaking numerically as in [33], which is based on numerical continuation for the steady-state problem (1.2) in similarity variables. In our setting, the numerics may be complicated by (i) non-locality appearing in the non-linearity and in the diffusion, and (ii) the boundary condition $\theta_{ss}(x) = |x| \to +\infty$ rather than decay to zero. It may also be possible to detect non-uniqueness by solving the time-dependent problem in similarity variables $y = x/t$, $s = \log t$, since a unique self-similar solution is stable (Theorem 1.3) and presumably exchanges stability in the symmetry breaking. In this vein, we remark that algebraic decay in physical variables becomes exponential decay in similarity variables.

2. Linear theory

For notational convenience, we allow all constants to depend implicitly on the dimension $n \geq 2$.

2.1. Non-local operators. Let $\vec{R} = \vec{\nabla}(-\Delta)^{-1/2}$ be the vector of Riesz transforms. These operators are well defined as Fourier multipliers mapping $L^2 \to L^2$ and, by the classical Calderón-Zygmund theory, may be extended as operators $L^p \to L^p$ ($1 < p < +\infty$) and $L^1 \to L^{1,\infty}$. In our setting, we require the following extension $L^\infty \to \text{BMO}$ (see Stein [62], p. 155–157; Duoandikoetxea [27], p. 118–119) that defines the Riesz transforms up to constants:

\begin{equation}
\vec{R} f(x) = [\vec{R}(1_B, f)](x) + \text{pv} \int_{\mathbb{R}^n} [K(x, y) - K(0, y)](1_{\mathbb{R}^n \setminus B} f)(y) \, dy,
\end{equation}

where

\begin{equation}
K(y) = c_n \frac{y}{|y|^{n+1}}
\end{equation}

is the associated kernel. Definition (2.1) is valid pointwise a.e. for any function $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ whose tail converges absolutely against $1/|y|^{n+1}$. In particular, $\vec{R}$ is valid on the spaces $X^R_p$, $p \geq 1$, which we define below:

We use the weighted spaces $X^{R_0}_p$ and $X^{R_0}_{p,\text{osc}}$ defined by the norms

\begin{equation}
\|f\|_{X^{R_0}_p} := \sup_{R \geq R_0} \left( \int_{B_R} |f|^p \, dx \right)^{1/p},
\end{equation}

and

\begin{equation}
\|f\|_{X^{R_0}_{p,\text{osc}}} := \sup_{R \geq R_0} \left( \int_{B_R} \left| \int_{B_R} f(x) - f(y) \, dy \right|^p \, dx \right)^{1/p},
\end{equation}

where $R_0 > 0$ and $1 \leq p < \infty$. If $R_0 = 1$ we write $X_p = X^{R_0}_p$. We set $X_\infty = L^\infty$ for notational convenience. We have the trivial inclusions $X_{p_1} \hookrightarrow X_{p_2}$, $p_1 \geq p_2$, $L^\infty(\mathbb{R}^n) \hookrightarrow X_p$, and BMO(\mathbb{R}^n) \hookrightarrow X_{p,\text{osc}}.$
Let $f \in X_1$. For $j \in \mathbb{N}$, we define $P_j f = 1_{B(2^j)} f - 1_{B(2^{j-1})} f$ and $P_{\leq j} f = 1_{B(2^j)} f$.

Then

\begin{equation}
\tag{2.5}
f = P_{\leq 1} f + \sum_{j=2}^{\infty} P_j f \text{ in } L^1_{\text{loc}}(\mathbb{R}^n),
\end{equation}

and

\begin{equation}
\tag{2.7}
\|f\|_{X_p} \sim_p \|P_{\leq 1} f\|_{L^p(\mathbb{R}^n)} + \sup_{j \geq 2} 2^{-nj/p} \|P_j f\|_{L^p(\mathbb{R}^n)}.
\end{equation}

**Lemma 2.1** (Riesz transforms on $X_p$). For all $p \in (1, +\infty)$, we have $\tilde{R}: X_p \to X_{p,\text{osc}}$ with

\begin{equation}
\tag{2.8}
\|\tilde{R} f\|_{X_{p,\text{osc}}} \lesssim_p \|f\|_{X_p}.
\end{equation}

Assume further that $n = 2$ and $f$ is symmetric. Then $\tilde{R} f \in X_p$ (defined to be the unique symmetric representative) and $\|\tilde{R} f\|_{X_p} = \|\tilde{R} f\|_{X_{p,\text{osc}}}$. In particular,

\begin{equation}
\tag{2.9}
\|\tilde{R} f\|_{X_p} \lesssim_p \|f\|_{X_p}.
\end{equation}

The symmetry ensures that $\int_{B_R} \tilde{R} f \ dx = 0$ for all $R > 0$, as justified in (1.7), so the estimate (2.9) for symmetric $f$ follows immediately from (2.8) and the definitions of $X_p$ and $X_{p,\text{osc}}$.

**Proof.** Let $f \in X_p$. We use the modified Riesz transform definition in (2.1). Our goal is to estimate $2^{-j0^+1/p} \|P_{\leq j0} \tilde{R} f\|_{L^p(\mathbb{R}^n)}$ uniformly in $j_0 \in \mathbb{N}$. Rewriting the singular integral as a sum over dyadic shells gives

\begin{equation}
\tag{2.10}
\tilde{R} f = \tilde{R} P_{\leq j0+1} f + \sum_{j=j0+2}^{+\infty} \tilde{R} P_j f \text{ in } L^1_{\text{loc}}(\mathbb{R}^n).
\end{equation}

We apply $P_{\leq j0}$ to (2.10) and estimate each term. First,

\begin{equation}
\tag{2.11}
\|P_{\leq j0} \tilde{R} P_{\leq j0+1} f\|_{L^p(\mathbb{R}^n)} \lesssim_p \|P_{\leq j0+1} f\|_{L^p(\mathbb{R}^n)} 2^{-nj0/p} \|f\|_{X_p}.
\end{equation}

Second, when $j \geq j0 + 2$, we have

\begin{equation}
\tag{2.12}
|(P_{\leq j0} \tilde{R} P_j f)(x)| \lesssim 2^{j0-j} 2^{-nj} \|P_j f\|_{L^1(\mathbb{R}^n)} \lesssim 2^{j0-j} 2^{-nj} 2^{n(1-1/p)/p} \|P_j f\|_{L^p(\mathbb{R}^n)},
\end{equation}

since, when $|x| \leq 2^{j0}$ and $|y| \geq 2^{j-1}$, we have $|x - y| \gtrsim 2^j$, and the kernel $\tilde{K}(x, y) = K(x, y)1_{B_1} + |K(x, y) - K(0, y)|1_{\mathbb{R}^n \setminus B_1}$ of the modified Riesz transform $\tilde{R}$ in (2.1) satisfies $|\tilde{K}(x, y)| \lesssim |x||x - y|^{-n}|y|^{-1}$ when $y \geq 2^6$. In particular,

\[5\] This is a routine computation in the theory of Besov spaces of negative order. The non-obvious direction is

\begin{equation}
\tag{2.13}
\|P_j f\|_{L^p(\mathbb{R}^n)} \lesssim \sum_{1 \leq k \leq j} 2^{nk/p} 2^{-nk/p} \|P_k f\|_{L^p(\mathbb{R}^n)} \lesssim_p \sum_{k \leq j} 2^{nk/p} \|P_k f\|_{L^p(\mathbb{R}^n)} \lesssim_p 2^{n^+1/p} \|P_j f\|_{L^p(\mathbb{R}^n)} 2^{n+j/p}\|f\|_{X_p}.
\end{equation}

The same computation underlies the heat characterization of negative order Besov spaces.

\[6\] Recall that

\begin{equation}
\tag{2.14}
\|g\|_{L^\ell(\Omega)} \leq |\Omega|^{1/\ell - 1/\ell^+} \|g\|_{L^\ell(\Omega)}
\end{equation}

when $1 \leq \ell \leq +\infty$, $\Omega \subset \mathbb{R}^n$ is measurable with $|\Omega| < +\infty$, and $g \in L^1(\Omega)$.
due to \( \sup P_{\leq j_0} f \subset B(2^{j_0}) \) and (2.13), we have
\[
(2.14) \quad \| P_{\leq j_0} \tilde{R} P_j f \|_{L^p(\mathbb{R}^n)} \lesssim 2^{j_0/p} 2^{j_0 - j} 2^{-n j/p} \| P_j f \|_{L^p(\mathbb{R}^n)} \lesssim 2^{j_0/p} 2^{j_0 - j} \| f \|_{X_p}.
\]
Finally, combining (2.10), (2.11), and (2.14), we have
\[
(2.15) \quad 2^{-n j_0/p} \| P_{\leq j_0} \tilde{R} f \|_{L^p(\mathbb{R}^n)} \lesssim_p \left( 1 + \sum_{j = j_0 + 2}^{+\infty} 2^{j_0 - j} \right) \| f \|_{X_p} \lesssim_p \| f \|_{X_p}.
\]

\[\square\]

**Remark 2.2 (Riesz transforms and convergence).** We require the following adaptation of Lemma 2.1. Let \( T > 0 \). Assume that \( f^{(k)} \in L^\infty_t (X_p)(\mathbb{R}^n \times (0, T)) \) is symmetric for all \( k \in \mathbb{N} \), \( f^{(k)} \rightharpoonup f \) in \( L^\infty_t (X_p)(\mathbb{R}^n \times (0, T)) \), and \( f^{(k)} \rightarrow f \) in \( L^2_{\text{loc}}(\mathbb{R}^n \times [0, T]) \) as \( k \rightarrow +\infty \). Pass to a subsequence (still labeled by \( k \)) satisfying \( \tilde{R} f^{(k)} \rightharpoonup g \) in \( L^\infty_t (X_p)(\mathbb{R}^n \times (0, T)) \) as \( k \rightarrow +\infty \). Then \( g = \tilde{R} f \).

**Remark 2.3 (On weak fractional derivatives).** When \( \varphi \in L^\infty \cap C^2_{\text{loc}}, \) the fractional Laplacian \( \Lambda^s \varphi = (-\Delta)^s \varphi, \) where \( s \in (0, 2) \), is defined by
\[
(2.16) \quad \Lambda^s \varphi(x) = c_{s,n} \text{pv} \int_{\mathbb{R}^n} \frac{\varphi(x) - \varphi(y)}{|x - y|^{n+s}} \, dy.
\]
The above exponent is dimensionally correct. While \( \Lambda^s \theta \) is not well behaved at the level of tempered distributions, we may provide a weak definition when \( \theta \) belongs to the restricted class \( \theta \in X_1 \). Then \( \Lambda^s \theta \) is a tempered distribution defined by duality:
\[
(2.17) \quad \langle \Lambda^s \theta, \varphi \rangle = \int_{\mathbb{R}^n} \theta(x) \cdot \Lambda^s \varphi(x) \, dx,
\]
where \( \varphi \) belongs to the Schwartz class. The above integral makes sense because
\[
(2.18) \quad |\Lambda^s \varphi(x)| \lesssim 1/|x|^{n+s},
\]
and
\[
(2.19) \quad \int_{\mathbb{R}^n} |\theta(x)| |x|^{-(n+s)} \, dx \lesssim \sum_{k \geq 0} 2^{-k(n+s)} \int_{B_{2k+1} \setminus B_k} |\theta(x)| \, dx \lesssim \sum_{k \geq 0} 2^{-ks} \| \theta \|_{X_1} < +\infty.
\]
For time-dependent functions on \( \mathbb{R}^n \times (0, T) \), we have an analogous definition when
\[
(2.20) \quad \sup_{R \geq 1} \int_0^T \int_{B_R} |\theta(x)| \, dx < +\infty.
\]

### 2.2. Non-local drift-diffusion equation

In this section, we sketch a solution theory for the linear PDE
\[
(2.21) \quad \partial_t \theta + v \cdot \nabla \theta + \Lambda \theta = 0,
\]
where \( \text{div } v = 0 \). We are particularly interested in bounded solutions, whose theory is summarized in Lemma 2.8. For unbounded solutions, we develop local energy estimates in Section 5.

To begin, we sketch the \( L^2 \) theory, where existence, uniqueness, and the Hölder smoothing estimates of Caffarelli and Vasseur [15] are readily justified. Afterward, we pass to the \( L^\infty \) setting.

Let \( Q_T = \mathbb{R}^n \times (0, T) \).
Lemma 2.4 (L^2 theory). Let \( v \in L^\infty_t C^{1/2}_x(Q_1) \) and \( \text{div} \, v = 0 \). Let \( \theta_0 \in L^1 \cap L^\infty(\mathbb{R}^n) \). Then there exists a unique solution \( \theta \in L^\infty_t L^2_x \cap L^2_t H^1_x(Q_1) \) to (2.21) satisfying \( \theta(\cdot, t) \to \theta_0 \) in \( L^2(\mathbb{R}^n) \) as \( t \to 0^+ \). Additionally, \( \theta \) belongs to \( C([0, 1]; L^2(\mathbb{R}^n)) \), and for all \( p \in [1, +\infty] \),

\[
\|\theta\|_{L^\infty_t L^p_x(Q_T)} \leq \|\theta_0\|_{L^p(\mathbb{R}^n)}.
\]

Proof sketch. Consider the drift-diffusion equation

\[
\partial_t \theta^\varepsilon + v \cdot \nabla \theta^\varepsilon + \Lambda \theta^\varepsilon = \varepsilon \Delta \theta^\varepsilon.
\]

Under the given assumptions, there exists a unique solution \( \theta^\varepsilon \in C([0, 1]; L^2(\mathbb{R}^n)) \cap L^2_t H^1_x(Q_1) \) with \( \theta^\varepsilon(\cdot, 0) = \theta_0 \). The unique solution also satisfies \( \|\theta^\varepsilon\|_{L^p(Q_1)} \leq \|\theta_0\|_{L^p(\mathbb{R}^n)} \) for all \( p \in [1, +\infty] \). For \( p = +\infty \), this is a consequence of the maximum principle. The case \( p = 1 \) may be seen as a consequence of the maximum principle for the dual problem. Upon sending \( \varepsilon \to 0^+ \), we obtain a solution \( \theta \in L^\infty_t L^2_x \cap L^2_t H^1_x(Q_1) \) with \( \theta(\cdot, t) \to \theta_0 \) in \( L^2(\mathbb{R}^n) \) as \( t \to 0^+ \) and satisfying the desired estimates. This type of argument is well known from the Navier-Stokes theory. We now demonstrate the energy equality and uniqueness. Consider a solution as above. Since \( v \in L^\infty_t C^{1/2}_x(Q_1) \), we have \( v \cdot \nabla \theta \in L^2_t H^{-1/2}_x(Q_1) \). Clearly, \( \Lambda \theta \) belongs to \( L^2_t H^{-1/2}_x(Q_1) \). Hence, \( \partial_t \theta \in L^2_t H^{-1/2}_x(Q_1) \). These assumptions give that \( \theta(\cdot, t) \in C_0^\infty([0, 1]; L^2(\mathbb{R}^n)) \), \( \|\theta(\cdot, t)\|_{L^2_x(Q_T)} \in C([0, 1]), \) and \( \theta \in C([0, 1]; L^2(\mathbb{R}^n)) \).

Now we may justify integrating (2.21) against \( \theta_1(t_0, \cdot) \), where \( 0 \leq t_0 < t_1 \leq 1 \):

\[
\|\theta(\cdot, t_1)\|_{L^2(\mathbb{R}^n)}^2 - \|\theta(\cdot, t_0)\|_{L^2(\mathbb{R}^n)}^2 + 2 \int_{t_0}^{t_1} \int_{\mathbb{R}^n} |\Lambda^{1/2} \theta|^2 \, dx \, dt = 0,
\]

since \( \langle v \cdot \nabla \theta, \theta \rangle = 0 \). If \( \theta_0 = 0 \), the above equality gives \( \theta \equiv 0 \) and uniqueness. \( \square \)

Remark 2.5 (On energy equality). The assumption \( v \in L^\infty_t C^{1/2}_x(Q_1) \) is qualitative. The key point is to make sense of \( \iint (v \cdot \nabla \theta) \, dx \, dt \). Heuristically, since \( \theta \) has 1/2-derivative in \( L^2 \), we wish to distribute \( \nabla \) among the two copies of \( \theta \). This begets a commutator \( [\Lambda^{1/2}, v] : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \) from moving 1/2-derivative through \( v \). If instead one wishes to distribute 1/3-derivative on each term, one arrives at the criterion in Constantin-E-Titi \([22]\).

It is possible to move away from the Hölder-1/2 condition in the Leray-Hopf setting of \((\text{SQG})\) with the additional assumption \( \theta \in L^\infty_t L^\infty_x \cap L^\infty_t L^2_x \cap L^\infty_t H^1_x(Q_1) \). We expand (and substitute \( \nabla = \tilde{R} \Lambda^{1/2} \)):

\[
\iint (v \cdot \nabla \theta) \, dx \, dt = \iint \left[ \Lambda^{1/2} (\theta v) - (\Lambda^{1/2} v) \theta (\Lambda^{1/2} v) \right] \cdot (\tilde{R} \Lambda^{1/2} \theta) \, dx \, dt
\]

\[
+ \iint \theta \Lambda^{1/2} v \cdot (\tilde{R} \Lambda^{1/2} \theta) \, dx \, dt + \iint v \Lambda^{1/2} \theta \cdot (\tilde{R} \Lambda^{1/2} \theta) \, dx \, dt.
\]

Each term on the RHS makes sense. First, we have an endpoint fractional Leibniz estimate (see (1.7) in \([51]\)):

\[
\|\Lambda^{1/2} (\theta v) - (\Lambda^{1/2} v) \theta (\Lambda^{1/2} v)\|_{L^2_x(Q_1)} \lesssim \|\Lambda^{1/2} v\|_{L^2_x(Q_1)} \|\theta\|_{L^\infty_t L^2_x(Q_1)} \|v\|_{L^\infty_t \text{BMO}_x(Q_1)}.
\]

The second term is estimated routinely:

\[
\iint |\theta \Lambda^{1/2} v \cdot (\tilde{R} \Lambda^{1/2} \theta)| \, dx \, dt \lesssim \|\theta\|_{L^\infty_t L^2_x(Q_1)} \|\Lambda^{1/2} v\|_{L^2_x(Q_1)} \|\Lambda^{1/2} \theta\|_{L^2_x(Q_1)}.
\]
We will demonstrate how to get around this.

\[ \int f \Lambda^{1/2} \cdot (\tilde{\Lambda} \Lambda^{1/2}) \, dx \, dt \lesssim \|f\|_{L^\infty_B} \|\Lambda^{1/2} \tilde{\Lambda} \Lambda^{1/2}\|_{L^1_{t,B}(Q_1)}, \]

since \( \tilde{f} \in \mathcal{H}^1(\mathbb{R}^n) \) when \( f \in L^2(\mathbb{R}^n) \) [20].

We now apply the main theorem of Caffarelli and Vasseur in [15].

**Lemma 2.6 (Hölder continuity).** Let \( \text{div} \, v = 0 \) and

\[ \|v\|_{L^\infty_B} \leq B. \]

Then there exists \( \alpha_0 = \alpha_0(B) \in (0,1) \) such that, for all \( t \in (0,1] \), the unique solution \( \theta \) from Lemma 2.4 satisfies

\[ t^{\alpha_0} \|\theta(\cdot,t)\|_{C^{\alpha_0}(\mathbb{R}^n)} \lesssim_B \|\theta_0\|_{L^\infty(\mathbb{R}^n)}. \]

Lemma 2.6 can also be recovered from the fundamental solution bounds of Maekawa and Miura in [52, Theorem 1.2].

**Lemma 2.7 \( (C^1) \) regularity.** Let (2.29) be satisfied and, for all \( t \in (0,1] \),

\[ t^{\alpha_0}[v(\cdot,t)]_{C^{\alpha_0}(\mathbb{R}^n)} \leq N, \]

where \( \alpha_0 \) is the exponent in Lemma 2.6. Then the unique solution \( \theta \) in Lemma 2.4 satisfies

\[ t^{1+\alpha_0} \|\theta(\cdot,t)\|_{C^{1+\alpha_0}(\mathbb{R}^n)} \lesssim_{B,N} \|\theta_0\|_{L^\infty(\mathbb{R}^n)}. \]

**Proof.** Recall Silvestre’s estimate in [60, Theorem 1.1]:

\[ \|\theta\|_{L^\infty_B C_{1+\alpha_0}(B_{1/2} \times (-1/2,1))} \leq C \left( \|\theta\|_{L^\infty_B(C_{1+\alpha_0}(B_{1/2} \times (-1,0)))} + \|f\|_{L^\infty_B C_{1+\alpha_0}(B_1 \times (-1,0))} \right), \]

for solutions of (2.21) on \( B_1 \times (-1,0) \) with RHS \( f \). In this proof, \( f = 0 \), but we mention it to use in Lemma 2.9. Notably, Silvestre’s constant \( C \) depends on \( \alpha \in (0,1) \) and the inhomogeneous norm \( \|v\|_{L^\infty_B C_{1+\alpha_0}(B_{1/2} \times (-1,0))} \), whereas in (2.31) we control only the Hölder seminorm. We will demonstrate how to get around this. Let \( \theta_0 \in C_{1+\alpha_0}^{\alpha_0}(\mathbb{R}^n) \) and \( v \) be smooth, compactly supported, and divergence free. We will apply (2.33) to justify

\[ \|\theta(\cdot,1)\|_{C_{1+\alpha_0}^{\alpha_0}(\mathbb{R}^n)} \lesssim \|\theta\|_{L^\infty_B C_{1+\alpha_0}^{\alpha_0}(\mathbb{R}^n \times (1/2,1))}, \]

where \( C \) depends on \( \alpha_0 \) and sup\( t \in (1/2,1) \) \( \|v(\cdot,t)\|_{C^{\alpha_0}(\mathbb{R}^n)} \leq N. \) Then (2.32) will follow from the maximum principle, scaling invariance, and a weak-* approximation argument. Notice the translation invariance of the norms in (2.34). Let \( x_0 \in \mathbb{R}^n \) and \( y(t) \) be the solution of the ODE \( \ddot{y}(t) = v(y(t),t) \) with \( y(1) = x_0 \). To estimate \( \|\theta(\cdot,1)\|_{C_{1+\alpha_0}^{\alpha_0}(B_1)} \), we consider \( \bar{\theta}(x,t) = \theta(x+y(t),t) \) and \( \bar{v}(x,t) = v(x+y(t),t) - \dot{y}(t) \), which solve the PDE

\[ \partial_t \bar{\theta} + \bar{v} \cdot \nabla \bar{\theta} + \Lambda \bar{\theta} = 0. \]

Notice that \( \bar{v}(0,t) = 0 \) and \( \|\bar{v}(\cdot,t)\|_{C^{\alpha_0}(\mathbb{R}^n)} = \|v(\cdot,t)\|_{C^{\alpha_0}(\mathbb{R}^n)} \). Therefore, \( \|\bar{v}\|_{L^\infty_B(C_{1+\alpha_0}(B_1 \times (1/2,1)))} \) is controlled by sup\( t \in (1/2,1) \) \( \|\bar{v}(\cdot,t)\|_{C^{\alpha_0}(B_1 \times (1/2,1)))} \). Hence, we may apply a translated

---

7Since the above energy class solutions are unique, one may use the viscous approximation (2.23) to justify the application of Silvestre’s estimates in [60]. This is discussed in Section 3.2 of [60].

8Recall also that, in [60], \( v \) may have non-zero divergence.
and rescaled version of Silvestre’s estimate (2.33) to $\bar{v}$. Since $x_0$ was arbitrary, we obtain (2.34). The proof is complete. \hfill $\Box$

In particular, the equation (2.21) is satisfied pointwise a.e. in $Q_1$.

The main result of this section is

**Lemma 2.8** ($L^\infty$ theory). Let the divergence-free drift $v$ satisfy the BMO estimate (2.29) and the Hölder continuity estimate (2.31). We do not ask that $v \in L^\infty_t C^{1/2}_x(Q_1)$. Assume that $p > n$ and

\begin{equation}
\|v\|_{L^\infty_t(X_p)_+ (Q_1)} \leq V.
\end{equation}

(Existence) Let $\theta_0 \in L^\infty(\mathbb{R}^n)$. Then there exists a solution $\theta \in L^\infty_{t,x}(Q_1)$ of (2.21) that satisfies the maximum principle

\begin{equation}
\|\theta\|_{L^\infty_{t,x}(Q_1)} \leq \|\theta_0\|_{L^\infty(\mathbb{R}^n)}
\end{equation}

and the a priori Hölder estimates (2.30) and (2.32). This solution attains its initial data in the sense

\begin{equation}
\theta(\cdot, t) \overset{\ast}{\rightharpoonup} \theta_0 \text{ in } L^\infty(\mathbb{R}^n)
\end{equation}
as $t \to 0^+$.

(Uniqueness) Let $\theta \in L^\infty_{t,x}(Q_1)$ be a solution of (2.21) with $\theta(\cdot, t) \overset{\ast}{\rightharpoonup} \theta_0$ as $t \to 0^+$ and satisfying that, for all compact $K = K_1 \times K_2 \subset Q_1$, there exists $\beta \in (0, 1)$ such that $\theta \in L^\infty_t C^{1,\beta}_x(K)$. Then $\theta \equiv 0$. From now on, ‘solution’ refers to the unique solution in this class.

(Continuity by compactness and uniqueness) Let $\theta^{(k)}$, $k \in \mathbb{N}$, be solutions to (2.21) with divergence-free drifts $v^{(k)}$ satisfying

\begin{equation}
v^{(k)} \overset{\ast}{\rightharpoonup} v \text{ in the sense of distributions}
\end{equation}

and initial data

\begin{equation}
\theta^{(k)}_0 \overset{\ast}{\rightharpoonup} \theta_0 \text{ in } L^\infty(\mathbb{R}^n).
\end{equation}
Assume that each $v^{(k)}$ satisfies the inequalities (2.29), (2.31), and (2.36). (By lower semi-continuity of the relevant norms, $v$ satisfies the same inequalities.) Then $\theta^{(k)}$ converges to the solution $\theta$ of (2.21) with drift $v$ and initial data $\theta_0$, obtained as in (2.38), in the following senses (among others):

\begin{equation}
\theta^{(k)} \overset{\ast}{\rightharpoonup} \theta \text{ in } L^\infty_{t,x}(Q_1),
\end{equation}

\begin{equation}
\theta^{(k)} \to \theta \text{ in } L^\infty_t C^{1,\beta}_x(K)
\end{equation}
for all $\beta \in (0, \alpha_0)$ and on all compact sets $K = K_1 \times K_2 \subset \mathbb{R}^n \times (0, 1]$.

It is possible to prove a more quantitative stability theorem than the one above, but it is not necessary here.

**Proof.** (Existence) This follows from an approximation argument with initial data $\theta^{(k)}_0 \in L^1 \cap L^\infty(\mathbb{R}^n)$ and drifts $v^{(k)} \in L^\infty_t C^{1/2}_x(Q_1)$, where $k \in \mathbb{N}$.

(Uniqueness) We prove uniqueness by a duality argument, which the first author employed in a similar context in [3]. The crux of the matter is that the initial data is only assumed to attain its initial data $\ast$-weakly in $L^\infty(\mathbb{R}^n)$. What we must rule out is the possibility that $\|\theta(\cdot, t)\|_{L^\infty(\mathbb{R}^n)}$ ‘jumps up’ instantaneously at the initial time. At a technical level, we require that the solution of the adjoint problem is strongly continuous at $t = 0$. This is subtle because, for the adjoint problem, one can no
Second, we send

\[ \psi \to \psi_0. \]

This solution can be chosen to satisfy, for all compact \( K = K_1 \times K_2 \subset Q_T \), there exists \( \gamma \in (0, 1) \) such that \( \psi \in L^\infty_t C_x^{1, \gamma}(K). \)

Let \( 0 < t_0 < t_1 < T \). Let \( R, \varepsilon > 0 \). Let \( \chi \in C_0^\infty(\mathcal{B}_1) \) with \( \chi \equiv 1 \) on \( B_1 \) and \( \chi_R = \chi(x/R) \). Let \( \varphi_{t_0, t_1} \) be a mollification of the indicator function \( 1_{(t_0, t_1)} \) at scale \( \varepsilon \ll 1 \). We test the equation (2.21) against \( \psi \chi_{R \varepsilon^t_{t_0, t_1}} \). To simplify notation, we omit \( R, \varepsilon \) and \( t_0, t_1 \). This gives

\[
\int_0^T \int_{\mathbb{R}^n} \left( \partial_t \varphi + v \cdot \nabla \varphi + \Lambda \varphi \right) \psi \chi dx dt
\]

\[
= \int_0^T \int_{\mathbb{R}^n} \left( -\partial_t \varphi - v \cdot \nabla \varphi + \Lambda \varphi \right) \theta \chi dx dt
\]

\[
+ \int_0^T \int_{\mathbb{R}^n} \left( -\partial_t \varphi - v \cdot \nabla \varphi \right) \psi \chi dx dt.
\]

First, we send \( \varepsilon \to 0^+ \). For a.e. \( t_0, t_1 \in (0, T) \), we have

\[
\int_0^{t_1} \int_{\mathbb{R}^n} \left( \partial_t \varphi_{t_0, t_1} \theta \right) \psi \chi dx dt
\]

\[= \int_0^{t_1} \int_{\mathbb{R}^n} \left( \nabla \chi_{R \varepsilon^t_{t_0, t_1}} \right) \psi dx dt.
\]

The other terms are well behaved, and we have

\[
\int_0^{t_1} \int_{\mathbb{R}^n} \left( \partial_t \varphi_{t_0, t_1} \chi_R \theta \right) \psi \chi dx dt
\]

\[= \int_0^{t_1} \int_{\mathbb{R}^n} \left( \nabla \chi \right) \psi dx dt.
\]

Since \( \theta(\cdot, t) \) is weak-* continuous in \( L^\infty(\mathbb{R}^n) \) on \( [0, 1] \) and \( \psi(\cdot, t) \) is strongly continuous in \( L^2(\mathbb{R}^n) \) on \( [0, T] \), we may extend the above equality to all \( t_0, t_1 \in [0, T] \). Second, we send \( R \to +\infty \). Notice that

\[
\int_0^{t_1} \int_{\mathbb{R}^n} \left( \partial_t \varphi_{t_0, t_1} \chi_R \theta \right) \psi \chi dx dt
\]

\[
\leq R^{-1+n/p} \left\| v \right\|_{L^\infty_t X_p(Q_1)} \left\| \theta \right\|_{L^\infty_t \chi_{R^2}(Q_1)} \left\| \psi \right\|_{L^\infty_t L^{p'}(Q_T)} \to 0,
\]

since \( p > n \). Additionally,

\[
\left\| \int_0^T \theta \Lambda \chi_R \psi dx dt \right\| \leq R^{-1+n/p} \left\| \theta \right\|_{L^\infty_t \chi_{R^2}(Q_1)} \left\| \psi \right\|_{L^\infty_t L^{p'}(Q_T)} \to 0.
\]

Here, \( p' \) is the Hölder conjugate of \( p \). The estimate (2.48) for \( |x| \leq 2R \) follows from Hölder’s inequality and the Calderón commutator estimate \( \| [\Lambda, \chi_R] \|_{L^q(\mathbb{R}^n) \to L^q(\mathbb{R}^n)} \leq q^{-1} \) \( R^{-1} \) for all \( q \in (1, +\infty) \). To show (2.48) for \( |x| \geq 2R \), we require the pointwise bound

\[
\left| [\Lambda, \chi_R] \psi(x, t) \right| = c_n \left| \int_{\mathbb{R}^n} \frac{\chi_R(y)}{|x - y|^{n+\gamma}} \psi(y, t) dy \right| \leq_p \left| x \right|^{-\gamma} \left| x \right|^{-n+\gamma} \left| \psi(x, t) \right|_{L^{p'}(\mathbb{R}^n)}.
\]
Combining the estimates in the regions $|x| \leq 2R$ and $|x| \geq 2R$ gives (2.48). Next, the boundary terms in time are well behaved, since $\theta \in L^\infty(\mathbb{R}^n)$ and $\psi \in L^1(\mathbb{R}^n)$ for all $t \in [0, T]$. Hence,

$$\int \theta(x, t_1)\psi(x, t_1) \, dx = \int \theta(x, t_0)\psi(x, t_0) \, dx. \tag{2.49}$$

With $t_1 = T$ and $t_0 = 0$, we have

$$\int \theta(x, T)\psi_0 \, dx = 0. \tag{2.50}$$

Since $\psi_0$ was arbitrary, we have $\theta(\cdot, T) \equiv 0$. Finally, since $T$ was arbitrary, we have $\theta \equiv 0$.

(Continuity) The main work is to prove that the convergence (2.42) holds and $\theta(\cdot, t) \rightharpoonup \theta_0$ as $t \to 0^+$. This is enough to demonstrate that $\theta$ belongs to our uniqueness class. We must estimate the time derivatives:

$$\partial_t \theta^{(k)} = -\Delta \theta^{(k)} - \text{div}(\nu^{(k)}\theta^{(k)}) \in L^\infty_t(B^{-1,\infty}_0(\cdot)) + L^\infty_tW^{-1,p}_x(B_R \times (0, 1)), \tag{2.51}$$

for all $R > 0$, with uniform bounds depending only on $M, B, N, V, p, R$, where $M$ denotes an upper bound for the norms of $\theta^{(k)}$ in $L^\infty(\mathbb{R}^n)$. Then (2.42) follows from the $a \text{ priori}$ $C^{1,\alpha}_x$ estimate (2.32) and the Aubin–Lions lemma [61].

Moreover, the estimate (2.51) on the time derivative gives that $\theta^{(k)}(\cdot, t) \rightharpoonup \theta(\cdot, t)$ in the sense of distributions for each $t \in [0, 1]$. Similar arguments are well known from the Navier–Stokes literature. The estimate (2.51) is valid also for $\theta$ and ensures that $\theta : [0, 1] \to L^\infty(\mathbb{R}^n)$ is weakly-$*$ continuous. This yields that the initial data $\theta_0$ is attained in the desired sense and completes the proof. \(\square\)

We now specialize to the system (SQG) in dimension two.

**Lemma 2.9 (Higher spatial regularity of SQG solutions).** Let $\theta$ be the solution of Lemma 2.8 with dimension $n = 2$. Assume that $v = \tilde{R} \theta$, that is, $\theta$ is a solution of (SQG), and $\|\theta_0\|_{L^\infty(\mathbb{R}^2)} \leq M$. Then

$$\sup_{t > 0} t^k \|\nabla^k \theta\|_{L^\infty(\mathbb{R}^2)} \lesssim_M 1 \tag{2.52}$$

for all $t \in (0, 1]$ and integers $k \geq 0$.

**Proof.** We will demonstrate that, for all integers $k \geq 0$, we have

$$\sup_{t > 0} t^{k+\alpha} [\theta(\cdot, t), v(\cdot, t)]_{C^{k,\infty}_x(\mathbb{R}^2)} \lesssim_M 1. \tag{2.53}$$

Notice that $B \lesssim M$ by $\tilde{R} : L^\infty(\mathbb{R}^2) \to \text{BMO}(\mathbb{R}^2)$ and the maximum principle. Since $\tilde{R} : C^{k,\alpha}_x(\mathbb{R}^2) \to C^{k,\alpha}_x(\mathbb{R}^2)$ for all $\alpha \in (0, 1)$ and $k \geq 0$, we have also $N \lesssim_M 1$, and thus, (2.53) is verified for $k = 0, 1$ by the known Hölder and $C^{1,\infty}_x$ estimates. We proceed by induction. Assuming that (2.53) holds for a given $k = k_0 \geq 1$, we show it for $k = k_0 + 1$. We differentiate the PDE:

$$\partial_t \nabla^{k_0} \theta + \Lambda \nabla^{k_0} \theta + v \cdot \nabla (\nabla^{k_0} \theta) = \mathcal{M}_1(\nabla v, \nabla^{k_0} \theta) + \cdots + \mathcal{M}_{k_0}(\nabla^{k_0} v, \nabla \theta), \tag{2.54}$$

where the $\mathcal{M}_k$, $k = 1, \ldots, k_0$, are certain bilinear operators that capture pointwise multiplications between the two terms. Let $\bar{\theta} = \nabla^{k_0} \theta$ and $f = \sum_{k=1}^{k_0} \mathcal{M}_k$. We now use

\(\text{[61]}\) Recall that the spaces in Simon’s refinement [61] of the Aubin–Lions lemma are not required to be reflexive.
Notice that the forcing term includes only derivatives of $v$, rather than $v$ itself. By interpolation and the induction hypothesis, we have

\begin{equation}
\|\nabla^k v\|_{L_t^1 C_x^{s_0}(\mathbb{R}^2 \times (1/2, 1))} \lesssim_{k, M} 1, \quad k = 1, \ldots, k_0.
\end{equation}

Hence, $f \in L_t^\infty C_x^{s_0}(\mathbb{R}^2 \times (1/2, 1))$ with bound depending only on $M$ and $k_0$. At this point, we recall Silvestre’s estimate (2.33), which allowed a RHS $f$. The approach in Lemma 2.7, which is easily modified to accommodate a forcing term, yields

\begin{equation}
[\theta(t, 1)]_{C^{1,s_0}(\mathbb{R}^2)} \lesssim [\|\theta\|_{L_t^\infty C_x^{s_0}(\mathbb{R}^2 \times (1/2, 1))} + \|f\|_{L_t^\infty C_x^{s_0}(\mathbb{R}^2 \times (1/2, 1))}] \lesssim_M 1.
\end{equation}

Finally, the proof of (2.53) for $k = k_0 + 1$ is completed by scaling invariance. \hfill \Box

Since $v$ is only controlled in $L_t^\infty(X_p)_t(Q_1)$, the spacetime regularity is worse:

**Lemma 2.10** (Higher spacetime regularity of SQG solutions). Let $\theta$ be the solution as above, and additionally assume that $\theta$ is symmetric. Then for all $t \in (0, 1)$, integers $k, m \geq 0$, and all $p \in (2, +\infty)$,

\begin{equation}
t^{m+k} \|\partial_t^m \nabla^k \theta\|_{X_p} \lesssim_{p, k, m, M} 1.
\end{equation}

The proof is based on elementary bootstrapping. The only difficulty is in the properties of the space $X_p$.

**Proof sketch.** Whenever $\theta$ satisfies (2.57) for a given $m, k, p$, the drift $v = \tilde{R} \cdot \theta$ also satisfies (2.57) because $\tilde{R} : X_p \to X_p$ in the symmetric case (Lemma 2.1).

The proof is by induction in $m$ with a sub-induction in $k$. We have shown the base case $m = 0$ in Lemma 2.9, since $L_t^\infty(X_p) \hookrightarrow X_p$. Let $m_0 \geq 0$ be an integer. Assume that (2.57) holds for all integers $0 \leq m \leq m_0, k \geq 0$, and $p \in (2, +\infty)$. We apply $\partial_t^{m_0}$ to (SQG) and have

\begin{equation}
\partial_t^{m_0+1} \theta = -\Lambda \partial_t^{m_0} \theta - \partial_t^{m_0} v \cdot \nabla \theta + \text{cross terms} - v \cdot \nabla \partial_t^{m_0} \theta.
\end{equation}

Since $\Lambda = (-\tilde{R} \cdot \nabla)$ and $\tilde{R} : X_p \to X_p$, we have $t^{m_0+1} \Lambda \partial_t^{m_0} \theta \in L_t^\infty X_p(Q_1)$ with the desired uniform bounds. Every other term on the RHS of (2.58) is estimated by the induction hypothesis and Hölder’s inequality in the spaces $X_{2p}$. This demonstrates the base case in the sub-induction in $k$, which is similar to the proof of Lemma 2.9. \hfill \Box

3. **Bounded solutions**

3.1. **DSS solutions with approximate constitutive law.** Let $\lambda > 1$ and $G$ be a symmetry group. Let $\theta_0 \in L^\infty(\mathbb{R}^2)$ be symmetric and $\lambda$-DSS with $\|\theta\|_{L^\infty(\mathbb{R}^2)} \leq M$. Let $b : \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R}$ be a function satisfying the following standing assumptions:

- $b(\cdot, t)$ is symmetric for every $t > 0$,
- $b \in L^2(B_1 \times (0, 1))$, and
- if $\tilde{\lambda} > 1$ and $\theta_0$ is $\tilde{\lambda}$-DSS, then $b$ is $\tilde{\lambda}$-DSS.

Let $\mathcal{Y}$ denote the class of functions $b$ satisfying the above properties. Then $\mathcal{Y}$ is a Banach space with norm $\|\cdot\|_{\mathcal{Y}} = \|\cdot\|_{L_t^2(B_1 \times (0, 1))}$. By $\lambda$-DSS scaling, we have

\begin{equation}
\|b\|_{L_t^2(B_1(\mathcal{K}))} \lesssim_K \|b\|_{\mathcal{Y}}
\end{equation}
for all compact $K \subset \mathbb{R}^2 \times [0, +\infty)$. The $\lambda$-DSS property is used essentially in the construction. The purpose of mentioning $\lambda$ is so that, if the function is fully self-similar (rather than merely discretely self-similar), self-similarity is also kept in the construction.

Let $0 \leq \psi \in C_0^\infty(B_2)$ be a radial cut-off function with $\tilde{\psi} = 1$ on $B_1$. Let $\rho \gg 1$ and

$$\psi(x,t) = \tilde{\psi}(x/t), \quad \psi_\rho(x,t) = \psi(x/\rho, t).$$

Let $0 \leq \eta \in C_0^\infty(\mathbb{R}^{2+1})$ with $\supp \eta \subset \{|x| < 1, |t| < 1\}$ and $\int_{\mathbb{R}^{2+1}} \eta(x,t) \, dx \, dt = 1$. Let $0 < \delta \ll 1$ and

$$b_\delta(x,t) = \int_{\mathbb{R}_+} \int_{\mathbb{R}^2} \frac{1}{(t\delta)^3} \eta \left( \frac{x-y}{t\delta}, \frac{t-s}{t\delta} \right) b(y,s) \, dy \, ds, \quad b_{\delta,\rho}(x,t) = b_\delta(x,t) \psi_\rho(x,t).$$

Finally,

$$v = \tilde{R}^+(b_{\delta,\rho}).$$

The goal of this subsection is to prove the following proposition:

**Proposition 3.1 (DSS solutions to approximate problem).** In the above notation, there exists a bounded, smooth, symmetric, and $\lambda$-DSS solution to

$$\partial_t \theta + \Lambda \theta + \nabla \cdot (v \theta) = 0, \quad v = \tilde{R}^+(\theta_{\delta,\rho}).$$

If $\lambda > 1$ and $\theta_0$ is $\tilde{\lambda}$-DSS, then $\theta$ may be chosen to be $\tilde{\lambda}$-DSS as well.

The following lemma summarizes properties of the functions and vectors we have introduced. We suppress the dependence on $\eta$ in the constants.

**Lemma 3.2.** In the above notation, $b_\delta$, $b_{\delta,\rho}$ and $v$ are symmetric and $\tilde{\lambda}$-DSS whenever $\theta_0$ is $\tilde{\lambda}$-DSS. For all integers $\ell, m \geq 0$, we have

$$\sup_{t \geq 0} t^{\ell+m-1} \| \partial_t^\ell \nabla_x^m v(\cdot, t) \|_{L^2(\mathbb{R}^2)} \lesssim_{\delta, \rho, \lambda, \ell, m} \| b \|_{Y}.$$  

Immediately, (3.6) and interpolation give

$$\sup_{t \geq 0} t^{\ell+m} \| \partial_t^\ell \nabla_x^m v(\cdot, t) \|_{L^\infty(\mathbb{R}^2)} \lesssim_{\delta, \rho, \lambda, \ell, m} \| b \|_{Y}.$$  

**Proof.** The proof of symmetry and $\tilde{\lambda}$-DSS is by design of the mollification and truncation procedure. Regarding the $L^2$ bounds, by scaling invariance, it suffices to consider only $t \in [1, \lambda]$, where the desired estimate (3.6) is obvious. \qed

Treating $\theta_0$ as fixed, we can define a map $T_{\delta,\rho}: \mathcal{Y} \to \mathcal{Y}$ in the following way: $T_{\delta,\rho}(b \in \mathcal{Y}) = \theta$, where $\theta$ is the solution from Lemma 2.8 of the linear-in-$\theta$ PDE

$$\partial_t \theta + \Lambda \theta + \text{div}(v \theta) = 0, \quad v = \tilde{R}^+(b_{\delta,\rho})$$

with initial data $\theta_0$. Observe that $\theta \in \mathcal{Y}$ by the maximum principle.

We next show that $T_{\delta,\rho}$ has a fixed point using the Schauder fixed point theorem. To do so, we must show that $T_{\delta,\rho}$ is continuous and that there exists a nonempty convex closed subset $\mathcal{K}$ of $\mathcal{Y}$ so that $T_{\delta,\rho}: \mathcal{K} \to \mathcal{K}$ and $T_{\delta,\rho}(\mathcal{K})$ is relatively compact, i.e., every subsequence in $T_{\delta,\rho}(\mathcal{K})$ has a convergent subsequence in $\mathcal{Y}$. These properties are established below:

**Lemma 3.3.** The map $T_{\delta,\rho}$ is continuous.
Proof. Let \( (b^{(k)})_{k \in \mathbb{N}} \subset \mathcal{Y} \) with \( b^{(k)} \to b^{(\infty)} \) in \( \mathcal{Y} \). Let \( (v^{(k)})_{k \in \mathbb{N}} \) and \( v^{(\infty)} \) be the corresponding drifts, which satisfy \( v^{(k)} \to v^{(\infty)} \) in \( L^2_{loc}(\mathbb{R}^2 \times \mathbb{R}_+) \) by \( \lambda \)-DSS scaling and the critical uniform bounds guaranteed by Lemma 3.2. Hence, Lemma 2.8 gives that the corresponding solutions \( \theta^{(k)} \) converge in \( L^\infty_{loc}(\mathbb{R}^2 \times \mathbb{R}_+) \) to the corresponding solution \( \theta^{(\infty)} \). In particular, for all \( S \in (0, 1) \),

\[
\int_0^1 \int_{B_1} |\theta^{(k)}(t) - \theta^{(\infty)}(t)|^2 \, dx \, dt \leq 4|B_1|SM^2 + o_{k \to +\infty}(1)
\]

where \( o_{k \to +\infty}(1) \) may depend on \( S \). This gives the desired convergence. \( \square \)

Let \( K = \{ b \in \mathcal{Y} : \|b\|_Y^2 \leq |B_1|M^2 \} \). This set is clearly nonempty, convex and closed.

**Lemma 3.4.** The map \( T_{\delta, \rho} \) maps \( K \) into \( K \).

**Proof.** Let \( b \in \mathcal{Y} \). By the maximum principle, we have

\[
\int_0^1 \int_{B_1} |\theta|^2 \, dx \, dt \leq |B_1|M^2.
\]

\( \square \)

In fact, we have shown that \( T_{\delta, \rho}(\mathcal{Y}) \subset K \). This is simpler than what happens for the 3D Navier-Stokes equations [18].

**Lemma 3.5.** Every sequence in \( T_{\delta, \rho}(K) \) has a convergent subsequence in \( \mathcal{Y} \).

This can be proven using a compactness argument common in the analysis of fluids. However, a more direct argument is available here due to regularity.

**Proof.** Let \( (b^{(k)})_{k \in \mathbb{N}} \) be a sequence in \( K \) and \( (\theta^{(k)})_{k \in \mathbb{N}} \) be the corresponding sequence of solutions. Hence, \( v^{(k)} \) satisfies the critical bounds in Lemma 3.2 uniformly in \( k \), and upon passing to a subsequence, we have that \( v^{(k)} \overset{\Delta}{\rightharpoonup} v \) in the sense of distributions. Then Lemma 2.8 ensures the desired convergence \( \theta^{(k)} \to \theta \) in \( L^\infty_{loc}(\mathbb{R}^2 \times \mathbb{R}_+) \). Then we use (3.9) as in the proof of continuity to conclude the convergence in \( \mathcal{Y} \). \( \square \)

### 3.2. Proof of Theorem 1.1.

Let \( \theta_0 \in L^\infty(\mathbb{R}^2) \) be symmetric with \( \|\theta_0\|_{L^\infty(\mathbb{R}^2)} \leq M \).

1. **General solutions.** Consider a sequence \( (\theta_0^{(k)})_{k \in \mathbb{N}} \) of symmetric functions in \( C^\infty_0(\mathbb{R}^n) \) with \( \|\theta_0^{(k)}\|_{L^\infty(\mathbb{R}^2)} \leq M \) and \( \theta_0^{(k)} \overset{\Delta}{\rightharpoonup} \theta_0 \) in \( L^\infty(\mathbb{R}^2) \) as \( k \to +\infty \). Such a sequence is obtained by mollifying \( \theta_0 \) and applying cut-offs. Let \( \theta^{(k)} \) denote the unique global solution of (SQG), belonging to \( C([0, +\infty); H^m(\mathbb{R}^2)) \) for all \( m \in \mathbb{N} \) with initial data \( \theta_0^{(k)} \). The existence of these solutions is guaranteed by Caffarelli and Vasseur [15] or Constantin and Vicol [25].\(^{11}\) By virtue of its uniqueness, \( \theta^{(k)} \) is symmetric. Moreover, the solutions satisfy the necessary estimates (which we also mention below) to apply the compactness in Lemma 2.8. Upon passing to a subsequence, \( \theta^{(k)} \) converges to the desired global solution of (SQG).

2. **Self-similar solutions.** Assume further that \( \theta_0 \) is \( \lambda \)-DSS. We require a solution method which respects the self-similarity, and therefore, we no longer mollify the initial data. Let \( 1 \leq \rho^{(k)} \to +\infty \) and \( \delta^{(k)} \to 0 \) with \( 0 < \delta^{(k)} \leq 1 \). Let \( \theta^{(k)} \) be the

\(^{11}\)The short-time well-posedness can be developed by energy estimates, and the two mentioned sources guarantee that the solution may be continued globally.
corresponding solutions of the approximate SQG (3.5) from Proposition 3.1. Since $\theta^{(k)}$ are generated by the map $T^{(k)}_{\rho^{(k)}}$, they are the solutions of Lemma 2.8. In particular, we have the maximum principle $\sup_k \|\theta^{(k)}\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^+)} \leq \|\theta_0\|_{L^\infty(\mathbb{R}^2)}$. By properties of the Riesz transforms, we have

$$\|v^{(k)}\|_{L^\infty(\mathbb{R}^2 \times X_p)} = \|v^{(k)}\|_{L^\infty(\mathbb{R}^2 \times X_{p,\text{per}})} \lesssim_p \|v^{(k)}\|_{L^\infty(\mathbb{R}^2; \text{BMO}(\mathbb{R}^2))} \lesssim \|\theta_0\|_{L^\infty(\mathbb{R}^2)},$$

where we used symmetry and the fact that the localized and smoothed drift velocities in the definitions of $v^{(k)}$ can be bounded by $\theta^{(k)}$ in an obvious way. Hence, we have the uniform-in-$k$ Hölder estimate (2.30) and $C^{1,\alpha}$ estimate (2.32) depending only on $\|\theta_0\|_{L^\infty(\mathbb{R}^2)}$. We are now in a position to apply the compactness part of Lemma 2.8. Let $v = \tilde{R}^+\theta$. The convergence properties of $\theta^{(k)}$ are strong enough to ensure that $v^{(k)} \rightharpoonup v$ in the sense of distributions and that $\theta$ solves (SQG). The compactness part of Lemma 2.8 also guarantees that $\theta$ attains its initial data $\theta_0$ in the sense of (2.38). This completes the existence proof.

3. Smoothness. The advertised smoothness follows from Lemmas 2.9 and 2.10.

4. Weak-$\ast$ stability. This follows from the compactness part of Lemma 2.8 and Remark 2.2, which handles the convergence of the Riesz transforms.

4. Regular solutions

In this section, we demonstrate Theorem 1.2. Recall the definitions of $\tilde{Y}^\alpha$ and $\tilde{\mathfrak{Y}}^\alpha$ in (1.11) and (1.12).

Let $\theta^{\text{lin}} = e^{-tA}\theta_0$. Our goal is to estimate $\psi = \theta - \theta^{\text{lin}}$. The equation satisfied by $\psi$ is

$$\partial_t \psi + \Lambda \psi + \tilde{R}^+\theta \cdot \nabla \psi + \tilde{R}^+\psi \cdot \nabla \theta^{\text{lin}} = -\tilde{R}^+\theta^{\text{lin}} \cdot \nabla \theta^{\text{lin}}$$

$$\psi(\cdot, 0) = 0.$$  

Proof of a priori estimates. We use a Calderón-type splitting into subcritical and supercritical parts. Let $\varphi \in C_0^\infty(B_1)$ be a radial test function with $\varphi \equiv 1$ on $B_{1/2}$. Let

$$\theta_0 = \tilde{\theta}_0 + \bar{\theta}_0,$$

where

$$\tilde{\theta}_0 = \varphi \theta_0, \quad \bar{\theta}_0 = (1 - \varphi)\theta_0.$$

Then, for all $p \in [1, +\infty]$, we have

$$\|\tilde{\theta}_0\|_{\tilde{Y}^\alpha} + \|\bar{\theta}_0\|_{\tilde{Y}^\alpha} + \|\tilde{\theta}_0\|_{C^\alpha} + \|\bar{\theta}_0\|_{L^p} \lesssim_p M,$$

where we suppress the dependence on $\varphi$. Here, $\tilde{\theta}_0$ is the supercritical part, and $\bar{\theta}_0$ is the subcritical part. The main non-trivial assertion in (4.4) is that $\tilde{R}\tilde{\theta}_0, \bar{R}\bar{\theta}_0 \in L^\infty$, which we establish below. Specifically, we focus on estimating the following commutator in $L^\infty(\mathbb{R}^2)$:

$$[\tilde{R}, \varphi]\bar{\theta}_0 = \nu \int_{\mathbb{R}^n} [K(x, y) - K(0, y)1_{|y| \geq 2}](\varphi(x) - \varphi(y))\bar{\theta}_0(y) \, dy$$

where $K(x, y) = c_n(x - y)/|x - y|^{n+1}$. When $x \in B_1$ and $y \in B_2$, we write $\varphi(x) - \varphi(y) = \nabla \varphi(x) \cdot (x - y) + O(|x - y|^2)$ and use that the new kernel is summable in
|y| \leq 2. When x \in B_1 and |y| \geq 2, we have
\begin{equation}
\varphi(x) \int_{\mathbb{R}^n \setminus B_2} [K(x, y) - K(0, y)] \theta_0(y) \, dy \lesssim \|\theta_0\|_{L^\infty(\mathbb{R}^n \setminus B_2)},
\end{equation}

since the above kernel is summable over |y| \geq 2. Finally, when |x| \geq 1, we have
\begin{equation}
\int_{B_1} K(x, y) \varphi(y) \theta_0(y) \, dy \lesssim |x|^{-2} \|\theta_0\|_{L^1(B_1)}.
\end{equation}
Combining the above three estimates gives the proof.

Next, we decompose the solution as
\begin{equation}
\theta = e^{-t\Lambda \tilde{\theta}_0} + \tilde{\theta}.
\end{equation}
Hence,
\begin{equation}
\psi = \tilde{\theta} - \theta_{\text{lin}} + \tilde{\theta}.
\end{equation}

For the linear evolution \tilde{\theta} of the subcritical data \tilde{\theta}_0, we have
\begin{equation}
\sup_t \|\nabla \tilde{\theta}(\cdot, t)\|_{L^2(\mathbb{R}^2)} + \sup_t t^{1-\alpha} \|\nabla \tilde{\theta}(\cdot, t)\|_{L^\infty(\mathbb{R}^2)} \lesssim_{\alpha} M.
\end{equation}

Interpolation yields
\begin{equation}
\sup_t t^{(1-\alpha)(1-\frac{2}{p})} \|\nabla \tilde{\theta}(\cdot, t)\|_{L^p(\mathbb{R}^2)} \lesssim_{\alpha} M
\end{equation}
for all p \in (2, +\infty], and, in particular,
\begin{equation}
\|\nabla \tilde{\theta}\|_{L^p_t L^\infty_x(Q_T)} \lesssim_{\alpha, p} T^{\frac{2}{p} + \alpha - \frac{2\alpha}{p}} M.
\end{equation}
The above exponent is positive. For the linear evolution of the supercritical data \tilde{\theta}_0, we have
\begin{equation}
\frac{1}{p} \sup_{p \in (0, T]} \int_{\mathbb{R}^2} |e^{-t\Lambda \tilde{\theta}_0}|^p(x, t) \, dx + c_p \int_0^T \int_{\mathbb{R}^2} |\Lambda^\frac{1}{2} |e^{-t\Lambda \tilde{\theta}_0}|^{\frac{p}{2}}|^2 \, dx \, dt \lesssim_p M.
\end{equation}
The equation satisfied by \tilde{\theta} is
\begin{equation}
\partial_t \tilde{\theta} = \Lambda \tilde{\theta} + \dot{\bar{R}}^\perp \tilde{\theta} \cdot \nabla \tilde{\theta} + \ddot{\bar{R}}^\perp \tilde{\theta} \cdot \nabla \tilde{\theta} = -\ddot{\bar{R}}^\perp \tilde{\theta} \cdot \nabla \tilde{\theta}
\end{equation}
\begin{equation}
\tilde{\theta}(\cdot, 0) = \tilde{\theta}_0.
\end{equation}

We wish to perform energy estimates. Interestingly, it is unnecessary to ask beforehand that \psi, \tilde{\theta} \in C([0, 1]; L^p(\mathbb{R}^2)). This is due to the criticality of the linear-in-\theta PDE (2.21): \theta is the unique bounded, smooth, symmetric solution, see Lemma 2.8, and one may justify the following calculations through an approximation procedure for this unique solution. Multiplying by \tilde{\theta}|^{p-2}\tilde{\theta} and integrating by parts, we have
\begin{equation}
\frac{1}{p} \int_{\mathbb{R}^2} |\tilde{\theta}|^p(x, t_2) \, dx + c_p \int_{t_1}^{t_2} \int_{\mathbb{R}^2} |\Lambda^\frac{1}{2} |\tilde{\theta}|^{\frac{p}{2}}|^2 \, dx \, dt
\end{equation}
\begin{equation}
\lesssim_p \|\tilde{\theta}\|_{L^p_{t, \infty}(Q_T)} \|\nabla \tilde{\theta}\|_{L^2_t L^\infty_x(Q_T)} + \|\tilde{\theta}\|_{L^p_{t, \infty}(Q_T)} \|\dot{\bar{R}}^\perp \tilde{\theta}\|_{L^2_t L^\infty_x(Q_T)} \|\nabla \tilde{\theta}\|_{L^2_t L^\infty_x(Q_T)} + \int_{\mathbb{R}^2} |\tilde{\theta}|^p(x, t_1) \, dx
\end{equation}
for a.e. $t_1, t_2 \in (0, +\infty)$. Taking $t_1 \to 0^+$ and using Young’s inequality on the second term on the RHS, we have

$$\sup_{t \in (0, T)} \frac{1}{p} \int_{\mathbb{R}^2} |\nabla \tilde{\theta}|^p(x, t) \, dx + c_p \int_0^T \int_{\mathbb{R}^2} |\Lambda^{\frac{p}{2}} |\nabla \tilde{\theta}| | \vec{\mathcal{F}}|^2 \, dx \, dt$$

$$\lesssim_p \|\tilde{\theta}\|_{L_t^p L_x^p(Q_T)} \|\nabla \tilde{\theta}\|_{L_t^p \mathcal{L}^p(Q_T)} + \|\tilde{R^I \theta}\|_{L_t^p L_x^p(Q_T)} + \|\tilde{\theta_0}\|_{L_t^p L_x^p(\mathbb{R}^3)}.$$ 

Since $\tilde{\theta}$ is subcritical, we use (4.12) (with $p = +\infty$) to absorb the first term on the RHS into the LHS when $T \ll \alpha, p, M_1$. The second term on the RHS is estimated by (4.11)–(4.12). This gives

$$\sup_{t \in (0, T)} \frac{1}{p} \int_{\mathbb{R}^2} |\nabla \tilde{\theta}|^p(x, t) + c_p \int_0^T \int_{\mathbb{R}^2} |\Lambda^{\frac{p}{2}} |\nabla \tilde{\theta}| | \vec{\mathcal{F}}|^2 \, dx \, dt \lesssim_{M, p} 1.$$ 

with $\bar{T} = \bar{T}(\alpha, p, M) \leq 1$. Combining these with the estimates (4.13) for $e^{-t\Lambda} \tilde{\theta}_0$ and the decomposition $\psi = \tilde{\theta} - e^{-t\Lambda} \tilde{\theta}_0$, we have

$$\sup_{t \in (0, \bar{T})} \frac{1}{p} \int_{\mathbb{R}^2} |\psi|^p(x, t) \, dx + c_p \int_0^T \int_{\mathbb{R}^2} |\Lambda^{\frac{p}{2}} |\psi| | \vec{\mathcal{F}}|^2 \, dx \, dt \lesssim_{M, p} 1.$$ 

The estimates for arbitrary times follow from scaling invariance of the norms. □

It is likely that the solution can be shown to belong to $L^{2, \infty}(\mathbb{R}^2)$ at each time as well.

**Proof of higher regularity.** The main obstacle is to show that $v = \tilde{R^I \theta}$ belongs to $L^{\infty}_t (\mathbb{R}^2 \times (1/2, 1))$ with estimates depending only on $M$. Scaling invariance automatically extends the estimate to $L^{\infty}_t (\mathbb{R}^2 \times \mathbb{R}_+)$.

We need only estimates on $\tilde{R^I \psi}$, since $e^{-t\Lambda} \tilde{R^I \theta}_0$ is well understood and $\tilde{R^I}$ commutes with the semigroup. Because $\tilde{R^I}: L_t^1(\mathbb{R}^2) \to L_t^q(\mathbb{R}^2)$, we know that $\tilde{R^I \psi} \in L_t^q L_x^q(Q_1)$ with estimates depending only on $M$. We exploit the identity

$$\nabla \tilde{R^I \theta}(-, t) = \nabla e^{-t\Lambda} \tilde{R^I \theta}_0 \psi$$

and the estimates

$$\sup_{t \in (0, 1)} t \|e^{-t\Lambda} \tilde{R^I \theta}_0 \psi\|_{L^{\infty}(\mathbb{R}^2)} \lesssim_M 1.$$ 

Let us explain how to estimate the first term in (4.20). Theorem 1.1 guarantees that $\sup_{t \in (0, 1)} \|\tilde{\theta}(-, t)\|_{L^\infty(\mathbb{R}^2)} + t^2 \|\nabla \tilde{\theta}(-, t)\|_{L^\infty(\mathbb{R}^2)} \lesssim_M 1$, which implies that $\sup_{t \in (0, 1)} \|\tilde{\theta}(-, t)\|_{B_{\infty, 1}(\mathbb{R}^2)} + t^2 \|\tilde{\theta}(-, t)\|_{B_{\infty, \infty}(\mathbb{R}^2)} \lesssim_M 1$. After interpolation, we have $\sup_{t \in (0, 1)} \|\tilde{\theta}(-, t)\|_{B_{\infty, \infty}(\mathbb{R}^2)} \lesssim_M 1$, and the Riesz transform is bounded on $B_{\infty, 1}(\mathbb{R}^2)$ (see Proposition 2.30 in [5]). This justifies (4.20). The identity (4.19), the estimate (4.20), and the triangle inequality imply that $\sup_{t \in (0, 1)} \|\nabla \tilde{R^I \psi}(-, t)\|_{L^{\infty}(\mathbb{R}^2)} \lesssim_M 1$.

Finally, interpolation between the estimates for $\tilde{R^I \psi}$ in $L_t^\infty L_x^q(\mathbb{R}^2 \times (1/2, 1))$ and $L_t^\infty W^{1,\infty}_x(\mathbb{R}^2 \times (1/2, 1))$ gives that $\tilde{R^I \psi} \in L^{\infty}_t (\mathbb{R}^2 \times (1/2, 1))$ with estimates depending only on $M$, as desired. □
Proof of uniqueness. Let \( \theta_1, \theta_2 \) be two solutions with the same initial data. Let \( \psi_k = \theta_k - e^{-t\Lambda} \theta_0, \) \( k = 1, 2. \) Let \( f = \theta_1 - \theta_2 = \psi_1 - \psi_2. \) Then \( f \) satisfies the equation
\[
(4.21) \quad \partial_t f + \Lambda f + \vec{R} \cdot \nabla f + \vec{R} \cdot \nabla \theta_2 = 0
\]
\[ f(\cdot, 0) = 0. \]

Energy estimates with \( p = 4 \) yield
\[
(4.22) \quad \frac{1}{4} \int |f|^4(x, t_1) \, dx + c_4 \int_{t_0}^{t_1} \int |\vec{R} \cdot \nabla \theta_2|^2 \, dx \, dt
\]
\[ \leq \int_{t_0}^{t_1} \int |\vec{R} \cdot \nabla \theta_2|^2 f \, dx \, dt + \frac{1}{4} \int |f|^4(x, t_0) \, dx
\]
for a.e. \( 0 < t_0 < t_1 < +\infty. \) Since \( \|f(\cdot, t)\|_{L^4(\mathbb{R}^2)} \lesssim t^{1/2}, \) we may include \( t_0 = 0 \) and write \( T = t_1. \) We now estimate
\[
(4.23) \quad \int_0^T \int |\vec{R} \cdot \nabla \theta_2|^2 f \, dx \, dt \leq \int_0^T t \, dt \times \|t^{-1/2} f\|_{L^2_{t,x}(Q_T)}^4 \|t \nabla \theta_2\|_{L^\infty(\mathbb{R}^2)}^2
\]
\[ \leq C(M) T^2 \|t^{-1/2} f\|_{L^4_{t,x}(Q_T)}^4,
\]
where \( C(M) \to 0 \) as \( M \to 0^+. \) Inserting (4.23) into (4.22) and performing basic manipulations, we have
\[
(4.24) \quad \|t^{-1/2} f\|_{L^4_{t,x}(Q_T)} \leq C(M) \|t^{-1/2} f\|_{L^4_{t,x}(Q_T)}.
\]
When \( M \ll 1, \) we have that \( f \equiv 0. \) This completes the proof of uniqueness. \( \square \)

5. Local energy estimates

This section is devoted to local energy estimates for the non-local drift-diffusion equation (2.21) from Section 2.2. The PDE is
\[
(5.1) \quad \partial_t \theta + v \cdot \nabla \theta + \Lambda \theta = 0,
\]
where \( \text{div} \, v = 0. \) We will usually assume convergence to the initial data \( \theta_0 \) in the following sense: For every compact set \( K \subset \mathbb{R}^n, \)
\[
\lim_{t \to 0^+} \|\theta(\cdot, t) - \theta_0\|_{L^2(K)} = 0.
\]

We cast our energy estimates in terms of function spaces \( A_T \) and \( E_T, \) the definitions of which we presently recall. Let \( T \in (0, +\infty) \) and \( f \in L^1_{\text{loc}}(Q_T) \) satisfying \( f(\cdot, t) \in X_1 \) for a.e. \( t \in (0, T). \) Define
\[
(5.3) \quad \|f\|_{A_T^{R_0}} := \text{ess sup}_{t \in (0, T)} \|f(\cdot, t)\|_{X_1^{R_0}}.
\]

Then \( \Lambda f(\cdot, t) \) is well defined as a tempered distribution for a.e. \( t \in (0, T). \) If additionally \( \Lambda f \in L^1_{\text{loc}}(Q_T), \) then
\[
(5.4) \quad \|f\|^2_{E_T^{R_0}} := \sup_{R \geq R_0} \frac{1}{R^n} \int_0^T \int_{B_{2R}} |\Lambda^{1/2} f|^2 \, dx \, dt.
\]

The space \( A_T^{R_0} \) (resp. \( E_T^{R_0} \)) is defined by the property that \( \|f\|_{A_T^{R_0}} < +\infty \) (resp. \( \|f\|_{E_T^{R_0}} < +\infty \)). When \( R_0 = 1, \) we write simply \( A_T \) (resp. \( E_T \)). There is an appropriate notion of weak-* convergence in these spaces in which the norms are lower semi-continuous.
To begin, we require a few facts about fractional operators and Sobolev spaces. First, \( \kappa \in (1, 2, 4] \) denotes the exponent corresponding to the Sobolev embedding \( H^{1/2}(\mathbb{R}^n) \hookrightarrow L^\kappa(\mathbb{R}^n) \). That is,

\[
\|g\|_{L^\kappa(\mathbb{R}^n)} \lesssim \|\Lambda^{1/2}g\|_{L^2(\mathbb{R}^n)},
\]

where

\[
\frac{n}{2} = \frac{n}{\kappa} + \frac{1}{2}.
\]

In particular, \( n \) is the Hölder conjugate of \( \kappa/2 \).\(^{12}\) Second, we have

**Lemma 5.1** (Commutator estimate). Let \( f \in X_1 \) with \( \Lambda f \in L^1_{\text{loc}}(\mathbb{R}^n) \). Let \( \phi \in C_0^\infty(B_1) \) and \( \phi_R(x) = \phi(x/R) \) with \( R \geq 1 \). Then

\[
\|[\Lambda^{1/2}, \phi_R]f\|_{L^2(\mathbb{R}^n)} \lesssim \|f\|_{X_2},
\]

We use the convention \([A, B] = AB - BA\).

**Proof.** It suffices to consider \( R = 1 \). When \( x \in B_2 \), we have

\[
\left[\Lambda^{1/2}, \phi\right] f(x) = \text{pv} \int_{\mathbb{R}^n} K(x, y)(\phi(x) - \phi(y))f(y) \, dy
\]

\[
= \nabla \phi(x) \cdot \int_{B_2} \frac{x-y}{|x-y|^{n+1/2}} f(y) + O(|x-y|^{-n+3/2}) f(y) \, dy
\]

\[
+ \int_{\mathbb{R}^n \setminus B_2} K(x, y)\phi(x)f(y) \, dy.
\]

We clearly have \( \|g_1\|_{L^2(B_2)} \lesssim \|f\|_{L^2(B_2)} \), since the kernel defining \( g_1 \) is integrable. Regarding \( g_2 \), we have

\[
|g_2(x)| \lesssim \sum_{k=1}^{+\infty} 2^{-nk-k/2}\|p_kf\|_{L^1(\mathbb{R}^n)}
\]

\[
\lesssim \|f\|_{L^2(B_2)} + \sum_{k=1}^{+\infty} 2^{-nk/2-k/2}\|f\|_{L^2(B_{2^{k+1}} \setminus B_{2^k})}
\]

\[
\lesssim \|f\|_{L^2(B_2)} + \sum_{k=1}^{+\infty} 2^{-k/2}\|f\|_{X_2}
\]

\[
\lesssim \|f\|_{X_2},
\]

and \( \|g_2\|_{L^2(B_2)} \lesssim \|f\|_{X_2} \). When \( x \notin B_2 \), we have

\[
\|[\Lambda^{1/2}, \phi]f(x)\| = \left| \int_{B_1} K(x, y)\phi(y)f(y) \right| \lesssim |x|^{-n-1/2}\|f\|_{L^2(B_1)},
\]

which is estimated in \( L^2(\mathbb{R}^n \setminus B_2) \) by \( \|f\|_{L^2(B_1)} \). This completes the proof. \( \square \)

\(^{12}\)The embedding (5.5) is valid, for example, when \( g \in L^1(\mathbb{R}^n) \) is compactly supported and the RHS of (5.5) is finite. This is the context in which we use it.
In particular, when \( \phi \equiv 1 \) on \( B_{1/2} \), we have
\[
\| f \|_{L^p(B_R)} \lesssim \| A^{1/2} (f \phi f) \|_{L^2(B_{3R})} \lesssim \| A^{1/2} f \|_{L^2(B_{3R})} + R^{(n-1)/2} \| f \|_{X_2}. 
\]  

Remark 5.2 (Local energy inequality). We will use a version of the local energy inequality in what follows. In our applications, the computations to produce such an inequality are justified by smoothness. However, the local energy inequality can be established under weaker conditions which we now identify. Let \( T > 0 \). Let \( \theta \in A_T \cap E_T \) with \( \partial_t \theta \in (L^2_1 H^{-1/2}_x)_{\text{loc}}(Q_T) \). Let \( v \in (L^\infty_1 C^{1/2}_x)_{\text{loc}}(Q_T) \) be a divergence-free vector field satisfying
\[
[\partial_t \theta + \Lambda \theta + \text{div}(v \theta)] \cdot \theta \leq 0
\]
in the sense of distributions (with non-negative test functions) on \( Q_T \). This is akin to the global energy situation in Lemma 2.4, although we allow inequality in (5.12) to account for the possibility that \( \theta = |\eta|^{p/2-1} \eta \), where \( \eta \) is a smooth solution of \( \text{SQG} \). In the proof of Lemma 5.3, it is shown, using the commutator estimate in Lemma 5.1, that the term \( \theta \Lambda \theta \) is well defined as a distribution under these assumptions. Then \( \theta \) satisfies the local energy inequality
\[
-\frac{1}{2} \int \| \theta \|^2 \partial_t \phi \, dx \, dt + \langle \Lambda \theta, \theta \phi \rangle \leq \frac{1}{2} \int \| \theta \|^2 v \cdot \nabla \phi \, dx \, dt
\]
for every non-negative \( \phi \in C^\infty_0(Q_T) \). Let \( \theta_0 \in X_2 \). If (5.2) is satisfied, then we furthermore have
\[
\int \| \theta(x,t_2) \|^2 \phi(x) \, dx + 2 \int_{t_1}^{t_2} \langle \Lambda \theta(t), \theta(t) \phi \rangle \, dt \leq \int \| \theta(x,t_1) \|^2 \phi(x) \, dx + \int_{t_1}^{t_2} \int \| \theta \|^2 v \cdot \nabla \phi \, dx \, dt
\]
for a.e. \( t_1 \in [0,T) \), including \( t_1 = 0 \), every \( t_2 \in (t_1, T] \), and every non-negative \( \phi \in C^\infty_0(\mathbb{R}^n) \).

Lemma 5.3 (Local energy estimates). Let \( \theta_0 \in X_2 \) and \( v \) be a divergence-free vector field satisfying
\[
\| v \|_{L^\infty_p(X_p)} \leq V,
\]
where \( p \in (n, \infty) \) (or \( p = n \) and \( V \ll 1 \)) and \( \theta \in A_T \cap E_T \) for every \( T > 0 \). Suppose that the local energy inequality
\[
\partial_t |\theta|^2 + 2\Lambda \theta + \text{div}(v |\theta|^2) \leq 0
\]
holds in the sense of distributions (with non-negative test functions), and the initial data \( \theta_0 \) is attained in the sense of (5.2). Then
\[
\| \theta \|^2_{A_T} + \| \theta \|^2_{E_T} \lesssim \| \theta_0 \|^2_{X_2} + \int_0^T \| \theta \|^2_{A_T} \, dt + C_p \int_0^T \| v \|^{2/(1-\tau)}_{L^\infty_{(0,t;X_p)}} \| \theta \|^2_{A_T} \, dt,
\]
where \( \tau = \tau(p) \in (0,1] \) is defined in (5.29). Consequently, there exists \( T_0 = T_0(p,V) \in (0,1] \) such that
\[
\| \theta \|_{A_T} + \| \theta \|_{E_T} \lesssim_p \| \theta_0 \|_{X_2}.
\]
Hence, by scaling invariance, we have, for all \( T \geq T_0 \),
\[
\| \theta \|_{A_T} + \| \theta \|_{E_T} \lesssim_p \| \theta_0 \|_{X_2}.
\]
The assumption $p \geq n$ implies that $v|\theta|^2$ belongs to $L^1_{\text{loc}}$. We adopt the notation $Q_{R,T} = B_R \times (0,T)$.

**Proof.** Fix $R \geq 1$. Fix $0 \leq \phi \in C_0^\infty(B_1)$ with $\phi \equiv 1$ on $B_{3/4}$. Let $\phi_R = \phi(\cdot/R)$. (Constants below may implicitly depend on $\phi$.)

For the diffusive term, we use the following trick from [46]:

\[ \langle \Lambda \theta, \theta \phi_R \rangle = \int |\Lambda^{1/2} \theta|^2 \phi_R \, dx + \int \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta \, dx \]

(since $\phi_R \equiv 1$ on $B_{3/4}$)

\[ = \int |\Lambda^{1/2} \theta|^2 \phi_R \, dx + \int \phi_{2R} \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta \, dx \]

\[ + \int (1 - \phi_{2R}) \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta \, dx. \]

By the commutator estimate in Lemma 5.1, we have, for a.e. $t \in (0,T)$,

\[ \int |\phi_{2R} \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta| \, dx \lesssim \|\Lambda^{1/2} \theta\|_{L^2(B_{2R})} \|\Lambda^{1/2} \theta, \phi_R\|_{L^2(B_{2R})} \]

\[ \lesssim R^{(n-1)/2} \|\Lambda^{1/2} \theta\|_{L^2(B_{2R})} \|	heta\|_{X_2}. \]

Integrating in time, we have

\[ \int_{0}^{T} \int |\phi_{2R} \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta| \, dx \, dt \lesssim R^{n-1/2} \|\theta\|_{X_2} \left( \int_{0}^{T} \|	heta\|_{X_2}^{2} \, dt \right)^{1/2}. \]

On the other hand, for a.e. $t \in (0,T)$, we have

\[ \int (1 - \phi_{2R}) \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi_R] \theta \, dx = \int (1 - \phi_{2R}) \Lambda^{1/2} \theta \Lambda^{1/2} (\theta \phi_R) \, dx. \]

We need only estimates in the region $\{ x \not\in B_R \}$, where we have the pointwise bound

\[ |\Lambda^{1/2} (\theta \phi_R)(x)| \lesssim \text{pv} \int_{\mathbb{R}^n} \frac{-\theta(y)\phi_R(y)}{|x-y|^{n+1/2}} \, dy \lesssim |x|^{-(n+1/2)} \|\theta\|_{L^1(B_R)} \lesssim |x|^{-(n+1/2)} R^{n/2} \|\theta\|_{L^2(B_R)}. \]

This implies

\[ \int |(1 - \phi_{2R}) \Lambda^{1/2} \theta \Lambda^{1/2} (\theta \phi_R)| \, dx \]

\[ \lesssim R^{n/2} \sum_{k=1}^{+\infty} \int_{B(2^k R) \setminus B(2^{k-1} R)} |x|^{-(n+1/2)} |\Lambda^{1/2} \theta(x,t)| \, dx \times \|\theta(\cdot,t)\|_{L^2(B_R)} \]

\[ \lesssim R^{n/2} \sum_{k=1}^{+\infty} (2^k R)^{n/2} (2^k R)^{-(n+1/2)} \|\Lambda^{1/2} \theta(\cdot,t)\|_{L^2(B_{2^k R})} \times \|\theta(\cdot,t)\|_{L^2(B_R)}. \]
To obtain the desired bound for the above term, we need to integrate in time at this point. Then, summing the geometric series in (5.25), we have

\[
\int_0^T \int |(1 - \phi_{2R})\Lambda^{1/2}(\theta \Lambda^{1/2}(\theta \phi_R))| dx 
\leq R^{-1/2} \sup_{k \in \mathbb{N}} \|\Lambda^{1/2}(\theta \Lambda^{1/2}(\theta \phi_R))\|_{L^0_t(L^2_x(B_{2^k R} \times (0,T))))} \|\theta(\cdot, t)\|_{L^0_t(L^2_x(Q_{2k R} \times (0,T))))} 
\leq R^{n-1/2} \|\theta\|_{E_T} \left( \int_0^T \|\theta\|_{A_t}^2 dt \right)^{1/2}.
\]

(5.26)

Putting these estimates together and integrating in time, we see that

\[
\sup_{t \in (0,T)} \int_{B_R} |\theta(x, t)|^2 \phi_R dx + 2 \int_0^T \int_{B_{R/2}} |\Lambda^{1/2}(\theta \Lambda^{1/2}(\theta \phi_R))| dx dt 
\leq \|\theta_0\|_{L^2_x(B_R)}^{1/2} \|\theta\|_{E_T} \left( \int_0^T \|\theta\|_{A_t}^2 dt \right)^{1/2} + \int_0^T \int_{\mathbb{R}^n} |\theta|^2 |v \cdot \nabla \phi_R| dx dt.
\]

(5.27)

We now analyze the drift term:

\[
\int_0^T \int_{\mathbb{R}^n} |\theta|^2 |v \cdot \nabla \phi_R| dx dt
\leq R^{-1} \int_0^T \|v(\cdot, t)\|_{L^p_t(L^{p'}_x(B_{R}))} \|\theta(\cdot, t)\|_{L^{2p'}_x(B_{R})} dt 
\leq R^{-1} \int_0^T \|v\|_{L^\infty(0,t;L^p_x(B_{R}))} \|\theta(\cdot, t)\|_{L^2_t(L^2_x(B_{R}))}^{2(1-\tau)} dt 
\leq R^{-1} \int_0^T \|v\|_{L^\infty(0,t;L^p_x(B_{R}))} \|\Lambda^{1/2}(\theta(\cdot, t))\|_{L^2_t(L^2_x(B_{2R}))} + R^{-1/2} \|\theta(\cdot, t)\|_{L^2_t(L^2_x(B_R))}^{2\tau} \|\theta(\cdot, t)\|_{L^2_t(L^2_x(B_{2R}))}^{2(1-\tau)} dt
\]

where \(\tau = \tau(p) \in (0, 1]\) satisfies

\[
\frac{\tau}{\kappa} + \frac{1 - \tau}{2} = \frac{1}{2p'},
\]

and we have used Sobolev embedding \(H^{1/2}(B_R) \hookrightarrow L^\kappa(B_R)\) as in (5.5) and (5.11).

This is possible because \(p \geq n\) and \(n' = \kappa/2\) give \(2p' \in [2, \kappa]\). Of course, \(\tau = 1\) only when \(p = n\). When \(p > n\), we split the above product by Young’s inequality:

\[
\int_0^T \int_{\mathbb{R}^n} |\theta|^2 |v \cdot \nabla \phi_R| dx dt
\leq 2^{-2n-1} \|\Lambda^{1/2}(\theta(\cdot, t))\|_{L^2_t(L^2_x(Q_{2R} \times (0,T))))}^2 + \int_0^T \left[ R^{-1} + C_p R^{-1} \|v\|_{L^\infty(0,t;L^p_x(B_{R}))}^{2(1-\tau)} \right] \|\theta(\cdot, t)\|_{L^2_t(L^2_x(B_{2R})))}^2 dt
\leq 2^{-n-1} |B_1|^2 R^n \|\theta\|_{E_T}^2 + R^{n-1} \int_0^T \|\theta\|_{A_t}^2 dt + C_p R^n \int_0^T \|v\|_{L^\infty(0,t;L^p_x)}^{2(1-\tau)} \|\theta\|_{A_t}^2 dt
\]

since \(R^{-1} \leq R^{-n/p} \leq 1\). When \(p = n\), one does not split this term and instead uses smallness to close. We insert the above estimate into (5.27), divide by \(|B_1|^2 (2R)^n\),
and take the supremum over $R \geq 2$:

$$
\|\theta\|_{A_T}^2 + 2\|\theta\|_{E_T}^2 \leq C\|\theta_0\|_{X_2}^2 + CR^{-1/2}\|\theta\|_{E_T}\left(\int_0^T \|\theta\|_{A_T}^2 \, dt\right)^{1/2} + \frac{1}{2}\|\theta\|_{E_T}^2 + CR^{-1}\int_0^T \|\theta\|_{A_T}^2 \, dt + C_p \int_0^T \|v\|^{2/(1-\tau)}_{L^\infty(0,T;X_p)}\|\theta\|_{A_T}^2 \, dt.
$$

We split the product $\|\theta\|_{E_T}\left(\int_0^T \|\theta\|_{A_T} \, dt\right)^{1/2}$ with Young’s inequality and absorb the $E_T$ terms on the LHS. This gives (5.17). Finally, taking $T = T_0 \ll_{p,V} 1$ gives (5.18).

**Remark 5.4.**

1. Observe that (5.17) also implies a rate $(T - T^*)^{-1}$ at which we lose control of $\|\theta\|_{A_T}$ in the above estimates.
2. By substituting (5.18) back into the above computations, we may also show

$$
\int \|\theta(x,t)\|^2 \phi_R \, dx \leq \int \|\theta_0\|^2 \phi_R \, dx + C_p R^{n-1/2}(T^{1/2} + VT^{1-\tau})\|\theta_0\|_{X_2}^2.
$$

This requires adjusting the estimate (5.28). We have

$$
\int_0^T \int_{\mathbb{R}^n} |\theta|^2 |v \cdot \nabla \phi_R| \, dx \, dt \\
\lesssim R^{-1} \int_0^T \|v\|_{L^\infty(0,T;L^p(B_R))}\|\Lambda^{1/2}\theta(\cdot,t)\|_{L^2(B_R^c)} + R^{-1/2}\|\theta(\cdot,t)\|_{L^2(B_R)} \|\theta(\cdot,t)\|_{L^2(\partial B_R)}^2 \|\theta(\cdot,t)\|_{L^2(B_R)}^{2(1-\tau)} \, dt \\
\lesssim VR^{n-1} \left[\|\theta\|_{E_T} + R^{-1/2} T^{1/2}\|\theta\|_{A_T}\right]^{2\tau} \times (T^{1/2}\|\theta\|_{A_T})^{2(1-\tau)} \\
\lesssim VC_p R^{n-1} T^{1-\tau} \|\theta_0\|_{X_2}^2,
$$

where we also use that $T_0 \leq 1$. One may substitute this into (5.27) to conclude (5.32). This will be used in Lemma 5.5 to show that the energy inequality starting from the initial time holds.

3. We also see from (5.32) that if $R^{-n} \int_{B_R} |\theta_0|^2 \, dx$ decays as $R \to +\infty$ (for example, if $\theta_0$ belongs to the closure of test functions in $X_2$), then $\theta(\cdot,t)$ inherits an analogous decay, uniformly in $t \in (0,T_0)$, as $R \to +\infty$.

The following stability lemma will be used in the proof of Theorem 1.5.

**Lemma 5.5 (Stability).** Assume $\theta_0^{(k)} \to \theta_0$ in $L^2(K)$ for every compact set $K$ and $v^{(k)} \rightharpoonup v$ in $L^\infty_t(X_2)$. Let $\theta^{(k)}$ be the solution to (5.1) with initial data $\theta_0^{(k)}$ and drift $v^{(k)}$. Assume that $\theta^{(k)}, \theta_0^{(k)}, v^{(k)}$ satisfy the assumptions of Lemma 5.3. Then, there exists a subsequence (still indexed by $k$) and $\theta$ solving (5.1) with initial data $\theta_0$ and drift $v$, and

$$
\begin{align*}
\theta^{(k)} & \rightharpoonup \theta \text{ in } L^\infty(0,N;L^2(B_N)) \\
\theta^{(k)} & \rightharpoonup \theta \text{ in } L^2(0,N;H^{1/2}(B_N)), \\
\Lambda^{1/2}\theta^{(k)} & \rightharpoonup \Lambda^{1/2}\theta \text{ in } L^2(0,N;L^2(B_N)), \\
\partial_t \theta^{(k)} & \rightharpoonup \partial_t \theta \text{ in } L^2(0,N;H^{-\alpha+1}(B_N)), \\
\theta^{(k)} & \rightharpoonup \theta \text{ in } L^2(0,N;L^2(B_N)),
\end{align*}
$$

and $\theta$ solves (5.1) with initial data $\theta_0$ and drift $v$. In addition, for all $T > 0$ we have

$$
\begin{align*}
\|\theta^{(k)} - \theta\|_{L^\infty(0,T;L^2(B_N))} & \to 0 \\
\|\theta^{(k)} - \theta\|_{L^2(0,T;H^{1/2}(B_N))} & \to 0. 
\end{align*}
$$
for every \( N \in \mathbb{N} \). Moreover, \( \theta \) satisfies the local energy inequalities (5.13) and (5.14) and attains its initial data in the sense of (5.2). Hence, it satisfies the a priori bounds in Lemma 5.2. Finally (when \( n = 2 \)), if \( \theta^{(k)} \) is symmetric (resp. \( \lambda\text{-DSS} \)) for all \( k \in \mathbb{N} \), then \( \theta \) is symmetric (resp. \( \lambda\text{-DSS} \)).

The proof of Lemma 5.5 tailors the usual compactness methods for dissipative fluid models to (SQG). Let
\[
X_0 = H^{1/2}(B_N), \quad X = L^2(B_N), \quad X_1 = H^{-(n+1)}(B_N).
\]
It is well known that \( H^{1/2}(B_N) \xrightarrow{\text{cpt}} L^2(B_N) \) \([26, \text{Theorem 7.1}]\), \( L^2(B_N) \hookrightarrow H^{-(n+1)}(B_N) \), and all these spaces are reflexive. Therefore, the Aubin–Lions lemma \([4]\) implies that
\[
(5.35) \quad \{ \theta \in L^2(0, T; X_0) : \partial_t \theta \in L^2(0, T; X_1) \} \xrightarrow{\text{cpt}} L^2(0, T; X)
\]
when the LHS is endowed with the obvious norm. When \( \Omega \subset \mathbb{R}^n \) is a smooth, bounded domain, the norm of \( H^{1/2}(\Omega) \) satisfies
\[
\| \theta \|_{H^{1/2}(\Omega)} \sim \int_{\Omega} |\theta|^2 \, dx + \int_{\Omega} \int_{\Omega} \frac{|\theta(x) - \theta(y)|^2}{|x - y|^{n+1}} \, dx \, dy =: \| \theta \|^2_{L^2(\Omega)} + \| \theta \|^2_{H^{1/2}(\Omega)},
\]
where \( A \sim B \) means that \( A \lesssim B \) and \( B \lesssim A \). The term \( \| \theta \|_{H^{1/2}(\Omega)} \) is the Gagliardo seminorm, and when \( \Omega = \mathbb{R}^n \), it is equal to \( \times \| \Lambda^{1/2} \theta \|_{L^2(\mathbb{R}^n)} \). See \([26]\) for further discussion. To apply (5.35), one must relate \( \Lambda^{1/2} f \), restricted to a neighborhood of \( \overline{\Omega} \), to the \( 1/2\)-Sobolev norm of \( f \). We also require an estimate on \( \Lambda \theta \).

We clarify this here before returning to the proof of Lemma 5.5.

**Lemma 5.6.** Let \( R \geq 1 \) and \( f \in X_2 \) with \( \Lambda^{1/2} f \in L^2(B_{2R}) \). Then
\[
(5.36) \quad [f]_{H^{1/2}(B_{3R/2})} \lesssim R^{(n-1)/2}\|f\|_{X_2} + \|\Lambda^{1/2} f\|_{L^2(B_{2R})}
\]
and
\[
(5.37) \quad \|\Lambda f\|_{H^{-1}(B_R)} \leq R^{n/2}\|f\|_{X_2}.
\]

**Proof.** Let \( \phi_R \in C_0^\infty(\mathbb{R}^n) \) with \( \equiv 1 \) in \( B_{3R/2} \) and vanishing off of \( B_{2R} \). Then
\[
[f]_{H^{1/2}(B_{3R/2})} \leq [f\phi_R]_{H^{1/2}(B_{2R})} \sim \|\Lambda^{1/2}(\phi_R f)\|^2_{L^2(\mathbb{R}^n)} \lesssim \|\Lambda^{1/2} f\|^2_{L^2(B_{2R})} + \|\Lambda^{1/2}, \phi_R f\|^2_{L^2(\mathbb{R}^2)} \lesssim R^{(n-1)/2}\|f\|_{X_2} + \|\Lambda^{1/2} f\|_{L^2(B_{2R})},
\]
where we apply the commutator estimate in Lemma 5.1. This proves (5.36).

We now prove (5.37). Assume \( g \in H^1_0(B_R) \). Then
\[
|\langle \Lambda f, g \rangle_{H^{-1}(B_R), H^1_0(B_R)}| = |\langle \Lambda f, g \rangle_{H^{-1}(\mathbb{R}^n), H^1_0(\mathbb{R}^n)}| \leq \left| \int_{B_{2R}} f \Lambda g \, dx \right| + \left| \int_{B^c_{2R}} f \Lambda g \, dx \right| := I_1 + I_2.
\]
For the first integral, since the domain of integration is bounded, we have
\[
(5.38) \quad |I_1| \lesssim R^{n/2}\|f\|_{X_2} \|\Lambda g\|_{L^2(\mathbb{R}^n)} \sim R^{n/2}\|f\|_{X_2} \|g\|_{H^1_0(B_R)}
\]
where we used the following computation to pass from the global to local norm:
\[
\int_{\mathbb{R}^2} |\Lambda g|^2 \, dx \sim \int_{\mathbb{R}^2} (|\xi|^2 \hat{g}) \hat{g} \, d\xi \sim \int_{\Omega} (-\Delta g) \, dx = \int_{\Omega} |\nabla g|^2 \, dx.
\]
On the other hand, for \( I_2 \), we have
\[
(5.39) \quad |I_2| \leq \sum_{i=1}^{\infty} \int_{(2R)^i \leq |x| \leq (2R)^{i+1}} \frac{f(x)}{|x|^{n+1}} \int 2R g(y) \, dy \, dx,
\]
where we used $|x| \leq 2|x-y|$ whenever $y \in B_R$ and $2R \leq |x|$. This leads to
\begin{equation}
(5.40) \quad |I_2| \lesssim R^{n/2} \|g\|_{L^1(B_R)} \|f\|_{X_2}.
\end{equation}
Together, (5.38) and (5.40) yield the desired estimate.

Proof of Lemma 5.5. We use freely the local energy estimates from Lemma 5.3, which gives the first three lines of (5.34).

1. Aubin–Lions estimates. We momentarily omit the index $k$. All estimates will be uniform in $k$. First, Lemma 5.6 gives that $\theta \in L^2(0,T;H^{1/2}(B_N))$. Next, we show that $\partial_t \theta = -\Lambda \theta - \text{div}(v\theta) \in L^2_t H^{-(n+1)}(B_N)$ for any $N \in \mathbb{N}$. To estimate $\Lambda \theta$, we use Lemma 5.6:
\[ \|\Lambda \theta\|_{H^{-1}(B_N)} \lesssim N^{n/2} \|\theta\|_{X_2} \in L^2(0,T). \]
Hence, $\Lambda \theta \in L^2(0,T;H^{-1}(B_N)) \subset L^2(0,T;H^{-(n+1)}(B_N))$. Using Hölder’s inequality and the Sobolev embedding $H^0(B_N) \hookrightarrow L^\infty(B_N)$, we have for any $\gamma \in L^2(\mathbb{R}_+;H^{0+1}(B_N))$ that
\begin{equation}
(5.41) \quad \iint (v\theta) \cdot \nabla \gamma \, dx \, dt \lesssim T^{1/2} \|v\|_{A_T} \|\theta\|_{A_T} \|\gamma\|_{L^2(0,T;H^{0+1}(B_N))}.
\end{equation}
The embedding $X_p \hookrightarrow X_2$ and our assumptions then imply $\text{div}(v\theta) \in L^2((0,T);H^{-(n+1)}(B_N))$. It follows that $\partial_t \theta \in L^2((0,T);H^{-(n+1)}(B_N))$, and we may now apply the Aubin–Lions lemma to obtain the advertised convergence of a subsequence (still indexed by $k$) to a scalar $\theta$.

2. $\theta$ solves the PDE. We verify that $\theta$ solves (5.1). Fix $\phi \in C_0^\infty(\mathbb{R}^2 \times \mathbb{R}_+)$. Let $B$ be a ball centered at the origin so that $\text{supp} \phi \subset B$ for all $t$, and let $T$ be large enough that $\phi(x,t) \equiv 0$ for all $t > T$. Weak convergence immediately implies that $\partial_t \phi^{(k)} \to \partial_t \theta$ in the sense of distributions. For the advective term, convergence follows because $\phi^{(k)} \nabla \phi \to \theta \nabla \phi \in L^2_{T,x}(B)$ and $v^{(k)} \to v$ in $L^\infty(0,T;L^2(B))$ for all $T$. For the diffusive term, we have
\begin{align*}
\left| \iint (\theta^{(k)} - \theta) \Lambda \phi \, dx \, dt \right| & \lesssim \int_0^T \int \frac{|\theta^{(k)} - \theta|}{(|x|+1)^{n+1}} \, dx \, dt. \\
& \lesssim \|\theta^{(k)} - \theta\|_{L^2(0,T;L^2(B_M))} + \int_0^T \int_{|x|>M} \frac{|\theta^{(k)} - \theta|}{(|x|+1)^{n+1}} \, dx \, dt.
\end{align*}
The first term vanishes as $k \to \infty$, and the second term can be made small by taking $M$ large using the uniform-in-$k$ bounds in $A_T$.

The statement about preservation of symmetry and scaling is obvious.

3. Local energy inequality. Finally, we establish the local energy inequality
\begin{equation}
(5.42) \quad -\frac{1}{2} \iint |\theta|^2 \partial_t \phi \, dx \, dt + \langle \Lambda \theta, \theta \phi \rangle \leq \frac{1}{2} \int |\theta_0|^2 \phi \, dx + \frac{1}{2} \iint |\theta|^2 v \cdot \nabla \phi \, dx \, dt,
\end{equation}
for every non-negative function $\phi \in C_0^\infty(\mathbb{R}^2 \times [0,\infty))$. This is inherited from the corresponding inequalities for the approximating sequence. The above form of the local energy inequality is justified for the approximating sequence because the data is attained in the sense of (5.2). Most of the work is in analyzing the diffusive term. Note that, as in Lemma 5.3,
\[ \langle \Lambda \theta, \theta \phi \rangle = \langle \Lambda^{1/2} \theta, (\Lambda^{1/2} \theta) \phi \rangle + \langle \Lambda^{1/2} \theta, [\Lambda^{1/2}, \phi] \theta \rangle. \]
By weak convergence, we have

$$\langle \Lambda^{1/2} \theta, (\Lambda^{1/2} \theta) \phi \rangle \leq \limsup_{k \to \infty} \langle \Lambda^{1/2} \theta^{(k)}, (\Lambda^{1/2} \theta^{(k)}) \phi \rangle,$$

implying

$$\langle \Lambda^{1/2} \theta, (\Lambda^{1/2} \theta) \phi \rangle \leq \limsup_{k \to \infty} \Big( \langle \Lambda \theta^{(k)}, \theta^{(k)} \phi \rangle - \langle \Lambda^{1/2} \theta^{(k)}, [\Lambda^{1/2}, \phi] \theta^{(k)} \rangle \Big)$$

$$\leq \limsup_{k \to \infty} \left( \frac{1}{2} \int \int |\theta^{(k)}| v^{(k)} \cdot \nabla \phi \, dx \, dt + \frac{1}{2} \int \int |\theta^{(k)}|^2 \partial_t \phi \, dx \, dt \right)$$

$$+ \frac{1}{2} \int |\theta_0^{(k)}|^2 \phi \, dx - \langle \Lambda^{1/2} \theta^{(k)}, [\Lambda^{1/2}, \phi] \theta^{(k)} \rangle.$$ 

By strong convergence the term with the time derivative converges to the corresponding term for $\theta$. The same is true for the advective term, where we also use the convergence $v^{(k)} \to v$ in $(L^p L^q)_{\text{loc}}(\mathbb{R}^n \times [0, +\infty))$, $p > n$, and $\theta^{(k)} \to \theta$ in $(L^q L^p)_{\text{loc}}(\mathbb{R}^n \times [0, +\infty))$, $q < \kappa$. The initial terms converge by assumption. We therefore need to show

$$\int_0^T \int \Lambda^{1/2} \theta^{(k)} [\Lambda^{1/2}, \phi] \theta^{(k)} \, dx \, dt \to \int_0^T \int \Lambda^{1/2} \theta [\Lambda^{1/2}, \phi] \theta \, dx \, dt.$$ 

Let $\tilde{\theta} = \theta - \theta^{(k)}$. For the claim about commutators we need to show

$$\int_0^T \int \Lambda^{1/2} \tilde{\theta} [\Lambda^{1/2}, \phi] \theta \, dx \, dt + \int_0^T \int \Lambda^{1/2} \theta^{(k)} [\Lambda^{1/2}, \phi] \tilde{\theta} \, dx \, dt \to 0.$$ 

Let $N \in \mathbb{N}$ be large enough so that $\text{supp} \phi \subset B_N$. The terms above are the sum of the following four integrals:

$$I_1 = \int_0^T \int \Lambda^{1/2} \tilde{\theta} \phi_2 N [\Lambda^{1/2}, \phi] \theta \, dx \, dt,$$

$$I_2 = \int_0^T \int \Lambda^{1/2} \theta^{(k)} \phi_2 N [\Lambda^{1/2}, \phi] \tilde{\theta} \, dx \, dt,$$

$$J_1 = \int_0^T \int \Lambda^{1/2} \tilde{\theta} (1 - \phi_2 N) [\Lambda^{1/2}, \phi] \theta \, dx \, dt,$$

$$J_2 = \int_0^T \int \Lambda^{1/2} \theta^{(k)} (1 - \phi_2 N) [\Lambda^{1/2}, \phi] \tilde{\theta} \, dx \, dt.$$ 

We show each integral above vanishes in the limit.

For $I_1$, note that $\phi_2 N [\Lambda^{1/2}, \phi] \theta \in L^2(0, T; L^2(B_{2N}))$. So, by weak convergence of $\Lambda^{1/2} \theta^{(k)}$ to $\Lambda^{1/2} \theta$ in $L^2(0, T; L^2(B_{2N}))$, we have $I_1 \to 0$ as $n \to \infty$.

For $I_2$, we have

$$I_2 \lesssim N \|\theta\|_{L^2_t([0, T])} \|\Lambda^{1/2}, \phi\|_{L^2(B_{2N} \times [0, T])}. $$

This vanishes as $k \to \infty$ by (5.7) and strong convergence of $\theta^{(k)} \to \theta$ in $L^2(B_{4N} \times [0, T]).$

For $J_1$ we note that

$$|\Lambda^{1/2} (\theta \phi)(x)| \lesssim \int_{\mathbb{R}^n} \frac{-\theta(y) \phi(y)}{|x - y|^{n+1/2}} \, dy \lesssim |x|^{-(n+1/2)} \|\theta\|_{L^1(B_N)} \lesssim |x|^{-(n+1/2)} N^{n/2} \|\theta\|_{L^2(B_N)}.$$
Then, by support considerations,

\[
J_1 = \int_0^T \int \Lambda^{1/2} \tilde{\theta}(1 - \phi_{2N}) \Lambda^{1/2}(\phi \theta) \, dx \, dt
\]

\[
= - \int_0^T \int_{|x| \geq 2N} \Lambda^{1/2} \tilde{\theta}(x) \int \frac{\theta(y)\phi(y)}{|x-y|^{n+1/2}} \, dy \, dx \, dt =: -J^1_1 - J^2_1,
\]

where

\[
J^1_1 = \int_0^T \int_{2N \leq |x| < N_\ast} \Lambda^{1/2} \tilde{\theta}(x) \int \frac{\theta(y)\phi(y)}{|x-y|^{n+1/2}} \, dy \, dx \, dt,
\]

and

\[
J^2_1 = \int_0^T \int_{N_\ast \leq |x|} \Lambda^{1/2} \tilde{\theta}(x) \int \frac{\theta(y)\phi(y)}{|x-y|^{n+1/2}} \, dy \, dx \, dt.
\]

For any \(N_\ast\), \(J^1_1 \to 0\) by weak convergence of \(\Lambda^{1/2} \tilde{\theta}^{(k)}\) to \(\Lambda^{1/2} \tilde{\theta}\) in \(L^2(0, T; L^2(B_{2N}))\). By taking \(N_\ast\) sufficiently large, we can make \(J^2_1\) arbitrarily small.

For \(J_2\) we have

\[
J_2 \leq \int_0^T \int \Lambda^{1/2} \tilde{\theta}^{(k)}(1 - \phi_{2N}) \frac{N^{n/2}}{|x|^{n+1/2}} \|\tilde{\theta}\|_{L^2(B_N)} \, dx \, dt
\]

\[
\lesssim N, \phi \|\tilde{\theta}\|_{L^2(B_N \times [0,T])} \|\theta\|_{E_T},
\]

which vanishes as \(N \to \infty\).

Convergence to the initial data in the sense (5.2) now follows from standard arguments (cf. [40, 44] in the Navier-Stokes setting). One way is to use

\[
\int |\theta(x,t)|^2 \phi_R \, dx \leq \int |\theta_0|^2 \phi_R \, dx + o_{t \to 0^+}(1),
\]

which follows from taking \(k \to +\infty\) in the estimate (5.32) for \(\theta^{(k)}\). Here, the strong convergence \(\theta_0^{(k)} \to \theta_0\) in \(L^p_{\text{loc}}(\mathbb{R}^n)\) plays a crucial role.

**Corollary 5.7.** The bounded solutions from Lemma 2.8 attain their initial data strongly in \(L^p_{\text{loc}}(\mathbb{R}^n)\) for all \(p < +\infty\).

**Proof.** The \(p = 2\) case follows from Lemma 5.5 (Stability) and the approximation procedure in the existence part of Lemma 2.8. The \(p > 2\) case follows from interpolation. \(\square\)

We now consider solutions with initial data belonging to \(X_q\), where \(q > 2\). These results are corollaries of Lemmas 5.3 and 5.5.

**Corollary 5.8 (A priori estimates in \(X_q\)).** Let \(\theta\) be the unique global solution from Lemma 2.8. Let \(q > 2\). Then \(|\theta|^{q/2}\) satisfies the a priori estimates in Lemma 5.3.

**Proof.** We multiply the equation by \(q|\theta|^{q-2}\theta\). This gives

\[
\partial_t |\theta|^q + q|\theta|^{q-2} \theta \Lambda \theta + v \cdot \nabla |\theta|^q = 0.
\]

We recall the pointwise inequality (see Proposition 3.3 and the proof of Lemma 3.3 in Ju’s paper [39])

\[
q|\theta|^{q-2} \theta \Lambda \theta \geq 2|\theta|^{q/2} \Lambda(|\theta|^{q/2}).
\]

Inserting (5.50) into (5.49), we have

\[
\partial_t |\theta|^q + 2|\theta|^{q/2} \Lambda(|\theta|^{q/2}) + v \cdot \nabla |\theta|^q \leq 0.
\]
In other words, $|\theta|^{q/2}$ satisfies the local energy inequality (5.16) in Lemma 5.3 with $|\theta|^{q/2}$ replacing $\theta$. Finally, Lemma 5.3 gives the required estimates.\footnote{Technically, under the regularity assumptions of Lemma 2.8, it is not obvious that $|\theta|^{q/2} \in E_T$, which is needed to apply Lemma 5.3. Rather, one may apply the estimates to the time-translated function $|\theta(x,t+t_0)|^{q/2}$, which belongs to $E_T$ for all $t_0 > 0$ under the given assumptions, and then take $t_0 \to 0^+$.}

We can specialize these bounds from the linear equation to (SQG).

**Corollary 5.9 (A priori estimates in $X_q$ for SQG).** Let $p > 2$ and $\theta$ be a solution of (SQG) satisfying the properties in the existence part of Theorem 1.5. Then there exists $T_* = T_*(\|\theta_0\|_{X_q}, p) > 0$, not depending on $\|\theta_0\|_{L^\infty(\mathbb{R}^2)}$, so that

\begin{equation}
\|\theta\|_{L^p_T}^2 + \|\theta\|_{L^p_T}^2 \leq 2\|\theta_0\|_{L^p}^2 = 2\|\theta_0\|_{X_q}^2, \tag{5.52}
\end{equation}

Rescaling gives that, for all $T \geq T_*$,

\begin{equation}
\|\theta\|_{L^p_{T/T_*}}^2 + \|\theta\|_{L^p_{T/T_*}}^2 \leq 2\|\theta_0\|_{X_q}^2, \tag{5.53}
\end{equation}

\begin{equation}
\|\theta\|_{L^p_T}^2 + \|\theta\|_{L^p_T}^2 \leq 2\|\theta_0\|_{X_q}^2. \tag{5.54}
\end{equation}

\begin{equation}
\|\theta\|_{L^p_T}^2 + \|\theta\|_{L^p_T}^2 \leq 2\|\theta_0\|_{X_q}^2. \tag{5.55}
\end{equation}

Again, we emphasize that the above bounds are independent of the $L^\infty$ norm.

**Proof.** By Lemma 5.5, we have

\begin{equation}
\|\theta\|_{L^p_T}^2 \lesssim \|\theta_0\|_{L^p}^2 + \int_0^T \|\theta\|_{A_t}^2 \, dt + C_p \int_0^T \|\theta\|_{L^\infty(0,t;X_q)}^2 \|\theta\|_{A_t}^2 \, dt
\end{equation}

\begin{equation}
\lesssim \|\theta_0\|_{L^p}^2 + \int_0^T \|\theta\|_{A_t}^2 \, dt + C_p \int_0^T \|\theta\|_{L^\infty(0,t;X_q)}^2 \|\theta\|_{A_t}^2 \, dt
\end{equation}

\begin{equation}
\lesssim \|\theta_0\|_{L^p}^2 + \int_0^T \|\theta\|_{A_t}^2 \, dt + C_p \int_0^T \|\theta\|_{A_t}^2 \, dt,
\end{equation}

where we used boundedness of the Riesz transforms on $X_p$ in the symmetric case. We now use a standard Grönwall inequality [12] to obtain a time $T_* = T_*(\|\theta_0\|_{L^p}^2, p)$ so that the advertised bound holds. The estimate (5.53) then follows from Lemma 5.3.\qed

Finally, we present an analogue of Lemma 5.5 (Stability) at the level of $|\theta|^{q/2}$, and which may be regarded as a corollary of the proof of Lemma 5.5.

**Corollary 5.10 ($X_q$ stability).** Let the assumptions of Lemma 5.5 be satisfied. Let $q > 2$. Further assume that $\theta^{(k)}_0 = \theta_0$ in $L^q_{loc}(\mathbb{R}^n)$, $|\theta|^{q/2} \in A_T \cap E_T$ for every $T > 0$, the initial data is attained in the sense that $\theta^{(k)}(\cdot,t) \to \theta_0^{(k)}$ in $L^q_{loc}(\mathbb{R}^n)$ as $t \to 0^+$, and $|\theta^{(k)}|^{q/2}$ satisfies the local energy inequality (5.51) in the sense of distributions. Then $|\theta|^{q/2} \in A_T \cap E_T$ for every $T > 0$, $\theta(\cdot,t) \to \theta_0$ in $L^q_{loc}(\mathbb{R}^n)$ as $t \to 0^+$, and $|\theta|^{q/2}$ satisfies the local energy inequality (5.51) in the sense of distributions. Hence, $|\theta|^{q/2}$ satisfies the a priori estimates in Lemma 5.3.
Proof. The stability arguments in the proof of Lemma 5.5 hold at the level of $|\theta|^{q/2}$ with minor adjustments: (1) One does not estimate the time derivative to apply the Aubin-Lions lemma, since we are exploiting an inequality for $|\theta|^q$ rather than an equality. Rather, one uses the known convergence $\theta^{(k)} \to \theta$ in $L^2_{\text{loc}}(\mathbb{R}^n \times \mathbb{R}_+)$ and interpolates with the a priori estimates of $\theta$ and $|\theta|^{q/2}$ in $A_T$ and $E_T$ as necessary. This allows to skip Step 1. (Step 2 is also skipped because there is no equation to verify for $|\theta|^{q/2}$.) (2) For convergence to the initial data, we recall that $L^q(K)$, $K \subset \mathbb{R}^n$ compact, is a uniformly convex Banach space. Hence, when (i) $\|\theta(\cdot,t)\|_{L^q(K)} \to \|\theta_0\|_{L^q(K)}$ and (ii) $\theta(\cdot,t) \to \theta_0$ in $L^q(K)$ as $t \to 0^+$, then $\theta(\cdot,t) \to \theta_0$ in $L^q(K)$ as $t \to 0^+$. This appears in the following way: (i) follows from the arguments in the last paragraph of Lemma 5.5, and (ii) follows from $\theta \in C_{\text{wk}}([0,T];L^2(K))$ and a density argument in $L_t^\infty L_x^q(K \times (0,T))$. \hfill \Box

6. Solutions with unbounded data

In this section, we prove Theorem 1.5.

Proof of Theorem 1.5. We approximate the initial data by bounded truncations that preserve the symmetries of the original data. Let $\theta_0 \in X_p$ be given and let $\theta_0^{(m)}$ be the truncation of $\theta_0$, i.e. $\theta_0^{(m)} = m \operatorname{sgn} \theta_0$ if $|\theta_0| > m$ and $\theta_0^{(m)} = \theta_0$ otherwise. Clearly, $\theta^{(m)} \to \theta_0$ in $L^p_{\text{loc}}(\mathbb{R}^2)$, and the truncation does not affect symmetries or self-similarity. By Theorem 1.1, we have global existence of a bounded, smooth, symmetric solution $\theta^{(m)}$ for each $\theta_0^{(m)}$. By Corollary 5.8 and Corollary 5.9, we have uniform-in-$m$ bounds on $\theta^{(m)}$ and $|\theta^{(m)}|^{p/2}$ in $A_T^{T/T_\ast} \cap E_T^{T/T_\ast}$, where $T_\ast$ can be taken to depend only on $\|\theta_0\|_{X_p}$ and $p$. By increasing $T \ge T_\ast$, these estimates extend to arbitrarily large times. Hence, we may apply the linear stability results of Lemma 5.5 and Corollary 5.10 to pass to the limit. We must further justify that $v$, defined to be the weak-* limit of $\nu^{(m)} := \bar R^2 \theta^{(m)}$ in $L^\infty_t(X_p)_{\text{loc}}(\mathbb{R}^2 \times (0,T))$ for all $T > 0$, satisfies $v = \bar R^2 \theta$. This follows from the convergence $\theta^{(m)} \to \theta$ in $L^2_{\text{loc}}(\mathbb{R}^n \times [0,\infty))$ and the decay properties of the Riesz transform in Remark 2.2. The existence proof is complete. Finally, the claimed estimates were the subject of Corollary 5.9. \hfill \Box
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