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Abstract

In this contribution, we present a new mean-field model for microstructure-sensitive predictions of effective stress–strain responses in composite materials. The model is developed for composites with a wide range of combinations of strain hardening laws and topologies of the constituents. The theoretical foundation of the model is inspired by statistical continuum theories, leveraged by mean-field approximation of self-consistent models, and calibrated to data obtained from micromechanical finite element simulations. The model also relies on newly formulated data-driven linkages between micromechanical responses (phase-average strain rates and effective strength) and microstructure as well as strength contrast of the constituents. The paper describes in detail the theoretical development of the model, its implementation into an efficient computational plasticity framework, calibration of the linkages, and demonstration of the model predictions on two-phase composites with isotropic constituents exhibiting linear and power-law strain hardening laws. It is shown that the model reproduces finite element results reasonably well with significant savings of the computational cost.
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1. Introduction

Physics-based modeling of the material constitutive response is a key tool in the efforts aimed at optimizing the performance characteristics of engineered components designed to meet the stringent demands of advanced technologies. The main challenge comes from the need to incorporate the rich details of the material internal structure over a hierarchy of length scales spanning from the atomistic to the sample scales. Significant advances have been made in understanding the governing physics at selected length scales in many material classes (e.g., [1–4]). However, in order to benefit from these advances in integrated material-product optimization [5], one needs a computationally efficient scale-bridging framework that accounts faithfully for the myriad details of the material microstructure hierarchy in modeling the overall material constitutive response.

Composite theories provide the theoretical foundations for formulating the overall response of the material based on the details of its internal structure. These theories address both localization (passing information from higher to lower length scales) and homogenization (passing information from lower to higher length scales) problems [6–8] central to scale-bridging in multiscale modeling. Most of these theories were initially developed for linear elasticity with some of them extended to more challenging nonlinear phenomena such as viscoplasticity [9, 10].

Mean-field theories are often employed as the method of choice in multiscale modeling efforts owing to their simplicity and modest computational cost. The central assumption of the mean-field theories is that strain (rate) and stress fields within the constituents are uniform [11–13]. In the simplest mean-field models, selected microscale fields are further assumed to be uniform throughout the composite, i.e., equal in each of the constituents in the composite [14, 15].
In the more sophisticated theories based on the self-consistent approaches (e.g., [12, 13, 16–19]), the mean-field response in each constituent are approximated using the Eshelby solution [11] to an elliptical inclusion in an infinite medium. While these mean-field approaches are attractive due to their modest computational requirements, the material microstructure is captured by only elementary descriptors in these models. For example, in many of the currently employed mean-field models [13, 19–21], the microstructure of a composite material is described only by the volume fractions of the constituents. In theory, such models can only provide bounds or first-order estimates of the effective response of composites with complex heterogeneous microstructures [22–25]. These models are of limited value in materials design because bounds are often widely separated, especially for composites whose constituents exhibit widely varying individual properties (i.e., high-contrast composites). As a consequence of the factors described above, the volume fraction-based estimates and bounds often provide limited guidance in addressing the inverse problems encountered in microstructure optimization and design [26].

Statistical continuum theories aim to address the deficiencies of the mean-field theories described above. These theories were originally devised and introduced by Brown [27] with the goal of incorporating all the details of the material microstructure. The statistical continuum theories have been advanced through the works of Kröner [28, 29], Torquato [25, 30, 31], and Adams et al. [10, 22–24, 32]. In this class of composite theories, the microstructure information is accounted through the formalism of $n$-point spatial correlations, combined with the use of the Green’s functions. Although the mathematical foundations of these theories are rigorous, their practical adoption has encountered significant challenges: (i) the mathematical descriptions of the $n$-point spatial correlations recovered from real material samples are unwieldy [23, 32] and do not fit any simple mathematical functions, (ii) the relevant Green’s functions capturing the controlling physics in a wide variety of materials phenomena are not easily established, and (iii) the series solutions obtained for the effective properties in this approach have not been found to be unconditionally convergent [33]. As a
result, the full potential of the statistical continuum theories has not yet been realized.

Computational homogenization approaches have become a viable alternative to the classical composite theories with the major advances made in recent years in the field of computational mechanics [34]. Computational homogenization includes numerical techniques such as the micromechanical finite element models (e.g., [35–41]) and the FFT-based methods [42–45]. The main advantage of the numerical methods is that many details of the actual microstructure can be accounted explicitly in the simulation. In these approaches, one usually incorporates the microstructure information by meshing or voxelizing the representative volume, and prescribes appropriate laws to capture the constitutive behavior of the individual microscale constituents present in the composite. Computational approaches therefore allow one to obtain the micromechanical fields of interest (and hence effective responses) for a variety of microstructures and constitutive laws. These numerical methods are typically quite demanding in terms of the required computational resources, especially when compared to the analytical models discussed earlier. The high computational cost of the numerical methods significantly limits their broader adoption and utilization in multiscale modeling and design [46, 47].

Multiscale modeling and design efforts could clearly benefit from a new approach that can potentially combine the formulation rigor of the statistical continuum theories, computational efficiency of the mean-field models, and the versatility of the numerical methods, thereby overcoming the existing trade-offs made between the accuracy and the computational cost. Recent emergence of data analytic toolsets have opened a new research avenue for such an approach to addressing the central challenges discussed above [46, 48]. Specifically, a new framework based on data science strategies – Materials Knowledge Systems (MKS) – has demonstrated a remarkable combination of high accuracy and modest computation cost in addressing both localization and homogenization problems [49–52]. The central idea underlying the MKS approach is the calibration of the Green’s function-based convolution kernels in the series expansions
employed in the statistical continuum theories to the numerical datasets pro-
duced by micromechanical finite element simulations on ensembles of digitally
created microstructure exemplars [50–52].

In prior work, the MKS homogenization approach has been demonstrated for
predictions of the effective elastic stiffness and initial yield strength of compos-
ites [50–52]. However, many applications in integrated material-product design
demand computationally efficient predictions of the stress–strain response (e.g.,
tensile stress–strain curve) beyond the elastic stiffness and the yield strength.
Such predictions are especially critical when the manufacture of the component
involves deformation processing operations. The major challenge in modeling
the stress–strain response of the composite comes from the need to allow for
arbitrary (typically nonlinear) strain hardening laws of the constituents. In the
current MKS protocols, changing hardening laws would require recalibration
of the models for each new set of hardening parameters of the constituents.
Consequently, the prediction of a single stress–strain curve of a composite with
constituents exhibiting different strain hardening behaviors would demand large
sets of calibration data requiring finite element simulations covering the range
of strength contrast ratios that can potentially be observed between the phases
during deformation of the composite.

Our goal in this work is to develop and demonstrate a new mean-field model
employing MKS approach for microstructure-sensitive predictions of nonlin-
ear stress–strain responses in composite materials made from viscoplastic con-
stituents exhibiting arbitrary strain hardening laws. Towards this end, we first
formulate a clever strategy for predicting microstructure-sensitive stress–strain
responses that do not require recalibration for every new set of strain hardening
laws employed for the constituents. We then integrate these MKS linkages with
the classical mean-field approximation in a computationally efficient manner for
predicting the stress–strain responses of a broad range of potential microstruc-
tures and choices of microscale constituents. To our knowledge, such a versatile
microstructure-sensitive mean-field model has not been reported in prior litera-
ture on composite materials.
2. Theoretical Development

2.1. Problem statement

In this study, we specifically focus on the effective mechanical behavior of composite (or multiphase) materials made of two isotropic rigid-viscoplastic constituents (or phases), and their equivalent stress–equivalent plastic strain relationships. This is seen as the first step in the development of the new reduced-order modeling framework envisioned in this work, and will serve as the foundation for future enhancements to include more constituent phases and more complex constitutive laws.

The spatial distribution of the constituent phases in the composite that decides the effective response of interest is assumed to be adequately captured in a three-dimensional representative volume element (RVE) occupying volume \( V \). The microstructure of such RVEs can be uniquely described by the microstructure function, \( m(\beta, x) \) [24, 53], where \( \beta \) denotes the local state, which, for composites, simply refers to the phase label. As an example, for a two-phase composite, \( \beta \in \{1, 2\} \). The microstructure function can be interpreted as the spatially resolved volume fraction of the constituents at every material point, \( x \in V \) [24, 53]. The two constituents, thus labeled as phase 1 (e.g., matrix) and phase 2 (e.g., reinforcement), occupy subvolumes \( V_1 \) and \( V_2 \) of the RVE.

In this work, we restrict our attention to composites with isotropic phases, whose plasticity can be described by \( J_2 \)-based associated flow rule. Within the \( J_2 \) plasticity theory, the internal state at each material point, \( x \), can be captured by a single state variable, \( g \), that describes the local resistance to plastic deformation (henceforth referred as strength) [54]. Strength, as the internal state variable, is expected to evolve during deformation, which reflects the evolution of the underlying substructure (e.g., dislocation density and configuration) and produces the strain hardening phenomenon. The strain hardening can be expressed for isotropic materials in a general form as [54]

\[
\dot{g} = h(g) \dot{\epsilon},
\]

(1)
where $\dot{g}$ is time rate of change in strength, $h(g)$ is a material-specific hardening law, typically a nonlinear function of strength $g$, $\dot{e}$ is the equivalent plastic strain rate defined as $\dot{e} = \sqrt{\frac{2}{3} \|D\|}$ with $D$ denoting the symmetric second-rank strain rate tensor and $\|\cdot\|$ denoting the norm of a tensor.

In most engineered composites, the constituents are selected with different combinations of mechanical properties so that $g_1 \neq g_2$ and $h_1 \neq h_2$. Consequently, even if the initial spatial distribution of strength, $g(x)$, is uniform within the phases, i.e.,

$$g(x) = \begin{cases} 
g_1, & \text{if } x \in V_1, \\
g_2, & \text{if } x \in V_2, 
\end{cases}$$

(2)

the strain rate field in the RVE, $\dot{e}(x)$, will become heterogeneous upon a macroscopically imposed deformation, $\dot{\epsilon}$. Consequently, each material point will undergo its own local deformation, which in turn will lead to non-uniform spatial distribution of strength, $g(x)$, according to Equation (1), at any time during any imposed loading history.

Prediction of the stress-strain response of the composite therefore generally requires solution of the localization problem, i.e., obtaining $\dot{e}(x)$ for the given macroscopic deformation, $\dot{\epsilon}$. Once the strain rate field is known, the strength can be updated locally using Equation (1) at each material point. Having the spatial distribution of strength, one needs to address the homogenization problem to obtain the effective or overall strength of the composite, $\bar{g}$, which in turn provides for effective stress response of the composite, $\bar{\sigma}$, e.g., $\bar{\sigma} = \bar{g}$ for rate-independent materials. Our problem statement therefore requires us to address (i) a microstructure-sensitive solution to the localization problem, (ii) local update to account for the strain hardening, and (iii) a microstructure-sensitive solution to the homogenization problem.

2.2. Mean-field approximation of localization and strain hardening

Complete solution to the localization problem, i.e., prediction of the local strain rate field for a given macroscopically imposed strain rate generally re-
quires employing either the statistical continuum theories (still under development) or the computationally demanding numerical methods. Prior work employing self-consistent models (e.g., [13, 21]) has demonstrated the remarkable utility of the simplified mean-field approaches to micromechanics by tracking only the phase volume averaged values of the strain rates, $\dot{\epsilon}_\beta$:

$$\dot{\epsilon}_\beta = \int_{V_\beta} \dot{\epsilon} dV,$$  \hspace{1cm} (3)

The mean-field approximation results in significant simplification of the localization problem by requiring solutions for only the phase-average strain rates, $\dot{\epsilon}_\beta$, or equivalently, strain partitioning ratios [13]:

$$\chi_\beta = \frac{\dot{\epsilon}_\beta}{\dot{\epsilon}}.$$  \hspace{1cm} (4)

Furthermore, consistent with this approach, the problem of capturing strain hardening (Equation (1)) can also be reduced to its mean-field approximation, which will require updating only the phase-average strength, $g_\beta$:

$$g_\beta = \int_{V_\beta} g dV.$$  \hspace{1cm} (5)

Consideration of the phase-average strain rates, $\dot{\epsilon}_\beta$, and strengths, $g_\beta$ allows us to write the following mean-field approximation of Equation (1):

$$\dot{g}_\beta = h_\beta(g_\beta)\dot{\epsilon}_\beta,$$  \hspace{1cm} (6)

Accordingly, the problem of obtaining effective strength of the composite, $\bar{g}$, reduces from homogenizing the highly complex strength field $g(x)$ to homogenizing a two-phase structure with average strengths of $g_1$ and $g_2$.

While the classical (e.g., self-consistent) models based on the mean-field approximation proved to be useful for certain cases [13, 21], their main deficiency is that the predictions of the strain partitioning ratios ($\chi_\beta$, and hence,
phase-average strain rates, $\dot{\varepsilon}_{\beta}$) as well as the effective strength, $\bar{g}$, are based on simplifying microstructure descriptors such as the phase volume fractions. In this work, we will adopt the mean-field approximation of localization and strain hardening, but address strain partitioning and homogenization problems using the MKS approach to account for the higher-order details of the microstructure.

2.3. Current MKS approach

As introduced in Section 1, the MKS approach provides a data-science framework for practical implementation of statistical continuum theories, i.e., microstructure-sensitive solutions for micromechanics. The key components of the MKS approach to homogenization problems include (i) discretization of the microstructure and spatial statistics, (ii) low-dimensional representation of spatial correlations, and (iii) their incorporation into a reduced-order microstructure–property linkage. Specifically, the property dependence on the microstructure is expressed as a series expansions analogous to the statistical continuum theories, but in terms of the low-dimensional representations of the spatial statistics. Such a microstructure–property linkage for a general effective property, $\bar{p}$, can be expressed as a multivariate polynomial function [50–52]:

$$\bar{p} = \sum_q A_q \alpha^q,$$

where $\alpha^q = \alpha_1^{q_1} \alpha_2^{q_2} \ldots \alpha_R^{q_R}$ are power products (monomials) of the scores (i.e., microstructure features identified in principal component analyses (PCA) of the spatial statistics) $\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_R\}$, and $A = \{A_0, A_1, \ldots, A_R\}$ are influence coefficients capturing the microstructure–property relationship. Multi-index $q$ is an array of exponents, $q = \{q_1, q_2, \ldots, q_R\}$, each element of which is a non-negative integer allowed to vary from 0 to the selected maximum degree, $Q$ (i.e., $q \in [0, Q]$). The polynomial function in Equation (7) also contains a free constant, $A_0$, which corresponds to the array of zero exponents $\{q_1, q_2, \ldots, q_R\} = \{0, 0, \ldots, 0\}$. 
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In the formulation presented above, the low-dimensional representation of the microstructure was obtained using principal component analysis (PCA) \[55, 56\] so that the terms $\alpha$ represent the PC scores. As a consequence, the vector array of spatial statistics, $f(k)$, for any $k$th microstructure in an ensemble can be represented by

$$f(k) \approx \sum_{j=1}^{R} \alpha_j(k) \phi_j + \langle f \rangle,$$

where $\langle f \rangle$ is the average of the spatial statistics for all microstructures in the ensemble studied, $\phi_j$ is the corresponding set of vector bases of the PC space, and $R$ is the truncation level selected to satisfy Equation (8) to a good approximation. Dimensionality reduction is attained when $R$ is significantly smaller than the number of spatial statistics (i.e., the length of $f(k)$), which is usually the case for the class of applications considered in this work \[57\]. While the formulation in Equations (7) and (8) permits incorporation of a set of $n$-point correlation functions of infinitely high order, prior work on MKS model development showed that consideration of 2-point correlation functions (also simply called 2-point statistics) suffice for capturing microstructure effects on a micromechanical response of composites with low to moderate contrasts \[51, 58\]. An expression for 2-point statistics for a discretized microstructure can be written as \[59\]

$$f_{t}^{\beta \beta'} = \frac{1}{S} \sum_{s=1}^{S} m_{s}^{\beta} m_{s+t}^{\beta'},$$

where $m_{s}^{\beta}$ is the spatially binned analog of the continuous microstructure function $m(\beta, x)$ introduced in Section 1 and thus describes the probability of finding phase $\beta$ at a spatial bin $s$ \[53\]. Correspondingly, 2-point statistics, $f_{t}^{\beta \beta'}$ quantify the probability of finding phases $\beta$ and $\beta'$ separated by a discretized vector $t$ \[59\].

The current MKS approach summarized in Equations (7) to (9) allows us to build microstructure-sensitive reduced-order models (or linkages) for the effective composite strength. Furthermore, as shown recently \[51\], the same approach
can be also successfully employed for reduced-order modeling of the strain partitioning ratios (i.e., $\chi_{\beta}$). At the same time, as outlined in Section 1, the current MKS approach needs recalibration of Equation (7) for every new combination of strengths and strain-hardening laws of the constituents. Indeed, the linkage expressed by Equation (7) includes only the microstructure terms, $\alpha$, and thus can be calibrated and used only for a specific combination of the constituents with fixed strength and hardening characteristics. This represents the critical gap hindering the development of microstructure-sensitive predictions of the composite stress–strain responses. Here, we pursue a generalization of the MKS approach to account for various combinations of strengths and strain hardening laws for the constituents in the composite. Our main strategy will be to include the strength contrast defined as

$$\eta = \frac{g_2}{g_1},$$

(10)

into Equation (7) as a continuous input variable in addition to the microstructure terms, $\alpha$.

2.4. Generalized MKS approach incorporating strength contrast

Since the strength contrast, $\eta$, is a physics-capturing variable (as opposed to variables $\alpha$ that describe the microstructural topology), the best way to introduce $\eta$ into the linkage in Equation (7) is to treat the influence coefficients, $A$, as functions of $\eta$. This approach is quite natural as the influence terms, $A$, are closely related to the Green’s functions employed in composite theories. Therefore, we replace $A_q$ with $A_q(\eta)$ in Equation (7). Building on prior experience [50–52], we will explore these functional dependencies as polynomial functions. An advantage of using polynomial functions is that it allows merging the polynomial expressions in both $A_q$ and $\alpha^q$ into a single consistent analytical form expressed as

$$\bar{p} = \sum \hat{A}_q \hat{\alpha}^q(\alpha, \eta), \quad \text{with}$$

(11a)
\( \tilde{\alpha}^q(\alpha, \eta) = \alpha_1^q \alpha_2^q \ldots \alpha_R^q \eta^{q_{R+1}}, \quad (11b) \)

where \( \tilde{\alpha}^q \) are now expanded to be power products of PC scores, \( \alpha \), and strength contrast, \( \eta \). This analytical form of the linkage can be further refined using physical insights related to \( \eta \). Consistently identifying the hard constituent as phase 2 and the soft constituent as phase 1, i.e., requiring \( g_2 \geq g_1 \), we can restrict the range of interest for the contrast ratio as \( \eta \in [1, +\infty) \). Furthermore, \( \eta = 1 \) is a special case that corresponds to \( g_2 = g_1 = \bar{g} \) for effective strength and \( \dot{\epsilon}_1 = \dot{\epsilon}_2 = \dot{\epsilon} \) for strain rates, which means that the micromechanical response becomes independent of the microstructure and can be thought of as the response of a homogeneous material. One can incorporate this requirement into Equation (11) by re-expressing the polynomials in terms of \( \eta - 1 \) instead of \( \eta \).

Finally, it is advantageous to seek responses as ratios, e.g., as effective strength of the composite normalized by the strength of the soft phase, \( \bar{g}/g_1 \), and as partitioning ratios, i.e., phase-average strain rates normalized by the imposed strain rate, \( \chi_\beta \). These ideas lead to the following final forms of the desired linkages:

\[
\bar{g} = g_1 + \sum A^\eta \tilde{\alpha}^q(\alpha, \eta) \quad (12a)
\]

for the effective strength of the composite (\( \bar{g} \)-linkage) and

\[
\chi_\beta = 1 + \sum A^\chi \tilde{\alpha}^q(\alpha, \eta) \quad (12b)
\]

for strain partitioning ratios (\( \chi \)-linkages), where

\[
\tilde{\alpha}^q(\alpha_j, \eta) = \alpha_1^q \alpha_2^q \ldots \alpha_R^q (\eta - 1)^{q_{R+1}} \text{ with } q_{R+1} \neq 0. \quad (12c)
\]

The expressions in Equation (12) successfully incorporate all the desired physics-based requirements into the linkages. First, they eliminate the terms containing only the PC scores, \( \alpha \), without contrast, \( \eta \); as explained before, such
terms cannot be allowed in the linkages as they must produce the expected trivial solution of uniform fields for the case of $\eta = 1$. Indeed, for the special case of $\eta = 1$, the linkages produce the expected results of $\chi_1 = \chi_2 = 1$ (i.e., $\dot{\epsilon}_1 = \dot{\epsilon}_2 = \dot{\epsilon}$) and $\bar{g} = g_1 = g_2$, meaning that the effective strength and strain partitioning are independent of the details of the microstructure captured by the PC scores, $\alpha$, when $\eta = 1$. Formulation of the new MKS approach in the form shown in Equation (12) is critical for the overall success of the plasticity model presented here, and is one of the important contributions of this work.

The influence coefficients, $\tilde{A}_g^q$ and $\tilde{A}_\chi^q$, in Equation (12) can be obtained by calibration, which requires a one-time effort that typically involves (i) constitution of an ensemble of digital microstructures (i.e., training set) with a variety of shapes and volume fractions of the constituents, (ii) their quantification by 2-point statistics and PCA, (iii) evaluation of their micromechanical responses by finite element simulations, and (iv) estimation of the influence coefficients by regression methods (on training data) and their verification by new testing data.

3. Plasticity Framework Based on the Generalized MKS Approach

The extended MKS approach for capturing the strain partitioning and strength homogenization (Section 2.4) together with the mean-field approximation (Section 2.2) allow us to develop a computationally efficient plasticity framework for microstructure-sensitive predictions of stress–strain curves of composites. The plasticity framework proposed in the present work is illustrated in Figure 1 and includes the following steps.

Pre-Processing Step. For the given microstructure of the composite (whose stress–strain curves we wish to predict) compute 2-point statistics and transform them into the PC basis established in the linkage calibration effort. This transformation yields the PC scores, $\alpha^*$ (which we indicate with an asterisk to signify that they represent an RVE different from those included in the training ensemble). Next, for each time increment, $\Delta t = \tau - t$, perform Steps 1–5 below.
Step 1. Obtain the contrast ratio from the current phase strengths (which, at time $\tau = 0$, correspond to the initial conditions):

$$\eta^\tau = \frac{g_2}{g_1}. \quad (13)$$

Step 2. Neglecting the elastic strains, compute the plastic strain rate tensor, $\bar{D}_p^\tau$, from the imposed velocity gradient tensor, $\bar{L}$, and its equivalent value as

$$\bar{D}_p^\tau = \frac{1}{2} (\bar{L}^\tau + (\bar{L}^\tau)^T), \quad (14a)$$

$$\dot{\bar{\epsilon}}^\tau = \sqrt{\frac{2}{3}} \|\bar{D}_p^\tau\|. \quad (14b)$$

Step 3. Using the calibrated $\chi$-linkages (Equation (12b)) for strain partitioning ratios, $\chi_\beta$, partition the imposed equivalent strain rate into each phase taking into account the microstructure (represented by $\alpha^*$) and the current contrast ratio, $\eta^\tau$, and compute the phase-averaged equivalent plastic strain rates, $\dot{\epsilon}_\beta^\tau$, in both phases as

$$\chi_\beta^\tau = 1 + \sum \tilde{A}_q^{\lambda\beta} \tilde{a}_q^\eta (\alpha^*, \eta^\tau), \quad (15a)$$
\[ \dot{\epsilon}_\beta = \dot{\epsilon} \chi_\beta. \] \hfill (15b)

**Step 4.** Compute the rates of change of strength in the constituent phases, \( \dot{g}_\beta \), using the partitioned strain rates, \( \dot{\epsilon}_\beta \), and the selected hardening laws, \( h_\beta \), for both phases using Equation (6):

\[ \dot{g}_\beta = h_\beta \dot{\epsilon}_\beta \] \hfill (16)

and update the strengths of the constituent phases, \( g_\beta \), as

\[ g_\tau = g_\tau + \dot{g}_\tau \Delta t. \] \hfill (17)

**Step 5.** Update the strength contrast ratio based on the new strength values as

\[ \eta^\tau = \frac{g_{\tau 2}}{g_{\tau 1}} \] \hfill (18)

and compute the effective strength for the composite using the calibrated \( \bar{g} \)-linkage (Equation (12a)) for strength, \( \bar{g} \), as

\[ \bar{g}^\tau = g_{\tau 1} \left( 1 + \sum \tilde{A}_q \tilde{\alpha}^q (\alpha^*, \eta^\tau) \right), \] \hfill (19)

Equation (19) provides a new value of the effective stress, \( \bar{\sigma} \), at the end of the time increment. For rate independent materials, \( \bar{\sigma}^\tau = \bar{g}^\tau \).

The underlying assumption of this framework is that 2-point statistics of the microstructure do not change significantly during the imposed overall deformation. This clearly needs to be addressed for large plastic deformations, and is a focus of ongoing development in this field.

4. **Case Study**

In this section, we present in detail an application of the new microstructure-sensitive reduced-order modeling framework developed in Sections 2 and 3. The
specific goal is the prediction of tensile stress–strain curves of composites with two isotropic phases exhibiting linear and nonlinear strain hardening laws. As pointed out above, the workflow of the linkage calibration effort includes (i) constitution of a training ensemble of digital microstructures, (ii) their quantification by 2-point statistics and PCA, (iii) estimation of their micromechanical responses by finite element simulations, and (iv) calibration and verification of the MKS linkages. Upon calibration, the homogenization and strain partitioning linkages can be used in the plasticity framework presented in Section 3 for predictions of the stress–strain curves.

4.1. Calibration ensemble of digital microstructures

The primary goal of this step is to generate a rich selection of digital microstructures with a wide range of volume fractions and diverse spatial configurations of the constituents to build broadly applicable linkages for strain partitioning and strength homogenization (Equation (12)). In this case study, we used open-source software Dream.3D [60] for these purposes. The microstructures were generated as periodic RVEs using six different sets of particle size characteristics (parameters employed in Dream.3D [60] for the microstructure generation), and volume fractions of the constituent phases were varied systematically from 0.05 to 0.95, with a 0.05 step size. The RVE size was selected to ensure that it was sufficiently large to capture the effects of interaction between the constituents, while also keeping it small enough so as to not incur a very large computational cost. Based on our prior experience with both localization and homogenization problems [49, 52], we set the RVE size to $27 \times 27 \times 27$ voxels, which is slightly larger than the RVE size used in prior work because of the wider range of strength contrasts included in the present study. Examples of the 114 two-phase 3-D RVEs produced for this study are shown in Figure 2a.

4.2. Quantification of microstructures

The generated microstructures were first quantified by 2-point statistics with the aid of computationally efficient DFT-based approaches [59]. Since the mi-
Figure 2: Microstructures generated in Dream.3D and their quantification: (a) exemplar RVEs of the ensemble and (b) their 2-point statistics shown on orthogonal middle sections; (c) 2-D projection of low-dimensional representation of 114 microstructures obtained by PCA of 2-point statistics; (d) 2-D middle sections of the first two PC basis (normal to x axis).

crostructures used in the study are three-dimensional, their corresponding di-
rectionally resolved 2-point statistics are also three-dimensional (see examples in Figure 2b).

PCA was performed on the set of 2-point statistics for obtaining low-dimensional representations of the microstructures in the ensemble, while also establishing the basis for the consideration of other new microstructures for which predictions of the stress–strain curves will be sought. A projection of the low-dimensional representation of 114 microstructures is shown in Figure 2c in terms of the first two PCs ($\alpha_1$ and $\alpha_2$); the corresponding basis maps are visualized in Figure 2d as 2-D middle sections. The ordered orthogonal decomposition into PC scores and PC bases provided by PCA allows for the use of just a handful of scalar PC scores in establishing efficient linkages [50–52]. Furthermore, retaining the PC bases enables interpretation of the PC scores, transformations of new microstructures into the PC space, as well as reconstructions of the original 2-point statistics to a good approximation. For example, in PCA applied on the present ensemble of 2-point statistics, the first PC captures more than 99 % variance, which is typical for ensembles with a wide range of volume fractions of the constituents [51, 61]. Basis maps corresponding to the first two PCs (represented by
2-D sections) exemplify the complex patterns in respect to which the PC scores capture differences in 2-point statistics in the ensemble of the microstructures. While only two first PCs are shown in Figure 2, a wider range of PCs was considered for calibration of the linkages as described in Section 4.4.

4.3. Numerical simulations of micromechanical responses

The micromechanical responses of all the generated microstructures were simulated using the commercial finite element (FE) software ABAQUS [62]. Each cuboidal voxel of the digital two-phase microstructure was converted into a C3D8 element [62]. In the FE models, the behavior of each phase was assumed to be governed by an elastic–plastic isotropic J2 plasticity model based on von Mises yield criterion and the rate-independent associated flow rule. To focus on plastic behavior of the composite RVEs, the elastic strains were minimized by adopting large values of elastic moduli for both phases: \( g_2 / E_2 = g_1 / E_1 = 10^{-6} \). A range of strength contrasts, \( \eta \in [2, 10] \), was considered and implemented in FE models by setting the strength of the soft phase to 1, i.e., \( g_1 = 1 \) (arbitrary units, a.u.), and that of the hard phase to the value of the contrast of interest, i.e., \( g_2 = \eta g_1 \), where \( \eta \in \{2, 3, \ldots, 10\} \). The resulting 9 \( \times \) 114 3-D FE meshes were subjected to an isochoric tensile deformation described by the following components of the imposed velocity gradient tensor \( \bar{L}_{33} = \bar{L}_{22} = -\bar{L}_{11} / 2 \) with \( \bar{L}_{11} = 10^{-3} \text{ s}^{-1} \) and off-diagonal components being zero. The simulations were carried out for deformation of the microstructures up to an equivalent strain of \( \bar{\epsilon} = 0.002 \). The targeted deformation was achieved by prescribing the desired velocity boundary conditions on the corner nodes of the microstructures, while other surface nodes were constrained to produce periodic boundary conditions. Simulation results were post-processed to extract the effective strength, \( \bar{g} \), and the strain partitioning ratios, \( \chi_{\beta} \). The effective strength of the composite was obtained by averaging the stress tensor components over all integration points of the RVE, which corresponds to volume averaging as all elements had the same volume. The effective equivalent stress was then computed using the von Mises definition on the averaged stress components, which gives the effective strength.
of the composite as \( \bar{g} = \bar{\sigma} \) for rate-independent materials. Strain partitioning ratios, \( \chi_\beta \) were computed by averaging the equivalent plastic strain rates over the integration points in the \( \beta \)-th phase and then dividing by the macroscale effective plastic strain rate (computed based on the imposed velocity gradient tensor) according to Equations (3) and (4).

The data obtained from these \( 9 \times 114 \) FE simulations was complemented with \textit{a priori} known responses for the trivial case of \( \eta = 1 \) (\( \chi_1 = \chi_2 = 1 \), \( \bar{g} = g_2 = g_1 \) for all RVEs), which altogether yielded 1140 triplets of \( \bar{g}, \chi_1, \chi_2 \).

4.4. Calibration of MKS linkages

The MKS linkages for strain-partitioning and effective strength (Equation (12)) were calibrated using multivariate regression. Multivariate regression allows establishing the unknown coefficients, \( \tilde{A} \), of the polynomial terms (Equation (12)) by minimizing the sum of the squares of errors between the linkage and the FE data points [63].

Calibration of linkages using multivariate regression involves selection of linkage hyper-parameters – the number of the PC scores to include in the polynomial function of the linkage (i.e., truncation level \( R \) in Equation (8)) and the degree of the polynomial, \( Q \). The first \( R \) PC scores are typically selected as the ones capturing the most variance in 2-point statistics of the ensemble, which is anticipated to correspond to the variance in the micromechanical responses [55]. As such, the truncation level, \( R \), in Equation (8) can be selected based on the desired level of the cumulative variance in 2-point statistics explained by these \( R \) PCs (e.g., close to 100\%). In addition to the number of PC scores, the degree of the polynomial, \( Q \), also requires careful selection to ensure a good fit and at the same time to avoid overfit. Preventing the latter refers to ensuring the ability of the model to provide accurate predictions on new microstructures outside of the training dataset. The hyper-parameters were determined by systematic trial-and-error search using goodness of fit and cross-validation error measures as the criteria. Furthermore, when the potential polynomial functions were identified, we performed correlation analysis – Pearson test [64] – between each individual
polynomial term (i.e., monomial) and the micromechanical response of interest. These tests were carried out to exclude insignificant terms from the functions, thereby simplifying the linkages and further reducing the risk of overfitting.

This procedure resulted in linkages containing 15, 78, and 71 polynomial products of the PC scores and the strength contrast (with a maximum power of $Q = 5$) for the effective strength, $\bar{g}$, and the partitioning ratios, $\chi_1$ and $\chi_2$, respectively. These specific analytical forms of the linkages were found to give the best combination of the goodness of the fit and the cross-validation errors. More complex analytical forms for the $\chi$-linkages (i.e., containing greater number of terms) is consistent with our prior observations [50, 51] that strain partitioning or localization is more challenging for linkage development compared to effective properties such as strength of the composite. Once the analytical forms were established, the linkages were calibrated by final multivariate regression.

Figure 3 shows the results of calibration of all three linkages, for the effective strength, $\bar{g}$, and the partitioning ratios, $\chi_\beta$, performed on the data obtained from FE simulations for the entire range of strength contrasts, $\eta \in [1, 10]$. The results are visualized as parity plots between the FE simulation results and the linkage calibration. In these plots, points lying along the parity line indicate a perfect fit. The parity plots illustrate that reasonable fits were obtained for all three micromechanical responses. The reasonable fits are also seen in the low values of the mean absolute errors (MAE): 0.7\% for the $\bar{g}$-linkage, $\sim 3\text{–}5\%$ for the $\chi$-linkages.

In addition to the goodness of fit, which shows how well the calibration data can be fitted to the chosen function, it is also important to perform cross validation of the calibrated models, which characterizes their ability to generalize and thus their actual predicative power. Indeed, functions overfitted to the calibration dataset will perform badly on new microstructures. In prior work [50–52], leave-one-out cross validation (LOOCV) proved to be an effective technique to evaluate overfits, especially in the context of micromechanics when the calibration data is often limited because of the computational expenses associated with generating the calibration data (with FE simulations). LOOCV tests the
sensitivity of the calibrated functions to exclusion of a single data point from calibration: high sensitivity indicates overfit of the functions, while well fitted functions are insensitive to leaving out only one sample. LOOCV performed on the three linkages showed that LOOCV errors are only slightly higher than the corresponding MAE, which indicates that the linkages can be expected to generalize well to microstructures outside of the calibration ensemble.

Figure 3: Calibration results shown as parity plots for (a) effective strength; (b–c) strain rate partitioning ratios. The data points are color coded according to the hardness contrast (from violet to red) with color intensity corresponding to the volume fraction of the hard phase (as shown in the inset).

4.5. Verification of MKS linkages

To further verify and critically evaluate the linkages calibrated in Section 4.4, we compared their predictions against FE results on new microstructures and strength contrasts distinct from those included in the calibration dataset. Such verification can be viewed as testing the interpolation capabilities of the calibrated linkages in the microstructure–contrast space. In this work, we carried out three separate verification exercises involving (i) new microstructures with contrasts used in the calibration, (ii) new contrasts with microstructures used in the calibration, and (iii) new microstructures and new contrasts. For verification tests (i) and (iii) that require new microstructures, a new set of RVEs was generated using Dream.3D with inputs different from those utilized for the generation of the training RVEs. Specifically, 38 RVEs with two sets of new size and shape characteristics were obtained covering the volume fraction range...
from 0.05 to 0.95 of the hard phase. For verification test (ii), a subset of 19 RVEs was sampled from the calibration ensemble. All verification RVEs were quantified by 2-point statistics (as described in Section 4.2) followed by their transformation into the PC space already established in the calibration step. In other words, the new RVEs generated for the verification were projected into the PC space identified using only the calibration RVEs. The PC scores were used together with contrast values for the predictions of effective strength, $\bar{g}$, and strain partitioning ratios, $\chi_\beta$ using the corresponding linkages obtained in Section 4.4. To verify these predictions, the corresponding FE simulations were performed following the protocols described in Section 4.3.

Figure 4 presents the results of the verification tests as parity plots for pre-
dictions of effective strength and strain partitioning ratios\(^1\). It is seen that the predictions for the verification tests lie within \(\sim 1\%\) MAE for the effective strength and within \(\sim 6\%\) MAE range for the partitioning ratios (errors are defined with respect to the FE simulation results). These verification results demonstrate that the MKS linkages can be used for accurate predictions of strain partitioning ratios and effective strength for a variety of combinations of two-phase microstructures and strength contrasts. These features make the homogenization and strain partitioning linkages suitable for incorporation into the plasticity model outlined in Section 3 for microstructure-sensitive predictions of stress–strain curves, which is tested in the next Section.

4.6. Prediction of stress-strain curves

In this section, we implement the calibrated and verified MKS linkages into the plasticity model presented in Section 3. One of the advantages of the present approach is that the development of MKS linkages presented above is completely independent of the selection of the hardening laws capturing the strain hardening behavior of the constituents in the composite, for which we seek to predict the effective stress–strain curve. It means the MKS linkages that we calibrated and verified in the previous sections can be used for virtually any combination of the hardening laws of the constituents (without recalibration) as long as the strength contrast during deformation of the composite is within the range of contrasts used in the calibration, i.e., \(\eta \in [1, 10]\).

To test this capability of the MKS-based plasticity model, we evaluate the predictions of the stress–strain curves of new RVEs (“unseen” during calibration) with linear and nonlinear hardening laws of the constituents. These predictions are tested against more computationally demanding FE simulations of tensile deformation of the same RVEs. FE simulations were carried out using the protocols described in Section 4.3 with the only difference that the simula-

\(^1\)results of test (i) are not shown being very similar to the presented parity plots and within the indicated error ranges
tions for obtaining stress–strain curves were performed to larger strain, $\varepsilon = 0.1$. The three test RVEs, for which stress–strain curves were obtained with the MKS-based plasticity model and the FE simulations, are shown in Figure 5a.

![Figure 5a: Test RVEs](image)

Figure 5a: Test RVEs for the prediction of effective stress–strain curves.

![Figure 5b: Strain hardening laws](image)

Figure 5b: Linear and power-law strain hardening laws of the constituents.

![Figure 5c: Effective stress-strain curves](image)

Figure 5c: Predicted stress–strain curves for the three RVEs by MKS-based model and FEM for the case of linear strain hardening laws and power-law strain hardening of ferrite and martensite.

*Linear hardening laws.* In the first test case, we compare the new plasticity model against FE simulation results for composites with both phases exhibiting linear hardening laws. For linear hardening laws, Equation (6) becomes
\[ \dot{g}_\beta = h_{\beta}^c \dot{\epsilon}_\beta, \quad h_{\beta}^c = \text{const} \quad (20) \]

The specific values adopted for modeling were \( h_1^c = 4 \) and \( h_2^c = 72 \) with initial slip resistances assigned as \( g_1 = 1 \) and \( g_2 = 3 \). These strain hardening laws are visualized in Figure 5b.

**Nonlinear hardening laws.** In the second case, the plasticity model was tested on composites with both phases following nonlinear hardening laws. The selection of models and hardening parameters was based on data reported previously for a dual-phase steel [65]. Specifically, we consider power-law strain hardening model, for which Equation (6) is expressed as follows [66]:

\[ \dot{g}_\beta = h_{\beta}^0 \left( 1 - \frac{g_{\beta}}{g_{\beta}^\infty} \right)^{a_\beta} \dot{\epsilon}_\beta, \quad (21) \]

where \( \{h_{\beta}^0, g_{\beta}^\infty, a_\beta\} \) are phase-specific sets of hardening parameters. The values for these hardening parameters were selected to capture strain hardening laws reported for ferrite and martensite in dual phase steel [65]: \( g_1 = 285 \) MPa, \( g_1^\infty = 1236 \) MPa, \( h_1^0 = 3.0 \) GPa for ferrite and \( g_2 = 974.4 \) MPa, \( g_2^\infty = 2330.4 \) MPa, \( h_2^0 = 1351.2 \) GPa for martensite with \( a = 2.25 \) for both phases (the corresponding curves are also shown in Figure 5b.).

Figure 5c shows the stress–strain curves predicted by the present model for three RVEs with different phase topologies and volume fractions (25%, 50%, and 75% of the reinforcement phase) as well as two cases of strain hardening laws of the constituents (linear and power-law). The results from FE simulations obtained for the same RVEs are also shown in Figure 5c. It is seen that the present model compares quite well with the FE results.

**5. Summary**

In the present study, we have developed a new mean-field model for microstructure-sensitive predictions of stress–strain relationships in composites with isotropic...
constituents. The model is developed to cover a wide range of combinations of the phase topologies, volume fractions, and strain hardening laws. Such versatility of the model relies on the three key components: (i) mean-field approximation of strain localization, strength homogenization, and strain hardening, (ii) MKS for strain partitioning, (iii) MKS for strength homogenization. To enable incorporation of diverse strain hardening laws of individual constituents of composite materials, the MKS approach to strain partitioning and homogenization was generalized in the present work to include strength contrast as a continuous variable alongside microstructure terms in the MKS microstructure–response linkages.

Upon the calibration of the linkages, the present model showed good agreement in prediction of effective stress–strain curves with full-field FE simulations offering, at the same time, significant savings of the computational resources. Indeed, the CPU time for FE simulations was $\sim 10$ min for a single RVE, whereas the same prediction of the stress–strain curves using the present model took only $\sim 0.5$ s. Furthermore, the present model does not require any FE software and can be implemented in any of the widely used scripting languages, such as MATLAB or Python. The versatility and the computational efficiency of the model therefore makes it suitable for incorporation into emerging cloud-based ICME platforms as a powerful tool for rapid screening of potential microstructures for performance optimization in materials design.

We finally note that the present work is the first demonstration of predictive capabilities of the data-driven models based on the MKS approach to micromechanics beyond the elastic and initial yield regimes of deformation pursued in previous studies. This work therefore represents a major advance towards computationally efficient multiscale modeling and design of materials.
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