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Entropic forces in classical many-body systems, e.g. colloidal suspensions, can lead to the formation of new phases. Quantum fluctuations can have similar effects: spin fluctuations drive the superfluidity of Helium-3 and a similar mechanism operating in metals can give rise to superconductivity. It is conventional to discuss the latter in terms of the forces induced by the quantum fluctuations. However, focusing directly upon the free energy provides a useful alternative perspective in the classical case and can also be applied to study quantum fluctuations. Villain first developed this approach for insulating magnets and coined the term order-by-disorder to describe the observed effect. We discuss the application of this idea to metallic systems, recent progress made in doing so, and the broader prospects for the future.

CONTENTS

I. INTRODUCTION 1

II. THE FERROMAGNETIC METAL 2
   A. Simple Model and Historical Development 2
   B. Fermionic Quantum Order by Disorder 4
      1. Heuristic Description 4
      2. Path Integral Formulation 5
   C. Phase Reconstruction 6
      1. 1st Order transition and Helimagnetism 6
      2. Superconductivity and Nematic Order 6
      3. Commentary 7

III. EXPERIMENTALLY DRIVEN DEVELOPMENTS 7
   A. Ultra-cold Atomic Gases 7
   B. Metallic Ferromagnets 7
   C. Experimental Prospects — Beyond the Ferromagnet 9

IV. RELATION TO OTHER APPROACHES 9
   A. QOBD vs DFT, DMFT and Kadanoff-Baym 9
   B. Functional Renormalisation Group 10
   C. Monte Carlo 10

V. BROADER PERSPECTIVE AND CONCLUSIONS 11

DISCLOSURE STATEMENT 12

ACKNOWLEDGMENTS 12

References 12

I. INTRODUCTION

The entropic generation of forces is familiar in classical systems. Examples include the elastic forces in stretched rubber and the apocryphal attraction between ships in a swell. Such forces arise due a state-dependent restriction of the spectrum of fluctuations and thus their entropic contribution to the free energy. In many body systems, such forces can lead to phases that are favoured for entirely entropic reasons. In colloids, they are responsible for a variety of different phases with characteristic dependence upon the shape of the colloidal particles[1, 2]. Similar effects are responsible for the folding of DNA due to the conformational entropy of the surrounding water, and the celebrated Berezinskii-Kosterlitz-Thouless transition[3–5] is driven entirely by the entropy of unbound vortices.

Often, it is revealing to discuss these transitions directly at the level of the free energy rather than through the resulting forces. Viewed in this way, the idea of entropically driven order is a powerful unifying concept. In engineering it comes under the banner of the term state-dependent noise as exemplified by the noisy inverted pendulum[6]. Further afield, in business or evolution, fluctuations may make adaptability a favourable strategy. Essentially, fluctuations can stabilise financial or ecological niches that would not be stable in their absence. Entropic priors in Bayesian inference bias data analyses in the same way[7].

Quantum fluctuations can generate forces in a very similar manner to classical entropic effects, the Van der Waals force being the most famous example[8, 9]. Forces generated by the fluctuations of quantum spins are responsible for the superfluidity of Helium-3[10, 11] and a similar mechanism operating in metals can give rise to spin-fluctuation induced superconductivity[12]. In all of these cases, it is conventional to discuss the effect of quantum fluctuations in terms of the forces that they induce. However, focusing directly upon the free energy provides a useful alternative perspective. In the quantum case, it is the zero-point energy of fluctuations rather than an entropic contribution to the free energy that is at play, however, the effects are very similar. Indeed, the terms Casimir force and Van der Waals force are sometimes
generalised beyond their original context of forces due to zero-point fluctuations of the electromagnetic vacuum, to refer to entropic forces in colloids.

Villain provided a concrete example of the utility of focusing directly upon the free-energy [13] and coined the term order-by-disorder to describe the observed effect. He considered a magnetic model whose classical ground-states form a degenerate manifold. Allowing for fluctuations (either quantum zero-point or thermal [14]) about these classical configurations breaks the degeneracy and picks out a particular ordered state — hence the term order-by-disorder. These ideas have been applied in a number of insulating magnets, especially in cases where frustration leads to a degenerate manifold of classical ground-state configurations that is broken by fluctuations, though this degeneracy is not necessary for the fluctuation contribution to the free energy to be appreciable. Examples include spin ice pyrochlores [15, 16] and frustrated antiferromagnets on the honeycomb lattice [17].

The main focus in this perspective is the application of order-by-disorder to metallic systems. The central philosophy is simple to state: modifications of the Fermi surface, for example by the introduction of some order parameter, modify the electron dispersion and as a result reconfigure the spectrum of low-lying excitations. This in turn shifts the zero-point energy (and entropy at finite temperature) of fluctuations. When fluctuations are large, this may self-consistently determine the Fermi surface. The similarity of this to the Casmir effect is clear, as is the importance of fermionic statistics. The Fermi surface self-consistently provides boundary conditions for the electrons via Pauli exclusion. One could say that particle-hole excitations induce generalised Casimir or Van der Waals forces between electrons. We first present these ideas in the context of the critical itinerant ferromagnets, where it was initially developed. We give both a heuristic presentation and an overview of a more formal field theoretical derivation, emphasising the close parallel with Villain’s order-by-disorder.

As in the classical case, the order-by-disorder approach reveals commonalities between effects that are difficult to appreciate from other perspectives. This can be particularly advantageous when trying to understand experiments. Measurement of the fluctuation spectra and appreciation of how it is altered by different types of order can lead directly to predictions of what types of instability a system is prone to, even in the absence of a detailed microscopic model. We discuss several developments of fermionic quantum order-by-disorder that were directly influenced by experiment.

The difference between spin-fluctuation theory focusing on forces, and fermionic quantum order-by-disorder focusing upon the free energy is one of perspective. Both encompass the same physics and, in circumstances where direct comparisons can be made, lead ultimately to the same equations. However, there are other methods — especially numerical — that can be used to analyse strongly correlated quantum systems. We illustrate the relationship that fermionic quantum order-by-disorder bears to them; its comparison to various ab initio techniques, the potential for future inclusion in density functional code, and agreement with Monte Carlo calculations for the itinerant ferromagnet. Finally, we discuss the prospects for near- and long-term development of the technique and how the broader application of the idea has resonance with ideas of fluctuation-induced geometry of entanglement structure and entropic gravity.

II. THE FERROMAGNETIC METAL

A. Simple Model and Historical Development

The simplest non-trivial fermionic model to which one can apply quantum order-by-disorder is that of electrons with a quadratic dispersion, $\epsilon_k = k^2$, and contact interaction, $g$:

$$\mathcal{H} = \sum_{k,\sigma} \epsilon_k \hat{c}_{k,\sigma}^{\dagger} \hat{c}_{k,\sigma} + g \int d^3x \hat{c}_{x,\uparrow}^{\dagger} \hat{c}_{x,\downarrow} \hat{c}_{x,\downarrow} \hat{c}_{x,\uparrow}, \quad (1)$$

with $\hat{c}_{k,\sigma}^{\dagger}$ a fermionic creation operator in position (momentum) space. Below, we take the spin label $\sigma = \pm$ corresponding to up- and down-spin relative to the local magnetisation. Despite its apparent simplicity, this model displays a remarkable range of different phenomena. Moreover, it finds direct realisation in cold atomic gases where atomic interactions are local. It is a good approximation to electrons in solids with a chemical potential near the bottom of a band so that the dispersion is approximately quadratic and where screening renders the effective Coulomb interaction between electrons short ranged — we shall discuss the effects of longer range interactions later.

A mean-field analysis allowing for the possibility of a finite magnetisation, $M = \sum_{\sigma = \pm} \sigma \langle \hat{n}_{x,\sigma} \rangle$, gives rise to the free energy

$$\mathcal{F}_{\text{MF}} = -\frac{1}{\beta} \sum_{k,\sigma} \ln \left( 1 + e^{-\beta (\epsilon_k - \sigma g M - \mu)} \right) + g \int d^3x M^2(x). \quad (2)$$

This is simply the Stoner model of ferromagnetism. It shows a second order transition between paramagnetic and ferromagnetic phases, the temperature of which varies with the interaction strength $g$ and which occurs at $\rho g = 1$ at zero temperature ($\rho_F$ being the density of states at the Fermi level).
FIG. 1. Phase Diagram of the Critical Ferromagnet: Quantum fluctuations in the vicinity of the putative quantum critical point drive a reconstruction of the phase diagram. In the vicinity of the tricritical point, where the transition becomes first order, an expansion of the Ginzburg-Landau function to quartic order is sufficient. Approaching zero temperature, the phase boundary is determined by singularities in the higher order terms of the expansion. Fluctuations drive a superconducting pairing in the $p$-wave channel by the same mechanism as the pairing in $^3$He. A novel pair density wave order is found in the region of the phase diagram where superconductivity and helimagnetic order overlap.

In his seminal paper on this model, Hertz\cite{18} realised that fluctuations in certain regions of the phase diagram are profoundly affected by quantum mechanics. This leads to behaviour in a different universality class to that of classical phase transitions; a class that Hertz termed quantum critical. Hertz extended the free energy given in Eq.(2) to an action for the dynamical magnetization field, the dynamics of which is given by the decay of magnons into particle-hole pairs, \textit{i.e.} Landau damping\cite{19}. This modification — and the assumption that the non-analyticity of the Landau damping does not extend to other terms under renormalization — yields power-law dependence of physical quantities on temperature that are characteristic of the quantum critical point\cite{18, 20, 21}. The presence of strong ferromagnetic fluctuations near to the zero-temperature limit of the phase transition can also lead to superconducting pairing in the $p$-wave channel, \textit{via} a mechanism translated from superfluid\cite{10, 11} $^3$He to metallic systems by Fay and Appel\cite{12}.

However, this story is not complete. It was first realised by Belitz, Kirkpatrick and Vojta\cite{22} that the Moriya-Hertz-Millis theory suffers from an internal inconsistency\cite{23} — the non-analyticity present in Landau damping propagates under renormalization to all terms in an expansion of the action\cite{22, 24–27}. This presages the fact that fluctuations in the vicinity of the quantum critical point are in fact so strong that they favour a reconstruction of the phase diagram in the vicinity of the quantum critical point. The Ginzburg-Landau function for the magnetization incurs non-analyticities in both the magnetization (of the form $M^3\log M$ in three dimensions and $M^3\log M$ in two dimensions) and its gradients (of the form $-|q| M^2$ in three dimensions and $-|q|^{3/2} M^2$ in two dimensions). These drive the transition into the ferromagnet first order and favour helimagnetic order at low temperatures in the vicinity of the quantum critical point.

It is natural to ask whether the first order ferromag-
net, helimagnet, and superconducting instabilities have a common cause. It is not at all obvious from the diagrams that they do [See Fig.2]. Moreover, it would be desirable to have a simple heuristic picture that allows one to anticipate the helimagnetic instability in advance of detailed calculation. As we shall see next, fermionic quantum order-by-disorder provides this unified description and has a simple heuristic interpretation.

B. Fermionic Quantum Order by Disorder

1. Heuristic Description

The essence of fermionic quantum order-by-disorder is to combine mean-field and fluctuation (zero-point or entropic/thermal) contributions to the free energy whilst self-consistently allowing for the possibility of additional order, such as helimagnetic or superconducting order. When the fluctuation contributions are large, they may provide the dominant contribution to the free energy and determine the state adopted by the system. In the case of the simple model given in Eq.(1), the leading fluctuation correction to the free energy is given by

$$F_{fl} = -2g_{eff}^2 \sum_{k_1...k_4} \frac{f_{k_1}^+ f_{k_2}^- (f_{k_3}^+ + f_{k_4}^-)}{\epsilon_{k_1}^+ + \epsilon_{k_2}^- - \epsilon_{k_3}^+ - \epsilon_{k_4}^-},$$

(3)

where the summation is taken over momenta such that $k_1 + k_2 = k_3 + k_4$. The electron dispersion for spin $\sigma$ is given, for example in the presence of helimagnetic order [See Fig.3] with pitch vector $q$, by $k = k + q \cdot k$, corresponding to the dispersion of an electron with wave-vector $k$ with spin up or down ($\sigma = +$ or $-$) relative to the helimagnetic background. A similar replacement is made in the mean field contribution, Eq.(2) and $f_k$ is the Fermi distribution function for occupation of this mode. We have also made a one-loop renormalization of the interaction $g_{eff}^2 = g - 2g^2 \sum_{k_k,k_4} \frac{1}{\epsilon_{k_1}^+ + \epsilon_{k_2}^- - \epsilon_{k_3}^+ - \epsilon_{k_4}^-}$ allowing for the leading order correction to the electron pair wavefunction.

The presence of the background helimagnetic order, $M_q$, modifies the mean-field dispersion of the electrons and hence the fluctuation corrections. These fluctuations turn the ferromagnetic transition first order[28] and ultimately drive helimagnetic order[29] at sufficiently low temperatures. This can be understood as follows: the second order correction to the energy involves the virtual excitation of pairs of particle-hole pairs — one spin-up particle-hole pair and one spin-down particle-hole pair — with total momentum zero. It turns out that the integral in Eq.(3) is dominated by particle-hole pairs with momentum near $2k_F$. The density of such excitations at low energy is enhanced by the presence of ferromagnetic or helimagnetic order (see Fig. 4). Since the second order perturbative correction is negative, this lowers the free energy and drives ferromagnetic or helimagnetic order in the region of the phase diagram where fluctuations contributions to the free energy dominate. Indeed,
The fermionic path integral is constructed for the partition function, the approximations used and their limitations. The connection that they reveal to the Moriya-Hertz-Millis theory is important here, aspects are of note because of the connection with the leading singular terms $M^4$ and $|q|^2 M^2$ both have coefficients proportional to $\log T$ [29]. This reflects the singularities found in diagrammatic analyses[22, 24–27]. At sufficiently low temperatures near the critical point, these effects win out and drive first order transitions and helimagnetic order. As temperature is lowered below this point, singularities at higher and higher order in $M$ and $|q|$ dominate[31]. At first glance, Eq.(3) appears to be a term in an expansion in the interaction strength. Obviously this is not the case as the free energy is a functional of the mean-field electron dispersion, which contains the interaction through its dependence upon $M$. In fact, the expansion is in $e^{-k_F \xi}$ where $\xi$ is a typical lengthscale of the interaction potential. As shown by Conduit and Keyserlink in Ref.[32], the fluctuation correction Eq.(3) contains a factor in its integrand given by the square of the Fourier transform of the interaction potential, $\left| V(k_1 - k_3) \right|^2$. Since the integrals in Eq.(3) are dominated by $|k_1 - k_3| \approx 2k_F$, these factors are proportional to $e^{-k_F \xi}$ where $\xi$ is a typical lengthscale of the potential. The mean field dispersion does not contain this exponential suppression of the interaction since the potential enters there with near zero momentum.

### 2. Path Integral Formulation

A formal derivation of Eqs.(2,3) from a path integral was presented in Ref.[33]. Whilst the full details are not important here, aspects are of note because of the connection with the non-interacting approximation, the operator $\hat{b}_q^{\dagger(y,p)} = \hat{c}_{(y,p)}^{\dagger}\hat{c}_{(y,q)}\hat{c}_{(y,p)}$ with $|q + p| > k_F$ and $|q| < k_F$ can be considered a bosonic creation operator for spin-$\sigma$ particle-hole excitations at momentum $q$ and additional internal index $p$. The mean-field Fermi surface provides a vacuum for these excitations. The propagation of these composite bosonic particles is not trivial — it is accounted for by precisely the electronic polarization loops that generate Landau damping. However, the interaction part of the Hamiltonian can be expressed simply and contains anomalous terms of the form $g \sum_q \sum_{p,k} \left[ \hat{b}_{q,(\downarrow,p)}^{\dagger} \hat{b}_{q,(\downarrow,k)}^{\dagger} + \hat{b}_{q,(\uparrow,p)}^{\dagger} \hat{b}_{q,(\uparrow,k)} \right]$, where the prime indicates the appropriately restricted summations over the momenta $p$ and $k$. It is evident that a Bogoliubov transformation is required to diagonalize the bosonic Hamiltonian, suggesting significant zero-point fluctuations and a groundstate of the form[35]

$$|\psi\rangle = \exp \left( \sum_{q,p} U_{q,p}\hat{b}_{q,(\downarrow,p)}^{\dagger}\hat{b}_{q,(\downarrow,k)}^{\dagger} \right) |MF\rangle$$

i.e. dressing the Fermi surface with pairs of spin-up and spin-down particles using a Hubbard-Stratonovich transformation. At this stage, the Moriya-Hertz-Millis approach (which decouples just the spin part of this interaction) would be to integrate out the electrons in favour of an effective theory for the Hubbard-Stratonovich spin field. Quantum order-by-disorder, makes a simple, but important modification to this. Anticipating the possibility of static magnetic or charge order, the zero- and finite-frequency parts of the Hubbard-Stratonovich fields are separated. The electrons (whose action is now quadratic) are then integrated out and the resulting effective action for the finite-frequency spin and charge fluctuations in the static background is truncated to quadratic order. Finally, the finite-frequency charge and spin fluctuations are integrated out to obtain a Ginsburg-Landau function for the spin field[34].

By organizing the calculation in this way, the comparison with Villain’s order-by-disorder[13] is transparent. Villain considered magnetic fluctuations about some mean-field classical background in an approximation that treated them as non-interacting. The resulting bosonic Hamiltonian could be diagonalized by a Bogoliubov transformation from which the zero-point energy (and entropic contribution to the free energy) was deduced. Here, by separating zero- and finite-frequency parts of the Hubbard-Stratonovich fields, the propagation of electrons is explicitly calculated in the presence of some static, background order, thus accounting (after integrating out the electrons) for the modification of spin and charge fluctuations that results. Expansion of the effective action of the finite-frequency fluctuations to quadratic order, similarly mirrors the non-interacting approximation.

Moreover, the following argument demonstrates that there are appreciable zero-point fluctuations: Within the non-interacting approximation, the operator $\hat{b}_q^{\dagger(y,p)} = \hat{c}_{(y,p)}^{\dagger}\hat{c}_{(y,q)}\hat{c}_{(y,p)}$ with $|q + p| > k_F$ and $|q| < k_F$ can be considered a bosonic creation operator for spin-$\sigma$ particle-hole excitations at momentum $q$ and additional internal index $p$. The mean-field Fermi surface provides a vacuum for these excitations. The propagation of these composite bosonic particles is not trivial — it is accounted for by precisely the electronic polarization loops that generate Landau damping. However, the interaction part of the Hamiltonian can be expressed simply and contains anomalous terms of the form $g \sum_q \sum_{p,k} \left[ \hat{b}_{q,(\downarrow,p)}^{\dagger} \hat{b}_{q,(\downarrow,k)}^{\dagger} + \hat{b}_{q,(\uparrow,p)}^{\dagger} \hat{b}_{q,(\uparrow,k)} \right]$, where the prime indicates the appropriately restricted summations over the momenta $p$ and $k$. It is evident that a Bogoliubov transformation is required to diagonalize the bosonic Hamiltonian, suggesting significant zero-point fluctuations and a groundstate of the form[35]

$$|\psi\rangle = \exp \left( \sum_{q,p} U_{q,p}\hat{b}_{q,(\downarrow,p)}^{\dagger}\hat{b}_{q,(\downarrow,k)}^{\dagger} \right) |MF\rangle$$

i.e. dressing the Fermi surface with pairs of spin-up and spin-down particles using a Hubbard-Stratonovich transformation. At this stage, the Moriya-Hertz-Millis approach (which decouples just the spin part of this interaction) would be to integrate out the electrons in favour of an effective theory for the Hubbard-Stratonovich spin field. Quantum order-by-disorder, makes a simple, but important modification to this. Anticipating the possibility of static magnetic or charge order, the zero- and finite-frequency parts of the Hubbard-Stratonovich fields are separated. The electrons (whose action is now quadratic) are then integrated out and the resulting effective action for the finite-frequency spin and charge fluctuations in the static background is truncated to quadratic order. Finally, the finite-frequency charge and spin fluctuations are integrated out to obtain a Ginsburg-Landau function for the spin field[34].

By organizing the calculation in this way, the comparison with Villain’s order-by-disorder[13] is transparent. Villain considered magnetic fluctuations about some mean-field classical background in an approximation that treated them as non-interacting. The resulting bosonic Hamiltonian could be diagonalized by a Bogoliubov transformation from which the zero-point energy (and entropic contribution to the free energy) was deduced. Here, by separating zero- and finite-frequency parts of the Hubbard-Stratonovich fields, the propagation of electrons is explicitly calculated in the presence of some static, background order, thus accounting (after integrating out the electrons) for the modification of spin and charge fluctuations that results. Expansion of the effective action of the finite-frequency fluctuations to quadratic order, similarly mirrors the non-interacting approximation.

Moreover, the following argument demonstrates that there are appreciable zero-point fluctuations: Within the non-interacting approximation, the operator $\hat{b}_q^{\dagger(y,p)} = \hat{c}_{(y,p)}^{\dagger}\hat{c}_{(y,q)}\hat{c}_{(y,p)}$ with $|q + p| > k_F$ and $|q| < k_F$ can be considered a bosonic creation operator for spin-$\sigma$ particle-hole excitations at momentum $q$ and additional internal index $p$. The mean-field Fermi surface provides a vacuum for these excitations. The propagation of these composite bosonic particles is not trivial — it is accounted for by precisely the electronic polarization loops that generate Landau damping. However, the interaction part of the Hamiltonian can be expressed simply and contains anomalous terms of the form $g \sum_q \sum_{p,k} \left[ \hat{b}_{q,(\downarrow,p)}^{\dagger} \hat{b}_{q,(\downarrow,k)}^{\dagger} + \hat{b}_{q,(\uparrow,p)}^{\dagger} \hat{b}_{q,(\uparrow,k)} \right]$, where the prime indicates the appropriately restricted summations over the momenta $p$ and $k$. It is evident that a Bogoliubov transformation is required to diagonalize the bosonic Hamiltonian, suggesting significant zero-point fluctuations and a groundstate of the form[35]

$$|\psi\rangle = \exp \left( \sum_{q,p} U_{q,p}\hat{b}_{q,(\downarrow,p)}^{\dagger}\hat{b}_{q,(\downarrow,k)}^{\dagger} \right) |MF\rangle$$

i.e. dressing the Fermi surface with pairs of spin-up and
spin-down particle-hole pairs.

C. Phase Reconstruction

The singular contribution of zero-point fluctuations to the free energy of the ferromagnet drives a rich variety of phases, even in the simple model of Eq.(1). As indicated in Fig. 1, these include a first order transition out of the paramagnetic phase at low temperatures, helimagnetic order, the coexistence with p-wave superconductivity, and also the possibility of spin-antisymmetric nematic order. Next, we will discuss how all of these can be accommodated within a fermionic order-by-disorder treatment. Including additional, experimentally relevant terms in the Hamiltonian can drive further effects, which we will turn to later.

1. 1st Order transition and Helimagnetism

**1st Order Transition:** Fluctuations generate a diverging negative contribution to the $M^4$-coefficient, which overcomes the positive mean-field contribution and drives the transition first order at a finite-temperature tricritical point (See Fig.1), as found diagrammatically[22]. As the phase boundary is followed to lower and lower temperatures, its position is determined by singularities at higher and higher powers of $M$. In order to track the transition faithfully down to zero-temperature, these increasingly singular contributions must be re-summed as in Ref.[31]. Note that the form $M^4 \log M$ at zero-temperature is non-analytical in $M$ which invalidates a conventional Ginzburg-Landau expansion. It does not however invalidate the self-consistent calculation of fluctuations at finite magnetisation employed in fermionic quantum order-by-disorder.

**Helimagnetism:** The fluctuation contribution to the free energy Eq.(3) also contains the seeds of helimagnetic order. Heuristically, the ferromagnetic distortion increases the low-energy phase space for pairs of particle-hole excitations with momentum near $2k_F$ and opposite spin. In fact, any spin anti-symmetric distortion will also enhance this low-energy phase space and be favoured by the resulting lowering of zero-point energy (see Fig.4).

These arguments can be made quantitative by noting that the free energy is a functional of the mean-field electron dispersion, $F \equiv F[\epsilon_k]$. Aside from a classical contribution $\int d^3x M^2$, the dependence upon the order parameter comes entirely from this dependence. The mean-field electron dispersion in the presence of a helimagnetic order $M_\mathbf{q} = M(\cos \mathbf{q} \cdot \mathbf{x}, \sin \mathbf{q} \cdot \mathbf{x}, 0)$ is given — for a quadratic bare dispersion of electrons — by $\epsilon_{k,M_\mathbf{q}}^2 = \epsilon_0^2 - \sigma \sqrt{[k \cdot \mathbf{q}]^2 + M^2}$, describing the propagation of electrons with momentum $k$ and spin parallel or antiparallel ($\sigma = +$ or $-$) to the background helimagnetic order. When the dispersion can be linearised at the Fermi surface, the pitch of the helimagnetism $\mathbf{q}$ enters as a directionally dependent magnetization on the Fermi surface. This implies that coefficients of $M^{2a}$ are proportional to those of $|\mathbf{q}|^{2b} M^{2(\alpha-\beta)}$. When the coefficient of $M^4$ becomes negative at the tricritical point, the coefficient of $|\mathbf{q}|^2 M^2$ also becomes negative indicating a minimum of the free energy at finite wave-vector and the formation of magnetisation at that wave-vector.

2. Superconductivity and Nematic Order

The analysis of how fluctuations drive the ferromagnetic transition first order was helped by the fact that the interaction had finite weight in the ferromagnetic channel. Instabilities such as superconductivity or spin anti-symmetric Pomeranchuk/nematic order do not have finite weight in the bare contact interaction considered in Eq.(1). It is well-understood diagrammatically how interactions may be generated in these channels[10]. An appealing picture of how spin fluctuations might drive p-wave superconductivity in a metallic ferromagnet was given in Ref.[36]: an electron induces a polarization cloud in the electronic fluid. The net energy of the polarization around two parallel spins is reduced when the clouds overlap. In essence this describes a reduction in zero-point energy upon the formation of Cooper pairs. One must think a little to recover the same effects in the fermionic quantum order-by-disorder approach[37]. The central idea is to calculate a generating function for the new type of order. For example, in the case of p-wave superconductivity in the ferromagnet, a term $\sum_\mathbf{k} \left( j_\Delta \theta_\mathbf{k} c_{\mathbf{k}+\mathbf{q}}^\dagger c_{\mathbf{k}-\mathbf{q}}^\dagger + c.c. \right)$ is added to the Hamiltonian, where $j_\Delta$ is a source field for the superconducting order parameter, $\Delta = \sum_\mathbf{k} \theta_\mathbf{k} c_{\mathbf{k}+\mathbf{q}}^\dagger c_{\mathbf{k}-\mathbf{q}}^\dagger$. The analysis then proceeds as before, diagonalising the quadratic parts of Hamiltonian and calculating the second order perturbation to the free energy. Diagonalisation of the Hamiltonian in the presence of these sources requires a Bogoliubov transformation, which modifies the interaction vertex. It is this modification that accounts for the generation of new interaction channels found in the diagrammatic analysis. Once the fluctuation corrections to the free energy have been calculated, a Legendre transformation gives the Ginzburg Landau function. A similar approach has been used to study spin-antisymmetric Pomeranchuk or nematic distortions of the Fermi surface[33].

A trick[37] may be used to calculate the Ginzburg-Landau function for continuous transitions: Adding and subtracting a term $\sum_\mathbf{k} \left( \Delta \theta_\mathbf{k} c_{\mathbf{k}+\mathbf{q}}^\dagger c_{\mathbf{k}-\mathbf{q}}^\dagger + c.c. \right)$ to the Hamiltonian. Diagonalising the quadratic parts of the Hamiltonian alongside the added $\Delta c_{\mathbf{k}}^\dagger c_{\mathbf{k}}$-term perturbatively, recovers the result of adding a source followed by Legendre transformation up to quadratic order. The saddle-point equations that result from this
analysis up to quadratic order are precisely the Eliashberg equations found in diagrammatic, spin-fluctuations calculations.

3. Commentary

Fermionic quantum order-by-disorder provides a complementary formulation of the physics embodied by diagrammatic analyses. Its alternative perspective unifies the particle-instabilities (such as first order transitions and the formation of helimagnetism) of the itinerant ferromagnet, and particle-hole instabilities such as superconductivity. In conventional, diagrammatic analyses, these effects are treated very differently, the former through non-analyticities of the Moriya-Hertz-Millis free energy, and the latter through spin-fluctuation generated pairing in the appropriate channel. The discussion above shows how these effects are borne out in a simple model.

The approach also provides more direct access to new phenomena. Just as in the case of classical, entropically-driven phase transitions, focussing upon the free energy of fluctuations directly can be very useful in deducing the possibility of other phases and instabilities before a detailed calculation has been performed. Knowing the spectrum of fluctuations and how they are affected by the introduction of certain order can be sufficient to predict the formation of new phases — even in the absence of a microscopic model. The formulation has the advantage that calculations follow directly from it. In the following section, we outline a number of developments to fermionic quantum order-by-disorder driven by unusual experimental observation.

III. EXPERIMENTALLY DRIVEN DEVELOPMENTS

The experimental systems to which fermionic quantum order-by-disorder can be applied fall into two main classes, ultra-cold atomic gasses and solid-state itinerant magnets. Experimental capabilities for these two types of system are very different, placing consequently different demands upon theoretical models.

A. Ultra-cold Atomic Gases

Ultra-cold atomic gases offer a pristine arena in which to study collective quantum phenomena. Interactions can be controlled with great precision by tuning Feshbach resonances, requiring accurate predictions from the-theory. Amongst the first applications of fermionic quantum order-by-disorder was to understand the ferromagnetic instability of cold fermionic atoms. Early predictions of the scattering length at which this would occur were crucially important[38, 39]. Moreover, since atomic gases are naturally in the canonical ensemble, without a mechanism to change the total spin of the gas, it is natural to consider systems with a fixed, spin imbalance[28, 40].

Of course, the study of atomic gases is not without its experimental difficulties. When tuned to positive scattering lengths, there is an unavoidable loss process[41, 42], which affected the first attempt to observe ferromagnetic behavior [43]. Subsequent experiments have focussed on the polaron limit [44] for which variational wavefunctions may be presented[45]. Going forward the cold atom gas offers a chance to explore not only ferromagnetism with the contact interaction, but also systems with interactions with an effective range [32], a two-dimensional gas [46], and a mass imbalance between up and down-spin particles [47].

B. Metallic Ferromagnets

Unlike ultra-cold atomic gases, for which precise quantitative predictions from realistic microscopic models are often desirable, in the solid-state we often require minimal models that capture the essence of new emergent phenomena. Fermionic quantum order-by-disorder has provided a good guide in a variety of cases. Ferromagnetic transitions are thought to be generically first-order at low temperature for precisely the reasons illuminated above and this behaviour has been seen in a wide range of materials including Sr_{1-x}Ca_xRuO_3 [48], CoO_2 [49], UGe_2[50] and URhGe [51]. Other cases in which fermionic quantum order-by-disorder has proved illuminating include:

Hard Axis Magnetism: In a few itinerant metals, such as YbRh_2Si_2 and YbNi_2P_2, hard axis magnetic susceptibility in the paramagnetic phase gives way to ferromagnetism along the hard direction in the ordered phase[52—55][56]. Whilst one can fit such behaviour with an insulating model of frustrated magnetism[57] it is more natural to understand it from the point of view of quantum order by disorder[58]. Establishing ferromagnetic order in the direction anti-favoured at the mean field level costs mean field energy, but leads to a flattened dispersion of low energy excitations and so lower fluctuation contribution to the free energy. When fluctuations dominate, this determines the direction of magnetic order — i.e. in the direction anti-favoured by mean field considerations (See Fig.5).

Partial order in MnSi: A similar argument can be used to explain the unusual partially ordered phase of MnSi[59, 60]. In this material, spin orbit coupling combined with the absence of inversion symmetry conspire
FIG. 5. Three experimental situations where the fermionic quantum order-by-disorder approach has proven fruitful, (a) **Hard axis magnetic order**: In materials such as YbRh$_2$Si$_2$ and YbNi$_2$P$_2$, hard axis magnetic susceptibility in the paramagnetic phase gives way to ferromagnetic order along this direction in the ordered phase. Fermionic quantum order-by-disorder captures this by an inversion of the magnetic anisotropic in the zero-point fluctuation contributions to the free energy. The figure indicates the phase diagram calculated for this effect in a simple itinerant model. (b) **Partial Order in MnSi**: A variety of explanations have been posited for the partial order in MnSi, including the incipient formation of Skyrmion lattices. Fermionic quantum order-by-disorder provides a relatively simple explanation; orienting the helimagnetic order in directions disfavoured in mean field (away from [111]) lowers the energy of fluctuations and is thus favoured when fluctuations are strong near the quantum critical point. The phase diagram indicates that this partial ordered phase occurs in the same region of the phase diagram as the helimagnetic phase of the simple model for the ferromanget. (c) **Helimagnetic Order in PrPtAl**: This material is one of the best examples so far for a fluctuation-induced helimagnetic phase. The figure summarises neutron (top) and x-ray (bottom) scattering data obtained from PrPtAl. This supports the notion that helimagnetic order appears in region of the phase diagram where quantum fluctuations are strong. The theory must be modified to incorporate the effects of local spins. After doing so, a range of thermodynamic and scattering measurements are accounted for by the model.

...to favour helimagnetic order, with a very long pitch [61–63]. Crystalline anisotropy further favours the pitch vectors lining up along the [111] directions. In the partially ordered phase near to the quantum critical point, neutron scattering shows a smooth distribution of orientations of the pitch vector over the sphere that if anything anti-favours the [111] directions with a slight increase in the pitch of the helimagnetic order. This behaviour arises naturally with a minimal modification of the ferromagnetic Hamiltonian, Eq.(1), that allows for the Dzyaloshinskii-Moriya spin orbit coupling and fluctuations (See Fig.5). Directing the helimagnetism away from the mean-field favoured directions flattens the dispersion of excitations, lowering their zero-point energy.

**Fluctuation-induced helimagnetism**: The experimental search for fluctuation-induced helimagnetism has proven more difficult. Whilst there is circumstantial evidence for it in ZrZn$_2$[64] and NbFe$_2$[65], this has not been conclusive. Indeed, it was noted in Ref.[66] that the fluctuation-induced helimagnet might be rather susceptible to the effects of disorder, possibly explaining the apparent spin glass behaviour in the region of the phase diagram of CeFePO(Ref.[67]) where helimagnetism might otherwise be predicted. More recently, two materials have emerged as compelling candidates for the emergence of fluctuation-induced helimagnetic order, PrPtAl[68] and LaCrGe$_3$[69, 70]. To capture the properties of PrPtAl, the simple model of Eq.(1) must be supplemented with local spins. A range of thermodynamic and scattering measurements are accounted for by the predictions of quantum order-by-disorder (Fig.5).
The physics underlying fermionic quantum order-by-disorder is very general and is expected to find application far beyond the itinerant ferromagnet to which it has initially been applied. For example, the spin-triplet nematic state first proposed in [71] and studied in a simple model by a number of authors[72–82] was first shown to have its transition driven first order by fluctuations in Ref.[83]. It was later shown [84], using fermionic quantum order-by-disorder, that in fact fluctuations promote the formation of a new phase near to the quantum critical point that intertwines magnetic modulation and d-wave orbital order in a continuum version of bond density wave order (see Fig.6). These unusual phases have some intriguing observable consequences. For example, whereas the static spin-triplet nematic responds to a uniform magnetic field by generating an anisotropic strain [81], the triplet d-density wave generates a spatially modulated strain. This offers new possibilities for experimentally isolating multipolar order.

C. Experimental Prospects — Beyond the Ferromagnet

The interplay of fluctuations with band effects is of particular importance in real-life systems. The band dispersion itself may lead to phase reconstruction in some ways similar to that caused by fluctuations driving transitions first order when the Wolfairth-Rhodes criterion is satisfied [85] or leading to spin-antisymmetric nematic or spin density wave due to weak nesting as found in Sr$_3$RuO$_3$[86, 87]. A proper account of this interplay has not yet been given, though a preliminary analysis was presented in [88]. The extreme of such interplay occurs in the critical antiferromagnet in which spin fluctuations are thought to drive d-wave superconductivity [89–91], and in which the subtle interplay of band effects and spin fluctuations still leaves open questions. Analysis using fermionic quantum order-by-disorder may be useful [92].

A range of other systems of experimental interest may also be analysed using fermionic quantum order-by-disorder. For example, the lattice Dirac fermions found in graphene harbour a number of instabilities that might be captured in this way [93–95]. Similarly, the gradual addition of new features, such as spin-orbit coupling, topological band structure etc., to the toy Hamiltonian, Eq.(1) might reveal new and unusual features. The possibilities are very rich and best explored in concert with experiment.

IV. RELATION TO OTHER APPROACHES

As we have emphasised, fermionic quantum order-by-disorder provides a complementary view on the role of fluctuations in forming exotic quantum phases. We have emphasised the relation to spin-fluctuation theories and — in the application to the itinerant ferromagnet — non-analytic extensions of Moriya-Hertz-Millis theory. There are a variety of other approaches to which it is related in spirit, and it is worth mentioning some of them here.

A. QOBD vs DFT, DMFT and Kadanoff-Baym

Whilst analytically tractable models play an important role in the qualitative understanding of new phenomena, sometimes numerically precise predictions are needed, particularly when guiding experiment through a delicate balance of competing possibilities. Though progress has been made towards first principle calculations [96, 97],
presently, the calculation of fluctuation-induced effects, such as superconductivity, is carried out in parallel with \textit{ab initio} band structure calculations; the latter providing spin susceptibilities that are used in field theoretical calculations. It would be appealing if these calculations could be performed in concert. QOBD suggests a natural way to do so. It sits naturally in the framework described in Ref.\cite{98}, which places density functional theory, dynamical mean field and Baym-Kadanoff theory in the unified context of Legendre transformation of an appropriate generating functional. The potential for systematically including these effects into \textit{ab initio} codes has great promise.

Fermionic quantum order-by-disorder is essentially a restriction of Baym-Kadanoff theory where the variational parameter — the Green’s function — is itself characterised by a restricted set of parameters given by the order parameters of the fields that we wish to study. Indeed, the additional fluctuation corrections resulting from the inclusion of superconducting order (see Ref.\cite{37} where these results are obtained as outlined in Section III C), are essentially the modifications to the density functional used for \textit{ab initio} calculations of electronically mediated superconductivity in Refs.\cite{96,97}. This presents broader possibilities for the inclusion of novel order, such as spin-antisymmetric nematic order, in density functional code. If successful, this would complement the analytical description of minimal models with numerical accuracy when applied to real materials, and would be a potentially fruitful avenue of future study.

### B. Functional Renormalisation Group

Fluctuations-driven ordering phenomena are naturally captured in renormalisation-group (RG) approaches. As discussed previously, certain instabilities are not directly supported by short range Coulomb repulsion, but fluctuations renormalise the low-energy theory and generate (at one-loop order) new interaction vertices that support the instability. The \textit{p}-wave superconductivity in metallic ferromagnets\cite{10} is a good example. A more recent example are the spin-fluctuation driven nematic and superconducting instabilities of iron-based superconductors \cite{99,100}. That the same physics can be described by the QOBD mechanism \cite{37} shows the close relation between the two approaches.

The functional renormalization group (fRG) is, in principle, an exact method that can be applied to both bosonic \cite{101} and fermionic \cite{102} systems. A comprehensive summary can be found in the review by Salmhofer \cite{103}. Instead of the scale dependence of a finite number of coupling constants, fRG keeps track of the full momentum and frequency dependence of the single-particle Green function and interaction vertices. It is a flexible and unbiased tool to study scale dependent behavior in electron systems, e.g. competing magnetic, charge, and pairing instabilities and the interplay between electronic excitations and order-parameter fluctuations. One of the main advantages of the fRG-based one-loop computation of the two-particle vertex, compared to other weak-coupling approaches, is that particle-particle and particle-hole channels are treated on an equal footing, without artificial bias towards a particular channel of instability \cite{102}.

Practical implementations require approximations. Since the flow of a given vertex depends upon higher-order vertices, the effective action must be truncated at some order. Moreover, an infrared cut-off $\Lambda$ that serves as RG flow parameter needs to be introduced in the free-fermion action. Typical choices are a momentum cut-off that defines a small region around the Fermi surface, similar to the Wilsonian RG approach to interacting fermions \cite{104–107}, or a frequency cut-off. Once self-energy effects are taken into account, the Fermi surface is usually deformed in the course of the RG flow. Using a frequency cut-off has the advantage that it does not interfere with Fermi-surface deformations and that particle-processes with small momentum transfer are captured smoothly by the flow \cite{108}. Finally, numerical integration requires a discretisation of the fRG equations — usually achieved by introducing a mesh in momentum space. Because of this, subtle changes associated with the onset of an exotic order parameter could be missed. For example, the fluctuation-driven helical magnetic order close to ferromagnetic quantum-critical points has a very large periodicity, corresponding to very small Fermi-surface deformations.

Because of the computational complexity, fRG has so far only been successfully applied to one- and two-dimensional electron systems. In this context, it is interesting to mention that early fRG studies of graphene-type systems predicted a topological quantum spin-Hall state for strong next-nearest neighbor interactions \cite{109}. More recent fRG studies with a much higher momentum resolution, however, show that this transition is pre-empted by the formation of a three-sublattice, charge-modulated state \cite{110}. It would be interesting to determine the predictions that QOBD makes for this system. While the fRG equations in their full form are exact, the commonly used truncation schemes restrict their applications to the study of weak-coupling instabilities. At present it remains an open question which truncation schemes of the fRG equations are required to study the full range of fluctuation-driven ordering phenomena captured by the QOBD mechanism.

### C. Monte Carlo

The exquisite precision of experiments on ultra-cold gases alluded to in Section IV. A, places exacting demands upon theoretical predictions. Precise determination of scattering lengths (the preferred measure of interaction strength) at which phase transitions and instabilities occur must be met with similarly precise calcu-
lations. Various quantum Monte-Carlo calculations have been performed to achieve this — in broad agreement with QOBD.

Quantum Monte Carlo [111] provides an accurate numerical method to probe the effects of quantum fluctuations in strongly correlated systems. The method not only offers a complementary analysis underpinned by different approximations to the QOBD formalism, but also a precise level of control over the Hamiltonian and in particular the interaction potential. The starting point for fermionic systems is a Slater-Jastrow trial wavefunction [111], \( \psi = e^{i D_{\uparrow} D_{\downarrow}} \). Here \( D_{\{\uparrow, \downarrow\}} \) is a Slater determinant of the up-/down-spin particle plane-wave states corresponding to the non-interacting ground state, and ensures the correct fermion antisymmetry. Different polarizations are addressed by changing the number of up-/down-spin particles in their respective determinants. \( J \) is a Jastrow factor that contains additional variational terms in particle-particle separation [112], \( J = \sum_{n, i, j} \alpha_{n, \sigma_i, \sigma_j} (r_i - r_j)^n \). In Variational Monte Carlo the parameters \( \{ \alpha_{n, \sigma_i, \sigma_j} \} \) are optimized to minimize the ground state energy. Further refinement of this wavefunction is can be obtained using Diffusion Monte Carlo; an accurate Green’s function method that gives the correct scattering properties, and which does not harbor a bound state, allowing it to be used in a variationally [115].

Most ultra-cold gases have contact interactions with zero effective range. These are characterised by the scattering phase shift \( \delta \), which can be related to the scattering length \( a \geq 0 \) according to \( \cot \delta(k) = -1/(ka) \) (for a zero-range interaction). Several different approaches have been used to capture such interactions in Monte-Carlo: i. An explicitly repulsive top hat potential [29]. The strength and radius of the top hat can be adjusted to give zero effective range at the cost of introducing higher order terms in the scattering phase shift [46]. ii. The contact interaction limit can be reached by using an attractive interaction potential with short range [113, 114]. However, this potential harbors a bound state. To avoid the system entering the bound state the trial wave function must be restricted to have no variational parameters, meaning that the ground state cannot be reached. iii. The short range behavior of the wave function induced by the contact interaction can be directly imprinted upon the Jastrow factor [113]. However, this gives incorrect scattering properties in the \( \ell \geq 1 \) scattering channels. Notwithstanding these subtleties, it has proven possible to extract a general, transferable pseudopotential that gives the correct scattering properties, and which does not harbor a bound state, allowing it to be used in a variationally [115].

The Quantum Monte Carlo approaches have been used to confirm the presence of a first order transition and helimagnetic phase [29]. Moreover, these results have also been used to define density functional [116], thus fulfilling part of the aim of bringing QOBD effects into the realm of density functional theory. These results provide independent verification of the QOBD approach: they include all possible correlations, and deliver a ground state restricted only by the fixed node approximation. The Quantum Monte Carlo approach also offers access to two important extensions: the consequences of effective range interactions [32], two-dimensional geometry [46], and different masses for the spin-up and spin-down particles [47]. However, the numerical calculations are performed in a finite sized system and so cannot capture all long wavelength fluctuations.

V. BROADER PERSPECTIVE AND CONCLUSIONS

Fermionic QOBD has had a number of successes — particularly in its application to ferromagnetic metals. Development of the method to improve its range and accuracy of application suggests several near- and medium-term goals.

Near-term goals might include considering the formation of phases near the quantum critical points of different background order — we discussed above extensions of the original application to ferromagnetic order to spin-anti-symmetric nematic order and anti-ferromagnetic order. Charge density wave order is another interesting possibility. However, the possibilities for QOBD effects to operate in bands with non-trivial topological order is perhaps more intriguing. Implicit in the latter is the effect of more intricate band structure and spin-orbit coupling. Conventional band structure can itself generate instabilities towards different types of order through nesting and other features in the density of states. A systematic way to treat these alongside fluctuations does not yet exist. Addition of more ingredients in this way makes assessment of which effects win out more and more delicate — a systematic, numerical way to accommodate this (for example by inclusion in density functional theory) alongside analytical calculations for minimal toy models is desirable.

Beyond these considerations, the inclusion of new types of instabilities and exotic order presents a number of medium-term goals. The description of local critical fluctuations[117] from this perspective and indeed whether Mott physics can be accessed by QOBD raise important questions. There is some hope for the latter given the similarities between QOBD and the description of the Mott physics using dynamical mean field theory. Indeed a rather direct translation of the simple Landau theory developed in Ref.[118] may indeed be able to reexpress the Mott transition in terms of QOBD.

Unconventional order such as that found in gapless spin-liquid phases presents even greater challenges[119]. The fermionic version of QOBD might possibly be applied to understand instabilities of the spinon-fermi surface. In its wider application there have been recent hints that QOBD might be useful to understand deconfined quantum criticality in terms of fluctuation-induced transitions in entanglement structure[120–122]. The \( 1/N \)-effects of fluctuations in anti-ferromagnets[123] can be
reframed as a zero-point energy breaking the degeneracy amongst a set of states with different entanglement structure[122]. This brings us full circle to the work of Villain[13] and shows that his perspective can be used to understand a large range of phenomena. This broader perspective is closely aligned to one of the most fascinating developments in fundamental physics; the notion that gravity itself might be an entropic force[124–126] emerging from zero-point fluctuations. The idea being that gravity itself might be an entropic force[124–126] directly be turned to concrete calculation. It is an idea whose ramifications have yet to be fully realised.

Quantum order-by-disorder is one amongst many perspectives from which to view strongly correlated quantum systems. Each perspective privileges a particular way to proceed. In some cases, QOBD allows a particularly simple, heuristic picture of the physical processes promoting certain collective behaviour, one that can very directly be turned to concrete calculation. It is an idea whose ramifications have yet to be fully realised.
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