An automatic method for assembling a large synthetic aperture digital hologram
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Abstract: A major issue so far for digital holography is the low spatial resolution generally achieved. The numerical aperture is limited by the area of currently available detectors, such as CCD sensors, which is significantly lower than that of a holographic plate. This is an even more severe constraint when IR sensors such as microbolometers are taken into account. In order to increase the numerical aperture of such systems, we developed an automatic technique which is capable of recording several holograms and of stitching them together, obtaining a digital hologram with a synthetic but larger numerical aperture. In this way we show that more detail can be resolved and a wider parallax angle can be achieved. The method is demonstrated for visible as well IR digital holography, recording and displaying large size objects.
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1. Introduction

In digital holography (DH), the film material used in analog holography is replaced by an electronic matrix detector capable of recording in a wider spectrum, from deep UV to far IR [1,2]. Together with many advantages, this implies also some drawbacks, both in microscopy configuration [3] and for 3D imaging and displaying of macroscopic objects [4]. The size of pixels restricts the field of view, while the limited size of the detector bounds the resolution of the reconstructed holographic image.

Holograms in the visible range are mainly acquired with charged coupled devices (CCD) or complementary metal-oxide semiconductor (CMOS) cameras. The area of their sensor is generally no larger of some Mpixel. In the infrared range this limit is much higher since their size in generally less than 1 Mpixel.

In the study reported in this paper, we managed to increase the synthetic aperture of our system by scanning a larger hologram (the interference light field generated by the object and the reference waves in the hologram plane) with a small matrix detector and stitching together the single holograms acquired. The stitching is performed in an automatic way based on registration of the overlapping portions of neighboring holograms.

Registration is the determination of a geometrical transformation that aligns points in one picture with corresponding points in another picture. Often, the registration is performed manually or in a semi-automatic way, by a user iteratively setting the parameters of the geometrical transformation. However, this approach is time consuming and can give subjective results. In this paper an automatic registration technique, based on computation of the mutual information, is applied to obtain the synthetic hologram.

In the last years, different approaches have been tested to increase the NA of the optical system in order to get super-resolution. Alexandrov et al. were able to increase the resolution by rotating the sample and recording a digital hologram for each position in order to capture the diffraction field along different directions [5]. A different approach was proposed by Kuznetsova et al. who rotated the sample with respect to the optical axis in order to re-direct the rays scattered at wider angles into the aperture of the optical system, thus going beyond its diffraction limit [6]. Mico et al. proposed and demonstrated a method for enhancing the resolution of the aperture limited imaging systems based on the use of tilted illumination and common-path interferometric recording [7]. Martinez-León and Javidi translated the camera by a few microns in order to increase both the spatial resolution and the sampling in the
recoding process [8]. Synthetic-aperture was gained with on-axis digital heterodyne holography by LeClerc et al. [9] while a combination of aperture synthesis and phase-shifting DH was developed by Binet et al. [10]. Hennely et al. superimposes different digital holograms of the same 3-D object, accomplished by rotating the input object wavefield either by rotation of the object (it is 2-D) or by rotation of a mirror that is placed between the object and the CCD [11].

Moreover, super-resolved images can be obtained simply using a 1D diffraction grating [12] or a 2D tuneable phase grating [13] that allows one to collect parts of the light diffracted from the object that otherwise would fall outside the CCD. Different digital holograms, according to the grating geometry, are spatially multiplexed onto the same CCD array, and the super-resolved images are obtained by the numerical reconstruction. Moreover, in Ref. [14] it is demonstrated that the spatial frequencies are naturally self-assembled in the reconstructed image plane when the NA is increased synthetically at its maximum extent of three times.

Finally, other methods were presented which are based on the shift of the CCD to different positions in order to improve the system’s resolution [15–17]. However, only Gyimesi et al. [16] obtain the synthetic aperture hologram by directly stitching the acquired holograms, while Massig and Mico et al. first transform from spatial to frequency domain and then aptly process the obtained images, by selecting only specific portions and so on, thus requiring some skilled user interaction. Gyimesi and coworkers apply a correlation approach; however, these methods, least-squares matching algorithms [18] or feature-based approaches [19,20] are not always applicable to align and stitch speckle holograms, due to the few distinctive patterns they present in the spatial domain, resulting in noisy images. By practical tests we demonstrated they will not converge to the correct solution. Moreover Gyimesi and coworkers specify that the obtained accuracy is about 1–2 pixels, which is similar to what is obtained manually and sometimes is not enough to increase the resolution, as shown later in this paper. On the contrary, here we propose a new automatic technique which is capable of stitching together several speckle holograms with the aim to construct a synthetic digital hologram, thus increasing considerable the numerical aperture and demonstrating that a wider parallax angle can be achieved. The method is applied for visible wavelengths as well as demonstrated for the first time, at best of our knowledge, in the far IR spectrum.

2. Experimental setup

As test objects we use different statuettes, of which holograms are acquired by means of two different laser sources, a visible and an infrared one [21]. In Fig. 1 a sketch of the recording setups is shown.

Fig. 1. Sketch of the experimental setup used to acquire the statuettes’ holograms: BS (beamsplitter), L1 and L2 (lenses), M1 and M2 (mirrors).

The infrared laser is a CW CO₂ laser emitting at 10.6 μm. The laser operates on the fundamental TEM₀₀ mode at about 110 W of emission power. As visible laser we use a DPSS laser emitting at λ=0.532 μm. The beam is divided by a beam splitter (BS) into two beams with different propagation direction: an object beam, composed of the 80% of the incoming intensity, and a reference beam, composed of the remaining 20% of intensity. The object beam is expanded by a lens (L₂) in order to cover entirely the object surface. The reference
beam is redirected toward the thermal camera and expanded by a lens (L1), and then interferes with the light scattered by the object. The IR holograms are recorded by means of a thermal imaging camera (Miricle Thermoteknix 307k) with 640 × 480 pixels and 25 μm pixel pitch, while the visible holograms are acquired by a CCD camera with 1024 × 1024 pixels, 4.4 μm in size. The cameras were fixed on two translation stages (horizontal and vertical direction) in order to move them manually of relatively precise step values (shorter than the sensor dimensions) and collect a set of shifted and super-imposable images of the interferometric pattern obtained.

3. Description of the “image registration” algorithm

As already stated, an image registration algorithm aims at determining the parameters of a geometrical transformation mapping points in one picture, the reference (or target) one, with corresponding points in another picture, the sensed (or template) one [22,23]. There are several proposed methods and many ways of classify them. One of the most interesting classification of these algorithms is the one based on the basis, i.e. the set of points or features that are involved in the registration task [22]. According to this, registration methods can be classified in point-based methods, surface-based methods and intensity-based methods. In point-based methods, a certain number of corresponding positions are a priori identified, by manual selection or by external superimposition, over both the to-be-registered images; the registration process seeks the displacement between these points. The surface-based methods determine which are the corresponding areas (instead of points) in the two images and try to find the transformation that best aligns these surfaces; in this case, the appropriate zones need to be correctly identified. Finally, the intensity-based methods calculate the transformation using all pixel values, with no reference to distinctive points or surfaces, through an iterative optimization of a similarity measure computed over two images. One of the advantages of intensity-based algorithms is that it need less user interaction compared to other methods. Within this class, one of the most interesting methods is the one based on the maximization of the mutual information (MMI) [24], that has shown excellent results compared to previously proposed methods, such as point-based or surface-based, which can often fail if there is an inherently difference of the image structures and tone dynamics. Moreover, this method is automatic, and does not need any preprocessing.

3.1 MMI-based “image registration”

Mutual information (MI), a basic notion of information theory, represents a measure of the amount of information that one image contains about the other one. The MMI approach states that MI between two images is maximum when the images are correctly registered. Given two images X and Y related by the geometric transformation $T_\alpha$ with parameters $\alpha$ such that the pixel $p$ of X with intensity value $x$ correspond to the pixel $T_\alpha(p)$ of Y with intensity value $y$, their mutual information is

$$I(X, Y) = \sum_{x,y} p_{xy}(x,y) \log \frac{p_{xy}(x,y)}{p_x(x) \cdot p_y(y)}$$  \hspace{1cm} (1)$$

where $p_{xy}(x, y)$ is the joint distribution, $p_x(x)$ and $p_y(y)$ the marginal ones. The mutual information registration criterion affirms that the images are geometrically aligned by the transformation $T_{\alpha^*}$ where

$$\alpha^* = \arg \max_\alpha I(X, Y)$$  \hspace{1cm} (2)$$

Estimates for the joint and marginal distributions can be obtained by simple normalization of the joint and marginal histograms of the overlapping parts of both images [25]. The joint histogram $h_{xy}(x, y)$ is obtained by binning the pixel intensity value pairs $(X(p),Y(T_\alpha(p)))$ for all the pixels in the overlapping region of X and Y. Since very often the registered pixel position $T_\alpha(p)$ will not coincide with a grid position, an interpolation of the reference image will be required to obtain the pixel value $Y(T_\alpha(p))$. Next, the following distributions can be
estimated:

\[ p_{x\alpha}(x, y) = \sum_{x', y'} h_{\alpha}(x', y') \]

\[ p_{x\alpha}(x) = \sum_{y} p_{x\alpha}(x, y) \] \hspace{1cm} (3)

\[ p_{y\alpha}(y) = \sum_{x} p_{x\alpha}(x, y) \]

By using these values in Eq. (1) it is possible to derive the Mutual Information \( I(\alpha) \), whose maximization will give us the optimal registration parameter \( \alpha^* \).

### 3.2 Implementation issue

First of all, the implementation of the registration algorithm is strictly dependent on the geometrical transformation model we are referring to. In our case, we consider that the transformation the image can undergo is an affine transformation [22]. In general, an affine transformation is composed of linear transformations \( L \) (rotation, scaling or shear) and a translation (or "shift"):

\[ \bar{x}' = L\bar{x} + \bar{t} \] \hspace{1cm} (4)

where the coordinate vector of a single point \( \bar{x} \) is transformed in another point \( \bar{x}' \) by the transformation \( \bar{t} \), that is the translational displacement,

\[ \bar{t} = \begin{bmatrix} t_x \\ t_y \end{bmatrix} \] \hspace{1cm} (5)

and by a linear transformation that can be composed by a rotation \( R \), with a rotation matrix (a 2 by 2 matrix)

\[ R = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \] \hspace{1cm} (6)

and by a scaling \( S \), with a diagonal matrix \( S = diag(s_x, s_y) \), whose elements represent the scaling factors along the two axes. In the simpler condition of isotropic scaling, as we assume, \( s_x = s_y = s \); thus, the previous equation, Eq. (4), can be simplified in the following:

\[ \bar{x}' = sR\bar{x} + \bar{t} \] \hspace{1cm} (7)

where \( s \) is a scalar value.

In our implementation, thus, the geometric parameters are \( \alpha = [t_x, t_y, \theta, s] \).

Introducing the \( \theta \) and the \( s \) parameters allows us to cope also with some challenging occurrences, as reported by Gyimesi et al., showing how holograms can suffer from distortions which are excluded in the method they propose. The optimization process looking for the maximum of MI is here an heuristic search procedure, in which the 4 scalar parameters are iteratively changed by small amounts in order to find the maximum value. Another important issue to be taken into account is the fact that, in general, the modified pixel position \( T_\alpha(p) \) will not fall into a point of the pixel grid, so that an interpolation will be required to obtain the pixel intensity value \( Y(T_\alpha(p)) \). Several interpolation methods can be used. We implemented the trilinear (TRI) interpolation algorithm [26], that computes the intensity value of the interpolated pixel \( T_\alpha(p) \) as a weighted sum of the intensity values of the four nearest neighbors \( n_i \) (\( i = 1, \ldots, 4 \)); the joint histogram \( h_{\alpha} \) is then incremented according to this computed value, as described:

\[
\sum_i w_i(T_\alpha(p)) = 1
\]

\[ Y(T_\alpha(p)) = \sum_i w_i \cdot Y(n_i) \] \hspace{1cm} (8)

\[ h_{\alpha}(X(p), Y(T_\alpha(p))) = +1 \]
4. Experimental results

In this section we show some of the experimental results obtained by applying the implemented MMI-based registration algorithm in order to stitch IR and visible holograms, in challenges cases.

We acquired several neighboring holograms shifting the camera both vertically and horizontally in a meandering path, with an unknown number of overlapping pixels in both directions. No preprocessing was applied to the images so obtained. Since the developed algorithm accepts as input 2 images at a time, the images were firstly joined in couples and then the two resulting images were joined together. The whole procedure was fully automated.

In Fig. 2 we show the numerical reconstruction of a single (640 × 480 pixels) and a stitched hologram (1590 × 1500 pixels) of the Perseo statuette. The stitched hologram is obtained joining 4 × 3 single holograms. The resolution improvement in the reconstructed image is clearly visible. In order to evaluate the outcome of our algorithm with what is achievable with some others methods described in literature, we plotted the MI values obtained for a number of values of the tx and ty parameters, and we then compared their distribution with what achieved by replacing the MI with the Cross Correlation (CC) within the algorithm. In Fig. 3 we show the 3D plot of the normalized values of MI (a) and of CC (b) achieved as a result of a registration procedure, over a number of overlapping positions, obtained by changing the tx and ty parameters. In case the MI is applied, a clear best match appears, which corresponds to the optimal registration value; on the other hand, in case CC is applied, a number of local maxima, with close values are present, among which the global maximum is determined by random local noise.

In order to check whether the improvement was mainly due to the increase of number of pixel in the hologram, or to the proper assembly of the single holograms, we compared in Fig. 4 the results of the numerical reconstructions of a stitched hologram, obtained by correctly, i.e. by means of the proposed algorithm, superimposing the overlapping areas of 4

Fig. 2. Numerical reconstructions of a single (a) and a stitched hologram obtained joining 4 × 3 single holograms by the proposed algorithm (b).
neighboring IR holograms of a “Perseus” statuette (a), and by joining them manually, i.e., by a skilled operator superimposing their overlapping areas using an image editing software tool (b). It clearly appears an improvement, in the level of detail which is achieved by using our algorithm, demonstrating that a not perfect alignment severely compromises the final output quality.

Although less severe, the same problem as far as resolution of the acquired hologram is also true for the visible range, when a digital camera is employed. In order to test the algorithm also in this case, we acquired, using a CCD camera, also 4 holograms in a 2×2 pattern both in horizontal and in vertical direction. One of the four acquired visible holograms is illustrated in Fig. 5a, while the joint hologram is illustrated in Fig. 5b. Figure 5c shows a picture of the object used in this case, that is the statuette of Adriano emperor. In Fig. 6 it is possible to compare the result of the digital reconstruction of a single hologram (Fig. 6a) and
the one of the joint hologram (Fig. 6b). A definite improvement is present in case a joint hologram is used. In principle there is no limit to the number of holograms which can be used by the algorithm. The main limit resides in the possibility of having an opportunely large hologram.

In the case of IR holograms, thanks to the high emission power of our CO₂ laser, we obtain a large hologram, so that many holograms can be acquired and stitched together. In fact, in Fig. 7 (a) it is shown the synthetic hologram obtained by means of the proposed software, stitching together 3 × 7 single holograms. In Fig. 7(b) and Fig. 7(c) its numerical reconstructions at two different distances, 515 mm and 505 mm, are shown. Looking at these images, it is clear that, thanks to the increased numerical apertures of the synthetic hologram, the depth of focus is decreased. In fact, in Fig. 7 (b) the inscription is more visible in respect to Fig. 7 (c) where, on the contrary, the neck and the ear are in good focus. If we look at the reconstruction of a single hologram at these two different distances, no focus differences appears, as shown in Fig. 8, because of the low numerical aperture and the consequent high depth of focus.

Another consequence of the increased numerical aperture is the possibility to display a wider parallax angle. In our case, the increasing in horizontal parallax is more evident, because the dimension of the stitched holograms is 3624 × 1468, 5.66 × 3.06 times the while the single one which size is 640 × 480. [Media 1] shows the sequence of the numerical reconstruction of the left and right part of the stitched hologram. Then, seven 1920 × 1080 holograms has been extract from the stitched hologram and has been displayed sequentially
by means of a spatial light modulator. The obtained optical reconstructions has been acquired by another CCD and are shown in Media 2 [21] (Fig. 9).

Fig. 7. (a) synthetic hologram obtained stitching together 3 × 7 single holograms and its numerical reconstructions at two different distances, 515 mm (b) and 505 mm (c). The increasing of the numerical aperture implies a decreasing of the depth of focus.

Fig. 8. Single IR hologram (a) and its numerical reconstructions at two different distances, 515 mm (b) and 505 mm (c). Because of the low numerical aperture no differences in the two images is visible.
Fig. 9. (a) Frame of the movie showing the numerical reconstruction of the left and right part of the stitched hologram, (b) frame of the movie displaying sequentially seven 1920 × 1080 holograms extracted from the stitched hologram.

5. Conclusion

We presented an automatic technique capable of stitching together several speckle holograms, in order to obtain a larger synthetic hologram with higher numerical aperture. The algorithm allows high accuracy with limited computational costs. The method works well for digital hologram recorded both in the visible and in the IR range. Alongside with a perceptible improvement in the resolution, that allows to visualize more details, the numerical reconstruction of such hologram presents a decreased depth of focus. Moreover, a wider parallax angle can be displayed, and can be advantageously used with a spatial light modulator.
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