Realising and compressing quantum circuits with quantum reservoir computing
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I. ABSTRACT

Quantum computers require precise control over parameters and careful engineering of the underlying physical system. In contrast, neural networks have evolved to tolerate imprecision and inhomogeneity. Here, using a reservoir computing architecture we show how a random network of quantum nodes can be used as a robust hardware for quantum computing. Our network architecture induces quantum operations by optimising only a single layer of quantum nodes, a key advantage over the traditional neural networks where many layers of neurons have to be optimised. We demonstrate how a single network can induce different quantum gates, including a universal gate set. Moreover, in the few-qubit regime, we show that sequences of multiple quantum gates in quantum circuits can be compressed with a single operation, potentially reducing the operation time and complexity. As the key resource is a random network of nodes, with no specific topology or structure, this architecture is a hardware friendly alternative paradigm for quantum computation.

II. INTRODUCTION

While conventional computers rely on predetermined algorithms for performing tasks, computers based on artificial neural networks are flexible and can learn from example in analogy to a biological brain. Their resilience allows them to be versatile in applications and adaptive to practical situations. For instance, artificial neural networks are used across disciplines for a multitude of tasks, and are capable of extracting features from noisy or incomplete data, as well as perturbed systems.

An artificial neural network is a system of interconnected nonlinear nodes capable of modelling complex mapping between input and output data. A given map is formed by carefully adjusting the connection weights between the nodes during a training procedure. While neural networks have been used for various applications, most of them are in the form of softwares implemented in conventional computers. Hardware realizations have been sought, however a major challenge is the control of the large number of connections between the nodes in conventional neural network architectures.

“Reservoir computing” refers to an alternative neural network architecture where the connections inside the network are taken to be fixed and random, thus avoiding the overhead of controlling a large number of connections, while keeping its wide range of applications. In this context, the fixed random network is known as the “reservoir”. As it is easier to engineer a fixed and random network than a well controlled one, reservoir computing has been successfully implemented in a variety of physical systems.

Recently, the reservoir computing concept was brought to the quantum domain, using networks of quantum nodes and the performance of specific non-classical tasks including quantum state preparation and tomography. While these examples operate with quantum systems, they work with classical data either in the input or output and are far from being quantum computers, which should be able to implement unitary transformations of a quantum state.

In quantum computing, one of the most commonly used architectures is the quantum circuit model where an arbitrary quantum operation is decomposed with elementary quantum gates. Their realization requires precise engineering, which has led to the developments of quantum computers with a limited number of qubits so far, while the actual number required for meaningful applications is orders of magnitude higher. Although any quantum operation can be in principle obtained by applying gate combinations from a small set of quantum gates (referred to as universal gate set), long gate sequences require long operation time and lead to large errors. Alternatively, many frequently used elementary quantum operations can be obtained directly instead of obtaining them as combinations of gates from a universal gate set. However, realising different types of operations has required different types of interaction between the qubits, leading to more complex engineering.
FIG. 1. The scheme for quantum computing based on a quantum network. The QN is composed of a randomly connected network of nodes (black circles) driven with coherent excitation $P$ (Blue arrow). The qubits on which computation is performed are denoted by $q_k$ ($k$ ranges from 1 to the number of qubits). Quantum operations on qubits $q_k$ are performed by coupling them through the QN. $J_{kl}$ ($l$ ranges from 1 to the number of network sites $N$) represent a control layer of tunnelling amplitudes connecting the qubits to the QN. Different colors of qubits correspond to different levels of optimization.

Here, we introduce a scheme of quantum computing based on a reservoir computing framework. As the main network, we take a set of quantum nodes coupled via random and uncontrolled quantum tunneling. This network would traditionally be referred to as a reservoir within the context of neural networks. However, we will refer to the set of quantum nodes as the “quantum network” (QN) with its main feature being that its weight connections are not engineered. Similar networks of qubits were used before in Refs. [36, 37] to realise non-trivial multi-qubit gates, where, unlike the reservoir computing architecture, all network weights were optimized. Let us also point out that our scheme has no relation to techniques of reservoir engineering, as we are not operating with a thermal bath or proposing to engineer the QN [38–41]. Our use of the term “network” is not supposed to convey a particularly large number of nodes. For efficiency we will work with the smallest possible network.

The QN is connected to a layer of “computational” qubits upon which quantum processing is to be performed. We allow the strengths of the weights between the QN and computational qubit layer as the only layer of the network that needs optimization, as illustrated in Fig. 1. We show that a single QN can induce a wide variety of quantum operations on the qubits. In addition to universal quantum gates, we show that our scheme can directly induce non-unitary quantum operations, which is useful to simulate open quantum systems. We emphasise that these are achieved with quantum tunnelling as the only mode of interaction.

III. RESULT

A QN is formed with a network of two-level quantum nodes, which are interconnected via quantum tunnelling with random weights and excited with a classical field. The Hamiltonian is

$$\hat{H}_R = \sum_l E_l \hat{a}_l^\dagger \hat{a}_l + \sum_{\langle l' \rangle} K_{ll'} (\hat{a}_l^\dagger \hat{a}_{l'} + \hat{a}_{l'}^\dagger \hat{a}_l)$$

$$+ \sum_l (P_l^\star \hat{a}_l + P_l \hat{a}_l^\dagger),$$

The field operators $\hat{a}_l^\dagger$ and $\hat{a}_l$ are the raising and lowering operators of a two-level system, which can be defined as $\hat{a}_l^\dagger = |e\rangle \langle g|_l$ and $\hat{a}_l = |g\rangle \langle e|_l$, where $|g\rangle$ and $|e\rangle$ are the ground and excited states of the system with index $l$. $E_l$ and $K_{ll'}$
FIG. 2. Two-qubit gates and their fidelity distributions. a, b, c, and d are the fidelity distributions of the realised controlled- NOT (cNOT), controlled-Y (cY), controlled-Z (cZ) and SWAP gates, as their circuit diagrams are shown in the insets. Here we consider 6 nodes for the quantum network. The fidelity distributions are obtained over 2000 uniformly at random generated states. The average fidelities for all gates are larger than 0.99. Here, we use $E_0/K_0 = (1, 1, 1, 2), P/K_0 = (400, 400, 154, 5.5)$ and $\tau K_0/\hbar = (0.23, 0.2, 0.23, 0.3)$ for a to d, respectively and 10 randomly generated pure states for training. $E_0, K_0, P$ and $\tau$ are energy, hopping strength, driving strength, and evolution time, respectively.

FIG. 3. Fidelities of the single-qubit gates. We show the fidelity distributions for different single-qubit gates over 2000 uniformly at random generated states. a to f show the fidelity distributions for Pauli-X, Y, Z, Hadamard, phase and $\pi/8$ gates, respectively. For these gates a single network node is sufficient. A larger quantum network with 6 sites can also be considered, see Supplementary Section 2. The average fidelities for all the single qubit gates are larger than 0.9984. Here, we use $P/E_0 = (60, 60, 0.1, 4.96, 0.1, 0.1)$ and $\tau E_0/h = (3.08, 16.68, 6.28, 1.53, 3.07, 4.71)$ for a to f, respectively and 10 randomly generated pure states for training. $E_0, P$ and $\tau$ are energy, driving strength, and evolution time respectively.
FIG. 4. A quantum network can induce nonunitary operation. **a**, Time dependence of qubit purity. **b**, Distribution of fidelity of a qubit evolving under a Markovian process. We consider a decay strength $\gamma$ and a propagation time $t = 0.5\hbar/\gamma$ for the Markovian process. Here, we considered a single network node and 2000 uniformly distributed initial states. $K_0$ is the hopping strength.

are site-dependent energies and nearest-neighbour hopping amplitudes, uniformly distributed in the intervals $[\pm E_0/2]$ and $[\pm K_0/2]$, respectively. The last term in Eq. 1 corresponds to the driving by a classical field. For simplicity we consider a uniform driving, such that $P_l = P$. All calculations are performed with an open boundary condition (i.e., finite lattice with no periodicity) for the QN Hamiltonian. The QN interacts with a set of computational qubits with the coupling weights $J_{kl}$, such that the whole system is described by the Hamiltonian

$$\hat{H} = \hat{H}_R + \sum_{kl} \left( J_{kl} \hat{\sigma}_k^+ \hat{a}_l + J_{kl}^\dagger \hat{a}_l^\dagger \hat{\sigma}_k^- \right),$$

where $\hat{\sigma}_k^\pm = \hat{\sigma}_k^x \pm i \hat{\sigma}_k^y$ with $\hat{\sigma}_k^x$ and $\hat{\sigma}_k^y$ being the Pauli-X and Y operators for the qubit $q_k$. Note that the computational qubits do not directly interact with each other, but only via the QN through quantum tunnelling. Our proposition is to induce quantum operations on the qubits $q_k$ by switching on the tunnelling amplitudes $J_{kl}$ for a time $\tau$. The parameters are chosen with a four-step method: (a) We consider a sufficiently large QN with random fixed hopping amplitudes $K_{ll}$ and energies $E_l$. (b) $P$ and $\tau$ are chosen (but not fine-tuned) in regimes where the output fidelity is high. (c) We then train (fine-tune) the tunnelling amplitudes $J_{kl}$ by maximising the fidelity. (d) For very small QNs, we train $J_{kl}$, $P_l$ and $\tau$ to maximise the fidelity.

For training, we sample a set of pure input states for the qubits and compute fidelity of the states resulting from the QN compared to the ideal states corresponding to a desired quantum operation. The optimisation is performed using a hybrid genetic Nelder-Mead algorithm to set the tunnelling amplitudes $J_{kl}$ (details in Supplementary Section 1). In practice, this supervised learning procedure requires access to a set of ideal input-output state pairs (we considered 10 randomly generated states), which can either be calculated theoretically or taken as a resource in an experimental setup. We allow $J_{kl}$ to be complex, for generality, however this is not strictly necessary for our scheme. Once $J_{kl}$ are optimised, the fidelity is retested with an independent sample of input states.

Regarding the practical feasibility we note that the Fermi-Hubbard model represented by the Hamiltonian $\hat{H}$ has efficiently been implemented using cold atoms in optical lattices \[42, 43\] and is expected to be accessible in nonlinear cavity arrays \[43, 46\], depending on the strongly interacting photon regime. Substantial progress has been made toward reaching this regime using a variety of systems, including Rydberg atoms in high quality factor cavities \[47\], photonic crystal structures \[48\], superconducting circuits \[49\], exciton-polaritons \[50\], and trion-polaritons \[51, 52\].
A variety of physical implementations of coupling of quantum emitters to waveguides\cite{53} or resonators\cite{54} have also been considered, where lattices of superconducting qubits\cite{55} have been particularly successful. These classes of systems are typically described by the Jaynes-Cummings-Hubbard model\cite{56, 57} where bosonic cavity modes are used to couple separated fermionic modes. The bosonic modes can be eliminated (under some conditions), giving an effective Fermi-Hubbard model\cite{58}.

A. Quantum operations

Here we describe the protocol for inducing quantum operations on the computational qubits. An operation begins at time $t = 0$ with the initialization of qubits. We sample the initial states $|\psi_{\text{in}}\rangle$ uniformly at random, assuming that the QN starts in the vacuum state $|\text{vac}\rangle_R$. The whole system is allowed to evolve up to a time $t = \tau$, corresponding to the unitary operator $\hat{U} = \exp[-i\hat{H}\tau/\hbar]$. The final state of the combined system is thus given by $|\Psi_{\text{out}}\rangle = \hat{U} |\psi_{\text{in}}\rangle \otimes |\text{vac}\rangle_R$. The final state of the qubits is given by $\rho_q = \text{Tr}_R[|\Psi_{\text{out}}\rangle \langle \Psi_{\text{out}}|]$ where $\text{Tr}_R[\ldots]$ represents the partial trace that traces
FIG. 6. Implementation of the three-qubit Grover’s algorithm with a quantum network. a A quantum circuit (blue box) implementing the three-qubit Grover’s diffusion operator, which includes 29 single- and two-qubit gates. The circuit in the red box represents a three-qubit Toffoli gate. We have replaced the whole circuit with a single operation implemented by a quantum network (QN). We achieved an average fidelity 0.986 with five sites in the QN. b Quantum circuit (blue box) composed with single- and two-qubit gates for a three-qubit Toffoli gate (red box) used in a. c The distribution of fidelity for 2000 randomly generated input states. Here, X, H, T, T† and yellow boxes represent Pauli-X, Hadamard, π/8, −π/8 and controlled-NOT gates, respectively. We have use $E_0/K_0 = 2.99 \times 10^3$, $P/K_0 = 994.25$ and $\tau K_0/\hbar = 1.22$ and 10 randomly generated pure states for training, where $E_0$, $K_0$, $P$ and $\tau$ are energy, hopping strength, driving strength, and evolution time, respectively.

out the QN. For each initial state we compute the fidelity given by the overlap of the ideal final quantum state $|\varphi_{\text{ideal}}\rangle = \hat{u}_q |\varphi_{\text{in}}\rangle$ and the obtained state $\rho_q$:

$$F = \langle \varphi_{\text{ideal}} | \rho_q | \varphi_{\text{ideal}} \rangle$$

(3)

where $\hat{u}_q$ is the desired quantum operation for the qubits. We plot fidelity histograms to show that the realised gates are almost perfect for any input state.

We first show that the same QN can realize a range of different two-qubit gates, e.g., controlled inversion (cNOT), controlled-Y (cY), controlled-Z (cZ) and qubit swap (SWAP), see Fig. 2. A specific gate operation is induced with well chosen tunnelling amplitudes $J_{kl}$ and appropriate values of $P$ and $\tau$. In Fig. 3 we also demonstrate that high fidelity single-qubit gates are realized with a QN consisting of only one node. The same can be achieved with larger QNs, see Supplementary Section 2. These quantum gates, together with the two-qubit gates, form a universal gate set, from which any quantum operation can be constructed in principle.

Although our demonstrations are based on only few-qubit quantum operations, it is to be noted that, even within this few-qubit regime, many frequently used quantum gates are not native gates in most physical systems. Consequently, these gates are then composed of the native universal gate set. As a result, the depth of the circuits increases. Our idea is that since the same QN can induce a large number of quantum operations, this will reduce the depth (compressing) of the circuits. Our study also opens up the possibility of inducing quantum operations involving large number of qubits with a single QN, however that requires further study for a definitive answer.

B. Nonunitary operations

In general, the operations induced by the QN on the qubits can be nonunitary. The signature of the nonunitary nature of the operation can be observed in the purity of the qubits, shown in Fig. 4a. The purity oscillates and reaches 1 only at certain times (only at which the effective operation on the qubit can be considered unitary). We conclude that the system can also be trained to perform non-unitary gates. For a demonstration we consider a Markovian
dynamics for the qubit given by the master equation: $\hbar \dot{\rho} = (\gamma/2) (2\sigma^- \rho \sigma^+ - \sigma^+ \sigma^- \rho - \rho \sigma^+ \sigma^-)$. Using the QN, we obtain a non-unitary quantum operation equivalent to the same induced by the master equation of the qubit (see Fig. 4 b).

C. Compression of quantum circuits

We have achieved a universal gate set from single- and two-qubit quantum gates with the QN. In the quantum circuit model, an arbitrary unitary is approximated with a sequence of single- and two-qubit gates. Using the same method, we achieve universality of a QN. Here, a single QN induces different quantum gates in a quantum circuit by changing the output tunnelling amplitudes $J_{k\ell}$. However, a QN has an important advantage. A long sequence of quantum gates in a circuit model can be replaced with a single operation by a QN. For instance, a two-qubit Grover’s algorithm can be implemented in one step with a QN, while the circuit model requires several quantum gates in sequence (see Fig. 5).

In Fig. 6 we present numerical evidence for the possibility of replacing an entire quantum circuit by a single operation. A diffusion operator for the three-qubit Grover’s algorithm is shown in Fig. 6 a. This circuit includes a three-qubit Toffoli gate, which can also be implemented with single- and two-qubit gates, see Fig. 6 b. The whole circuit would require 29 quantum gates in the conventional quantum circuit architecture. In contrast, a QN can implement all the gates by a single operation. The distribution of the output fidelity is plotted in Fig. 6 c. We note that although considering fault-tolerance in Grover’s algorithm, as it is the case in the circuit model, could be interesting, it is beyond the scope of this paper.

For implementing Grover’s search algorithm, a diffusive operator $\hat{D}$ is required to operate $\sqrt{N}$ times on an $N$-qubit initial state to find out the search query. The operator $\hat{D}$ can be expressed as,

$$\hat{D} = H^\otimes N (\mathbb{1} - 2 |0^\otimes N\rangle\langle 0^\otimes N|) H^\otimes N$$

where $H^\otimes N$ stands for Hadamard gates applied on all $N$ qubits and $|0^\otimes N\rangle$ represents the qubits in their ground state. For $N = 2$ and 3, the quantum circuits composed of single- and two-qubit gates are presented in Fig. 5 and Fig. 6 respectively.

D. Robustness

Our scheme is inspired by reservoir computing frameworks, which are known for their robustness against imprecisions in the fabrication of the network. Similarly here quantum operations can withstand any undesirable change in the QN, provided that we retrain the amplitudes $J_{k\ell}$. Indeed, as shown in the Supplementary Section 3, we find that the use of a neural network approach means that the system automatically learns how to deal with static errors in fabrication.

E. Physical systems

In our considered QN, quantum tunnelling is the only mode of interaction between the nodes. It is thus in principle compatible with a wide range of experimental platforms, including essentially all platforms currently considered for quantum computing, but with far less stringent requirements on the control of coupling between nodes. For example, let us mention ultracold atoms or ions (arguably the most advanced platform), cavity quantum electrodynamic systems (which enjoy relatively accessible measurement via optics), circuit quantum electrodynamic systems (which can be considered more accessible in setup) [61], or novel platforms such as those based on the internal states of molecules [62], coupled Bose-Einstein condensates [63] and lattices of exciton-polaritons [64]. In some systems, interactions such as the Coulomb interaction are present in addition to tunnelling, which can in principle further enrich the complexity of quantum networks and potentially improve their computing capacity. Our scheme is particularly applicable for systems like quantum dots (QDs) where positioning them in regular patterns is a challenge. Consequently, these systems face challenges with disorder in the couplings between QDs, but this poses no problem for our scheme based on random coupling between nodes. The reduction in the number of gates may help less developed systems to implement examples of complete algorithms, even without having the relatively larger number of coupled qubits available in advanced ultracold ion traps.
IV. CONCLUSION

We have presented a platform for quantum computing where an underlying set of quantum nodes connects computing qubits and a learning algorithm is used to adapt the system to a particular quantum operation. Several previous works have considered how quantum neural networks can enhance the efficiency of solving classical tasks [25], while others have considered the use of assumed quantum computers [63, 66] and quantum annealers [67] in neuromorphic architectures. In contrast, here we imagine a neuromorphic architecture that can allow a set of quantum nodes to realize quantum computation. The learning of quantum operations from quantum networks has been considered before, based on nonlocal spin coupling [36] and adiabatic pulse control [68]. The advantage of the QN architecture introduced here is that only quantum tunnelling is considered for network connections, which is readily accessible in many systems (e.g. photonics, polaritons, cold atoms, and trapped ions), and that only a small subset of total network connection weights need to be controlled. We note that a very simple learning algorithm in the optimization of the tunnelling amplitudes was used. The application of more advanced evolutionary algorithms in quantum control would likely lead to improved results for our system [69]. Alternatively, emerging quantum assisted algorithms [70] can be used for operations with large number qubits, for instance, using hybrid quantum-classical algorithms based on gradient descent, since gradients can be efficiently measured on near term hardwares [71]. We note that while an advantage of quantum reservoir computing is that effects from disorder are corrected for at the training stage, a limitation is that each individual device would require separate training. This could make large-scale deployment by a manufacturer difficult.

V. AUTHOR’S CONTRIBUTION

SG conceived the project through discussion with TCHL, TP, and TK. SG performed all the calculations with helps from TK. All authors wrote the paper, discussed the results, and agreed with the conclusions. TCHL supervised the project.

VI. ACKNOWLEDGEMENTS

SG, TK and TL were supported by the Ministry of Education (Singapore), grant No. MOE2019-T2-1-004. TP acknowledges the Polish National Agency for Academic Exchange NAWA Project No. PPN/PPO/2018/1/00007/U/00001.

VII. REFERENCES

[1] D. T. Jones, Setting the standards for machine learning in biology, Nature Reviews Molecular Cell Biology 20, 659 (2019).
[2] E. J. Topol, High-performance medicine: the convergence of human and artificial intelligence, Nature Medicine 25, 44 (2019).
[3] A. Y. Hannun, P. Rajpurkar, M. Haghpanahi, G. H. Tison, C. Bourn, M. P. Turakhia, and A. Y. Ng, Cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms using a deep neural network, Nature Medicine 25, 65 (2019).
[4] A. Nagy and V. Savona, Variational quantum monte carlo method with a neural-network ansatz for open quantum systems, Physical Review Letters 122, 250501 (2019).
[5] F. Vicentini, A. Biella, N. Regnault, and C. Ciuti, Variational neural-network ansatz for steady states in open quantum systems, Physical Review Letters 122, 250503 (2019).
[6] P. Mehta, M. Bukov, C.-H. Wang, A. G. R. Day, C. Richardson, C. K. Fisher, and D. J. Schwab, A high-bias, low-variance introduction to machine learning for physicists, A high-bias, low-variance introduction to Machine Learning for physicists, Physics Reports 810, 1 (2019).
[7] N. Yoshioka and R. Hamazaki, Constructing neural stationary states for open quantum many-body systems, Physical Review B 99, 214306 (2019).
[8] M. J. Hartmann and G. Carleo, Neural-network approach to dissipative quantum many-body dynamics, Physical Review Letters 122, 250502 (2019).
[9] M. Miscuglio and V. J. Sorger, Photonic tensor cores for machine learning, Applied Physics Reviews, Applied Physics Reviews 7, 031404 (2020).
[10] K. Y. M. Wong and D. Sherrington, Neural networks optimally trained with noisy data, Physical Review E 47, 4465 (1993).

[11] N. Borodinov, S. Neunayer, S. V. Kalinin, O. S. Ovchinnikova, R. K. Vasudevan, and S. Jesse, Deep neural networks for understanding noisy data applied to physical property extraction in scanning probe microscopy, npj Computational Materials 5, 25 (2019).

[12] Z. Che, S. Purushotham, K. Cho, D. Sontag, and Y. Liu, Recurrent neural networks for multivariate time series with missing values, Scientific Reports 8, 6085 (2018).

[13] G. Ding, Y. Liu, R. Zhang, and H.-L. Xin, A joint deep learning model to recover information and reduce artifacts in missing-wedge sinograms for electron tomography and beyond, Scientific Reports 9, 12803 (2019).

[14] Y. Ming, C.-T. Lin, S. D. Bartlett, and W.-W. Zhang, Quantum topology identification with deep neural networks and quantum walks, npj Computational Materials 5, 88 (2019).

[15] K. Roy, A. Jaiswal, and P. Panda, Towards spike-based machine intelligence with neuromorphic computing, Nature 575, 607 (2019).

[16] B. Schrauwen, D. Verstraeten, and J. Van Campenhout, An overview of reservoir computing: theory, applications and implementations, Proceedings of the 15th European Symposium on Artificial Neural Networks, 471 (2007).

[17] M. Lukoševičius, A Practical Guide to Applying Echo State Networks 2nd ed., edited by G. Montavon, G. B. Orr, and K.-R. Müller, Neural Networks: Tricks of the Trade (Springer, Berlin, Heidelberg, 2012) pp. 659–686.

[18] L. Grigoryeva and J.-P. Ortega, Echo state networks are universal, Neural Networks 108, 495 (2018).

[19] L. F. Seoane, Evolutionary aspects of reservoir computing, Philosophical Transactions of the Royal Society B: Biological Sciences, Philosophical Transactions of the Royal Society B: Biological Sciences 374, 20180377 (2019).

[20] T. Kusumoto, K. Mitarai, K. Fujii, M. Kitagawa, and M. Negoro, Experimental quantum kernel machine learning with nuclear spins in a solid, arXiv e-prints arXiv:1911.12021 (2019).

[21] D. Ballarini, A. Gianfrate, R. Panico, A. Opala, S. Ghosh, L. Dominici, V. Ardizzone, M. De Giorgi, G. Lerario, G. Gigli, T. C. H. Liew, M. Matuszewski, and D. Sanvitto, Polaritonic neuromorphic computing outperforms linear classifiers, Nano Letters, Nano Letters 20, 3506 (2020).

[22] D. Marković and J. Grollier, Quantum neuromorphic computing, Applied Physics Letters, Applied Physics Letters 117, 150501 (2020).

[23] K. Fujii and K. Nakajima, Harnessing disordered-ensemble quantum dynamics for machine learning, Physical Review Applied 8, 024030 (2017).

[24] K. Nakajima, K. Fujii, M. Negoro, K. Mitarai, and M. Kitagawa, Boosting computational power through spatial multiplexing in quantum reservoir computing, Physical Review Applied 11, 034021 (2019).

[25] S. Ghosh, A. Opala, M. Matuszewski, T. Paterek, and T. C. H. Liew, Quantum reservoir processing, npj Quantum Information 5, 35 (2019).

[26] S. Ghosh, T. Paterek, and T. C. H. Liew, Quantum neuromorphic platform for quantum state preparation, Physical Review Letters 123, 260404 (2019).

[27] T. Krisnanda, S. Ghosh, T. Paterek, and T. C. H. Liew, Creating and concentrating quantum resource states in noisy environments using a quantum neural network, Neural Networks 136, 141 (2021).

[28] S. Ghosh, A. Opala, M. Matuszewski, T. Paterek, and T. C. H. Liew, Reconstructing quantum states with quantum reservoir networks, IEEE Transactions on Neural Networks and Learning Systems, IEEE Transactions on Neural Networks and Learning Systems, 1 (2020).

[29] M. A. Nielsen and I. Chuang, Quantum computation and quantum information, American Journal of Physics, American Journal of Physics 70, 558 (2002).

[30] C. G. Almudever, L. Lao, X. Fu, N. Khammassi, I. Ashraf, D. Iorga, S. Varsamopoulos, C. Eichler, A. Wallraff, L. Beck, A. Kruth, J. Knoch, H. Bluhm, and K. Bertels, The engineering challenges in quantum computing, in The engineering challenges in quantum computing (Design, Automation & Test in Europe Conference & Exhibition, 2017) pp. 836–845.

[31] F. Arute et al, Quantum supremacy using a programmable superconducting processor, Nature 574, 505 (2019).

[32] A. Chiesa, F. Tacchino, M. Grossi, P. Santini, I. Tavernelli, D. Gerace, and S. Carretta, Quantum hardware simulating four-dimensional inelastic neutron scattering, Nature Physics 15, 455 (2019).

[33] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N. Cleland, Surface codes: Towards practical large-scale quantum computation, Physical Review A 86, 032324 (2012).

[34] L. Banchi, N. Pancotti, and S. Bose, Quantum gate learning in qubit networks: Toffoli gate without time-dependent control, npj Quantum Information 2, 16019 (2016).

[35] L. Innocenti, L. Banchi, A. Ferraro, S. Bose, and M. Paternostro, Supervised learning of time-independent hamiltonians for gate design, New Journal of Physics, 22, 065001 (2020).

[36] J. F. Poyatos, J. I. Cirac, and P. Zoller, Quantum reservoir engineering with laser cooled trapped ions, Phys. Rev. Lett. 77, 4728 (1996).

[37] F. Verstraete, M. M. Wolf, and J. Ignacio Cirac, Quantum computation and quantum-state engineering driven by dissipation, Nature Physics 5, 633 (2009).

[38] Y. Lin, J. P. Gaebler, F. Reiter, T. R. Tan, R. Bowler, A. S. Sorensen, D. Leibfried, and D. J. Wineland, Dissipative production of a maximally entangled steady state of two quantum bits, Nature 504, 415 (2013).
SUPPLEMENTARY INFORMATION

VIII. SUPPLEMENTARY SECTION 1: TRAINING

One of the main features of neural network frameworks is that they learn from examples without being told the specific rules of the task. Here we take advantage of this powerful feature and use it for realizing various quantum operations by training the QN. While in conventional approaches, different quantum gate operations require realizing different types of interactions between the qubits, here, the same quantum network is used to obtain different operations. Given a quantum operation $\hat{u}_q$, which we want to realize, we consider a set of example quantum states $|\varphi_{m}^{(j)}\rangle$ for the qubits for training. For each example quantum state $|\varphi_{m}^{(j)}\rangle$, we calculate the fidelity $F_j$ given by Eq. 3 of the main text. We numerically maximize the average fidelity

$$\bar{F} = \frac{1}{N} \sum_{j=1}^{N} F_j$$

(5)

with optimal choice of tunnelling amplitudes $J_{kl}$, where $N$ is the number of quantum states in the training set. We empirically find that for two-qubit gate operation 10 randomly generated quantum states are sufficient for training.

Training of the quantum neural network is an optimization process. The average fidelity $\bar{F}(J_{kl})$ is a nonlinear function of the tunnelling amplitudes $J_{kl}$. For a small number of parameters $J_{kl}$, a deterministic method such as the Nelder-Mead simplex algorithm is sufficient to achieve the optimum condition. However, for large numbers of $J_{kl}$, we use a stochastic genetic algorithm to find the optimum condition starting from a set of initial guesses, which approach the optimum point in a random process.

Genetic algorithms are inspired by the biological evolution based on natural selection. The process starts with a random set of populations that goes through a natural selection procedure based on a fitness criterion. The fittest individuals reproduce the next generation of populations through a cross breeding procedure. Random mutation in the new generation ensures diversity among the populations.

Here, $J_{kl}$ with all $k$ and $l$ represent one individual in a genetic algorithm. We define a population with a set of $M$ such individuals $J_{kl}^m$ where $m = 1, 2 \ldots M$. We start with a random choice of population. The fitness criterion is defined through calculating the average fidelity $F(J_{kl}^m)$ for an individual $m$.

The next generation of population is reproduced by the two individuals with largest average fidelities, keeping the total population size fixed to $M$. The next generation $J'_{kl}^m$ is born with the cross breeding rule:

$$J'_{kl}^m = (J_{kl}^p + J_{kl}^q)/2 + \delta f_{\text{ran}}$$

(6)

where $\delta$ and $f_{\text{ran}}$ represent a mutation rate and a Gaussian random number, respectively. The process of natural selection is then repeated for the new generation until the optimum condition is found.

IX. SUPPLEMENTARY SECTION 2: REALISING SINGLE-QUBIT GATES WITH 6 RESERVOIR SITES

In the main text, we have shown that single-qubit gates can be obtained with a single-site QN. However, we can obtain these gates with a QN of 6 sites. Since one site in the reservoir is sufficient, we can choose only one tunnelling amplitude $J_{11}$ to be non-zero (all others are set to zero) when considering a larger QN. With such a consideration we indeed obtained high fidelity single-qubit gates, see Supplementary Figure 7.

X. SUPPLEMENTARY SECTION 3: ROBUSTNESS

In our scheme, a quantum operation is learned to be performed with a random network. Thus, as is the case in classical reservoir computing, we expect robustness against fabrication imprecisions in the QN itself, where the parameters $E_l$ and $K_{ll'}$ are taken random. For a given QN, the quantum tunnelling amplitudes $J_{kl}$ are trained to best learn a quantum operation. If the network parameters are changed, we can consider it as a different network, and will retrain $J_{kl}$ to ensure the robustness of the quantum operation. This means that no precision engineering is required for the QN itself. This is major advantage of this computing framework compared to the traditional neural networks, where all the connections in a network need to be precisely chosen.

For demonstration, let us consider a QN with the parameters $E_l$ and $K_{ll'}$ induces the CNOT operation. Let us then change them randomly with a strength $\Delta$, such that $E_l \rightarrow E_l + \Delta r_l$ and $K_{ll'} \rightarrow K_{ll'} + \Delta r_{ll'}$, where $r_l$ and $r_{ll'}$
FIG. 7. Single qubit gates obtained with 6 sites in a quantum network. a to f show the fidelity distributions for Pauli-X, Y, Z, Hadamard, phase and π/8 gates, respectively. Here, we use \( E_0/K_0 = (1, 1, 1, 1, 1, 1) \), \( P/K_0 = (60, 60, 0.1, 50, 0.1, 0.1) \) and \( \tau K_0/\hbar = (0.89, 0.1, 0.01, 0.15, 12.33, 13.75) \) for a to f, respectively and 10 randomly generated pure states for training. \( E_0, K_0, P \) and \( \tau \) are energy, hopping strength, driving strength, and evolution time, respectively.

FIG. 8. Average fidelity \( \bar{F} \) for controlled-NOT gate induced by a QN with random parameters as a function of \( \Delta \). Here \( \Delta \) is the strength of randomness.

are random variables drawn from the interval \([-1, +1]\). We retrain \( J_{kl} \) for each set of parameters. We then calculate the average fidelity for each of the sets. Supplementary Figure S8 shows indeed the average fidelity is little affected by the random change in the network parameters. Note that for \( \Delta \geq 0.5 \), the randomness is as high as the values of the parameters \( E_l \) and \( K_{ll'} \).

XI. SUPPLEMENTARY SECTION 4: ONE-QUBIT GATES

Here, we consider a special case where one input qubit interacts with a one-site QN. The QN has an onsite energy \( E_1 \), a coherent driving (pump) \( P \), and negligible decay. The dynamics of the whole system is unitary, where the Hamiltonian is written as

\[
H = E_1 \hat{a}_1^\dagger \hat{a}_1 + P \hat{a}_1^\dagger + P^* \hat{a}_1 + J_{11} (\hat{\sigma}^-_1 \hat{a}_1 + \hat{a}_1^\dagger \hat{\sigma}^+_1),
\]

with \( J_{11} \) being the strength of the coupling term. Note that we have used \( \hat{\sigma}^-_1 \) (\( \hat{a}_1 \)) as the annihilation operator of the input qubit (the QN site). Below we will present the working parameters for the dynamics of this system such that
the evolution of the input qubit implements the X, Y, and Z gates given by the Pauli operators

\[
\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

respectively. We will present two regimes, namely the low and high energy limit, in which one can implement the one-qubit gates on the input qubit.

**XII. SUPPLEMENTARY SECTION 5: TWO-QUBIT GATES (VIA DIRECT INTERACTIONS)**

Consider two interacting two-level systems as in the effective picture discussed in the main text. Each qubit has an onsite energy \(E_j\), a coherent pumping \(P_j\), and no decay. Together with a hopping interaction term, one writes the Hamiltonian as

\[
H = \sum_{j=1,2} E_j \hat{a}_j^\dagger \hat{a}_j + P_j \hat{a}_j^\dagger + P_j^* \hat{a}_j + J(\hat{a}_1^\dagger \hat{a}_2^\dagger + \hat{a}_2 \hat{a}_1^\dagger).
\]

It will be shown below that this type of system is able to implement universal two-qubit gates on its initial state. We will start by presenting the working parameters for important gates, such as the square-root-swap (sSWAP), control-X
(cNOT), control-Y (cY), control-Z (cZ), square-root-iSwap (siSWAP), and swap (SWAP). These gates are written as:

$$\hat{U}_{\text{siSWAP}} = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} & 0 & 0 & 0 \\ 0 & 1 & i & 0 \\ 0 & i & 1 & 0 \\ 0 & 0 & 0 & \sqrt{2} \end{pmatrix}$$  \hspace{1cm} (14)

$$\hat{U}_{\text{SWAP}} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (15)
TABLE I. Exemplary parameters for the realisation of two-qubit gates. We have used $\tau = E_2 t / \hbar$. All the gates are achieved with $F > 0.999$ with $N = 10^5$. Note that the parameters for the $\hat{U}_{\text{asWAP}}$ and $\hat{U}_{\text{SWAP}}$ gates are not as sensitive as the others. Especially for $\hat{U}_{\text{asWAP}}$, one gets very high fidelity in the limit $E_1 = E_2 \gg P_1 = P_2, J$.

| Two-qubit    | Parameters |
|--------------|------------|
| Gates        | $E_1 / E_2$ | $P_1 / E_2$ | $P_2 / E_2$ | $J / E_2$ | $\tau$ |
| $\hat{U}_{\text{SWAP}}$ | 0.923091 | 5.158696 | 5.155802 | 0.937275 | 48.168039 |
| $\hat{U}_{\text{cNOT}}$ | 140.703597 | 0.958346 | 140.627941 | 2.826258 | 40.303524 |
| $\hat{U}_{\text{cY}}$ | 138.217022 | -0.089054 - 0.920161i | 0.079873 - 138.295970i | 2.881602 | 40.778441 |
| $\hat{U}_{\text{cZ}}$ | 1.006724 | 1.094922 | 0.932635 | 117.958714 | 45.402586 |
| $\hat{U}_{\text{asWAP}}$ | 1 | 0.01 | 0.01 | 0.01 | 1181 |
| $\hat{U}_{\text{SWAP}}$ | 1 | 1.5 | 1.5 | 42.8 | 37.6 |

A. Supplementary Section 6: Simulations

We performed a search algorithm realising the above two-qubit gates. Our numerical results show that all these gates can be achieved with gate fidelity $F > 0.999$ (see Supplementary Table I for exemplary parameters). Supplementary Figure 9 shows a comparison of the high fidelity achieved with the search method for different gates. Note that genetic algorithms have been used for realising $\hat{U}_{\text{asWAP}}, \hat{U}_{\text{cNOT}}, \hat{U}_{\text{cY}},$ and $\hat{U}_{\text{cZ}}$. The parameters for $\hat{U}_{\text{asWAP}}$ and $\hat{U}_{\text{SWAP}}$ are not sensitive to small changes and therefore we did not perform precise search algorithms.

![FIG. 9. Fidelity $F$ of various two-qubit gates for the parameters listed in Supplementary Table I](image)

B. Supplementary Section 7: Universal quantum gates

We note that each of the two-qubit gates presented above, apart from the SWAP gate, combined with single-qubit gates form a universal set. In this way, they are equivalent to each other. As an example, we recall that the cNOT
gate can be created, by the cY, cZ, sSWAP or siSWAP gate with the help of single qubit gates as follows

\[
\hat{U}_{\text{cNOT}} = [\mathbb{I} \otimes \hat{R}_z(-\pi/2)] \hat{U}_{\text{cY}} [\mathbb{I} \otimes \hat{R}_z(\pi/2)],
\]
\[
\hat{U}_{\text{cNOT}} = [\mathbb{I} \otimes \hat{R}_y(\pi/2)] \hat{U}_{\text{cZ}} [\mathbb{I} \otimes \hat{R}_y(-\pi/2)],
\]
\[
\hat{U}_{\text{cNOT}} = [\mathbb{I} \otimes \hat{R}_y(-\pi/2)] \hat{U}_{\text{sSWAP}} [\hat{Z} \otimes \mathbb{I}]
\]
\[
\hat{U}_{\text{sSWAP}} [\hat{R}_z(-\pi/2) \otimes \hat{R}_z(-\pi/2)],
\]
\[
\hat{U}_{\text{cNOT}} = [\hat{X} \otimes \hat{X}] [\hat{R}_y(-\pi/2) \otimes \mathbb{I}] [\hat{R}_x(\pi/2) \otimes \hat{R}_x(-\pi/2)]
\]
\[
\hat{U}_{\text{sSWAP}} [\hat{R}_x(\pi) \otimes \mathbb{I}] \hat{U}_{\text{siSWAP}} [\hat{R}_y(\pi/2) \otimes \mathbb{I}] [\hat{Z} \otimes \mathbb{I}] [\hat{X} \otimes \hat{X}] e^{i\pi/4}.
\]

Note that we have used the following single-qubit rotation matrices.

\[
\hat{R}_x(\alpha) = \begin{pmatrix}
\cos(\frac{\alpha}{2}) & -i \sin(\frac{\alpha}{2}) \\
-i \sin(\frac{\alpha}{2}) & \cos(\frac{\alpha}{2})
\end{pmatrix},
\]
\[
\hat{R}_z(\delta) = \begin{pmatrix}
1 & 0 \\
0 & e^{i\delta}
\end{pmatrix},
\]
\[
\hat{R}_y(\beta) = \begin{pmatrix}
\cos(\frac{\beta}{2}) & -\sin(\frac{\beta}{2}) \\
\sin(\frac{\beta}{2}) & \cos(\frac{\beta}{2})
\end{pmatrix}.
\]

Even though different gates can be constructed from specific combinations of a universal set of gates, it should be noted that the ability to directly construct the gate needed for a particular application will bring the highest efficiency in terms of operation time. Indeed the ability of the QN to learn to perform a whole range of different quantum gates is one of its key advantages.
