Platoon control of connected autonomous vehicles: A distributed reinforcement learning method by consensus
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Abstract: This paper proposes a distributed reinforcement learning method based on deep Q-network and the consensus algorithm to deal with the multi-vehicle platoon control problem, which contains the two processes of local training and global consensus. The platooning problem is decomposed into many single-vehicle tasks based on deep Q-network, where each vehicle accumulates its experience data samples by interacting with its front and back vehicles. After initialization, all vehicles’ Q-networks are first locally optimized based on their own experience simultaneously. The consensus algorithm is then used to make all vehicles in a decentralized platoon approach each other, where the communication is only required among directly connected vehicles. At last, the simulation study shows that the Q-networks of all vehicles reach consensus first and then converge to the optimum in union using the proposed distributed deep Q-networks algorithm, and all vehicles learn to form the required platoon and move forward with a roughly equal separation.
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1. INTRODUCTION

With the rapid growth of vehicle ownership in the past few decades, the transportation infrastructure is under increasing pressure, which is more likely to cause road congestion and traffic accident. Traffic efficiency and safety, therefore, become an important demand in road transportation, especially for connected vehicles in future smart cities Lu et al. (2014); Zhang et al. (2018). The platooning of autonomous connected vehicles is a promising solution to improve traffic capacity and transportation efficiency, the main objective of which is to control a fleet of vehicles to keep a given separation distance while moving forward.

In recent years, researchers have proposed many advanced control strategies based on the multi-agent consensus framework for platoon control Lu et al. (2014); Zhang and Orosz (2016). Zheng et al. (2016) designed the distributed model predictive control algorithm for vehicle platoons over unidirectional graphs, and an equality-based terminal constraint is used to enforce all vehicles to converge to each other in the predictive horizon, which is proved to be asymptotically stable. Ploeg et al. (2013) applied the H-infinity controller to cooperative adaptive cruise control of vehicles with linear dynamics to improve road throughput, and the proposed method is experimentally validated using a platoon of three passenger vehicles to illustrate its practical feasibility. The H-infinity controller for platooning is extended to undirected topologies with robustness analysis in Zheng et al. (2017).

However, these methods require a specific vehicle dynamics model, and the longitudinal dynamics of a vehicle is inherently nonlinear and quite complex Liang et al. (2019), which is usually simplified to a linear vehicle model based on some assumptions Li et al. (2015). This simplified linear model is suitable for theorectic analysis but may not be applicable for real-life practice. In this paper, reinforcement learning is employed to achieve the control strategy for platooning without the requirement for the dynamics model of the vehicles. Deep Q-Network (DQN) Mnih et al. (2015) is a representative reinforcement learning method, which can reach human-level performance on many video games Mnih et al. (2013) with the combination of Q-learning and neural networks. DQN is designed for the single-agent architecture, which is not directly appropriate for this multi-vehicle platooning problem. This platooning of connected vehicles is a kind of multi-agent system problem Knorn et al. (2015) and can be solved more efficiently in a parallel manner.

Nair et al. (2015) proposed to train the agents using the reinforcement learning method in a distributed manner, where each agent interacts with its copy of the environment to fill the experience relay memory and computes the gradient of the DQN loss. These gradients are asynchronously sent to a central parameter server to update the central copy of the model, and the updated parameters are then sent back to each agent at fixed steps. Mnih et al. (2016) provided a parallel framework for both on-policy and off-policy reinforcement learning algorithms, where
multiple agents interact with the same environment and optimize the neural network controllers asynchronously to decorrelate all agents’ experience samples into a more stationary process, which shows better results and requires less computational resources. Horgan et al. (2018) proposed a distributed architecture for deep reinforcement learning, which decouples acting from learning, that is, multiple actors interact with their copies of the environment but share the same neural network and experience replay memory, while the single learner updates the neural network based on the shared memory using prioritized experience replay Schaul et al. (2015).

The above parallel reinforcement learning frameworks are all based on the parameter server framework, where a central node is required to collect and summarizes other agents’ information. This framework would lead to two main problems; one is the heavy communication burden on the central node, the other one is the collection or sharing of the experience samples may not be available because of the privacy-related issues and the limitation of communication bandwidth. In this paper, we propose a distributed training framework for deep Q-networks to deal with the multi-vehicle platooning problem, and the main contributions can be summarized as follows:

1) The dynamics model of a vehicle is not required for this platoon problem, and each vehicle only need to obtain the positions of its front and back vehicles for modeling and decision;
2) The proposed method is suitable for the decentralized platoon without a central node, which avoids the possible communication traffic jam;
3) The Q-network parameters of all vehicles, other than their experience data samples, are shared during the modeling process, which greatly benefits the privacy protection and alleviate the communication burden.

2. PROBLEM FORMULATION AND METHOD

2.1 Platooning of connected vehicles

We consider a platoon of automated connected vehicles on a road, including a leading vehicle and multiple following vehicles, the aim of which is to form a vehicle fleet with the same separation distance among all vehicles while moving forward. As mentioned before, the model-based control strategies are not suitable for this platooning problem in practice, because the detailed nonlinear vehicle dynamics are quite complex and hard to obtain. The reinforcement learning method is thus considered, which does not require the dynamical model of the vehicles.

In this platoon scenario, all the follower vehicles form a multi-agent system (MAS) Yang et al. (2016) to complete the task of platooning cooperatively. Furthermore, each vehicle can be taken as an independent vehicle with the same task of reaching the midpoint of its front and back vehicles. It is obvious that the vehicles will form a platoon if all the vehicles reach the midpoint of their front and back vehicles. In this way, this multi-vehicle platooning problem is decomposed into many similar single-vehicle reinforcement learning problems. That is, each vehicle takes its front and back vehicles as the environment to learn the task of keeping the same distance to its front and back vehicles based on its experience by interacting with them. More specifically, the vehicle gets a reward or penalty from the environment based on its action which transfers the vehicle from a state to another state. After repeating the process for some learning iterations, the vehicle learns to take appropriate actions to achieve the desired state with high reward.

It is reasonable that the learning process of a vehicle will speed up if the vehicle can learn from other vehicles’ experience as all the vehicles are facing the same reinforcement learning problem. A simple and direct idea is to share their experience data samples among all vehicles in the platoon to learn faster. However, the collection or sharing of the experience samples may not be available. The reason is not only about the limitation of communication bandwidth for the platoon but also the concerns on privacy-related issues, especially for the driving behavior data.

Therefore, the problem is that it is better for each vehicle to learn from all vehicles’ experience data, not just its local data, but it is infeasible for a vehicle to share its data with any other vehicles or a server center.

2.2 Deep Q-network

In the single-vehicle reinforcement learning scenario, the vehicle accumulates its experience samples by interacting with its front and back vehicles, to learn the optimal policy for keeping the same separation distance to its front and back vehicles in discrete steps.

An experience data sample of the vehicle at step \( t \) is defined by a tuple \((s_t, a_t, r_{t+1}, s_{t+1})\). More specifically, \( s_t \) is the current state in the environment, \( a_t \) is the selected action from the possible actions according to its policy \( \pi \), while \( s_{t+1} \) and \( r_{t+1} \) are the next state and the received reward, respectively. The true value of the action \( a_t \) in the state \( s_t \) is \( R_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i} \), which is the total accumulated reward from step \( t \), with \( \gamma \in (0, 1] \) being the discount factor to trade off the immediate reward and the later rewards.

As the true value of the action \( a \) in state \( s \) is hard to compute during the actual learning process, a main work for reinforcement learning is to estimate the value of all actions at different states under the policy \( \pi \), that is

\[
Q_\pi(s, a) = E[R_t | s_t = s, a_t = a].
\] (1)

The optimal value is \( Q_\pi(s, a) = \max_a Q_\pi(s, a) \), based on which, the agent can easily obtain the optimal strategy by choosing the action with maximal value in each state. Q-learning is a popular method for estimating the optimal action values by updating a table recording all the \( Q(s, a) \), while most problems in practice contain too many or infinite states, and this makes it impossible to learn all action values in all states separately.

The neural network is a good approximate method to represent a parameterized action value function \( Q(s, a; \theta) \) because of its excellent fitting capacity Gurney (2014). The parameter \( \theta \) of the value function is updated by minimizing a loss function at each step \( t \) using gradient descent methods, which is
\[ l(e, \theta) = \frac{1}{2}[y - Q(s_t, a_t; \theta)]^2, \]
where \( y = r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}; \theta) \) is the target action value of the \( Q(s_t, a_t; \theta) \), and the tuple \( e = (s_t, a_t, r_{t+1}, s_{t+1}) \) is an experience sample for minimizing the loss function \( l(e, \theta) \).

Instead of using the current parameter \( \theta \), the deep Q-network Mnih et al. (2015) computes the target action values based on an outdated parameter, i.e., the target network parameter \( \theta^- \), which keeps fixed over certain steps. The target value is then computed by
\[
y = r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}; \theta^-). \tag{3}
\]

Except for the use of the target Q-network with parameter \( \theta^- \), another important ingredient of the deep Q-network is the use of experience replay; where the agent’s experience sample \( e = (s_t, a_t, r_{t+1}, s_{t+1}) \) of each step are stored in an experience replay memory dataset \( D = \{e_1, e_2, ..., e_N\} \), and the training samples are randomly selected from this dataset to compute the loss of the Q-network.

The target Q-network reduces the correlation between action values and target values, while the experience replay disrupts the correlation of the observation samples sequence. By the combination of these two techniques, the deep Q-network can greatly improve the performance of the reinforcement learning algorithms Mnih et al. (2015); Van Hasselt et al. (2016).

3. DISTRIBUTED REINFORCEMENT LEARNING FRAMEWORK

3.1 Consensus algorithm

There have been many parallel algorithms designed for agents connected in a centralized communication graph. For example, the master-slave communication graph Li et al. (2014), where a server (master) is connected with several working agents (slave). Although this communication structure is simple and effective, the massive communication burden on the master is a prime shortcoming of this graph since that all working agents are required to communicate with the server at every step Suresh et al. (2017). This issue may be especially serious if the communication system is with high latency or low bandwidth. To circumvent the possible communication jam on the master, the decentralized communication graph is designed, where no center is required and each agent only shares its information with neighbors.

Assuming that the decentralized communication topology is an undirected graph \( G = (V, E) \). Specifically, \( V = \{1, 2, ..., N\} \) and \( E \subseteq V \times V \) denotes the sets of agents and edges, where the communication between any two agents \( i \) and \( j \) is only allowed if the edge \( (i, j) \in E \). The \( N \times N \) connectivity matrix \( W = [w_{ij}] \) is further formalized to describe the connection strength of the \( N \) agents over the graph, where the value of \( w_{ij} \) means the degree of influence of agent \( i \) and agent \( j \). Besides, \( w_{ij} > 0 \) only when \( (i, j) \in E \) or \( i = j \), and \( w_{ij} = 0 \) represent the disconnection of agent \( i \) and \( j \) Olfati-Saber and Murray (2004).

The undirected topology is concerned in this paper, and the weighted connectivity matrix \( W \) of which should satisfy some conditions to ensure the consensus of all agents. That is, (i) \( w_{ij} \in [0, 1], \forall (i, j), \) (ii) \( w_{ij} = w_{ji}, \forall (i, j), \) (iii) \( \sum_{j=1}^{N} w_{ij} = 1, \forall i. \)

Supposing that the model of agent \( i \) is denoted by a row vector \( \theta_i \), the update rule of consensus algorithm for this agent is described by
\[
\theta_i' = \frac{1}{N} \sum_{j=1}^{N} w_{ij} \theta_j. \tag{4}
\]
where \( \theta_i' \) denotes the updated model parameter of \( \theta_i \) with a single consensus communication.

The update for the model parameters of all agents using the consensus algorithm is then defined as
\[
\begin{align*}
\theta' &= \frac{1}{N} \sum_{i=1}^{N} \theta_i, \\
&= C(\theta, W) = W \theta. \tag{5}
\end{align*}
\]
where the matrices \( \theta = [\theta_1, \theta_2, ..., \theta_N]^T \) and \( \theta' = [\theta_1', \theta_2', ..., \theta_N']^T \) represent all agents’ model parameters before and after the consensus update, respectively. \( \theta_i \) is the \( i \)th row of \( \theta \), with \( N \) being the number of agents in the graph.

The consensus algorithm makes all agents approach the mean value \( \bar{\theta} = \frac{1}{N} \sum_{i=1}^{N} \theta_i \) only with the communication among connected agents by repetitively calculating the local average of the neighbors using (5).

3.2 Distributed deep Q-networks

Some researchers have proposed the asynchronous training framework for multi-agent reinforcement learning algorithms Mnih et al. (2016); Ong et al. (2015), where each agent asynchronously updates the Q-network on the central agent based on the experience samples on interacting with the environment. In this paper, we consider the scenario that multiple agents are connected in a communication topology without a central node, and each agent is only allowed to communicate with its neighbors. In addition, any agent’s experience samples cannot be shared among agents due to the limitation of communication bandwidth and the privacy-preserving issues.

We now propose the distributed reinforcement learning framework for platoon vehicles, the aim of which is to train the Q-networks on all vehicles’ combined experience without the sharing of experience data samples. First, the Q-networks of all vehicles are initialized, and each vehicle interacts with the environment (its front and back vehicles) to accumulate the experience samples in its replay memory. When the replay memory is filled with experience samples, each vehicle starts to train its Q-network, and the replay memory would be updated by replacing the old samples with the new samples. Unlike the single-vehicle situation, the training process of each vehicle in a platoon has been modified and changed to a two-phase procedure. In the first phase, each vehicle trains its Q-network based on its own replay memory, while these vehicles communicate with their connected neighbors in the second phase to globally update their Q-networks with the consensus communication.

By this means, each vehicle can learn other vehicles’ experience without any of the vehicles having to reveal their experience data samples to other vehicles. Moreover, By running different vehicles in parallel, each vehicle can
learn other vehicles’ experience samples simultaneously, which also reduces the correlation of experience samples generated by a single vehicle and improves its performance. For the multi-vehicle platoon scenario, all vehicles are initialized with the same Q-network and have their own replay memory. The pseudo-code for the distributed training method for deep Q-networks is summarized in Table 1.

Table 1. The process of distributed deep Q-networks

| Algorithm 1: Distributed training for deep Q-networks |
|-----------------------------------------------------|
| **Inputs**: The structure of the Q-network, the number of vehicles \( N \), and the weighted connectivity matrix \( W \) of the communication topology. |
| **Outputs**: The optimal Q-network parameter \( \theta^* \). |
| 1: Initialize the Q-network parameter \( \theta_i \) and the corresponding target network parameter \( \theta_i^- \) of each vehicle \( i \). |
| 2: Each vehicle \( i \) interacts with its front and back vehicles and records the experience sample \( e = (s^i_t, a^i_t, r^i_{t+1}, s^i_{t+1}) \) in its replay memory dataset \( \mathcal{D} \). |
| 3: Train the Q-network parameter \( \theta_i \) based on the randomly selected samples from the replay memory dataset \( \mathcal{D} \) and update its corresponding target network parameter \( \theta_i^- \) after each \( T \) steps. |
| 4: Globally update the Q-network parameter \( \theta_i \) of all vehicles over the graph using the consensus algorithm. |
| 5: Back to step 2 with the updated \( \theta_i \). |
| 6: Check the termination criterion (such as a given number of iterations). |
| 7: Return the optimal Q-network parameter \( \theta^* \). |

4. SIMULATION AND DISCUSSION

4.1 Platoon control using distributed Q-networks

One of the most important parts for reinforcement learning is the design of reward based on the current state and action. Here, we first consider the single vehicle scenario, where its environment consists of its front and back vehicles. The vehicle’s current state contains its current position, velocity, and the positions of its front and back vehicles, that is

\[
{s}^i_t = (p^i_t, v^i_t, p_{t-1}^i, v_{t-1}^i). \tag{6}
\]

where \( s^i_t \) is the current state of the \( i \)th vehicle, \( p^i_t \) and \( v^i_t \) are the position and velocity of the \( i \)th vehicle at \( t \)th step, respectively.

The reward is defined as follows, which consists of three terms. The first term of \( r^i_{t+1} \) is to punish the distance between the \( i \)th vehicle position \( p_{t+1}^i \) and the midpoint of the front and back vehicles, the second and third terms are used to punish the gap between the current velocity \( v_{t+1}^i \) and \( v^i_0 \) and the accelerated velocity, respectively.

\[
r^i_{t+1} = - |p_{t+1}^i + p_{t-1}^i|/2 - |v_{t+1}^i - v^i_0|/2 - |v_{t+1}^i - v^i_0|/2 - |p_{t+1}^i - p^i_t| - \alpha_1|v_{t+1}^i - v^i_0| - \alpha_2|a^i_t|, \tag{7}
\]

where \( r^i_{t+1} \) is the corresponding reward from the environment based on action \( a^i_t \) in state \( s^i_t, v^i_t \) is the user-defined constant velocity of the leader vehicle, \( \alpha_1 \) and \( \alpha_2 \) are two tunable parameters to balance different rewards.

The task of the single vehicle is to learn how to keep the same separation distance to its front and back vehicles while moving forward, based on the reward calculated by (7) from the environment. Also, the vehicle would receive another positive reward if it fulfills the task or gets a negative punishment if it collides with its neighbors.

For this multi-vehicle platooning problem, there are two typical communication topologies as shown in Figure 1, where Figure 1(a) and Figure 1(b) can be taken as a master-slave and a decentralized graph, respectively. As discussed in section 3.1, the decentralized graph is more suitable for real-life practice.

Besides that no central node and no sharing of experience samples among vehicles are required for this distributed training framework; another superiority is the flexibility and expansibility of the decentralized communication topology. That is, the maximum communication burden on each vehicle will not rise with the increase in the number of vehicles over the platoon, and the effectiveness of this platoon is unaffected in switching communication topology Jiang et al. (2012) and the situation that any new vehicle participates or leaves this platoon, on the condition that the communication platoon always has a spanning tree.

Fig. 1. Two typical communication topologies for platooning.

The proposed distributed training algorithm is suitable for any decentralized communication topology with a spanning tree. In this platooning simulation study, we take the topology in Figure 1(b) as an example, where the leader vehicle (indexed by 0) and six follower vehicles (indexed from 1 to 6) are connected over the platoon. In this platoon, the leader vehicle is moving at a constant speed, and each follower vehicle can only obtain its front and back vehicles’ position. Furthermore, local communication on Q-networks is only required among directly connected neighbors. It is worth noting that we suppose there is a virtual back vehicle for vehicle 6, the position of which equals the position of vehicle 0 minus 7 times the given space between two neighboring vehicles. The whole simulation study is implemented in Tensorflow using python.

4.2 Simulation results

After initialized randomly from a normal distribution, the Q-network of each vehicle is locally optimized based on its own empirical risk, and then the consensus algorithm is
used to globally update all vehicles’ Q-networks. As the actual Q value changes dramatically over iterations, we use the following equation

\[ Q(t) = \begin{cases} 
q(t) & t = 1 \\
0.99Q(t-1) + 0.01q(t) & t > 1, 
\end{cases} \tag{8} \]

where \(q(t) = Q(s_t, a_t, \theta)\) is the value of action based on the current Q-network.

Figure 2 shows the decrease in Q-network loss of all the vehicles, where each point is the mean value of 100 iterations. All vehicles take random actions to accumulate their experience replay memory and do not update their Q-networks in the first 3000 iterations, the loss of which is thus omitted in the figure. We can find from the partially magnified figure that all vehicles’ loss decrease dramatically and converge to each other in the first 200 training iterations, and then converge to the optimal model in union.

Figure 3 details the curves of all vehicles’ moving Q value. In the first 3000 iterations, all vehicles interact with their front and back vehicles with random action to accumulate their experience data samples. In this stage, all the vehicles do not update their Q-networks, and thus the moving Q values randomly fluctuate around their initial values, which are based on their initial parameters of Q-networks. After 3000 iterations, all the vehicles start to learn and update their Q-networks, and their moving Q values converge to each other in a few hundred iterations and decrease dramatically in union. In this stage, all vehicles have not learned how to reach the midpoint of their front and back vehicles, and thus receive negative rewards. The moving Q values stop dropping and start to increase around 4500 iterations. After that, these vehicles learn how to form a platoon and the corresponding moving Q values begin to increase and reach convergence.

Figure 4 describes the performance of all vehicles’ relative positions in the last episode. The positions of all vehicles are first randomly initialized in order, and they learn to form the required platoon while updating their Q-networks. After 3000 iterations, all vehicles form the platoon and move forward with the same separation distance between the front and back vehicles, and there is no vehicle collision during this process. It is clear from the figure that there are still some fluctuations after the vehicles form a stable platoon, and the reasons may be multifaceted for this phenomenon.

First, there is a small possibility for each vehicle to choose an action randomly other than taking the best action because of the exploration strategy, which is a very important part of reinforcement learning. Second, DQN is designed for those problems with discrete and limited actions, while the actions of this platooning control problem are original continuous and unlimited, which makes DQN not directly suitable. In this simulation, we transfer the continuous actions into limited actions using discretization with equal space, which makes it impossible for the vehicles to always choose the best action. Third, the environment for each vehicle, i.e. its front and back vehicles, is varying, and all vehicles are with strong coupling, which means that the destabilization of any vehicle will affect all the vehicles in this platoon. Although the simulation results are with some fluctuations, vehicles can form the required platoon and move at roughly equal space, which is suitable for practice and more in line with the actual human driving situation. In practical application, the dynamics of the vehicles are not required, and there is no limit on the number of vehicles over an arbitrary communication topology with a spanning tree. Each vehicle only needs to obtain its front and back vehicles’ positions to learn how to control the accelerator for this platooning problem.
5. CONCLUSION AND FUTURE WORK

In this paper, we propose a distributed training framework for deep Q-networks to deal with the platoon control problem using a reinforcement learning method. Multiple follower vehicles and a leader vehicle are connected over a decentralized platoon. This multi-vehicle platooning problem is decomposed into many small single vehicle tasks, where each vehicle takes its front and back vehicles as the reinforcement learning environment and learns to keep the same space to them. All the vehicles only need to communicate and obtain the positions of its front and back vehicles in this platoon and the sharing of experience samples is not allowed because of privacy concerns and communication bandwidth limitation, which is more suitable for the practical situation. After the optimization of every vehicles’ Q-networks based on their own experience samples, the consensus algorithm is designed to allow all vehicles to converge to each other. In this way, we change the learning process of Q-network into a two-phase update process, where the Q-network of each vehicle is locally optimized based on its own experience first, and the Q-networks of all vehicles are then globally updated using the consensus algorithm.

At last, the simulation study shows that the Q-networks of all vehicles reach consensus in 200 training iterations and converge to the optimal model around 4500 iterations. After randomly initialized in the last learning episode, all the vehicles learn to form the required platoon in 3000 iterations and move forward at roughly equally separation distance.
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