Geometry-induced memory effects in isolated quantum systems: Observations and applications
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Memory effects can lead to history-dependent behavior of a system, and they are ubiquitous in our daily life and have broad applications. Here we explore possibilities of generating memory effects in simple isolated quantum systems. By utilizing geometrical effects from a class of lattices supporting flat-bands consisting of localized states, memory effects could be observed in ultracold atoms in optical lattices. As the optical lattice continuously transforms from a triangular lattice into a kagome lattice with a flat band, history-dependent density distributions manifest quantum memory effects even in noninteracting systems, including fermionic as well as bosonic systems in the proper ranges of temperatures. Rapid growth in ultracold technology predicts a bright future for quantum memory-effect systems, and here two prototypical applications of geometry-induced quantum memory effects are proposed: A cold-atom based accelerometer using an atomic differentiator to record the mechanical change rate of a coupled probe and an atomic quantum memory cell for storing information with write-in and read-out schemes.
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I. INTRODUCTION

Memory effects are ubiquitous in our daily life, ranging from the hysteresis loop in magnetization\cite{1} to rechargeable batteries\cite{2}. While the former is useful in information technology\cite{3}, the latter limits the life of portable electronic devices. When a system exhibits memory effects, its states are history-dependent. Shape-memory material\cite{4} and memory circuit elements\cite{5} have been explored and shown potential applications. Moreover, reproducible microstates in artificial spin-ice driven by a cyclic external magnetic field have been observed in both experiments and simulation\cite{6}. Most applications and understandings of memory effects are based on classical physics, and how memory effects can arise in simple microscopic quantum systems will be the main subject investigated here.

Band theory of electrons\cite{7,8} based on a noninteracting picture leads to great success in modern electronics industry. Here we ask similar questions on whether noninteracting quantum systems can exhibit memory effects and what kinds of applications are out there. At first look it is counter-intuitive to consider memory effects in noninteracting systems because of a lack of competing time scales and information storage mechanism. This assertion is supported by previous work on transport in noninteracting quantum systems\cite{9,10} which suggests that no signature of memory effects can be observed in the steady-state current as the system is driven with different time scales.

A mathematical construction based on the idea of a bound state that can jump into and out of a continuum in a quantum-dot system suggests that memory effects may exist in noninteracting quantum systems\cite{11}, although how such a system can be realized remains unclear. On the other hand, the tunability of ultracold atom experiments has allowed explorations of quantum effects in both bosonic and fermionic systems in and out of equilibrium\cite{12,13}. While electrons are always accompanied by Coulomb interactions, interactions of cold-atoms are from two-body scattering, which can be turned off by applying an external magnetic field. Thus, noninteracting quantum systems are readily available\cite{14} and make cold-atom systems particularly suitable for unambiguous demonstrations of memory effects with or without self-interactions. Indeed, atomic superfluids exhibit hysteresis loops similar to the magnetization\cite{15} so there is no doubt quantum memory effects can be demonstrated using cold atoms. The next milestone would be a demonstration of memory effects in noninteracting quantum systems.

Memory effects are closely tied to the dynamics and transport of the underlying systems because different evolution scenarios are needed for revealing the history of the system. Several transport phenomena in mesoscopic systems have been demonstrated in cold-atom systems\cite{16}, including quantum ratchet\cite{17}, relaxation of fermions in optical lattice\cite{18}, and sloshing motions\cite{19}. Beside analogous phenomena in solid-state systems, cold-atom experiments can further explore spin-imbalanced fermions\cite{20,21} inhomogeneous interactions\cite{22,23}, and dynamical transformations of lattice geometry\cite{24,25}. The optical kagome lattice realized in Ref.\cite{26} supports a flat band, which consists of localized states lacking kinetic energy. Interesting properties of flat-band systems with implications for cold atoms have been intensely studied\cite{27,28,29} and the presence of a flat band can interfere with quantum transport of other mobile particles\cite{30}.

Here, a mechanism of memory effects based on geometrical transformations of a quantum system is analyzed, where the presence of a flat band plays an important role. The main idea of this work is monitoring the dynamics of a quantum system continuously transformed from one geometry without any flat band into one with at least one flat band. As demonstrated in Ref.\cite{26}, transforming a triangular lattice into a kagome lattice has been an available technology. As the time scale of the transformation changes, evidence of quantum memory effects showing different stationary particle distributions will be presented. To verify the contribution from the flat band, we consider another transformation from a triangular lattice to a square one, where none of the geometries support a flat band, and show that no memory effect can be observed. In contrast to the bound state mechanism in a quantum dot discussed in...
Ref. [13], the flat-band mechanism finds immediate applications in cold-atom systems and is readily verifiable. Moreover, our results suggest that the flat-band induced memory effect should be observable in both fermionic and bosonic systems, which will allow for broader applications.

Realizations of memory effects in simple quantum systems will make it possible to use time as an additional control parameter. The hysteresis of atomic superfluid currents provides an example where the reversal of the current lags behind the stirring. When compared to typical electronic systems with high Fermi velocity ($\approx 10^8$ m/s) and short tunneling time ($\approx 1$ fs), the relatively slow motion of cold atoms with typical tunneling time scales of $\approx 1$ ms makes them particularly suitable for unveiling mechanisms responsible for quantum memory effects and exploring their applications. For instance, an accelerometer based on an atomic differentiator, a rate-controlled density valve, and a quantum memory-effect atomic memory (QMEAM) will be proposed here. Similar ideas can lead to novel quantum devices in atomtronics, where cold atoms in artificial confining potentials are employed to simulate or complement electronic devices.

This paper is organized as follows. In Sec. II we model feasible experimental setups for lattice transformations capable of demonstrating quantum memory effects and show a proof-of-principle demonstration that memory effects already exist in noninteracting quantum systems in the thermodynamic limit. In Sec. III we consider real experimental conditions and simulate lattice transformations in finite-size systems which model experiments more faithfully. Clear demonstrations of geometry-induced memory effects are also observable in finite-size systems. Sec. IV presents several applications of quantum memory effects and their possible experimental realizations. Sec. V concludes our study.

II. DYNAMICS AND MEMORY EFFECTS AFTER LATTICE TRANSFORMATIONS

The Hamiltonian for a two-dimensional noninteracting system in a time-dependent lattice potential is

$$\mathcal{H}(t) = -\frac{\hbar^2}{2m} \nabla^2 + V(x, y, t) = K + V.$$  \hspace{1cm} (1)

Following Ref. [29], we consider $V(x, y, t) = V_0 [V_{tri}(x, y) + Z \gamma(t, t_r) V_{ramp}(x, y)]$, where $V_0$ indicates the lattice depth and $V_{tri}(x, y)$ forms a time-independent triangular lattice with lattice constant $a_L$. The additional potential energy, $V_{ramp}$, tunes the lattice to a different geometry dynamically. Here, the ramping time is $t_r$, $Z$ specifies the final relative strength between $V_{tri}$ and $V_{ramp}$, and $0 = \gamma(t \leq t_0, t_r) \leq \gamma(t, t_r) \leq \gamma(t \geq t_r, t_r) = 1$ characterizes the ramp. The explicit formulations for the triangular lattice and different ramping potentials are summarized in Appendix B.

Figure 1 shows the triangular lattice with an enlarged unit cell (consisting of site $A$, $B$, $C$, and $D$) and illustrates a transformation into the kagome lattice with $V_{ramp} = V_{ramp}^{(k)}$ and one into a square lattice with $V_{ramp} = V_{ramp}^{(s)}$. The most important difference among the triangular, square, and kagome lattices pertaining to this work is that the kagome lattice supports a flat band as summarized in Appendix A. Since the particles in the flat band have no kinetic energy and do not participate in transport, they introduce a different time scale from the tunneling time of mobile particles and make memory effects possible.

A. Band theory analysis

To clearly demonstrate that the flat band indeed gives rise to memory effects, we first consider the lattice transformation problem in the thermodynamic limit and implement the tight-binding approximation. The Hamiltonian in the second-quantization form is approximated by

$$\mathcal{H}_{tb} = \sum_{(ij)} \Psi_i^\dagger h_{ij} \Psi_j,$$  \hspace{1cm} (2)

where $\Psi_i^\dagger = (c_{A,i}^\dagger, c_{B,i}^\dagger, c_{C,i}^\dagger, c_{D,i}^\dagger)$ denotes the creation operator on the sites shown in Fig. 1 and $h_{ij}$ only has finite tunneling coefficients $-t$ along the links in the lattice. The lattice Fourier transformation, $\Psi(k) = \sum_{j} \Psi_j e^{i k \cdot r_j}$ with crystal momentum $k$, leads to $\mathcal{H}_{tb} = \sum_k \Psi_k^\dagger [h(k) \Psi(k)]$ with $h(k)_{\mu\nu} = 0$ if $\mu = \nu$ and $h(k)_{\mu\nu} = -2t \cos(k \cdot a_{\mu\nu})$ if $\mu \neq \nu$, where $\mu, \nu = A, B, C, D$ label the sites on an enlarged unit cell. The vectors $a_{\mu\nu}$ link adjacent sites $\mu$ and $\nu$ as shown in Fig. 1. The unitary transformation, $c_{\beta}(k) = \sum_\delta (U)_{\beta \gamma} c_{\gamma}(k)$, diagonalizes the above matrix and leads to $\mathcal{H}_{tb}(k) = \sum_\beta E_\beta(k) c_\beta^\dagger(k) c_\beta(k)$, where $\beta = 1, 2, 3, 4$ labels the bands in momentum space.

The lattice transformations are then modeled by introducing time-dependent elements of $h(k)$ that continuously transform the triangular lattice to either the kagome or square lattice. Details of the modeling are summarized in Appendix A. The interpolations between those different lattice geometries are not unique, and here we implement a set of smooth transformations which reasonably model realistic situations. The interpolation we use here will clearly proves the existence of memory effects in noninteracting quantum systems. Other interpolation schemes are expected to only introduce quantitative differences.

The time evolution of the system after the lattice-transformation potential is turned on can be monitored by the single-particle correlation matrix $c_{\mu,\nu}(k) = \langle c_{\mu}^\dagger(k) c_{\nu}(k) \rangle$, whose equation of motion (EOM) can be derived in the Heisenberg picture using $i \hbar \partial_t \langle c_{\mu}^\dagger c_{\nu} \rangle = [c_{\mu}^\dagger c_{\nu}, \mathcal{H}_{tb}]$. Details of the derivation is shown in Appendix A. For noninteracting systems, the EOM has the same form for fermions and bosons. The spin-statistics (fermions vs. bosons) is reflected in the initial conditions determined by different distributions, which leads to different time-evolutions. The EOM for noninteracting systems is solved by the fourth-order Runge-Kutta method with $\delta t = 10^{-2} t_0$, where the time unit in the tight-binding approximation is $t_0 = h/\ell$. In the following we will set
$h = 1$ and $k_B = 1$. The population of each band can be evaluated from $C_{\mu,\nu}(k)$ by using $N_{\beta} = \sum_{k \in FBZ} \langle c^\dagger_\beta(k)c_\beta(k) \rangle = \sum_{k \in FBZ} \sum_{\mu,\nu} |U(k)|^2 \beta_\mu C_{\mu,\nu}(k)[U^\dagger(k)]_{\nu,\beta}$. Throughout the paper, the summation of crystal momentum $k$ is over the first Brillouin zone (FBZ) and the summations of $\mu, \nu$ are over $A, B, C, D$ shown in Fig. 1.

The results for single-component fermions will be presented first. Here, we consider the system is initially in its ground state at zero temperature and undergoes a transformation from the triangular lattice to the kagome lattice. In Fig. 2(a), the averaged particle density in the third band is shown as a function of time. Here the initial filling is defined in the triangular lattice, and we choose half-filling to make it easier to observe memory effects. The dependence of observed memory effects on the initial filling will be explained later. To clearly contrast memory effects due to different time scales, we consider linear ramping of the lattice potential. Therefore, $\gamma(t, t_r) = 0$ for $t < 0$ and $\gamma(t, t_r) = \Theta(t - t_r) + (t/t_r)\Theta(t_r - t)$ for $t \geq 0$ with a tunable ramping time $t_r$. Here $\Theta(x)$ is the Heaviside step function. A transformation to the square lattice follows a similar protocol, and its results are summarized in Appendix A 2.

The emergence of a steady state as the population of each band evolves into a stationary value is crucial to the identification of memory effects. Importantly, steady states are clearly visible in Fig. 2(a). The thermal distributions of the steady states are found to deviate from the Fermi-Dirac distribution in thermal equilibrium (shown in Appendix A 3). The existence of a steady state is nontrivial due to a lack of interactions and dissipation, and the system is usually not expected to equilibrate. Nevertheless, the system manages to evolve into steady states for both noninteracting fermions and bosons. Different steady-state values from different ramping times serve as clear evidence for memory effects. When ramped to a square lattice with different time scales, the final steady states reach the same density distribution on each band despite different transient behavior, as shown in Appendix A 2.

Therefore, only a density re-distribution takes place but no memory effect can be observed in absence of a flat band. We have checked that no memory effects are observed when the system undergoes a transformation without any flat band at various fillings and finite temperatures.

In stark contrast, Fig. 2(a) shows that the steady-state populations in the flat band, after the triangular lattice is transformed into the kagome lattice, are different for different ramping times. This provides an unambiguous proof that geometrical effects, such as a flat band, indeed can induce memory effects in a noninteracting quantum system. The emergence of a steady state as the initial triangular lattice is transformed into the kagome lattice is highly non-trivial given the fact that, in density-driven transport, the flat band of the kagome lattice can interfere with the emergence of a quasi-steady state. Moreover, the longer the ramping time is chosen, the higher the population in the flat band can be observed.

Since the main contribution to the geometry-induced mem-
ory effect is from filling or emptying the flat band after a lattice transformation, an optimal condition would be that the initial population of the would-be flat band is substantially different from the populations of the bands beneath or above it. Particles moving into or out of the flat band at different rates after lattice transformations then cause memory effects. The flat band in the kagome lattice corresponds to the third band in the initial triangular lattice when an enlarged cell containing site-\(A\) to \(D\) is considered. Thus, prominent memory effects can be observed if the initial filling of the triangular lattice ranges from \(1/2\) to \(3/4\) with the details shown in Appendix A. Similarly, the initial temperature can affect the initial particle distribution and influence memory effects. As the initial temperature increases, all bands tend to have more uniform distributions and memory effects are washed out. Finite-temperature effects from different initial conditions are summarized in Fig. 2(b) showing that memory effect wanes as the initial temperature increases.

B. Non-Interacting Boson

According to the results of fermions, memory effects due to the flat band is more prominent when the population in the would-be flat band is significantly different from those in nearby bands. When a Bose-Einstein condensate (BEC) of bosons exists in the ground state, the lowest energy band is macroscopically occupied. As a consequence, higher-energy bands, including the would-be flat-band, have little influence, so memory effects are not observable. However, a noninteracting BEC cannot survive at finite temperatures in 2D and the bosons start populating all bands. Thus, the flat-band induced memory effect becomes more observable as temperature increases. Fig. 2(c) shows that memory effect starts to emerge in noninteracting bosons at intermediate temperatures. As temperature gets higher, bosons spread more into higher-energy bands, so memory effects associated with the flat band is more prominent. However, both bosons and fermions approach the classical distribution at high temperatures. Therefore, there is no significant population change after lattice transformations above the quantum-degeneracy temperature, and memory effects vanish in the high-temperature regime.

III. FINITE SIZE SYSTEM

Cold-atom experiments are performed on finite systems. Here we model finite systems more faithfully in real space using a finite difference method [11,12]. Explicitly, we discretize Eq. (1) on a grid with square elements of linear size \(\Delta = aL/\sqrt{N_G}\), where \(N_G\) is the number of grid points. We present the results with system size \((L_x, L_y) = (8\sqrt{3}, 16)a_L\), approximately corresponding to a lattice of \(N_{\text{lattice}} = 16 \times 16\) sites with \(N_G = 20\). Details of our approach, finite size effect, the choice of \(N_G\), and the formulation of ramping potentials are provided in Appendix B.

A. Single Component Fermion

For a finite-size system of noninteracting fermions, we monitor the wavefunction of an initial \(T = 0\) ground state. Explicity, the energy spectrum of the triangular lattice Hamiltonian \(H = K + V_{\text{tri}}\) can be obtained numerically. By systematically estimating the number of states \(N_f\) according to the filling fraction and system size, we choose the lowest \(N_f\) states to form a Fermi sea. Next we numerically integrate the time-dependent Schrödinger equation of each eigenstate, \(i\hbar\partial_t |\Psi_\nu(x, y, t)\rangle = H(t) |\Psi_\nu(x, y, t)\rangle\), by using the fourth-order Runge-Kutta method with a time step \(\delta t = 10^{-3}\). In the finite system, the unit time is \(t_0 = \hbar/E_R\) with the recoil energy \(E_R = \pi^2\hbar^2/2mA_L^2\). The evolution of the particle density can be monitored by \(n(x, y, t) = \sum_{\nu=1}^N |\Psi_\nu(x, y, t)|^2\). In Fig. 1(d)-(f), the particle density contours at different times are shown for the transformations into the square and kagome lattices with a sudden quench, \(\gamma(t, r) = \Theta(t)\). Initially, particles fill the local minima of the triangular lattice potential in Fig. 1(e). After a transformation into the kagome or square lattice, particles redistribute accordingly, as shown in Fig. 1(d) and (f). Since there is no dissipation mechanism in an isolated noninteracting system, particles do not reach thermal equilibrium.

To better characterize the dynamics of lattice transformations, we define the averaged particle density at site-\(\alpha\) \(\in\{A, B, C, D\}\) by

\[
\langle N_\alpha(t) \rangle = \frac{\sum_{(x, y) \in \alpha} n(x, y, t)}{N_{\text{lattice}}} = \frac{N_\alpha}{N_{\text{lattice}}}. \tag{3}
\]

The denominator is the total lattice number and the numerator is the summation of the particle density when its coordinate \((x, y)\) is within a range of the corresponding lattice potential minimum. The choice of the range does not affect the result qualitatively. The initial filling fraction is defined by \(\langle N \rangle = \sum_\alpha \langle N_\alpha(t = 0) \rangle\). We monitor the particle distributions after transformations into the square and kagome lattices. Importantly, the non-equilibrium steady states in the thermodynamic limit after lattice transformations manifest themselves here in finite-size systems, as shown in Fig. 3. In the long-time limit, the mass current decays to zero, while the particle density on each site approaches its asymptotic value. Similar to the cases in tight-binding approximation in the thermodynamic limit, the emergence of quasi steady states in finite systems is crucial because memory effects can be identified by comparing those states after lattice transformations with different time scales.

As shown in Fig. 3(d), all quasi-steady state currents decay to zero and exhibit no memory effect. As summarized in Refs. [13] and [43], the current unavoidably misses signatures of memory effects in most cases, and our results align with this observation. Instead, we investigate the quasi-steady state particle densities and unambiguously identify memory effects associated with lattice transformations where a flat band emerges. Here the particle density is chosen close to half-filled in the initial triangular lattice. For a transformation into the square lattice, the averaged particle densities are shown in the insets of Fig. 3(a)-(c) and exhibit no memory
reached a quasi-steady state. For a selected initial filling, we qualitatively differ from other choices since the system has here quasi-steady states after different lattice transformation.

FIG. 3. (Color online) (a)-(c) Averaged density on each site versus time for single component fermions experiencing lattice transformations from the triangular to kagome lattices. The insets of (a)-(c) show the same plots for transformations from the triangular to square lattices. The quench cases are in cyan color and the linear ramping cases with different ramping times are \( t_r = t_0/2 \) (red), \( t_r = t_0 \) (green), and \( t_r = 2t_0 \) (blue). (d) Averaged current, \( I_a = \partial_t \langle N_a(t) \rangle \), versus time for the quench case. (e) Averaged density, \( \langle N_D \rangle_{\text{steady}} \), with different ramping times versus the initial filling fraction, \( \langle N \rangle \). Slight differences in the initial densities on different sites are due to boundary effects discussed in Appendix B.

interpret the difference between residual particles on site-\( D \) in the quasi-steady states from different ramping times as the strength of memory effect and show the result in Fig. 3(e) for a linear ramping function with different ramping time \( t_r \). The difference in \( \langle N_D \rangle_{\text{steady}} \) due to different ramping times increases as the filling fraction increases, which indicates stronger memory effect.

To summarize, atoms in the flat band lack kinetic energy and do not contribute to transport directly, but filling and emptying atoms in the flat band introduce a different time scale other than the hopping time of mobile atoms. The observed memory effects are from a competition between different time scales, and the ability to retain atoms in the flat band after a lattice transformation because of the emergence of non-trivial steady states allows identification of memory effects.

B. Condensate dynamics of weakly-interacting bosons

In contrast to fermions, single-species bosons can self-interact. The Gross-Pitaevskii (GP) equation provides a suitable description of the condensate of weakly-interacting bosons far below its BEC transition temperature, and its generalization to time-dependent systems are straightforward. In the GP equation, the condensate is described by a wave function \( \Phi(x,y,t) \) and

\[
\frac{-\hbar^2}{2m} \nabla^2 + V(x,y,t) + gN_b|\Phi|^2 \Phi = \ii \hbar \partial_t \Phi, \tag{5}
\]

where \( N_b \) is the number of bosons. Here we follow Ref. [47] to normalize the wavefunction, \( \int dx dy |\Phi(x,y)|^2 = 1 \). The coupling constant \( g = 4\pi \hbar^2 a_s/m \) is determined by the two-body \( s \)-wave scattering length \( a_s \). In the following we implement the finite-difference method to investigate condensate dynamics and set \( a_s = (3/\pi) a_L \).

The particle density is given by \( n(x,y,t) = N_b |\Phi(x,y,t)|^2 \). In Fig. 4(a) and (b), we show the averaged density and current in each site after a quench into the kagome lattice. When compared to the fermion case, it takes a longer time for weakly-interacting bosons to reach a quasi-steady state. The emergence of a quasi steady state in interacting bosons has been studied in Ref. [48], and here quasi-steady states after different lattice transformation protocols allow us to detect memory effects.

In the presence of Bose-Einstein condensation, the lowest energy state is macroscopically occupied while other states have relatively small weight. Since there are two dispersive bands beneath the flat band in the kagome lattice, during and after the lattice transformation, the condensate is less likely to spread into higher bands even when the filling fraction is large. Observation of flat-band induced memory effects is thus unlikely in weakly interacting bosons in its condensed phase. Fig. 4(c) shows the time average of particle density on site-\( D \). One can see that the long-time averaged densities are the same regardless of different ramping times, and there is no observable change as the initial filling increases. Stronger interaction strength has also been tested and there is no observable flat-band induced memory effect in the condensate.
We remark that memory effects due to the phase stiffness of superfluids have been observed in the hysteresis loops of bosonic atoms in a ring-shape geometry. The flat-band induced memory effects discussed here, although not observable in the superfluid phase due to BEC in the ground state, apply to both noninteracting bosons and fermions and complement the memory effects due to long-range orders in superfluids.

IV. APPLICATIONS

On the experiment side, the triangular, square, and kagome optical lattices have all been realized and loaded with bosonic atoms. Feasibility of dynamical ramping is also presented in Ref. 29. While measurements of the population in a selected band can be challenging in solid-state materials, real space density distributions in cold-atoms can be mapped out by in-situ imaging, a novel microscopic technique based on scanning electron microscopy and nondestructive fluorescence imaging. Moreover, the population of a flat band can be measured by time-of-flight experiments. A recently developed technique called compensated optical lattice can cool fermionic atoms to nearly 7% of the Fermi temperature and bring the system virtually to its ground state. Combining those imaging and cooling techniques with the possibilities of tuning the lattice geometry, here we propose two applications of geometry-induced memory effects in atomic devices.

The first application is a prototypical atomic differentiator, whose comparison with a conventional electronic differentiator is shown in Fig. 5. A basic electronic differentiator needs three elements: an operational amplifier, a capacitor, and a resistor. A faithful analogue of a capacitor using cold atoms can be challenging because atoms are charge neutral and interact via scattering, and an atomic operational amplifier is an even greater challenge. Instead of building the atomic analogues of all three elements of an electronic differentiator and operating them in a similar fashion, the atomic differentiator based on memory effects can directly reflect the rate of input voltage, which determines the rate of transformation of lattice geometry, by measuring the remaining D-site density in the kagome lattice.

Utilizing the atomic differentiator, a cold-atom based accelerometer is also proposed and shown in Fig. 5 where a probe is connected to a piezoelectric piece that controls the laser responsible for the lattice transforming potential. When the probe is accelerated, a change of voltage from the piezoelectric piece ramps up and transforms an initially loaded triangular lattice into a kagome lattice. The remaining density on D-sites is sensitive to the rate at which was switched on, hence it records the acceleration in the probe. One may, alternatively, record the signals from the transducer and use a conventional electronic differentiator or a computer to process the signals and extract the rate of change. In contrast to electronic systems using multiple devices to achieve the goal, the proposed atomic device can automatically record, in the remaining D-site density, the rate of change sensed by the probe.

Since memory effects in the kagome lattice are most prominent if the ramping time is about the same order of magnitude as the tunneling time, this type of accelerometers will be more efficient in probing changes in the ms-scale. We remark on a difference between an accelerometer using electronic devices and the cold-atom based accelerometer. While the electronic accelerometer can operate continuously in time, the cold-atom based accelerometer needs to be refreshed constantly by resetting the lattice back to the triangular lattice and bringing the cold atoms to the ground state, which can be achieved by recent advance in preparing and manipulating small-scale cold-atom systems. Nevertheless, an electronic differentiator loses its output when the input voltage is switched off, but the atomic differentiator or accelerometer keeps its latest output in the remaining density indefinitely.

A second application is to actively control the remaining...
density using the rate of change of lattice transformation. We first propose a rate-controlled atomic memvalve, where the ramping potential $V_{\text{ramp}}$ controlled by laser intensity is switched on at different rates to tune the remaining density $N_D$ on the $D$-sites of the kagome lattice. Different ramping rates then lead to different $N_D$, which can be read out using the above-mentioned imaging techniques. After one operation, $V_{\text{ramp}}$ can be turned off and the triangular lattice may be replenished with fresh cold-atoms for another cycle.

The mechanism behind the memvalve is remotely analogous to an electronic transistor, where a gate voltage controls the current from the source to the drain. In the memvalve, however, the control is the rate of ramping up $V_{\text{ramp}}$. A comparison of the memvalve and transistor is summarized in Table I. Recent experimental progress in rapid loading and manipulating cold atom and portable cold-atom technology could make the accelerometer and rate-controlled memvalve realistic in the near future.

| Transistor | Rate-controlled Memvalve |
|------------|--------------------------|
| Control    | Output                   |
| Voltage $V_1$ | $V_2$                   |
| Current $I_1$ | $I_2$                   |
| Rate $1/t_1$ | $1/t_2$                   |
| Density $N_D > N_c$ | $N_D < N_c$                 |

![Diagram of Transistor and Memvalve](image)

**TABLE I.** (Color online) Comparison between an electronic transistor and an atomic memvalve. Left column: An electronic transistor uses the gate voltage $V_g$ to control the output current $I$. Two sets of input voltages $V_1, V_2$ and the corresponding output currents $I_1, I_2$ represent a binary signal. Right column: The rate-controlled memvalve takes different lattice-transforming rates, $1/t_r$, to control the laser which transforms the lattice geometry to a kagome lattice. Two different rates lead to two different steady-state $D$-site densities, which also represent a binary signal.

Based on the memvalve, we propose a quantum memory effects atomic memory (QMEAM) summarized in Fig. 6. Due to the emergence of the steady states after lattice transformations, the remaining $D$-site density does not change in later times. Thus, this memory element in principle is non-volatile. The information denoted by "1" and "0" are stored as higher and lower $D$-site densities, respectively. A proposed write-in process to store information into a QMEAM and two proposed read-out schemes, one destructive and one non-destructive, to retrieve information out of a QMEAM are illustrated in Fig. 6. Given an input of one bit of information "1" (or "0") represented by a high (or low) voltage, we first send the signal to a single slope analog-to-digital converter architecture, where the two values of the input voltage translate into two different rates to ramp the laser that transforms the optical lattice from a triangular one to a kagome one. Since a faster transformation leads to higher remaining $D$-site density, the information is stored as high (or low) $N_D$ in the QMEAM.

Invasive schemes for storing information in lattice atomic systems, such as using the input voltage to control an electron beam to remove atoms from an optical lattice and storing information as the overall density difference, are possible. In contrast, the QMEAM is a number-conserving scheme since the atoms only rearrange themselves after a lattice transformation, and when combined with a non-destructive read-out scheme discussed later, the QMEAM does not need to refill its atoms after one cycle of operation. Since accidental atomic losses in optical lattices can be made small, the memory cell is non-volatile and the duration of storage is limited by the holding time of atoms in the potential. Moreover, in Sec. III we showed that quantum memory effects are observable for a lattice system with $N_{\text{lattice}} = 16 \times 16$ sites. This implies that the scalability of the QMEAM is promising.

The read-out schemes for retrieving the information in a memory cell are shown in the lower part of Fig. 6. One destructive scheme is to use an electron beam as a scanning microscope to pump the particles out of the system and convert them to an ion current proportional to the particle density where the electron beam is focused on. The resulting ion current from a selected $D$-site determines the information by comparing the magnitude of the ion current to a calibrated value. At the end of the operation, the atoms are removed from the optical lattice and the originally stored information is destroyed.

To keep the originally stored information intact after a read-out operation, we propose a second read-out scheme utilizing all-optical measurements as shown in Fig. 6. In Ref. 51, a pair of counter propagating photon beams are employed. One pumps the atoms into a dark state and the other fluorescence beam brings the atoms out of the dark state. The resulting Raman fluorescence image not only reveals the real space density, but also preserves the spatial locations of the atoms and leave them in the vibrational ground state. The light-induced particle loss in the fluorescence measurement is controllable and can be minimized. For the two read-out schemes, the ion current or the fluorescence intensity can be amplified and converted to voltage signals if desired.

**V. CONCLUSIONS**

Memory effects are shown to exist in noninteracting quantum systems when a flat band emerges. Different density distributions following different ramping times serve as direct evidence for memory effects, which are readily observable in fermionic systems at low temperatures and bosonic systems at intermediate temperatures. Since flat-bands can be found in a variety of lattice geometries, including saw-tooth photonic rhombic lattice and the recently realized optical or photonic Lieb lattice geometry-induced memory effects may also be studied in those systems. On the other hand, photon-induced memory effects have been claimed in solid-state materials exhibiting structural transitions, and the tunability of optical-lattice geometry can
provide opportunities for bridging our understanding of memory effects in material science and ultracold atoms.

The geometry-induced quantum memory effect is less prominent in the presence of BEC, but phase-stiffness induced memory effects exhibiting hysteresis of the vorticity have been observed in interacting bosons in the superfluid phase\cite{11}. Given the variety of memory effects and the broad range of their applications, including the accelerometer, mem-valve, and QMEAM discussed here, novel quantum devices utilizing memory effects are promising in the emerging field of atomtronics\cite{25,26}.
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Appendix A: Band Theory and Dynamics

1. Model and Method

In the thermodynamic limit, the system is approximated by the one-band tight binding model

$$\mathcal{H}_{tb} = \sum_{\langle ij \rangle} \Psi_i^\dagger h_{ij} \Psi_j,$$

(A1)

where $\Psi_i^\dagger = (c_{A,i}^\dagger, c_{B,i}^\dagger, c_{C,i}^\dagger, c_{D,i}^\dagger)$ is the creation operators on each site. From Fig. [1] the $A-B$ link is connected by a vector $a_{AB} = (-\sqrt{3}/2, 1/2) a_L$, and the rest of the links can be determined as well. After performing the Fourier transformation $\Psi(k) = \sum_r \Psi_r e^{ikr}$, we are able to obtain the Hamiltonian in momentum space as $\mathcal{H}_{tb} = \sum_k \Psi(k) h(k) \Psi(k)$, where the elements of $h(k)$ are $h(k)_{\eta\xi} = 0$ if $\xi = \eta$ and $h(k)_{\eta\xi} = -2t \cos(k \cdot a_{\eta\xi})$ if $\eta \neq \xi$ and $\eta, \xi = A, B, C, D$. During the dynamical ramping to the kagome or square lattice, $h(k/s)(k)$ becomes time dependent. Explicitly,

$$h(k) = \begin{pmatrix} 0 & h_{AB} & h_{AC} & h_{AD} \\ h_{AB} & 0 & h_{BC} & h_{BD} \\ h_{AC} & h_{BC} & 0 & h_{CD} \\ h_{AD} & h_{BD} & h_{CD} & 0 \end{pmatrix},$$

(A2)

where $h_{\eta D}(t) = [1 - \gamma(t, t_0)] h_{\eta D}$, for instance $h_{AD}^{(k)}(t) = [1 - \gamma(t, t_0)] h_{AD}$, and $h_{DD}(t) = \gamma(t, t_0) \Delta_D$ with a final potential difference $\Delta_D = 8t$ on site $D$. Although the potential energy on site-$D$ is still finite, we assume that the hopping amplitude decays to zero when the ramping is finished. The assumption is valid following available experimental results\cite{22}. When ramping to the square lattice, the time-dependent Hamiltonian can be written as

$$h^{(s)}(k) = \begin{pmatrix} 0 & h_{AB} & h_{AC} & h_{AD} \\ h_{AB} & 0 & h_{BC} & h_{BD} \\ h_{AC} & h_{BC} & 0 & h_{CD} \\ h_{AD} & h_{BD} & h_{CD} & 0 \end{pmatrix},$$

(A3)

where $h_{AD}^{(s)}(t) = [1 - \gamma(t, t_0)] h_{AD}$ and $h_{BC}(t) = [1 - \gamma(t, t_0)] h_{BC}$. Details of the lattice structures are shown in Fig. [1].

Here we focus on the case of a transformation to the kagome lattice. The Hamiltonian at each time slot is diagonalized to obtain the corresponding energy spectrum. In Fig. [7] we plot the energy spectrum at different time slots. The zone points ($\gamma$, $K$, and $M$) are defined on the kagome Brillouin zone, which is the reason why the spectrum of the triangular lattice shown in Fig. [7](a) has four bands. As the potential energy ($\Delta_D$) on site-$D$ increases, the forth band energy rises and the third band evolves into a flat band. After the ramping is completed, the lower three bands forms the kagome band structure and the highest band represents the particles on site-$D$ as shown in Fig. [7](d).

FIG. 6. (Color online) Quantum memory effect atomic memory (QMEAM). One bit of information can be stored in a memory cell after a lattice transformation. The write-in scheme converts an incoming voltage signal into different rates of ramping the lattice potential $V_{\text{ramp}}$. The information is then saved as a high or low density ((N_D)) state. Two read-out schemes can be used: (lower left) A destructive electron beam converts atoms to an ion current and an ion detector measures the ion current $I_{\text{ion}}$ as the output signal. (lower right) A nondestructive photon beam induces fluorescence by bringing the atoms out of the dark state and a photo-detector measures the intensity $F_{\text{ph}}$ of the fluorescence as the output signal. The subscript \text{c} stands for a calibrated value to distinguish the two states of one bit. Both $I_{\text{ion}}$ and $F_{\text{ph}}$ can be amplified and converted to voltage signals.
FIG. 7. (Color online) Tight-binding bands at different times in a transformation from the triangular to kagome lattice: (a) $t = 0$, (b) $t = 0.4t_0$, (c) $t = 0.8t_0$, and (d) $t = t_0$. Here the ramping function is linear with ramping time $t_r = t_0$. The third band (purple) develops into a flat band.

By using the equation of motion of single-particle operators in Heisenberg picture \( \hbar \partial_t c_{\mu} = [c_{\mu}, \mathcal{H}(t)] \), the time evolution of the single-particle correlation matrix \( \langle c_{\mu}^\dagger(k) c_{\nu}(k) \rangle \) is governed by

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \langle c_{\mu}^\dagger(k) c_{\nu}(k) \rangle = \sum_j [h_{j\mu}(k) \langle c_j^\dagger(k) c_{\nu}(k) \rangle - h_{\nu j}(k) \langle c_{\mu}^\dagger(k) c_j(k) \rangle],
\]

which applies to both fermions and bosons. Here, the summation of \( j \) runs over the whole lattice and \( \mu, \nu \in \{A, B, C, D\} \).

The initial matrix elements should be determined by the corresponding spin-statistics at given temperature \( T \). For single-component fermions, the filling is given by \( N_{\text{tot}}/N_{\text{lattice}} = \sum_{\beta,k} \langle c_\beta^\dagger(k) c_\beta(k) \rangle \), where \( N_{\text{tot}} \) and \( N_{\text{lattice}} \) denote the total particle number and lattice number, and \( \langle c_\beta^\dagger(k) c_\beta(k) \rangle = \langle \exp((E_\beta(k) - \mu)/k_B T) + 1 \rangle^{-1} \) with \( \mu \) and \( k_B \) denoting the chemical potential and Boltzmann constant. The chemical potential is determined from the desired filling fraction and temperature. Therefore, the initial correlation matrix can be inferred from \( c_{\mu,\nu}(k) = \sum_{\beta,\beta'} (U^\dagger)^{\beta\mu}(\beta_{\beta'}^\dagger k c_{\beta'}(k) c_\beta(k)) U_{\nu\beta'} \), where the unitary matrix \( U \) diagonalizes the Hamiltonian at the given time.

2. Compare to Square Lattice

In Fig. 8 we show the simulation result by monitoring the dynamics of two different geometrical transformations, one to the kagome lattice and the other to the square lattice. There is no observable memory effects in the square lattice case and the averaged density on each site approaches the same steady-state value. The reason we have four bands instead of one for the triangular and square lattices is because we use the same enlarged unit cell to make a fair comparison with the kagome lattice. On the other hand, memory effect shows up in the kagome lattice as the averaged density in each band varies with different ramping times. As we mentioned in the main text, a major difference between the square and kagome lattices is the presence of a flat band, which is the source of the memory effects observed here. We remark that the models used here does not remove the site-\( D \) from the lattice but only increased its on-site energy and set the associated hopping amplitude to zero. Hence we still have residual density on site-\( D \) as shown in Fig. 8(c) after a lattice transformation.

3. Non-Thermalized Steady States

In both finite-size and thermodynamic-limit cases, steady states in the long-time limit have been observed. In a closed system with energy conservation, we found the duration of a quasi-steady state proportional to its size. We have verified that steady states in the thermodynamic limit observed here do not correspond to any thermal state. In Fig. 9 we show three different cases, where the left column shows the initial distributions and the right shows the distributions at a later time after the lattice geometry is transformed. In the first case, the result of ramping to the square lattice is shown, where non-thermal final distribution supporting a steady state is also observable. In the second cases, the initial state follows the Fermi-Dirac distribution at zero temperature. After ramping to the kagome lattice, the later state is not a well-defined thermal distribution since the density distribution depends not only on the energy but also the momentum. Similar behav-
ior happens when the initial state is a thermalized state in the third case. In the later state one can see multi-values of the distribution although the distribution is stationary implying a memory effect.

Appendix B: Finite Difference Method and Finite Size Effect

Here we present the details of our analysis of finite systems. We use the finite-difference method to rewrite continuous derivatives as finite differences defined on discretized square elements of linear size $\Delta$ by choosing $\Delta = a_L / n_G$, where $n_G$ is the number of grid points in each direction. Here we discuss finite-size effects and the dependence of our results on $n_G$. The Schrödinger equation governed by Hamiltonian in Eq. (1) is discretized on a two dimensional grid labeled by index $j = 0, 1, \cdots, n_G$ in each direction. To be specific, we have the matrix elements (with $\hbar = m = 1$)

$$K_{j,j} = \frac{2}{\Delta^2},$$

(B1)

$$K_{j,j+1} = -\frac{1}{2\Delta^2}$$

(B2)

for kinetic energy and

$$V_{jl} \approx \delta_{jl} V(r_j),$$

(B3)

for potential energy, which is diagonal. For this method to be valid, $V(r)$ should be slowly varying against $\Delta$. This approach is also used to discretize the Gross-Pitaevskii equation, in which a non-linear term, $g N_l |\phi|^2$, is included in the equation of motion.

The detailed potential energy for the triangular lattice is

$$V_{tri}(x, y)$$

(B4)

$$= \sin^2 \left( \frac{\pi x}{2a_L} \right) \sin^2 \left( \frac{\pi y}{2a_L} \right) + \frac{\sqrt{3} \pi y}{2a_L} + \sin^2 \left( \frac{\pi x}{2a_L} - \frac{\sqrt{3} \pi y}{2a_L} \right),$$

which has a minimum at the origin. For a transformation to the kagome lattice, another set of lasers focused on the minimum points of $V_{tri}(x, y)$ with twice the wavelength is used, which may be modeled by

$$V^{(k)}_{ramp}$$

(B5)

$$= \sin^2 \left( \frac{\pi x}{a_L} \right) + \sin^2 \left( \frac{\pi x + \sqrt{3} \pi y}{a_L} \right) + \sin^2 \left( \frac{\pi x - \sqrt{3} \pi y}{a_L} \right).$$
Finally, to achieve the square lattice, a second set of lasers with shifted focus points and the same wavelength as \( V_{tr1}(x, y) \) is modeled by

\[
V_{ramp}^{(s)} = \sin^2\left(\frac{x}{2a_L}\right) + \sin^2\left(\frac{y}{2a_L}\right) + \sin^2\left(\frac{\sqrt{3}(y - a_L/2)}{2a_L}\right).
\]

The total potential energy is \( V(x, y, t) = V_0 [V_{tr1}(x, y) + Z_g(t, t_r)V_{ramp}(x, y)] \), and we set \( V_0 = 4E_R \) and \( Z = 6 \) in this work.

Besides Fig. 5 we also compare the results with different system size and different numbers of grid points. The comparisons are shown in the top (bottom) row of Fig. 11 for different numbers of lattice sites (grid points). For a given system with \((L_x, L_y) = (8\sqrt{3}/16)a_L\), the number of minima in each direction is \((N_x, N_y) = (L_x/(\sqrt{3}a_L/2), L_y/a_L)\) and the system has approximately \(N_x \times N_y\) lattice sites. We use the above expression to label system size in Fig. 11 and compare different system size with fixed number of grid points \(n_G = 20\). First, we evaluate the initial densities on the sub-lattices corresponding to the \(A, B, C, D\)-sites. Although the initial filling is the same, the density distributions on different sub-lattices are slightly different due to boundary effects because open boundary condition requires wave functions to vanish at the boundary. For instance, in a \(16 \times 16\) system, site-\(A\) and \(D\) are located on the boundary, so they have relatively lower density when compared to site \(B\) and \(C\). On the other hand, in \(18 \times 18\) and \(14 \times 14\) systems the densities on site-\(A\) and \(D\) are closed to each other. By considering the small offsets from the initial densities on different sites, the results from different system sizes agree qualitatively. Most importantly, the residual density on site-\(D\) is insensitive of system size and thus can serve as a signature of memory effect. For different numbers of grid points, we choose the system size to be \(16 \times 16\). As mentioned before, the number \(n_G\) needs to be large enough to make the above approach valid, a condition equivalent to the requirement that \(V(x)\) should be slow vary against \(\Delta\). Moreover, the choice of \(n_G\) may be interpreted as the number of effective orbitals on each lattice site. A finite number of effective orbitals allows a more detailed description of finite-size systems and rules out a dynamically-generated insulator\(^\text{[20]}\).

The results with three different values \(n_G\) are shown in the bottom row of Fig. 11. The results with \(n_G = 20\) and 30 agree with each other quite well. For the \(n_G = 10\) case, the initial density distribution is slightly different due to boundary effects, especially on site-\(B\) and site-\(C\), leading to a slightly different quasi-steady state value. Nevertheless, all cases show the same qualitative behavior.
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