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Abstract

In this paper, the fault steady state and transient characteristics of small current grounding system are analyzed, and the distribution of transient zero sequence current is introduced. A fault line selection based on EMD and fractal dimension method is proposed. After the parameter is determined, the problem is proposed and improved. Using the simulated annealing K-means algorithm to find the scale-free interval curve to get the line slope is the correlation dimension of the line. Finally, by comparing the size of the associated dimension, you can select the corresponding line of the faulty distribution network.
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I. Introduction

In 2003, Rilling proposed the method of mirroring continuation to extend the signal, which has a good effect on eliminating the phenomenon of endpoint effect[1]. At present, the effective methods to restrain the boundary flying wing of EMD include neural network prediction extension method, mirror extension method, symmetry extension method, extreme value extension method and so on. The mirror extension method can correctly separate the frequencies contained in the signal to some extent, but it still has some limitations[2-4]. Non-stationary nonlinear signal is an uncertain signal with no rules to follow, so some algorithms may be used for estimation, which will lead to errors, and the algorithm itself is not perfect[5,6]. The slope method can not solve to endpoint effect very well. In fractal theory, the k-means clustering algorithm that determines the scale-free interval may lead to the local optimal solution[7]. So simulated annealing algorithm and genetic algorithm can be used to make sure the scale-free intervals are more accurate when identification process.

The single-phase grounding fault line selection of small current grounding system in distribution network is studied in this paper. Since the zero-sequence current of each line in the distribution network is nonlinear and non-stationary when single-phase ground fault occurs in the small current grounding system, a method of fault line selection based on improved empirical mode decomposition (EMD) and improved G-P algorithm based on fractal theory is proposed.

II. EMD Theory

Empirical modal decomposition is the decomposition of a complex signal into the sum of the terms of the natural modal functions composed of different frequencies. The components of the inherent mode function can be transient signals or steady signals. IMF components are obtained by adding up the frequencies from large to small, and the last term to decompose EMD is the average or monotonous trend term[8,9]. Although EMD has many advantages in signal analysis, this method relies on experience, the problem of endpoint effect in reality will bring errors to decomposition. Therefore, the research on the improvement of EMD algorithm is mainly to further improve the endpoint effect.

When the EMD method is used in the process of signal decomposition, the upper and lower envelope obtained by
fitting the maximum and minimum values of the initial original signal of the system is very critical. In this process, it is easy to appear the endpoint divergence, and this phenomenon will affect the whole decomposition process of empirical mode, then slowly affect the whole sequence of signal data, which is likely to distort the components obtained by EMD decomposition without any physical significance.

Aiming at the problems existing in the slope continuation method, the upper and lower envelope of the simulated signal through the improved slope continuation method is still not perfect. Therefore, in the slope of the endpoint border continuation method of operation, the mirror continuation method used in.

The steps of extension are as follows:
Firstly, the improved mirror method is used to extend a corresponding maximum or minimum value on both sides of the time series.

Secondly, by using the improved slope continuation method, the two extremum points which have been extended in the previous step are respectively extended to a corresponding minimum or maximum on both sides of the time series.

In Fig.1 it shows original signal with sampling point of 120. Fig. 2 is the result of the upper and lower envelope lines extended by the combination of the improved slope method and the mirror image method. In the graph $MMin(0)$ and $MMin(N + 1)$ are the extreme points on both left and right sides which are extended by the improved image method. $SMax(0)$ and $SMax(N + 1)$ are the extreme points of both left and right sides obtained by the improved slope continuation method.

It can be clearly seen from the Fig.2 that the upper and lower envelope lines obtained by the combination of the improved image method and the improved slope method do not have the problem of incomplete envelope caused by only using the slope method, which initially reflects the relative advantages of this method.

The simulation signals selected in this paper are as follows:

$$s(t) = \sin(200\pi t) + \sin(100\pi t) + \sin(40\pi t) + e^t$$  \hspace{1cm} (1)

According to the endpoint effect method proposed in recent years, the accuracy of instantaneous frequency spectrum
is usually used as the qualitative index. Fig.3, Fig.4 and Fig.5 show the improved instantaneous frequency diagram.

Through comparison and analysis of figures 3-5, according to the stability of instantaneous frequency and the divergence of both ends of the data, the following conclusions can be drawn. The order of accuracy of the three methods from high to bottom is: combining improved image extension method and slope method, improved image extension method, improved slope method. This shows that the method can better suppress the end effect of EMD.

III. Correlation Dimension and G-P Algorithm

Correlation dimension is to judge the degree of association between each point in a set according to the property of correlation between any points in the set[10]. If the set A consists of M points, the time series of the points in the space is \( \chi(n), n = 1, 2, L, M \). In space, the coordinates of two time series whose distance between two points is less than \( \delta \) are related. We can judge whether all the points in the space are related or not. The size of the associated coordinates in the whole space is called the correlation dimension:

\[
C(\delta) = \frac{1}{M^2} \sum_{i,j=1}^{M} \theta(\delta - |x_i - x_j|)
\]

(2)

\( \theta(r) \) is Heaviside function.
The correlation dimension of chaotic time series is defined as follows:

\[ \theta(r) = \begin{cases} 1, & r > 0 \\ 0, & r \leq 0 \end{cases} \]  

(3)

The correlation dimension of chaotic time series is defined as follows:

\[ D_2 = \lim_{\delta \to 0} \frac{\ln C(\delta)}{\ln \delta} \]  

(4)

3.1 Shortcomings of G-P algorithm

In the analysis and Simulation of the G-P algorithm in Fig.6, we can see that the G-P algorithm also has the following shortcomings.

The selection of hypersphere radius \( r \) is based on people's subjective choice, and any real number can be set for the semi meridian of hypersphere. In this way, the selected hypersphere radius is too subjective.

The traditional scale-free interval judgment is too subjective, and whether the slope reaches saturation is not determined by objective rules. At present, the determination of scale-free interval can not rely on objective observation. Subjective judgment of its upper and lower envelope is located to determine the scale-free interval, and further artificial imagination is used to judge whether the slope of the segment in this interval reaches saturation.

![Fig.6: The relationship curves of different hypersphere radius intervals with the same data](image)

3.2 Improvement of G-P algorithm

The original G-P algorithm is too subjective to determine the range of \( r \) value of hypersphere. In this paper, the minimum value of the range of \( r \) value is defined as the minimum value of the distance between any two points in chaotic space, similarly, the maximum value of the range of the scale \( r \) value is defined as the maximum value of the distance between any two phase points in the chaotic space. Expressed as:

\[ r : [\min(\|X_i - X_j\|_\infty), \max(\|X_i - X_j\|_\infty)] \].

The advantage of this method is that the range of \( r \) value can be adjusted according to the change of chaotic space.

The advantage of this method is that the range of \( r \) value can be adjusted adaptively according to the change of chaotic space. At the same time, it can also take into account all the phase points in the whole phase space without missing the time series, so it has better comprehensiveness and stability.

In order to solve the problem of subjective judgment in scale-free interval, this paper makes use of the characteristic that the second derivative of correlation integral curve fluctuates continuously around the value of 0 in scale-free interval. The corresponding points in the data with fluctuation of 0 value can judge the scale-free interval of time series through the simulated annealing genetic k-means clustering algorithm in the classification and recognition, the scale-free interval can be well and comprehensively judged.
3.3 Simulated annealing genetic K-means clustering algorithm

Due to the strong ability of local search, annealing also has the powerful ability of comprehensive search[11,12]. Therefore, the combination of genetic algorithm and simulated annealing algorithm in K-means clustering algorithm will make the effect of clustering algorithm more effective and more quickly converge the time series to the optimal solution of the whole interval.

The detailed steps of simulated annealing genetic K-means clustering algorithm are as follows:

Step1: Initialization parameters: Size of individual population, the maximum number of evolution MAXGEN, probability of crossover, probability of variation, initial annealing temperature T, temperature coefficient temperature of cooling, termination temperature.

Step2: Random initialization of C cluster centers, the initial population is established in the population, and the fitness value f of each cluster center position of time series for each data is calculated.

Step3: Set cycle count variable gen=0;

Step4: The population, mutation and crossover genetic selection for population manipulation is implemented to generate the central formula of each cluster using recalculation, fitness of each individual f′, if f′ > f, the new individual is replaced by the new individual; if not, the new individual is accepted with probability and the only individual is discarded;

Step5: If $gen < \text{MAXGEN}$, then $gen = gen + 1$, go to Step 4. If not, go to Step6.

Step6: If $T_i < T_{end}$, then the algorithm has been completed successfully, and the global optimal solution is returned. Otherwise, the cooling operation will be carried out to step 3.

According to the experiment of the improved G-P algorithm described above in the fractal system simulation in MATLAB, the algorithm flow chart is shown in Figure 7, and the simulation results prove the effectiveness of the improved algorithm.
Since Lorenz and Rossler systems are both typical fractal systems, take these two systems as examples in the following Table 1.

| Model | Model Equation | Model Parameter | Sample | Embedding Dimension | Theoretical value of correlation dimension | Subjective identification method | K-means | Genetic K-means | Annealing K-means |
|-------|----------------|-----------------|--------|---------------------|------------------------------------------|----------------------------------|---------|----------------|------------------|
| Lorenz | \( \frac{dx}{dt} = (y-x) \)  
\( \frac{dy}{dt} = cx-y-z \)  
\( \frac{dz}{dt} = x+y-bz \) | Initial value: 
\( [x,y,z] = [-1,0,1] \)  
\( [a,b,c] = [16.4,45.92] \)  
Integral step length: 0.01  
Integral interval: [0 10000] | X component 
[14000 - 15000] | 7 | 2.07 ± 0.01 | 2.125 ± 0.061 | 2.401 | 2.084 | 2.072 |
| Rossler | \( \frac{dx}{dt} = y - z \)  
\( \frac{dy}{dt} = bx - x \)  
\( \frac{dz}{dt} = -a(x + z) \) | Initial value: 
\( [x,y,z] = [1,1,1] \)  
\( [a,b,c] = [0.2,0.2,10] \)  
Integral step length: 0.01  
Integral interval: [0 10000] | X component 
[15000 - 16000] | 16 | 2.07 ± 0.02 | 2.0094 ± 0.05 | 2.167 | 2.005 | 2.029 |

Fig. 8: Flow chart of simulated annealing genetic K-means clustering algorithm

Fig. 8: Correlation dimension of improved G-P algorithm in Rossler system
It can be seen that the improved G-P algorithm is more accurate than the original G-P algorithm in Fig.8 and Fig.9.

IV. The Method of Line Selection based on Correlation Dimension

The process of line selection is shown in Figure 10. Firstly, the simulation software is used to set the single-phase ground fault, and the zero sequence current is detected. Then, the Improved EMD algorithm is used to decompose the zero sequence current of the four lines, and the IMF component of the characteristic frequency band can be obtained after the signal is decomposed; By reconstructing the phase space of the fractal set, the correlation integral curve of each line can be obtained by using the improved G-P algorithm. After finding the scale-free area of the correlation integral curve, the slope of the correlation integral curve is obtained by fitting the curve to obtain the correlation dimension. By comparing the correlation dimension, the fault line is selected.

In order to prove the effectiveness of the above method, the simulation line is established in the power system simulation software EMTP-ATP in Fig.11. The 110kV AC power supply is used. The transformer is connected by triangle and star. When the transformer is disconnected at the neutral point, the neutral point is grounded through the arc suppression coil. When the switch connected to the neutral point of the transformer is disconnected, the neutral point is non-ground system.
Fig. 11: Simulation model of small current grounding

Fig. 12 shows the zero sequence current of each line.

Zero sequence current diagram of Line 3
Zero sequence current diagram of Line 4

Fig. 12: Zero sequence current in case of fault

For the zero sequence current signal of the above line, each zero sequence current signal is decomposed by the Improved EMD algorithm. The frequency of the current signal is very complex. Therefore, the four intrinsic mode functions and the residual are obtained, and the harmonic components are found through simulation. Each line is decomposed by the Improved EMD algorithm as shown in Fig. 13.
Through adaptive selection of neighborhood radius interval and simulated annealing genetic K-means clustering algorithm, the embedding dimension and scale-free interval are calculated. The correlation integral curve of each line is obtained by the improved G-P algorithm, and the approximate linear part is found in the interval of the correlation integral curve. The correlation integral fitting curve of each line is obtained by correlation integral fitting of this part, as shown in the figure below. The correlation integral curve of each line is obtained by the improved G-P algorithm, and the approximate linear part is found in the interval of the correlation integral curve. The correlation integral fitting curve of each line is obtained by correlation integral fitting of this part, as shown in the Fig.14.

The slope of the correlation fitting curve obtained from the above figures are the required correlation dimensions. Then the correlation dimensions can be calculated. The results are in the Table 2.

| Line  | Line1  | Line2  | Line3  | Line4  |
|-------|--------|--------|--------|--------|
| Correlation Dimension | 0.0413 | 0.1292 | 0.1426 | 0.1587 |
When calculating the correlation dimension of each line, we can find that the correlation dimension in the fault line is the smallest. Then the correctness of the method is proved.

V. Conclusions

In this paper, by analyzing the difference between the Improved EMD algorithm and the G-P algorithm in fractal theory in dealing with nonlinear problems, a method of line selection for small current grounding fault in distribution network is proposed by combining the two methods. By analyzing the fault transient process of small current system, the Improved EMD algorithm decomposes the transient zero sequence signal to get the characteristic frequency band of the system, and then obtains the corresponding correlation dimension through the improved G-P algorithm. The fault line selection is determined by comparing the correlation dimension of each line.
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