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Abstract

Based on laboratory based growth of plant-like structures from inorganic materials, we present new theory for the emergence of plant structure at a range of scales dictated by levels of ionization, which can be traced directly back to proteins transcribed from genetic code and their interaction with external sources of charge in real plants.

Beyond a critical percolation threshold, individual charge induced quantum potentials merge to form a complex, interconnected geometric web, creating macroscopic quantum potentials, which lead to the emergence of macroscopic quantum processes. The assembly of molecules into larger, ordered structures operates within these charge-induced coherent bosonic fields, acting as a structuring force in competition with exterior potentials. Within these processes many of the phenomena associated with standard quantum theory are recovered, including quantization, non-dissipation, self-organization, confinement, structuration conditioned by the environment, environmental fluctuations leading to macroscopic quantum decoherence and evolutionary time described by a time dependent Schrödinger-like equation, which describes models of bifurcation and duplication.

The work provides a strong case for the existence of quintessence-like behaviour, with macroscopic quantum potentials and associated forces having their equivalence in standard quantum mechanics. The theory offers new insight into evolutionary processes in structural biology, with selection at any point in time, being made from a wide range of spontaneously emerging potential structures (dependent on conditions), which offer advantage for a specific organism. This is valid for both the emergence of structures from a prebiotic medium and the wide range of different plant structures we see today.
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1. Introduction

The fundamental mechanisms by which molecules assemble into the diverse range of structures that describe living systems remains an open question. As suggested by Schrödinger [1], it should be possible to describe all these processes from first principles as pure physical processes. These initial ideas, along with many other notable contributions, have over the intervening years inspired a substantial body of work in areas such as metabolic networks, non-linear behaviour of complex biological systems and morphogenesis. A few notable examples, which provide a backdrop to the present paper, include references [2]-[17]. However, despite significant progress in these fields, a full understanding of the complexity associated with the genome and its interactions with the environment in dictating structure and function remains illusive, even for relatively simple biological systems where the entire genome has been mapped.

An interesting step in solving this challenge relates to work by Fröhlich [18] who made a connection between long range coherent molecular excitations and long-range biological order. This work is supported by Prigogine and coworkers [6, 8, 10, 12], suggesting that ‘many body’ complex systems should be described by models based on probability density, suggesting that complex macroscopic systems are irreducibly probabilistic in a manner equivalent with Quantum Mechanics (QM). This work leads on to the identification of the importance of collective correlative effects, which contrasts with coarse-grained models, which assume that trajectory dynamics are the whole story, involving an averaging process over the underlying dynamics. However, whilst this work offers important insights into what follows in the present paper, attempts to build a unified classical/quantum theory have not yet converged toward a formalism which could be practically used.

This general concept of collective correlation emerged again in a recent review [19], suggesting that a ‘flux of energy or matter through a system’ enables its transition to a new ordered state. These different ideas sit at the heart of the study of complexity in extended dissipative systems contained within the framework of ‘self-organized criticality’. The concept has applicability across a range of non-equilibrium processes from biological systems to plasmas. However, despite significant progress in this field, a number of key questions around exactly how these processes work in practice remain unresolved [20].

The focus of the present paper is to address key gaps in our knowledge identified in earlier work by reconsidering the concepts of long-range excitation, self-organized criticality and the fundamental physical principles, which underpin self-organisation. At the heart of this process we need to explain why we get any structure at all. According to the second law of thermodynamics, in the absence of a force acting on a system, matter should dissipate, rather than assemble into structures with long-range order.

We start with the suggestion that a significant first step in the identification of a ‘missing force’ associated with quintessence-like behaviour [21] driving self-organisation has already been taken [22, 23]. The fresh insight in this work includes the introduction of the concept of ‘collective macroscopic quantum forces’ playing a potentially critical role in the emergence of biological structure, an idea developed within the theory of scale relativity [24]-[29].

2
A key objective of the current work is to explore, test and validate the theoretical principles proposed in [22, 23]. However, whilst this earlier work considered systems biology at a general level, an in depth study of such a large and diverse field would be impractical within the constraints of a single paper. The work is therefore confined to a limited set of experimental and theoretical developments focussed on the physical principles underpinning the emergence of structure in plants. At the end of the paper we then consider the potential ‘universal applicability’ of the principles established, not just to plants, but all living systems, as well as considering how the principles driving self-organization could be applied in a new theoretical approach to the development and control of structure in materials development.

Taking a systematic approach, Section 2 summarizes key theoretical concepts developed within the theory of scale relativity, which form the basis for new ideas developed in subsequent sections. It begins with an introduction to basic principles followed by a description of the geometric foundations of quantum mechanics (QM), which leads onto a derivation of a generalized Schrödinger equation, including an equivalent fluid mechanics representation, from first principles.

In section 3 we briefly consider the concept of competing quantum and dissipative systems and the geometric origins of quantum decoherence, whilst Section 4 considers experimental evidence and theory of quantum and dissipative processes to explain the emergence of the diverse array of structures that we observe in plants.

2. Theoretical framework

2.1. Basic principles

The theory of scale relativity shares the basic principles of covariance, the geodesic principle and the principle of equivalence that underpin the theory of general relativity, but re-formulated in a new context to include QM. At the most fundamental level, the theory challenges the Gauss hypothesis of local flatness, which underlies Riemannian geometry, i.e., the apparently smooth geodesics of space-time at the macro-scale described by general relativity are an incomplete description of the structure of space-time at the micro-scale.

If we are to understand QM in terms of space-time geometry, we need to rethink its structure in a way that reflects our understanding of the mechanics. In simple terms, the hypothesis states that the structure of space-time has both a smooth (differentiable) component at the macro-scale and a chaotic, fractal (non-differentiable) component at the micro-scale. At the macroscale, the fractal component and its influence is small and generally considered unimportant in classical physics. However, at the microscale, the fractal component and its influence dominate, with quantum laws originating in the underlying fractal geometry of space-time, the space transition taking place at the de Broglie length scale \( \lambda_{deB} = \frac{\hbar}{p} \), whilst the time transition is \( \hbar / E \).

To understand the implication of a fractal space-time we need to consider the scale depen-
dence of the reference frames [30]. This means adding resolution $\varepsilon$ to the usual variables (position, orientation, motion) defining the coordinate systems. However, resolutions can never be defined in an absolute way. Only their ratio has a physical meaning, allowing an extension of the principle of relativity to that of scales [27, 30].

2.2. Geometric foundations

The transition of a system from the classical to the quantum regime occurs when three critical conditions are satisfied [27]. The first is that the paths or trajectories are infinite in number, leading to a non-deterministic and probabilistic, fluid like description in which the velocity $v(t)$ on a particular geodesic is replaced by a Eulerian velocity field $v(x,t)$, where the concept of a single trajectory has no meaning. The second, that the paths are fractal curves, transforming the velocity field into a fractal velocity field

$$ V = V(x,t,dt). $$

The velocity field is therefore defined as a fractal function, explicitly dependent on resolutions and divergent when the scale interval tends to zero. The third condition relates to the fundamental breaking of a discrete symmetry implicit in differentiable physics (the reflection invariance on the differential element of [proper] time), which leads to two fractal velocity fields $V_+(x,t,dt)$ and $V_-(x,t,dt)$, which are no longer invariant under transformation $|dt| \to -|dt|$ in the non-differentiable case. These velocity fields may in turn be decomposed, i.e.,

$$ V_+ = v_+(x,t) + w_+(x,t,dt), $$

$$ V_- = v_-(x,t) + w_-(x,t,dt). $$

The $(+)$ and $(-)$ velocity fields comprise a ‘classical part’ $(v_+, v_-)$ which is differentiable and independent of resolution, and fractal fluctuations of zero mean $(w_+, w_-)$, explicitly dependent on the resolution interval $dt$ and divergent at the limit $dt \to 0$.

A simple and natural way to account for this doubling consists in using complex numbers and the complex product [27]. The three properties of motion in a fractal space lead to a description of a geodesic velocity field in terms of a complex fractal function. The full complex velocity field reads

$$ \tilde{V} = \hat{V} + \hat{W} = \left( \frac{v_+ + v_-}{2} - i \frac{v_+ - v_-}{2} \right) + \left( \frac{w_+ + w_-}{2} - i \frac{w_+ - w_-}{2} \right). $$

The jump from a real to a complex description is the origin of the real and imaginary components in the wave function [27]. However, as we show in what follows this is not constrained to the microscale.
2.3. A geodesic approach to quantum mechanics

The origins of the hypothesis of space-time as a fractal fluid, can be traced back to Feynman [31], who suggested that the typical quantum mechanical paths that are the main contributors to the ‘path integral’, are infinite, non differentiable and fractal (to use current terminology). This is in agreement with a number of papers for both non relativistic and relativistic quantum mechanics, which have confirmed that the fractal dimension ($D_F$) of the paths is $D_F = 2$ [32, 33, 34, 35, 36, 37].

If we consider elementary displacements along these geodesics, $dX_\pm = d_\pm x + d_\pm \xi$. In the critical case $D_F = 2$, for the geodesics in standard QM, this reads

$$d_\pm x = v_\pm \, dt,$$

$$d_\pm \xi = \zeta_\pm \sqrt{2D} \, |dt|^{1/2}. \tag{5}$$

$d_\pm \xi$ represents the fractal fluctuations or fractal part of the displacement $dX$. This interpretation corresponds to a Markov-like situation of loss of information from one point to another, without correlation or anti-correlation. Here $\zeta_\pm$ represents a purely mathematical dimensionless stochastic variable such that $\langle \zeta_\pm \rangle = 0$ and $\langle \zeta_\pm^2 \rangle = 1$, the mean $\langle \rangle$ being described by its probability distribution. $\bar{D}$ is a fundamental parameter which characterizes the amplitude of fractal fluctuations. Since $d\xi$ is a length and $dt$ a time, it is given by the relation

$$\bar{D} = \frac{1}{2} \langle d\xi^2 \rangle \, dt, \tag{6}$$

its dimensionality is therefore $[L^2T^{-1}]$.

When considering the geodesics of a fractal space, the real and imaginary parts of the velocity field can be expressed in this case in terms of the complex velocity field

$$\hat{V} = V - iU. \tag{7}$$

This equation captures the essence of the principle of relativity in which any motion, however complicated and intricate the path, should disappear in the proper reference system

$$\hat{V} = 0. \tag{8}$$

We now introduce the complex ‘covariant’ derivative operator $\hat{d}/dt$, which includes the terms which allow us to recover differentiable time reversibility in terms of the new complex process [25, 27]

$$\frac{\hat{d}}{dt} = \frac{1}{2} \left( \frac{d_+}{dt} + \frac{d_-}{dt} \right) - i \left( \frac{d_+}{dt} - \frac{d_-}{dt} \right). \tag{9}$$

Applying this operator to the position vector yields the differentiable part of the complex velocity field

$$\hat{V} = \frac{\hat{d}}{dt} x = V - iU = \frac{v_+ + v_-}{2} - i \frac{v_+ - v_-}{2}. \tag{10}$$

1For simplicity $\hat{W}$ is not considered here since it vanishes when taking the mean [27].
Deriving Eq. (9) with respect to time, it takes the form of a free strongly covariant geodesic equation.

\[ \frac{\ddot{V}}{dt} = 0. \]  

(12)

In the case of a fractal space, the various effects can be combined in the form of a complex covariant derivative operator [25, 27],

\[ \frac{\ddot{V}}{dt} = \frac{\partial}{\partial t} + \dot{V} \nabla - i\tilde{D} \Delta, \]  

(13)

which is analogous with the covariant derivative \( D_jA^k = \partial_jA^k + \Gamma^k_{jl}A^l \) replacing \( \partial_jA^k \) in Einstein’s general relativity (in the sense that it allows one to implement the principle of covariance). This allows us to write the fundamental equations of physics under the same form they had in the differentiable case [27], i.e. the fundamental equation of dynamics becomes,

\[ m \frac{\ddot{V}}{dt} = -\nabla \phi, \]  

(14)

which is now written in terms of complex variables and of the complex time derivative operator. Which, in the absence of an exterior field \( \phi \), is a geodesic equation.

In describing the three essential conditions required for quantum behaviour, we have shown how the first two conditions are shared with diffusive systems, typical of Brownian motion and more generally of Markov processes, with Eq. (6) describing fluctuations in Brownian motion. In these types of processes, a particle follows a random walk in which both direction and distance are uniformly distributed random variables. In moving from a given position in space to any other, the path taken by the particle has a very high probability to fill the whole space before reaching its destination, hence as with QM, Brownian motion is also characterized by \( D_F = 2 \). However, whilst the two processes share the first two conditions, the third condition - the complex velocity field differentiates between quantum and dissipative systems, an issue that we revisit in Section 3.

2.4. The Schrödinger equation and its equivalent fluid representation with a quantum potential.

After expansion of the covariant derivative, the free-form motion equations of general relativity can be transformed into a Newtonian equation in which a generalized force emerges, of which the Newton gravitational force is an approximation. In an analogous way, the covariance induced by scale effects leads to a transformation of the equation of motion, which, as we demonstrate through a number of steps in Section 7.1 (supplementary material), leads to a generalized Schrödinger equation Eq. (15).

\[ \tilde{D}^2 \Delta \psi + i\tilde{D} \frac{\partial}{\partial t} \psi - \frac{\phi}{2m} \psi = 0, \]  

(15)
where $\tilde{D}$ identifies with the amplitude of the quantum force, which is more general than its standard QM equivalent ($\hbar/2m$), accommodating both the one body and many body case (either distinguishable or indistinguishable particles) [26, 27], as well as the possibility of macroscopic values.

This equation (15) can alternatively be written as a combination of Euler and continuity equations (Eq’s. 16, 17).

$$m \left( \frac{\partial}{\partial t} + V \cdot \nabla \right) V = -\nabla \phi + 2m\tilde{D}^2 \nabla \left( \Delta \sqrt{P} \sqrt{P} \right),$$

(16)

$$\frac{\partial P}{\partial t} + \text{div}(PV) = 0,$$

(17)

where Eq. (16) describes a fluid subjected to an additional quantum potential $Q$ Eq. (18).

$$Q = -2m\tilde{D}^2 \frac{\Delta \sqrt{P}}{\sqrt{P}}.$$  

(18)

This system of equations, the detailed derivation of which is outlined in Section 7.2 (supplementary material), is equivalent to the classical system of equations of fluid mechanics (with no pressure and no vorticity), except for the change from a density of matter to a density of probability. The potential energy term $Q$, is a manifestation of the fractal geometry and probability density, with fractal space-time fluctuations (at the micro-scale) leading to the emergence of a ‘fractal field’, a potential energy (‘quantum potential’) and a quantum force which are directly analogous with the geometric origins of the gravitational field, gravitational potential and gravitational force which emerge as a manifestation of the curved geometry of space-time.

The potential energy $Q$ is a generalization of the quantum potential in standard QM, which relies on $\hbar$, but which is here established from the geodesic equation as a fundamental manifestation of the fractal geometry. It is implicitly contained in the Schrödinger form of the equations, but only explicit when reverting to the Euler representation. A particle is therefore described by a wave function (constructed from the geodesics), of which only the square of the modulus $P$ is observable, the ‘field’ being given by a function of $P$, or density of matter $\rho$ (since $\rho = PM$, i.e., $\psi = \sqrt{\rho} \times e^{iA/\hbar}$ when $M = 1$).

This new geometric approach to quantum theory offers some important new insights. Classical quantities relate to the quantum world as averages (Ehrenfest theorem). Conversely quantum properties remain at the heart of the classical world. We have shown that the action of fractality and irreversibility on small time scales can manifest itself through the emergence of a macroscopic quantum-type potential energy, in addition to the standard classical energy balance. This potential energy leads to the possibility of ‘new’ macroscopic quantum effects, no longer based on the microscopic constant $\hbar$, which are normally masked by classical motion, but can be observed given the right conditions, a subject we address in detail in Section 4.
3. Quantum decoherence

3.1. The transition from diffusion to quantum coherence

In Section 2.2 we differentiate between a diffusive system described by a fractal velocity field Eq. 1 and a quantum system described by a complex velocity field Eq. (4). We now revisit these two systems and their role in quantum decoherence.

In section 7.3 (supplementary material) we consider the details which lead to the description of a diffusion system in the form of a Euler equation Eq. (19)

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = -2D^2 \nabla \left( \frac{\Delta \sqrt{P}}{\sqrt{P}} \right). \tag{19}
\]

This compares in a striking way with the quantum equivalent in the free case Eq. (20) [23].

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = +2 \tilde{D}^2 \nabla \left( \frac{\Delta \sqrt{P}}{\sqrt{P}} \right). \tag{20}
\]

The two equations demonstrate a clear equivalence between a standard fluid subjected to a force field and a diffusion process with the force expressed in terms of the probability density at each point and instant.

The ‘diffusion force’ derives from an external potential

\[
\phi_{\text{diff}} = +2D^2 \Delta \sqrt{P}/\sqrt{P}. \tag{21}
\]

which introduces a square root of probability in the description of a totally classical diffusion process. The quantum force is the exact opposite, derived from the ‘quantum potential’, which is internally generated by the fractal geodesics

\[
Q/m = -2\tilde{D}^2 \Delta \sqrt{P}/\sqrt{P}. \tag{22}
\]

This interpretation offers new insights into quantum decoherence in both standard QM and in macroscopic quantum systems such as High Temperature Super Conductivity (HTSC) [41], where the two forms of potential energy exist and compete in quantum systems, summarized by the total system-environment Hamiltonians \(H_S-H_E\), and their interaction \(H_{int}\)

\[
H = H_S + H_E + H_{int}. \tag{23}
\]

The description of competing quantum and dissipative forces fits well with decoherence theory described by the model of ‘quantum Brownian motion’ [42, 43]. During the decoherence process, the time evolution of position-space and momentum-space is reflected in the superposition’s of two Gaussian wave packets [43]. Interference between the two wave packets is represented by oscillations between the direct peaks. Interaction with the environment
damps these oscillations. While the momentum coordinate is not directly monitored by the
environment, the intrinsic dynamics, through their creation of spatial superposition's of momentum, result in decoherence in momentum space as the two valuedness associated with the complex component \( iU \) of the velocity field (Eq.8) begins to break
down. This leads to the emergence of pointer states, which are minimum-uncertainty Gaussians (coherent states), well-localized in both position and momentum, thus approximating classical points in phase space \([42, 44, 45, 46, 47, 48]\).

This process appears to have been well described. However, an important question remains
relating to the origin of ‘pointer states’ in the decoherence process \([42, 43, 49]\). Within
the context of a fractal fluid of geodesics constituting a standard or macroscopic quantum
system \( \rho = |\psi|^2 \), we set the hypothesis that the emergence of pointer states is linked to a
fundamental root structure\(^2\) underpinning the fractal velocity field \( \hat{V} \). During the process
of decoherence, the fractal velocity field collapses to its more stable roots. These roots form
the preferred set of states of an open system most robust against environmental interaction,
accounting for the transition from a probabilistic to a deterministic classical description. A
full description of this concept within the context of standard QM, falls outside of the scope
of the current paper. However, we consider this issue here, within the context of macroscopic
quantum systems.

3.2. Macroscopic quantum decoherence

Fractal stochastic fluctuations, dominate the quantum realm. However they remain at the
heart of the classical world as zero averages, the fractal component being masked by the
classical contribution. In the scale relativistic foundation of standard quantum mechanics,
the relation \( d\xi = \eta \sqrt{2D} |dt| \) is considered valid at all scales \([27]\). The de Broglie transition
to the classical realm is but an effective transition, which comes from the domination of the
classical term \( dx = vdt \) over the fractal term \( d\xi \) at scales \( \delta x > \hbar/mv \). The fractal part
remains at macroscopic scales, masked by classical motion.

The fractal-nonfractal transition (the boundary between quantum coherence and classic systems)
is blurred by the numerous cases of mesoscopic interference experiments and macroscopic
quantum phenomena such as conventional super conductivity (SC). The blurring of the transition is partly due to the fact that the relative contributions of classical and fractal components depends on the value of the transition, which is itself relative, depending in particular on the state of motion of the reference system. Namely, the de Broglie length-scale is \( \lambda_{\text{deB}} = \hbar/p = \hbar/mv \) for a free particle, while the de Broglie thermal scale is \( \lambda_{\text{th}} = \hbar/(2mkT)^{1/2} = \hbar/(m\langle v^2 \rangle^{1/2}) \), and the de Broglie time \( \tau_{\text{deB}} = \hbar/E = \hbar/^{1\over 2}mv^2 \). By way of illustration we consider the \( p \) type cuprates which represent the most widely studied case of high temperature super conductors \([41]\). As with most cases of conventional super conductors (SC), we are not dealing with a fully coherent system since the medium (an antiferromagnetic cuprate structure) remains classical. In this instance, electron-pair (e-pair) coupling energies are significantly higher than conventional SC, leading to more thermally

\(^2\)A ubiquitous characteristic of fractal networks.
stable, but localized e-pairs. Below a critical temperature $T_c$, the transition from localization to coherence is facilitated by macroscopic quantum potentials (MQP’s) determined by a macroscopic de Broglie scale $\lambda_{deB} = 2\tilde{D}/v$, dependent on [41]:

- a scale free distribution of dopants (charges), the frequency and extent of fluctuations being dependent on the $D_F$ and correlation length of the scale free network.
- the pressure term, which is a function of matter density $\rho$, so the velocity field $V$ of a fluid in potential motion is described in terms of a complex function $\psi = \sqrt{\rho}e^{iA/\hbar}$.

To summarize, macroscopic quantum coherence is only linked to bosons [41]. In Section 4 we explore the role of coherence and decoherence of bosonic fields in the determination of plant structures at different scales.

4. Macroscopic quantum mechanics: the origins of self-organization

4.1. Background

A Schrödinger-type equation is characterized by the existence of stationary solutions, yielding well-defined peaks of probability linked to quantization laws, which are themselves a consequence of the limiting (or environmental) conditions, of the forces applied and of the symmetries of the system. Peaks of probability density distribution are interpreted as a tendency for a system to make structures, allowing prediction of the most probable structures among an infinity of close possibilities. This process is analogous with living systems, where morphologies are acquired through growth processes, which can be described in terms of an infinite family of virtual, fractal and locally irreversible, fluid-like trajectories, suggesting the possibility that they can be written in the form of a macroscopic Schrödinger equation (Eq.15), leading to the emergence of quantized structures [23, 27].

If the hypothesis is correct, once these processes are better understood, it should be possible to apply this knowledge to grow flowers and other plant like structures in non biological systems from a range of bio-polymers and/or inorganic matter. During the process of developing such an approach, the growth of a range of $BaCO_3$ – $SiO_2$ based plant-like structures from solutions of $BaCl_2$ and $Na_2SiO_3$ was reported [50]. The work demonstrated convincingly that alongside a range of boundary conditions, levels of atmospheric $CO_2$ played a key role in structure formation. However, whilst there was speculation that ‘chemical fields’ play a role in the process, an explanation of the mechanism by which ordered structures (rather than e.g., crystalline or disordered systems) emerged was not fully elucidated.

We set the hypothesis that these plant-like structures are in fact driven by the equivalent of a macroscopic quantum mechanics-type process. However, to validate this interpretation, theory dictates that the internal mesoscale geometry of observed structures must be predominantly fractal if they are to meet criteria for the emergence of a macroscopic quantum potential (Eq.82), a prerequisite for macroscopic quantum processes.

Unfortunately the resolution of images published by Norrduin et al [50] was not at a level
where a fractal mesoscale structure could be confirmed. To validate, or refute our hypothesis on fractality, key aspects of the work were replicated and the emergent structures analysed using high resolution Field Emission Scanning Electron Microscopy (FE-SEM). A successful outcome would clarify our understanding of the mechanisms that dictate the emergence of different structures, which may in turn lead to better insights into plant morphogenesis.

4.2. Experimental work

4.2.1. Method

Stage 1. Growth of structures was conducted in a 250 ml glass beaker, following experimental conditions described by Norruin et al [50], with aqueous solutions of \( \text{BaCl}_2 \) (19.1mM) and \( \text{Na}_2\text{SiO}_3 \) (8.2 mM) prepared at pH 11.2. Growth was carried out for one hour at room temperature (\( \approx 18^\circ\text{C} \)) on polished aluminium plates of the same size as standard microscope slides. The plates were stood at an angle, with the solution covering \( \approx 30\% \) of its height, in a system open to atmospheric CO\(_2\).

Stage 2. The impact of CO\(_2\) levels on growth was tested to its limits by repeating the work in a closed system, to allow control over levels of CO\(_2\) during the growth period. In the first case, ambient CO\(_2\) concentration was minimized by continuous purging of the system (the atmosphere above the solution) with nitrogen gas. In a second trial, the system was purged with a continuous flow of gaseous CO\(_2\).

Stage 3. Stage 1 was repeated with ambient concentrations of CO\(_2\) in a fridge at 4°C. This particular condition varied from the method described by Norruin et al [50], where only the solution was cooled to 4°C.

After each growth stage, emergent structures were carefully air dried at room temperature following the description by Norruin et al [50], before FE-SEM analysis.

4.2.2. Results and discussion

As reported previously by Norruin et al [50], under Stage 1 conditions, a range of different plant-like structures were observed over the growth region on the plate, from which a sub-sample is reported here. Fig 1a (900 x magnification) shows examples of stem, leaf, pod and coral-like structures, whilst Fig 1b (2,200 x magnification) illustrates a combination of cone, bowl and leaf-like structures plus more ‘open’, flower-like structures (with discrete petals) growing on top of more ordered structures.

In Fig 1c (\( \approx 4000 \) x magnification), we see a symmetric water-lily-leaf structure, whilst Fig 1d shows a smaller diameter, partially ‘closed’ hemispherical structure at the stem apex. This process of closure is almost complete in Fig 1e where we see a pod or fruit like structure.

In general, the relative proportions of the mix of different structures varied, depending on proximity to the solution in which the plate was standing. Objects closest to the solution
Figure 1: Observed plant-like structures in ambient $CO_2$.

interface reflected a higher proportion of ordered structures typified by Fig’s 1a-e. However, as distance from the solution increased, a greater proportion of less ordered, fractal structures
typified by Fig 1f (1,800 x magnification) emerged.

To test our hypothesis that the internal mesoscale structure of these plant-like objects should be fractal we increased image resolution. Fig 2 illustrates an example of a 6000 x magnification of a flower-like structure with discrete petals observed in Fig 1b. At this resolution we see a distribution of ≈ 10 nm diameter fibrils, which we would typically expect from a fractal structure, generally oriented in the direction of growth from a central point. The same structure was found in the leaf-like structures illustrated in Fig 3 and Fig 4 (an enlargement of Fig 1c) and in an enlargement of a pod structure (Fig 5a)\(^3\), which resembles the structure of the Barrel sponge (Xestospongia testudinaria). In Fig’s 4 and 5a, the rim of the leaf and pod structures indicates an ≈ 1 μm thick wall, with an internal fractal architecture, which is revealed in more detail in Fig 5b.

The results confirm our hypothesis of an internal mesoscale fractal structure in the plant-like structures reported by Norrduin et al [50], which satisfies a key condition for the emergence of macroscopic order driven by macroscopic quantum processes.

In describing a mechanism for the emergence of observed structures we first consider the molecular to nm scale of assembly. Quantum vacuum fluctuations (viewed as a sea of harmonic oscillators), thermal fluctuations and associated phonons, are inextricably linked and correlated. Acting collectively as ‘environmental fluctuations’, they have a significant impact on the trajectory and dynamics of unconstrained particles as they interact to form larger structures. To understand their role in more detail, consider the molecular scale environment created by CO\(_2\), identified by Norrduin et al [50] as a critical variable.

\(\text{CO}_2\) solvation leads to the release of protons and the subsequent ionization of \(\text{BaCO}_3 – \text{SiO}_2\) molecules, with charge density \(\rho\) determined by \(\text{CO}_2\) concentration and temperature \(T\), which determines \(\text{CO}_2\) solubility (increasing \(T \rightarrow \) increasing \(\rho\)).

Repulsive forces between adjacent charged particles influences the dynamics of molecular assembly during growth of the structures observed. At a simplistic level, increasing \(\rho\) leads to an increase in the degree of molecular freedom to interact with environmental fluctuations.

At an individual level, a single charge is repulsive. However, as levels of charge increase, charges will cluster loosely, with \(\AA\)-scale holes within clusters creating attractive potential well’s, which may be interconnected, via channels between them, induced by charge distribution (see Turner and Nottale [41], Fig’s 3 and 4).

At a local level, clusters of charges constitute a quantum fluid

\[
\psi_n = \sum_{n=1}^{N} \psi_{dn},
\]

\(^3\)We note that in the structures reported here, acid treatment described by Norrduin et al [50] was not used. However, some preliminary work was carried out with acid treatment to determine its impact on the mesoscale structures observed. No change in the fractal mesoscale fractal structure was observed.
Figure 2: Fractal mesoscale architecture of a flower-like structure

which is expected to be the solution of a Schrödinger equation

$$\frac{\hbar^2}{2m} \Delta \psi_n + i\hbar \frac{\partial \psi_n}{\partial t} = \phi \psi_n,$$  \hspace{1cm} (25)

where $\phi$ is an exterior potential

We now introduce explicitly the probability density (charge density) $\rho$ and phase, which we define as a dimensioned action $A$ of the wave function $\psi_n = \sqrt{\rho_n} e^{iA_n/\hbar}$. The velocity field of the quantum fluid $(n)$ is given by $V_n = (\hbar/m) \nabla A_n/\hbar$.

Following Eq’s. (79) and (81), we write the imaginary part of Eq.(25) as a continuity equation and the derivative of its real part as a Euler equation.

$$\frac{\partial V_n}{\partial t} + V_n \cdot \nabla V_n = -\frac{\nabla \phi}{m} - \frac{\nabla Q_n}{m},$$  \hspace{1cm} (26)

$$\frac{\partial \rho_n}{\partial t} + \text{div}(\rho_n V_n) = 0.$$  \hspace{1cm} (27)
Figure 3: Fractal mesoscale architecture of a leaf-like structure

where $Q_n$ represents localized quantum potentials, dependent on local fluctuations of the density $\rho_n$ of static charges,

$$Q_n = -\frac{\hbar^2}{2m} \frac{\Delta \sqrt{\rho_n}}{\sqrt{\rho_n}}.$$  \hfill (28)

As described in previous work [23], successive solutions during time evolution of the time-dependent Schrödinger equation in a 2D harmonic oscillator potential (plotted as isodensities), leads to a model of branching/bifurcation. This original work was based on a macroscopic Schrödinger equation using the macroscopic constant $\tilde{D}$. However, it is equally applicable in the standard QM case based on $\hbar$, which we consider here. Adopting this approach, the energy level varies from the fundamental level ($n = 0$) to the first excited level ($n = 1$). As a consequence the system jumps from a one-body to a two-body branched structure (Fig 6) which (given sufficient charge), leads to a branched molecular assembly and the emergence of fractal architectures$^4$. During this process, charge induced potential well’s will

$^4$We note that whilst the model can be illustrated by an harmonic oscillator potential (2D or 3D) and by box solutions [27], it is a very general feature of solutions of the Schrödinger equation, whose fundamental (‘vacuum’) states show a unique global structure while first excited states generally show a two-body
interconnect, creating a fractal network of channels, with the charges acting as roots of the fractal web, which we illustrate in a simplistic two dimensional model (Fig 7).

Extending the scenario in Fig 7 to a 3D fractal architecture will lead to the emergence of a fractal distribution of static charges ($\psi_d$) and a charge induced fractal velocity field $\hat{V}$. At a critical threshold, destructive interference effects induced by collective charges $\psi_n$, cancel out of most frequencies, leaving a coherent resonant frequency, dictated by the geometry of the fractal network. Evidence for this type of behaviour in fractal networks is suggested by the emergence of coherent e-pairs in HTSC or photons in Coherent Random Lasing (CRL) [41]. The result is an infinite connected web of coherent charge fluctuations defined by $\tilde{D}$, rather than $\hbar$; the extent of fluctuations (correlation length) is determined by the scale of the structure formed.

This has the effect of transforming quanta of fractal fluctuations $\psi_n = \sqrt{p_n} \times e^{iA_n/\hbar}$ (where $A_n$ is a microscopic action), into macroscopic fluctuations creating the equivalent of a path integral, represented by a macroscopic wave function $\psi_N$.
Figure 5: Fractal mesoscale architecture of a pod (a). Insert (b) shows an enlarged \( \approx 1 \mu m^2 \) section showing the internal fractal wall structure.

Figure 6: Model of branching/bifurcation, described by successive solutions of the time-dependent 2D Schrödinger equation in an harmonic oscillator potential plotted as isodensities [23].

\[
\sum_{n=1}^{N} \psi_{dn} \rightarrow \psi_{N} = \sqrt{\rho_{N}} \times e^{iA_{N}/2\bar{D}}, \tag{29}
\]
where $A_N$ is a macroscopic action and (since $\rho = Pm$) $m = 1$, and $Q_N$ is its associated MQP,

$$Q_N = -2\tilde{D}^2 \frac{\Delta \sqrt{\rho_N}}{\sqrt{\rho_N}}. \quad (30)$$

We can now re-write the Euler and continuity equations (Eq's 26 and 27)

$$\frac{\partial V_N}{\partial t} + V_N \cdot \nabla V_N = -\frac{\nabla \phi}{m} - \frac{\nabla Q_N}{m}, \quad (31)$$

$$\frac{\partial \rho_N}{\partial t} + \text{div}(\rho_N V_N) = 0, \quad (32)$$

which can be re-integrated under the form of a macroscopic Schrödinger equation,

$$\tilde{D}^2 \Delta \psi_N + i\tilde{D} \frac{\partial \psi_N}{\partial t} - \left(\frac{\phi}{2}\right) \psi_N = 0. \quad (33)$$

In principle the molecular scale fractal architectures could be expected to grow in a continuous process, until a point where growth is constrained by a natural symmetry breaking at scales $> 40\mu m$, when gravitational forces exceed van der Waals forces [27]. However, in Fig’s 2-5, we see the emergence of $\approx 10nm$ scale structures, in addition to an upper limit, which in practice appears closer to $\approx 20\mu m$ under the conditions in this work. We note that a two-scale structure is almost universal in diffusion limited growth processes such as plant cells, with cellulose nano-fibres forming the fundamental building block of a structural scaffold in the cell wall [51].

It appears that as a molecular scale fractal structure evolves, it reaches a critical point, resulting in the emergence of $nm$-scale structures. This smaller scale of assembly may be
explained by van der Waals forces playing a synergistic role alongside the macroscopic quantum potential (Eq.30) at the nm-scale. A more speculative, additional explanation lies in a second synergistic (attractive) quantum potential originating from Casimir forces, associated with the quantum vacuum itself. For a detailed treatment of this topic we refer the reader to theoretical studies by Simpson [52] and references therein. Simpson’s thesis suggests that Casimir forces cannot be considered in isolation in an inhomogeneous medium. Relating the ideas developed by Simpson to our approach, the electromagnetic field associated with the quantum vacuum is fundamentally coupled to the fractal molecular scale medium, with quantization of the coupled system creating a polariton ($\psi_{pol}$).

As in the case for charges (Eq.29), at a critical point (dictated by polariton wavelength and fractal geometry), we see transformation of quanta of polariton fractal fluctuations $\psi_{pol} = \sqrt{\rho_{pol}} \times e^{iA_{pol}/\hbar}$ (where $A_{pol}$ is a microscopic action), into macroscopic fluctuations, represented by a macroscopic wave function $\psi_{POL}$

$$\sum_{n=1}^{N} \psi_{d_{pol}} \to \psi_{POL} = \sqrt{\rho_{POL}} \times e^{iA_{POL}/2\tilde{D}},$$  

(34)

where $A_{POL}$ is a macroscopic action and

$$Q_{POL} = -2\tilde{D}^2 \frac{\Delta \sqrt{\rho_{POL}}}{\sqrt{\rho_{POL}}},$$  

(35)

is its associated MQP, which contributes to the emergence of structure at the nm scale along with the charge induced MQP (Eq.30) and so is added to the existing Euler and continuity equations (Eq’s 31-32)

$$\frac{\partial V_N}{\partial t} + V_N \nabla V_N = -\frac{\nabla \phi}{m} - \frac{\nabla Q_N}{m} - \left( \frac{\partial V_{POL}}{\partial t} + V_{POL} \nabla V_{POL} + \frac{\nabla Q_{POL}}{m} \right),$$  

(36)

$$\frac{\partial \rho_N}{\partial t} + \text{div} (\rho_N V_N) = -\frac{\partial \rho_{POL}}{\partial t} - \text{div} (\rho_{POL} V_{POL}),$$  

(37)

giving a new macroscopic Schrödinger equation incorporating both $\psi_{N}$ and $\psi_{POL}$

$$\tilde{D}^2 \Delta \psi_{N} + i\tilde{D} \frac{\partial \psi_{N}}{\partial t} - \phi \psi_{N} = -\tilde{D}^2 \Delta \psi_{POL} - i\tilde{D} \frac{\partial \psi_{POL}}{\partial t} + \phi \psi_{POL}.$$  

(38)

At the 10 nm scale we suggest that $Q_{POL}$ represents a small but significant force $F$, which when combined with $Q_N$, leads to the emergence of the nano-fibres. However, since $F$ falls off rapidly with distance $d$ ($F = 1/d^4$ [52]), this constrains their size. However, given favourable conditions (e.g., lower temperatures), it is theoretically possible that larger scales of nano-fibre may emerge. Given the declining force with increasing $d$, beyond this first scale of assembly, $Q_{POL}$ is expected to play a subordinate role in the larger 10-20 $\mu$m scale structures (Fig’s 1-5). However, we suggest that quantum vacuum fluctuations still play a
Our work suggests that the continued growth of structure beyond the \( nm \)-scale in Fig’s 1-5 is driven by charge density \( \rho \) and frequency \( \omega \) of fluctuations \( \tilde{D} \), which determine the strength and impact of the emergent MQP (Eq.30) within Eq.33. The associated fractal network of charge fluctuations plays a key role in the transition from mesoscale to macroscale structures. For example, as \( \rho \) increases, charge induced channels between nano-fibres offer an energetically favourable fractal network of paths for assembly, leading to more spatially coherent structures. This is reflected in a decrease in entropy and \( D_F \). We see this in a transition from dendrites found in fractal structures (Fig 1f) to leaf (Fig 3), or segmented flower structures (Fig 2). With increased levels of charge, we expect closure into more symmetric structures such as that illustrated in Fig 1c.

As charge and the associated field strength increases further, we expect these symmetric structures to close in on themselves, a process we observe first in hemispherical structures (Fig 1d) and subsequently pod-like structures (Fig 1e and Fig 5). In theory, given sufficient charge, completely symmetric cell-like structures should emerge. However, under Stage 1 conditions, charge was insufficient to support this. We tested this hypothesis in Stage 2, by varying levels of \( CO_2 \) through nitrogen and \( CO_2 \) rich environments.

The results were striking. Elevated levels of \( CO_2 \) (maximum charge) led to a monoculture of spherical, cell like structures (Fig 8b). By contrast, when \( CO_2 \) was minimised by purging the environment with nitrogen, we observed pure crystalline structures. Fig 8a represents the form and scale of most of the material (\( \approx 5\mu m \) cross section x \( 30-50\mu m \) length). However, in addition we observed the rare occurrence of a fractal crystal (Fig 9), with crystal structures right down to the \( nm \) scale.

These results indicate that as \( \rho \to 0 \), molecules, unhindered by repulsive charges, are permitted to form a crystal lattice, its precise structure determined by atomic/molecular structure
and external boundary conditions. In the case of fractal crystalline structures (Fig 9), we suggest that there was just enough charge to disrupt the formation of larger scale crystals,
with environmental fluctuations leading to the emergence of a fractal assembly of smaller scale crystals. These crystalline structures showed very clean surfaces, reflecting a clear difference in morphology compared to the non-crystalline structures in Fig’s 2-5. Here, a fuzzy surface at higher resolutions (Fig 5b), is suggestive of a fractal molecular structure, which could not be resolved in detail with the FE-SEM. These findings appear to confirm the critical role of charge in the emergence of the types of nm scale structure observed in Fig’s 2-5.

Interestingly, alongside a range of structures, we also observed the emergence of completely spherical structures in the Stage 3 trial (ambient levels of CO₂) at 4°C. However, there was a significant difference in the mesoscale structure compared to results at elevated CO₂. Fig 10a shows the detailed structure of a sphere from Fig 8b grown under elevated CO₂ conditions, revealing a significant increase in the size of nano-fibres (≈ 250nm diameter and ≈ 3μm length) relative to structures grown at ambient CO₂ concentrations (Fig’s 2-5). This suggests that increased charge density ρ leads to an increase in the Q_N potential (Eq’s 35-38). The sphere grown at 4°C Fig 10b shows a further increase in the smallest scale fibres (≈ 1μm diameter and up to 5μm in length). This increase in size combined with reduced environmental fluctuations leads to a low D_f fibril structure during assembly into a spherical morphology. Fibril diameter is now at the same scale as the pod wall thickness in Fig 5, suggesting the sphere may be constructed from a single layer of fibrils. Whilst this remains to be confirmed, the scale of the fibrils suggests that despite the reduction in ρ, lower T (reduced environmental monitoring) permits the emergence of larger molecular-scale fractal networks, with Casimir forces linked to Q_POL playing a more significant role within the system compared to Fig 10a.

We do not yet have conclusive evidence to support the hypothesis of a fractal architecture at the molecular scale. However, the differences in fuzzy surface topology of nm-fibrils in Fig’s 2-5 and the clean surfaced crystalline structures in Fig 9 is strongly indicative of a fractal molecular structure in the former. In addition, the hypothesis that fractal order exists at the molecular scale and can lead to quantum coherence at the nm scale is supported by Quochi et al [53, 54], where CRL was reported in organic nano-fibres. At another level, we note that CRL has been reported in inhomogeneous nano-fibre suspensions [55], this contrasts with ordered systems in the same work, where CRL disappeared, suggesting that a continuous structure from molecular to nm scales is not essential for macroscopic coherence.

To confirm fractal order at molecular to μm scales, future work is planned to determine charge distribution following an approach reported by Fratini et al [56] using scanning synchrotron radiation X-ray micro diffraction and a charge coupled area detector. To complement this work, studies similar to those on cellulose in plants using XRD and NMR [57] will be used to confirm the absence (or presence) of crystalline structure in nm scale structures.

Additional observations

In exploring the opportunity to improve the resolution of FE-SEM images of structures, we varied the electron beam voltage. The default setting was 3kv. As voltage increased significantly, we made an unexpected observation of high levels of fluorescence in some of the plant-like structures we have reported here. The fluorescence looked remarkably like that
observed in CRL.

In the absence of an alternative explanation for the fluorescence, we speculate (rather tentatively) that the phenomenon might be analogous with CRL, with electron fluorescence being an indicator of macroscopic quantum coherence. As a first step in testing this idea we assessed different structures at the standard 3kv setting and at a higher level of 25kv. This represents the equivalent of a significant increase in gain required to induce CRL: below a critical level of gain CRL is not observed [41]. In Fig 11 we see examples from the assessment. On the left hand side of Fig 11 we see images of a sphere (A), chalice\(^5\)(C), bone-like structure (E) and crystals observed with a 3kv electron beam. On the right, the same structures are observed at 25kv.

In the first pair of images (Fig 11a & b), a distinctive fluorescence is observed in the right hand sphere at 25kv, with very little of the \(nm\)-scale being observable, due to this fluorescence. In subsequent images (Fig 11c-f), higher levels of fluorescence are observed at 25kv in Fig 11d & f, with the complete disappearance of surface detail.

We speculate that the lower level of fluorescence in Fig 11b is due to better electron confinement, with the more open surface structures in Fig 11c-f facilitating electron escape from the structure, supporting the analogy with CRL.

In the last pair of images of ordered crystalline structure (Fig 11g-h), the distinctive fluorescence observed in structures with fractal mesoscopic structure is absent. This is predicted if the fractal architecture in Fig 11a-f is supporting macroscopic coherence of electrons.

In considering an appropriate interpretation of these observations we need to ask if room temperature macroscopic electron coherence (aided by high vacuum in the SEM) is theoretically possible in these structures. If we consider previous theoretical work [41], then it may indeed be the case. Taking a first principles approach, these structures meet a key criteria for high temperature superconducting material, namely a three dimensional fractal structure, and fractal charge density distribution, which in the current experimental conditions emerges naturally to form coherent structures such as spheres.

Previous experimental work [41] has shown that \(e\)-pairs in the pseudo gap phase can exhibit coherence at critical temperatures \(T_c\) well above room temperature. However, in this earlier work \(e\)-pairs were localized and so did not contribute to conduction. We postulated that if structures were designed optimally in a 3D fractal architecture, then high strength macroscopic quantum potentials could theoretically support delocalization and conduction at room temperatures [41]. The current work suggests that at least some of the coherent plant-like structures (particularly spheres) could meet these criteria. This idea is supported by work on photosynthetic systems which provide conclusive evidence that relatively long-lived quantum coherent states exist at room temperature in protein complexes [58, 59].

We stress that whilst these preliminary observations appear interesting, they were unexpected. As a first step, future work will focus on confirming or refuting the possibility that the observed fluorescence in these objects reflect macroscopic coherence of electrons by measuring their \(T_c\).

\(^5\)resembling the chalice sponge (\textit{Heterochone calyx})
4.2.3. Modelling macroscopic structures with a macroscopic Schrödinger equation

Having considered the detail, which leads to the emergence of a macroscopic quantum system, we suggest that a number of the structures observed share common features and processes with planetary nebulae (stars that eject their outer shells) reported by da Rocha and Nottale [60, 61]. In this earlier work, the chaotic motion of ejected material was modelled using a macroscopic Schrödinger equation, describing growth from a centre, corresponding to an outgoing spherical probability wave, having well defined angular solutions $\psi(\theta, \phi)$. Their squared modulus $P = |\psi|^2$ is identified with a probability distribution of angles characterized
by the existence of maxima and minima. These in turn are dependent on the quantized values of the square of angular momentum $L^2$, determined by the quantum number $l$ and its projection $L_z$ on axis $z$, which is characterized by the quantum number $m$. This means that $L^2$ and $L_z$ can only take specific values proportional to these quantum numbers, which are integers, allowing the prediction of discrete morphologies. We see striking parallels between examples of the two sets of structures illustrated in Fig’s 12 and 13, but with the caveat that the inorganic structures are constrained by growth on a plate, whilst planetary nebulae in Fig 13 show a double ejection process in space.

Figure 12: Examples of structures observed compared to quantized morphologies for ejection processes associated with planetary nebulae determined by quantum numbers $l$ and $m$.

In previous comparisons between this process and plant morphogenesis [23], modelling of the growth of flower-like structures, with morphologies evolving along angles of maximal probability has been described. In the case of flower-like structures, spherical symmetry is broken and one jumps to discrete cylindrical symmetry. In the simplest case, a periodic quantization of angle $\theta$ (measured by an additional quantum number $k$), gives rise to a segmented structure (discretized ‘petals’). In addition, there is a discrete symmetry breaking along axis $z$ linked to orientation (separation of ‘up’ and ‘down’ due to gravity, growth from a stem). This results in successive structures illustrated in Fig 14, indicating the evolution of a range of possible outcomes, which offers insight into the mechanism driving a segmented flower-like structure such as that observed in Fig 2.

We note that Fig 14 gives an example of just one possible scenario. Depending on the potential, on the boundary conditions and on the symmetry conditions, a large family of solutions (structures) can be obtained when conditions for the quantum-type regime are fulfilled.

This work offers convincing evidence to support the hypothesis that the emergence of inor-
ganic, plant-like structures reported here and by Norrduin et al [50] can be explained within the context of a macroscopic quantum-type process, induced by a fractal network of charges. The process is characterized by competing systems, which can be controlled by either reducing external fluctuations $H_E$ (by decreasing $T$) or increasing internal forces $H_S$ (by increasing $\rho$). However, we note that with the exception of extreme conditions illustrated in Stage 2 (Fig 8), control is not precise, but impacts on the probability of certain outcomes. This principle is reflected in the probability of the emergence of fractal structures (reflecting macroscopic pointer states created by the fractal velocity field), which increased with distance from the solution on the aluminium plates, as the result of a proton gradient. In this instance, decreasing $\rho \rightarrow$ increasing probability of less ordered (fractal) morphologies.

The principle is further illustrated in ice formation, in a process analogous with our laboratory work and that by Norrduin et al [50]. Ice structures range from needle crystals to fractal snowflakes and beyond to various ice flower morphologies and spheres (hailstones). We suggest that structure is driven in a similar mechanism by levels of ionization and temperature,
with the most extreme conditions (e.g., plasma induced ionization during a thunderstorm) leading to hailstones. This theory could be easily tested by determining the influence of $T$ and $\rho$ on the emergence of different ice morphologies.

Such a mechanism also has its equivalence in ionized gases, which at sufficiently high levels of charge density and localized zones of charge differential, leads to fractal patterns of discharge (lightning). However, as $\rho$ increases, we see a transition from fractal to sheet to ball morphologies (‘ball lightning’) in a process analogous with that observed in Fig 8B.

### 4.2.4. Plant-scale systems

The work by Norrduin et al [50], and that reported here parallels in a very striking way, the emergence of a range of structures found in the plant kingdom, but now on the scale of cells, (typically 10\(\mu\)m – 25\(\mu\)m). As stated previously, this scale is explained by a natural symmetry breaking as gravitational forces exceed van der Waals forces. Biological systems address this constraint on scale, with growth processes evolving via a replicative cellular structure to generate larger scale structures.

In order to translate theory and experimental results on inorganic plant-like structures to their biological equivalent, we now consider the emergence of both mesoscale structures (in plant cells) and more complex, multicellular structures. At the heart of this process, we need to explain how the wide variety of structures we observed emerging spontaneously under standard atmospheric concentrations of $CO_2$ in inorganic plant-like systems is more
precisely (and repeatably) controlled in real plants.

4.2.4.1. Mesoscale structures

As a first step we consider mesoscale cellulose structures that form the structural scaffold of plant cell walls [51]. In most higher level plants, cellulose chains are extruded from a 6 x 6 arrangement of rosettes (the cellulose synthase complex) creating short, 36 chain crystalline units of cross section $\approx 3-6 \text{ nm}$ [62]. The subsequent assembly of these crystalline units into nano-fibrils and their patterning in the cell wall is dictated by microtubule bundles [64], the details of which we consider later in this section.

To date the reason for relatively short crystalline units has not been satisfactorily explained. However, based on the principles established in this work, it seems likely that they result from charge-induced disruption of the crystal lattice during the extrusion process from the cellulose synthase complex. The result is predicted to be a fractal assembly of crystalline units (induced by environmental fluctuations), interspersed with amorphous cellulose and hemicellulose chains, which aggregate to form $\approx 10-20 \text{ nm}$ diameter composite nano-fibres [51, 62]. However, it seems logical that charge density will determine the precise internal composition of these nano-fibres (the source of considerable debate), along with their subsequent assembly into larger micron scale structures in the cell. This means that in some circumstances, it is possible that at low levels of charge, larger crystalline structures, up to the scale of the nanofibril, may exist within some species of plant (or at specific positions within the plant). This level of detail may not be resolved in averaging techniques associated with XRD or NMR analysis [62]. The hypothesis is supported by observations in aquatic plants such as Valonia (a genus of green algae in the Valoniaceae family), where larger scale, pure crystalline cellulose structures ($\approx 50 \text{ nm}$ cross section and $> 500 \text{ nm}$ in length) have been observed [63]. In this instance, if we accept that $\text{CO}_2$ may have some influence on charge density, then lower levels of $\text{CO}_2$ in aquatic environments (compared to land based plants which are able to absorb higher levels of atmospheric $\text{CO}_2$), could at least partially explain lower levels of charge induced disruption of the crystal lattice.

These principles are also valid at higher scales of assembly. For example, the internal mesoscale fractal architecture of the structures observed in Fig’s 2-5 has its analog in the fractal assembly of cellulose nano-fibres observed in the S2 layer of a Eucalyptus grandis cell wall illustrated in Fig 15A. However, within the same cell [51], we see alternative structures, such as the nematic assembly of cellulose nanofibres (Fig 15B) found in the S1 layer, which we would expect under conditions where charge density drops significantly. Clearly, in these circumstances, atmospheric $\text{CO}_2$ concentration, which remains constant, cannot be the sole factor dictating these structures. We therefore require a mechanism to explain how the plant genome has evolved to tightly control levels of ionisation, which can be changed in an instant, resulting in the emergence of the diverse arrangements of nano-fibres within a cell needed to meet the structural requirements of the plant.

To give an idea of how structures in plants are more precisely controlled we consider recent work on the impact of charged macromolecules (proteins) on the emergence of different
Figure 15: Mesoscale structure of crystalline cellulose in the S2 layer (A) and S1 layer (B) of an *Eucalyptus grandis* fibre [51].

Figure 16: Tracheary elements in *Arabidopsis thaliana* (A) alongside a higher magnification illustrating the detailed internal structure of an individual cell’s rib-like circumferential secondary wall thickening (B).

structures associated with the deposition of cellulose in secondary wall thickening in tracheary elements of *Arabidopsis thaliana* [64]. A typical example of the cell’s rib-like annular secondary wall thickening is illustrated in Fig 16. The $\approx 1.5 \mu m$ cross section discrete structures appear to be composed of a fractal arrangement of cellulose nanostructures, which contrast with the more uniform distribution of secondary wall structure of cellulose nano fibres observed in *Eucalyptus grandis* in Fig 15.

As discussed previously with reference to the deposition of cellulose nanofibres, the organization of secondary wall thickening in tracheary elements (TE’s) varies according to the patterning of microtubule bundles that guide wall deposition. Derbyshire et al [64] has shown that whilst microtubules provide the guide for deposition of secondary cell wall thickening,
the overall patterning of these guiding microtubules is regulated by specific microtubule-associated proteins (MAPs) and protein complexes.

The study on individual stem cells in vitro [64] identified 605 different proteins that associate with microtubules in the narrow window of time in which these cell wall thickenings are deposited in the secondary cell wall. Through control of gene expression, different sets of MAP’s clearly influenced patterning of secondary cell wall deposition. Three different types of structures (a continuous spiral, a more inter-connected reticulated pattern and finally a more dense packing interspersed with a pitted structure), were directly correlated with specific proteins (see Fig 4a-d [64]). From this work it becomes apparent that the overall charge density, associated with specific combinations of proteins (protein complexes), controls the assembly of cellulose into specific structures with a level of precision and repeatability that is impossible to achieve in the inorganic plant like structures using CO$_2$ concentration described in experimental work in the current paper.

We conclude that during the transcription of DNA through RNA to a vast array of different proteins (which are a direct reflection of the genetic code), the subsequent assembly of protein complexes is tightly controlled to effect subtle changes in charge density (and therefore the ‘average’ charge) on the protein complex, which in effect generate their own macroscopic quantum potentials$^6$. These protein complexes, which attach to the microtubule, control not only the patterning of the microtubule but also offer a very precise mechanism for dosing the charge at the point of cellulose assembly, thus dictating its final structure (gene expression) at the point of interaction with the cellulose synthase complex. However, the transcription of genes into gene products (protein and protein complexes) represents just one aspect of the control of charge density. To get the full picture we also need to consider the impact of a range of different ions within the plant which can potentially interact in the gene transcription and post-translational modification of proteins to influence molecular assembly. An obvious example that requires more work within the context of the laboratory studies discussed in the present paper includes the potential for generic protonation linked to CO$_2$ concentration. This can be expected to reveal itself in a classic genotype/environment interaction, an example of which we consider at the plant scale in Section 4.2.4.3.

A further example to illustrate the importance of charge includes the phosphoryl group $PO_3^{2-}$. Phosphorylation alters the charge on a number of protein complexes, which leads to conformational change, such as a fold in the structure, resulting in a change in their function and activity. Many of these changes can have an indirect but important impact on cell formation. As an example, phosphorylation of $Na^+/K^+$-ATPase influences the transport of sodium ($Na^+$) and potassium ($K^+$) ions across the cell membrane in osmoregulation, which in itself has a profound impact on the cell’s response during the growth (assembly) process.

---

$^6$This concept is independently supported by recent theoretical work [65], suggesting that complex protein structures have evolved as a key component of biological systems, precisely because their complex structures exhibit macroscopic quantum properties, which play a key role in biochemical electronic processes.
4.2.4.2. Cell duplication

In considering cell duplication, we find a precedent for its description in macroscopic quantum processes. In previous work [23, 27, 60, 66], an example of duplication is given of the formation of gravitational structures from a background medium of uniform mass density $\rho$. This problem has no classical solution, since no structure can form and grow in the absence of large initial fluctuations. By contrast, in the present quantum-like approach, the stationary Schrödinger equation for an harmonic oscillator potential (which is the gravitational potential created locally by a medium of constant density) does have confined stationary solutions. Solving for the Poisson equation yields a harmonic oscillator gravitational potential

$$\varphi(r) = \frac{2\pi G \rho r^2}{3},$$

and the motion equation becomes the Schrödinger equation for a particle in a 3D isotropic harmonic oscillator potential

$$\tilde{D}\Delta \psi + i\tilde{D} \frac{\partial \psi}{\partial t} - \frac{\pi}{3} G \rho r^2 \psi = 0,$$

with frequency

$$\omega = 2 \sqrt{\frac{\pi G \rho}{3}}.$$ (40)

The stationary solutions [66, 67] are expressed in terms of the Hermite polynomials $\mathcal{H}_n$,

$$R(x, y, z) \alpha e^{x \frac{1}{2} r_0^2} \mathcal{H}_{nx} \left(\frac{x}{r_0}\right) \mathcal{H}_{ny} \left(\frac{y}{r_0}\right) \mathcal{H}_{nz} \left(\frac{z}{r_0}\right),$$

which depend on the characteristic scale

$$r_0 = \sqrt{\frac{2\tilde{D}}{\omega}} = \tilde{D}^{1/2} (\pi G \rho / 3)^{-1/4}. (42)$$

The energy over mass ratio is also quantized as

$$\frac{E_n}{m} = 4\tilde{D} \sqrt{\frac{\pi G \rho}{3}} \left(n + \frac{3}{2}\right).$$ (43)

The main quantum number $n$ is an addition of the three independent axial quantum numbers $n = n_x + n_y + n_z$.

Fig 17 illustrates stationary solutions of Eq.39. The fundamental level or vacuum solution (the vacuum is the state of minimal energy), defined by the quantum number $n = 0$, results in a one-body structure with Gaussian distribution. Subsequent solutions imply that in case of energy increase, the system will not increase its size, but will jump from a single to a double structure $n = 1$, with no stable intermediate step between the two. As energy levels increase
further, the mode \( n = 2 \) decays into two sub-modes reflecting a chain and then a trapeze structure. Whatever the scales in the Universe (stars, clusters of stars, galaxies, clusters of galaxies), the zones of formation show in a systematic way these kinds of structures [27].

Figure 17: Model of duplication, reproduced from Nottale [27]. These solutions have been simulated by distributing points according to the probability density. \( n = 1 \) corresponds to the formation of binary objects (binary stars, double galaxies, binary clusters of galaxies).

Taking an alternative perspective on successive solutions of the same time-dependent Schrödinger equation in a 3D harmonic oscillator potential, Fig 18 shows how the system jumps from a one-body to a two-body structure when the jump in energy takes the quantized value \( 2\tilde{D}\omega \). Whilst this approach is particularly well suited to describe cell duplication, it is of course far from describing the complexity of true cellular division. However, it serves as generic model for a spontaneous duplication process of quantized structures, linked to energy jumps in the presence of environmental fluctuations.

**4.2.4.3. Multi-cell structures.**

Extending the conditions of replication outlined in Fig's 17-18, one creates a ‘tissue’ of individual cells, which can be inserted in a growth equation, which once again takes a Schrödinger form. Its solution yields a new, larger scale of organization.

In biological systems such as plants, growth is characterized by fractal architectures, created through bifurcation processes (Fig 6), which replicate structures found at the molecular to \( nm \)-scale, but now with assembly at the scale of cells, the cell playing the role of the ‘quanta of life’. The resulting multi-scale fractal architecture creates once again, the conditions required for the formation of a complex velocity field \( \tilde{V} \), with varying energy levels (dependent on
The successive figures give the isovalues of the density of probability for 16 time steps. The first and last steps \((1, n = 0\) and \(16, n = 1\)) are solutions of the stationary (time-independent) Schrödinger equation, whilst intermediate steps are exact solutions of the time-dependent Schrödinger equation and therefore reflect only transient structures. The process is similar to bifurcation (Fig 6), where the previous structures remain and add to themselves along a z-axis instead of disappearing as in cell duplication.

local fractal geometries) across the entire plant. These conditions lead to the emergence of quantized morphologies, with a range of boundary conditions dictating the wide range of coherent and fractal structures we see in living systems.

One of the main interests of the macroscopic quantum-type approach is its capacity to make predictions about the size of the structures, which are formed from its self-organizing properties. In some cases, this depends only on the boundary conditions, i.e., on the environment (in a biological context). Consider for example the free geodesics in a limited region of space. The classical fluid equation would yield a constant probability density (i.e., no structure), while the scale relativity description yields an equation similar to the Schrödinger equation for a particle in a box, which is solved in one dimension in terms of a probability density

\[
P = |\psi|^2 = \frac{2}{a} \sin^2 \left( \frac{\pi n x}{a} \right).
\]

(44)

The multidimensional case is a product of similar expressions for the other coordinates. One therefore obtains, at the fundamental level \((n = 1)\), a peaked structure whose typical size is given by its dispersion
\[ \sigma_x = \frac{a}{2\pi} \sqrt{\frac{\pi^2}{3} - 2} \approx 0.1807a \]  \hspace{1cm} (45)

and therefore depends only on the size of the box [23].

In other cases, the size depends on the fluctuation parameter \( \tilde{D} \). For example, in the harmonic oscillator solutions considered in Fig’s 6 and 17-18, the dispersion of the Maxwellian probability density distribution of the fundamental level is given by \( \sigma^2 = \hbar/m\omega \), where \( \omega \) is the proper frequency of oscillations, i.e., in the generalized case,

\[ \sigma = \sqrt{\frac{\tilde{D}}{\omega}} \]  \hspace{1cm} (46)

The Planck constant \( \hbar \) in standard quantum physics is determined by experimental observation, then used to predict outcomes in new experiments. We contemplate the same approach in macroscopic quantum physics, even though the value of \( \tilde{D} \), which is defined as the amplitude of mean fractal fluctuations described by Eq.7 (which is defined as a diffusion coefficient) is no longer universal.

For a given system, one expects the appearance of many different effects from such a macroscopic quantum-like theory, including, interferences, quantization of energy, momentum, angular momentum, shapes, sizes, angles, etc., so that the constant \( \tilde{D} \) can be measured from any of these effects (e.g., the energy of the linear oscillator is \( E_n = (2n + 1)\tilde{D}\omega \)) and then taken back to predict the size (\( \sqrt{\tilde{D}/\omega} \) for the linear oscillator) and other properties of the system under consideration. In such a case, scales will be determined by the new definition of the de Broglie length

\[ \lambda_{deB} = \frac{2\tilde{D}}{v}, \]  \hspace{1cm} (47)

for a linear motion of mean velocity \( v \), or by the thermal de Broglie length

\[ \lambda_{th} = \frac{2\tilde{D}}{\langle v^2 \rangle^{1/2}}, \]  \hspace{1cm} (48)

for a medium or an ensemble of particles.

Combining these ideas with the process of decoherence (Eq.23), we conclude that diffusion processes play two key roles in macroscopic quantum processes. In the first case, \( D \) and \( \rho \) collectively drive fractal structures in a scale dependent process, with molecular, \( nm \) and cell scale fractal structures determining the value of \( \tilde{V} \) and the emergent MQP

\[ Q = -2\tilde{D}^2 \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}}. \]  \hspace{1cm} (49)
The subsequent emergence of ordered structures are in turn influenced by the external diffusive force, which competes with internal macroscopic quantum forces in the decoherence process.

When considering quantized morphologies, if internal forces (Eq.22) are insufficient to maintain a coherent structure against environmental perturbation, we see decoherence associated with collapse of the complex velocity field $\hat{V}$ to its pointer states. This is reflected at macroscopic scales in the emergence of fractal structures, e.g., a fern (a fractal leaf), which still exhibits long range order, its $D_F$ being determined by the relative strength of the residual field, a concept not incompatible with Pietak [68], who suggested that electromagnetic fields govern leaf structure.

Beyond a critical point in the decline of charge density, charge will be insufficient to support the emergence of a long range fractal architecture, i.e., long range fluctuations $\tilde{D}$ disappear, along with the complex velocity field $\hat{V}$. This step equates to full macroscopic quantum decoherence of the field. However, in most instances, charge is sufficient to disrupt the formation of a crystal lattice, leading to the emergence of disordered tumour-like structures, where external diffusive forces (Eq.21) dictate morphology.

The dual role associated with diffusive type processes offers a new fundamental insight into the interplay between thermodynamics and macroscopic quantum processes and their role in defining ordered structure at a range of different scales.

Based on the experimental work we have presented, it seems clear that changes in charge density and temperature, alongside other environmental conditions, have a critical role to play in the emergence of plant structure. As suggested for mesoscale assemblies of cellulose nano-fibres in the cell wall (Section 4.2.4.1), within an evolutionary context, evidence suggests that genes encode mechanisms to control and maintain levels of charge density through transcription of the genetic code into proteins and protein complexes interacting with external sources of charge ($CO_2$ based generic protonation, phosphorylation etc). The result
is a range of macroscopic quantum processes leading to the emergence of the wide range of structures (e.g., cell, stems, branches, leaves, buds, flowers, seeds, pollen, fruits, pods) that we find in plants.

Genetic control means that many of these processes are to an extent independent of environment. This is supported by numerous examples of plants successfully introduced to climates different from those in which they evolved. Under most circumstances we do not see a radical change in plant morphology within a new environment. However, a number of plants are able to adapt their morphology in a significant way, in response to a changing environment (phenotype plasticity), suggesting that the genome to metabolome translation process is more open to environmental influences. In a recent study by Nakamasu et al [69], changes in the morphology of leaves of North American Lake cress (*Rorippa aquatica*) with temperature (heterophylly) were reported. Fig 19A illustrates a coherent (simple) leaf morphology in a plant grown at 30°C. This contrasts with Fig 19B illustrating a branched (fractal) leaf grown at 20°C. These structures have their equivalence in Figure 3 and the fractal structure observed in Figure 1f. Further work on this species [70] shows an even wider variation in fractal dimension over the temperature range from 15°C to 30°C, which is expressed as a progressive morphogenic gradient, which we speculate may in part (directly or indirectly) be related to reduced levels of charge density as CO₂ concentration declines with temperature. This temperature/morphology relationship was observed in both terrestrial and submerged plants. However, for the same temperature, submerged plants expressed a far higher level of branching and fractal dimension. A phenomenon which we suggest could also be attributable to lower levels of CO₂ availability in the aquatic environment.

Summarizing key findings from this second study [70], it was found that the concentration of endogenous gibberellin (GA) significantly increased as temperature increased from 20°C to 25°C. The subsequent application of GA and uniconazole (a GA biosynthesis inhibitor) confirmed that GA leads to simplified leaf forms at 20°C and 25°C compared with a control, whilst uniconazole treatment increased leaf complexity. The fact that higher concentrations of a charged molecule (GA) are produced at higher temperatures, sits well with our theory that as charge density increases, we expect a transition from structures with high fractal dimension to increased levels of spatial coherence.

Since GA biosynthesis is regulated by KNOX1 genes [70], it was concluded that the KNOX-GA module is a key factor in the development of leaf morphology in *R. aquatica*. However, the overall picture is more complex. A global analysis of the transcriptome linked the expression of 630 genes with dissected (fractal) leaves and 471 genes with simple leaves.

The top 200 genes upregulated in the dissected leaf condition largely overlapped with genes upregulated in response to cold treatment, whilst those upregulated in the simple leaf condition overlapped with genes that are downregulated in response to cold treatment. To this complexity we can add the possible influence of CO₂ availability. As suggested with respect to the work reported by Derbyshire et al [64], there is a strong possibility that protons released through CO₂ dissolution can affect overall charge density during gene transcription and/or post-translational modification of proteins to influence molecular assembly. Such an outcome would correlate with the effects of GA concentration, expressed through the KNOX-GA module and the hundreds of additional genes playing a role in the final expression of
leaf morphology.

On a different level, the genes upregulated in the dissected leaf condition also overlapped with those that respond to changes in light intensity suggesting a further potential influence on leaf morphology. This was confirmed in growth experiments at various light intensities at constant temperature (20°C). There was a striking increase in leaf fractal dimension with increasing light intensity. This fits well with our hypothesis that we are dealing with a macroscopic quantum system, with increasing fractal dimension reflecting photon induced decoherence as light intensity increases.

The work by Nakayama et al [70] represents new insights into the genetic control of leaf morphology in R. aquatica. However, it leaves open the fundamental mechanisms at work in defining structure. The concept of macroscopic quantum processes dictated by the genome, through translation into the proteome and its interaction with the environment, offers new insight into a global mechanism by which the genetic code is finally expressed in the form of plant structure.

4.3. Summing up

Taking into account the effects of scale described in the theory of scale relativity, this paper addresses a key question related to the debate around irreversible laws linked to determinism and probabilistic descriptions in physics. Within this new theoretical framework, the laws of physics can jump from reversible to irreversible behavior and reciprocally, dependent on the scale. For example, at the very smallest scales in nature we see a fundamental irreversibility under the reflection $|dt| \rightarrow -|dt|$, which is at the origin of the complex number representation of quantum mechanics (see Section 2.2). When these two real irreversible processes (which can be described by real path integrals) are combined into a complex one (a complex path integral), the new complex description (leading to the wave function) becomes reversible. Decoherence of the wave packet introduces a new irreversibility in physics. Complete decoherence leads to classical physics, which is at first reversible. However, these classical laws, when considered on long time scales (larger than the Lyapunov timescale), dictated by the second law of thermodynamics, become chaotic, i.e. unpredictable and irreversible again. One of the main propositions of scale relativity [25, 27], tested in the present paper, has been that on even longer time scales (initially predicted at >10 to 20 Lyapunov timescales), this basic irreversibility found at the scale of development of chaos becomes the seed for a new macroscopic quantum theory\textsuperscript{7}, whose equations are again reversible in terms of complex wave functions.

As outlined in detail in the paper, the conditions required for the emergence of such a macroscopic quantum system are very specific. Key amongst these is that charge density is sufficient to generate a charge induced interconnecting geometric network (along the lines illustrated in Fig 7), which at a critical percolation threshold leads to the emergence of a macroscopic quantum potential. In theory this process can repeat itself over a very broad range of different scales. This principle is exemplified in the emergence of the cell, which

\textsuperscript{7}which we have shown shares many features with standard QM
as the ‘quanta of life’ then repeats the process of reversibility/irreversibility, leading to the emergence of ordered multicellular structures. However, the principle is also applicable at smaller scales. Depending on specific conditions, a very diverse range of structures at different scales can emerge within a single cell. Examples range from protein complexes [65], nano-structures ($\approx 5$-1000 nm in Fig's 10B, 15, and 16B), to a multitude of cell organelles.

In a generic process analogous to that suggested by Vattay et al [65] for proteins, we propose that the emergence of each of the many different types of potential structures is the result of a unique set of physical conditions dictated by both external and local conditions (defined by the cell's genetic code), which have been selected for and refined during the evolutionary process.

Following these principles, it should be possible to model each of these different structures with a macroscopic Schrödinger equation. The challenge in achieving this is to correctly identify the detailed set of physical conditions leading to the emergence of each structure. However, such an approach may prove extremely difficult in anything but the simplest biological processes. An alternative starting point is to vary the external field/limiting conditions and or symmetries (the three elements which determine the solutions of the Schrödinger equation) and then see the morphology changing accordingly. This approach has the potential to offer completely new coarse-grained, testable insights into the conditions that lead to the structures that emerge, generating signposts to support the process of decoding the complex role of the genome, transcriptome, proteome and metabalome in establishing these initial conditions.

We stress the point that above or below a critical level of charge density, the emergence of a macroscopic quantum system is not a foregone conclusion. As shown in Fig 8a, very low levels of charge density lead to crystalline structures. As levels of charge increase beyond this point we see the emergence of a range of charge induced fractal networks (including tumors) which remain disordered and below the threshold for quantum criticality. By contrast, at very high levels of charge density, molecular repulsion leads to breakdown of structures and molecular disorder. Examples to illustrate this process include dissolution (e.g. acid hydrolysis) or vaporization (e.g. plasma ashing).

As stated at the outset of the paper (Section 1), whilst the work presented here has focused specifically on structure in plants as a means to test and validate the basic principles we have described, it is clear that they are not exclusive to plants, but generally applicable to all living and non living systems. This is exemplified by the reference to work on planetary nebulae [60, 61] in Section 4.2.3 as well as many other astrophysical phenomena [27] where the transition from irreversibility (chaos) to reversibility (order) repeats itself.

This point highlights a far reaching implication of the theory of scale relativity. There is a tendency to consider the cell as a relatively small object. However, as noted in earlier work [27], when taking the log of all scales in nature (the Planck scale $10^{-33}cm$ to the Cosmological

---

8 A flower-like structure such as Fig 14 represents one of the simplest solutions (free case with no external field).

9 We note however that ionized gases can at an appropriate scale and charge density lead to a larger scale macroscopic quantum state and the emergence of long range order.
scale $10^{28} \text{cm}$) then the cell, at $3 \times 10^{-3} \text{cm}$ actually sits in the middle of this range of scales. Within this context, the cell can be regarded as a (relatively) vast object in space, putting the analogies with astrophysical phenomena into a new perspective.

Within this much broader context, we emphasize the fact that, although the new macroscopic quantum theory shares many structures and methods with standard QM, it is NOT "Quantum Mechanics", since it is not based on the universal Planck constant $\hbar$, but on a parameter that may vary from one system to the other. For example, in the application to astrophysics, this parameter comes under the equivalence principle (implying that the inertial mass disappears from the equations). This endows astrophysical macroscopic quantum theory with specific characters different from standard QM (e.g., it is not energy $E$ or momentum $p$ which are quantized, but $E/m = v^2$ and $p/m = v$, which involves a quantization of velocity itself). In a similar way, we may expect that the application of this macroscopic quantum theory to living systems will endow it with specific biological characters, to be studied in more detail in future works.

On a final point, the findings outlined in this work have important implications, not just for our understanding of the emergence of structure, but also examples of collective behaviour in condensed matter such as coherent random lasing, high temperature superconductivity and photosynthesis, whose detailed mechanisms have to date, proved challenging to elucidate. Within this context, we suggest that the work presented here offers a number of signposts and tools to assist future workers in deconstructing and understanding some of the wide range of phenomena (structures and functions) we have identified in the paper. We also suggest that the new insights we have outlined have the potential to play an important role in supporting the development of new materials and harness the potential applicability of macroscopic quantum phenomena in a range of different technologies.

5. Conclusions

We have developed an evidence based theory for the emergence of a range of structures associated with plants (e.g. crystals, tumours, ferns, fungi, stems, seeds, flowers pods, fruits, cells) through growth processes dictated by the presence of a fractal network of charges. This leads to a charge induced geometric landscape, which dictates macroscopic fluctuations ($\tilde{D}$) and the emergence of macroscopic quantum potentials ($Q_N$ and $Q_{POL}$), which in turn drive macroscopic quantum processes and the emergence of different types of structure.

At a range of plant scales, the strength of the dominant MQP (Eq 30) and associated forces are a function of charge density $\rho$ and the velocity field $\hat{V}$ of a fluid in potential motion, described in terms of a macroscopic complex wave function $\psi = \sqrt{\rho} e^{iA/\hbar}$. The strength of the MQP determines the type of structure, e.g. dendritic (fern-like) structures or spherical (cell-like) structures. Whilst spherical structures emerge at the highest levels of charge, dendritic structures signify the start of a macroscopic decoherence process to the roots (pointer states) of a charge induced fractal network ‘the field’, which as we shall show in more detail future work, has its geometric equivalence in standard QM.
The macroscopic quantum processes we observe in plants take the form of a two component [coherent (boson)-classical (fermion)] system, which has its equivalence in CRL and HTSC [41]. Only bosons remain coherent at macroscopic scales. The assembly of molecules (fermions) into plants operates within the framework of macroscopic fluctuations within a coherent bosonic field $\hat{V}$, acting as a structuring force in competition with exterior potentials $\phi (H_E)$. Whilst the system is only partially coherent, many of the phenomena associated with standard quantum theory are recovered, including quantization, non-dissipation, self-organization, confinement, structuration conditioned by the environment, environmental fluctuations leading to macroscopic quantum decoherence and evolutionary time described by the time dependent Schrödinger equation, which describes models of bifurcation and duplication. This work provides a strong case for the existence of a geometrically derived quintessence-like behaviour [21], with macroscopic quantum potentials and associated forces having their equivalence in standard QM and gravitational forces in general relativity.

As levels of charge decrease to a point where they are insufficient to form a MQP, we see the disappearance of macroscopic quantum behaviour. This is reflected in the first instance in structures driven by pure dissipative processes, resulting in tumour-like structures. At yet lower levels of charge, we see the elimination of charge-induced disruption during molecular assembly, leading to the emergence of nematic order and crystalline structures.

In conclusion, the presence or absence of macroscopic quantum forces is dictated by charge and a combination of dissipative and quantum systems. At one level, dissipative systems (environmental fluctuations) are critical to molecular assembly and the emergence of a fractal network of charges, which drive the emergence of a MQP and ordered structures. At the same time, the emergent structure is dependent on the relative contributions of charge density and competing environmental fluctuations. These two processes are therefore inextricably linked through both synergistic and competing relationships, dictating molecular assembly into different structures.

When considering assembly mechanisms within real plants, a brief case study [64] offers important insights, indicating that structure is expressed at a wide range of points and scales within the plant through transcription of genetic code into charged macromolecules (proteins and protein complexes). A second set of case studies [69, 70] suggests that external sources of charge such as atmospheric $CO_2$ may also interact with the genetically coded array of proteins to impact on final structure.

As mentioned in Section 4.2.2, evidence for macroscopic quantum coherence in plants has been reported in photosynthetic systems [58, 59]. If the theory presented in this paper is correct, then these types of observations represent the tip of the iceberg. A key challenge for future work lies in understanding in more detail how genomic, proteomic, transcriptomic, and metabolomic information translates into charge density distribution and the mechanisms by which the genes finally express themselves in plant structure at different scales within the organism.

As stated at the outset, the aim of this work was to test and validate some of the basic physical principles and theories proposed in earlier work [22, 23], using a basic set of case studies focused on plants. We suggest that the new experimental evidence and theory proposed in
the present paper contributes an important first step in meeting this objective, offering a more detailed insight into the mechanisms at work and establishing some basic principles that are more generally applicable in all living systems.

At a broader level, this work offers new insight into evolutionary processes in structural biology, with selection at any point in time, being made from a wide range of spontaneously emerging potential structures (dependent on conditions), which offer advantage for a specific organism. This is valid for both the emergence of structures from a prebiotic medium and the wide range of different plant structures we see today.

As a final point, it should be clear from this work that biological processes, structures and systems are not in any way privileged. They can rather be viewed as a extremely large set of very complex, interacting systems, which explains the slow progress in deconstructing these processes to their individual component mechanisms.

6. Future work

In the present work we have given just a few examples of possible emergent structures using CO$_2$ as the source of charge density. It represents only a first step in developing an understanding the vast and diverse range of processes and mechanisms at work in living systems. Future work will focus on more detailed theory, modelling and controlled experimental studies to determine the impact of atomic/molecular structure (including biopolymers), levels of charge, pH and temperature on emerging structures. As part of this process we will consider the possibility to mimic biological systems through the use of protein complexes to more precisely control the emergence of specific structures.

The objective - to develop an improved understanding of how to manipulate molecular and nm-scale particles into different structures and the development of new materials from first principles. Examples include:

- the development of tuneable fractal systems for a range of materials in applications, which require macroscopic quantum coherence, including HTSC, CRL and quantum computing systems. For more detailed proposals on HTSC see [71].

- the development of cell duplication processes leading to a new multi-scale ‘cellular’ approach to the development of materials with different structures, which mimic biological systems.

Work should also include studies on emergence of living structures from prebiotic media. Success in this area may improve our understanding of processes involved in the origins of life.

At a different level, multidisciplinary work to understand evolutionary processes in established plants could also prove beneficial. Working within the limits of biological systems, future work should consider environmental impacts on structure through more extensive trials in heterophylic plants, including studies to independently vary temperature and levels of CO$_2$ concentration under controlled conditions.
A multidisciplinary approach is also required to target a more detailed and fundamental understanding of the role of the genome in setting the internal conditions within plants (in the first instance) that control structure at different scales. This could have wide ranging applications in evolutionary biology and plant breeding, including an improved understanding of both past and future adaptive responses. As an example, success in this area could contribute to our understanding of the impact of past and future climate change (temperature and CO₂ concentration) on different species and where appropriate (e.g. key agricultural species), support the identification of genetic variants most adaptable to different environments including future climate change.
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**7. Supplementary material**

The supplementary material contained in this section is provided as a quick reference for key elements of the theory. For more detailed information the reader is referred to references contained in the text. For the most up to date and in depth analysis we refer the reader to reference [27].

**7.1. From Newton to the Schrödinger equation**

In this section we outline the derivation of the Schrödinger equation through a process analogous with general relativity where after expansion of the covariant derivative, the free-form motion equations can be transformed into a Newtonian equation in which a generalized force emerges, of which the Newton gravitational force is an approximation. Following the same principle, the covariance induced by scale effects leads to a transformation of the equation of motion, which, as we demonstrate through a number of steps, becomes after integration, the Schrödinger equation. In the construction of this approach we note that whilst equations take a classical form, this form is applied to non differentiable geometry, so that the result is no longer classical.
7.1.1. Momentum

Due to the complex nature of the velocity field $\hat{V}$ (Eq. 8), the classic equation $p = mv$, can be generalized to its complex representation [27].

$$\hat{P} = m\hat{V},$$  \hfill (50)

so that the complex velocity field $\hat{V}$ is potential (irrotational), given by the gradient of the complex action,

$$\hat{V} = \frac{\nabla \hat{S}}{m}.$$  \hfill (51)

We now introduce a complex function $\psi$ identifiable with a wave function or state function, which is another expression for the complex action $\hat{S}$,

$$\psi = e^{i\hat{S}/S_0}.$$  \hfill (52)

The factor $S_0$ has the dimension of an action, i.e. of an angular momentum with $S_0 = \hbar$ in the case of standard QM, where $\hbar$ is a geometric property of the fractal space, defined through the fractal fluctuations as $\hbar = 2m\tilde{D} = m\langle d\xi^2 \rangle/dt$.

The next step consists of making a change of variable in which one connects the complex velocity field Eq. (51), to a wave function, $\psi$ where $\ln \psi$ plays the role of a velocity potential according to the relation

$$\hat{V} = -i\frac{S_0}{m} \nabla (\ln \psi).$$  \hfill (53)

The complex momentum Eq. (50) may now be written under the form

$$\hat{P} = -i S_0 \nabla (\ln \psi),$$  \hfill (54)

i.e.

$$\hat{P}\psi = -i S_0 \nabla \psi.$$  \hfill (55)

In the case of standard QM ($S_0 = \hbar$), this relation reads $\hat{P}\psi = -i \hbar \nabla \psi$, i.e. it is a derivation of the principle of correspondence for momentum, $p \rightarrow -i \hbar \nabla$, where the real part of the complex momentum $\hat{P}$ is, in the classical limit, the classical momentum $p$. The ‘correspondence’ is therefore understood as between the real part of a complex quantity and an operator acting on the function $\psi$. However, thanks to the introduction of the complex momentum of the geodesic fluid, it is no longer a mere correspondence, it has become a genuine equality. The same follows for angular momentum $L = rp$, which can also be generalized to the complex representation

$$\hat{L}\psi = -i S_0 r \times \nabla \psi,$$  \hfill (56)

so that we recover, in the standard quantum case $S_0 = \hbar$, the correspondence principle for angular momentum, which again emerges as an equality.
7.1.2. Remarkable identity

We now write the fundamental equation of dynamics Eq. (14) in terms of the new quantity \( \psi \).

\[
iS_0 \frac{d}{dt} (\nabla \ln \psi) = \nabla \phi.
\] (57)

We note that \( \hat{d} \) and \( \nabla \) do not commute. However, as we shall see in what follows \( \hat{d}(\nabla \ln \psi)/dt \), is a gradient in the general case.

Replacing \( \hat{d}/dt \) by its expression, given by Eq. (13), yields

\[
\nabla \phi = iS_0 \left( \frac{\partial}{\partial t} + \hat{V}.\nabla - i\tilde{D}\Delta \right) (\nabla \ln \psi),
\] (58)

and replacing once again \( \hat{V} \) by its expression in Eq. (53), we obtain

\[
\nabla \phi = iS_0 \left\{ \frac{\partial}{\partial t} \nabla \ln \psi - i \left[ \frac{S_0}{m} (\nabla \ln \psi.\nabla)(\nabla \ln \psi) + \tilde{D}\Delta(\nabla \ln \psi) \right] \right\}.
\] (59)

Consider now the identity [25]

\[
(\nabla \ln f)^2 + \Delta \ln f = \frac{\Delta f}{f},
\] (60)

which proceeds from the following tensorial derivation

\[
\partial_\mu \partial^\mu \ln f + \partial_\mu \ln f \partial^\mu \ln f = \partial_\mu \frac{\partial_\mu f}{f} + \frac{\partial_\mu f}{f} \frac{\partial^\mu f}{f} = \frac{f \partial_\mu \partial^\mu f - \partial_\mu f \partial^\mu f}{f^2} + \frac{\partial_\mu f \partial^\mu f}{f^2} = \frac{\partial_\mu \partial^\mu f}{f}.
\] (61)

When we apply this identity to \( \psi \) and take its gradient, we obtain

\[
\nabla \left( \frac{\Delta \psi}{\psi} \right) = \nabla [ (\nabla \ln \psi)^2 + \Delta \ln \psi].
\] (62)

The second term on the right-hand side of this expression can be transformed, using the fact that \( \nabla \) and \( \Delta \) commute, i.e.,

\[
\nabla \Delta = \Delta \nabla.
\] (63)

The first term can also be transformed thanks to another identity,

\[
\nabla (\nabla f)^2 = 2(\nabla f.\nabla)(\nabla f),
\] (64)

that we apply to \( f = \ln \psi \). We finally obtain [25]

\[
\nabla \left( \frac{\Delta \psi}{\psi} \right) = 2(\nabla \ln \psi.\nabla)(\nabla \ln \psi) + \Delta(\nabla \ln \psi).
\] (65)
This identity can be still generalized thanks to the fact that $\psi$ appears only through its logarithm in the right-hand side of the above equation. By replacing $\psi$ with $\psi^\alpha$, we obtain the general remarkable identity [38]

$$
\frac{1}{\alpha} \nabla \left( \frac{\Delta \psi^\alpha}{\psi^\alpha} \right) = 2\alpha (\nabla \ln \psi \cdot \nabla)(\nabla \ln \psi) + \Delta (\nabla \ln \psi). \tag{66}
$$

### 7.1.3. The Schrödinger equation

We recognize in the right-hand side of Eq. (66) the two terms of Eq. (59), which were respectively in factor of $S_0$ and $\tilde{D}$. Therefore, by writing the above remarkable identity in the case

$$
\alpha = \frac{S_0}{2m\tilde{D}}, \tag{67}
$$

the whole motion equation becomes a gradient,

$$
\nabla \phi = 2m\tilde{D} \left[ i \frac{\partial}{\partial t} \nabla \ln \psi^\alpha + \tilde{D} \nabla \left( \frac{\Delta \psi^\alpha}{\psi^\alpha} \right) \right], \tag{68}
$$

and it can therefore be generally integrated, in terms of the new function

$$
\psi^\alpha = (e^{i\Sigma/S_0})^\alpha = e^{i\Sigma/2m\tilde{D}}. \tag{69}
$$

which is more general than in standard QM, for which $S_0 = \hbar = 2m\tilde{D}$. Eq. (67) is actually a generalization of the Compton relation. This means that the function $\psi$ becomes a wave function only provided it comes with a Compton-de Broglie relation, a result which is naturally achieved here. Without this relation, the equation of motion would remain of third order, with no general prime integral.

The simplification brought by this relation means that several complicated terms are compacted into a simple one and that the final remaining term is a gradient, which means that the fundamental equation of dynamics can now be integrated in a universal way. The function $\psi$ in Eq. (52) is therefore finally defined as

$$
\psi = e^{i\Sigma/2m\tilde{D}}, \tag{70}
$$

which is a solution of the fundamental equation of dynamics, Eq. (14), which now takes the form

$$
\frac{\hat{d}}{dt} \hat{V} = -2\tilde{D} \nabla \left( i \frac{\partial}{\partial t} \ln \psi + \tilde{D} \frac{\Delta \psi}{\psi} \right) = -\frac{\nabla \phi}{m}. \tag{71}
$$

Using the fact that $dln\psi = d\psi/\psi$, the full equation becomes a gradient,

$$
\nabla \left[ \frac{\phi}{m} - 2\tilde{D} \nabla \left( \frac{i\partial \psi/\partial t + \tilde{D} \Delta \psi}{\psi} \right) \right] = 0. \tag{72}
$$

Integrating this equation finally yields a generalized Schrödinger equation, which is Eq. (15) in the main text.

$$
\tilde{D}^2 \Delta \psi + i\tilde{D} \frac{\partial}{\partial t} \psi - \frac{\phi}{2m} \psi = 0, \tag{73}
$$
7.2. Fluid representation with a macroscopic quantum potential

In this section we demonstrate the fundamental meaning of the wave function as a wave of probability, and that the geodesic equation can take not only a Schrödinger form, but also a fluid dynamics form with an added quantum potential. We begin by writing the wave function under the form \( \psi = \sqrt{P} \times e^{iA/\hbar} \), decomposing it in terms of a phase, defined as a dimensioned action \( A \) and a modulus \( P = |\psi|^2 \), which gives the number density of virtual geodesics [27, 39]. This function becomes naturally a density of probability. The function \( \psi \), being a solution of the Schrödinger equation and subjected to the Born postulate and to the Compton relation, therefore owns most of the properties of a wave function.

The complex velocity field \( \hat{V} \) Eq. (8) can be expressed in terms of the classical (real) part of the velocity field \( V \) and of the number density of geodesics \( P_N \), which as we have shown is equivalent to a probability density \( P \) where

\[
\hat{V} = V - i\tilde{D}\nabla \ln P. \tag{74}
\]

The quantum covariant derivative operator thus reads

\[
\frac{\hat{d}}{\partial t} = \frac{\partial}{\partial t} + V \nabla - i\tilde{D} (\nabla \ln P \nabla + \Delta). \tag{75}
\]

When we introduce an exterior scalar potential \( \phi \), the fundamental equation of dynamics becomes

\[
\left( \frac{\partial}{\partial t} + V \nabla - i\tilde{D} (\nabla \ln P \nabla + \Delta) \right) (V - i\tilde{D}\nabla \ln P) = -\nabla \phi \frac{m}{P}. \tag{76}
\]

The imaginary part of this equation,

\[
\tilde{D} \left[ (\nabla \ln P \nabla + \Delta)V + \left( \frac{\partial}{\partial t} + V \nabla \right) \nabla \ln P \right] = 0, \tag{77}
\]

takes, after some calculations, the following form

\[
\nabla \left[ \frac{1}{P} \left( \frac{\partial P}{\partial t} + \text{div}(PV) \right) \right] = 0, \tag{78}
\]

which can finally be integrated in terms of a continuity equation:

\[
\frac{\partial P}{\partial t} + \text{div}(PV) = 0. \tag{79}
\]

The real part,

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = -\nabla \phi \frac{m}{P} + \tilde{D}^2 (\nabla \ln P \nabla + \Delta) \nabla \ln P, \tag{80}
\]

takes the form of a Euler equation,

\[
m \left( \frac{\partial}{\partial t} + V \nabla \right) V = -\nabla \phi + 2m\tilde{D}^2 \nabla \left( \frac{\Delta \sqrt{P}}{\sqrt{P}} \right), \tag{81}
\]
which describes a fluid subjected to an additional quantum potential \( Q \) that depends on the probability density \( P \)

\[
Q = -2m\tilde{D}^2 \frac{\Delta \sqrt{P}}{\sqrt{P}}.
\]  

(82)

This approach is similar to the Madelung transformation [40], but in a way that all its various elements make sense from first principles, instead of being postulated. Since the Schrödinger equation is obtained as a reformulation of the geodesic equation, it is possible to go directly from the covariant equation of dynamics Eq. (14) to the fluid mechanics equations without defining the wave function or passing through the Schrödinger equation.

7.3. A fluid representation of a diffusive system.

Consider a classical diffusion process described by a Fokker-Planck equation,

\[
\frac{\partial P}{\partial t} + \text{div}(Pv) = D\Delta P,
\]

(83)

where \( D \) is the diffusion coefficient, \( P \) the probability density distribution of the particles and \( v(x,t) \) is their mean velocity.

When there is no global motion of the diffusing fluid or particles \((v = 0)\), the Fokker-Planck equation is reduced to the usual diffusion equation for the probability \( P \),

\[
\frac{\partial P}{\partial t} = D\Delta P.
\]

(84)

Conversely, when the diffusion coefficient vanishes, the Fokker-Planck equation is reduced to the continuity equation,

\[
\frac{\partial P}{\partial t} + \text{div}(Pv) = 0.
\]

(85)

We now make a change of variable, where in the general case, \( v \) and \( D \) are a priori non-vanishing,

\[
V = v - D\nabla \ln P.
\]

(86)

We first prove that the new velocity field \( V(x,y,z,t) \) is a solution of the standard continuity equation. Taking the Fokker-Planck equation and replacing \( V \) by its above expression, we find

\[
\frac{\partial P}{\partial t} + \text{div}(PV) = \{D\Delta P - \text{div}(Pv)\} + \text{div}(Pv) - D \text{div}(P\nabla \ln P).
\]

(87)

Finally the various terms cancel each other and we obtain the continuity equation for the velocity field \( V \),

\[
\frac{\partial P}{\partial t} + \text{div}(PV) = 0.
\]

(88)

Therefore the diffusion term has been absorbed in the re-definition of the velocity field.
We now consider a fluid-like description of the diffusing motion and determine the form of the Euler equation for the velocity field \( V \). As a first step we consider the case of vanishing mean velocity.

Let us calculate the total time derivative of the velocity field \( V \), first in the simplified case \( v = 0 \)

\[
\frac{d}{dt} V = \left( \frac{\partial}{\partial t} + V \nabla \right) V = -D \frac{\partial}{\partial t} \nabla \ln P + D^2 (\nabla \ln P \nabla) \nabla \ln P. \tag{89}
\]

Since \( \partial \nabla \ln P / \partial t = \nabla \partial \ln P / \partial t = \nabla (P^{-1} \partial P / \partial t) \), we can make use of the diffusion equation so that we obtain

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = -D^2 \left[ \nabla \left( \frac{\Delta P}{P} \right) - (\nabla \ln P \nabla) \nabla \ln P \right]. \tag{90}
\]

In order to write this expression in a more compact form, we use the fundamental remarkable identity Eq. (69), where \( \psi = R \)

\[
\frac{1}{\alpha} \nabla \left( \frac{\Delta R^\alpha}{R^\alpha} \right) = \Delta (\nabla \ln R) + 2(\nabla \ln R \nabla)(\nabla \ln R). \tag{91}
\]

By writing this remarkable identity for \( R = P \) and \( \alpha = 1 \), we can replace \( \nabla (\Delta P / P) \) by \( \Delta (\nabla \ln P) + 2(\nabla \ln P \nabla) \nabla \ln P \), so that Eq. (90) becomes

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = -D^2 \{ \Delta (\nabla \ln P) + (\nabla \ln P \nabla) \nabla \ln P \}. \tag{92}
\]

The right-hand side of this equation comes again under the identity Eq. (90), but now for \( \alpha = 1/2 \). Therefore we finally obtain the following form for the Euler equation of the velocity field \( V \), which describes a diffusive system:

\[
\left( \frac{\partial}{\partial t} + V \nabla \right) V = -2D^2 \nabla \left( \frac{\Delta \sqrt{P}}{\sqrt{P}} \right). \tag{93}
\]

References

[1] Schrödinger. E. What Is Life? The Physical Aspect of the Living Cell. Cambridge University Press, Cambridge (1944).

[2] Turing. A. The chemical basis of morphogenesis. Philos. Trans. Roy. Soc. London, Ser. B 237, 37-72 (1952).

[3] Waddington. C.H. The Strategies of the Genes: A Discussion of Some Aspects of Theoretical Biology. Allen and Unwin, London, UK (1957).

[4] Mitchell. P. Coupling of phosphorylation to electron and hydrogen transfer by a chemiosmotic type of mechanism. Nature 191,144-148 (1961).
[5] Britten, R.J, Davidson, E.H. *Gene regulation for higher cells: a theory*. Science 165, 349-357 (1969).

[6] Prigogine, I., George, C., Henin, F. *Dynamical and statistical descriptions of n-body systems*. Physica, 45, 418-434 (1969).

[7] Guyton, A.C, Coleman, T.G, Granger, H.J. *Circulation: overall regulation*. Annu. Rev. Physiol. 34, 13-44 (1972).

[8] Prigogine, I., George, C., Henin, F., Rosenfeld, L. *A unified formulation of dynamics and thermodynamics*. Chemica Scripta, 4, 5-32 (1973).

[9] Savageau, M.A. *Biochemical Systems Theory*. Addison-Wesley, Reading, MA, (1976).

[10] Prigogine, I., Petrosky, T., Hasegawa, H., Tasaki, S. *Integrability and chaos in classical and quantum mechanics*. Chaos, Solitons and Fractals, 1, 3-24 (1991).

[11] Kauffman, S.A. *The Origins of Order: Self-Organization and Selection in Evolution*. Oxford University Press, New York, NY (1993).

[12] Prigogine, I. *The end of certainty: time, chaos, and the new laws of nature*. New York: The Free Press (1997).

[13] Kitano, H. *Foundations of Systems Biology*. MIT Press, Cambridge, MA (2001).

[14] Brent, R. *A partnership between biology and engineering*. Nat. Biotechnol. 22, 1211-1214 (2004).

[15] Wolkenhauer, O. *Systems biology: the reincarnation of systems theory applied to biology?* Brief. Bioinfo. 2, 258-270 (2001).

[16] Westerhoff, H.V., Palsson, B.O. *The evolution of molecular biology into systems biology*. Nat. Biotechnol. 22, 1249-1252 (2004).

[17] Kirschner, M.W. *The meaning of systems biology*. Cell 121, 503-504 (2005).

[18] Fröhlich, H. *Long-Range Coherence and Energy Storage in Biological Systems*. International Journal of Quantum Chemistry 2 641-649 (1968).

[19] Goushcha, A.O, Hushcha, T.O, Christophorov, L.N, Goldsby, M. *Self-organization and coherency in biology and medicine*. Open Journal of Biophysics. 4 119-146 (2014).

[20] Sharma, A. S, Aschwanden, M.J, Crosby N.B, Klimas A.J, Milanov, A.V, Morales, L, Sanchez, R, Uritsky, V. *25 Years of Self-Organized Criticality: Space and Laboratory Plasmas*. Space Science Reviews. November (2015)

[21] Witten, E. *Comments on String theory*. arXiv:hep-th/0212247v1 (2002).

[22] Auffray, C and Nottale. L. *Scale relativity theory and integrative systems biology: 1. Founding principles and scale laws*. Prog. Biophys. Mol. Biol. 97, 79-114 (2008).

[23] Nottale, L and Auffray, C. *Scale relativity theory and integrative systems biology: 2. Macroscopic quantum-type mechanics*. Prog. Biophys. Mol. Biol. 97, 115-157 (2008).
[24] Nottale. L. Fractals and the quantum theory of spacetime. Int. J. Mod. Phys. A 4, 5047 (1989).

[25] Nottale. L. Fractal Space-Time and microphysics. Towards a theory of scale relativity (1993). World Scientific. ISBN 9810208782.

[26] Nottale. L. Generalized quantum potentials. J. Phys. A. Math. Theor. 42, 275-306 (2009).

[27] Nottale. L. Scale Relativity and Fractal Space-time. A new approach to Unifying Relativity and Quantum Mechanics (2011). Imperial College Press. ISBN 978-1-84816-650-9.

[28] Nottale. L. Macroscopic quantum-type potentials in theoretical systems biology. Cells. 1, 1-34: doi: 10.3390/cells301001 (2014)

[29] Nottale. L. Relativity of scales, Fractal space-time and quantum potentials. Space-Time Geometry and Quantum Events, Chapter 5, Ed. I. Licata, Nova Science Pub (2014).

[30] Célérier. M.N and Nottale. L. Dirac Equation in scale relativity. arXiv:hep-th/0112213 (2001).

[31] Feynman. R. P and Hibbs. A. R. Quantum Mechanics and Path Integrals. MacGraw-Hill, New York. (1965).

[32] Abbott.L.F and Wise. M.B. Dimension of a quantum-mechanical path Am.J.Phys. 49, 37 (1981).

[33] Kraemmer. A.B, Nielson. H.B and Tze. H.C. On the scale dependence of the dimension of hadronic matter. Nucl. Phys. B 81, 145-163. (1974).

[34] Campesino-Romeo. E, D’Olivio. J. C and Socolovsky. M. Hausdorff dimension for the quantum harmonic oscillator. Phys. Lett. 89A, 321 (1982).

[35] Allen. A.D. Speculations in Science and Technology. 6, 165 (1983).

[36] Ord. G.N. Fractal space-time: a geometric analogue of relativistic quantum mechanics. J.Phys.A: Math .Gen. 16, 1869 (1983).

[37] Nottale. L and Schneider. J. J. Maths. Phys. 25, 1296 (1984).

[38] Nottale. L. (2008). Proceedings of 7th International Colloquium on Clifford Algebra and their applications, 19-29 May 2005, Toulouse, Advances in Applied Clifford Algebra, 18, 917.

[39] Nottale. L and Celerier. M.N. Derivation of the postulates of quantum mechanics from the first principles of scale relativity. J. Phys. A Math. Theor. 40, 14471-14498 (2007).

[40] Madelung. E. Quantentheorie in hydrodynamischer form. Zeit. F. Phys. 40, 322-326 (1927).

[41] Turner. P and Nottale. L. The origins of macroscopic quantum coherence in high temperature super conductivity. Physica C. 515 15-30 (2015).
[42] Zurek. W.H. Decoherence, einselection, and the quantum origins of the classical. Rev. Mod. Phys. 75, 715 (2003)

[43] Schlosshauer. M. The quantum-to-classical transition and decoherence , arXiv:1404.2635v1 [quant-ph] (2014).

[44] Joos. E, Zeh. H.D, Kiefer. C, Giulini. D, Kupsch. J, Stamatescu. I.O. Decoherence and the Appearance of a Classical World in Quantum Theory. 2nd edn. Springer, New York, (2003)

[45] Kubler. O, Zeh. H.D. Dynamics of quantum correlations. Ann. Phys. (N.Y.) 76, 405 (1973)

[46] Paz. J.P, Habib. S, Zurek. W.H. Reduction of the wave packet: Preferred observable and decoherence time scale. Phys. Rev. D 47, 488 (1993)

[47] Zurek. W.H. Preferred States, Predictability, Classicality and the Environment-Induced Decoherence. Prog. Theor. Phys. 89, 281 (1993)

[48] Diosi. L, Kiefer. C. Robustness and diffusion of pointer states. Phys. Rev. Lett. 85, 3552 (2000)

[49] Zurek. W. H. Quantum theory of the classical: Einselection, Envariance, and Quantum Darwinism. Los Alamos National Laboratory Doc no: LA-UR-13-22611 (2013).

[50] Noorduin. W. L, Grinthal. A, Mahadevan. L and Aizenberg.J. Rationally designed complex, hierarchical microarchitectures, Science 340 832-837 (2013).

[51] Turner. P, Kowalczyk. M and Reynolds. A. New insights into the micro-fibril architecture of the wood cell wall., COST Action E54 Book. COST Office, Brussels, Belgium. (2011).

[52] Simpson W.M.R. Surprises in Theoretical Casimir Physics: Quantum Forces in Inhomogeneous Media. (2015). Springer International Publishing, Cham. SBN: 978-3-319-09314-7 (Print) 978-3-319-09315-4 (Online)

[53] Quochi. F, Cordella. Fabrizio, Mura. A, Bongiovanni. Giovanni, Balzer. F, Rubahn. H-G. One-Dimensional Random Lasing in a Single Organic Nanofiber. J. Phys. Chem. B 109, 21690-21693 (2005).

[54] Quochi. F. Random lasers based on organic epitaxial nanofibers. J. Opt. 12 024003 (2010).

[55] Lee. C-R, Lin. S-H, Guo. J-W, Lin. J-D, Lin. H-L, Zheng.Y-C, Ma. C-L, Horng. C-T, Sun. H-Y and Huang. S-Y. Electrically and thermally controllable nanoparticle random laser in a well-aligned dye-doped liquid crystal cell. Optical Materials Express. 1469. Vol. 5, 6 (2015).

[56] Fratini. M, Poccia. N, Ricci. A, Campi. G, Burghammer. M, Aeppli. G, Bianconi. A. Scale-free structural organization of oxygen interstitials in La2CuO4+y. Nature (London). 466, 841-844 (2010).
[57] Testova, L, Borrega, M, Tolonen, L.K, Penttila, P.A, Serimaa, R, Larsson, P.T, Sixta, H. Dissolving-grade birch pulps produced under various prehydrolysis intensities: quality, structure and applications. Cellulose. Vol 21, 3 2007-2021 (2014).

[58] Engel, G.S, Calhoun, T.R, Read, E.L, Ahn, T-K, Mancall, T, Cheng, Y-C, Blankenship, R.E, Fleming, G.R. Evidence for wavelike energy transfer through quantum coherence in photosynthetic systems. Nature 446 782-786 (2007).

[59] Collini, E., Wong, C.Y., Wilk, K.E., Curmi, P.M.G., Brumer, P. and Scholes, G.D. Coherently wired light-harvesting in photosynthetic marine algae at ambient temperature. Nature 463 644-647 (2010).

[60] da Rocha, D., Nottale, L. Gravitational structure formation in scale relativity. Chaos Solitons Fractals 16, 565-595. arXiv: astro-ph/0310036. (2003a)

[61] da Rocha, D., Nottale, L. On the morphogenesis of stellar flows. Application to planetary nebulae arXiv: astro-ph/0310031. (2003b).

[62] Pecinulyte, A, Karlström, K, Larsson, P.T. and Olsson, L. Impact of the supramolecular structure of cellulose on the efficiency of enzymatic hydrolysis. Biotechnology for Biofuels 8:56 (2015).

[63] Sugiyama, J, Harada, H, Fujiyoshi and Y, Uyeda. N. High resolution observations of cellulose microfibrils. Mokuzai Gakkaishi 30 (1), 98-99 (1984).

[64] Derbyshire, P, Menard, D, Green, P, Saalbach, G, Buschmann, H, Lloyd, C.W and Pesquet E. Proteomic analysis of microtubule interacting proteins over the course of xylem tracheary element formation in Arabidopsis. The Plant Cell. 27 2709-2726 (2015).

[65] Vattay, G, Salahub D, Csabai, I, Nassimi, A and Kaufmann, S.A Quantum criticality at the origin of life. arXiv:1502.06880v2 (2015).

[66] Nottale, L. Scale relativity and fractal space-time: applications to quantum physics, cosmology and chaotic systems. Chaos Solitons Fractals 7, 877-938 (1996).

[67] Landau L and Lifchitz E. Quantum Mechanics. Mir, Moscow. (1967).

[68] Pietak, A.M. Endogenous electromagnetic fields in plant leaves: a new hypothesis for vascular pattern formation. Electromagn Biol Med. 30 2 93-107 (2011).

[69] Nakamasu, A, Nakayama, H, Nakayama, N, Stematsu, N. J and Seisuke Kimura. A developmental model for branching morphogenesis of Lake Cress compound leaf. PLOS ONE. Vol 9, issue 11 (2014).

[70] Nakayama, H, Nakayama, N, Seiki, S, Kojima, M, Sakakibara, H, Sinha, N and Kimurra S. Regulation of the KNOX-GA Gene Module Induces Heterophyllic Alteration in North American Lake Cress. The Plant Cell 26, 4733-4748 (2014).

[71] Turner, P and Nottale, L. “A New Ab Initio Approach to the Development of High Temperature Superconducting Materials.” J Supercond Nov Magn. DOI 10.1007/s10948-016-3756-z