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Abstract—In this paper we presented mmPose-NLP, a novel Natural Language Processing (NLP) inspired Sequence-to-Sequence (Seq2Seq) skeletal key-point estimator using millimeter-wave (mmWave) radar data. To the best of the author’s knowledge, this is the first method to precisely estimate up to 25 skeletal key-points using mmWave radar data alone. Skeletal pose estimation is critical in several applications ranging from autonomous vehicles, traffic monitoring, patient monitoring, and gait analysis, to defense security forensics, and aid both preventative and actionable decision making. The use of mmWave radars for this task, over traditionally employed optical sensors, provide several advantages, primarily its operational robustness to scene lighting and adverse weather conditions, where optical sensor performance degrade significantly. The mmWave radar point-cloud (PCL) data is first voxelized (analogous to tokenization in NLP) data is first voxelized (analogous to tokenization in NLP) and \( N \) frames of the voxelized radar data (analogous to a text paragraph in NLP) is subjected to the proposed mmPose-NLP architecture, where the voxel indices of the 25 skeletal key-points (analogous to keyword extraction in NLP) are predicted. The voxel indices are converted back to real world 3-D co-ordinates using the voxel dictionary used during the tokenization process. Mean Absolute Error (MAE) metrics were used to measure the accuracy of the proposed system against the ground truth, with the proposed mmPose-NLP offering <3 cm localization errors in the depth, horizontal and vertical axes. The effect of the number of input frames vs performance/accuracy was also studied for \( N = \{1,2,\ldots,10\} \). A comprehensive methodology, results, discussions and limitations are presented in this paper. All the source codes and results are made available on GitHub for discussions and limitations are presented in this paper. All the source codes and results are made available on GitHub for furthering research and development in this critical yet emerging domain of skeletal key-point estimation using mmWave radars.
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I. INTRODUCTION

A RTIFICIAL Intelligence aided sensing systems use a combination of Machine Learning and Computer Vision approaches to perceive the environment. Besides well-established schemes to identify objects in the scene, one of the emerging areas of Computer Vision based applications is that of skeletal key-point or pose estimation, i.e. identifying specific joints of the human body from still images or video data. This can be used to provide granular information of the detected human target in terms of the posture/pose, which can be extremely critical for several applications. Skeletal pose could provide traffic monitoring systems and autonomous vehicles additional information about the current state of a pedestrian, and predict their upcoming motion (walk, run, jump etc.), which in turn aids in preventative decision making. Pose estimation can also find applications in automated remote patient monitoring, given the current dearth in healthcare monitoring staff [1]. Furthermore, the skeletal key-point kinematics can find applications in Gait analysis, both from a Bio-mechanics clinical setting, and also in forensic analysis in a defense security and surveillance setting [2]–[5].

Current skeletal pose estimation is predominantly carried out with the aid of optical sensors. However, optical sensors suffer operationally in poor lighting, occlusion, and adverse weather conditions such as rain, fog or snow. This heavy reliance on optical sensors for perception has led to several autonomous car crashes, on account of the sensor failing due to inadequate scene lighting or over-exposure, even resulting in a pedestrian’s loss of life [6], [7]. Furthermore, one of the biggest challenges in using optical sensors in patient monitoring systems is the ever increasing concerns for user privacy. On the other hand, current gait analysis, and several patient monitoring systems make use of biometric information using wearable sensors, in some cases for prolonged amounts of time, which is uncomfortable and require constant maintenance, and does not translate to a long-term commitment according to a recent public survey [8].

Millimeter-Wave (mmWave) radars on the other hand address most of these critical challenges. First and foremost, mmWave radars use their own Radio-Frequency (RF) signals to illuminate the target, thereby making them operationally robust to external scene lighting and weather conditions. The radar signals captures the target’s silhouette via a sparse 3-D point-cloud representation without capturing facial features of the users, thereby complying with their privacy. Finally, they are low-cost, low-power, and compact to serve as a non-invasive, non-wearable monitoring solution, making them practical to deploy. In fact, autonomous vehicles do carry mmWave radars among its myriad of sensors, but are not used to its full potential and are limited to the role of a secondary sensor, mainly due to its inferior resolution than the optical counterparts. Furthermore, limited availability of annotated radar data-sets make research and development all the more challenging.

In this paper, we present mmPose-NLP, a skeletal key-point estimation approach using mmWave radar signals, inspired from an abstractive text summarization application in Natural Language Processing (NLP). To the best of our knowledge,
this is the first approach to estimate the 3-D positions of 25 skeletal key-points using mmWave radar data alone. Continuing our pursuit to develop accurate mmWave radar based skeletal key-point estimation techniques that started with *mmPose* [9], this work is a logical extension of our previous simulation based study [10]. The rest of the paper is organized as follows. An overview of existing skeletal pose estimation techniques is reviewed in Section II. Relevant background theory for radar and the building blocks of *mmPose-NLP* is presented in Section III. The proposed approach is presented in Section IV, followed by results, discussion and limitations of the proposed approach in Section V. Finally, the paper is summarized and concluded in Section VI.

II. RELATED WORK

Skeletal pose estimation has been predominantly explored in the realm of optical sensors dominated Computer Vision community, using a combination of image processing and machine learning. One of the early works in 2005 was *Strike a Pose*, which used rectangular templates to localize and identify 10 distinct body section from still images and videos [11]. A key-point based multi-person detection scheme was proposed in 2016 using *k*-poselet based agglomerative clustering [12]. A ResNet-RCNN based scheme was proposed in 2017 to estimate N skeletal key-points by learning N mask templates [13]. In 2016, *DeepCut* and a faster-and-accurate *DeeperCut* were proposed, that used a bottom-up approach to multi-person pose estimation using ResNets [14], [15]. Alternately, a top-down approach was explored by Google by first using an R-CNN to localize regions of interest, and then a ResNet architecture to estimate the skeletal key-points, achieving the then-highest precision metric on the Common Objects in Context (COCO) test-dev set [16]. One of the most popular real-time skeletal pose estimation algorithms to this day is Carnegie Mellon University’s *OpenPose*, proposed in 2017 [17]. *OpenPose* used a bottom-up approach by using Part Affinity Fields, essentially a non-parametric representation of different body parts, and won the COCO key-points challenge in 2016. The open-source data-sets and compatibility across various platforms make *OpenPose* one of the most popular benchmarks, are also used to generate ground-truth skeletal key-point data to train skeletal pose estimators using a non-optical sensing modality.

The aforementioned approaches primarily use data from monocular still or video cameras and therefore lack the depth information, which is typically non-trivial and challenging to extract. The skeletal key-points, therefore are 2-D in nature, represented by the pixel co-ordinates. In order to extend skeletal key-point estimation to real-world 3-D co-ordinate system, University of Toronto created the *HumanEva* data-set, by using a circular array of 7 video cameras capturing the scene [18]. The ground truth was obtained using a commercial ViconPeak motion capture system that used reflective markers attached to specific joint locations of the human subjects. Besides using multiple video cameras to estimate 3-D key-points, Microsoft Kinect uses an infra-red (IR) sensor, that estimates depth in tandem with a per-pixel classification aided RGB camera to estimate skeletal key-point using a probabilistic approach [19]. Despite significant developments in pose estimation techniques using optical sensors (camera/IR), their inability to operate in poor lighting, occlusion and the increasing concerns for privacy significantly limits their use in several critical applications. Therefore, alternate sensing modalities are also being explored for the skeletal pose estimation task, including RF sensors such as Wi-Fi and radars.

Although several behavior prediction approaches using radar signals have been proposed previously, primarily using the motion parameters of the reflection points, the skeletal key-points in 3-D space were not explicitly estimated [20–22]. Skeleton key-point estimation using RF signals is a relatively new and emerging area of research limited by a lower resolution and unavailability of public data-sets. Pioneered by MIT’s *CSAIL Lab*, the first set of radar based pose estimation techniques came into existence, the first being *RF-Capture*, in 2015, that used Frequency-Modulated Continuous Wave (FMCW) signals and an antenna array to independently identify several parts of the human body and combine them in post-processing to reconstruct a human figure [23]. This was followed by *RF-Pose* in 2018, which used RF heat-maps obtained using a vertical and a horizontal antenna arrays, and an encoder-decoder architecture was used to estimate the skeletal key-points [24]. Another approach by the same group, *RF-Based 3D Skeletons*, used a 1.8 GHz wide FMCW signals to estimate the 3-D positions of key-points, using a ResNet architecture, followed by triangulation to estimate a 3-D model of a human skeleton with 8 skeletal key-points. A circular array of vision sensors was used to capture the scene and Open-Pose skeletal data served as the ground truth for supervised training [25]. In 2020, we proposed *mm-Pose*, a real-time skeletal pose estimation approach using 77 GHz mmWave radar, which used a novel low-complexity representation of the radar point-cloud and reflected power levels as input to a forked Convolutional Neural Network (CNN) architecture to estimate 17 skeletal key-points [9]. A through-wall pose imaging using a 3.3 - 10 GHz FMCW antenna array was proposed to estimate 15 skeletal key-points with a combination of CNN, region proposal network and recurrent neural networks (RNNs) [26]. A 3-D CNN based approach to through-wall pose reconstruction was proposed in 2021 that used back-projection algorithm aided 3-D heat-maps using an ultra-wideband MIMO radar [27]. A heat-map based pose estimation using two 77 GHz mmWave radars was proposed by Li et al., in a similar setup to our previously proposed *mm-Pose*, however, a discussion around the achieved skeletal key-point localization errors was not covered [28]. Finally, a proof-of-concept NLP inspired Seq2Seq skeletal key-point estimation using simulated radar point-cloud data from Kinect acquired 3-D skeletal key-point data was presented [10]. However, the study did not include validation using actual radar point-cloud data.

In this paper, we present *mmPose-NLP*, inspired from an abstractive text summarization application in NLP, which uses N consecutive frames of radar reflection data, and summarizes it to the desired 25 skeletal key-points. This work is an extension of [10], however with a change to the input data
structure. As opposed to [10], where we concatenated two frames of radar data into a single tensor, the proposed approach sends \( N \) radar frames sequentially. Furthermore, the proposed approach also studies the localization accuracy trends for various values of \( N \). In summary, our major contributions include: 1) the first method to estimate 25 skeletal key-points using mmWave data; 2) lowest localization errors among mmWave radar based skeletal key-point estimation techniques, and 3) the study of localization accuracy with respect to the number of input frames \( N \). Furthermore, unlike some of the other approaches that use size-intensive RF hardware/antennas, we aim to use patch-antenna aided compact mmWave radar transceivers which make it extremely practical to deploy and/integrate in real-world applications.

### III. Background Theory

#### A. Radar Signal Processing Chain

Radars are commonly used as time-of-flight sensors that use their own RF signals to illuminate the target, and use the reflected signals to estimate the target’s range and velocity. The radar essentially sends out signal with a bandwidth \( BW \), in pulses separated by a pulse-repetition-interval (PRI). The range resolution (\( \Delta R \)) is a function of \( BW \), while the maximum unambiguous range \( R_{ua} \) can be expressed as a function of PRI, expressed as

\[
\Delta R = \frac{c}{2 \cdot BW}
\]

\[
R_{ua} = \frac{c \cdot PRI}{2}
\]

where \( c \) is the speed of light. Unmodulated rectangular pulse’s width, or in other words power, is inversely proportional to the BW, which implies that the power carried by a pulse to achieve a fine range resolution would be very low, which in turn would result in the received reflected signal to be very faint to be detected from noise.

To overcome the power-bandwidth trade-off, Linear Frequency Modulated signals use pulse compression to offer a high-bandwidth, while retaining enough energy to maintain the necessary energy budget. A frame of radar data constitutes radar returns from \( N \) “chirps” over a coherent-processing-interval (CPI = \( N \cdot PRI \)), which determines the velocity or Doppler resolution. During acquisition, every chirp return is subjected to an analog-to-digital converter that converts it to \( M \) discrete samples, referred to as the fast-time axis. In a frame or CPI, this process is repeated for \( N \) consecutive chirps, resulting in an \( M \times N \) matrix, where the other axis is referred to as the slow-time axis. If the receiver has \( L \) antenna channels, each sensing element would generate this detection matrix, resulting in a 3-D \( M \times N \times L \) radar data-cube with fast-time, slow-time and channel axes.

The Radar Signal Processing Chain (RSPC) [29] starts with the raw 3-D radar data-cube. First, Fast Fourier Transform (FFT) along the fast-time axis is performed, where the beat-frequency is proportional to the time-delay between the transmitted and received signal, which in turn helps to determine the range \( (\rho) \) of the target(s). An FFT along the slow-time axis aids in determining the Doppler frequencies, which is used to compute the radial velocity \( (v) \) of the target(s). Moving Target Indicator is used to isolate the desired targets from static clutter by virtue of delay lines [30]. For a more reliable detection, Constant False Alarm Rate is used to estimate the noise floor around the target, and avoid false detections by setting a detection SNR threshold [31]. Finally, an FFT along the channel dimension helps determine the azimuth \( (\theta) \) and elevation \( (\phi) \) angles of the targets. The resulting output from this RSPC is \( (\rho, \theta, \phi, v) \) of all the detected targets. The output in spherical co-ordinate system can be converted to a 3-D \((X, Y, Z)\) Cartesian co-ordinate system using:

\[
X = \rho \cdot \sin \phi \cdot \cos \theta
\]

\[
Y = \rho \cdot \sin \phi \cdot \sin \theta
\]

\[
Z = \rho \cdot \cos \phi
\]

An emerging class of widely-used commodity mmWave radars operate at 76-81 GHz, with the transmit chirps up to 4 GHz in bandwidth. This results in range resolutions of the order of 3-5 cm. Therefore a single target may have multiple points of reflection. In order to cluster reflection points from the same object a Density Based Spatial Clustering of Applications with Noise is used [32]. The overall RSPC is depicted in Fig. 1. Furthermore typical mmWave radar transceivers for automotive applications carry multiple transmit \( (Tx_1, Tx_2, \ldots, Tx_{n_t}) \) and receive \( (Rx_1, Rx_2, \ldots, Rx_{n_r}) \) channels. A Time-Division-Multiplexing (TDM) scheme is employed to successively send out a chirp, with the carrier wavelength \( \lambda \), from a transmit channel \( Tx_i, \forall i \in [1, \ldots, n_t] \), and the reflected signals are sensed by all the \( n_r \) array of receiving channels. Based on the received signal’s direction of arrival \( \theta \), and inter-element spacing \( d \), the receiver channels receive the echo with a progressive phase term \( \Psi(n) \), corresponding to the path/time delay in receiving the signal across multiple channels. For the \( n^{th} \) receiver element \( Rx_n \), \( n \in [1, \ldots, n_r] \), we have:

\[
\Psi(n) = \frac{2\pi \cdot n \cdot d \cdot \sin \theta}{\lambda}.
\]

The angular resolution is governed by the antenna size \( D \), in this case, \( D = (n_r - 1) \cdot d \). However, drive towards
compactly sensing solutions results in limited real-estate that can facilitate only a few antenna elements. Using multiple-input multiple-output (MIMO) principles, it is possible to increase the antenna size/channels “virtually”. One way this can be achieved is with the inter-element spacing on the transmitting channels to be set at $D = n_r \cdot d$. With this setting, we get a virtual receiver antenna size of $D = (n_r - n_t - 1) \cdot d$ as opposed to $D = (n_r - 1) \cdot d$, thereby improving the angular resolution without having to fabricate additional antenna channels. The 3-db beam-width $\theta_3$ of such an arrangement can be approximated (in radians) as $\theta_3 \approx 0.89 \cdot \frac{\lambda}{D}$. The corresponding cross-range resolution along the azimuth ($\Delta CR_{az}$) can be computed as a function of range $r$, and the 3-db beam-width as $\Delta CR_{az} \approx 2 \cdot r \cdot \sin \frac{\theta_3}{2}$. A similar TDMA-MIMO approach can also be used to estimate and resolve for the direction of arrival and cross-range resolution in the elevation direction ($\phi$), and a similar detailed discussion has been omitted for brevity.

### B. Sequence-to-Sequence Models

With the increase in computation resources and power, Neural Networks (NN) have emerged as one of the most popular machine learning (ML) techniques to cater to a wide range of classification and regression applications. Loosely derived from biological neurons, NNs are an inter-connection of neurons or nodes, which are essentially computational units whose basic function is to take in a weighted input, and apply a non-linear transformation to it. These nodes are densely interconnected and are organized in several layers or sub-stages. In a fully connected NN, every node $i$ in the $j^{th}$ layer is connected to all the $k = 1, 2, \ldots, N$ nodes in the $(j-1)^{th}$ layer, with each connection scaling the outputs $O_k$ from the previous nodes by a weight $W_{i,k}$ (the bias terms are absorbed in the weight representation, here). The cumulative sum of these inputs at node $i$ is then subjected to a non-linear activation function $\Omega(.)$. The intermediate layers in an NN projects the input data to a higher-dimensional feature space where they are separable, while the activation function aids with determining the non-linear boundaries of separation. The outputs at the final layer $f$ is given by:

$$O_{f,i} = \Omega \left( \sum_{k=1}^{N} W_{i,k} \cdot O_k \right)$$

This $O_{f,i}$ is then used to compare against the desired outputs using a suitable loss function, which determines the learning performance of the NN. The weights across the entire NN are readjusted to reduce the loss, using back-propagation aided gradient descent or its variants. Therefore, with an extensive set of labeled input-output pairs, sufficient depth (layers) and nodes in the networks, and an appropriate choice of activation function and loss functions, NNs “learn” the optimum values of weights required to achieve our desired applications. With these fundamental principles intact, several application specific variants such as (CNNs) and (RNNs), among others, have since been developed for images, and NLP applications, respectively. For the purpose of this study, we review RNNs and specifically the Seq2Seq architecture, widely used in NLP.

1) **Temporal Neurons**: RNNs were developed to preserve the temporal context of an input stream or sequence by introducing a weighted feedback line, called the state or memory, to the existing neuron structure. Each RNN cell takes in two inputs at a given time-step $t$ - (i) The input at that time-step $X_t$, and (ii) the cell state from the previous time-step $S_{t-1}$, to output the updated cell state $S_t$, and is given by

$$S_t = \Omega(W \cdot S_{t-1} + U \cdot X_t)$$

where $W$, and $U$ are the learnable weights of the cell, and $\Omega$ is the non-linear activation function, typically tauri, Sigmoid or Rectified Linear Unit (ReLU). Similar to traditional NNs, the learning process is also carried out using backpropagation. However, due to the multiplicative nature of $S_{t-1}$ gradient terms (as $S_{t-1}$ comprises of nested $S_{t-2}, S_{t-3}, \ldots, S_0$ terms using Eqn. 5), RNNs suffer from a vanishing gradient problem as $t$ increases, resulting in failure to capture long term dependencies. To overcome this challenge, RNN variants such as Long Short Term Memory (LSTM) and Gated Recurrent Units (GRUs) came into existence [33]. As GRUs are computationally efficient than LSTMs, with no considerable degradation in performance, they are the preferred choice of RNN in our study and are therefore discussed further.

 Similar to vanilla RNNs, GRUs also take in $X_t$ and $S_{t-1}$ as inputs to output $S_t$. However, the computation of $S_t$ occur in sub-stages, rather than Eqn. 5. GRUs contain two additional computational units called (i) a read/reset gate, that outputs $R_t$, and (ii) a forget/update gate, that outputs $Z_t$. The read/update gate essentially reads some information from the previous state and the current input to compute an intermediate cell state $\tilde{S}_t$. The forget gate output $Z_t$ is then used to determine the information to update from $S_t$, and remove from $S_{t-1}$ to finally output the updated cell state $S_t$. The operations can be formally represented as

$$R_t = \sigma(W_r \cdot S_{t-1} + U_r \cdot X_t)$$
$$Z_t = \sigma(W_z \cdot S_{t-1} + U_z \cdot X_t)$$
$$\tilde{S}_t = \Omega(W(R_t \odot S_{t-1}) + U \cdot X_t)$$
$$S_t = Z_t \odot S_{t-1} + (1 - Z_t) \odot \tilde{S}_t$$

2) **Basic Components of Seq2Seq Models**: Seq2Seq models are extensively used in the NLP domain for several applications ranging from machine translation, chat-bots to keyword extraction [34]–[36]. Our proposed approach is inspired specifically from the abstractive text summarization/ keyword extraction task, where the input would be a series of sentences (a paragraph) and the output would be a set of relevant keywords that do not necessarily be all present in the input, as long as they are contextually relevant. Seq2Seq processing primarily occurs in three stages - viz. (i) Pre-processing, (ii) Encoding the input sequence, (iii) Decoding the desired output.

The first pre-processing step is to convert the sentences to a numeric input-output sequence using a process known as Tokenization, where a vocabulary map contains the unique word-integer pairs. While the input data is directly tokenized to integer stream, two additional tokens - start-of-sequence $<\text{sos}>$ and end-of-sequence $<\text{eos}>$ - each represented by
unique integers to serve as markers for the classifier to start and end its predictions. Instead of directly passing on the input sequence to the classifier as one-hot-vectors, a more prevalent approach that also accounts for word similarity is the use of an Embedding Layer. The embedding layer is a trainable layer in the model that learns a “similarity” map between the words in the vocabulary, providing additional context to the NN. The similarity between two words, each represented as embedded vectors $\mathbf{x}_1$ and $\mathbf{x}_2$, can be typically computed using a Cosine similarity metric, given by:

$$\cos \theta = \frac{\mathbf{x}_1 \cdot \mathbf{x}_2}{||\mathbf{x}_1|| ||\mathbf{x}_2||}$$  \hspace{1cm} (7)

The tokenized data following the embedding layer is then sequentially fed into an Encoder. The encoder comprises of several GRU units ($N_{enc}$), each operating independently and learning a unique encoded representation of the input sequence. The Decoder also comprises of the same number of GRUs as the Encoder, with the initial memory cell states initialized with the encoder’s final memory states. The $<sos>$ token serves as the first input to the decoder, and by using the initial decoder states (which are essentially the final encoded states), it sequentially predicts keywords, ending with the $<eos>$ token as output, once the prediction process is complete. Except for $<sos>$, the input to the decoder at a given time-step is the predicted keyword from the previous time-step. Note that the the GRUs in the decoders only output their updated cell states at a given time-step, and not a direct keyword prediction. These cell states are typically subjected to a few fully connected layers leading up to the classification layer (with nodes the same size as the vocabulary), where a soft-max activation determines the keyword that is predicted.

In the vanilla Seq2Seq architecture, as described above, the decoder uses the final encoder state to initialize and start the prediction sequence. The attention layer, introduced in 2015, aims to overcome this approach of just relying on the final encoder state, but instead also looks at the intermediate encoder states, i.e. $\{S_{i,1}, S_{i,2}, \ldots, S_{i,N_{enc}}\}$, to identify the amount of “attention” to certain parts of the input sequence to aid the decoder make a prediction [37], [38]. This is achieved in three stages. First an alignment score ($AS_{ij}$) is computed at every decoder prediction time-step $i$, to see how well the output at $i$ matches the context around the input time-step $j$ by using the decoder cell state $DecS_{i-1}$ and encoder cell state $EncS_j$. In the second stage, a soft-max layer converts $AS_{ij}$ to a contextual probability distribution, yielding the attention weights $Att_{ij}$, given by:

$$Att_{ij} = \frac{e^{AS_{ij}}}{\sum_{k=1}^{N} e^{AS_{ik}}}$$  \hspace{1cm} (8)

Finally, a context vector $CV_i$ is generated using a weighted sum of $Att_{ij}$ and $EncS_j$, given by:

$$CV_i = \sum_{j=1}^{N} Att_{ij} \cdot EncS_j$$  \hspace{1cm} (9)

This context vector essentially aims to provide more emphasis or attention on certain portions of the input sequence and is then used in conjunction with the $DecS_{i-1}$ and the $(i-1)^{th}$ decoder prediction, to make the $i^{th}$ keyword prediction.

### IV. Proposed Approach

The proposed mmPose-NLP architecture has three main components - (i) Data acquisition, (ii) Data pre-processing, and (iii) Seq2Seq driven skeletal key-point estimator. For this study, we used two Texas Instruments (TI) AWR 1843 mmWave transceivers, each with 3 transmit (2 in azimuth and 1 elevation) and 4 receive antennas, at heights $h_1$, and $h_2$, and tilt angles $\theta_1$ and $\theta_2$, respectively, to sense a human subject in front of it. The rationale behind using two mmWave
Once the radar point-cloud and its corresponding GT labels are obtained, we used a Seq2Seq model to take in \( N \) frames of the radar point-cloud as the input, and predict the desired skeletal key-points as output. Recollecting from Section III-B2, such architectures are predominantly used in NLP applications that requires specific pre-processing. In order to achieve this, here are the analogous correlations of our proposed approach to the typical NLP application. The \( N \) frames of the radar point-cloud is analogous to a paragraph of \( N \) sentences. The desired 25 skeletal key-points, correspond to the extracted keywords from the paragraph of text. A voxel dictionary is then created to map every 3-D point to a unique integer, analogous to Tokenization in NLP. This is achieved by first identifying a cuboidal voxel space, centered at origin, with the voxel resolution of 5 cm (same as the radar range resolution), in each of the 3 dimensions. While the range resolution is 5 cm, the cross-range resolutions \( \Delta CR_{\theta/\phi} \) varies as a function of range as described in Section III-A. The 3D beamwidths, \( \theta_3 \) and \( \phi_3 \) of the AWR 1843 transceiver in the MIMO configuration are 0.24 rad and 0.48 rad respectively. Note that this cross-range resolution determines the separability of two reflection points in the same range and Doppler bins.

The angular accuracy (via beamforming on each range bin) offered by the sensors, on the other hand, is high, especially in a high resolution mode like ours. As our radars operate at \( \approx 3 \) GHz, close detection points fall in separate range/Doppler bins where the angles are estimated individually, thus allowing several detection points in a radar frame. As a result, in short range applications, as in our case, there was no significant degradation observed in the point-cloud distribution. The size of the cuboidal voxel space was determined empirically based on the maximum coverage of a human, centered at origin, performing various actions such as walking, stretching their arms sideways/above the shoulders, among others and was found to be 1.7m, 2.2m and 1.4m in the horizontal, vertical and depth axes, also defined as the region-of-interest. Also, to ensure that the that the voxelization is position invariant, i.e the point-cloud from a subject is always inside the voxel space irrespective of the human’s distance from the radar, the 3-D centroid of the Radar and Kinect point-clouds are first translated to the origin, and then the voxelization is performed. While the number of skeletal key-points obtained using a Kinect is fixed at 25, the number of points in the Radar point-cloud vary frame-to-frame. The maximum number of points, obtained empirically, in the radar point-cloud was found to be 88. To ensure constant input size, at each frame, the voxelized \( M \) 3-D points in a radar point-cloud is always transformed to a fixed \( 1 \times 90 \) sized vector, where \( 90 - M \) elements are set to a value of 0, if \( M < 90 \). The voxelized GT data results in a \( 1 \times 27 \) vector, which represent the voxel indices of the 25 3-D skeletal key-points, along with the start-of-sequence \( < \text{sos} > \) and end-of-sequence \( < \text{eos} > \) tokens added at the beginning and end of the sequence, respectively.

For the Seq2Seq model, \( N \) frames of \( 1 \times 90 \) voxelized radar point-cloud data is first subjected to an \( L \) dimensional embedding layer, resulting in an \( N \times 90 \times L \) representation of the input. This data is then subjected to two layers of encoding, with \( E_1 \) and \( E_2 \) GRU units, respectively. Note that
TABLE I

| Number of Input Frames | mmPose-NLP (6 Frames) | mmPose-NLP (7 Frames) | mmPose-NLP (8 Frames) | mmPose-NLP (9 Frames) | mmPose-NLP (10 Frames) |
|------------------------|-----------------------|-----------------------|-----------------------|-----------------------|------------------------|
|                        | Depth                | Horizontal           | Vertical              | Depth                | Horizontal           | Vertical              |
| 1-10                   | 4.39                 | 6.85                 | 2.31                  | 4.16                 | 3.10                  | 4.61                  |
| 2-10                   | 3.74                 | 3.64                 | 3.59                  | 3.07                 | 2.12                  | 3.02                  |
| 3-10                   | 2.70                 | 2.70                 | 3.72                  | 2.61                 | 1.84                  | 2.42                  |
| 4-10                   | 3.46                 | 2.47                 | 3.38                  | 2.38                 | 1.65                  | 2.12                  |
| 5-10                   | 3.30                 | 3.31                 | 3.01                  | 2.28                 | 1.59                  | 1.99                  |
| 6-10                   | 3.10                 | 2.18                 | 2.81                  | 2.18                 | 1.52                  | 1.88                  |
| 7-10                   | 3.08                 | 2.12                 | 2.67                  | 2.16                 | 1.52                  | 1.81                  |
| 8-10                   | 3.13                 | 2.15                 | 2.58                  | 2.14                 | 1.49                  | 1.76                  |
| 9-10                   | 3.21                 | 2.11                 | 2.67                  | 2.14                 | 1.51                  | 1.70                  |
| 10-10                  | 3.30                 | 2.19                 | 2.76                  | 2.17                 | 1.50                  | 1.71                  |

Fig. 5. (a)-(j) Joint-wise averaged MAE for 25 skeletal key-points when 1-10 consecutive frames are fed to mmPose-NLP network. (k) depicts the averaged MAE over the 25 joints in depth, vertical and horizontal directions for 1-10 input frame cases that demonstrates the localization improvement as the number of input frames increases.

temporal neurons only accept two-dimensional data (time-step and feature vector). To allow for appropriate input dimension matching, the $N \times 90 \times L$ output from the embedding layer is reshaped to a $N \times 90 \times L$ tensor. The $N \times E_1$ output from the first encoder layer is fed into the second encoding layer that outputs (i) $N \times E_2$ tensor of all the intermediate cell states, and (ii) $1 \times E_2$ tensor of the final cell state. The decoder, comprising of $D = E_2$ GRUs, are initialized with the $1 \times E_2$ tensor of final encoder cell state as their initial state. Upon receipt of a $<$ sos $>$ token, the decoder cell state, and the $N \times E_2$ intermediate cell states are fed into the Attention Layer, where a $1 \times E_2$ context vector is generated. This context vector learns to provide emphasis on the parts of the input sequence that would aid in the prediction of the next skeletal key-point. This context vector along with the updated decoder cell state is concatenated and subjected to a fully connected layer for feature transformation followed by the output layer comprising of voxel indices, where the voxel index with the highest activation (using softmax) is predicted to be a key-point. This key-point is then fed back into the Decoder, and the process repeats until all the 25 skeletal key-points are predicted, upon which an $<$ eos $>$ token output
marks the end of the decoding process. The decoder always predicts the key-points in a pre-defined order of joints, thus enabling the attention mechanism to learn the sections of the input to emphasize on, when predicting a specific key-point. Once the voxels of the 25 key-points are obtained, the voxel dictionary is used to convert them back to 3-D real world coordinates. The overall architecture is depicted in Fig. 2.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Setup and Data Collection

Two mmWave radars (top and bottom) and Kinect system was assembled and mounted on tripods at heights 2 m (top radar), 1 m (bottom radar), and 1.13 m (Kinect), and were setup, as shown in Fig. 4, in the living room of an apartment. The top and bottom radars were tilted at 20° and 15° in the depth-elevation plane, respectively. The radars were configured at start frequencies of 77 and 78 GHz, respectively, to avoid interference, with a chirp bandwidth of 3 GHz. Each radar frame or CPI constituted of 32 chips, with the PRI (per channel) set to 90 μs, which equals to a total PRI of 270 μs for the three transmitters (using TDM). The processed 3-D radar point-cloud data (Eqn. 2) was acquired using USB interface on
The corrected 3-D radar point-cloud and 3-D GT key-point data-sets were generated. For the output tokens (voxelized GT data), <sos> and <eos> tokens were added at the beginning and at the end of the sequence for each of the 10 data-sets. A 1200 frame long continuous sequence was first branched out from the data-set as our first test data-set (Test\_val), mainly to aid visual interpretation of the model performance and comparison.
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The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).

The GT data is acquired from the Kinect v2 sensor using a IR based skeleton key-point tracker on MATLAB on a Windows computer. Similar to the radar point-cloud frames, the 25 skeletal key-points from the Kinect is also accompanied by a UTC time-stamp, in every frame. The Linux and Windows computers are synchronized using a common time-server. Each frame is timestamped with a UTC time-stamp, in every frame. The Linux and Windows computer. Similar to the radar point-cloud frames, a IR based skeleton key-point tracker on MATLAB on a Windows computer also carried a header with the UTC time-stamp and the radar index (top or bottom).

The proposed Seq2Seq model as presented in Section. IV was implemented using Keras libraries on a robot operating system (ROS) interface, running on a Linux computer. Besides the 3-D point-cloud data, the radar packets also carried a header with the UTC time-stamp and the radar index (top or bottom).
a Tensorflow v2 backend. Except for the input dimensions \((N \times 90)\) that depended on the number of frames, that in turn governed the output size from the 50 dimensional embedding layer \((N \times 4500)\), the remainder of neurons in the network remained the same for each of the ten \(N\)-frame input scenarios. For each \(N\)-frame case, the remainder of the dataset \((Data_{tot, N} - Test_{cnt})\) were shuffled, and 5 distinct \(Train_{ij}\) and \(Test_{ij}\) data-sets (80% - 20% split) were generated, similar to a five-fold cross validation approach, and the test data-sets were saved to disk for model evaluation. The models \(M_{ij}\), where \(i\) is the frame index \(\in \{1, 2, \ldots, 10\}\), for the \(j^{th}\) training data-set \(Train_{ij}\) \(j \in \{1, 2, \ldots, 5\}\). The models were trained on UArizona’s High Performance Computer clusters that employ Nvidia P100 processing units, with the objective to minimize the sparse categorical cross entropy. The use of sparse categorical cross entropy alleviates the need to further convert the output labels to a one-hot-vector representation which is memory intensive. Upon training, the models were saved to disk for offline evaluation on the test data-sets.

C. Results and Discussion

The trained models \(M_{ij}\) were then subjected to the test data-sets - (i) The continuous test data-set \(Test_{cnt}\) that was branched out initially; and (ii) The shuffled and 20% test data split \(Test_{ij}\), that were saved to disk. The predicted voxels from the test data were converted back to real-world 3-D coordinates using the same voxel dictionary that was used during the tokenization process.

1) Localization Accuracy: The predicted 25 skeletal key-points \((Pred_{ij})\) are compared against the 25 ground truth labels \((GT_{ij})\) for accuracy in depth, vertical and horizontal directions by computing the Mean Absolute Error \((MAE_{ij})\). Furthermore, the MAE for every \(N\)-frame scenario is obtained using the average MAE across the five test instances, i.e., \(MAE_i = \frac{1}{5} \sum_{j=1}^{5} MAE_{ij}, \forall i \in \{1, 2, \ldots, 10\}\). MAE was also computed for \((Test_{cnt})\) over all the 10 \(\times\) 5 models and were averaged to obtain the mean MAE for each of the 1 to 10 frame scenarios. Consistent with our previous findings, the localization errors were the highest for 8 joints, namely the wrist, index finger, palm center, and the thumb of both left and right hands. While the ground truth data using Kinect could resolve for these joints on account of dense IR point-cloud, representing joints with a small radar cross section using mmWave radar returns alone could be quite challenging. However, despite a comparatively higher error on these 8 joints, the overall localization MAE for the 25 joints provide significant improvement over the current approaches, viz. RF-Pose (8 key-points) and mm-Pose (17 key-points). We also performed an outlier detection based MAE by removing the 8 outlier key-points for a further comparison with our previous work mm-Pose, that computed localization MAE with the remainder of 17 joints. The localization MAE results for all the \(N\) case frames have been outlined in Table I. The joint-wise MAE for the 25 joints (before outlier detection) and 17 joints (after outlier detection) have been presented in Fig. 5 and Fig. 6, respectively. Furthermore, the overall mean absolute localization accuracies were compared against the existing state-of-the-art radar-based skeletal pose estimation benchmarks, viz. (i) 8 key-point estimator RF-Pose [25], (ii) 17 key-point estimator mm-Pose [9], and (iii) 16 key-point estimator 3D-CNN [27] as shown in Fig. 8. The 17-joint and 25-joint mmPose-NLP estimators outperform the current benchmarks for 2 and higher input frames as shown in Fig. 8.

In order to further validate the choice of the mmPose-NLP architecture parameters, we conducted an ablation study by comparing our model’s performance against four seq2seq models with varied latent dimensions; encoding layers; and removing the attention layer. Every encoder layer is denoted by \(E\) and prefixed with its latent dimension. For instance our proposed model can be represented as \(512E + 1024E + \text{Attention}\) layer. The MAE offered by these models, along with the current mmWave radar based approaches have been compared against our proposed method in Table II. We also looked at the effect of the number of input frames on the overall accuracy, or in this case the MAE. The primary objective of the proposed approach is to exploit and use temporal information from the consecutive frames of the radar.
data to determine the position of the skeletal key-points. In our study, we observed a gradual improvement in the MAE with an increase in the number of input frames from 1 through 8 frames, consistent with our hypothesis. However, we saw a slight increase in the MAE as the number of frames as input rose to 8 through 10. This is depicted in Fig. 7. This implies that for the current radar configuration parameters, setup, and the proposed mmPose-NLP architecture, $N = 8$ offers the best localization accuracy. This is on account of a 10 frames-per-second acquisition rate where the statistical mode of the for a continuous sub-motion (e.g., the continuous transition of left leg, right arm moving forward followed by right leg, left arm moving forward during walking, or arm moving in left to right followed by right to left during swinging) is $\approx 82$ ms, i.e. 8 frames, following which the temporal information’s significance decreases again. However, note that this number is data-set and configuration dependent. The objective of this study is to suggest that while we intuitively hypothesize the MAE to continually decrease with increasing input frames, the sub-motion(s) periodicity would govern the upper-bound on $N$. Finally, a pictorial comparison of the mmPose-NLP generated skeletal pose, compared against the GT for walking, left swing, right swing and both swing has been presented in Fig. 9. Animated comparison of mmPose-NLP predictions vs GT on Test cases, along with the source codes for this project is avail-

Fig. 9. Pictorial comparison of three frames of the Ground Truth skeletal pose vs mmPose-NLP predicted skeletal pose for 4 different actions.
In this paper, we proposed mmPose-NLP, an NLP inspired Seq2Seq based skeletal pose estimator using mmWave radar data. The radar point-cloud data was first voxelized and N consecutive frames were fed into the mmPose-NLP Seq2Seq model. The predicted key-point voxels were converted back to the real world 3-D co-ordinates using the voxel dictionary. Data was collected with two AWR 1843 mmWave radars on ROS, and the ground truth was obtained using Kinect’s skeletal tracker on MATLAB. Two human subjects performed a four continuous actions, namely (i) Walking, (ii) Left Hand Swing, (iii) Right Hand Swing, and (iv) Both Hands Swing. Besides a separate continuous test data-set, each N frame input scenario consisted of five distinct shuffled 80%-20% training-test splits from the data-set for comprehensive evaluation. The temporal information and the key-point specific emphasis via the attention layers allowed the proposed approach to achieve accurate reconstruction of a skeletal pose with <3 cm localization errors in the depth, azimuth and elevation axes. To the best of the authors’ knowledge, the proposed approach is the first method to reliably estimate up to 25 skeletal keypoints, with an improved accuracy over the existing contemporaries. Furthermore, a study of the localization accuracy vs the number of input frames was carried out and presented. The proposed approach can find several key applications in forensic and clinical gait analysis, patient monitoring systems, human computer interaction, and the emerging artificial intelligence-powered fitness systems, especially with mmWave radars not capturing facial details, given the increasing concerns with user privacy. With continued efforts to reduce the inference time, the proposed approach could find applications in autonomous vehicles and traffic monitoring systems for timely decision making.
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