Solvent-modulated proton-coupled electron transfer in an iridium complex with an ESIPT ligand†
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Proton-coupled electron transfer (PCET), an essential process in nature with a well-known example of photosynthesis, has recently been employed in metal complexes to improve the energy conversion efficiency; however, a profound understanding of the mechanism of PCET in metal complexes is still lacking. In this study, we synthesized cyclometalated Ir complexes strategically designed to exploit the excited-state intramolecular proton transfer (ESIPT) of the ancillary ligand and studied their photoinduced PCET in both aprotic and protic solvent environments using femtosecond transient absorption spectroscopy and density functional theory (DFT) and time-dependent DFT calculations. The data reveal solvent-modulated PCET, where charge transfer follows proton transfer in an aprotic solvent and the temporal order of charge transfer and proton transfer is reversed in a protic solvent. In the former case, ESIPT from the enol form to the keto form, which precedes the charge transfer from Ir to the ESIPT ligand, improves the efficiency of metal-to-ligand charge transfer. This finding demonstrates the potential to control the PCET reaction in the desired direction and the efficiency of charge transfer by simply perturbing the external hydrogen-bonding network with the solvent.

Introduction

Proton-coupled electron transfer (PCET), which involves both proton transfer (PT) and electron transfer (ET), plays important roles in chemical and biological processes relevant to energy conversion, such as oxygen evolution in photosystem II.1–11 Naturally, researchers have long endeavored to understand the mechanism of PCET and harness it in molecular systems synthesized to achieve higher energy conversion efficiencies by mimicking natural biological systems.12–19 Previous studies on PCET discovered that PCET occurs through three representative mechanisms; (i) stepwise ET-PT, (ii) stepwise PT-ET, and (iii) concerted PCET.5,7,11,20,21 Moreover, to gain further insight into strategies for designing artificial photosynthetic devices, the photoinduced PCET has been intensively studied.22

Recently, several researchers have employed PCET in various metal complexes to provide optimal photophysical properties for photochemical devices.23–25 Metal complexes with strong spin–orbit coupling (SOC) and tunable photophysical properties modulated by ligands have garnered significant attention as materials applicable to photocatalysts, solar cells, organic light-emitting diodes, and photosensitizers. Accordingly, such metal complexes have been extensively used in various photoelectric devices and photocatalytic reactions.26–29 In this regard, the strategy of using PCET in metal complexes has great potential to further improve the photophysical properties of metal complexes.30–33 Nevertheless, the photophysical properties of PCET-based metal complexes are yet to be explored because of their complicated reaction dynamics compared to those of general metal complexes.13,34 Moreover, to apply PCET-based metal complexes to biological systems and photochemical devices, it is critical to understand the solvent dependence of their photophysical properties, including PCET dynamics. In particular, the effect of external hydrogen bonding, which significantly affects the proton transfer process, must be studied.

Among various metal complexes, cyclometalated Ir complexes have attracted considerable interest owing to their usage in various fields, which is, in turn, owing to their synthetic versatility, tunable photophysical properties, and excellent thermal and photochemical stability.27–29,32,36 Despite the advantages of Ir complexes, the excited-state dynamics of PCET-based Ir complexes have been less studied than ruthenium and rhodium complexes.37 The study of photoinduced PCET in Ir complexes is scarce.

To address this issue, we designed and synthesized an Ir complex, Ir-PIPN, as a model system using 2-(2,4-
difluorophenyl)pyridine (dfppy) as the main cyclometalating ligand and 1-(1-phenyl-1H-imidazo[4,5-f][1,10]phenanthroline-2-yl)naphthalene-2-ol (PIPN) as the ancillary ligand (Fig. 1a and S1†). PIPN, which undergoes the excited-state intramolecular proton transfer (ESIPT) process from the enol form to the keto form according to a recent report, on its excited-state relaxation dynamics, was used as the ancillary ligand to avoid the complexity of the intermolecular PCET. The NMR spectrum of Ir-PIPN demonstrates that Ir-PIPN exists as the enol form in the ground state (Fig. S1†). To understand how PCET is modulated by external hydrogen bonding perturbation, we investigated the PCET process in Ir-PIPN in aprotic and protic solvents using femtosecond transient absorption (fs-TA) spectroscopy, and density functional theory (DFT) and time-dependent DFT (TDDFT) calculations. The data reveal solvent-modulated PCET in which the temporal order of PT and charge transfer (CT) is reversed by the solvent environment. Here, CT refers to one full ET or partial ET, and the CT in Ir complexes means metal-to-ligand CT (MLCT), which occurs from Ir to the ESIPT ligand. In an aprotic solvent such as dichloromethane (DCM), PT precedes CT. In contrast, in a protic solvent, such as ethanol, CT is followed by PT. Furthermore, the efficiency of CT decreases in a protic solvent where PT occurs later than CT. In contrast, CT can occur efficiently with PT preceding in an aprotic solvent, indicating that PT can facilitate CT. These results raise the possibility of controlling the reaction pathway and efficiency of CT in metal complexes by modulating the solvent environment. We also investigated the effect of different ESIPT ligands on the dynamics of the Ir complexes. It was reported that 2-(1-phenyl-1H-imidazo[4,5-f][1,10]phenanthroline-2-yl)phenol (PIPP-H) has remarkably different dynamics compared with PIPN owing to the structural difference between two molecules. We synthesized Ir-PIPP-H and investigated the dynamics of Ir-PIPP-H for comparison with Ir-PIPN. The NMR spectrum demonstrated that Ir-PIPP-H exists as an enol form in the ground state, as in Ir-PIPN (Fig. S2 and S19a†). It turned out that the dynamics of Ir-PIPP-H are not significantly different from those of Ir-PIPN, whereas the characteristics of the steady-state emission spectrum differ from those of Ir-PIPN.

Results and discussion

Absorption/emission spectra and emission lifetimes

Because Ir-PIPN exists as the enol form in the ground state (1GSE), as supported by its NMR spectrum (Fig. S1†), the absorption spectrum originates from the enol form. The absorption spectrum of Ir-PIPN in DCM generally follows that of the free PIPN ligand, except that some of the fine features of PIPN are broadened in Ir-PIPN, as shown in Fig. 1d. Although the free dfppy ligand exhibits no absorption at wavelengths longer than 310 nm, Ir-PIPN has absorption up to 550 nm. In comparison with the free PIPN ligand, Ir-PIPN shows a weakened vibronic feature, particularly at approximately 375 nm. This spectral difference between the free ligands and Ir-PIPN provides evidence of the interaction between Ir and the ligand. The absorption from 350 to 390 nm of the free PIPN ligand corresponds to the π→π* transition of the ESIPT ligand (PIPN), and thus the absorption in the same wavelength range of Ir-PIPN should correspond to the transition of the PIPN ligand of Ir-PIPN. Considering that only the enol form predominantly exists in the ground state, this absorption band corresponds to the transition from the ground state of the enol form (1GSE) to the singlet ligand-centered state of the enol form (1LCe).

To explore the ESIPT dynamics of Ir-PIPN, the steady-state emission spectrum was obtained with excitation at 365 nm, which induced the transition from 1GSE to 1LCe. Ir-PIPN exhibits a broad and intense emission band at approximately 550 nm (I) with a shoulder peak (III) at 625 nm, and a minor band (II) with a low intensity at approximately 450 nm (Fig. 1d). These spectral features imply that Ir-PIPN has at least two emissive states. To characterize the emission bands, we measured the emission lifetimes in the absence and presence of oxygen (Fig. S5†). The determined emission lifetimes are
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Fig. 1 (a) Molecular structure of Ir-PIPN. The proton-accepting part and donating parts are marked in red and blue, respectively. (b) ESIPT reported to occur in the free PIPN. The proton-accepting part and donating parts are marked in red and blue, respectively. (c) Schematic representation of three possible pathways of PCET. The stepwise ET-PT pathway and stepwise PT-ET pathway are marked in green and orange, respectively. The concerted PCET pathway is marked in grey. The subscripts E and K refer to the enol and keto forms, respectively. The superscripts indicate the spin multiplicities. (d) Normalized steady-state absorption (solid line) and emission spectra (dotted line) of the free PIPN ligand and Ir-PIPN in DCM with the 350 and 365 nm excitation, respectively. I, II, and III represent the major emission band, minor band, and shoulder peak, respectively.
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summarized in Table S1.† The lifetimes of the emission bands (I) at approximately 510 nm are significantly affected by oxygen, revealing that the emission is from a triplet state. It is known that in Ir complexes, intersystem crossing (ISC) from singlet manifolds (singlet ligand-centered (1LC) or 3MLCT states) to the 3MLCT state occurs efficiently because of the large SOC of the metal, and the lowest emissive state is the 3MLCT state.29–41 Thus, we assign the main emission band (I) observed at approximately 550 nm to the phosphorescence from the 3MLCT state.

To further elucidate the origin of the emission bands, we also measured the time-resolved emission spectra. The minor band (II), which is visible in the steady-state emission spectrum, is not observed in the time-resolved emission spectra, even at the earliest time delay (10 ns) (Fig. S6†). This result indicates that the minor band (II) must have decayed within 10 ns. To determine the emission lifetime of the minor emission band (II), we used the time-correlated single-photon counting (TCSPC) technique (Fig. S7†). The determined emission lifetimes are in the range of 1–2 ns (for instance, is 2.1 ± 0.02 ns at 475 nm), and such a short emission lifetime suggests that this band corresponds to fluorescence (Fig. S7†). Among the candidate singlet states responsible for the fluorescence, 3MLCT and 1LC, one can rule out the 1MLCT state because the excited molecules in the 1MLCT state quickly transit to the 3MLCT state through ISC within 100 fs because of the strong SOC of the Ir atom. Thus, the emission observed at approximately 450 nm (II) is assigned to fluorescence from the 1LC state.

A comparison with the emission spectrum of the free PIPN ligand provides additional clues on the origin of the minor emission band (400–475 nm, II). In the same wavelength region as the minor emission (II) of Ir-PIPN, the free PIPN ligand exhibits emission bands assigned to the excited singlet state. Therefore, we infer that the minor emission band (II) in the 400–475 nm region of Ir-PIPN originates from the excited singlet state of the PIPN ligand of Ir-PIPN, which is the 1LC state (Fig. 1d). In addition, it has been reported that the longer-wavelength (~450 nm) and shorter-wavelength (~420 nm) emissions of the free PIPN ligand originate from the keto and enol forms, respectively.28 Accordingly, we can infer that the band at ~450 nm and the tail at ~420 nm correspond to the emissions from the singlet excited state of the keto form (1LCk) and the enol form (1LCE), respectively. As shown in Fig. 1d, the emission intensity of Ir-PIPN at ~450 nm is significantly greater than that at ~420 nm, indicating that the minor emission band (II) of Ir-PIPN is mainly a characteristic of the keto form of PIPN than that of the enol form. This result indicates that efficient ESIPT from the enol form to the keto form occurs in Ir-PIPN and that the emitting state of Ir-PIPN is predominantly in the keto form.

We now consider how the keto and enol forms contribute to the other bands (I and III). For instance, it is plausible that the major emission band (I) and shoulder peak (III) are 3MLCT bands corresponding to the enol and keto forms (or the keto and enol forms), respectively. In such cases, changing the ratio of the enol and keto forms should modulate the ratio of the peak intensities of the major emission band (I) and shoulder peak (III). Moreover, because the ratio of the peak intensities of the enol and keto forms in minor band (II) would change, the shape of minor band (II) would also change. To verify this hypothesis, we measured the spectral change in the Ir-PIPN emission by adding a protic solvent, which is known to disturb the PT process from the enol form to the keto form because of hydrogen bonding between the solute and the solvent.44–45 In particular, the steady-state emission spectra were measured while increasing the ratio of ethanol (EtOH), a protic solvent, by adding EtOH to DCM (Fig. 2). As the ratio of EtOH increases, the relative intensity of the shoulder peak (III) at approximately 625 nm decreases compared with the intensity of the major emission (I) at 550 nm (Fig. 2). These results indicate that the reduced emission peak (III) at 625 nm and the major emission band (I) at 550 nm correspond to the emissions from the keto (3MLCTk) and enol (3MLCTe) forms, respectively. The increase in the relative ratio of the emission intensity of 3MLCTe with respect to 3MLCTk indicates that the relative concentration of the enol form increases in the excited state as the ratio of EtOH increases, and the enol form becomes dominant over the keto form in DCM/EtOH (20/80). In addition to the change in relative peak intensities, the overall intensities of the emission bands (I and III) decrease as the proportion of EtOH increases (Fig. 2). The decreased emission intensities of the emission bands (I and III) reflect a decrease in the MLCT efficiency. Emission band (II) also exhibits a change in emission intensity according to the ratio of EtOH. As the ratio of EtOH increases, the relative intensity of the emission at approximately 450 nm decreases in minor band (II) spanning 400–475 nm. This result supports that minor emission (II) of Ir-PIPN observed in the presence of a large amount of EtOH is mainly a characteristic of the enol form instead of the keto form. Overall, the data with varying EtOH ratios reveal that ESIPT efficiently occurs even in an Ir complex, and MLCT as well as PT can be modulated by the external hydrogen-bonding network with the solvent.

![Fig. 2](https://example.com/fig2.png) Emission spectra of Ir-PIPN in DCM/EtOH mixtures with various ratios (100/0, 80/20, 60/40, 40/60, and 20/80). The excitation wavelength is 375 nm. When the relative proportion of EtOH increases, the band corresponding to the emission of the keto form of PIPN (1LCk) and the shoulder corresponding to the emission of 3MLCTk decays. The subscripts E and K refer to the enol and keto forms, respectively. I, II, and III represent the major emission band, minor band, and shoulder peak, respectively.
We also measured the absorption spectra for various DCM and EtOH compositions (Fig. S8†). Unlike the steady-state emission spectra, the absorption spectra did not exhibit significant dependence on the EtOH ratio. This result indicates that the ground state is not significantly affected by hydrogen bonding with the solvent, and that the enol form is the dominant species in the ground state, regardless of the addition of a protic solvent.

Excited-state dynamics

The experimental results presented in the previous section strongly support that both PT and MLCT occur in Ir-PIPN. In other words, PCET is operational. To study the mechanism of PCET and the excited-state dynamics of Ir-PIPN in DCM, we performed fs-TA measurements by pumping the absorption band at approximately 350 nm. The excitation at 350 nm resulted in the transition from \(^1\text{GS}_\text{n}\) to \(^2\text{LC}_\text{n}\), as discussed in the previous section. The TA spectra of Ir-PIPN in DCM exhibit a broad positive signal corresponding to excited-state absorption (ESA) from 400 to 700 nm (Fig. 3a). The time profiles are well fitted with a time constant of 6.4 ± 1.1 ps (Fig. 3b and Table S2†). To extract information on the excited-state dynamics of Ir-PIPN in DCM, we performed a global kinetic analysis of time-resolved TA spectra based on singular value decomposition (SVD). The SVD analysis identified two significant singular components, suggesting that the two components mainly contribute to the excited-state dynamics in DCM (Fig. S9†). The two significant right singular vectors (rSVs) from SVD can be satisfactorily fitted by single-exponential functions with a shared relaxation time of 10.8 ± 2.1 ps, which is similar to the time constant (6.4 ps) obtained from the fitting of time profiles at specific wavelengths (Fig. 3b and S9b†). Based on the results of the SVD analysis, we constructed a sequential kinetic model of \(I_1 \rightarrow I_2\) involving two components (\(I_1\) and \(I_2\)) with a time constant of 10.8 ps for the global kinetic analysis. The fitted TA spectra reconstructed by linear combinations of the two species-associated difference spectra (SADS) exhibit good agreement with the experimental TA spectra, confirming that the employed sequential kinetic model is suitable for describing the experimental data (Fig. 3c). The TA signal intensities after the dynamics of 10.8 ps do not converge to zero and exhibit a constant value, suggesting the existence of a long-lived component. The SADS of the long-lived component, \(I_2\), resembles the previously reported TA feature of the ESA band corresponding to \(T_1 \rightarrow T_n\) transition of the keto form of a free PIPN ligand (Fig. 3d).44 Therefore, we attribute the TA spectra of the long-lived component of Ir-PIPN to the \(T_1 \rightarrow T_n\) transition of the keto form of the ES/PT ligand moiety, indicating that the long-lived component is a triplet ligand-centered state (\(3\text{LC}\)). Accordingly, \(I_2\) can be assigned to \(3\text{LC}\). Generally, the lowest triplet excited states of Ir complexes are \(3\text{MLCT}\) states, which can emit phosphorescence with a high quantum yield at room temperature.41 In contrast, the lowest triplet states of Ir complexes with strong \(\pi\)-conjugated ligands are often not \(3\text{MLCT}\) state, but \(3\text{LC}\), resulting in the decrease of the emission intensity from \(3\text{MLCT}\) state due to the nonradiative transition from the \(3\text{MLCT}\) state to the \(3\text{LC}\) state.42-44 Considering that PIPN has a large \(\pi\)-conjugation compared with the dfppy ligand, we expected that the lowest triplet state of Ir-PIPN is \(3\text{LC}\). To explore this possibility, we performed DFT and TDDFT calculations of the enol and keto forms of Ir-PIPN for the relative energy levels between the excited states. As shown in Fig. S11 and S12,† the \(T_1\) state corresponding to the lowest triplet excited
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Fig. 3 Time-resolved TA spectra and kinetic analysis of Ir-PIPN in DCM with a sequential kinetic model of \(I_1 \rightarrow I_2\). (a) TA spectra of Ir-PIPN in DCM. The excitation wavelength is 350 nm. (b) Time profiles monitored at two different wavelengths of Ir-PIPN in DCM. The solid lines are the fits with a single exponential function. (c) Experimental TA spectra (left), fitted spectra (middle) by a linear combination of the three species-associated difference spectra (SADS), and the residuals (right), which are obtained by subtracting the fitted data from the experimental data. All plots share a color scale representing \(-\Delta T/T\). (d) SADSs determined from the kinetic analysis of TA spectra based on the sequential kinetic model. (e) Time-dependent population changes. The solid lines are the concentrations obtained from the kinetic analysis. The open circles correspond to the optimized populations obtained by fitting the experimental curve at each time point with a linear combination of SADSs for \(I_1\) and \(I_2\). (f) Stepwise PT-ET mechanism of Ir-PIPN in DCM. \(1\text{GS}_n\) indicates the ground state, which is singlet and the enol form.
The transition from 1LCE to 3MLCT occurs directly through ESIPT, indicating that the calculated results support that the lowest triplet excited state is not 3MLCT, but 3LC. Therefore, we can infer that the excited molecules in the 3MLCT state undergo a nonradiative process to 3LC, resulting in a decrease in their emission quantum yield. Indeed, Ir-PIPN exhibits a low emission quantum yield of 0.021, supporting the occurrence of a nonradiative process from 3MLCT to 3LC.

It is known that in Ir complexes, the transition from 1LC to the 3MLCT state is ultrafast (∼100 fs); subsequently, the 3MLCT → 3MLCT transition occurs through a fast ISC within 100 fs because of the large SOC of the Ir atom. Thus, we can infer that the broad ESA band observed within the temporal resolution of our TA system is due to the absorption from the resulting state (3MLCT) to a higher excited state. Then, the excited molecules in the 3MLCT state are likely to relax to the lowest excited state, the 3LC state, through fast internal conversion (IC). Indeed, the IC from 3MLCT to 3LC in Ir complexes has been reported. Based on these considerations, we conclude that the 10.8 ps dynamics for I_1 → I_2 correspond to the 3MLCT → 3LC transition.

According to previous studies, PCET in Ir complexes can occur through one of the following processes: (i) stepwise ET-PT, (ii) stepwise PT-ET, and (iii) concerted PCET. If CT precedes ESIPT (process (i)), 1LC, which is generated upon excitation, rapidly transits to the 3MLCT state, and then the 3MLCT state should be formed through ultrafast ISC. Therefore, in process (i), 1LC is not formed during PCET dynamics, resulting in the absence of fluorescence from the 1LC state. If the transition from 1LC to 3MLCT occurs directly through a concerted PCET (process (iii)), fluorescence from 1LC will not be observed either. Thus, in processes (i) and (iii), fluorescence from 1LC cannot be observed because the 1LC state is not formed. In contrast, if ESIPT precedes CT (process (ii)), the 1LC state will be rapidly formed through ESIPT from the 1LC state, resulting in fluorescence from the 1LC state. For Ir-PIPN in DCM, fluorescence from the 1LC state is observed around 450 nm (see the previous section). This indicates that PCET in Ir-PIPN occurs via a stepwise PT-ET mechanism (Fig. 3f). In this mechanism, the 1LC state rapidly transits into the 1LC state via ESIPT. The resulting 1LC state is converted to 3MLCT through ultrafast CT and ISC. If this were the only pathway, the 3MLCT state would not be formed, and emission from the 3MLCT state should not be observed. The emission spectrum of Ir-PIPN exhibits emission from the 3MLCT state as well as that from the 3MLCT state (Fig. 1d). This observation suggests that, in addition to the stepwise PT-ET process, a part of the excited molecules in the 1LC state transits to the 3MLCT state through the 1MLCT state; thereafter, the excited molecules in the 3MLCT state are deactivated to the ground state via phosphorescence.

Charge density difference

To visualize the charge distribution related to MLCT, we calculated the difference between the charge densities of the highest occupied natural transition orbital and the lowest unoccupied natural transition orbital using TDDFT calculations. The calculated charge density difference (CDD) shows that the positive and negative charge densities are confined to the Ir atom and imidazo[4,5-f]-1,10-phenanthroline moiety of the ESIPT ligand, respectively, as shown in Fig. S15†. The calculated CDD supports that the MLCT from the Ir atom to the ESIPT ligand occurs in Ir-PIPN. If the ESIPT process alone occurs, the proton-accepting part, which is imidazo[4,5-f]-1,10-phenanthroline shown in red in Fig. 1a and b, of the ESIPT ligand would have a positive charge due to ESIPT. Contrary to this expectation, the CDD shows that the proton-accepting part has a negative charge density (Fig. S15†). A possible explanation for the CDD is as follows: once ESIPT occurs, the proton-accepting part, which tentatively has a positive charge, may become a strong electron-accepting part. This charge rearrangement induced by ESIPT likely facilitates CT from the Ir atom to the imidazo[4,5-f]-1,10-phenanthroline moiety, which corresponds to MLCT. Indeed, the emission intensity from MLCT is greatly increased as the ratio of EtOH, which can suppress ESIPT, decreases (Fig. 2). Thus, we suggest that the ESIPT process improves the MLCT of the Ir complexes.

Solvent-modulated PCET

As discussed in the section on Absorption/emission spectra and emission lifetimes, the PT and CT processes of the Ir complexes can be disturbed by EtOH. It is also known that the PT process in a protic solvent is much slower than that in an aprotic solvent. Furthermore, the steady-state spectroscopic data show that the enol form in the excited state is dominant in a protic solvent, DCM/EtOH (20/80) (Fig. 2). Thus, we can expect that the PCET dynamics in DCM/EtOH (20/80) can be affected by the external hydrogen-bonding network with the solvent. To confirm this hypothesis, we investigated the effect of a protic solvent on the PCET mechanism in Ir-PIPN using fs-TA spectroscopy. The same excitation wavelength (350 nm) used for Ir-PIPN in DCM was used. In comparison with the ESA observed in DCM (~620 nm, Fig. 3a), the absorption band corresponding to the ESA in DCM/EtOH (20/80) is observed at a longer wavelength (~640 nm, Fig. 4a), and the TA spectra are blue-shifted with time. The time profiles monitored at specific wavelengths are well fitted by a bi-exponential function with two relaxation times of 1.2 ± 0.1 and 6.6 ± 0.5 ps (Fig. 4b), unlike those in DCM fitted well with a single time constant (6.4 ps) (Fig. 3b). These results imply that the excited-state relaxation dynamics occurring in DCM/EtOH (20/80) are different from those in DCM, and the stepwise PT-ET process in DCM is altered by external hydrogen bonding upon the addition of EtOH.

To extract information on excited-state dynamics more systematically, we performed a global kinetic analysis of the time-resolved TA spectra based on SVD, as in the data in DCM. SVD analysis identified three significant singular components, suggesting that the three components mainly contribute to the excited-state dynamics in DCM/EtOH (20/80). The three significant SVs from SVD can be satisfactorily fitted by bi-exponential functions with shared relaxation times of 1.2 ± 0.1 and 7.4 ± 0.5 ps, which are similar to the time constants (1.2 and 6.6 ps)
obtained from the fitting of time profiles at specific wavelengths (Fig. 4b and S17f). Using the result of SVD analysis, we used a sequential kinetic model of I₁ → I₂ → I₃ involving three components (I₁, I₂, and I₃) and two time constants (1.2 ps for I₁ → I₂ and 7.4 ps for I₂ → I₃) in the global kinetic analysis. The TA spectra calculated with linear combinations of the SADSs of three components give a satisfactory agreement with the measured TA spectra (Fig. 4c).

The three species (I₁, I₂, and I₃) that correspond to the three SADSs were assigned to 3MLCTₑ, 3MLCTₓ, and 1LCₓ, respectively, for the following reasons. First, I₁ is a long-lived species whose TA intensity does not decay to zero, as in DCM. Similar to the spectra of the long-lived species in DCM, the third SADS is similar to the previously reported TA feature of the ESA band corresponding to the T₁ → Tₐ transition of the keto form of a free PIPN ligand (Fig. 4d). Because a triplet excited state confined to the ligand with the keto form must be a triplet ligand-centered state of the keto form (1LCₓ), I₁ can be assigned to the 3LCₓ state. The time constant of 7.4 ps for I₁ → I₂ is close to 6.4 ps observed in DCM, which is assigned to the 3MLCTₓ → 3LCₓ transition, implying that I₂ is 3MLCTₓ. Therefore, I₂ → I₁ corresponds to the 3MLCTₓ → 3LCₓ transition.

We further checked whether these assignments of the chemical species are consistent with the SADSs. Because there is the 3MLCTₓ → 3LCₓ transition in both DCM and DCM/EtOH (20/80), the spectra for 3MLCTₓ and 1LCₓ and their relative changes corresponding to the 3MLCTₓ → 1LCₓ transition in both solvents would be similar if the assignment is correct. As shown in Fig. S18, the shapes of the spectra of 3MLCTₓ and 1LCₓ and their relative differences are similar throughout the entire wavelength range. For instance, the major peak of 1LCₓ has a higher intensity than that of 3MLCTₓ in both solvents. In addition, the peak position of 1LCₓ is blue-shifted compared to that of 3MLCTₓ in both solvents. These similarities provide additional support for species assignment.

Now, we turn to I₁, which is assigned to 3MLCTₑ for the following reason. Upon excitation, 1LCₓ is generated, as in the case of DCM because Ir-PIP in DCM/EtOH exists as the enol form in the ground state. In contrast, unlike in DCM, Ir-PIP in DCM/EtOH (20/80) in the emitting state exists mainly as the enol form, as discussed in the section on Absorption/emission spectra and emission lifetimes. Because the transition of the keto form (3MLCTₓ → 3LCₓ) occurs with the slower one (7.4 ps) of the two observed time constants, we can infer that the earlier time constant (1.2 ps) is likely to account for the transition from the enol form (I₁) to 3MLCTₓ. Because CT and ISC occur within 100 fs owing to the strong SOC of the Ir atom, I₁ should be a triplet enol form with MLCT character, that is, 3MLCTₑ. In this scenario, the 1.2 ps time constant corresponds to the 3MLCTₑ → 3MLCTₓ transition, implying that the ES IPT process (3MLCTₑ → 3MLCTₓ) in DCM/EtOH (20/80) is decelerated compared to the ES IPT process (1LCₓ → 1LCₓ) in DCM occurring within 200 fs. This scenario is consistent with a previous report that the PT process in a protic solvent such as EtOH is generally much slower than that in an aprotic solvent because of external hydrogen bonding upon the addition of EtOH. In other words, the ES IPT process (3MLCTₑ → 3MLCTₓ), which rapidly occurs in DCM, can become slower than CT (1LCₓ → 3MLCTₓ) in DCM/EtOH (20/80) owing to the addition of EtOH. Thus, we suggest that PCET in Ir-PIP in DCM/EtOH (20/80) occurs via a stepwise ET-PT mechanism, as shown in Fig. 4f.
excited-state relaxation dynamics: the CT process precedes ESIPT in a protic solvent, whereas the ESIPT precedes the CT process in an aprotic solvent (Fig. 5). Considering that a protic solvent is known to disturb the PT process from the enol form to the keto form because of hydrogen bonding between the solute and the solvent, we suggest that the change in the temporal order of PT and CT is caused by the retarded ESIPT owing to the external hydrogen bonding effect of a protic solvent, EtOH.

At this point, we also examined the possibility of an alternative scenario in which the solvent-modulated PCET is derived from the increased dielectric constant of the solvent instead of the effect of hydrogen bonding. As it is generally known that CT in organic compounds is accelerated by the increase in the dielectric constant of the solvent, we examined the possibility that the change in the temporal order of PT and CT is caused solely by accelerated CT owing to the increased dielectric constant of the solvent. This scenario to explain the observed temporal ordering of CT and PT requires that the following two conditions are satisfied: (i) CT is accelerated by the high dielectric constant of the solvent, and (ii) PT is not significantly affected by the solvent. Regarding condition (i), it is known that, unlike an organic compound, MLCT in inorganic compounds is less affected by the dielectric constant of the solvent compared to CT in organic compounds. The solvatochromic shift of MLCT in Ir-PIPN was not observed, as shown in Fig. 2, suggesting that the effect of the dielectric constant on the time scale of CT in the investigated Ir complex is not significant. This implies that condition (i) is not satisfied. Even if condition (i) were satisfied, our data support that PT itself exhibits an outstanding dependence on the solvent, indicating that condition (ii) is not satisfied. On the one hand, it is known that the ESIPT generally occurs within 100 fs. If the reversal of the temporal order of PT and CT in DCM/EtOH (20/80) is caused solely by the CT accelerated owing to the increased dielectric constant of the solvent, the time scale of PT would remain unchanged, with PT occurring within 100 fs as in DCM. In this case, no additional time constant should have been observed in DCM/EtOH (20/80). In reality, a time constant of 1.2 ps corresponding to ESIPT was observed in DCM/EtOH (20/80), unlike in DCM. Based on these points, we propose that the reversion of the temporal order of PT and CT is due to the slowed PT rather than the accelerated CT owing to the high dielectric constant of EtOH. Notably, the MLCT efficiency was improved in DCM, as discussed in Absorption/emission spectra and emission lifetimes section. Linking the improved MLCT efficiency in DCM with the fact that PT precedes CT in DCM, unlike in DCM/EtOH (20/80), we suggest that the MLCT efficiency can be improved when PT precedes CT. In brief, the observed solvent-modulated PCET dynamics present the possibility that the reaction pathway and CT efficiency in PCET-based molecular systems can be easily regulated by an external environment, such as hydrogen bonding with the solvent.

Ir-PIPP-H in comparison with Ir-PIPN

It was reported that the ESIPT process from the enol form to the keto form occurs more efficiently in PIPP-H than in PIPN, and the dynamics of PIPP-H and PIPN are significantly different owing to the structural difference between the two molecules. Based on this result, we investigated whether the dynamics of Ir-PIPP-H differ from those of Ir-PIPN. When the ESIPT ligand is changed from PIPN to PIPP-H, the general spectral features of Ir-PIPP-H exhibit a similar trend to those of Ir-PIPN. First,

Fig. 5  Excited-state relaxation dynamics for PCET in Ir-PIPN in an aprotic solvent and in a protic solvent in the axes of the CT and ESIPT. Reaction pathways in an aprotic solvent and a protic solvent are indicated by orange and green arrows, respectively. The subscripts E and K refer to the enol and keto forms, respectively. In the CT axis, the charge density difference shows the change in the charge distribution induced by the MLCT transition. The blue- and red-marked regions indicate the decrease (\(\delta^+\)) and increase (\(\delta^-\)) in negative charge densities, respectively.
compared with the free PIPP-H ligand, the absorption spectrum of Ir-PIPP-H in DCM is broader in all wavelength ranges (Fig. S19†). Ir-PIPP-H exhibits an absorption band up to 500 nm, whereas the free dfppy and PIPP-H ligands exhibit no absorption at wavelengths longer than 310 and 380 nm, respectively. As in Ir-PIPN, these spectral differences between the free ligands and Ir-PIPP-H indicate the interaction between Ir and the ligand, and we assign the newly formed absorption band in Ir-PIPP-H to MLCT.

The steady-state emission spectrum of Ir-PIPP-H in DCM exhibits a single broad emission band from 400 to 700 nm, and the emission decay profile is well fitted by a single-exponential function (Fig. S5 and Table S1†). These results indicate the existence of a single emissive state (Fig. S19c†). A comparison of the emission spectra of the free PIPP-H ligand and Ir-PIPP-H indicates that the emission from the excited singlet state of the free PIPP-H ligand (1LC) is not clearly observed in Ir-PIPP-H (Fig. S19c†), unlike in Ir-PIPN, which exhibits fluorescence from 1LC. This difference is consistent with the low quantum yield of Ir-PIPP-H (0.004), which is five times lower than that of Ir-PIPN (0.021). As in Ir-PIPN, the emission lifetime of Ir-PIPP-H is strongly influenced by the presence of oxygen, indicating that the emission is from a triplet state (Fig. S5 and Table S1†). As in Ir-PIPN, we suggest that the emission band of Ir-PIPP-H is phosphorescence from the 3MLCT state (see the section on Absorption/emission spectra and emission lifetimes). Unlike PIPP, PIPP-H exists mainly as a keto form in the excited states, according to the previous study. Therefore, in the case of Ir-PIPP-H, the observed single emission band is attributed to the 3MLCTK state.

For further comparison with Ir-PIPN, we performed fs-TA measurements of Ir-PIPP-H in DCM. The fs-TA experiments were conducted under the same conditions as those used for Ir-PIPN. The TA spectra of Ir-PIPP-H in DCM exhibit a broad positive signal corresponding to the ESA from 400 to 700 nm (Fig. S20†). The time profiles of Ir-PIPP-H are well fitted with time constants of 3.7 ± 0.7 ps (Fig. S20b and Table S2†). The TA signal intensities after the dynamics of 3.7 ps exhibit a constant value, suggesting the existence of a long-lived component (Fig. S20b†). The TA spectra of the long-lived component measured at late time delays (>10 ps) are similar to the features of the ESA band corresponding to the transition from the T1 state of the keto form of a free PIPP-H ligand to Tm. Considering the experimental and theoretical calculation results, we can expect that the lowest triplet state of Ir-PIPP-H is the 3LC state, as in Ir-PIPN (Fig. S13 and S14†). As discussed in the section on Excited-state dynamics, in Ir complexes, the transition from 1LC to 3MLCT state is ultrafast (~100 fs) through the 3MLCT state. Thus, we can infer that because the 1MLCT → 3MLCT transition proceeds via ISC occurring within 100 fs, the 3MLCT state of the excited molecules is likely to convert to the lowest excited state, 3LC, through fast IC. After photoexcitation, ESIPT can efficiently occur in Ir-PIPP-H, resulting in the keto form of Ir-PIPP-H, as in Ir-PIPN in DCM, and the emission band suggests that the excited molecules exist as the keto form. Based on these considerations, we conclude that the 3.7 ps dynamics correspond to the 3MLCTK → 1LC transition. The observed dynamics of Ir-PIPP-H are not significantly different from those of Ir-PIPN except the time constant value (3.7 ps vs. 10.8 ps) of the 3MLCTK → 1LC transition. We note that the dynamics of 3.7 ps in Ir-PIPP-H are not accompanied by large spectral changes (Fig. S20†), whereas the dynamics of 10.8 ps in Ir-PIPN were accompanied by a spectral blue shift (Fig. 3a). This indicates that the energy gap between the two states (3MLCTK and 1LC) of Ir-PIPP-H is smaller than that of Ir-PIPN. The faster dynamics of Ir-PIPP-H (3.7 ps) than those of Ir-PIPN (10.8 ps) may originate from the smaller energy gap of Ir-PIPP-H.

Conclusions

In this study, Ir-PIPN and Ir-PIPP-H, where an ESIPT ligand was used as the ancillary ligand to avoid the complexity of intermolecular PCET, were designed and synthesized as model systems to understand the PCET mechanism in Ir complexes. To elucidate the effect of external hydrogen bonding on the PCET dynamics of Ir complexes with the ESIPT ligand, Ir-PIPN in DCM and DCM/EtOH (20/80) and Ir-PIPP-H in DCM were investigated by combining fs-TA spectroscopy and theoretical calculations. In particular, the experimental results provide evidence that the temporal order of ESIPT and CT is reversed by the solvent environment in Ir-PIPN. This work is the first experimental observation of the reversion of the temporal order of PT and CT induced by the solvent in metal complexes. In an aprotic solvent (DCM), ESIPT from the enol form to the keto form (1LC→1LC) precedes CT (1LC→3MLCTK), resulting in an improvement in the efficiency of MLCT. In contrast, CT (1LC→3MLCTK) in a protic solvent (EtOH) precedes ESIPT (3MLCTK→3MLCTK) because ESIPT becomes slower by external hydrogen bonding with the solvent. In both aprotic and protic solvents, the 3MLCTK state decays to the 1LC state, which is the lowest excited state of both Ir-PIPP-H and Ir-PIPN because of the largely expanded π-conjugation of the ESIPT ligands, whereas the lowest excited state of a metal complex is generally 3MLCT. These results provide a better understanding of the PCET mechanism in Ir complexes with an ESIPT ligand, which may provide fundamental insights into the design and application of PCET-based Ir complexes. In particular, this study demonstrates the possibility of controlling PCET dynamics in the desired direction and improving the efficiency of CT by simply perturbing the external hydrogen-bonding network with the solvent. Moreover, our experimental results suggest that the efficiency of CT increases when PT precedes CT. We envision that the findings of our study may provide insight into the improvement of photocatalysts that harness PCET involving ESIPT. For instance, a study reported that an Ir complex capable of PCET involving ESIPT exhibited improved photocatalytic performance compared to an Ir complex without PCET. It is worth exploring the possibility of solvent-modulated photocatalytic activities and studying the link between the solvent-modulated PCET found in our study to photocatalytic properties. In addition, it has been reported that organic chromophores with PCET involving ESIPT can exhibit dual emission and that the ratiometric response of emission can vary depending on the surrounding hydration environment. Based
on this feature, the chromophore tagged to the protein has been applied as a molecular probe to quantify the hydration environment of a biomolecule. In this regard, Ir complexes with PCET involving ESIP, which have high photostabilities and long emission lifetimes of Ir complexes compared with organic chromophores, have the potential to be better molecular probes for biological studies because their ratios of emission intensities are affected by external hydrogen bonding.
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