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Abstract. The “No Gap Conjecture” of Brüstle-Dupont-Pérotin states that the set of lengths of maximal green sequences for hereditary algebras over an algebraically closed field has no gaps. This follows from a stronger conjecture that any two maximal green sequences can be “polygonally deformed” into each other. We prove this stronger conjecture for all tame hereditary algebras over any field.

Introduction

For any finite dimensional hereditary algebra over any field (and more generally for any cluster tilted algebra [2]) there is a notion of a “maximal green sequence” which has gained considerable attention in recent years due to its relation to many areas of algebraic combinatorics ([3], [15]) and theoretical physics ([1], [21]). For example, the maximal chains in the Tamari lattice [11] are in bijection with maximal green sequences for the quiver of type $A_n$ with straight orientation.

Many of the open problems about maximal green sequences have recently been solved. One of the main conjectures is that there are only finitely many maximal green sequences. This was proved for all tame hereditary algebras in [3] and extended to cluster tilted algebras of tame type in [4]. Although every hereditary algebra admits a maximal green sequence of length equal to its rank (the number of nonisomorphic simple modules which is also the number of vertices in the associated quiver), it was recently shown that not all cluster tilted algebras have maximal green sequences [16].

This paper solves, in the tame case, another conjecture about maximal green sequences known as the “No Gap Conjecture”. This is the conjecture of Brüstle, Dupont and Pérotin [3] which states that, for hereditary algebras over an algebraically closed field, there is no gap in the sequence of lengths of maximal green sequences. This statement is not true for modulated quivers of types $B_2$ and $G_2$ since the tensor algebras of such quivers are hereditary algebras having only two maximal green sequences—of length 2 and 4 in type $B_2$, and lengths 2 and 6 in type $G_2$. Garver-McConville prove this conjecture in [10] for algebras which are cluster tilted of type $A_n$ and those whose quivers are cyclic. We begin this paper with the observation that the argument of Garver and McConville extends easily to all cluster tilted algebras of finite type over an algebraically closed field (Theorem 2.2.4 below). In fact there is a stronger statement which holds over any field. Namely, any two maximal green sequences are “polygonally deformable” into each other (Definition 2.2.1). In the simply laced case, this implies the No Gap Conjecture. A result of Reading [19] states that this holds whenever the poset of functorially finite torsion classes in the category of finite dimensional modules mod-$\Lambda$ forms a lattice. In particular, this applies to all path algebras of finite type by [13].
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In this paper we prove this stronger conjecture for all tame hereditary algebras over any field. Namely, we show that, for these algebras, any two maximal green sequences are polygonally deformable into each other. This implies the No Gap Conjecture for tame path algebras. The proof uses basic idea from \cite{10} and \cite{19} and extends it to the tame case using results from \cite{4}.

1. Basic Definitions

We give the basic definition of a maximal green sequence from the point of view of representation theory and combinatorics since we will use both languages. We also review the correspondence between these two languages from \cite{12}.

1.1. Representation theory. Let $\Lambda$ be a finite dimensional hereditary algebra over a field $K$. A (finitely generated right) $\Lambda$-module $M$ is called rigid if $\Ext^1_{\Lambda}(M,M) = 0$. It is called exceptional if it is rigid and indecomposable. Two exceptional modules $T_1, T_2$ are called compatible if $T_1 \oplus T_2$ is rigid, i.e., $T_1, T_2$ do not extend each other. A tilting module for $\Lambda$ is defined to be a rigid module with a maximum number of (nonisomorphic) indecomposable summands. It is well-known that this number $n$ is the number of nonisomorphic simple $\Lambda$-modules. This is equivalent to a choice of $n$ compatible exceptional modules. For example, $\Lambda = P_1 \oplus \cdots \oplus P_n$ is a tilting module where $P_i$ denotes the projective $\Lambda$-module corresponding to the vertex $i$.

We define an exceptional object to be either an exceptional modules or a shifted projective object $P_i[1] = (P_i \rightarrow 0)$. These are all objects in the bounded derived category of $\Lambda$. Shifted projective objects are defined to be compatible with each other and with any module $M$ for which $\Hom_{\Lambda}(P_i, M) = 0$. A cluster tilting object for $\Lambda$ is defined to be a maximal rigid object in the derived category of $\Lambda$ whose components are exceptional objects. It follows from the definitions that a direct sum of exceptional objects is rigid if and only if its summands are pairwise compatible. One of the basic theorems of cluster theory is the following.

**Theorem 1.1.1 ([5]).** Every cluster tilting object for $\Lambda$ has $n$ summands $T = T_1 \oplus \cdots \oplus T_n$. For any $1 \leq k \leq n$ there is a unique exceptional object $T_k$ not isomorphic to $T_k$ so that $T' = T/T_k \oplus T_k'$ is a cluster tilting object.

We say that $T' = T/T_k \oplus T_k'$ is obtained from $T$ by mutation in the $k$-th direction and we write $T' = \mu_k T$. The objects $T_k, T_k'$ are called an exchange pair. Another fundamental theorem is the following. (Here we use the fact that the endomorphism ring $F_X = \End_{D^b}(X)$ of any exceptional object $X$ is a division algebra over $K$.)

**Theorem 1.1.2 ([5]).** Two exceptional objects $X, Y$ form an exchange pair if and only if either $\Ext^1_{D^b}(X,Y)$ or $\Ext^1_{D^b}(Y,X)$ is zero and the other is one-dimensional over both $F_X$ and $F_Y$.

Green mutations are defined in Definition 1.2.3. The following characterization of green mutations is from \cite{3}. It has the advantage of making it clear that mutations are either red or green. (Caution: “red” and “green” are reversed from the notation of \cite{3}.)

**Theorem 1.1.3 ([3]).** Let $T' = \mu_k T = T/T_k \oplus T_k'$. The mutation $\mu_k : T \rightarrow T'$ is a green mutation (and $\mu_k : T' \rightarrow T$ is a red mutation) if and only if $\Ext^1_{D^b}(T_k', T_k) \neq 0$.

For example, any mutation of $\Lambda[1] = P_1[1] \oplus \cdots \oplus P_n[1]$ is green and no mutation of $\Lambda = P_1 \oplus \cdots \oplus P_n$ is green.

**Definition 1.1.4.** The oriented exchange graph $E(\Lambda)$ is defined to be the graph whose vertices are cluster tilting objects with an oriented edge $T \rightarrow T'$ when $T'$ is a green mutation of $T$. A maximal green sequence is defined to be a maximal finite directed path in this graph.
Corollary 1.1.5. A sequence of green mutations of cluster tilting objects is maximal if and only if it starts at $\Lambda[1]$ and ends with $\Lambda$.

1.2. Combinatorics. We recall the construction of the extended exchange matrix corresponding to a cluster tilting object [5], [12].

For $M, N$ finitely generated right $\Lambda$-modules the Euler-Ringel form is defined by:

$$\langle M, N \rangle = \dim_K \text{Hom}_\Lambda(M, N) - \dim_K \text{Ext}_\Lambda^1(M, N).$$

Let $S_1, \ldots, S_n$ be the simple $\Lambda$-modules. For any $\Lambda$-module $M$, the dimension vector of $M$ is defined to be the vector $\dim M = (a_1, \ldots, a_n) \in \mathbb{Z}^n$ where $a_i$ is the number of times that $S_i$ occurs in the composition series of $M$. For a shifted projective object $P[1]$ we define $\dim P[1] := -\dim P$. The Euler matrix $E$ is the $n \times n$ integer matrix with entries $E_{ij} = \langle S_i, S_j \rangle$. The Euler-Ringel pairing $\langle \cdot, \cdot \rangle : \mathbb{Z}^n \times \mathbb{Z}^n \to \mathbb{Z}$ is defined on integer vectors by $\langle x, y \rangle = x^t Ey$. It is not too difficult to see that

$$\langle M, N \rangle = \langle \dim M, \dim N \rangle$$

for all finitely generated $\Lambda$-modules $M, N$.

By Schur’s Lemma, $F_i = \text{End}_\Lambda(S_i)$ is a division algebra over $K$ and each $E_{ij}$ is divisible by $f_i = \dim_K F_i$ and by $f_j$. This implies that $E$ can be factored as $E = LD = DR$ where $L, R$ are integer matrices and $D$ is the diagonal matrix with diagonal entries $f_i$. The initial exchange matrix of $\Lambda$ is defined to be $B_0 = L^t - R$. This matrix is skew-symmetric.

For any cluster tilting object $T$ for $\Lambda$ the corresponding extended exchange matrix $\tilde{B}_T$ is given by the following explicit formula (cf. [5]). We use the fact that $\det L = \det R = 1$ since $L$ and $R$ are unipotent matrices.

Theorem 1.2.1 (c-Vector Theorem [12]). For any cluster tilting object $T = T_1 \oplus \cdots \oplus T_n$, let $V$ be the $n \times n$ matrix whose columns are $\dim T_i$. Then

1. There is a unique $\Gamma \in GL(n, \mathbb{Z})$ so that $V^t \Gamma = D$.

2. The extended exchange matrix corresponding to $T$ is given by $\tilde{B}_T = \begin{bmatrix} B_T \\ -\Gamma \end{bmatrix}$ where $B_T = D^{-1} \Gamma^t DB_0 \Gamma$.

For example, if $T = \Lambda = P_1 \oplus \cdots \oplus P_n$ then $\Gamma = I_n$, the identity matrix, since $E(P_i, S_j) = f_i \delta_{ij}$ and $B_i = B_0$. So, the corresponding extended exchange matrix is $\tilde{B}_{I_n} = \begin{bmatrix} B_0 \\ -I_n \end{bmatrix}$. Similarly, the initial cluster tilting object $\Lambda[1]$ corresponds to the initial extended exchange matrix $\tilde{B}_0 := \tilde{B}_{-I_n} = \begin{bmatrix} B_0 \\ I_n \end{bmatrix}$.

Note that $D \tilde{B}_T = \Gamma^t DB_0 \Gamma$ is skew-symmetric. The content of the c-Vector Theorem is that if $T$ is replaced with $\mu_k T$ then $\tilde{B}_{\Gamma}$ is replaced by $\mu_k \tilde{B}_{\Gamma}$ defined as follows.

Definition 1.2.2 ([9]). Let $\tilde{B} = \begin{bmatrix} B \\ C \end{bmatrix}$ be any $2n \times n$ integer matrix where $DB$ is skew-symmetric and let $1 \leq k \leq n$. Then the mutation of $\tilde{B}$ in the $k$-th direction, denoted $\mu_k \tilde{B}$, is defined to be the matrix with entries

$$b_{ij}' = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k \\ b_{ij} + b_{ik}b_{kj} & \text{if } b_{ik}b_{kj} > 0 \\ b_{ij} & \text{otherwise} \end{cases}$$
Proposition 1.2.5. Suppose that

A (reachable) extended exchange matrix $\tilde{B} = \begin{bmatrix} B \\ C \end{bmatrix}$ is defined to be any matrix obtained by from the initial extended exchange matrix by iterated mutation. The columns of $C$ are called the $c$-vectors of $\tilde{B}$.

Definition 1.2.3 (15). A mutation $\mu_k$ is called green if the entries of the $k$-th column of $C$ are all nonnegative. A maximal green sequence is a sequence of green mutations starting with the initial extended exchange matrix $A (reachable)$ and ending in a matrix $\tilde{B}$ whose bottom half $C$ has no positive entries.

Example 1.2.4. Let $\Lambda = \begin{bmatrix} C & 0 \\ C & R \end{bmatrix}$. This is an algebra of type $C_2$ with 4 indecomposable modules. The Euler matrix is

$$E = \begin{bmatrix} 2 & 0 \\ -2 & 1 \end{bmatrix} = LD = \begin{bmatrix} 1 & 0 \\ -1 & 1 \end{bmatrix} \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix} = DR = \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -2 & 1 \end{bmatrix}. $$

So, the initial exchange matrix is $B_0 = L^t - R = \begin{bmatrix} 0 & -1 \\ 2 & 0 \end{bmatrix}$. There are exactly two maximal green sequences of length 2 and 4 respectively. (The first mutation is either $\mu_1$ or $\mu_2$. After that there is no choice but to alternate $\mu_1$ and $\mu_2$.)

$$\begin{align*}
\begin{bmatrix} 0 & -1 \\ 2 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} & \xrightarrow{\mu_1} \begin{bmatrix} 0 & 1 \\ -2 & 0 \\ -1 & 0 \\ 0 & 1 \end{bmatrix} \\
\begin{bmatrix} 0 & 1 \\ -2 & 0 \\ -1 & 0 \\ 0 & 1 \end{bmatrix} & \xrightarrow{\mu_2} \begin{bmatrix} 0 & -1 \\ 2 & 0 \\ -1 & 0 \\ 0 & 1 \end{bmatrix} \\
\begin{bmatrix} 0 & 1 \\ -2 & 0 \\ -1 & 0 \\ 0 & 1 \end{bmatrix} & \xrightarrow{\mu_3} \begin{bmatrix} 0 & -1 \\ 2 & 0 \\ -1 & 0 \\ 0 & 1 \end{bmatrix}
\end{align*}$$

We denote these maximal green sequences by $(1, 2)$ and $(2, 1, 2, 1)$ respectively.

This calculation generalizes in the following well-known way [8].

Proposition 1.2.5. Suppose that $\tilde{B} = \begin{bmatrix} B \\ C \end{bmatrix}$ is an extended exchange matrix for which $\mu_j$ and $\mu_k$ are green mutations. Suppose $b_{jk} = -1$ and $b_{kj} = 2$. Then the two maximal sequences of green mutations using only $\mu_j$ and $\mu_k$ are the sequences $(j, k)$ and $(k, j, k, j)$. Furthermore, $\mu_k\mu_j\tilde{B} = \mu_j\mu_k\mu_j\mu_k\tilde{B}$.

Proof. Let $c_j, c_k$ be the $j$-th and $k$-th columns of $C$. These must be positive (have all coefficients $\geq 0$). If we multiply $(c_j, c_k)$ on the right by the $2 \times 2$ $c$-matrices in Example 1.2.4 we will get the $j$-th and $k$-th columns of the bottom half of the corresponding mutations of $\tilde{B}$. For example, the $j$-th and $k$-th columns of the $C$-matrix of $\mu_j\mu_k\tilde{B}$ are $(c_j, c_k) \begin{bmatrix} -1 & 1 \\ -2 & 1 \end{bmatrix} = (-c_j - 2c_k, c_j + c_k)$.

To show that $\mu_k\mu_j\tilde{B} = \mu_j\mu_k\mu_j\mu_k\tilde{B}$ it suffices to examine the $c$-vectors $c_p$, i.e., the columns of the matrix $C$. If we let $b_{jp} = x, b_{kp} = y$ then, by the exchange formula 1.2.2 $c_p$ mutates to $c_p' = c_p + \max(0, x)c_j + \max(0, y, 2x + y)c_k$.

Let $x' = \max(0, x), y' = \max(0, y, 2x + y)$. For the mutation sequence $(k, j, k, j)$ we get the same vector $(x', y') \in \mathbb{N}^n$ by a straightforward calculation, dividing into cases depending on the
signs of $x, y, x + y, x + 2y$ (cf. Reading [18]). The new $c$-matrix $C'$ determines $B' = (\mu_j\mu_k)^2B$ since, by a formula of [17] which holds for any green mutation of any extended exchange matrix, $B' = D^{-1}X^tDBX$ where $X = C^{-1}C'$ is the matrix whose $j$-th and $k$-th rows we have computed (i.e., $X_{pj} = x', X_{pk} = y'$, and $X$ differs from the identity matrix only in its $j$-th and $k$-th rows). Therefore, $\mu_k\mu_jB = (\mu_j\mu_k)^2B$.

\[ \square \]

2. Polygonal deformations and regular objects

2.1. Polygons. In forthcoming work, Nathan Reading defines a **polygon** in a lattice $L$ to be a finite interval of the form $[x \vee y, x \wedge y]$ which is the union of two chains in $L$ which intersect only at the top and bottom (at $x \vee y, x \wedge y$). Since the poset of finite torsion classes for a tame algebra is not a lattice [13], we use the following weaker notion which applies only to the oriented exchange graph $E(\Lambda)$ defined above.

**Definition 2.1.1** (Based on Reading [19]). A polygon is a finite subgraph of the oriented exchange graph closed under multiple applications of two mutations, say $\mu_j, \mu_k$.

**Proposition 2.1.2.** Suppose that $\tilde{B}$ is an extended exchange matrix for which $\mu_j, \mu_k$ are both green mutations. Consider the longest sequences of green mutations of $\tilde{B}$ starting with $\mu_j$ or $\mu_k$ and alternating between these. Then one sequence has length 2 and the other has length $\ell = 2, 3, 4, 6$ or $\infty$ depending on whether $|b_{jk}| = 0, 1, 2, 3$ or $\geq 4$. Furthermore, the results of these mutations on $\tilde{B}$ give the same matrix up to permutation of the $j$-th and $k$-th rows and columns. Therefore, polygons in the oriented exchange graph have either 4, 5, 6 or 8 sides.

**Proof.** (From [8] and [11].) Up to sign, there are only four possible finite cases. Proposition 12.3 proves one of the cases; the others are similar. The case $\ell = 3$ is the only case where the results of the two mutation sequences $(\mu_k\mu_j\tilde{B}, \mu_k\mu_j\tilde{B})$ in that case) are not equal. $\square$

**Remark 2.1.3.** The finite cases $\ell = 2, 3, 4, 6$ correspond to the rank 2 root systems $A_1 \times A_1$, $A_2$, $B_2$, $G_2$ respectively. From this it follows that in the simply laced case, polygons can only have either 4 or 5 sides.

2.2. Polygonal deformations.

**Definition 2.2.1** (Based on Reading [19]). A polygonal deformation between two maximal green sequences is a sequence of local deformations replacing one side of a polygon with the other in the middle of a maximal green sequence. These local deformations will be called elementary polygonal deformations.

The No Gap Conjecture would follow from the statement that all maximal green sequences lie in the same polygonal deformation class since, in the simply laced case, an elementary polygonal deformation changes the length of a maximal green sequence by 0 or 1 (Remark 2.1.3).

Let $T, T'$ be cluster tilting objects of $\Lambda$ and let $\mathcal{MG}(T, T')$ be the set of all green sequences from $T$ to $T'$. The set of objects in these sequences will be denoted $[T, T']$. Then

$$[T, T'] = \{T'' : T \leq T'' \leq T'\}$$

where $T \leq T''$ if and only if $\mathcal{MG}(T, T'')$ is nonempty.

**Lemma 2.2.2** (Well known, cf. e.g. [4]). A green sequence cannot mutate the same $c$-vector twice. In particular, a green sequence cannot come back to the same point $T$. 

Lemma 2.2.3. Suppose that $T$ is a cluster tilting object of $\Lambda$ with the property that there are only finitely many $T' \geq T$. Then $\mathcal{M}G(T, \Lambda)$ is finite, nonempty, and any two elements of it lie in the same polygonal deformation class.

Proof. First note that every green mutation sequence starting at $T$ will terminate in a finite number of steps to $\Lambda$ since $\Lambda$ is the only cluster tilting object with all negative $c$-vectors. In particular, $\mathcal{M}G(T, \Lambda)$ is nonempty. Finiteness of $\mathcal{M}G(T, \Lambda)$ is clear since green sequences cannot go through the same cluster twice.

Write $C \sim C'$ if $C, C' \in \mathcal{M}G(T, \Lambda)$ lie in the same polygonal deformation class. To prove that all elements of $\mathcal{M}G(T, \Lambda)$ are equivalent, choose $C_1 \not\sim C_2$ so that the two mutation sequences $C_1, C_2$ from $T$ to $\Lambda$ have the largest possible initial common sequence, say $T = T^{(1)}, T^{(2)}, \ldots, T^{(m)}$. The first sequence $C_1$ mutates $T^{(m)}$ to $\mu_j T^{(m)}$, the second $C_2$ mutates $T^{(m)}$ to $\mu_k T^{(m)}$ where $j \neq k$. These two mutations when alternated give a polygon since there are no infinite green sequences starting at $T$. The polygon goes from $T^{(m)}$ up to some $T'$. Since $T' \geq T^{(m)} \geq T$, there are at most finitely many $T'' \geq T'$. Therefore, any green sequence starting with $T'$ will reach $\Lambda$ in a finite number of steps. Choose one such sequence. Together with the initial segment $T^{(1)}, T^{(2)}, \ldots, T^{(m)}$ and the two sides of the polygon, this gives two more green sequences $C_3, C_4$ from $T$ to $\Lambda$ which differ by a polygonal deformation (i.e. $C_3 \sim C_4$); moreover the initial $m + 1$ segment of $C_3$ agrees with the initial $m + 1$ segment of $C_1$ and the initial $m + 1$ segment of $C_4$ agrees with the initial $m + 1$ segment of $C_2$. Therefore by maximality of $m$, we have that $C_1 \sim C_3$ and $C_2 \sim C_4$. So, $C_1 \sim C_3 \sim C_4 \sim C_2$ showing that $C_1 \sim C_2$ for any two elements of $\mathcal{M}G(T, \Lambda)$. □

![Figure 1. Illustration of Lemma 2.2.3](image)

Theorem 2.2.4 (Garver-McConville [10]). The No Gap Conjecture holds for all simply laced cluster tilted algebras of finite type.

Proof. Maximal green sequences of a cluster tilted algebra $\Lambda$ are elements of $\mathcal{M}G(\Lambda[1], \Lambda)$. If $\Lambda$ has finite representation type, all elements are polygonally deformable into each other by Lemma 2.2.3. In the simply laced case, all elementary polygonal deformations change the length of a maximal green sequence by at most one. So, the set of lengths will have no gaps. □
Proposition 2.2.5. Suppose that $T$ has the property that there are only finitely many $T'$ which are comparable to $T$ ($T' \geq T$ or $T' \leq T$). Then we have the following.

1. There exists a maximal green sequence going through $T$.
2. There are only finitely many maximal green sequences going through $T$.
3. Any two maximal green sequences going through $T$ lie in the same polygonal deformation class.

Proof. The set of maximal green sequences which go through $T$ is in bijection with the product $\mathcal{MG}(\Lambda[1], T) \times \mathcal{MG}(T, \Lambda)$ which is finite and nonempty. Given two, $C_1 = (C_1', C_1'')$ and $C_2 = (C_2', C_2'')$, polygonal deformations $C_1' \sim C_2'$ and $C_1'' \sim C_2''$ give a polygonal deformation $C_1 \sim C_2$.

2.3. Regular cluster tilting objects. We now specialize to tame algebras $\Lambda$ with unique null root $\eta$. We will show that every maximal green sequence for $\Lambda$ passes through some regular object and any two sequences which pass through the same object are polygonally equivalent.

Let $P$ denote the set of all (indecomposable) preprojective objects of $\text{mod-} \Lambda$ and let $R$ denote the set of all rigid indecomposable regular objects. We consider $P, R$ to be subsets of the set of exceptional objects of $C_\Lambda$, the cluster category of $\Lambda$. Let $J$ be the set of all other exceptional objects of $C_\Lambda$. Thus, $J$ consists of the indecomposable preinjective and shifted projective objects $P_1[1]$.

Definition 2.3.1. A cluster tilting object will be called regular if it contains at least one component in $P$ and one component in $J$.

Lemma 2.3.2. A cluster tilting object $T$ for tame $\Lambda$ has at most $n - 2$ regular components.

Proof. We know that, for any almost complete cluster tilting object $T = T_1 \oplus \cdots \oplus T_{n-1}$, there is a real Schur roots $\beta$ so that $\langle \dim T_i, \beta \rangle = 0$ for all $i$. If all $T_i$ were regular, then $\beta = \eta$, the null root, is (up to multiplication by a scalar) the unique solution of the linear equation $\langle \dim T_i, \eta \rangle = 0$ for all $i$. This is impossible since $\eta$ is not a real root.

Since every maximal green sequence starts with all components in $J$ and ends with all components in $P$, there is an object $T$ in the sequence which contains at least one of each.

Proposition 2.3.3. Every maximal green sequence passes through a regular cluster.

2.4. Maximal green sequences through regular objects. In this subsection we will show that every regular cluster tilting object $T$ lies in some maximal green sequence and that any two such sequences are polygonally equivalent. To prove this, we need to recall some constructions from [4].

By Dlab-Ringel [7], there is a positive integer $m$ so that for any preprojective root $\alpha$ or preinjective root $\beta$ we have

$$\tau^{-m}\alpha = \alpha + \delta(\alpha)\eta \quad \text{and} \quad \tau^m\beta = \beta + \delta(\beta)\eta$$

where $\delta(\gamma)$ is the defect of $\gamma$, $\eta$ is the null root, and $\tau = -E^{-1}E'$ is Auslander-Reiten translation.

Let $P_m$ be the set of all preprojective roots $\alpha$ with the property that $\tau^k\alpha$ is a projective root for some $0 \leq k < m$. Let $I_m$ be the set of all preinjective roots $\beta$ with the property that $\tau^{-k}\beta$ is injective for some $0 \leq k < m$. Recall from [4] the following subsets of $\mathbb{R}^n$:

$$V_m := \{x \in \mathbb{R}^n : \langle x, \beta \rangle \geq 0 \text{ for all } \beta \in I_m\}$$

$$W_m := \{x \in \mathbb{R}^n : \langle x, \alpha \rangle > 0 \text{ for some } \alpha \in P_m\}.$$
Let $H(\eta)$ be the hyperplane in $\mathbb{R}^n$ given by the equation $\langle x, \eta \rangle = 0$ and let $D(\eta) = \{ x \in H(\eta) : \langle x, \alpha \rangle \leq 0 \text{ for all preprojective } \alpha \}$. For any cluster tilting object $T = T_1 \oplus \cdots \oplus T_n$ let $R(T) \subseteq \mathbb{R}^n$ be the set $R(T) = \left\{ \sum a_i \dim T_i : a_i \geq 0 \right\}$.

**Remark 2.4.1.** Note that $D(\eta), V_m$ and $\mathbb{R}^n \setminus W_m$ are convex. Also, $\eta \in D(\eta)$ and $-\eta \in H(\eta) \setminus D(\eta)$ since $\langle -\eta, \dim P \rangle = \langle \dim P, \eta \rangle > 0$ for all projective modules $P$. Furthermore, $D(\eta)$ contains all regular roots $\rho = \dim R$ where $R \in \mathcal{R}$ since these are exactly the roots which lie on $H(\eta)$ and satisfy $\text{Hom}_\Lambda(R, M) = 0$ for all preprojective $M$ (making $\langle \rho, \alpha \rangle \leq 0$ for $\alpha$ preprojective).

We recall the following properties of these regions.

**Proposition 2.4.2** (See [4], Section 4). (1) $V_m \cap H(\eta) = D(\eta)$

(2) $W_m \cap H(\eta) = H(\eta) \setminus D(\eta)$.

(3) For all $T$, the interior of $R(T)$ lies either entirely in $V_m$ or in its complement.

(4) For all $T$, the interior of $R(T)$ lies either entirely in $W_m$ or in its complement.

(5) If $R(T)$ lies in $V_m$ (or $W_m$) and $R(\mu_k T)$ lies outside $V_m$ (or $W_m$) then $\mu_k$ is a green mutation (in both cases).

(6) $V_m \setminus W_m$ contains $R(T)$ for all but finitely many cluster tilting objects $T$.

(7) For all $T$, the interior of $R(T)$ is disjoint from $D(\eta)$.

(8) $\tau D(\eta) = D(\eta)$.

**Figure 2.** Illustration of Proposition 2.4.2

**Lemma 2.4.3.** If $T$ is a regular cluster tilting object then the interior of $R(T)$ meets $H(\eta)$ and therefore lies in $W_m$ and is disjoint from $V_m$. In particular, $R(T)$ is on the red side of $\partial V_m$ and on the green side of $\partial W_m$. Furthermore, there are at most finitely many such $T$.

**Proof.** Since $T$ contains a preprojective and preinjective (or shifted projective) summand, $R(T)$ has points on both sides of the hyperplane $H(\eta)$. So, $H(\eta)$ meets the interior of $R(T)$. By (7) in the proposition above, the interior of $R(T)$ meets $H(\eta) \setminus D(\eta)$. By (1) and (3), this implies that the interior of $R(T)$ is disjoint from $V_m$. By (2) and (4), the interior of $R(T)$ is contained in $W_m$. By (6) there are only finitely many such $T$. □

**Lemma 2.4.4.** For any regular cluster $T$ there are only finitely many $T'$ comparable with $T$. 

Proof. Suppose that \( T' \geq T \). Then there is a green mutation from \( T \) to \( T' \). Since \( T \) is on the red side of \( \partial V_m \), \( T' \) is also on the red side of \( \partial V_m \) and therefore in the complement of \( V_m \). By (6) in the above proposition there are only finitely many such \( T' \).

Similarly, \( T \) is on the green side of \( \partial W_m \) and therefore so is any \( T'' \leq T \). So, the interior of \( R(T'') \) lies in \( W_m \). Again there are only finitely many such \( T'' \) by (6) above.

By Proposition 2.2.5 this implies the following.

**Proposition 2.4.5.** Suppose \( T \) is a regular cluster tilting object.

1. There exists a maximal green sequence going through \( T \).
2. There are only finitely many maximal green sequences going through \( T \).
3. Any two maximal green sequences going through \( T \) lie in the same polygonal deformation class.

**Remark 2.4.6.** We also note that there is at least one regular cluster tilting object, namely the direct sum of \( P_i[1] \) with all \( P_j \) for \( i \neq j \) where \( i \) is a source in the quiver of \( \Lambda \).

### 3. The Geometry of Regular Objects

The set \( \text{Reg}(\Lambda) \) of regular cluster tilting objects of \( \Lambda \) forms a poset where \( T \leq T' \) if there is a sequence of green mutations taking \( T \) to \( T' \). When this happens, there is a maximal green sequence containing both \( T \) and \( T' \). Using this as an intermediate step, we see that any maximal green sequence going through \( T \) is polygonally equivalent to any maximal green sequence passing through \( T' \). Thus it remains to show the following:

**Proposition 3.0.7.** The poset \( \text{Reg}(\Lambda) \) of regular cluster tilting objects of a tame hereditary algebra \( \Lambda \) is connected.

### 3.1. The regular cluster fan

We introduce the following subspaces of \( \mathbb{R}^n \).

**Definition 3.1.1.** The **regular cluster fan** \( X(\Lambda) \) is defined to be the union of the cones \( R(T) \) where \( T \) is a regular cluster, and \( Y(\Lambda) \) is the intersection of \( X(\Lambda) \) with the hyperplane \( H(\eta) \).

To prove Proposition 3.0.7, we will show that \( Y(\Lambda) \) is contractible. This will produce a connected subgraph of \( \text{Reg}(\Lambda) \) containing all of its vertices implying that the entire graph \( \text{Reg}(\Lambda) \) is connected.

**Lemma 3.1.2.** The space \( Y(\Lambda) \) is closed and decomposes into a union of polytopes \( P(T) := R(T) \cap H(\eta) \) where \( T \in \text{Reg}(\Lambda) \). Moreover, the dual graph to this decomposition is a subgraph of \( \text{Reg}(\Lambda) \) containing all of its vertices, i.e., two polytopes \( P(T), P(T') \) share a face if and only if \( T, T' \) differ by a mutation.

**Proof.** The fact that \( Y(\Lambda) \) is closed follows from Lemma 2.4.3 as \( X(\Lambda) \) is a finite union of closed subspaces.

To show that \( Y(\Lambda) \) decomposes into polytopes, we observe that every face of every \( R(T) \) which meets \( H(\eta) \setminus D(\eta) \) crosses \( H(\eta) \) transversely. This is because, in order for a linear simplex to not be transverse to a hyperplane, it must be contained in the hyperplane. But, if the vertices of a face of \( R(T) \) lie in \( H(\eta) \), they must be regular roots. By Remark 2.4.1 all regular roots lie in \( D(\eta) \). Since \( D(\eta) \) is convex, this would imply the entire face lies in \( D(\eta) \), contradicting the assumption.

Consequently, the intersection of two polytopes \( P(T), P(T') \) is the intersection of \( H(\eta) \setminus D(\eta) \) with the common codimension one face of \( R(T) \) and \( R(T') \) for two regular clusters \( T, T' \). Thus, \( T \) and \( T' \) differ by a mutation. Therefore, the dual graph of this decomposition is a subgraph of \( \text{Reg}(\Lambda) \) which by Lemma 2.4.3 contains all of its vertices.
Example 3.1.3. This example illustrates the space $Y(\Lambda)$. Consider the quiver $\begin{array}{c} 1 \quad 2 \quad 3 \quad 4 \end{array}$ of type $\tilde{A}_{3,1}$. Recall (cf. e.g., [12]) any two adjacent cones $R(T), R(T')$ intersect along a semi-invariant domain $D(\beta)$ for some root $\beta$. By the previous Lemma, the domains $D(\beta)$ cut $Y(\Lambda)$ into triangles and squares as illustrated in Figure 3 (the large outside region is a square containing the point at infinity); the dotted lines indicate the boundary of $Y(\Lambda)$.

The domains $D(\beta)$ intersect the boundary at (dimension vectors of) regular representations, as illustrated in the figure. Here $R$ is the regular representation with dimension vector $(1, 1, 0, 1)$.

![Figure 3. The space $Y(\Lambda)$ and its dual graph in type $\tilde{A}_{3,1}$](image)

Recall that a subspace $X \subseteq \mathbb{R}^n$ is said to be star-shaped around $x_0 \in X$ if for every point $x \in X$ the line $\{tx_0 + (1-t)x : 0 \leq t \leq 1\}$ is contained in $X$. Clearly, a star-shaped space is contractible. We recall without proof the following elementary properties of star-shaped regions.

**Lemma 3.1.4.**

1. If $X$ is star-shaped about $x_0$, then so is its closure $\overline{X}$.
2. If $C$ is a closed convex cone containing a point $x_0$, then the compliment $\mathbb{R}^n \setminus C$ is star-shaped around $x_0$.

In particular, (2) implies that $H(\eta) \setminus D(\eta)$ is star-shaped around $-\eta$, as $D(\eta)$ is convex and contains $\eta$. As star-shaped regions are contractible, the proof of Proposition 3.0.7 reduces to the following.

**Proposition 3.1.5.** The space $Y(\Lambda)$ is the closure of the star-shaped set $H(\eta) \setminus D(\eta)$, and hence is star-shaped.

Proposition 3.0.7 is an immediate corollary of the above proposition. Indeed, Proposition 3.1.5 implies the space $Y(\Lambda)$ has only one component, hence it’s dual graph $\Gamma$ is connected. By Lemma 3.1.2 $\Gamma$ is a subgraph of the (underlying graph of) $\text{Reg}(\Lambda)$, hence $\text{Reg}(\Lambda)$ is also connected.
3.2. Some lemmas. For the proof of Proposition 3.1.5 we require a few technical lemmas.

Lemma 3.2.1. For any \(x \in \mathbb{R}^n\) there exists \(J \subseteq \{j : x_j < 0\}\) and \(a_j > 0\) for all \(j \in J\) so that

1. \(y := x + \sum_{j \in J} a_j \dim P_j\) has nonnegative coordinates.
2. \(y_j = 0\) for all \(j \in J\).

Proof. The proof is by induction on the number of negative coordinates of \(x\). If this number is zero, then \(J = \emptyset\) and \(y = x\) satisfies the required conditions. Otherwise, choose the largest index \(k\) so that \(x_k < 0\) where the vertices are ordered so that every projective \(P_i\) has support at vertices \(j \leq i\). Let \(a_k = |x_k|\) and let \(x' = x + a_k \dim P_k\). Then

1. \(x'_k = 0\),
2. \(x'\) has fewer negative coordinates than \(x\),
3. if \(x'_i < 0\) then \(x_i < 0\).

By induction, there exists \(J' \subseteq \{j : x'_j < 0\} \subseteq \{j : x_j < 0\}\) and \(a_j, j \in J'\), so that

\[y := x' + \sum_{j \in J'} a_j \dim P_j = x + a_k \dim P_k + \sum_{j \in J'} a_j \dim P_j\]

has the desired properties. \(\square\)

Lemma 3.2.2. Suppose \(x \in H(\eta) \setminus D(\eta)\) has at least one nonpositive coordinate. Then \(x \in R(T)\) for some regular cluster tilting object \(T\).

Proof. When \(x\) has at least one negative coordinate, we have by Lemma 3.2.1 that \(x = y - \sum_{j \in J} a_j \dim P_j\) where \(y_j = 0\) for all \(j \in J\) and \(y_i \geq 0\) for all \(i\). When all coordinates of \(x\) are \(\geq 0\), let \(y = x\) and let \(J\) be the set of all \(j\) so that \(y_j = x_j = 0\) and let \(a_j = 0\) for all \(j\).

Since \(J\) is nonempty in both cases, \(y\) has support in a proper subquiver \(Q'\) of \(Q\), the quiver of \(\Lambda\), with vertex set \(Q'_0 = Q_0 \setminus J\). Since \(\Lambda\) is tame, \(Q'\) has finite representation type. Therefore, by the Generic Decomposition Theorem (see [6], [20]), \(y\) can be written as \(y = \sum_{i \in Q'_0} b_i \dim M_i\) where \(b_i \geq 0\) and \(M_i\) are indecomposable representations of the modulated quiver \(Q'\) which do not extend each other. Then, \(T = \bigoplus M_i \oplus \bigoplus P_j[1]\) is a cluster tilting object for \(\Lambda\) and \(x = \sum b_i \dim M_i + \sum a_j \dim P_j[1] \in R(T)\).

To show \(T\) is regular, suppose that it is not. Then all \(M_i\) are preinjective or regular. So,

\[\langle x, \eta \rangle = \sum b_i \langle \dim M_i, \eta \rangle - \sum a_j \langle \dim P_j, \eta \rangle \leq -\sum a_j \langle \dim P_j, \eta \rangle\]

which is negative, contradicting the assumption that \(x \in H(\eta)\) (as \(\langle x, \eta \rangle = 0\)) in the case when \(a_j > 0\). Thus, \(\langle x, \eta \rangle = 0\) only in the case when \(a_j = 0\) for all \(j \in J\) and, furthermore, each \(M_i\) must be regular since \(\langle \dim M_i, \eta \rangle < 0\) for preinjective \(M_i\). But then \(x\) is a positive linear combination of regular roots making it an element of the convex set \(D(\eta)\) contrary to assumption by Remark 2.4.1. So, \(T\) is regular in all cases. \(\square\)

Lemma 3.2.3. If \(x \in H(\eta) \setminus D(\eta)\), there is an integer \(k \geq 0\) so that \(\tau^{-k}x\) has a negative coordinate.

Proof. Since \(x \notin D(\eta) = H(\eta) \cap V_m, x \notin V_m\). Therefore, there exists some preinjective \(\beta \in \mathcal{I}_m\) so that \(\langle x, \beta \rangle < 0\). By definition of \(\mathcal{I}_m\), there is some \(0 \leq k < m\) so that \(\tau^{-k} \beta\) is the dimension vector of some injective module \(I_i\). Then

\[\langle x, \beta \rangle = \langle \tau^{-k}x, \dim I_i \rangle = f_i(\tau^{-k}x)_i < 0\]

where \(f_i = \dim \text{End}_\Lambda(I_i) > 0\). So, \(\tau^{-k}x\) has a negative coordinate. \(\square\)
4. Proof of the Main Theorem

Proof of Proposition 3.1.5. By Lemma 2.4.3, the interior of $R(T)$ for any regular $T$ is disjoint from $V_m \setminus W_m$ and therefore from $D(\eta) = (V_m \setminus W_m) \cap H(\eta)$. So, $R(T) \cap H(\eta)$ is contained in the closure of $H(\eta) \setminus D(\eta)$ and the same holds for $Y(\Lambda) = \bigcup_{T \in \text{Reg}(\Lambda)} P(T)$ (where $P(T) = R(T) \cap H(\eta)$). So, it suffices to show that $H(\eta) \setminus D(\eta)$ is contained in the closed set $X(\Lambda)$. Let $x \in H(\eta) \setminus D(\eta)$.

By Lemma 3.2.3 there is some $k \geq 0$ so that $\tau^{-k}x$ has a coordinate $\leq 0$. Take the minimal such $k$. Since $D(\eta)$ and $H(\eta)$ are invariant under $\tau$, $\tau^{-k}x \in H(\eta) \setminus D(\eta)$. By Lemma 3.2.2, $\tau^{-k}x \in R(T)$ for some regular cluster tilting object $T$. If $k = 0$ we are done. So, suppose $k > 0$. We claim that $\tau^kT$ is a regular cluster and $x \in R(\tau^kT)$. We use the fact that $\tau R(T) = R(\tau T)$ if $T$ has no projective summands.

We claim that $\tau^jT$ has no projective summands for $0 \leq j < k$. Suppose the claim is false, and take $j \geq 0$ minimal so that $\tau^jT$ has a projective summand $P_i$. Then, for $0 \leq p = k - j - 1 < k$, $\tau^{-p-1}x \in R(\tau^jT)$. This implies that $x$ is a nonnegative linear combination of ext-orthogonal roots including $\dim P_i$. So, $\langle \tau^{-p-1}x, \dim P_i \rangle \geq 0$. Since $\tau$ is an isometry and $\tau P_i = I_i[1]$, we have $\langle \tau^{-p}x, \dim P_i \rangle = \langle \tau^{-p}x, -\dim I_i \rangle = -f_i(\tau^{-p}x)_i \geq 0$ which implies that $(\tau^{-p}x)_i \leq 0$. This contradicts the minimality of $k$ since $p < k$. Thus $\tau^kT$ is a regular cluster and $x \in R(\tau^kT)$. □

Theorem 4.0.4. For any tame algebra $\Lambda$, any two maximal green sequences can be deformed into each other by polygonal moves.

Proof. By Proposition 2.3.3 every maximal green sequence goes through a regular cluster $T$. Any two maximal green sequences which go through the same regular $T$ are polygonally equivalent by Proposition 2.4.5. By Proposition 3.0.7 the graph $\text{Reg}(\Lambda)$ of all regular clusters is connected. This implies that any maximal green sequence going through one regular cluster $T$ will be polygonally equivalent to any maximal green sequence going through any other regular cluster $T'$. Therefore, any two maximal green sequences for $\Lambda$ are polygonally equivalent. □

Corollary 4.0.5. The No Gap Conjecture holds for any simply laced quiver of tame type.

As observed in [3] one useful application of the No Gap Conjecture is the ability to compute the length of the longest maximal green sequence for a tame algebra. Recall from [3] that the empirical maximum length for maximal green sequences for $\Lambda$ is the smallest positive integer $\ell_0$ so that the number of maximal green sequences of length $\leq \ell_0$ is positive and equal to the number of maximal green sequences of length $\leq \ell_0 + 1$. When the No Gap Conjecture holds this number must be equal to the length of the longest maximal green sequence since the existence of a longer maximal green sequence would produce a gap, namely $\ell_0 + 1$, in the sequence of lengths of maximal green sequences. In particular, for the quiver $A_{n,1}$, with $n$ arrows going clockwise and one arrow going counterclockwise for $n \leq 7$, the maximum length of a maximal green sequence is equal to $n(n + 3)/2$ by a calculation of [3]. This has been shown directly for all $n$ in [14].
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