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Abstract
Gigantic growth of social media and unbeatable trend of progress in the direction of the web seeking user’s interests have generated a storm of social text streams. Seeking information to know the phenomenon of various events in the early stages is quite interesting. Various kinds of social media live streams attract users to participate in real-time events to become a part of an immense crowd. However, the vast amount of text is present on social media, the unnecessary information bogs a social text stream filtering to extract the appropriate topics and events effectively. Therefore, detecting, classifying, and identifying burst events is quite challenging due to the sparse and noisy text of Twitter. The researchers’ significant open challenges are the effective cleaning and profound representation of the text stream data. This research article’s main contribution is to provide a detailed study and explore bursty event detection in the social text stream. Thus, this work’s main motive is to present a concise approach that classifies and detects the event keywords and maintains the record of the event based on related features. These features permit the approach to successfully determine the booming pattern of events scrupulously at different time span. Experiments are conducted and compared with the state-of-the-art methods, which reveals that the proposed approach is proficient to detect valuable patterns of interest and also achieve better scores to extract burst events on social media posted by various users.

Keywords Event · Text stream · Text normalization · Social media · Online clustering · Decision-making

Tajinder Singh
nith2k14@gmail.com

Madhu Kumari
madhu.jaglan@gmail.com

1 Sant Longowal Institute of Engineering & Technology, Sangrur, Punjab, India
2 Indian Institute of Management, Amritsar, India

Published online: 22 March 2021
1 Introduction

With the increase in social media, social networks’ gigantic growth is being rapidly used by both journalists and customers alike [1]. Social media has changed the way of thinking and provides a different way to understand the globe today [2]. As social media is dynamic and information is posted with precise timestamps. With this, everything posted over social media changes over time [2, 3]. Each minute numerous multimedia (text, image, videos) is shared abundantly. Such sharing pattern of streaming information contains multiple events around the globe [4]. Such events are the primary source of information to gain and know about the most recent happenings, either huge or diminutive, around the world. Event “E” is defined as a happening [5] which have occurred or may occur in the next time span [6]. Multiple feasible ways are available for classifying or correlating a social media testimony to a particular event [3, 7–10]. In describing an event, consumers use #tag (hashtag) or @ symbol [11], which indicates that the content of particular events may be coupled with several events directly or indirectly [12]. A directed acyclic graph describes the relationship between two events. Suppose an event \( E \) occurs at a time \( t(e_\ell) \), and a user \( u_n \) is tagged by a random user in an event stream using tags (# or @, etc.). A relationship may be directly or indirectly related to a particular user \( u_n \) that influences other users’ existence and behavior, which is described in Eq. 1.

\[
E = \{e_\ell \propto u_n\} \forall U \text{ where } u_n \propto e_\ell, e_\ell \subseteq E \text{ and } u_n \subseteq U
\]  

(1)

In a stream of text, events are the real-world’s happening, including a time \( c_r \). Numerous users post on features related to the event \( E \). This scenario will be in a continuous fashion for a period known as event start time \( E_{s_\ell} \) and event close \( E_{c_\ell} \) time. In text stream, it is assumed that the stream documents are considerably associated with an event’s features extracted within the closed time interval of time \([t_1, t_2]\), i.e., \( T \). In other words, we can say that, before extraction text stream, event-related features can be posted on social media. Two types of events occur in social media, which are known as planned and unplanned events. It is observed that planned and trendy/bursy events are not commonly exclusive events; therefore, an event simultaneously either be trendy or non-trendy and can be either planned or unplanned, which is directly related to the event’s frequency. \( E_{bursy} \propto \xi \) where \( \xi \) represents the frequency of a particular event. Planned events such as ICC World Twenty20 are an example of a bursty event whereas, Indian Idol Premier is also planned event but is not bursty.

Similarly, unplanned events such as Hurricane 2017, USA was bursty, and the minor road accident is non-bursty in the different span. The bursty behavior is directly associated with the diffusion rate of information over a social media or network. It has concerned and motivated numerous researchers to participate in this emerging area to extract and analyze data patterns. Streams of data in real-time help the domain researchers analyze real-world events with geographical information [13]. In the stream of text, event occurrence also depends on the arrival of events. In this paper, we are considering the twitter stream of text. Thus, the stream \( S \) is an extraction of the tweet \( T_w \) in a closed time interval of time, \([t_1, t_2]\) which contains
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A steam sequence $S = \{t_1, t_2, t_3, \ldots, t_n\}$. A steam sequence $S$ is a set of all the streams collected during the interval $S = \{s_1, s_2, s_3, \ldots, s_n\}$. Some part of $S$ such that $s_i$ includes tweets $t_w$, which may be or may not be linked to other social network entities, we ignored those tweets. In our article, we calculate the burst time of an event directly related to the number of hits and number of users’ posts on a particular topic for a specific period $T$. Thus, any event’s burstiness factor can be analyzed when the frequency of the features related to an event $E$ in the text stream $S$ is extensively greater than expected. A threshold value is to be established for analyzing the burst rate of an event. Consider $\delta$ is a threshold value, and an event $E$ having a similar or related keyword is occurring again and again in a particular time $t_i$ in time series $T = (t_1, t_2, t_3, \ldots, t_n)$. It can reach the value of threshold or cross $\delta$, which is called a bursty event. In other words, it is also known as a trendy event over a particular network.

1.1 Motivation and contribution

The main motive of this research work includes the following:

- This study aims to analyze the trend of an event over a particular time and find out the reactions of the participants and users related to that related event.
- This research article also highlights the event detection methods for social text stream data whose motive is to provide an inclusive view of the recent development in event detection, classification, and burst detection field.
- In this article, for designing and understanding such events’ behavior, especially for a critical scenario like real-time text stream, the quality of results depend primarily on the methodologies employed under each phase of event burst detection.

On the other hand, the contribution of the research work includes:

- This research work deals with the real-time stream text to analyze burst behavior of events, which is very useful in social, cultural, political, and other planned or unplanned events cases.
- Usually, data on social media are written with informal intentions, which is a significant challenge for every researcher to clean it. This article has achieved a good record to deal with informal text, which includes misspelling, grammar errors, slang language, irregular abbreviations, mixed languages, and improper sentences.
- Various features of the events have been explored, and they are categorized based on their similarity index using clustering. The diffusion rate is also calculated for features, which leads the event features toward trendy over a network from which a burst behavior can be measured.

The above-described points on which our article contributes are divided into various sections, which are described below.
2 List of notations

Table 1 is defining all the notations which we are using in this article.

3 Related work

Various definitions of event detection, classification, and bursty event are available based on multiple descriptions of context and polarity. Orr et al. [14] context of newswire documents is considered in which authors structured event detection as recognizing “trigger words” and classify events into “refined types.” It is quite challenging to expect trigger words in social text streams due to stream text’s unstructured nature. Identify the features of the unstructured text are quite tricky. Text in social stream contains various symbols (@, #, etc.) [11], short forms (hlo, hru, luv, etc.), which make social text noisy and challenging [15, 16]. Cluster based approaches for event detection and classification task for online incremental clustering in [17] are used. Similarly, in [12, 18] clustering mechanism of event detection is explained in which the similar events are clustered together into a suitable cluster [19]. In [20] with clustering of related events together authors also work to recognize event which is to be clustered. In [21, 22], the authors discussed and explained the most important event detection approaches using unsupervised machine learning and clustering, respectively. Aggarwal [23] defined that the clustering stream problem is closely related to determining events. Allan et al. [24] explained and studied new event detection and tracking. They developed a novel approach to single-pass clustering and online adaptive filtering to handle evolving news events. Content based methods using supervised and unsupervised techniques for event detection are present in [25]. Xiaowen Dong et al. [26] use wavelet transform for multi-scale event detection in temporal and spatial scales. The authors also developed a novel approach based on graph-based clustering to compute text similarity. Hilla Becker [27] studied the event identification problem and clusters the event documents with multiple features linked to specific similarity metrics (Table 2).

On the other hand, bursty or trendy terms have their significance on Twitter. A bursty or trendy event also plays a vital role in data/text mining. The evolution and occurrence of similar texts strangely at an unusually high rate for a particular context influence text streams to be a bursty event. Several studies and experiments have been conducted to identify the bursty term from massive text streams. TwitterMonitor [28] is classifying bursty words using greedy methods. It coupled words into a cluster based on their co-occurrence in tweets where every cluster corresponds to an event. In [14, 29, 30], incremental clustering methodologies are explained, and the domain of event evolution is also explored and solved [31]. In incremental approaches, they will be updated on the arrival of new text streams. In [32], authors contribute to detect the bursty events during the US election 2016. They also determined the influence on the growth based on historical data.
| Notation | Meaning | Notation | Meaning | Notation | Meaning |
|----------|---------|----------|---------|----------|---------|
| “E”      | Event   | $t_a$    | Initial time | $e_f$ | Value of any feature |
| “T”      | Time    | $C$      | Cluster   | $\sigma$ | Standard deviation |
| $t(e,)$  | Events occurring time | $C_y$ | Life of a cluster | $f$ | Feature |
| “U”      | User    | $t_u$    | Creation time of cluster | $t_i$ | Particular time from a time series |
| $\xi$    | Frequency of a particular event | $t_x$ | Time when last event feature added | $\mu$ | Mean value |
| $S$      | Stream of text | $\eta$ | Clusters survival time | $\delta$ | Threshold value |
| $T_w$    | Tweets  | $\Upsilon$ | User defined | $s_i$ | Part of stream text |
| $(U, L)$ | Upper and lower bound | $\Omega$ | Value of threshold of various feature of event | $w$ | Weight updating |
Probabilistic approaches are also having a significant impact on bursty event detection. In [33], a parameter-based free probabilistic methodology is designed. Authors claimed that the proposed approach searched the smallest set of bursty features that signify a bursty event. A clustering approach is also used, which groups the collected features and analyzes bursty events’ peak times. In [34] also used a probabilistic approach in which authors find a topic of interest and extract patterns from the text stream. A clustering mechanism is applied, which will group all similar words for every time phase, and then applied Kullback–Leibler divergence measure to find out consistent topic over time. Query-based event detection methodology is proposed in [35]. In this case, a tweet is represented by various features in which firstly a number of words and position of the query word in tweet id identified. In the next step, words available in the tweet are analyzed for their codependency and relative ordering. In event classification, the Support Vector Machine classifier is used in [36]. It classifies the tweets into positive and negative classes based on event queries. The author uses this classifier to sense an earthquake and [37] distinguishes non-event words from event words. For this purpose, authors converted words in a string of symbols and then apply hierarchical clustering to produce similar event clusters. In [38] senses bursty event from Twitter, and in [39] online clustering mechanism for topic discovery is explained. In [40, 41] sub-event representation is analyzed in which event time and location are identified by using tf-idf approach. A clustering mechanism is applied, which is based on the self-organizing map. Gigantic growth and evolution of event detection and trend prediction are infrequently stated as burst, which is usually used to describe burst prediction in the text stream. The trend in the text stream is directly associated with the features related to the topic using supervised learning. It gives sharp growth to the features, and this observation can be

| Methods       | Various approaches and mechanism |
|---------------|----------------------------------|
| [9, 18, 21, 23] | ● ○ ○ ○ ○ ○ ○ ○ ○ ○ |
| [11, 29–31]   | ○ ● ○ ○ ○ ○ ○ ○ ○ ○ |
| [27]          | ○ ○ ● ○ ○ ○ ○ ○ ○ ○ |
| [38, 44]      | ○ ○ ○ ● ○ ○ ○ ○ ○ ○ |
| [22, 25]      | ○ ○ ○ ○ ● ○ ○ ○ ○ ○ |
| [33, 35, 36]  | ○ ○ ○ ○ ● ○ ○ ○ ○ ○ |
| [37]          | ○ ○ ○ ○ ○ ● ○ ○ ○ ○ |
| [39]          | ○ ○ ○ ○ ○ ● ○ ○ ○ ○ |
| [28]          | ○ ○ ○ ○ ○ ● ○ ○ ○ ○ |
| BUrST         | ● ● ○ ○ ○ ○ ○ ○ ○ ○ |

●: Satisfied; ○: Unsatisfied; A1: Clustering-based approaches; A2: Online incremental based clustering; A3: Graph-based clustering; A4: Supervised Learning; A5: Unsupervised Learning; A6: Probabilistic based approaches; A7: Query-based event detection; A8: Hierarchical based clustering; A9: Greedy Method
used to predict trends and popular events in social media [42]. In social media community social users share their opinion in which the content can be extracted from news articles or from real-world social text stream/data sets. In [43] the proposed approach based on real-world dataset BuzzFeed is used for fake news detection. Various features have been used for news classification purpose. Similarly, in [44] a time based trend prediction approach is designed which works on a particular time frame on the based on citation trend. Feature based similarity and semantic based similarity approaches are also very common in social media text analytics and in [45, 46], spam detection approach is designed using machine learning approaches. The authors have designed a methodology which is helpful to analyze the correlation between feature values and emotion values in a particular time series.

4 Problem formulation and designing mechanism

This section describes the problem formulation in bursty event detection, and its designing mechanism is also introduced.

4.1 Problem definition

In this section, we are exploring the various methods of event detection. We have defined the problem statement and few expressions for data pre-processing. Then we explained the three approaches that receive the preprocessed text as input and output the perceived events. Next, we discussed the proposed methodology with essential terminology. The main motive is to intend a plan for the real-time system, and for this purpose, we designed an interface to collect twitter stream text. We carried our experiment based on query-based crawling of the text stream. Our designed interface can collect and analyze the stream generated and posted by numerous Twitter users. To analyze the burstiness of an event, we calculated frequency based on the time directly proportional to interest arguments in a particular time domain. Since the clock cycle of the time domain and for this purpose, we assume that the new event topics can be analyzed or classified when text is crawled in the stream. Clustering methodology is to be implemented, which will group similar events. A threshold value is to be set, identifying and calculating the number of hits by various circumstances. After each elapsed time domain, the approach’s output is the directory of multiple classified events in a text stream. A classified event’s frequency is checked, an event with a high frequency is classified as a burst.

We assume that the designed model can be appropriate for various real-world situations (natural disasters). Calculating the event’s frequency from the threshold function, we can detect its influence in a different time slot. The designed approach is interesting and relevant for short text messages on twitter, text stream, and other short message blogs. In general, Fig. 1 is depicting the various steps involved in burst event detection. This approach is also applicable to detect the burst rate of cultural events, festivals, and elections. Still, it demands more time, such as hours or
even days, because such discussions go long and have a high impact on users and the location.

4.2 Designing methodology

Text in the form if the stream is extracted and it is normalized before further processing. As the crawled text will be noisy and consist of various unwanted symbols, abbreviations, and short forms. Thus for cleaning the stream of text, normalization is to be implemented. For this purpose, we used the methodology described in [15]. In text pre-processing, the neighboring binding of the slang words existing in text corpus with diverse senses (coexisting) so far based on bigram and trigrams language models is calculated. With both language models, the prospective sense binding vector is collected with the systematic words (pair and triplet ordered pair), and their related probabilistic weight is also calculated. In the next step, the author [15] has decided the significance of the unidentified word. Word2Net dictionary is also used to identify the words which are OOV (Out of Vocabulary). After this process, clustering is implemented as the data are continuously coming, and it is quite challenging to analyze its features to combine. Thus, to obtain and handle this challenge, we use an online clustering mechanism to buildup information comparative to the text stream that is already classified and normalized to assign clusters accordingly. To make this concept clearer, we describe few definitions that will provide a crystal clear situation.

4.2.1 Tweet and stream of a tweet

Tweet $T_w$ can be in any form out of seven major categories: Regular, Image, Video, Location, @mention, Re-tweet, and Poll tweets [47], and can be represented as $T_w = \{R_T, I_T, V_T, Loc_T, Tag_T, R_T, P_T\}$. $T_w$ facilitates the users to share, deliver, and interpret 140 characters post [48] whereas, $S$ is a set of all the streams collected during the interval $S = \{s_1, s_2, s_3, \ldots, s_n\}$ in a closed interval of time, $[t_1, t_2]$ where the initial time is $t_a$ where $T_w = (t_{w_1}, t_{w_2}, t_{w_3}, \ldots, t_{w_n})$ is the representation of a sequence of the text stream.

In this way, we originate the research issue of detecting events in real-time text stream and cluster together the interesting pattern using cluster mechanism. The flow of text from the stream will be in a continuous fashion. It’s the cluster’s responsibility $C$ to manage the traffic, assign the cluster to every upcoming event, and update its value $C$. During the crawling of text from the twitter text stream $S$, the tweet $t_{w_j}$ will
connect the most related cluster created before the similarity between tweets’ texts. The available cluster is greater than the threshold \( \delta \) otherwise new cluster \( C_{new} \) will be made.

From this behavior of tweets, bursty nature can be calculated because the cluster has maximum hits of similar events quickly. This dynamic nature of the cluster makes our approach more efficient. A cluster \( C \) will be dynamic \( C_{dynamic} \) if it grows with time \( T \), whereas it does not update its value with the change in time in a static cluster.

### 4.2.2 Cluster and life length of a cluster

The cluster concept in the text stream is necessary to categorize the similar contents in the summarized form. For this purpose, text streams, \( S \), is distributed among clusters \( C \), which is defined as \( C = (C_1, C_2, C_3, \ldots, C_n) \) where, \( C = (C_1, C_2, C_3, \ldots, C_n) \in S \) such that \( S \cup (C_1, C_2, C_3, \ldots, C_n) \). The tweets from the text stream \( s_i \) belong to \( C_j \) a cluster based on similarity at a time \( t_j \) where \( C_j \subset C \). Consider \( C_{lf} \) representing the lifetime of a cluster, where \( t_a \) the creation time of cluster \( t_x \) is when the last event keyword is entered in a cluster and \( \eta \) is a survival time function for a cluster after creation (even no tweet added after creation time) of a cluster. Whereas, \( \Upsilon \) is a user-defined factor, which indicates the dynamic nature of the cluster. The whole scenario is represented in Eq. 2.

\[
\eta + 2^\Upsilon \times (t_x - t_a)
\]  

(2)

### 4.2.3 Decomposition rate of a cluster

It is usually represented as, \( \tau = \frac{1}{C_{lf}} \). We check the dynamic activity of a cluster during event burstiness as it receives upcoming tweets from the text stream. Usually, a high frequency of a particular event in a short time period is considered a bursty event. Consider \( t_d = (\eta + \Upsilon) / \Theta \) being the duration of time span. This factor will help us evaluate the burstiness by checking it at the end of the time span. \( \Theta \) is a user-defined parameter directly proportional to the \( (\eta + \Upsilon) \) indicating that if the value of higher \( \Theta \), shorter will be the time to check the bursty events.

### 4.2.4 Similarity measures of streaming text and existing tweets

Similarity of the text stream tweet can be computed between the new tweets coming from the stream window and the tweets existing in various clusters using \( \text{sim}(t_w, C) \). We are considering the various features of the tweet in which we are considering the location, time, type of tweet, and user, i.e., \( (t_{w_loc}, t_{w_time}, t_{w_type}, t_{w_user}) \). Consequently, we use the standardization method (standard score) based on features characterized. From this standardization, we can predict the number of users that sent the tweets to the dedicated cluster \( C \), various locations from where the tweet was posted, the total amount of tweets posted in a particular time span, and its tweet type, i.e., either
re-tweeted or not. A higher standard store in any values of $t_{W_{(loc)}}, t_{W_{(time)}}, t_{W_{(tw)}}, t_{W_{u}}$ is a clear signification that there has been an unusual intensification of tweets. Suppose $e_f$ symbolize the value of any feature in a particular time span, then the standard score can be described as follows:

$$Z(e_f) = \frac{f - \mu(f)}{\sigma(f)}$$ \hspace{1cm} (3)

Here in Eq. 3, $\mu$ is a mean value, $e_f$ is the feature associated with an event, $f$ is a feature that is computed, and $\sigma$ the standard deviation. Whereas we will compute the mean and standard deviation of the event’s feature $f$ and use the way described in [49] figured out as given in Eq. 4.

$$\mu_\varphi = \mu_{\varphi-1} + \frac{1}{\varphi}((e_f)_\varphi - \mu_{\varphi-1})$$ \hspace{1cm} (4)

$$S_\varphi = \mu_{\varphi-1} + \frac{1}{\varphi}((e_f)_\varphi - \mu_{\varphi-1})( (e_f)_\varphi - \mu_{\varphi})$$ \hspace{1cm} (5)

$$\sigma_\varphi = \sqrt{\frac{S_\varphi}{\varphi}}$$ \hspace{1cm} (6)

Thus, to compute the Z-Score of the feature of events, we relate Eqs. (4) and (5) for the incremental mean and variance estimate.

### 4.2.5 Optimization of events stream and threshold

In this section, we describe the machine learning-based approach to optimize the stream of text with a threshold for detecting events. The analysis approach is based on a given stream of text $S = \{s_1, s_2, s_3, ........s_n\}$ and the tweets entities in a cluster $C$ based on a similarity function $sim_{(t,w, C)}$. The main objective of optimization for text stream is to map data to precise space to obtain reliable representation [50, 51]. When enter based on cluster threshold metric, any event from the twitter stream will be calculated for every cluster for a particular time span. For this research article, we measure the threshold based on time series in which we will check the threshold value, and the event which is approaching the value of the threshold will be declared as a bursty event. We are also taking care that in a particular scenario, sometimes the events travel a long time. We can say that the survival time of an event can be extended, which affects the burstiness. By taking care of this situation, we are considering this based on time series. An event approaching the threshold in less time will be bursty, and others will be weeded out.
After calculating the threshold for various features of the event, a cluster is declared bursty if any of the features \((t_{w(loc)}, t_{w(time)}, t_{w(rtw)}, t_{w(ut)w})\) defined in step 3 are more significant than the other feature values of the clusters. The mechanism of online clustering is described in the next section with its proper functioning. It also works for assigning a similar cluster to the tweet based on the similarity function.
**Algorithm 2: BUrST**

**Initialization:**

1: **Input:** A continuous stream of tweets Text stream $T_w = (t_{w_1}, t_{w_2}, t_{w_3}, ..., t_{w_n})$, a threshold $\delta$, Cluster survival time $\eta$, $t_\alpha$ is a creation time of cluster, $t_{z_c}$ time when cluster will not accept more event i.e. the time when last event entered, $t_{\phi}$ is the time span, and $C_y$ is the life or survival life of a cluster.

**Output:** Active cluster $C$ with collection of a set for bursty event $B$

2: **Begin**

   $t_{\phi} = (C_y + h)
   \frac{g}{\eta}$
   $C \leftarrow \phi$
   $B \leftarrow \phi$

   $i = 1$

   $SO_i \leftarrow t_{w_1}$, Creation of social Object for tweet

   $C_i \leftarrow SO_i$, Creation of cluster for social object of text stream where other clusters will be created in same way where $C = \{C_1, C_2, C_3, ..., C_n\}$ $B \leftarrow C \cup C_i$

3: While (not end of stream) Compute indicator dataset of text stream corresponding to $i$

   $i \rightarrow i + 1$

   Obtain the next tweet from stream $t_{w_i}$

   Apply step 2 for the creation of social object for the new coming tweets

4: for each cluster $C_k = \{C_1, C_2, C_3, ..., C_n\}$

   if IsDynamic($C_k$) then

   Similarity of each cluster is computed as:

   $(SO_j, C_k) \leftarrow ComputeSimilarity(SO, C_k)$

   else $C \leftarrow C - C_k$

   END

END

5: **Computing bursty event from threshold**

   if $sim_{(SO, C_k)}(SO, C_k) \geq \delta$, then check burst as:

   CheckBurst($C_k$) then

   $B = B \cup C_k$

   END if

   Compute new threshold value by accepting new coming stream of text from cluster.

6: Else

   $C_x \leftarrow CreateCluster_{(SO)}$, where $C = C \cup C_x$

END if

END while

End
5 Proposed online clustering mechanism

5.1 Procedure

Proposed methodology BUrST is an augmentation process. The primary purpose is to process all the incoming tweets of streams and classify the tweets according to their similarity. It also groups all tweets in a cluster which represents an event. Further, it recognizes the bursty event based on the burst rate measured with the threshold value $\delta$. Identifying the bursty nature of cluster time plays a vital role because this methodology collects tweets $T_w = (t_{w_1}, t_{w_2}, t_{w_3}, \ldots, t_{w_n})$. The cluster $C_i$ will be generated based on incoming tweets from the stream of text. In the first step, any tweet enters, the new cluster will be generated, and identity is assigned to a particular cluster based on the event type. Similarly, in the next phase, the new cluster will be generated, but before developing a new cluster, the similarity of the upcoming event’s tweets is to be analyzed using the similarity function $\text{sim}(t_w, C)$. Social object $SO_i$ is created for every dedicated tweet by setting their equivalent frequencies. Further, the event similarity is identified, and it helps to estimate the bursty nature of the event. On the other hand, if a new tweet $t_{w_k}$ arrives at the time $t_k$, it indicates that it is not an end of a stream and a social object is to be created for fresh incoming tweets for analysis. In the next step, the static clusters are eliminated from the group of clusters. Based on the similarity function as defined in the BUrST, if similarity elapsed $\text{sim}(t_w, C)(SO_i, C_k) \geq \delta$, the function $\text{CheckBurst}(C_k)$ is executed. These bursty events were then put into a function B that indicated the discovered bursts. In the above scenario, it is very clear that burstiness can be found, but it also demands updating the different time slots’ threshold values. Therefore, an updating function must be updated every text stream’s value after assigning a cluster to a particular event. For this purpose, we are using the stochastic gradient descent method using a learning rate $\omega$ is used for weight updating. From BUrSt, we have achieved our target to find threshold value $\delta$. Now the difference between the old and new frequency is also calculated (Eq. 7).

\[
Q(\delta)_{c_i} = \frac{i}{n} \sum_{i=1}^{n} Q_i(\delta)_{c_i}
\]

Here in equation 7, $\delta$ is a parameter to learn, and it describes the frequency of events in a cluster $c_i$. The function $Q$ is directly associated with observation of cluster $C$, which is associated with its frequency rate. Therefore, from Eq. 7, we will calculate every frequency $\delta$ and give the event’s updated value burst.

5.2 Similarity measure

In any clustering approach, cluster groups all similar types of objects together. The algorithm’s efficiency and success are also directly related to the similarity calculated by the cluster’s similarity function. Based on that, during experimentation, we found that the tweets, including the hashtag (#) or @ symbol, usually have more priority and are related to the re-tweet or addressing hype topic, person, place, or something. Sometimes in computing the similarity of tweets, the lexicon may be changed, and
ambiguity can exist, leading to creating a new cluster. Thus, due to this issue, we have to analyze the tweets having multiple words with the same meaning to compute the similarity efficiently without leading to a new topic or event. A tree data structure represents the event-related keywords in which one root word related to event will combine all other event related words together in a single tree to count the occurrence of the same event word. Dependency parsing is a lightweight syntactic formalism that relies on lexical relationships between event words. Due to this reason, the turbo parser is used as it can extract the events’ non-local feature and perform approximate inference to speed-up the event detection task. The architecture used to represent the whole scenario is layered (n-tier architecture), where each layer has individual responsibilities and ways to manage dependencies among event features.

5.3 Pseudocode for evaluating burstiness

Pseudo code for evaluating an event’s burst behavior is described, which is working on the various features captured by an event at the time $T$. Based on features cluster address the events, the burst event cluster can be gained as explained below by following the given procedure.

\[
\begin{align*}
Z_{c_f}(T(t_{u_{w_{\text{new}}}})) &= \frac{T(t_{u_{w_{\text{new}}}}) - \mu(T(t_{u_{w_{\text{new}}}}))}{\sigma(T(t_{u_{w_{\text{new}}}}))} \\
Z_{c_f}(Tr_t(t_{u_{w_{\text{new}}}})) &= \frac{Tr_t(t_{u_{w_{\text{new}}}}) - \mu(Tr_t(t_{u_{w_{\text{new}}}}))}{\sigma(Tr_t(t_{u_{w_{\text{new}}}}))} \\
Z_{c_f}(Tr_t(t_{u_{w_{\text{new}}}})) &= \frac{Tr_t(t_{u_{w_{\text{new}}}}) - \mu(Tr_t(t_{u_{w_{\text{new}}}}))}{\sigma(Tr_t(t_{u_{w_{\text{new}}}}))} \\
Z_{c_f}(Tu_t(t_{u_{w_{\text{new}}}})) &= \frac{Tu_t(t_{u_{w_{\text{new}}}}) - \mu(Tu_t(t_{u_{w_{\text{new}}}}))}{\sigma(Tu_t(t_{u_{w_{\text{new}}}}))}
\end{align*}
\]

if $Z_{c_f}(T(t_{u_{w_{\text{new}}}})) \geq \delta \| Z_{c_f}(Tr_t(t_{u_{w_{\text{new}}}})) \geq \delta \| Z_{c_f}(Tr_t(t_{u_{w_{\text{new}}}})) \geq \delta \| Z_{c_f}(Tu_t(t_{u_{w_{\text{new}}}}))$ then

C is a cluster which is bursty.

End

| Data Set            | Temporal Coverage (in different time span) | No. of tweets (before normalization) | No. of tweets (after normalization) | Number of Features |
|---------------------|-------------------------------------------|-------------------------------------|-------------------------------------|--------------------|
| FA CUP              | 12 h                                      | 188,564                             | 437,453                             | 13                 |
| Enron mail stream   | 24 h                                      | 485,619                             | 459,411                             | 27                 |
| US election         | 36 h                                      | 164,761                             | 152,412                             | 32                 |
| Canada Election 2019| 36 h                                      | 982,123                             | 945,512                             | 240                |
6 Experimental study

The proposed methodology is evaluated by experiments that are implemented to reveal the effectiveness and efficiency. We compare our methodology to compare it with three states-of-the-art approaches using three different data sets. In this section, we discuss the existing approaches used in our experiment, which are explained in [52], such as LDA, graph-based, and bn-gram. We also explained the data sets used in this research: Twitter text stream, Enron mail stream [53], and US Elections [52].

6.1 C. latent dirichlet allocation (LDA)

Probability based event detection methods are famous for addressing the topic detection problems in textual datasets. In other words, we can say that the topic model is a Bayesian model. Each document is associated with a probability sharing over topics and turn allocation over topics. LDA is a widespread and widely used model due to which reason, and we select it as a baseline to evaluate our approach [54]. In LDA, each document is referred to as a bag of words. These words/terms are the only examined words in the model. Bayesian inference is used to guess and estimate the distribution of document and term distribution per topic hidden. LDA necessitates an anticipated amount of topics $k$.

6.2 Document-pivot topic detection (Doc-p)

Another approach that we have used is a document-pivot approach. As in [55] LSH is used to extract the nearest neighbor in the document. LSH is adapted to rapidly retrieve the nearest neighbor of a document and speed up the clustering mechanism. The pre-processing is to be performed on the document, which is already explained in [15]. In this process, the steps involved are performing online clustering on real-time event posts, finding the best matching tweet from the posted tweets to detect event similarity, assigning cluster based on similarity, and compute the similarity score. The method to compute the similarity score [52] is given below (Eq. 8).

$$
\text{score}_c = \sum_{i=1}^{\lvert \text{Doc}_c \rvert} \sum_{j=1}^{\lvert \text{words}_i \rvert} \exp(-p(w_{ij}))
$$

(8)

6.3 Graph-based feature-pivot topic discovery

We used another approach to extract unique features in the collect documents. Structural Clustering Algorithm for Networks (SCAN) [56] is used by this approach to cluster the documents. This SCAN approach perceives nodes’ communities and provides a detail of the center, each of which may be attached to a
multiple set of communities. In this way, a network is generated where each community exchanges information to the related community. It also provides an effective way to a specific link between topics. Similar words can be cluster together based on similarity, and the importance of the words can also be computed by considering the probability of words. As in [57], the probability of a word is computed as $p(w|textstream)$. Generally, this approach includes four folds which are selection, linking, clustering, and clustering enrichment.

### 6.4 BN-grams method

This method contains three steps: the calculation of DF-IDF calculation in the first step. The second step performs the n-gram clustering in which similar keywords from the twitter stream are combined. In the third step, topic ranking is performed. Each tweet is normalized/pre-processed for this purpose; we use a similar approach again as described in [15]. In our research work, we consider two types of aggregation such as time and topic [58]. Furthermore, LSH is implemented on the collected tweets in a particular time slot based on tweet similarity.

### 7 Evaluation mechanism and dataset: implementation detail

The outline of evaluation includes multiple stages, which are explained below:

- **Data collection:** we extract the text from the Twitter API for significant events such as Enron mail stream, US elections, and FA Cup. Various challenges occurred during the collection of text streams, and to overcome these challenges, we designed a real-time system to consume the Twitter API. To create an evaluation dataset, we used three types of widely used data sets from which various entities and other features required for event classification are extracted from these input tweets. We collect the Tweets related to these data sets, and accordingly, keywords and hashtags are applied at different time slots of stream-

---

**Fig. 2** Process of collecting Tweets from Twitter: FA Cup Stream (a), US Election text stream (b), Enron mail text stream (c)
ing text for extracting data. The streaming of extracting data from Twitter related to events is extracted minute by a minute basis. Relying on the Twitter streaming mechanism, we execute it in an online scheme that can account for the scale and fluctuations of the Twitter stream. The extraction process was divided into various time slots to collect an average amount of tweets according to the aimed event’s character. The use of timestamp information in the text stream data set can be converted into streams [8]. In this stream of tweets, each object contained text and the sender and receiver information, including network structure. To understand the email network structure compared with tweets, a tweet with a single sender and multiple receivers communicate. Further, for each cluster related to the event theme, we take all the entities from every point in time and produce one set of event entities based on different features associated with an event. If the feature value of an event matches with the theme of an event (using step 4 of algo1), then a score will be added into a particular event cluster, including event ID and title) otherwise ignored. To handle multiple events features simultaneously, different IDs and titles are assigned for each of them. Table 3 is describing some examples of event related data in different scenarios.

- **Mining the ground reality**: in every text corpus or stream of text, many essential matters are concealed. Therefore, understanding the reality of the awe-inspiring text amount of attempt would be entailed to extract features manually. In other words, we can say that we cannot rely totally on the extracted features from a stream or the features visible in data sets. Every topic, the ground reality, contains multiple keywords on a particular time slot in which features and themes appeared in conventional reports.

- **Theme detection**: every text stream should be based on a theme to be evaluated on each time slot. Every stream of text is divided into various time slots, and we merely consider the text from the stream as input with ground reality.

- **Evaluation of theme detection output with ground reality**: self-detection of a theme in a stream of text is evaluated using Theme Recall, Keyword Precision, and Keyword Recall. The comparison is to be computed at the top \( n \) extracted topic in a stream.

![Fig. 3](image-url)  
FA CUP—Event recall (a), US Election- Event Recall (b), and Enron Mail Stream-Event Recall (c) of \( BUrST \) algorithm w.r.t. existing methodologies
| Method        | Event topic recall |                   |                   | Event keyword recall |                   |                   | Event keyword precision |                   |                   |
|--------------|--------------------|-------------------|-------------------|----------------------|-------------------|-------------------|------------------------|-------------------|-------------------|
|              | FA CUP  | US elections | Enron mail stream | FA CUP | US elections | Enron mail stream | FA CUP | US elections | Enron mail stream |
| LDA          | 0.12     | 0.45         | 0.42              | 0       | 0.57         | 0.52              | 0.22     | 0.32         | 0.61               |
| Doc-p        | 0.62     | 0.11         | 0.28              | 0.57    | 0.47         | 0.31              | 0.31     | 0.29         | 0.34               |
| G feat P methcxd | 0.02     | 0.04         | 0.07              | 0.63    | 0.55         | 0.22              | 0.40     | 0.39         | 0.44               |
| BN-Gram      | 0.41     | 0.31         | 0.32              | 0.64    | 0.44         | 0.17              | 0.34     | 0.46         | 0.57               |
| BUrST        | 0.69     | 0.68         | 0.72              | 0.68    | 0.59         | 0.76              | 0.61     | 0.58         | 0.72               |
In this article, the following events are used to find the burst rate in the real-time scenario. These events show how deeply the burst nature of events impacts the social uses and the whole world. Event analysis has changed itself to become the brain of every social user. Event burst analysis helps to know the impact on various users as we have seen that there is no any evidence in which the burst nature of the considered events has been analyzed. We are choosing a combination of 2012 events which are the FA Cup Final and US Elections. Whereas the two events are relatively
new in which a detailed analysis of the Canada 2019 election is described. Table 3 is describing the detail of tweets before and after the normalization process.

7.1.1 FA cup final

As we know, the FA Cup or Football Association challenge cup is the world’s mature association. The first competition was held in 1871 and is the chief competition in English football [2, 52]. Chelsea and Liverpool were the two finalist teams in 2012 between which the match was organized, and it was the seventh time when Chelsea won the FA Cup. Data were extracted using official hashtags (#tags) for events using team names and players’ names. The ground reality included 13 topics such as start, middle, and end of the match time, bookings, and goals (kaggle.com).

7.1.2 US elections

This dataset provides information regarding the presidential election of 2012. Various types of keywords are used to extract the text. The ground reality includes 64 topics. Multiple hashtags (#tags) are used for crawling data such as presidential race in a particular state, result, senate race result, and victory speech of Obama’s [52]. Elections of the US magnetized enormously high levels of movement on Twitter, and due to that reason, numerous users tweet on the same topic and provide massive data to extract useful patterns. For more exploration, we can refer (kaggle.com) to see the various unique features for reference.

7.1.3 Enron mail stream

With the time stamp information of the emails, the data set can be converted into streams [8]. In this email stream, each object contained text and the sender and receiver information, including network structure. To understand the structure of email network comparison with twitter tweets, a tweet with a single sender and multiple receivers communicates. In this data stream total of 617,432 are present, from which few are eliminated due to invalid users, senders and receivers. In this process, few emails having duplicated entry, and having invalid text are also filtered out. The Enron email data stream contained a total of 617,432 emails. We eliminated emails

![Fig. 6](image-url)  
**Fig. 6** Inspection of a total number of clusters that turn into static/sedentary after a group of tweets based on cluster capacity in the various text streams
that did not have valid sender and receiver email identifiers. After applying normalization, we got 459,411 emails with accurate information. (https://www.kaggle.com/wcukieterski/enron-email-dataset).

Canada election 2019: This data set provides the information related to the Canadian election of 2019. Various features and entities are extracted to explore the features of this data set. Total 640 unique features are identified, which are described in Table 3. Numerous users’ information types can be extracted and studied from the data set (https://www.kaggle.com/smid80/canadian-federal-election-results-timeseries) to extract useful, informative patterns. The tweets are extracted in different time stamps, and the tweets are extracted into various time spans (36 h). A total number of 945,512 tweets is used for the exploration of various features.

From the above Fig. 2, it is evident that the data collection mechanism started many days before finding useful patterns of events. The peaks in Fig. 2 indicate the maximum traffic of tweets during extraction. The topics of the event are considered by various durations, which are divided into different time slots. For experiment purposes in total, we use 437,453 tweets for FA Cup, 152,412 for US elections, and 459,411 emails with valid information.

7.2 Estimation of determining event: performance analysis

In this part, we described and evaluated the capability of our proposed approach BUrST to extract and detect events from the Twitter stream as described in the above sections. We choose LDA, Doc-p, G-Feat p method and BN gram to check our approach’s performance. In the first stage, we evaluate our approach by comparing them based on detected events. Various sets of parameters have been fixed for performance checking, and we maintain a few for evaluation. BUrST will accept the input, which also includes another parameter which are text stream

\[ T_w = (t_{w_1}, t_{w_2}, t_{w_3}, \ldots, t_{w_n}) \],

a threshold \( \delta \). Cluster survival time \( \eta \), \( t_a \) is a creation time of cluster, \( t_x \) time when cluster will not accept more event, i.e., the time when the last event entered, \( t_g \) is the time span, and \( C_{lf} \) is the life or survival life

![Feature evolution w.r.t time window](image)

**Fig. 7** Feature Evolution for the event “Canada Election 2019”
of a cluster. The data set size is not fixed, and it varies and depends on many parameter configurations. For this purpose, we compute the proposed approach’s performance by increasing the number of events with the time change. The experimental results described in Fig. 3 indicate that if the value of input increases with the increase of time, then the similarity index, i.e., a threshold $\delta$, the recall gets poorer. We found the evaluation with correlated approaches by showing in Table 4 the precision and recall metrics in fixed number $N$ of events. Specifically, for the FA Cup dataset, the number of events is set to $N=2$, and for the US Election dataset, $N=10$. These values are those chosen in [47]. For the Enron Mail text stream, we set $N=20$ (Figs. 4 and 5).

From results, it is examined that at $N=2$, the proposed approach BURST produced the best result in event recall. We observe that for the FA Cup dataset at

---

**Fig. 8** Bursty Rate (a) w.r.t top $N$ events for different standard score values and Burst Rate (b) w.r.t “$\theta$” for different values of $C_f$ and different features

**Fig. 9** Bursty topics detected by BURST (proposed approach) in 120 mins
$N=2$, the proposed approach \textit{BUrST} achieved the best event topic recall. We also observed that BUrST detects topics very nicely and describes events keywords from the topics very clearly as we gain good value in keyword recall (0.76). Similarly, BUrST is giving a good performance for the US Elections text stream and the Enron mail text stream. In both cases, BUrST achieved the uppermost event recall followed by LDA. The poor performance was acquired by the GFeatP method (Graph-based) in all text streams. Every method reveals the particular type of target event in the different text stream. FA cup focused on specific keywords directly related to the match and focus on goals in a short period of time. In contrast, in the US election text stream, the whole picture is different because it includes multiple keywords, which create problem to capture the ground truth. Moreover, in the Enron mail stream, it’s complex to filter the event related keywords because it includes different arguments, which are very complex to observe.

Therefore, from the result, we can say that BUrST gives good results in different situations, and its performance with the comparison of others is quite good even in complicated situations such as the Enron Mail text stream. Thus, we can say that BUrST can extract more topics than the existing methods more appropriately and efficiently. It shows the highest precision rate than existing approaches, which is a good indication with less processing time (Table 4). The computation time of the proposed approach is also measured against existing methods, and we found that the BUrST is performing well than the existing methods. Table 5 is indicating the processing time of various approaches using various data sets.

In the next step of BUrST, we explained the functioning of clusters. For this purpose, two states of clusters are considered dynamic and static states, as explained in Sect. 4.1. Therefore, to close this section, we want to show the benefits of the online clustering mechanism that becomes dynamic when observing new tweets in the text stream. This clustering mechanism is faster than other clustering mechanisms. In our implementation, we observe that the clusters that become static after a group of similar tweets of 1000 are used for further processing. It also indicates that when cluster becomes static, it is not more alive to accept event keywords from the text stream. Continue functioning of a cluster in this type of situation would only slow down the process. Figure 6 shows the dynamic and static nature of clusters in the different time slots. For this purpose, we have divided the time into a different time slot and compute the dynamic clusters in two ways. Firstly, we analyze the dynamic cluster in a particular time slot, whereas secondly, we calculate the total cluster being active in total time.

### 8 Evaluation of bursty event

The above section explains the method of cluster creation with their static/sedentary time. Now, in this section, we will compute the bursty event with the proposed algorithm BUrST. For this purpose, first, we will extract the features of events to describe the plentiful description of multiple events.
A cluster $C$ with Tweet $T_w$ including various features as: $T_w \rightarrow T_w = (t_{w_1}, t_{w_2}, t_{w_3}, \ldots, t_{w_n}) \Rightarrow (t_{w_{loc}}, t_{w_{time}}, t_{w_{rt}}, t_{w_u})$ at a time $T$ is available. Four features $(t_{w_{loc}}, t_{w_{time}}, t_{w_{rt}}, t_{w_u})$ are considered to understand the evolution of any event. At each time span, the value of features is updated as described in 4.2 and in event features $e_f$ symbolizes the value of any feature in a particular time span, and the standard score can be described as described in Eq. 3, whereas a detailed description is given in Sect. 4.2, which updates each feature’s value if an event. Based on the standard score, we can declare that the cluster is bursty.

Figure 7 is describing the evolving features of the Canadian election 2019. For extracting features, we explore the various values from the text stream and excavate the useful patterns. The main keywords for the evolution of an event are election identification (election_id) which describes the year of elections and the election number. On this basis, we extract tweets of 2019 polls. We also extract the information based on the region where each region has a unique value and found 640 unique values. Polling station numbers and names are also considered for identifying the candidate list and extracting the information of those winning from a particular polling station. Each polling station has a unique value.

Furthermore, the candidate’s name and candidate’s poll vote count are the main key factors that help the users post tweets according to their favorite candidate. From this, we can identify the user’s most favorite candidate. Kaggle also explained the similar parameters on the website, whose main motive is to describe the various information related to polling. During the extraction, few of the cluster does become bursty whereas few turn into bursty numerous times. This is when the clusters are engaged with Canada polling 2019 results and the most significant events related to the same. Thus, to focus on the main event, Fig. 7 depicts cluster evolution in stipulations of bursty features. We have seen that based on candidate name and location, the cluster becomes bursty several times. Every feature’s zig-zag motion is visible in Fig. 7, from which the trend can be fluctuating in a discontinuous manner. Such type of scenario affects the $Z(e_f)$ standard score. Thus, every time span event topic becomes bursty according to their various features, which are visible in Fig. 7.

Moreover, to check the bursty nature of an event, we evaluate the standard score set and identify the burst’s nature. We found that burst rate moderates as the number $N$ of top detected events boost from this experiment. We also set the different values of the standard score for different candidates and location considerations for this purpose. The threshold value is also matched with the standard event score to declare the bursty event keyword. After every three minutes, the cluster’s burstiness is evaluated.

Now, further, we analyzed the burst rate of an event based on various features Fig. 8b. It is observed that the trend and burstiness are the same for the combination of values of $C_{lf}$, i.e., the cluster survival life and $h$ for all the four features which are $(t_{w_{loc}}, t_{w_{time}}, t_{w_{rt}}, t_{w_u})$. In Fig. 8a, we implemented and checked the performance of top $N$ events for various values of the standard store, and we found that with the increase in standard score threshold rate, there is a decline in the fraction of bursty clusters. We observed that the standard score value plays a vital role in identifying burst events and normal unusual events.
Therefore, from all the above discussion, it is observed that for all the approaches, the results obtained from BUrST are the best among all other machine learning approaches and various data sets. We use these data sets due to their popularity and continue updating the ground-level information. In the latest machine learning approaches, we assume that our proposed approach (BUrST) will perform well to handle the diverse and sparse natured data efficiently. The sparse and diverse nature of text stream data is expected due to greater temporal coverage in event topics/features. Therefore, in advanced machine learning mechanisms, it is assumed that BUrST will outperform to sense the burst nature of the event in various kinds of events, as we have seen in the above results (Fig. 9).

The proposed approach’s limitation relies on the ontology between the various events in the social text stream. As we have seen, in burst event detection, domain-specific relationship modeling between various event features is required. Therefore, it is necessary to update the relationship with the change of time, including an actual scenario from time to time, reflecting the event’s current reality in real-time.

9 Case study—the 117th United States congress (US presidential inauguration)

The 46th US presidential inauguration ceremony is one of the most significant events in the history of America. The presidential inauguration ceremony was held on January 20, 2021. It is an example of an important event with a great degree of conversation on Twitter. With this case study, we present our proposed approach (BUrST) in the real-world scenario. The sequential pattern of the event is to be followed, and it is essential to examine how the system reacts in different situations in terms of clusters that emerge, grow, and vanish. Numerous people participate in the event, and a sequence of event structure will be created. The US presidential election ceremony event’s structure is stable, starting with a swearing in ceremony (12:00 pm ET) and ends with the celebration of the America Primetime impressive starts at 8:30 pm ET (90 min). Before the ceremony, all the associated entities are clustered from a Twitter text stream, and we have observed that after the end of the ceremony, people continue to talk about topics that were very popular during the event (united America, president for all Americans, COVID-19, history and hope, democracy prevailed). From these all observations, it is found that the proposed system can capture event-related topics and performing well to capture such fast evolving topics. The major highlight includes Swearing-InCeremony (12 pm ET), pass in review, presidential escort (after 3 pm ET), virtual parade across America, Fields of flags, Celebrating America Primetime special (8:30 pm ET). However, the most interesting period is during the ceremony itself. The proposed approach can capture fast evolving topics and create different clusters for them. The analysis for event burst is also interesting to study in this case study. As the proposed system captures the domain information, the analysis of burst events is also demonstrated, highlighting the import feature related to the event during real-time conversation and approaching threshold value. Users, who were watching the event online,
actively participated in live streams, making this task easy for the proposed (BUrST) approach to track the burst nature of events in real-time scenarios.

10 Conclusion and future scope

Event detection and extraction in social media text stream is difficult even to deal with the trend from the extracted event pattern is a quite challenging and complex process. The textual information produced by multiple users at different times and locations plays a key role. Sometimes, user re-tweets on existing tweets, and it becomes bursty on social media, and it is also an important aspect of the modern social world. This research work’s main motive is to develop an approach that combines all the relatedtweets online in a regular fashion and group them into a cluster based on their similarity index. Various features associated with online text streams are introduced, and a meaningful pattern of information is extracted from them, making the classification task easy. For checking the performance of the proposed approach at different stages, we compared it with the state-of-the-art methods addressing various concerns, and we found that the proposed approach is working very well. As from results, we have seen that the proposed approach is performing well as compare to other existing methods, including where BURST is giving 0.69 (FA CUP), 0.68 (US Elections), and 0.72 (Enron mail stream) in event topic recall.

Similarly, in event keyword recall, the proposed approach performs better by giving 0.68, 0.59, and 0.76 in the FA CUP, US election and Enron mail stream. For event keyword precision, 0.61 is obtained for FA CUP, 0.58 is obtained in IS, and 0.72 obtained for the Enron mail stream compared to other existing approaches. On the other hand, numerous dimensions can be explored to extend it in the future. Contextual information of keywords for finding the bursty events in the text stream can also be included for the event detection field better to understand the role of context in event detection methods. Early detection mechanism for burst events can also help analyze the burst behavior patterns that are still not explored and can be studied to predict the various real-time events domain.
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