On the Transferability of Adversarial Examples between Encrypted Models
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Abstract—Deep neural networks (DNNs) are well known to be vulnerable to adversarial examples (AEs). In addition, AEs have adversarial transferability, namely, AEs generated for a source model fool other (target) models. In this paper, we investigate the transferability of models encrypted for adversarially robust defense for the first time. To objectively verify the property of transferability, the robustness of models is evaluated by using a benchmark attack method, called AutoAttack. In an image-classification experiment, the use of encrypted models is confirmed not only to be robust against AEs but also to reduce the influence of AEs in terms of the transferability of models.

Index Terms—Adversarial example, Deep learning, Transferability

I. INTRODUCTION

Deep neural networks (DNNs) have been deployed in many applications including security-critical ones such as biometric authentication and automated driving, but DNNs are vulnerable to adversarial examples (AEs), which are perturbed by noise to mislead DNNs without affecting human perception. In addition, AEs generated for a source model fool other (target) models, and this property is called adversarial transferability. This transferability allows attackers to use a substitute model to generate AEs that may also fool other target models, so reducing the influence of the transferability has become an urgent issue. Many studies have investigated both AEs and the transferability of AEs to build models robust against these attacks. In contrast, various methods for generating AEs have also been proposed to fool DNNs.

One of the methods for constructing models robust against AEs is to train models by using encrypted images [1]–[3], which was inspired by learnable image encryption [4]–[10]. The method was demonstrated to be robust against various AEs, but it has never been evaluated in terms of the transferability of AEs. Accordingly, in this paper, we aim to evaluate the method with encrypted images in terms of the transferability and encryption settings. In addition, the evaluation of encrypted models is carried out under the use of a benchmark attack method, referred to as AutoAttack, which was proposed to objectively evaluate the robustness of models against AEs. In an experiment, the use of encrypted models is verified not only to be robust against AEs but also to reduce the influence of the transferability between models.

II. RELATED WORK

A. Adversarial examples

AEs are classified into three groups based on the knowledge of a particular model and training data available to the adversary: white-box, black-box, and gray-box. Under white-box settings [11]–[13], the adversary has direct access to the model, its parameters, training data, and defense mechanism. However, the adversary does not have any knowledge on the model, except the output of the model in black-box attacks [14]–[16]. Situated between white-box and black-box methods are gray-box attacks that imply that the adversary knows something about the system. With the development of AEs, numerous adversarial defenses have been proposed in the literature. Conventional defenses have been compared under a benchmark attack framework called AutoAttack [17].

Many studies [18]–[21] have investigated adversarial transferability. The transferability in these studies is classified into two groups, i.e., non-targeted and targeted transferability, in accordance with the objective of the adversarial attack. However, no adversarial defense method with encrypted models has ever been evaluated in terms of robustness against adversarial transferability.

B. AutoAttack

Many defenses against AEs have been proposed, but it is very difficult to judge the value of defense methods without an independent test. For this reason, AutoAttack [17], which is an ensemble of adversarial attacks used to test adversarial robustness objectively, was proposed as a benchmark attack. AutoAttack consists of four attack methods: Auto-PGD-cross entropy (APGD-ce) [17], APGD-target (APGD-t), FAB-target (FAB-t) [13], and Square Attack [15], as summarized in Table I. In this paper, we use these four attack methods to objectively evaluate the transferability of AEs.

III. ANALYSIS OF ENCRYPTED MODELS

In this paper, the robustness of encrypted models is evaluated under various settings. Targets for comparison are summarized here.
TABLE I
ATTACK METHODS USED IN AUTOATTACK

| Attack   | Target (T)/ Non-target (N) | White-box (W)/ Black-box (B) |
|----------|-----------------------------|-----------------------------|
| APGD-ce  | N                           | W                           |
| APGD-t   | T                           | W                           |
| FAB-t    | T                           | W                           |
| Square   | N                           | B                           |

A. Type of model
Various models have been proposed for image classification tasks. The residual network (ResNet) [22] and very deep convolutional network (VGGNet) [23] use a convolutional neural network (CNN). In contrast, vision transformers (ViT) [24] do not. In previous work, the transferability between CNN models and ViT was mentioned to be lower than the transferability between CNN models [21]. In this paper, we use three CNN models, ResNet18, ResNet50, and VGG16, and we also use ViT to investigate the transferability of AEs between models in addition to encrypted CNN models.

B. Encrypted model
A block-wise transformation with secret keys was proposed for adversarial defense [1], where a model is trained by using encrypted images as below (see Fig. 1).

1) Each training image \( x \) is divided into blocks with a size of \( M \times M \).
2) Every block in \( x \) is encrypted by a transformation algorithm with secret keys to generate encrypted image.
3) A model is trained by using the encrypted images to generate an encrypted model.
4) A query image is encrypted with key \( K \), and an encrypted image is then input to the encrypted model to get an estimation result.

There are two parameters in steps 1) and 2), when encrypting a model: block size \( M \) and transformation algorithm. In [1], three transformation algorithms were proposed: pixel shuffling (SHF), bit flipping (NP), and format-preserving, Feistel-based encryption (FFX). Figure 2 shows an example of images encrypted from the original image with a size of \( 224 \times 224 \) in Fig. 2(a) by using these three algorithms with \( M = 16 \).

In this paper, we evaluate the transferability of AEs between models including encrypted ones.

IV. EXPERIMENT
A. Experiment setup
In the experiment, we used four networks for image classification, ResNet18, ResNet50, VGG16, and ViT, to evaluate the transferability of AEs. In addition, ResNet18 was used for generating encrypted models where the above three transformation algorithms, SHF, NP, and FFX were applied to images in accordance with the steps in Sec III B. The experiment was carried out on the CIFAR-10 dataset (with 10 classes), which consists of 60,000 color images (dimension of \( 3 \times 32 \times 32 \)), where 50,000 of the images are for training and 10,000 for testing, and each class contains 6000 images. The images in the dataset were resized to \( 3 \times 224 \times 224 \) for fitting with pretrained ViT models. AEs were generated by using four attack methods under the \( l_{\infty} \) norm with \( \epsilon = 8/255 \) used in AutoAttack: APGD-ce, APGD-t, FAB-t, and Square. For white-box attacks, the adversary was assumed to be able to access the secret keys.

The transferability of AEs was evaluated by using two assessment criteria: accuracy (Acc) and attack success rate (ASR). Acc is given by

\[
\text{Acc} = 100 \sum_{k=1}^{N} \frac{1}{N} \begin{cases} 1, & C_t(x_k^{adv}) = y_k \\ 0, & \text{otherwise} \end{cases},
\]

where \( x_k^{adv} \) is an AE generated from an image \( x_k \), \( y_k \) is a label of \( x_k \), \( C_t \) is a target classifier, and \( N \) is the number of input images. Acc is in the range of \([0, 100]\) and a higher value indicates that images are classified more correctly.

The ASR between a source classifier \( C_s \) and \( C_t \) is also given by

\[
\text{ASR} = 100 \sum_{k=1}^{N_s} \frac{1}{N_s} \begin{cases} 1, & A_{C_s}(x_k, y_k) \land \{ C_s(x_k) = y_k \} \\ 0, & \text{otherwise} \end{cases},
\]

\[
A_{C}(x, y) = \{ C(x) = y \} \land \{ C(x^{adv}) \neq y \},
\]
where $N_c$ is the number of images correctly classified in both $C_1$ and $C_s$. ASR is in the range of $[0, 100]$, and a lower value indicates that the transferability is lower.

B. Results

1) Transferability between CNN and ViT: As shown in Tables II and III, the transferability between plain models was evaluated in terms of ACC and ASR, respectively, where ResNet18 was chosen as the source model for which AEs were generated. From the tables, the AEs generated for the source model misled all CNN models including ResNet50 and VGG16. In contrast, they could not mislead the ViT models.

Tables IV and V show the results obtained when ViT was chosen as the source model. The AEs generated with the ViT models could not fool the CNN models successfully. Thus, the transferability between CNN and ViT models was confirmed to be low as described in [21].

**Table II**

**Transferability between CNN and ViT models (Source: ResNet18, ACC)**

| Target    | APGD-ce | APGD-t | FAB-t | Square |
|-----------|---------|--------|-------|--------|
| ResNet18  | 0.00    | 0.00   | 0.36  | 0      |
| ResNet50  | 4.84    | 39.64  | 92.69 | 74.20  |
| VGG16     | 43.39   | 62.81  | 91.59 | 85.91  |
| ViT       | 68.92   | 93.95  | 98.99 | 95.26  |

**Table III**

**Transferability between CNN and ViT models (Source: ResNet18, ASR)**

| Target    | APGD-ce | APGD-t | FAB-t | Square |
|-----------|---------|--------|-------|--------|
| ResNet18  | 100.00  | 100.00 | 99.62 | 100.00 |
| ResNet50  | 97.08   | 68.97  | 1.35  | 21.74  |
| VGG16     | 54.39   | 33.06  | 0.69  | 7.68   |
| ViT       | 32.16   | 5.49   | 0.04  | 4.09   |

2) Transferability between CNN and encrypted CNN models: Next, the transferability between CNN and encrypted CNN models was confirmed experimentally as shown in Tables VI and VII, where ResNet18 was chosen as the source model for generating AEs as well, and ResNet18 was also encrypted for model protection. The use of encrypted models was verified to be effective for making the transferability of AEs weak. In particular, the use of FFX and a large block size enhanced the effect.

**Table IV**

**Transferability between CNN and ViT models (Source: ViT, ACC)**

| Target    | APGD-ce | APGD-t | FAB-t | Square |
|-----------|---------|--------|-------|--------|
| ResNet18  | 85.45   | 89.34  | 93.60 | 87.04  |
| ResNet50  | 86.28   | 89.18  | 93.45 | 83.89  |
| VGG16     | 84.22   | 85.90  | 91.93 | 87.85  |
| ViT       | 0.00    | 0.00   | 0.00  | 0.88   |

**Table V**

**Transferability between CNN and ViT models (Source: ViT, ASR)**

| Target    | APGD-ce | APGD-t | FAB-t | Square |
|-----------|---------|--------|-------|--------|
| ResNet18  | 9.60    | 5.36   | 0.55  | 8.16   |
| ResNet50  | 8.60    | 5.79   | 0.57  | 11.49  |
| VGG16     | 9.51    | 7.97   | 0.35  | 5.87   |
| ViT       | 100.00  | 100.00 | 100.00| 99.11  |

**Table VI**

**Transferability between CNN and encrypted models (Source: ResNet18, Target: Encrypted ResNet18, ACC)**

| Transform | Block Size | APGD-ce | APGD-t | FAB-t | Square |
|-----------|------------|---------|--------|-------|--------|
| SHF       | 4          | 2.71    | 22.16  | 92.43 | 80.12  |
| SHF       | 8          | 6.25    | 37.42  | 93.00 | 76.61  |
| SHF       | 16         | 41.84   | 75.88  | 92.06 | 80.12  |
| NP        | 4          | 3.01    | 21.81  | 93.22 | 75.60  |
| NP        | 8          | 2.75    | 21.88  | 93.22 | 75.31  |
| NP        | 16         | 13.12   | 56.58  | 93.45 | 80.42  |
| FFX       | 4          | 18.93   | 68.58  | 91.91 | 84.40  |
| FFX       | 8          | 35.73   | 77.25  | 92.05 | 85.06  |
| FFX       | 16         | 71.22   | 86.02  | 92.29 | 85.69  |

3) Transferability between encrypted models: The transferability between models encrypted under different conditions was evaluated as shown in Tables VIII and IX, where the parameters used for encryption were block size, transformation algorithm, and secret key, and the source model was encrypted with a block size of 4 and SHF. As shown in the tables, when different parameters were used for each model encryption, the transferability between encrypted models was reduced. In particular, the use of FFX and a large block size can reduce the transferability more between models as well.

V. Conclusion

In this paper, we investigated the transferability of models including encrypted ones. To objectively verify the transferability, four attack methods used in AutoAttack, were used to generate AEs from a source model. In the experiment, the use of encrypted models was confirmed not only to be robust against AEs but to also reduce the influence of the transferability between models. In addition, the use of FFX and a large block for image encryption was effective for making the transferability of a model weak.
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