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ABSTRACT
Varying fundamental constants (VFC) [e.g., the fine-structure constant, \(\alpha_{\text{EM}}\)] can arise in numerous extended cosmologies. Through their effect on the decoupling of baryons and photons during last scattering and reionisation, these models can be directly constrained using measurements of the cosmic microwave background (CMB) temperature and polarization anisotropies. Previous investigations focused mainly on time-independent changes to the values of fundamental constants. Here we generalize to time-dependent variations. Instead of directly studying various VFC parameterizations, we perform a model-independent principal component analysis (PCA), directly using an eigenmode decomposition of the varying constant during recombination. After developing the formalism, we use Planck 2018 data to obtain new VFC limits, showing that three independent VFC modes can be constrained at present. No indications for significant departures from the standard model are found with Planck data. Cosmic variance limited modes are also compared and simple forecasts for The Simons Observatory are carried out, showing that in the future improvements of the current constraints by a factor of \(\approx 3\) can be anticipated. Our modes focus solely on VFC at redshifts \(z \geq 300\). This implies that they do not capture some of the degrees of freedom relating to the reionisation era. This aspect provides important new insights into the possible origin of the Hubble tension, hinting that indeed a combined modification of recombination and reionisation physics could be at work. An extended PCA, covering both recombination and reionisation simultaneously, could shed more light on this question, as we emphasize here.
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1 INTRODUCTION
For the last few decades, modern cosmology has been dominated by the study and observations of the cosmic microwave background (CMB) anisotropies. The results from Planck, ACT and SPT have transformed the way we look at the microwave sky and cosmology [Planck Collaboration et al. 2015a, 2018b; Naess et al. 2014; Keisler et al. 2015]. These experiments have followed the fine work of their predecessors COBE and WMAP [Bennett et al. 1996, 2013] and the many ground and balloon-based experiments (e.g., Netterfield et al. 2002; Rubino-Martin et al. 2003; Pearson et al. 2003). Currently, attention is turning to larger ground-based telescopes such as AdvancedACTPol (Henderson et al. 2016), POLARBEAR (Ade et al. 2014), The Simons Observatory (Ade et al. 2019) and CMB-Stage-VI (Abazajian et al. 2016; Carlstrom et al. 2019), which will give us further insight into the CMB anisotropies, with unparalleled precision for the polarisation power spectra and spanning a vast range of angular scales.

Beyond the now well-established ΛCDM model, the immense experimental progress also enabled us to probe new physics. This includes neutrino physics through tests of the neutrino masses and relativistic degrees of freedom [Gratton et al. 2008; Battye & Moss 2014; Abazajian et al. 2015; Planck Collaboration et al. 2018b]. In addition, we have been able to consider a variety of models linked to dark matter annihilation and decay (Chen & Kamionkowski 2004; Padmanabhan & Finkbeiner 2005; Galli et al. 2009; Slatyer et al. 2009; Hütsi et al. 2009; Chluba 2010; Finkbeiner et al. 2012; Slatyer & Wu 2017; Chen & Wang 2021) and primordial magnetic fields [Seth & Subramanian 2005; Shaw & Lewis 2010; Kunze & Komatsu 2014; Chluba et al. 2015; Paolotti et al. 2019; Jedamzik & Saveliev 2019]. CMB anisotropies can furthermore be used to constrain more complex dark energy theories, including k-essence, early and interacting dark energy [Silvestri & Trodden 2009; Di Valentino et al. 2017; Poulin et al. 2018; Pace et al. 2019; Lin et al. 2020]. Many of these extensions have been proposed to alleviate the Hubble constant tension that is currently dominating discussions in the field of cosmology [Poulin et al. 2019; Di Valentino et al. 2019; Knox & Millea 2020; Schöneberg et al. 2021].
One of the interesting extensions to the standard cosmological model is varying fundamental constants (VFC). Whilst fundamental constants are thought to be just that — constant, there are numerous theories that motivate changes to these parameters at early and late times. Several exhaustive reviews have discussed the mechanisms and motivations for such variations (Uzan 2003, 2011; Martins 2017). Two compelling parameters that affect electromagnetism in the early (and late) Universe are the fine structure constant \( \alpha \) and the effective electron mass \( m_e^\text{ff} \). These fundamental constants can change across cosmic history through modifications to the electromagnetic Lagrangian and the introduction of additional scalar fields or particles (Bekenstein 1982; Sandvik et al. 2002; Mota & Barrow 2004; Barrow & Graham 2013).

Many previous studies have looked at constraining the variations to \( \alpha \) using astrophysical probes such as quasar absorption spectra (Bonifacio et al. 2013; Koutou et al. 2017; Murphy & Cooksey 2017; Wilczynska et al. 2020), thermonuclear supernovae (Negrelli et al. 2018), white dwarfs (Hu et al. 2020), supermassive black holes (Hees et al. 2020) and the Magellanic Clouds (Levshakov et al. 2019). More recently, studies have used the detailed structure of CO clouds to constrain the electron-proton mass ratio during the epoch of reionisation (\( z \approx 6 \)) (Levshakov et al. 2020). These works all show that at late times both \( \alpha \) and \( m_e^\text{ff} \) cannot be perturbed by more than \( 0.001 - 0.01\% \) from their standard lab values.

Given the clear connection between the decoupling of photons and the atomic processes during recombination, several groups have furthermore studied the changes in the CMB anisotropies arising from VFC (Kaplinghat et al. 1999; Battye et al. 2001; Avelino et al. 2001; Sefúcola et al. 2009; Menegoni et al. 2009, 2012; Planck Collaboration et al. 2015b). These probe VFC mainly at late times, complementing the aforementioned late-time constraints and limiting possible departures from the standard values to \( \lesssim 0.1\% \) at \( z \approx 10^3 \) (see Hart & Chluba 2020b for most recent constraints). These previous studies all focused on simple constant (i.e., time-independent) departures of \( \alpha \) and \( m_e^\text{ff} \) from their standard values. However, this picture ought to be unphysical and does not follow the motivations given by the aforementioned theoretical frameworks. A more general treatment is therefore desirable.

In Hart & Chluba (2018), the detailed effects of changes to \( \alpha \) and \( m_e \) on the ionisation history were explored using the recombination code CosmoRec (Chluba & Thomas 2011; Shaw & Chluba 2011). In addition, Hart & Chluba (2018) considered a phenomenological time-dependence to the VFC using a power-law around pivot redshift \( z \approx 1100 \), showing explicitly that more than just one model-parameter can be meaningfully constrained using Planck data. However, rather than propagating a phenomenological variation of fundamental constants, we can also use information about the recombination era (i.e., from the CMB anisotropies) to constrain the most likely time-dependent variations of the constants using a dimensional reduction technique known as principal component analysis (PCA). This kind of analysis has been frequently used in cosmology (see Mortonson & Hu 2008; Ishida & de Souza 2011; Finkbeiner et al. 2012; Farhang et al. 2012, 2013; Dai et al. 2018; Campeti et al. 2019; Sharma et al. 2020) for various examples), but so far was not applied to VFC.

In Hart & Chluba (2020a), henceforth PCA20, we developed our own PCA implementation code in C++ known as FEARRec++. This means to constrain the strongest principal components in the free electron fraction, \( X_e \), as a function of redshift. There we created extensively orthogonal modes optimized specifically for the Planck 2015 likelihood, extending and improving on the pioneering works of Farhang et al. (2012, 2013). In PCA20, we also introduced a new parameter constraint apparatus coined the direct projection method, which allows one to obtain constraints on explicit model parameters without the need to run the full analysis.

In this paper, we revisit the formalism from PCA20 and directly apply it to the VFC modelling we developed for CosmoRec in Hart & Chluba (2018). The basic formalism includes the generation of Gaussian basis functions and the propagated responses to both the opacity and the CMB power spectra (Sect. 2). In Sect. 3, we first generate the eigenmodes for a cosmic-variance-limited (CVL) experimental setup and investigate the structure and propagation from these variations in \( \alpha \) and \( m_e^\text{ff} \) to the CMB anisotropies. The direct likelihood method from PCA20 is utilised in Sect. 4 to constrain the VFC principal components attainable from the Planck 2018 likelihood using a selective sampling module patched onto CosmoMC (Lewis & Bridle 2002). The obtained eigenmodes are included in a detailed MCMC analysis in Sect. 5, where we present the marginalised results and contours using Planck 2018 baseline data. We find that with Planck data, three DFC modes can be constrained. No indication for significant departures from LCDM are found (e.g., Tables 4 and 5).

Next, we briefly discuss the implications of the PCA for \( m_e \) variations on the Hubble tension (Sect. 5A). The basic idea was discussed for the Planck 2018 likelihood in Hart & Chluba (2020a) and henceforth referred to as VFC20), where it was highlighted that \( m_e \) could play an important role through its combined effect on recombination and reionisation. Finally, in Sect. 5B, we use simulated noise curves from The Simons Observatory (SO) forecasts with the analytic PCA method to generate predicted modes for this future CMB ground-based experiment. Our conclusions are presented in Sect. 6. Several Appendices support our analysis and for completeness also present the latest \( \chi^2 \)-PCA for Planck 2018, with marginal changes to PCA20, which was based on Planck 2015 data.
The CMB anisotropies can be calculated using a Boltzmann code: in our case CMBE (Lewis et al. 2000). If we measure the relative difference between the ‘new’ power spectra with the added basis function and the fiducial power spectra as \( \Delta \ln C_\ell / \Delta p_i = 1/C_\ell (\partial C_\ell / \partial p_i) \), we can construct a Fisher matrix of these responses by using the fiducial cosmology and a given noise specification as the effective covariance matrix for the experiment. This Fisher matrix can be thought of as an \( n \)-dimensional signal-to-noise matrix where \( p_i \) defines the amplitudes of the Gaussian functions centred on \( z_i \).

In Fig. 1, we have shown how the Gaussian changes in \( C \) propagate through the opacity/free electron fraction, and consequently project onto the CMB power spectra. From the Gaussian responses to the opacity, there are sweeping negative variations in \( \dot{\tau} \) (for \( \partial C / C > 0 \)) that arise from the \( \chi_ \) variations. The superposed peaks on both types of variations (positive peaks for \( \alpha_{\text{EM}} \) and negative for \( m_e \)) result from the \( \tau \) changes that affect the visibility functions (see Hart & Chluba 2018, and Sect. 3.1). These variations translate into \( \delta D_\ell \) variations that are most responsive around the redshift of most probable last scattering, \( z_\approx = 1100 \). Given that the \( \chi_ \) variations for a given \( \Delta C \) are largest around this epoch as well, the responses in \( D^T \) and \( D^E \) are hyper-focused around this epoch, with greater diminishes in the tails.

### 2.1 Fisher matrices

The Fisher matrix can be written as the second derivative of the log-likelihood function, \( \ln L(\hat{\theta}|d,M) \) around the maximum likelihood location, where \( \hat{\theta} \) are the parameter values of a given model \( M \) and \( d \) is the data (from an experiment such as Planck). However for a simple, CMB-like experiment, we can simplify this with the following equation:

\[
\mathcal{F}_{ij} = \frac{\partial^2 \ln L}{\partial p_i \partial p_j} = \sum_{\ell} \frac{\partial C_\ell}{\partial p_i} \Sigma^{-1} \frac{\partial C_\ell}{\partial p_j},
\]

where the CMB power spectra vector is given by,

\[
\vec{C} = (C^T, C^E, C^E) \]

and the covariance matrix for a given multipole \( \ell \) is,

\[
\Sigma_\ell = \frac{2}{2\ell + 1} \begin{bmatrix}
C^T^T & C^T^E & C^T^E \\
C^E^T & C^E^E & C^E^E \\
C^E^T & C^E^E & \frac{1}{2} (C^E^T + C^T^E)
\end{bmatrix}.
\]

Note that here we have assumed there is no cross-multipole correlations (\( \ell \times \ell' \) terms are 0) allowing us to use the summation in Eq. (2).

Effects of detector noise have been investigated for changes to realistic data (from an experiment such as Planck) with a second-order derivative of the log-likelihood function, are included in Appendix A. Subsequently, the stability analysis of the direct likelihood method are explained in PCA20. This formalism of the Fisher matrix has been used extensively in the literature (Tegmark et al. 1997, Verde 2010, Finkbeiner et al. 2012).

#### 2.1.1 Direct likelihood method

For the Planck data, the likelihood function is directly sampled along with the same basis functions and then the Fisher matrix is calculated using the finite difference method with a second-order stencil. The likelihood is evaluated using CosmoMC and the current

---

2 Movies of these responses will be made available online at: https://cosmologyluke.github.io

3 It is also important to point out that the derivative of the log-likelihood in Eq. (3) is over an ensemble average. This is an important detail we have assumed for our data-driven direct likelihood approach.

---

*Planck 2018 likelihood code (Lewis & Bridle 2002) Planck Collaboration et al. (2019). This is an effective way of extracting eigen-modes whilst also removing correlations induced by cosmological parameters and nuisance parameters associated with the Planck data.*

Details on the implementation of FEARec++ and the validation of the direct likelihood method are explained in PCA20. Subsequently, the stability analysis of the Planck likelihood code required for this method, along with a comparison to the 2015 likelihood approach, are included in Appendix A.

---

4 The object-oriented nature of the FEARec++ code means this is malleable towards any alternative dataset. One such generality is the addition of nuisance parameters external to Planck.
2.1.2 Principal components

To generate principal components, the Fisher matrix is diagonalised and decomposed into its eigenbasis such that,

$$F_{ij} = S_{im} F_{mn} S_{nj},$$

(5)

where $S_{mn}$ is the matrix of eigenvectors of the Fisher matrix and $F_{mn}$ is a diagonalised matrix of the eigenvalues. These eigenvectors are recast as eigenfunctions using the basis functions we generated initially. If we create $N$ basis functions initially, this can be written formally as,

$$E_m(z) = \sum_{i=1}^{N} S_{im} \phi_i(z).$$

(6)

The $E_m(z)$ functions are the principal components we have been wishing to generate and they are ranked by their eigenvalues (i.e., the largest eigenvalue gives the most probable component). In reality, we take the amplitude of each of the matrix elements for a given function $E_m$ and then interpolate over this since this is much smoother for the Boltzmann code to process. All the linear algebra stages of this implementation are done by Eigenc3 due to their efficient C++ libraries that have been utilised (Guennebault et al. 2010). We can use the Kramer-Rao inequality to estimate the error of each mode such that $\sigma_{\tau} \geq \sqrt{(F^{-1})_{\tau\tau}}$.

2.2 Using Monte Carlo simulations to constrain the modes

Once the VFC modes have been constructed, both the analytical and direct-method generated eigenmodes can be incorporated onto a Markov Chain Monte Carlo (MCMC) simulation using amplitudes $\mu_i$ such that,

$$C(z) = C_0 \left( 1 + \sum_{i=1}^{M} \mu_i E_i(z) \right).$$

(7)

Here, $\mu_i$ amplifies the relative strength of a given mode, where lower $i$ correspond to the more constraining components. Equally we can set $M$ as the limit of the modes hierarchy that have enough relevant information depending on a particular condition. The criterion here is the error information defined by the Kramer-Rao inequality, where in this analysis (as in the last analysis), the first three eigenmodes hold the majority of the information ($\approx 99\%$), Our configuration for MCMC analysis is explained in more detail in Sect. 5 with a focus on the direct projection method in Sect. 5.2.

2.3 Changes in the Fisher machinery for VFC

There have been several modifications to the approach from PCA20 to optimise the analysis for time-varying fundamental constants. Firstly, as shown in Hart & Chluba (2018), there is a sharp cut-off in the effects to the recombination history, $X$, when $z > 1500$. This means that the responses in the CMB radically disappear above this redshift. For this reason, the number of basis functions has been reduced to $N \approx 80$ over a narrower range for the generation of these eigenmodes. The modes have been created up to $z_i = 2000$ for both constants. Even though there were small effects on helium recombination coming from variations in $\alpha_{EM}$ and $m_e$, the larger effects from around the peak of the Thomson visibility function ($z \sim 1100$) coupled with the weaker constraining power in the CMB anisotropies from higher-redshift recombination features washes out these variations. Since the higher-order principal components have much larger errors (much smaller eigenvalues), it is unlikely that these redshifts can be constrained with CMB data as part of a principal component analysis.

2.3.1 Propagating additional contributions from VFC

When adding the basis functions to the ionization history, the small perturbations are propagated through to the CMB anisotropies as discussed in previous papers (Parhaahpo et al. 2012; Finkbeiner et al. 2012; Hart & Chluba 2020a). However when we include fundamental constants, the effects are not exclusive to the free electron fraction. This was clarified in previous studies of the Planck 2015 data (Planck Collaboration et al. 2015b; Hart & Chluba 2018). We showed that there is a non-negligible contribution from the rescaling of the Thomson cross section ($\sigma_T$). As a result, one can reparameterise the fundamental constant variations arising from recombination by using the opacity, also known as the differential Thomson optical depth $\tau$, where in this study,

$$\tau \equiv \frac{\text{d} \tau}{\text{d} z} = -\frac{N_H(z) X(z) \sigma_T(z) c}{H(z)(1 + z)}.$$

(8)

where $N_H$ is the total hydrogen number density and the Hubble factor, $H(z)$, is independent of the fundamental constant. Therefore, if we measure the responses in $\dot{\tau}$ we will extract the full variation with respect to the fundamental constant basis functions. The opacity variations are illustrated in Fig. 1 for both $\alpha_{EM}$ and $m_e$. The spikes in positive or negative directions close to $z_i$ arise directly from the extra $[1 + \phi_i(z)]^2$ term in $\tau$ that is convolved with the variation arising from the free electron fraction $X$. Note that the Thomson cross section depends on the fundamental constants discussed such that $\sigma_T = (\alpha_{EM}/\alpha_{EM,0})^2 (m_e/m_e)$.7

2.3.2 Amplitude normalisation for the MCMC code

In PCA20, we discussed the amplitude adjustments required for different redshifts when generating basis functions for the direct likelihood method with CosmoMC. Once the $\alpha_{EM}$ and $m_e$ modes have been constructed for an idealised CVL experiment, the diagonal of the Fisher matrix serves as the weighting function for the direct projection method. Given the delicate nature of the direct-likelihood method, this was required to insist on numerical stability when generating the eigenmodes. Though these new responses in $X$ are non-trivial when a Gaussian is added to the $\alpha_{EM}$ or $m_e$ parameter during recombination, these weighting template functions were very similar and helped constrain numerically stable modes such as those presented in Sect. 4.

2.3.3 Differences in the marginalisation

As in the previous paper, we remove the correlations of the principal components from both cosmological and nuisance parameters by using the identity,

$$\left(F^{-1}\right)_{pp} = F_{pp} - F_{ps} F_{ss}^{-1} F_{sp},$$

(9)

where $F_{pp}$ refers to the sub-matrix of the Fisher matrix pertaining to the principal components and $F_{ps}$ refers to the sub-matrix pertaining to the standard parameters: cosmological and nuisance. The nuisance parameters are a combination of foregrounds and

---

7 In other pieces of literature, $\tau$ refers to a derivative with respect to conformal time; however we restrict ourselves to redshift in this analysis.

8 Strictly speaking, there are models where fundamental constant variations affect the background energy density, and by proxy $H(z)$, depending on the underlying mechanism. Here we only discuss phenomenological variations in $\alpha_{EM}$ and $m_e$ arising from recombination. For further discussion of these theories, we point to a recent review in Martins (2017).
systems from the data-processing of the Planck data, however the majority of this machinery remains unchanged between 2015 and 2018. The only difference as far as the simulations are concerned is that the 2018 baseline polarisation data includes no dust contamination amplitude parameters (referred to as $A_{\text{dustEE}}$ in Table C1 of PCA20). This is due to the cosmology being insensitive to the dust amplitudes of these particular parameters for EE CMB power spectra (see Sect. 3.3.2 of Planck Collaboration et al. 2019 for more details). For full transparency, this leads to $N_z = 25$ with 6 less parameters than our previous analysis.

3 COSMIC VARIANCE LIMITED (CVL) EXPERIMENT

As mentioned in Sect. 2 the simplest configuration for a PCA with the CMB anisotropies simulates a CVL-like experiment. The covariance (effective noise) of the Fisher matrix for this setup is made up solely from the fiducial CMB $C_\ell$s. Here we present the results for the eigenanalysis. For this section, we have flipped the sign of the $m_e$ eigenmodes so they can be more directly compared to the $\alpha_{\text{EM}}$ variations. This has also been propagated to the responses in the CMB power spectrum, $C_\ell$. We ask the reader to bear this in mind when the full parameter constraints are shown in Sect. 2.2.

The modes for $\alpha_{\text{EM}}$ and $m_e$ are shown in Fig. 2 In this figure, they have been normalised as explained in Sect. 2.1.2 and the most likely redshift for a photon to decouple, $z_\ast = 1088$, is indicated by a vertical dotted line.

In our previous paper, we found that the first eigenmodes in the hierarchy are most sensitive around the FWHM of the Thomson visibility function ($970 < z < 1170$). The relative changes of the $\alpha_{\text{EM}}$ and $m_e$ modes in that window are incredibly similar. One key difference is the higher redshift behaviour for both modes at $z > 1500$, leaking into the neutral helium recombination era. In this epoch, the fine structure constant modes sharply fall to $\Delta \alpha_{\text{EM}} \approx 0$ however the $m_e$ components tail off parallel to the origin for these higher redshifts. This will be discussed more in Sect. 3.1. In the second eigenmode, $E_2(z)$, we can see from Fig. 2 that the wiggly shape is more pronounced for the $\alpha_{\text{EM}}$ modes at $z \approx 1300$.

The modes are suspiciously similar when first compared to the independent changes to $X_e$ arising from variations in $\alpha_{\text{EM}}$ and $m_e$. The $m_e$ and $\alpha_{\text{EM}}$ variations affect the $X_e$ fraction in distinctly different ways, particularly at lower redshifts, $z < 500$. However, the most constrainable eigenmodes in the hierarchy are all centered.
around the recombination redshift, \( z_r \). At this redshift, the variations become almost indistinguishable, save for their relative magnitudes (encoded in their eigenvalues, see Table 1).

The propagation of these modes into the opacity (differential optical depth, \( \tau \) as previously mentioned) as a residual \( \Delta \tau / \tau \) are shown in Fig. 3. The responses from the first 3 modes are almost identical, mirroring the mode structures in Fig. 2, however, the 3rd opacity residual of \( m_e \) is slightly shifted to higher redshifts. For both constants (\( \alpha_{EM} \) and \( m_e \)), the opacity arises from the modes with their predicted Fisher errors from Table 1. Since these are larger for \( E_1 \), the amplitude is much higher. However, the responses from the CMB are similar in magnitude.

We have included the impact on both the temperature and \( E \)-mode polarisation angular power spectra in Figs. 4 and 5. The responses for both constants in the \( TT \) power spectra show the relative changes with the same \( \sim \pi / 2 \) phase change with respect to the CMB acoustic peaks (grey lines in Fig. 4). The magnitude of these responses is propagated from the same responses in the opacity from Fig. 3 hence the similar magnitudes in \( \partial \ln D_\ell \). The shift is consistent with a drift to smaller multipoles (larger scales), however, the overall downward trend of the residual corresponds to sharper damping of the peaks. This mimics several aspects of the modes discussed in PCA20, notably that the CMB \( TT \) spectra responses that emerge when varying \( n_s \). By increasing the matter power spectral index, this sharply modifies the Silk damping envelope for the CMB power spectra. This effect is less prominent for the 2nd and 3rd modes where in particular the 2nd mode gives a sinusoidal-like residual in the \( TT \) power spectra. This indicates shifting in the CMB acoustic peaks, in phase with the variations from \( E_1 \). The third mode is a complicated superposition of the two effects where the damping effect becomes less prominent at higher multipoles. Furthermore, the sinusoidal-like pattern of the \( E_3 \) residual goes gradually out of phase with the first two eigenmodes at higher \( \ell > 2000 \). This reflects similar mode patterns in the CMB temperature spectra from previous PCA analyses (Planck Collaboration et al. 2015a; Hart & Chluba 2020a). In Fig. 5 there is a similar effect on the polarisation responses, \( \partial \ln D_\ell^{EE} \). For the \( EE \) polarisation signal, the responses in the CMB behave similarly for
modes $E_1$ to $E_3$, with a larger residual envelope size. This is due to the smaller magnitude of the $EE$ polarisation power spectra.

3.1 Effects on the Thomson cross section

As mentioned in Sect. 2.3.1 the Thomson cross section needs to be rescaled when propagating the variations of $\alpha_{\text{EM}}$ and $m_e$ to the CMB anisotropies. The effects of including that correction for the eigenmodes, for a CVL-experiment are shown in Fig. 6. In this figure, we show the comparison when including this correction for the first 3 eigenmodes. When the $\sigma_T$ rescaling is removed from the analysis, the eigenmodes for $m_e$ and $\alpha_{\text{EM}}$ almost entirely overlap. However, when the full correction is included, the first peaked features of $E_1$ at $z \sim 1050$ and $z \sim 1350$ begin to shift. For $\alpha_{\text{EM}}$ the features slightly drift to higher redshifts, whereas they drift to lower redshifts for $m_e$. There is also a peculiar feature at $z \gtrsim 1500$ where the $m_e$ mode tails off less sharply. From inspecting the responses in Fig. 1 this comes from the additional negative change to $\tau$ from the $\sigma_T$ scaling, prolonging the effects of the basis functions at higher redshifts. However, these high redshift features were also seen in the $X_e$ eigenmodes in PCA20 and they were hindered greatly when real data like Planck was included (see Figs. 3-4 of [Hart & Chluba 2020a] for comparison).

From the Fisher matrix eigenvalues (see Sect. 2) we see that the predicted errors for both fundamental constant modification examples are different when including variations to $\sigma_T$. This latter example is what we show in Table. 1 For $\alpha_{\text{EM}}$ the errors are $\approx 8\%$ larger when $\sigma_T$ is included. By comparison, the predicted errors for $m_e$ are $\approx 20\%$ larger when $\sigma_T$ is included. Though these modes appear more constrainable, this becomes much harder to disentangle when we generate data-driven eigenmodes and marginalise over the cosmological/nuisance parameters.

4 EIGENMODES CONSTRAINED WITH Planck DATA

Applying the direct-likelihood method described in Sect. 2 and Appendix A we can use the likelihood function from the Planck dataset to find the most constrainable eigenmodes. As an additional test for the method with this particular dataset, we also reconstructed the $X_e$ modes for the Planck 2018 dataset since PCA20 was limited to Planck 2015. The full comparison and details of these modes presented in Appendix B show that the modes have not varied significantly between datasets. This means the step-size choices and stability confirmations in Appendix A coupled with the consistent results indicate that the direct likelihood method has been optimally configured for the following analysis.

In this section, we will discuss the direct-likelihood constrained eigenmodes of $\alpha_{\text{EM}}$ and $m_e$ and the resultant responses on the CMB power spectrum. For illustration purposes, we have multiplied the second eigenmode $E_2$ for $m_e$ by $-1$ to compare and contrast the similar structure to $\alpha_{\text{EM}}$. This has propagated to the $D_\ell$ responses in Figs. 8-9 also. As with the CVL case in Sect. 3, this flipping has not been applied to the modes going into the MCMC solver. The constrained eigenmodes are shown in Fig. 7. The predicted errors from the eigensolver of these modes are shown in the second column of Table 1.

The fine-structure constant components are shown in the top panel of Fig. 7. Much like in previous studies of $X_e$ components, the introduction of sourcing direct data introduces unique features to the Planck modes compared to a simple CVL case such as those in Fig. 2. For the most constrained eigenmode, $E_1$, the features of the mode (i.e., dip and trough) have shifted to lower redshifts. The higher redshift peak at $z \sim 1250$ is considerably sharper than in the CVL case. In both the second and third eigenmodes, the number of features in each mode has increased. The second mode for the Planck modes in Fig. 7 is more reminiscent of the third mode in the CVL case (Fig. 2). Notably the kinks in $E_2$ we mentioned in Sect. 3 have been removed, where they have been replaced by another peak at $z \sim 1350$. We know from PCA20 that these features, where they are asymmetric with peaks around $z_*$, create large degeneracies in $H_0$ (or $\theta_{\text{MC}}$). These are not present in $E_2$ for the direct-method eigenmodes in Fig. 7 therefore the degeneracies with the expansion should be removed via marginalisation. In the case of $E_3$, similar to PCA20, there is higher order fine structure at $z \sim 1250 - 1500$ which seems to arise from the marginalisation step of generating these modes.

The effective electron mass modes (also in Fig. 7) exhibit a

| Parameter | Error CVL | Planck 2018 | SO (forecast) |
|-----------|----------|-------------|---------------|
| $\alpha_{\text{EM}}$ | $\sigma_1$ | 0.00039 | 0.0060 | 0.0015 |
| | $\sigma_2$ | 0.00092 | 0.012 | 0.0040 |
| | $\sigma_3$ | 0.0022 | 0.036 | 0.0079 |
| $m_e$ | $\sigma_1$ | 0.00076 | 0.0089 | 0.0022 |
| | $\sigma_2$ | 0.0017 | 0.017 | 0.0060 |
| | $\sigma_3$ | 0.0041 | 0.055 | 0.011 |

Table 1. Errors calculated from the eigenvalues $\lambda_i$ of the principal components $E_i$ of $\alpha_{\text{EM}}$ and $m_e$. These are listed for each of the configurations discussed in Sect. 3. Note that these values have been used as the amplitudes for the $\sigma_T$ corrections and the $C_\ell$ responses throughout this work (e.g., Figs. 8-9).
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very similar behaviour as the \( \alpha_{\text{EM}} \) modes, when created with the direct method. However the departures from the CVL modes are not identical to the \( \alpha_{\text{EM}} \) modes. The first Planck eigenmode for \( m_3 \) does not have the shift in peaks that is apparent in the CVL case between the two fundamental constants. Instead the differences predominately manifest in the third eigenmode, \( E_3 \). The peaks at \( 1200 < z < 1500 \) on \( E_3 \) in Fig. 7 are damped for the \( m_3 \) case. There also is a non-zero floor in \( E_3 \) for \( z > 1500 \). The same floor is seen in \( E_3 \) at low redshift, \( z < 600 \). Both of these features could point to more information locked in the fourth eigenmode \( E_4 \), however the predicted errors on these components are still very high and therefore, this may need a more rigorous analysis in the future, potentially when an improved likelihood approach is introduced.

### 4.1 Differences in the CMB power spectrum responses

In Fig. 8 we show the \( D_\ell^{TT} \) responses according to the first 3 eigenmodes in \( \alpha_{\text{EM}} \) and \( m_3 \). For consistency and completeness, we also present how these eigenmodes affect the \( E \)-mode polarisation power spectra encoded in the \( D_\ell^{EE} \) variations. These are shown in Fig. 9. Similar to the responses for the CVL modes in Figs. 11-12 the acoustic peaks of each CMB power spectra (assuming \( \Lambda \text{CDM} \) have also been included as grey lines. The first \( \alpha_{\text{EM}} \) and \( m_3 \) mode give similar responses in \( D_\ell^{TT} \) to their CVL counterparts as shown in Fig. 8 however the oscillatory behaviour (which is associated with a slight shift in the peak positions) is far smaller for the Planck eigenmodes. This pattern emerges in the polarisation responses from Fig. 9 as well.

The second component, \( E_2 \), starts to show differences between the CVL and Planck cases for both \( \alpha_{\text{EM}} \) and \( m_3 \). Instead of creating an average residual of \( \partial \ln D_\ell > 0 \), the responses starts to shift downwards. This extra ‘damping’ could be a result of the additional bump to \( E_2 \) in the Planck modes, where the accelerated recombination has not only knocked the response out of phase, but also moved the \( \partial \ln D_\ell^{TT} \) at \( \ell = 2500 \) from \( \sim 0.02 \) to \( \sim 0.75 \). The change in magnitude is related to the Fisher errors from Table 1 being propagated through the \( C_\ell \) calculation. The third mode \( E_3 \) has a very unique impact on the residual \( D_\ell^{TT} \) power spectrum due to the majority of the expansion rate (\( \theta_{\text{MC}} \)) degeneracies being removed at marginalisation. Furthermore, the changes to \( E_3 \) lead to both changes in the temperature (Fig. 8) and polarisation (Fig. 9) where the peaks and troughs of the responses are now anti-aligned with the second and first modes.

Whilst the second eigenmodes for Fig. 8 are similar for \( \alpha_{\text{EM}} \) and \( m_3 \), the third mode \( E_3 \) is shifted higher for the effective electron mass compared to the downward effect seen in \( \alpha_{\text{EM}} \). The most likely reason for this is the large degeneracy seen between \( m_3 \) and the expansion rate parameters (i.e. \( \theta_{\text{MC}} \) or \( H_0 \)). As shown in VFC20, there is a mild degeneracy between \( \alpha_{\text{EM}} \) and \( H_0 \) but a far larger geometric degeneracy line between \( m_3 \) and \( H_0 \). This arises from a small extra tilting in the residual \( D_\ell \) for \( m_3 \). To remove these degeneracies, \( m_3 \) requires a larger degree of marginalisation (the relevant correlation coefficients in the Fisher matrix for the perturbations and \( \theta_{\text{MC}} \) will be larger) and therefore the CMB responses shown for \( m_3 \) in Fig. 8 are more damped. Comparable effects can be seen in the polarisation spectral residuals in Fig. 9 for \( m_3 \), however these changes are much more subtle.

The only key difference in the polarisation power spectra, for both \( \alpha_{\text{EM}} \) and \( m_3 \) is the breakdown of the periodic residuals in \( E_3 \) for \( \ell < 1000 \). Here the repetitive wavy pattern has been replaced by a more complex response. In Hart & Chluba(2018), the shape of the VFC effects on Silk damping and the location of the horizon \( \theta_i \) were explained in detail. However, the effects on the \( EE \) polarisation spectra have not been explored in more detail. In the second eigenmode, the \( D_\ell^{TT} \) and \( D_\ell^{EE} \) responses (shown in Fig. 8 and 9) for both \( \alpha_{\text{EM}} \) and \( m_3 \) have broad similarities with the constant variations discussed in our previous papers (Hart & Chluba 2018 and VFC20). The changes in the CMB anisotropy power spectra are degenerate with variations expected with a change in the horizon size \( \theta_{\text{MC}} \). If those oscillatory variations at \( \ell < 1000 \) were removed, that degeneracy may be removed from the marginalised modes. This is clear for the \( D_\ell^{EE} \) variations for \( \alpha_{\text{EM}} \) and \( m_3 \) in Fig. 9 but; this degeneracy may account for the drop in the damping variations for \( E_2 \) in the \( D_\ell^{TT} \) variations at \( \ell > 1500 \).

### 5 Constraining Eigenmode Amplitudes Using Markov Chain Monte Carlo

In this section, we present the MCMC results for the \( \alpha_{\text{EM}} \) and \( m_3 \) components. With the modes for the two experimental configurations, we can constrain the amplitudes of the eigenmodes \( \mu_i \) as explained in Sect. 2.2. For the CVL case, the third error starts to contain all but a negligible contribution to the information (99%) and...
for the Planck case, this is smaller (97%); but, the $i > 3$ modes in the hierarchy are numerically unstable using the direct likelihood method. This follows from a similar problem found in PCA20, however, from these justifications we shall restrict ourselves to the first 3 eigenmodes.

The amplitudes $\mu_i$ are added as free parameters into CAMB and CosmoMC, where the latter is used to sample over parameter space with the former as the theoretical model for calculating the resultant likelihood. For the recombination-era $X_i$ eigenmodes, we have already concluded that the addition of lensing or BAO likelihood information makes little difference to the marginalised results in PCA20. When the BAO data is added, the error values for the amplitudes $\mu_i$ have negligible differences ($\sigma_\mu \lesssim 2\%$) and the largest drift in amplitude is $\mu_2$ which shifts by $\approx 0.2\sigma$. The only other drifts occur in $\omega_b$ and $n_s$ which are consistent with the ΛCDM variations found in the Planck 2018 results (Planck Collaboration et al. 2018b). Therefore, we will focus on the addition of the Planck 2018 baseline likelihood.

In sampling for the Markov chains, the standard Planck priors were used and the same Gelman-Rubin convergence metric that was used in PCA20 where $R = 1 \lesssim 0.01$. The parameters varied as part of the MCMC are the standard 6 parameters: $\{\omega_b, \omega_c, 100\theta_{MC}, \tau, n_s, \ln (10^{10} A_s)\}$. The nuisance parameters that were varied in the construction of the Planck modes (Sect. 4) will also be sampled over using the fast-slow algorithm in the Planck likelihood (Lewis 2013).

### 5.1 Cosmic-variance-limited modes

Initially, we added the CVL modes into CosmoRec and CosmoMC to constrain their amplitudes $\mu_i$ alongside the baseline Planck parameters. Since these modes are not optimized using the full data covariance matrix (as we have done in Sect. 5.2), one expects significant correlations with standard parameters. In Table 4 we present the marginalised results for the $\alpha_{EM}$ with a CVL setup. The results indeed show that introducing the first eigenmode created a substantial degeneracy with $n_s$ and $\omega_b$. This is due to the error increase in $n_s$ by $\sim 44\%$ and error increase in $\omega_b$ by $\sim 25\%$. When analysing the chains, we calculate the correlations $\rho(\omega_b, \mu_{(\mathrm{EM})}) = 0.59$ and $\rho(n_s, \mu_{(\mathrm{EM})}) = 0.67$. The physical origins for this correlation is the tilted spectra in $D_f^T$ from Fig. 4 and $D_f^E$ from Fig. 5, reminiscent of the tilted residuals from a varied $n_s$. Since $n_s$ and $\omega_b$ are correlated by $\sim 50\%$, this explains the joint correlations and is reflected by the results in Table 4.
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that whilst the eigenmodes are heavily orthogonal (> 99.9%) with each other, they accrue degeneracies through the assorted cross-
correlations previously mentioned. In Fig. 12 these correlations between the amplitude parameters are clearly shown and become most apparent when \( \mu_3 \) is added to the simulation.

Similarly, the marginalised constraints for the first 3 \( m_3 \) mode amplitudes being added to the Planck baseline analysis are shown in Table 3 The first difference between the two cases from this analysis is that the errors for \( m_3 \) are twice as large as those for \( \sigma_{EM} \) (i.e., \( \sigma_{EM}^{m_3} \sim 2\sigma_{EM}^{m_1} \)). This is fairly consistent for the relative change in magnitudes between \( \sigma_{EM} \) and \( m_3 \) variations explored in [Hart & Chluba 2018], especially since the PCA is focused around redshifts more associated exclusively with hydrogen and helium recombination (300 < z < 3000). The opposite signs of the marginalised values in Table 5 compared to Table 4 are related to the flipped symmetry of the outputted modes from the eigen-

In Fig. 10, the posterior contours for \( \sigma_{EM} \) also show this correlation for \( \omega_b \) with 1 mode (purple) very well. The oscillatory nature of these same residuals lead to a shift in the position of the sound horizon and so this mode has a correlation with \( \theta_{MC} \) (more formally \( \theta \)) where \( \rho(\theta_{MC}, \omega_b^{EM}) = -0.69 \). Cross correlations lead to degeneracies between \( \mu_1 \) and the derived parameters \( \sigma_8 \) and \( H_0 \). When the second and third modes are added, the degeneracies are predominantly related to \( \theta_{MC} \). This is shown in Table 2 as the error on \( \theta_{MC} \) increases by a factor of two when compared to the baseline Planck case once 3 modes are added. This is reinforced by the shapes of the posterior contours in Fig. 10 between \( \theta_{MC} \) and \( \mu_1 \). A sharp degeneracy line between \( \mu_2 \), \( \mu_3 \) and \( \theta_{MC} \) \( \rho(\theta_{MC}, \omega_b^{EM}) = -0.99 \) \( \rho(\theta_{MC}, \omega_b^{EM}) = -0.98 \) leads to huge jumps in all the parameter errors that have medium-large degeneracies with \( \theta_{MC} \) (i.e., \( \omega_b, \omega_c, n_s \)). Throughout all this analysis the marginalised values and errors of \( \rho \) and \( A_s \) are unaffected, which is consistent since the \( \partial Q^{TT} \) and \( \partial Q^{EE} \) spectra shown in Fig. 4 do not resemble overall amplitude shifts (where the residual of \( Q \) would be a flat, non-zero response). The large degeneracies present for \( \sigma_{EM} \) leave the non-orthogonalities tarnished post-MCMC sampling. This means

9 Changes to the CMB spectra in \( \tau \) and \( A_s \) do leave oscillation-like relics but they are far smaller-scale structure than the overall amplification of the power spectra.

10 Note this flipping does not affect the orthonormalisation and therefore, does not affect the results, simply the sign of the mean amplitude value \( \mu_i \).
Aside from the normalised errors on the modes, the standard parameter values and their marginalised errors are consistently similar to the results for \( \sigma_{EM} \). One peculiar difference is that the sharpness of the \( \theta_{MC} \) contour for \( \sigma_{EM} \) is larger than \( m_e \) (\( \approx 35\% \) higher). For \( m_e \) specifically, once again the electron mass is correlated with the horizon size such that \( \rho(\theta_{MC}, \mu_{\mu_1}^{(m_e)}) = 0.96 \). From our previous analyses, this is inconsistent, but this appears to be related to the degeneracies introduced by the first 2 modes. Additional marginalisation and generation of eigenmodes with the appropriate data (as discussed with the direct likelihood method in Sect. 2.1.1, with modes shown in Sect. 4) reduce these strong correlations. In Fig. 13, there are similar contours as in Fig. 12 for \( \sigma_{EM} \); however the contours are shifted into the opposite quadrant due to the flipping of the eigenmodes. Note that the contours broaden out as \( \mu_1 \) and \( \mu_2 \) deviate further from \( \mu_1 = 0 \) (\( \Lambda \)CDM case) due to all 3 modes being consistently correlated with \( \theta_{MC} \).

11 Similar behaviour happens with \( \sigma_{EM} \) in Fig. 12 but the effect is much more subtle and reversed.

5.2 Planck-data generated modes

Following the analysis with the CVL modes, we carried out a similar approach with the Planck direct-likelihood method. The marginalised values of the standard parameters, eigenmode amplitudes and the derived parameters \( H_0 \) and \( \sigma_8 \) are shown in Table 4 for \( \sigma_{EM} \), mirroring the previous analysis. The degeneracy between \( \omega_b \) and \( \mu_1 \) has slightly reduced to a correlation \( \rho(\omega_b, \mu_1) = 0.50 \). Notably, the degeneracies between the parameters are no longer affected by the added number of amplitudes. The marginalisation step introduced when creating the Planck modes reduces the standard parameter dependencies. Consequently, the inter-mode orthogonality is relatively preserved. The degeneracy between \( \mu_3 \) and \( \theta_{MC} \) has not been totally removed, leaving some spurious correlations. This also translates into a \( \approx 25\% \) increase in the error to \( H_0 \), given that the matter density parameters have changed very little with these Planck modes. However, the removal of \( \theta_{MC} \) correlations from \( \sigma_{EM} \) variations in general is much more difficult for marginalisation considering that a broadband, top-hat variation in \( \sigma_{EM} \) will sharply correlate with \( \theta_{MC} \) (see Hart & Chluba 2018 for more details). This is not as rigorously decorrelated compared to PCA20; however it is...
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This is corroborated when examining the column of Table 4 where lack of change in the contours, when the second mode is added.

The comparison of correlations between standard parameters and eigenmode amplitudes when constrained with a marginalisation step since the errors still heavily improved since the error changes in $\theta_{\text{MC}}$ are increased by a factor of 2 when 3 modes are included. The first two errors are incredibly consistent with the Planck $\alpha_{\text{EM}}$ forecasted errors shown in Table 1 however the larger $\theta_{\text{MC}}$ contour leads to the $\mu_3$ error being 36% higher than the Fisher prediction. Though the modes are strongly decorrelated, one can see the influence of $\theta_{\text{MC}}$ degeneracy lines by the $\mu_3 \times \mu_3$ correlation contours shown in Fig. 15.

The reduction in inter-correlated degeneracies can be clearly seen in Fig. 14 where the $\theta_{\text{MC}}$ vs. $\mu_3$ contour is far smaller than the case in Fig. 10 for the suboptimal CVL modes. The decorrelation between $\mu_3$ and the other standard parameters is evident from the lack of change in the contours, when the second mode is added. This is corroborated when examining the column of Table 4 where 2 modes have been added. The comparison of correlations between $\mu_3$ and $\theta_{\text{MC}}$ for both the CVL and Planck modes is shown in Fig. 18.

The reduction in the error on $\mu_3$ for both fundamental constants has induced a $\sim 1 - 1.5\sigma$ departure from $\Lambda$CDM for $E_3$ (see Table 4 and Table 5). This is a small deviation, however, it further points to the proposition that constant variations of $\alpha_{\text{EM}}$ and $m_3$ do not tell the full story. Physically-motivated models of VFC with more oscillatory behaviour could prove more detectable in future studies. For both $\alpha_{\text{EM}}$ and $m_3$, the wider CVL contours show huge improvements when constrained with a marginalisation step since the errors have shrunk by more than a factor of 5.

In Table 5, we present the marginalised results for the $m_3$ Planck modes previously shown in Fig. 7. As in the CVL case, the $m_3$ results are very similar to those for $\alpha_{\text{EM}}$, however, the errors are slightly larger than the eigensolver predicts (see Table 1). The correlations between standard parameters and eigenmode amplitudes are also fairly consistent as for $\alpha_{\text{EM}}$. For example, when 3 modes are included, the fine structure correlations, $\rho(\omega_0, \mu_3^{(i)}) = 0.51$;
Planck modes

marginalisation step as illustrated in Fig. 18. Error contours are much narrower than the CVL case thanks to the decorrelated; however the third mode has the same problem with \( \sigma \mu \)Referring to Table 4 and Table 5, interestingly, the errors on the standard parameters are modified by a more derived from\( \Lambda \mu \)Referring to Table 4 and Table 5, especially the electron mass correlations, \( \rho(\omega_b, \mu_{i}^{(n)}) = 0.54 \). Interestingly, the errors on the standard parameters are modified by a smaller degree in the case of added \( n_e \) modes as shown by Table 5. Referring to Table 4 and Table 5, \( \sigma(H_0) = 0.68 \) when we add \( \sigma_{EM} \) modes whereas the same parameter error when adding \( n_e \) modes is \( \sigma(H_0) = 0.63 \). Though these are very small changes, one can see the subtle differences in the contour deformities shown in Fig. 16. The electron mass mode amplitudes \( \mu_1 \) and \( \mu_2 \) seem thoroughly decorrelated; however the third mode has the same problem with \( \theta_{MC} \) which prevents full decorrelation. More crucially though, the error contours are much narrower than the CVL case thanks to the marginalisation step as illustrated in Fig. 15.

One point of contention for \( m_e \), as with the CVL case, is the size of the error bars. Specifically the fact that the \( \mu_i \) amplitude amplitudes are so neatly multiplicative factors of the \( \sigma_{EM} \) modes. This is most clearly shown by the comparable Planck contours between \( \mu_1 \) and the horizon size \( \theta_{MC} \). In Hart & Chluba (2018), the error bars for \( m_e \) as a constant variation blow up due a degeneracy with \( \theta_{MC} \) (already discussed in Sect. 4.1); however, in Hart & Chluba (2018) we showed that the majority of the anomaly relies on the rescaling of the Thomson visibility function. Yet, there is also an interplay between early and late redshifts (pre- and during recombination) which cannot be accounted for if the variations \( C_l \) dissipate before later times (i.e., reionisation).

We will discuss this in more detail in Sect. 5.4, however, for now we want to draw the reader’s attention to the lack of this ge-

| Parameter | Planck 2018 TTTEEE + low-\( \ell \) | + 1 Planck \( n_e \) mode | + 2 Planck \( n_e \) modes | + 3 Planck \( n_e \) modes |
|-----------|---------------------------------|-----------------|-----------------|-----------------|
| \( \omega_b \) | 0.02237 ± 0.00015               | 0.02235 ± 0.00018 | 0.02233 ± 0.00019 | 0.02226 ± 0.00020 |
| \( \omega_c \) | 0.1199 ± 0.0012                 | 0.1201 ± 0.0014 | 0.1203 ± 0.0015 | 0.1199 ± 0.0015 |
| \( 100\theta_{MC} \) | 1.0408 ± 0.00031               | 1.04086 ± 0.00032 | 1.04089 ± 0.00039 | 1.04040 ± 0.00056 |
| \( \tau \) | 0.0542 ± 0.0074                 | 0.0541 ± 0.0078 | 0.0542 ± 0.0079 | 0.0535 ± 0.0080 |
| \( \ln(10^{10}A_s) \) | 3.044 ± 0.014                  | 3.044 ± 0.016 | 3.045 ± 0.016 | 3.038 ± 0.017 |
| \( n_s \) | 0.9649 ± 0.0041                 | 0.9642 ± 0.0057 | 0.9643 ± 0.0057 | 0.9619 ± 0.0064 |
| \( \mu_1 (m_e) \) | --                              | -0.001 ± 0.012 | -0.001 ± 0.012 | -0.003 ± 0.013 |
| \( \mu_2 (m_e) \) | --                              | --               | 0.004 ± 0.023 | 0.001 ± 0.023 |
| \( \mu_3 (m_e) \) | --                              | --               | --              |-0.116 ± 0.092 |
| \( H_0 \) | 67.36 ± 0.54                    | 67.27 ± 0.61     | 67.22 ± 0.64     | 67.12 ± 0.63    |
| \( \sigma_8 \) | 0.8107 ± 0.0059                 | 0.8113 ± 0.0077 | 0.8121 ± 0.0081 | 0.8075 ± 0.0089 |

Table 5. Marginalised results at the 68% confidence level for the \( m_e \) modes in Fig. [7] generated with Planck data using the direct likelihood method. This is combined with the Planck 2018 baseline dataset \( \text{Planck Collaboration et al., 2018} \). The comparison of all the standard \( \Lambda \)CDM parameters along with two derived parameters, \( H_0 \) and \( \sigma_8 \), are shown with the \( \mu_i \) amplitudes. The Gelman-Rubin metric for all the chains that generated these results satisfy \( R < 1 < 0.01 \).
For the cosmology of the projections formalism has been explained in detail in MCMCs (for certain cosmological problems). The main methodology and attain excellent, first-order estimates for the parameter variations $\Delta \theta$ the error on the horizon size, $m$ for constant variations of $\theta$ 3 modes are added, is far smaller than the $C$ constants applied in CMB spectral distortion analysis (Bolliet et al. 2020). For eigenmodes that are sufficiently decorrelated, we can recast the variations $\Delta C/C(\theta)$ onto a small deviation from the fiducial cosmology and attain excellent, first-order estimates for the parameter values and their errors before jumping onto computationally expensive MCMCs (for certain cosmological problems). The main methodology of the projections formalism has been explained in detail in PCA20; however, we will briefly elucidate some of the key aspects. For the $X_i$ eigenmodes, this approach has already been successfully applied in CMB spectral distortion analysis (Bolliet et al. 2020).

Firstly, we can create a generic variation in the fundamental constants $C$ as a function of eigenmodes constrained in the analytic or direct-likelihood method such that,

$$\frac{\Delta C}{C}(\theta) = \sum_i \rho_i E_i(\theta), \quad \rho_i = \int \frac{\Delta C}{C}(\theta) E_i(\theta) \, d\theta, \quad (10)$$

where once again, $\rho_i$ is the projection of the fundamental constant eigenmodes onto the given model that one is trying to constrain. If we assume that we are in the perturbative regime that the relative change in the fundamental constant is proportional to the relative change in the model amplitude, (i.e., $\Delta C/C \propto \Delta A/A$ where $A$ is the magnitude of a certain model variation). Since we can suppose the $\Delta \ln C$ is proportional to the relative change in the param-
marginalisation when generating the modes. If the goodness-of-fit allowed, the accuracy of which is determined by the strength of the projection results for

\[ \rho_i(z) \leq \rho_1 \lesssim \rho_2 \lesssim \rho_3 \]

By solving for the minima of this fit one can find the best-fit value of the parameter change \( \Delta A \) and weighted by the original change \( \Delta A_0 \).

For illustration, the various projections of the eigenmodes with the constant variation and power-law models are shown in Table 6. For constant variations, the fine structure constant modes strongly are strongly projected onto the first two modes, with a slightly weaker contribution from the third mode. In contrast, the \( m_e \) modes projected predominantly onto the second eigenmode, roughly double the projection onto the third mode. Furthermore, there is negligible projection onto \( \mu_e \). For power-law time-depence, the projections onto the \( \alpha_{\text{EM}} \) and \( m_e \) modes are very similar with the strongest projections onto \( E_1 \) and \( E_2 \); however, both modes have much smaller projections onto the second mode, with negative symmetry (\( \rho_2 (\rho; \alpha_{\text{EM}}) = -0.77; \rho_2 (\rho; m_e) = 0.64 \).

Apply this projection as a \( \chi^2 \)-squared residual with the \( \mu_e \) amplitudes using the MCMC covariance matrices such that,

\[ \chi^2 = (\Delta A \rho_i - \mu_i)^T \Sigma_{ij}^{-1} (\Delta A \rho_j - \mu_j) \]  \hspace{1cm} (11)

By solving for the minima of this fit one can find the best-fit value allowed, the accuracy of which is determined by the strength of the marginalisation when generating the modes. If the goodness-of-fit is treated like a likelihood such that the value in Eq. (11) is transformed by \( L = \exp(-\chi^2/2) \), the 68% and 95% percentile errors can be found for the given parameter change \( \Delta A \) as well. In Table 7 the projection results for \( \alpha_{\text{EM}} \) and \( m_e \) are compared against the simple constant relation and the phenomenological power law from our previous work. It is important to point out that the MCMC parameter values are actually garnered from a best-fit algorithm, since that is a clearer indication from the minimisation of the \( \chi^2 \). From the models given, the constant \( \alpha_{\text{EM}} \) results constrained by the projections method are exceptionally close to the MCMC sampled value. This is also the case for both the phenomenological power law cases where the difference is \( \sim 0.25\sigma \) for the \( \alpha_{\text{EM}} \) modes and \( \lesssim 0.1\sigma \) for the \( m_e \) modes. The power-law variations were even tested with an added curvature term where \( p \rightarrow p + \beta \ln([1 + z]/1100) \); however, the results were compatible to 0.003\( \sigma \). Though the curvature term has higher physical consistency \( (C(z \rightarrow 0) \rightarrow 0) \), it has a very small impact around the Thomson visibility function where the recombination constraints are most sensitive. All these model projections were far closer to PCA20 results due to the basic functional form these variations for \( C \) take compared to the free electron fraction, \( X_e \), and complicated parameter dependencies.

The key difference is the constant \( m_e \) projection. As documented in VFC20, the electron mass exposes a huge degeneracy line with \( H_0 \). This leads to the \( m_e \) MCMC error being much higher than \( \alpha_{\text{EM}} \) (as shown in Table 7). However, here the projection error is an order of magnitude smaller and the central value of \( m_e/m_{e,0} \) is far closer to unity. This suggests that something is amiss with the projection method for \( m_e \), as we discuss now.

5.4 Problems with the \( m_e \) projection and new hints about the origin of the Hubble tension

As we have shown in Sect. 5.3, the direct projection method works quite well for simple models of fundamental constant variations except for the constant variations in \( m_e \) which seem to be giving much smaller errors than the direct constraints (e.g., Hart & Chluba 2018). What is going on here?

As already mentioned in passing, this may be related with how the modes are constructed in our VFC PCA. In contrast to the direct constraints, our modes, operating at \( 300 < z < 2000 \), do not capture any changes to the Thomson visibility caused by VFC at \( z < 300 \) and during reionisation. In Fig. 19 we present the visibility function variations when we include a constant variation of \( m_e/m_{e,0} = 1.1 \). While the right panel focuses on the effect during recombination, the left panel looks at the variations arising in the reionisation era. The latter rely purely on the rescaling of the Thomson cross section which modifies the opacity of electrons during the reionisation epoch, which are not covered by our VFC modes. Note

| Model | Parameter (A) | A | B | C |
|-------|--------------|---|---|---|
| Constant | \( \alpha_{\text{EM}}/\alpha_{\text{EM},0} \) | 0.01 | -2.01 | 2.00 | 1.37 |
| Power law | \( p \) | 0.001 | 2.58 | -0.77 | 3.65 |

| Model | Parameter (A) | A | B | C |
|-------|--------------|---|---|---|
| Constant | \( m_e/m_{e,0} \) | 0.01 | 0.13 | -3.65 | -1.63 |
| Power law | \( p \) | 0.001 | 2.80 | 0.64 | 2.71 |

Table 6. Projections \( \rho_i \) of fundamental constant C changes onto the Planck eigenmodes while the parameter step size \( A \) used. Each value \( \rho_i \) measures how strongly the physical variations from the constant and power-law models project onto our Planck modes in Fig. 7.

| Model | Parameter (A) | A | B | C |
|-------|--------------|---|---|---|
| Constant | \( \alpha_{\text{EM}}/\alpha_{\text{EM},0} \) | 1.0010 | 0.0024 | 1.0012 | 0.0029 |
| Power law | \( (\alpha_{\text{EM}}/\alpha_{\text{EM},0}) \rho \) | -0.0002 | 0.0024 | 0.0004 | 0.0024 |

| Model | Parameter (A) | A | B | C |
|-------|--------------|---|---|---|
| Constant | \( m_e/m_{e,0} \) | 0.844 | ± 0.059 | 0.9995 | ± 0.0062 |
| Power law | \( (\alpha_{\text{EM}}/\alpha_{\text{EM},0}) \rho \) | -0.0006 | ± 0.0042 | -0.0009 | ± 0.0045 |

Table 7. Projection results using the first 3 eigenmodes for \( \alpha_{\text{EM}} \) and \( m_e \). The constant and power law models have been compared against the MCMC results from CosmicVar with Planck in Hart & Chluba (2018). The values from the MCMC are the best fit values along with the marginalised errors (since the projection module finds the best fit point in A).

Figure 19. The visibility function \( g(z) = \tau e^{-\tau z} \) made from the opacity \( \tau \) discussed in Sect. 3. The changes from increasing \( m_e \) by 10% (orange) are shown against the CDM scenario (purple). This includes both the Thomson visibility function at recombination (solid) and the residual bump of opacity coming from the reionisation epoch (dashed). Reionisation visibility has been multiplied by a factor of 1000.
that the visibility from reionisation had to be amplified $\times 1000$ due to the smaller opacity during this era.

From our previous study, we also know that the geometric degeneracy between $m_i$ and $H_0$ lies in the additional $\sigma_8 \Omega$ rescaling. Without this rescaling, the errors on $m_i$ shrinks by a factor of $\approx 5$, providing much less freedom along the geometric degeneracy line (Hart & Chluba 2018). In VFC20, we further tested the dependence on various likelihood configurations and found no clear data source (e.g., high-$\ell$ likelihood, lensing) that causes the large degeneracies with $H_0$. The exception was a $\sim 30\%$ reduction in the tension between $m_i$ and $H_0$ which could be accounted by the changes to the $\tau$ value from the new polarisation $EE$ likelihood. The potency of the polarisation likelihood and its proximity to the Hubble tension have also been alluded to in Addison (2021).

It therefore seems crucial to account for the full time dependence of the electron mass variability as a function of redshift, including later eras such as the dark ages, reionisation and the 21cm regime. This is also corroborated when adding BAO and SN data (using Riess et al. 2019 in the MCMC analysis, where one finds a small drift in the parameter values consistent with the likelihood combinations in $\Lambda$CDM, but negligible changes in the error bars ($\leq 0.01\sigma$). If we recreate the results that are shown in Table 2 using the Planck + BAO MCMC results instead of the Planck likelihood alone, we find the projection result $m_i(m_{00}) = 1.0013 \pm 0.0060$. This departs slightly from the direct MCMC result when we added BAO in VFC20 ($m_i(m_{00}) = 1.0078 \pm 0.0067$); however there are still traces of the geometric degeneracy here, albeit much smaller variations. However, the changes in the projection result when the BAO likelihood is included goes into the right direction and is far closer to the direct projection ($\approx 1\sigma$ deviation).

Our discussion shows that a coordination between the dark ages, reionisation and recombination could be vital for modelling the ionisation history in the future. The link between these epochs and the consequences of a universal ionisation history solution in the atomic physics regime may aid other theories. For example, one of the compelling solutions to the Hubble tension involves a baryon clumping effect that arises from primordial magnetic fields (Jedamzik & Pogosian 2020). However, another study has suggested that small-scale CMB data may contradict this with current Atacama Cosmology Telescope (ACT) data (Thiele et al. 2021).

If the baryonic clumping model was refined for a wider range of epochs, small changes during the dark ages and reionisation epoch may restore the consistency problems with the small-scale CMB data. Additional baryon clumping causes an acceleration of recombination at last scattering. Conversely, star formation may be enhanced in denser regions during reionisation, causing an earlier onset and longer duration of reionisation. To leading order, this is consistent with the modifications that constant variations of $m_i$ introduce, suggesting that a similarly orchestrated change in the ionisation history may be at work behind the scenes.

A complimentary study using a joint PCA for recombination and reionisation seems highly motivated by these findings. Specifically for the VFC model and the time-dependent eigenmodes, the inclusion of reionisation effects are beyond the scope of this paper. Due to the logarithmic relationship between conformal time and redshift ($\delta \ln \eta \approx -\delta \ln z$), the implementation of basis functions into the reionisation era is more complicated for perturbations at redshifts $15 \leq z_i \leq 300$. Variable basis functions across the same grid could help but have been shown to create significant correlations between eigenmodes when recasting the Fisher elements back into the $X$-basis (see PCA20 for more details). Returning to $X$-modes for both recombination and reionisation may be beneficial, combining the methods of PCA20 and Mortonson & Hui (2008), for instance. These explorations are left for a future study but most likely are at the core of the issues seen here.

6 FORECASTING EIGENMODES WITH SIMONS OBSERVATORY NOISE CURVES

To conclude our study, we turn to one of the interesting future projects that will involve CMB observables: The Simons Observatory (SO) (Ade et al. 2019). For this analysis, we make use of the publicly available so noise models code to generate an added noise term in the Fisher matrices for our analytic model. In this section, we add in the Simons noise curves with a 40% sky coverage according to their preliminary forecasts as well as an adjusted $\ell$ range for their Large Aperture Telescope (LAT) where $40 \leq \ell \leq 8000$. For simplicity, we will be considering the standard-ILC noise that emerges from the SO forecasts and not any of the deprojection effects from foregrounds (e.g., dust and synchrotron constrained-ILCs). The noise curves for the LAT agree with the forecasting paper for SO (Ade et al. 2019). The machinery is modified such that $C_{\ell}^{\gamma} \rightarrow C_{\ell}^{\gamma} + N_{\ell}^{\gamma}$ within the covariance matrix which changes the effective signal-to-noise of certain responses in the Fisher matrix (see Teegmark et al. 1997, for more details).

In Fig. 20, the SO modes are shown together with the CVL modes from Sect. 5. For both $\alpha_{\text{SO}}$ (top, Fig. 20) and $m_i$ (bottom, Fig. 20), the biggest impact lies in the second and third eigenmodes. The kink that was present in $E_2$ for the CVL case (Sect. 5) at $z \sim 1300$ has been removed for the SO modes. Specifically, whatever relic in the $D_i$ power spectra that caused the modes to quickly truncate to 0 around $z \sim 1500$ has been removed for a smoother exponential-like decline. The rapid drop in the first mode, $E_1$, has also been subtly changed due to the introduction of the SO noise. The third mode in both cases also exhibits an amplitude reduction for the peaks where $z < 1200$ however a larger amount of mode information (larger area) for the final peak at $z \sim 1300$. The trading of feature information in the modes could explain the removal of the kink in $E_2$ as well.

The forecasted errors for the SO modes are shown in Table 1 alongside the previously discussed CVL and Planck results. The predicted errors for a PCA with SO parameters sit nicely between the marginalised Planck components and the idealised CVL setup. However, the reduction of these errors with data from SO heavily relies on careful treatment of the likelihood, covariances and the data in general. Furthermore, the wider implications of the SO forecasted modes are that recombination eigenmodes (such as the fundamental constant eigenmodes) are approaching a critical constraining limit. Applications of the PCA method to Planck data have made huge strides in constraining these eigenmodes shown in previous studies where these were forecasted (Farhang et al. 2012). However, since $\sigma(\epsilon^{E_{18}}) \approx 4\sigma(\epsilon^{SO})$, we are very close to the CVL floor of constraining power available for this kind of analysis.

Feeding the estimated errors for SO into the projection machinery discussed in Sect. 5 we predicted the error for a constant measurement of fine structure constant is $\sigma_{\alpha_{\text{SO}}} (\alpha_{\text{SO}}) \approx 0.0001$. Similarly the predicted error for the electron mass is $\sigma_{m_i} (m_i) \approx 0.0003$. Although in both cases this is $\approx 20 \times$ times smaller than the Planck projection result, this neglects the marginalisation over stan-
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13 Testing for this was done with CosmoMC using the Planck 2015 optical depth prior: $\tau = 0.079 \pm 0.017$. 
dard parameters. The CORE collaboration forecasted for $\alpha_{\text{EM}}$ detectability for several experimental configurations and their baseline, CORE-M5, was similar to SO for high-$\ell$ noise (see Di Valentino et al. 2016 for more details). The constrained error they found for this setup was $\simeq 0.0007$ which is $\sim 5$ times larger than our expected error; however, they anticipate the degeneracy between $\alpha_{\text{EM}}$ and $H_0$ to start being a limiting factor.

The projection error for SO can be refined with more detailed forecasting models in the future (including foregrounds and other experimental effects). However, our estimates are already promising and cement the idea that SO could be approaching the limit of exceptional constraints for $\alpha_{\text{EM}}$ and $m_\gamma$ in upcoming analyses. In particular, sensitivity to time-dependent variations may be possible, and a VFC PCA provides a robust framework for mapping various VFC model parameters to direct observables, separating the model-dependent interpretation step from the data analysis.

### 6.1 Responses in the CMB power spectra with added noise suppression

As an additional illustration, the differences from the responses for these eigenmodes are shown in Fig. 21 with and without SO noise weighting. For this example, we are only focused on $\alpha_{\text{EM}}$ principal components and there is a truncation of $\ell \geq 4000$ due to the forecasted noise from SO. This suppression happens much lower at $\ell \simeq 3000$ for the polarisation spectra, suggesting the noise has a sharper cutoff than the temperature spectra. Interestingly, the third eigenmode $E_3$ exhibits an exponentially large response in the both panels at high-$\ell$ (orange, dashed), however the noise helps to damp these residuals away.

For the other two eigenmodes, the noise changes a non-zero floor in $\Delta D_\ell^T$ into an exponential decay at higher-$\ell$, showing the influence of the SO noise. This is particularly noticeable for the $D_\ell^E$ residual of $E_2$, where the out of phase responses in the CMB $EE$ peaks are much smaller in the SO case. The discrepancies in the modes between CVL and SO arise from the added $\ell$ modes before the noise kicks in at $\ell \lesssim 3000$. Even a few hundred extra modes compared to the CVL case can make the difference seen. Furthermore, the interplay of the different suppression levels between temperature and polarisation will influence the Fisher matrix as well. Adding the SAT noise curves may sharply change the eigenmode shapes in the large scales as well, however these noise curves target the larger scale features associated with BB error constraints thus far (i.e., tensor spectral index $r$), which are not affected by the ionisation history (Ade et al. 2019).

### 7 CONCLUSION

In this work, we have performed the first PCA for fundamental constant variations across recombination. Fundamental constant variations modelled in [Hart & Chluba 2018] can now be broken into a set of basis functions which provoke responses in the CMB spectra through the changes to the ionisation history and the opacity scaling (via the Thomson cross section) using FEAB+++. Generalizing the methodology of PCA20, we have constrained the principal components for a number of experimental setups using an analytical method (i.e., CVL experiments and Simons Observatory) and a direct likelihood method (i.e., Planck). The obtained principal components all cut off smoothly above $z \simeq 1500$, as the deviation become negligible in the ionisation history and the CMB spectra in the tails. The modes given here have been constructed with the same rigour as PCA20 including stability analysis, minimisation of non-orthogonalties and parameter marginalisation.

We have shown that the majority of our component analysis does not point to deviations from $\Lambda$CDM; however, the marginalised Planck 2018 VFC modes for both constants hint at a $\simeq 1 - 1.5\sigma$ deviation in the $\mu_3$ amplitudes. This mode is not strongly excited by time-independent $\alpha_{\text{EM}}$ and $m_\gamma$ variations (see Table 6), which have been thoroughly studied in the past, hence suggesting that the story could be more complicated.

Given the principal components for $\alpha_{\text{EM}}$ and $m_\gamma$ have now been constrained, these can be easily applied to complex models of these variations using rudimentary linear algebra. For constant variations and our phenomenological power law first discussed in [Hart & Chluba 2018], the results from our projections method are consistent with the direct MCMC runs (Table 7). For example, constant $\alpha_{\text{EM}}$ variations agree with the MCMC result to the level of $\simeq 0.08\sigma$ whilst the power law is consistent to $\simeq 0.25\sigma$ for both $\alpha_{\text{EM}}$ and $m_\gamma$. Similar studies could be used to constrain physically-motivated models such as the runaway dilaton and BSBM model variations during recombination (see Sandvik et al. 2002 for BSBM model).

An inconsistency appears for our $m_\gamma$ modes; however, this also delivers one of the interesting contentions of this work. Specifically, the constant $m_\gamma$ projection results differ radically from the
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**Figure 20.** Principal components predicted using the analytic method with the Simons Observatory noise curves. For this particular experiment, it has been configured for the Large Aperture Telescope (LAT) with $f_{\text{sky}} = 0.4$ and $l_{\text{max}} = 8000$. © 2021 RAS, MNRAS 000. 0
MCMC results, which strongly exploit a $H_0$ geometric degeneracy (see VFC20). Since here the basis functions are created at $z > 300$ and there are non-negligible variations in the reionisation visibility function arising from $m_e$ variations missing (see Fig. 19), we suggest that a more detailed analysis with reionisation modes explicitly included could recreate the degeneracy. More importantly, since the reionisation physics interplay with recombination is important to these components, we posit the idea that certain aspects of this interplay are integral to full solutions to the Hubble tension (see VFC20). Since here the basis functions are created at MCMC results, which strongly exploit a geometric degeneracy

We also forecast how well VFC may be constrained with The Simons Observatory (see Sect. 5). Here, we see a distinct improvement in the detectability over the idealised Planck eigenmodes, with some of the structural features from a CVL experiment. Differences arise due to the carefully computed noise curves lifted from the SO forecast data release (Ade et al. 2019). While more detailed forecast including instrumental and foreground effects will be needed, our estimates highlight the immense potential of future ground-based observations in this respect.

We close by remarking that variations in $\alpha_{EM}$ and $m_e$ are often motivated by scalar fields (e.g., the BSBM model) which could conceivably stem from the same variations that give rise to early dark energy effects (e.g., Poulin et al. 2019). Developing more realistic models on $\alpha_{EM}$ and $m_e$ could have an impact on future constraints for the dark early energy mechanisms such as the ultra-light axion model. The extended variations of these constants have not been forecasted here, however, there is lots of room to continue this in the future with The Simons Observatory. Since the forecasted eigenmode errors for SO are significantly improved when compared to Planck, this could put important constraints on these models and add more information to the current picture surrounding these more complex formulations for changes to $\alpha_{EM}$ and $m_e$.

APPENDIX A: STABILITY ANALYSIS OF THE Planck 2018 LIKELIHOOD

In this section, we corroborate the analysis from PCA20 by following the same direct likelihood methodology, mentioned in Sect. 2. Numerical derivatives require an appropriate step size and stable minima position for the Planck 2018 likelihood with respect to all the standard cosmological parameters ($\{\omega_c, \omega_b, \Omega_\text{MC}, \tau, n_s, A_s\}$). In our analysis we have also included derivatives about the minima for nuisance parameters from the Planck 2018 likelihood.

A1 Optimisation of 1D likelihood curves

The curves were optimised using the likelihood minimisation routines found in CosmoMC. The minimisation mode was run for several starting points to check that the location of the maximum likelihood value (from here on, MLV) was attained correctly with respect to all the parameters. The chosen likelihood configuration was Planck 2018 TTTEEE + low-$\ell$ + low-E dataset, given that this was the baseline for the 2018 papers (Planck Collaboration et al. 2018a, 2019). The likelihood function was then perturbed from the MLV, $L_{\text{max}} \equiv L(f_{\text{MLV}})$ and the residual was calculated: $\Delta L = L(f) - L_{\text{max}}$. For the purposes of this paper, we use the log-likelihood $L \equiv \ln L$, where $L$ is the actual likelihood function and $f_{\text{MLV}}$ refers to the fiducial set of parameters that define the location of the MLV. The variations in the likelihood parameterised by a fractional standard deviation (according to Planck 2018 fiducial results), $\Delta \tilde{f}/\sigma$, are shown
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in Fig. [A1] The blue dashed lines show that the likelihood minima have been offset to $\Delta s = 0$, whilst the red dashed lines show the $\Delta \ln L = 1$ limits above the minima.

The noisy structure of the likelihood around the minima for $\omega_b$, $\omega_c$ and $\theta_{MC}$ has not disappeared from the previous analysis in PCA20, where the Planck 2015 data was used (Planck Collaboration et al. 2016). However $n_s$, $\tau$ and $A_s$ all look relatively smooth for very small changes in the parameters $\Delta s/\sigma$ (with respect to their standard deviations). Furthermore, the likelihood variations in the Fisher matrix are insensitive to small changes in the nuisance parameters. Both these details are consistent with the conclusions from our previous paper, where even the functional form of the noisiness around $\Delta s \sim 0$ has similar structure. Given the clear parabolic shapes of the log-normal distributions in Fig. [A1] around $\Delta s = 0$, the minimised likelihood here is an ideal configuration for the Fisher method outlined in Sect. 2.

### A2 Stability of step sizes for cosmological parameters

Once the minimum value of the N-D log-likelihood distribution is approximately found, one can start to optimise the Fisher for the direct likelihood method. In this case, we repeat the methodology from Appendix C of the previous paper, by finding the parameter step size that allows for a stable evaluation of the Fisher elements $F_{ij}$. Here we focused on the most sensitive, non-component parameters which were again the standard six cosmological parameters analysed by Planck. The results from evaluating the diagonal Fisher elements are shown in Fig. [A2]. In this figure, the lines correspond to the diagonal Fisher element at some step size for a given parameter. These are weighted by the value of the given diagonal Fisher element at the x-value of the dotted lines. For example, for $A_s$, the weighted value of $\Delta s_{y_0}$ = 0.6. The step-sizes that represent an adequate level of numerical stability are represented by dashed lines for each parameter in Fig. [A2]. For $\omega_b$, $\omega_c$, $\theta_{MC}$ and $n_s$, these lines are complemented by the curves in Fig. [A1]. The pivot values shown in Fig. [A2] were chosen as they tend to some constant value, implying the derivatives are stable. On the LHS of Fig [A2] the Fisher elements are affected by propagating noise within the Boltzmann code and the likelihood function; whereas on the RHS these responses become non-linear and parabolic (since the Taylor expansion of the likelihood no longer works in this regime). For comparison, see Fig. C2 of PCA20. In a similar vein to the previous paper, we are using a five-point stencil\(^{14}\) for derivatives for the same reasons as before: the higher order scheme allows for derivatives at step-sizes that do not incur noisy likelihood responses.

The increments used in the direct likelihood method for the modes shown in Sect. 2 are given in Table [A1]. For $\omega_b$, $\omega_c$ and $n_s$, the step sizes given are roughly the same size as in PCA20, however slightly modified according to the shifts in the best-fit values between the 2015 and 2018 Planck likelihood. The value of $\Delta s$ for $\tau$ is $\sim 70\%$ smaller for the case of the 2018 likelihood; however this is intrinsically linked to the improvements in the polarisation data and the much smaller value of $\tau$ in the Planck 2018 parameters (Planck Collaboration et al. 2018b). The only anomaly is the shift for $A_s$ is much larger; however as shown in Fig. [A2] the amplitude of $A_s$ is much more forgiving for the Fisher method. The chosen step-size is well outside the ranges of these curves where small-scale noise dominates the likelihood. However, one can notice that the step-sizes for $\tau$ and $A_s$ are noticeably larger than their likelihood curves would imply. This is due to the huge degeneracy arising from these parameters in the analysis of the CMB power spectra. The amplitude of the matter power spectrum $A_s$ contributes to an overall change in the normalisation of the CMB anisotropies, similar to the net damping effect caused by an increase in the reionisation optical depth $\tau$. As such, their stability is far weaker than their 1D curves would suggest. There are similar correlations across the standard 6 parameters, but the degeneracy between $\tau$ and $A_s$ is by far the largest (see Planck Collaboration et al. 2018b for more details).

### APPENDIX B: REVISITING FREE ELECTRON FRACTION PCA WITH 2018 DATA

In this appendix, we show the results for the $X_e$ eigenmodes, similar to the method in PCA20, as a consistency check for the PCA methodology. The ionisation history eigenmodes generated with the most recent Planck data are shown in Fig. [B1]. With the exception of the small changes in peak height at $z \lesssim 1200$ for all modes, in the most recent Planck data was used (Planck Collaboration et al. 2016). However $n_s$, $\tau$ and $A_s$ all look relatively smooth for very small changes in the parameters $\Delta s/\sigma$ (with respect to their standard deviations). Furthermore, the likelihood variations in the Fisher matrix are insensitive to small changes in the nuisance parameters. Both these details are consistent with the conclusions from our previous paper, where even the functional form of the noisiness around $\Delta s \sim 0$ has similar structure. Given the clear parabolic shapes of the log-normal distributions in Fig. [A1] around $\Delta s = 0$, the minimised likelihood here is an ideal configuration for the Fisher method outlined in Sect. 2.

\(^{14}\) Five-point is misleading when you are using the 2D finite difference method. In reality, for two unique parameters, this scheme requires evaluating 16 points (full calculation in PCA20).
Table A1. The standard 6 cosmological parameters used in the direct method analysis with Planck 2018 TTTEEE + low-ℓ + low-E data along with their best-fit values (µp), their standard deviation (σp) and the choice of Δp/σ for the calculation of stable derivatives (shown in Fig. A2). The best-fit values come from iterated minimisation and the standard deviations come from MCMC, both obtained using the CosmoMC software package.

| Parameter (ρ) | µp | σp | Δp/σ |
|---------------|----|----|------|
| ωb           | 0.02237 | 0.00015 | 6.0 |
| ωc           | 0.1201 | 0.0014 | 3.0 |
| 100θMC        | 1.04085 | 0.00031 | 8.0 |
| τ            | 0.0533 | 0.0074 | 1.0 |
| nσ           | 0.9658 | 0.0044 | 2.5 |
| ln(1010A0)   | 3.043 | 0.016 | 0.6 |

Figure A2. The diagonal Fisher matrix elements for the standard cosmological parameters, Fii referred in Appendix A and PCA20. These have been weighted by Fii(Δhi), where Δhi is the location of the dashed lines, which have been chosen for the appropriate step sizes in the direct likelihood method.

Figure B1. Eigenmodes from the Xe, Planck 2018 likelihood. The reference lines on the plot (dashed) are the 2015 converged eigenmodes found in PCA20. The Planck 2018 Xe results use the same stability analysis explained in Appendix A. The dotted line represents the most probable last scattering redshift, z0, under ΛCDM.

Table B1. Marginalised 68% limit results for the Xe eigenmodes generated with Planck 2018 compared against the results generated with the Planck 2015 likelihood. The MCMC has been carried out with Planck + lensing + BAO to easily compare against the previous Planck papers (Planck Collaboration et al. 2018b).

| Parameter | Planck 2015 | Planck 2018 |
|-----------|-------------|-------------|
|           | + lensing + BAO | + lensing + BAO |
| ωb        | 0.02241 ± 0.00019 | 0.02246 ± 0.00019 |
| ωc        | 0.11813 ± 0.0011 | 0.11809 ± 0.0001 |
| 100θMC    | 1.04079 ± 0.00038 | 1.04104 ± 0.00036 |
| τ         | 0.070 ± 0.013 | 0.0572 ± 0.0075 |
| ln(1010A0)| 3.071 ± 0.024 | 3.049 ± 0.015 |
| nσ        | 0.9686 ± 0.0055 | 0.9681 ± 0.0053 |
| µ1 (Xe)   | −0.06 ± 0.11 | −0.01 ± 0.11 |
| µ2 (Xe)   | −0.16 ± 0.19 | 0.06 ± 0.18 |
| µ3 (Xe)   | −0.19 ± 0.35 | 0.02 ± 0.24 |
| H0        | 67.93 ± 0.49 | 67.85 ± 0.49 |
| σ8        | 0.8174 ± 0.0091 | 0.8100 ± 0.0065 |
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