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Abstract—This paper investigates how the inherent quantization of camera sensors introduces uncertainty in the calculated position of an observed feature during 3-D mapping. It is typically assumed that pixels and scene features are points, however, a pixel is a two-dimensional area that maps onto multiple points in the scene. This uncertainty region is a bound for quantization error in the calculated point positions. Earlier studies calculated the volume of two intersecting pixel views, approximated as a cuboid, by projecting pyramids and cones from the pixels into the scene. In this paper, we reverse this approach by generating an array of scene points and calculating which scene points are detected by which pixel in each camera. This enables us to map the uncertainty regions for every pixel correspondence for a given camera system in one calculation, without approximating the complex shapes. The dependence of the volumes of the uncertainty regions on camera baseline length, focal length, pixel size, and distance to object, shows that earlier studies overestimated the quantization error by at least a factor of two. For static camera systems the method can also be used to determine volumetric scene geometry without the need to calculate disparity maps.
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1 INTRODUCTION

THREE dimensional (3-D) scene reconstruction from multiple views is one of the oldest fields of computer vision and photogrammetry, and it has diverse applications including autonomous vehicle navigation, historical conservation, and industrial tasks such as process inspection and quality assurance [1], [2], [3]. Stereo reconstruction is a process which calculates the position of an object feature in 3-D space by detecting it in two images. This can be summarized in the following steps:

1) Geometric calibration determines the intrinsic and extrinsic camera parameters.
2) Correspondence matching identifies the pairs of pixels that view the same object.
3) Triangulation calculates the 3-D position of the object using disparity in the image plane.

Point clouds (and depth or disparity maps) are the most primitive 3-D data calculated from these processes. Every point in a point cloud has an x, y, z value in Euclidean space and a brightness (color or black and white). However, this 3-D information is meaningless if we have not characterized its associated uncertainty, reliability, reproducibility, and errors. The uncertainty in brightness is determined by radiometric factors such as the surface properties and illumination conditions [4], [5]. The uncertainty in position is caused by errors at all three stages of stereo reconstruction, system geometry and image plane quantization.

A lot of research has been carried out into the study of errors generated from calibration [6], [7], [8], [9], [10] and correspondence matching [11], [12], [13], [14], [15]. There is also a disparate body of research that we summarize as geometrical constraints on error, which is concerned with the fundamental limitations on what a given system of cameras can measure. These factors include intrinsic camera properties, such as the sensor dimensions and focal length, and extrinsic camera properties, such as their baseline distance and angle of focal axis convergence [7], [9], [17]. Another geometrical constraint is the quantization of the image plane into pixels by the camera sensor (such as a CCD or CMOS), which gives rise to errors in point position called quantization error [18], [19].

1.1 Image Plane Quantization Error

Many 3-D from stereo algorithms use the disparity in the image planes to calculate 3-D position using triangulation [20]. This assumes that two lines from the perspective center of each camera, A and B in figure 1, intersect at the object position in space, denoted by X. These lines intersect with the image planes at w_A and w_B, this is further discussed in section 2.1. By this stage of the calculation, errors in the object position on the image plane have been introduced, which may produce projection lines that do not intersect [21], motivating studies of how to minimize and adjust the errors in the image plane [20], [22]. Furthermore, the quantization of the camera sensor introduces limitations in the spatial resolution of the image plane, which is problematic because triangulation assumes pixels to be points rather than rectangles [19].

If we model a pixel as a rectangle instead of a point, and its projection into space as a pyramid instead of a ray during triangulation, we can calculate the localization error caused by image plane quantization. The intersection of two pyramids gives a polyhedron of six or more sides, which represents an absolute uncertainty bound for the calculated object position, illustrated in fig. 2. This is referred to as an uncertainty region or error volume [18], [19].
Fig. 1. Perspective projection geometry for two coplanar cameras.

Fig. 2. Perspective projection of pyramids to represent pixel views. The intersection of these pyramids is a polyhedron.

Wu, Sharma and Huang pioneered this approach in 1998, and used the volume of the polyhedron as an error measurement [19]. Limited by computational power at the time, rather than calculating the volume of the polyhedron, they fit the vertices to an ellipsoid using principle component analysis and worked with the ellipsoid volume instead. They also suggested that the ratio of major to minor axis and the direction and size of the major axis gives a quantitative measure of localization error due to quantization.

The idea was picked up again by Fooladgar et al. in 2013, where they applied the idea to circular pixels, which makes the field of view a cone instead of a pyramid [18]. The intersection of two cones is a non-trivial problem that can be solved using a Lagrangian method. They further proposed two analytic solutions that reduce the computational cost by assuming one pixel projection is a cone and the other is four planes, the faces of a pyramid. Due to computational limitations they took the maximum and minimum coordinate values of the polyhedron vertices to approximate this shape as a cuboid. Both the polyhedron volume and the cuboid volume have the same dimensions in $x$, $y$ and $z$, as shown in fig. [3]. The volume of the polyhedron (green) will always be less than the cuboid (blue), depending on the nature of the shape this can be a large or a small difference. The ellipsoid volume used in [19] would be fitted to the vertices of the polyhedron.

Both studies present methods to calculate ellipsoid or cuboid approximations of the polyhedral error volume, for one pixel combination at a time. In this paper, we present a method to calculate the true polyhedron volume for all pixel combinations in a stereo pair. Rather than calculating the complex polyhedral shape of each intersection by projecting pyramids or cones, our method generates a three-dimensional array of gridpoints in the scene and determines which gridpoints are within each intersection. This is the inverse problem of the previous approaches and the discretization of scene space is a technique used in occupancy grid mapping (see section 1.2.3 and volumetric scene reconstruction [23]). Given each camera we calculate which gridpoints are seen by each pixel and perform an intersection of these sets to obtain every uncertainty volume within that space. The method can be used for $n$ cameras with any rotation or translation between them (provided that their views overlap), but for this study we demonstrate the method using two coplanar camera views. In line with the earlier studies we investigate the effects of camera separation (baseline distance), focal length, pixel size and gridpoint position on the polyhedral and cuboid uncertainty volumes, and compared the latter results with [18].

1.2 Related Work

1.2.1 Geometric Constraints on Localization Error

Modelling and predicting the accuracy of 3-D from stereo calculations has been a common goal of many studies over the last 40 years. Here we explore a subset of that research, concerning “geometrical constraints on error” as defined in section 1.

One study presents an empirically derived model for the total absolute error in the $x$, $y$, and $z$ coordinates (as defined in fig. [1]) of a measured point, whereby the error for each coordinate is a sum of systematic and random components [23]. They predict a similar total absolute error for the $x$ and $y$ coordinates and an order of magnitude greater error for the $z$ coordinate, although by their own admission these estimates are “pessimistically high”. Even if not using this method, stating the error in each Cartesian direction as a confidence interval (for example $z = 2 \pm 0.1 \text{m}$) is a typical approach.

An equation of the following form has been used to define the total error of a point $\varepsilon$,

$$\varepsilon = \sqrt{\varepsilon_x^2 + \varepsilon_y^2 + \varepsilon_z^2} \tag{1}$$

whereby $\varepsilon_x$ represents the variance of the $x$ coordinate [7] or $\varepsilon_x$ represents simulated absolute errors of the $x$ coordinate [6], [9], [24]. Physically this represents the magnitude of the vector connecting the true and measured location of the point. The magnitude of the three components can be very different (see section 5) and this dimensionality information is lost when calculating this quantity, as this effectively this models the uncertainty volume as a sphere.

A model by Yang et al. shows how baseline distance, focal length, and convergence angle separately affect $\varepsilon$, and also uses a transfer function to see how they work in combination [7], [9]. Kytö et al. performed an experiment with a multi-level calibration target to examine the effect of baseline distance and focal length on just depth error $\varepsilon_z$ [17]. Similarly, Ortiz et al. only looked at depth error but varied the resolution setting of their camera [23].

In many papers, half the length of a pixel is assumed to be the quantization error for any point measured by the
approach to building the visual hull is voxel or space carving, the maximal space occupied by the object, known as the visual hull as "the 3-D intersection of all object pixel projection volumes" [41]. The first authors to calculate the pixel viewing a given voxel are Fromhertz et al. in 1994, using the rotation and translation of the object on a rotating stage [42]. Quantization artifacts are a major drawback of volumetric scene reconstruction [40], [43], consequently this framework is the ideal way to measure quantization uncertainty. Our method calculates the visual hull of every pixel combination in a system, and from this it would be possible to determine the visual hull of an object spanning multiple pixels in the images.

2 Background

2.1 Pinhole Camera Model

In keeping with earlier studies, we assume the pin-hole camera model for a low distortion system [44]. Light from a world point at \( \mathbf{X} \), \((X, Y, Z)\) in world coordinates, passes through the aperture or optic center, and is projected to the image at \( \mathbf{w} \), \((u, v)\) in image coordinates. In fig. 1 the optic centers are at \( A \) and \( B \) and the image planes have been reflected with respect to the \( XY \) plane at \( z = 0 \) so that it does not produce a mirror image with negative coordinates, as is more commonly seen in pinhole camera diagrams [4]. The distance between the cameras or baseline is represented by \( b \), with the origin of the world coordinates at the midpoint. For these coplanar cameras, the \( x \) and \( y \) axes correspond to the \( u \) and \( v \) directions in image coordinates respectively, and the \( z \) axis is parallel to the optical axes, which corresponds to depth in the scene. \( f \) is the distance from the optic center to the image plane, commonly referred to as the focal length because this refers to the same quantity in the context of lenses. The image plane is assumed to be the same as the sensor plane, and since the image plane is discretized into pixels, the projected world points will be at within ±1/2 pixel length of the true point [19].

2.2 Perspective Projection Model

The transformation from three-dimensional world coordinates to two-dimensional image coordinates is called perspective projection [45]. Three components are required to model the imaging process from the world point \( \mathbf{X} \) to the pixel \( \mathbf{w} \). These are the pixel to image plane conversion, \( \mathbf{CPR} \), perspective projection, \( \mathbf{P} \), and a rigid body transformation, \( \mathbf{R} \). These are expressed by the following linear matrix operation in homogeneous coordinates:

\[
\mathbf{w} = \mathbf{CPR} \mathbf{X} \quad (2)
\]

\[
\begin{bmatrix}
  s u \\
  s v \\
  s
\end{bmatrix} =
\begin{bmatrix}
  k_u & 0 & u_0 & 0 \\
  0 & k_v & v_0 & 0 \\
  0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
  r_{11} & r_{12} & r_{13} & T_x \\
  r_{21} & r_{22} & r_{23} & T_y \\
  r_{31} & r_{32} & r_{33} & T_z
\end{bmatrix}
\begin{bmatrix}
  \lambda X \\
  \lambda Y \\
  \lambda Z
\end{bmatrix} \quad (3)
\]
so midpoint, therefore the translation their optic axes are parallel so there is no rotational element for camera A and $T_a$, for the following experiments.

$$su = \begin{bmatrix} a_0 & 0 & u_0 \\ 0 & a_0 & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} r_{11} & r_{12} & r_{13} & T_x \\ r_{21} & r_{22} & r_{23} & T_y \\ r_{31} & r_{32} & r_{33} & T_z \end{bmatrix} \begin{bmatrix} \lambda X \\ \lambda Y \\ \lambda Z \\ 1 \end{bmatrix}$$

(4)

where $k$ represents the pixel size in either the $u$ or $v$ direction, $u_0$ and $v_0$ are the position of the optic axis in the image plane, $f$ is the focal length, $a_u = f k_u$ and $a_v = f k_v$ are the image scaling factors, and the ratio $a_u/a_v$ is the aspect ratio.

In this paper, the optic axis is in the center of the imaging plane, therefore $a_u = a_v = 1$, and we assume square pixels so $k_u = k_v$. Our pair of cameras are coplanar, meaning their optic axes are parallel so there is no rotational element between them. The world coordinate origin is at the baseline midpoint, therefore the translation $T$ in $x$ will be $T_x = -b/2$ for camera A and $T_x = b/2$ for camera B, with $T_y = T_z = 0$.

3 METHODOLOGY

In this section, we summarize how we calculate all the polyhedron uncertainty volumes within a region of space represented by an occupancy grid, which involves simple vector geometry. We then detail how the results can be visualized and queried, such as determining the volume for a specific pair of pixels obtained during correspondence matching. We also present the error metrics used to measure the accuracy of our results.

3.1 Computation of the Intersection Region

We start by defining our region of interest, this can be the entire volume where the two camera views intersect, or a smaller subset of that space. We generate regularly spaced gridpoints filling this volume with cartesian coordinates $(X, Y, Z)$. The origin of the coordinate system is at the baseline midpoint. The x-axis is parallel to the baseline, the z-axis is depth and the y-axis is perpendicular to these directions. These grid points can be thought of as the centroids or vertices of cube shaped voxels. The accuracy of this method is highly dependent on the spacing between grid points, so this should be chosen carefully. In section 4.3 we investigate how the grid point spacings affect the calculated volumes for the system we model and a suitable spacing is chosen for the following experiments.

The following coordinates used to define the position of point P.

Fig. 5. Spherical coordinates used to define the position of point P.

The following steps, summarized in algorithm 1, determine which gridpoints are in the view of each pixel in one camera. This process is repeated for every other camera or view in the system. We start by specifying the following parameters for the camera:

- Perspective center in world coordinates, $A$ and $B$
- Angular field of view in horizontal and vertical directions, $FOV$
- Focal length, $f$
- Number of pixels, $n$
- Pixel size, $k$

In this study we assume square pixels and equal numbers of detectors in the rows and columns of the sensor. We assume each pixel subtends an angle bounded by planes passing through the camera perspective center, $A$, and each pixel border, as shown in fig. 4 in 2-D. The pixel border angles, $\alpha$, are calculated using perspective projection, consequently the angle viewed by each pixel decreases with increasing distance from the optic axis.

To calculate the $\alpha$ angles, we generate a vector containing the $x$ coordinates of the edges of each pixel $x_k$, defined by the following sequence $\langle x \rangle$

$$\langle x \rangle = ki, \quad i \in \mathbb{Z}, \quad -\frac{n}{2} \leq i \leq \frac{n}{2}$$

(5)

CCDs always have dimensions of powers of 2, so $n$ will always be even, $n = 2x$, $x \in \mathbb{N}$. $\alpha$ is then the inverse tangent of $\langle x \rangle$ divided by the focal length.

$$\bar{\alpha} = \arctan \left( \frac{1}{f} x_k \right)$$

(6)

Now that we have the horizontal angles for the pixel edges, we perform the same procedure to determine the vertical angles for the pixel edges, $\gamma$. In this work we simulate square pixels therefore $\gamma = \alpha$. Next we convert the Cartesian coordinates of each scene grid point, $P$, to spherical coordinates with an origin also at the camera center, using the following:

$$\rho = \sqrt{x^2 + y^2 + z^2}$$

(7)

$$\phi = \arctan(y/z)$$

(8)

$$\theta = \arctan(x/z)$$

(9)

whereby $x$, $y$ and $z$ are the cartesian coordinates, $\rho$ is the distance from the optic center to $P$, $\phi$ is the elevation, and $\theta$ is the azimuth relative to the optic axis, shown in fig. 5.
We then determine which pixel view each grid point appears in. The angles in \( \alpha \) are ordered and increasing, therefore, we can determine where \( \theta \) for each grid point fits in to \( \alpha \) by performing a binary search. This returns the index of the element in \( \alpha \) such that if \( \theta \) were inserted into \( \alpha \), the order of \( \alpha \) would be preserved [46]. This index is \( u \) in the case of \( \theta \) and \( \alpha \), and \( v \) in the case of \( \phi \) and \( \gamma \). These are the pixel ID, \( (u, v) \), for the simulated camera, shown in fig. 1.

We now know for every grid point the cartesian coordinates, spherical coordinates, and pixel ID. These values are stored in a lookup table, \( LUT \), with the pixel ID as the keys and coordinates as the values. This allows us to look up all the gridpoints seen by a particular pixel, but the keys and values can be readily inverted so that we can look up the pixel viewing each gridpoint. The algorithm is summarized in algorithm 1.

We repeat this process for every other camera in the system, giving us a lookup table for each one, in our case \( LUT_A \) and \( LUT_B \). By performing an intersection of the gridpoint coordinates in these lookup tables (intersection used in terms of set theory rather than geometry) we obtain both pixel IDs for each gridpoint. This new lookup table, \( LUT_{AB} \), has the pixel IDs of both cameras as the key, \( [(u_A,v_A),(u_B,v_B)] \), and all the gridpoints within that intersection as the values. The algorithm steps are described in algorithm 2. If there are three or more views in the system, giving us a lookup table for each one, in our case \( LUT_A \), \( LUT_B \), \( LUT_C \), and so on. \( LUT_{AB} \) contains all the information needed to determine which pixels in cameras \( A \) and \( B \) see any scene point, and conversely which scene points are in the uncertainty volume of any pixel combination.

---

**Algorithm 1: Gridpoints in view of one camera**

**Input:** \( R \) = region of interest, \( s \) = gridpoint spacing, camera parameters \( [A, f, n, k] \)

\[ G = \text{GenerateOccupancyGrid}(R, s) \]

\[ A = \text{new} \text{array of length } i \]

**for** \( x \) in \( \{x\} \), where \( \langle x \rangle \) is defined in equation 5 do

\[ A[i] = \alpha \]

\[ S = \text{new} \text{3-D array with dimensions } G \]

**for** \( x, y, z \) point in \( G \) do

\[ A[i] = \alpha \]

\[ \rho, \theta, \phi \text{ using equations 7, 8, and 9} \]

\[ S[x,y,z] = \rho, \theta, \phi \]

\[ U = \text{new} \text{3-D array with dimensions } G \]

\[ V = \text{new} \text{3-D array with dimensions } G \]

**for** \( \rho, \theta, \phi \) in \( S \) with index \( x, y, z \) do

\[ U[x,y,z] = \text{FindBinarySearch}(A, \theta) \]

\[ V[x,y,z] = \text{FindBinarySearch}(A, \phi) \]

\[ LUT = \text{new lookup table} \]

**for** \( x, y, z \) in \( G \) do

\[ u = U[x,y,z] \]

\[ v = V[x,y,z] \]

add point \( P(x,y,z) \) to current list in \( R[u,v] \)

**Output:** \( LUT \)

---

**Algorithm 2: Gridpoints in view of 2 or more cameras**

**Input:** \( LUT_A, LUT_B \)

\[ LUT_{AB} = \text{new lookup table} \]

**for** \( u_A, v_A \) in \( LUT_A \): do

**for** \( u_B, v_B \) in \( LUT_B \): do

\[ \text{points}_{SA} = LUT_A[u_A, v_A] \]

\[ \text{points}_{SB} = LUT_B[u_B, v_B] \]

intersection = \( \text{points}_{SA} \cap \text{points}_{SB} \)

if intersection: then

\[ \text{intersection}[u_A, v_A, u_B, v_B] = \text{intersection} \]

**Output:** \( LUT_{AB} \)

---

### 3.2 Uncertainty Region Representation

The lookup table made in algorithm 2 can be queried to characterize and plot the uncertainty volumes for cameras \( A \) and \( B \). The polyhedron volume is obtained by counting the number of points, \( p \), in each intersection and converting this to a volume in meters cubed using the spacing between grid points, \( g \):

\[ V = g^3 p \]  (10)

The cuboid uncertainty volume and its dimensions offer an approximate shape of this region as shown in fig. 3. The cuboid volume is calculated by querying the minimum and maximum coordinate values in an intersection, calculating the \( x, y, \) and \( z \) dimensions and multiplying these together. It is possible to examine how the three components contribute to the volume as we vary parameters such as distance from the camera, however the usefulness of this is limited by the degree to which the major and minor axes of the polyhedron align with the cartesian axes.

### 3.3 Error Metrics

To test the validity of our approach we compare our results with those of previous authors in terms of Root Mean Squared (RMS) error:

\[ RMS = \sqrt{\frac{\sum_{n=1}^{N}(p-o)^2}{N}} \]  (11)

where \( p \) is the predicted value, \( o \) is the observed value and \( N \) is the number of measurements. For our calculations the predicted values are the cuboid volumes obtained by [18] and the observed values are the cuboid volumes obtained using our method. We want to express the error as a percentage, so rather than use the Mean Absolute Percentage Error (MAPE) [47], which imposes a heavier penalty when \( o < p \), we use a logarithm of the accuracy ratio, \( p/o \). This outperforms MAPE when the error grows as a function of a variable [48], which is the case for all our observations. We calculate the Median Symmetric Accuracy (MSA) [49], given by the following:

\[ MSA = 100\left( e^{M(\log_e(p/o))} - 1 \right) \]  (12)

where \( M \) represents the median function of all values of \( \log_e(p/o) \).
4 RESULTS

We present a series of experiments to compare the uncertainty regions calculated using this method with those obtained by earlier studies [18], [19]. Fooladgar et al. showed that the pyramids intersection method used by Wu et al., produced error measures “almost equal” to their cone intersection method. We ran our simulation at “a sufficiently high resolution”, discussed in section 4.3, and calculated the polyhedron error volumes and the cuboid error volumes. We present these two measures alongside those obtained by [18], and we compare our cuboid volumes with their cuboid volumes in terms of Root Mean Square Error (RMSE) and Median Symmetric Accuracy (MSA), shown in table 1. Point for point comparison was not possible as their original data was unavailable so the process of extracting it from the figures introduced a precision error in their results. Our cuboid volumes are consistently lower than theirs because we quantize our scene.

For each experiment, unless the parameter is being varied, the baseline is 100 m, the focal length 15 mm, the pixel size 20 µm, as these were used in the earlier study [18]. The uncertainty volume for an object 100 m away from the cameras was measured each time, except for the object distance experiment where this was increased up to 300 m. The vertical axes for fig 6 show the volume of the uncertainty region in meters cubed, and the horizontal axis the variable of each experiment: baseline, focal length, pixel size, object distance, z. The gridpoint spacing used to find the cuboid volume and polyhedron volume is 3 per cm, this is further discussed in section 4.3.

4.1 Error due to system parameters

Figure 6a shows the effect of baseline length, or camera separation, on uncertainty volume. The decrease in polyhedron volume with increasing baseline distance follows a power law of $V = 0.2427b^{-1.008}$, where $V$ is the volume of the uncertainty region and $b$ is the baseline distance. Earlier authors reported a similar trend and the results of
are plotted alongside ours for comparison. They attributed the decrease in uncertainty volume with increasing baseline distance to the viewing pixel being further from the sensor center. As the pixel viewing angles decrease the pyramid projections narrow, resulting in smaller intersection volumes, and our findings confirm this. For smaller baselines, the difference between polyhedron volume and cuboid volume is at its largest, and for larger baselines the difference is less marked. The cuboid volume calculation overestimates the localization error by almost two times at 5 m baseline, therefore for smaller baselines the polyhedron volume model would be more suitable.

Figure 6b shows the effect of focal length on error volume. The longer the focal length, the narrower the pyramid so the pyramid intersections are smaller in these cases. The decrease in polyhedron volume also follows a power law of $V = 7.1298 f^{-2.948}$, and the difference between the two models of error volume is greatest for smaller focal lengths. Figure 6c shows the effect of pixel size on error volume. The increase in polyhedron volume as a function of pixel size can be described with the following power law, $V = 4 \times 10^{-7}k^{2.9253}$. The larger the pixel, the wider the pyramid cross section, so the uncertainty volume increases with increasing pixel size.

### 4.2 Error due to scene point position

Figure 6a shows the effect of object distance or increasing depth, $z$, on the error volume. The point to be imaged is 100 m away from the baseline midpoint (0, 0, 100), and the $z$ value is increased up to 300 m. The uncertainty volume increase with object distance follows a power law of $V = 2 \times 10^{-11}z^{4.0321}$. The further away the object, the closer to the center of the sensor it is detected, and the wider the viewing pyramids, hence the larger the intersection volume.

We now look beyond the $z$ axis to measure uncertainty volumes at different $x$ and $y$ positions within a plane perpendicular to this axis. Fig. 7 shows the effect of the $x$ and $y$ coordinate on the cuboid error volume. At $z = 100$ m, a plane of scene points from -100 m to +100 m in $x$ and $y$ was generated, and the error volume for each point in this plane was calculated. In the $x$ direction the uncertainty volumes are lowest at the CCD center and increase as we move left or right in the plane. The cameras are situated at (50, 0, 0) and (-50, 0, 0) in m, and we observe a smaller increase in uncertainty volume for scene points beyond these $x$ values. The error volume does not change with variation in the $y$ direction for points within $\pm 50$ m in $y$ position but it increases beyond these values. The extent of the same simulations in [18] and [19] was $\pm 50$ m in $x$ and $y$ rather than $\pm 100$ m. Our results closely match theirs for the same region and we show the trends in uncertainty volumes change beyond this region. We build on earlier studies by also examining how the uncertainty volumes change as a function of position in the other two perpendicular planes, $XZ$ and $YZ$.

Fig. 9 shows the cuboid and polyhedron uncertainty volumes as a function of scene point position within three perpendicular planes that meet at (0, 0, 100). The first of the three plots in fig 9a shows the same data as fig. 7 displayed as a 2-D image. The uncertainty volumes of points within the other two perpendicular planes of the same dimensions are also shown, colorized to the same scale. The variations in uncertainty volumes within the $XY$ planes in fig. 7 are dwarfed by changes in the $XZ$ and $YZ$ planes over the same distances. Fig 9b displays the same plots using the polyhedron volume instead of the box volume.
approximation. The colorbar shows that the scale of all these volumes is much smaller. The variation in the XY plane the previous authors reported is only present when using the cuboid volume approximation. For the XZ plane, both volumes increase with Z, and the polyhedron volume is a factor of 4 smaller than the cuboid volume. For the YZ plane both models show an increase in uncertainty volume with Z but there is an added y component in cuboid volume approximation that is not apparent in the polyhedron model.

4.3 Grid Point Spacing

The choice of how densely to generate the occupancy grid points strongly affects the calculated volume and the computation time. Here we perform the baseline experiment from the previous section with different grid point spacings ranging from 0.1 per cm to 3 per cm. Figure 5 shows how as the number of scene points per cm is increased, the closer the results fit to the calculations by [18] for the cuboid volume. The authors do not quantize their scene as we do in this method, so our cuboid volumes will never totally align but 3 points every cm at these baseline distances gives a visually close approximation and a total RMS error of uncertainty volumes of our cuboid model compared with the Fooladgar et al. model is 0.001808 m³, shown in table 1. The comparison of our experiment results with theirs in terms of median symmetric accuracy shows that our inverse method produces similar results to their method. The same inverse method is used to calculate the polyhedron volume, so this suggests our polyhedron volumes are accurate. We use 3 grid points per cm for the experiments in this study unless stated otherwise.

5 Discussion

The cuboid volume always overestimates the localization error when compared to the polygon volume, which is unsurprising given the visual representation in figures 2 and 3. In all four experiments, we show this difference increases at larger uncertainty volumes. In all cases, the volumes increase when the size of the pyramids projecting from each pixel increases. This happens at larger pixel sizes, because this increases the pyramid cross section, and smaller focal lengths, which affects the distance between the pyramid apex and the pixels. The volumes also increase in size when the detecting pixel is closer to the center of the image plane. Even though all pixels are the same size and regularly distributed, perspective projection means that the outer pixels subtend smaller angles than those in the center. Larger baselines and smaller distances from the camera give lower localization error because in coplanar stereo cameras the scene point will be detected by pixels further away from the image center.

We might conclude that in a real-world scenario when taking stereo images of an object to make an accurate 3-D model, that the cameras should be aimed to detect the object at the edges rather than the center of the image plane, in order to minimize quantization uncertainty. However, we should also consider that lens distortion is at its greatest at the edges of the image, and at its minimum at the image center. Lens distortion is more widely considered as a cause of localization error and has been studied extensively in this field. This quantization error model could be combined with lens distortion models in the future to yield more comprehensive localization error predictions for a system.

Previous authors reported variations in uncertainty volume as a function of scene point distance in x, however, after recreating these results with the cuboid volume model (figure 9a), we show that there is no such trend in the polyhedron model (figure 4.2). We conclude that this trend is an artefact caused by the cuboid approximation. Our results show that only depth, z, affects the volume of the uncertainty region. A demonstration of the limitations of the cuboid model is shown in fig. 10 which shows voxel plots of two example intersections from the XY plane in fig. 7. The uncertainty volume in fig. 10a from the center of the XY plane, contains 2548 gridpoints, which is converted to a polyhedron volume of 0.002548 m³ and a cuboid volume of 0.0042 m³ using (10). The uncertainty volume in fig. 10b from a corner of the XY plane, contains 2362 gridpoints, equal to a polyhedron volume of 0.002362 m³ and a cuboid volume of 0.015 m³. The nature of the two shapes means that despite having similar polyhedron volumes their cuboid volumes are different by an order of magnitude. Intersections at the center of the XY plane are more closely aligned with the coordinate system axes and the further away from the center the intersections are, the more oblique they become. This means that calculating the cuboid volume from the maxima and minima in gridpoint coordinates can yield a poor fit and result in significant overestimation of uncertainty due to quantization.

6 Conclusion

Quantization error is not usually factored into error predictions alongside errors from stereo matching and calibration. Wu et al. and Fooladgar et al. modelled quantization error by projecting pyramids or cones into space to calculate the intersection region for a pair of pixels, approximated as an ellipsoid or cuboid. They showed that quantization can introduce significant uncertainties in object feature mapping, however, under the computational restrictions of the time, it was only possible to calculate it for one pair of matched pixels. Our method applies their principle in reverse by quantizing the scene and calculating which pixels see each scene point. This method has the advantage of yielding every possible quantization region for every potential correspondence in the system, for two or more camera views. Furthermore rather than calculating a cuboid approximation of the uncertainty volumes, we calculate the volume of the uncertainty polyhedron itself. We confirmed earlier author’s models, and show the cuboid approximation to overestimate the uncertainty volume by at least a factor of two. We present our method as a way to make quantization errors more readily calculable and more precise as they do not need to be approximated.

The advantage of this calculation is that it only needs to be performed once to determine all possible quantization errors for a camera system. Then for example, at the correspondence matching stage of 3-D from stereo, the polyhedral uncertainty volume or cuboid volume dimensions
can be queried and saved for each set of matched pixels. Furthermore the triangulation stage is no longer necessary because the object point locations are already known for each pixel correspondence. This has potential applications in mobile robot navigation, as most occupancy grid mapping methods that use camera inputs need to generate disparity maps. Using our method, a robot with multiple cameras would only need to store and query a look up table to determine scene geometry. Our method also calculates the visual hull on a pixel by pixel basis, so could also be used to construct visual hulls of larger objects spanning. A limitation of this method is that it assumes a static camera system, such as a stereo pair of cameras on a robot. As soon as the spacings of the cameras change, such as a camera
moving through a scene, a new look up table has to be calculated.

Another application of precisely calculated error bounds is in visualization. If we choose to represent the scene as a point cloud rather than an occupancy grid, we can plot the intersection polygons instead of points. Rather than needing to quote a positional error figure for each point, the localization uncertainty is implicit in the shape, making this easier for a human to interpret.
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