Detecting Attacks on IoT Devices using Featureless 1D-CNN
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Abstract—The generalization of deep learning has helped us, in the past, address challenges such as malware identification and anomaly detection in the network security domain. However, as effective as it is, scarcity of memory and processing power makes it difficult to perform these tasks in Internet of Things (IoT) devices. This research finds an easy way out of this bottleneck by depreciating the need for feature engineering and subsequent processing in machine learning techniques. In this study, we introduce a Featureless machine learning process to perform anomaly detection. It uses unprocessed byte streams of packets as training data. Featureless machine learning enables a low cost and low memory time-series analysis of network traffic. It benefits from eliminating the significant investment in subject matter experts and the time required for feature engineering.

I. INTRODUCTION

Cybersecurity experts have found insightful features in packet captures, and data scientists have fashioned ideal models out of them that can differentiate malicious traffic from benign traffic [1]. Increasingly, fractions of network traffic packets are flowing over secure channels, protected by encryption. Due to this, creating meaningful features for machine learning (ML) has become increasingly complex and will eventually become obsolete. Scientists around the world are now using raw packet data to analyze the traffic [2]. The possibility of raw packet analysis has enabled other fields to open their doors for ML technologies. Internet of Things (IoT) is one such field. IoT devices are sensors exposed to the environment, exchanging information over the internet and conditionally reacting to change. Appliances like smart bulbs, voice assistants like Amazon Echo, and any other device that can be controlled remotely are part of IoT. Information getting into and out of these devices passes through several other network devices in the form of packets.

Most of these network devices have Intrusion Prevention Systems (IPS), or Intrusion Detection Systems (IDS) installed, which inspect the traffic and mark them as secure or insecure according to their rule-books and detection algorithms. These systems need additional processing power and memory to record observed traffic and trace anomalies at higher speeds. Several studies [3], [4] have used ML to detect traffic anomalies. Traditionally they use feature-based models. As mentioned earlier, this approach is losing its usability over encrypted channels. It also makes the models less efficient and costly to implement, especially in small, low-powered IoT devices.

II. BACKGROUND AND RELATED WORK

A variety of exciting research has been done in recent years on network traffic classification, some of which have been summarized in Table I. Feature-based traffic classification models have used these approaches: 1) port-based, 2) deep packets inspection (DPI)-based, and 3) behavior-based [5].

In a port-based approach, reliable ports are classified as benign while the rest, malicious. However, this approach can easily be defeated by port hiding techniques like port camouflaging and randomization.

In a DPI-based approach, both the headers and the payload are examined to perform classification. The header provides information about the application which sent the packet, and payload signatures are cross-referenced against known bad signatures for malware identification. This method is inefficient due to its high computational power and time.

Lastly, in a behavior-based approach, trends of a flow or session are observed. Statistics of these trends are curated into features.

Velan et al. [5] in 2015 published an extensive survey of research studies on encrypted traffic classification between 2005 and 2014. Out of the 26 papers reviewed, 12 used flow features, 5 used packet features, 7 used a combination of flow and packet features, while 2 used other features.

An insightful survey was done by Wang et al. [12] in 2019 showed a rise in the use of raw packet content in deep learning models. Between 2015 and 2018, 8 out of 12 researchers reported on encrypted traffic classification using raw data from the packet; 2 used both packet features and raw data, while the remaining 2 used only packet-based features and only flow-based features each.

Wei Wang et al. [6] in 2017 is one of the papers which used flows and sessions collected in the form of raw bytes. This study used representation learning to perform malware traffic classification tasks by converting raw bytes into images. USTC-TFC2016 [6], a private dataset extracted from The Stratosphere IPS Project Malware Dataset [13], was used to perform multi-class classification. The raw bytes collected from packets were converted into images and used as a training dataset for a two-dimensional convolutional neural network.
(2D-CNN) image classifier, a common machine learning pre-processing step. No feature extraction was required in this study. Experimental results for binary classification (malware or benign) show 100% accuracy, and for the 10-class and 20-class classification, the model got 99.23% and 99.17% accuracy, respectively. The average accuracy of classifiers was 99.41%. The highest precision for the 10-class experiment was 100%, and the lowest was 90.7%, while the recall percentage ranged from 91.1% to 100%.

A similar study was conducted by Wang et al. [2] in 2017, where the ISCX VPN-nonVPN [7] dataset was used to perform encrypted traffic classification. Raw bytes represented in flows and sessions were used to perform multi-class classification using a one-dimensional convolutional neural network (1D-CNN) and 2D-CNN. 1D-CNN performed better or equal in all cases. With binary classification, they achieved 100% precision; however, for 6-class and 12-class classifications, it was 85.5% and 85.8%, respectively.

In 2019, Lotfollahi et al. [8] introduced DeepPacket, a deep learning framework to perform traffic characterization and application identification. It comprised two deep learning methods, stacked autoencoder (SAE) neural network and 1D-CNN. ISCX VPN-nonVPN [7] was used here too. The traffic characterization task gave an average precision of 94% and an average recall of 93% with 1D-CNN, and an average precision of 92%, and an average recall of 92% with SAE. On the other hand, the application identification task gave an average precision of 98% and an average recall of 98% with 1D-CNN, and an average precision of 96%, and an average recall of 95% with SAE.

Huang et al. [14] presented a consolidated study on deep learning for use-cases in the time series domain. In addition to health, finance, transportation, cybersecurity was one of the emerging real-world applications in the time series domain. Common topics include malware identification, traffic classification, and anomaly detection.

Rezaei and Liu [9], in 2020, reformulated the problem of network traffic classification into two tasks: bandwidth requirement and duration of a flow prediction using multi-task learning. Two tasks were solved for the cost of one. The ISCX VPN-nonVPN [7] and the QUIC datasets [10] were used in this study. A 1D-CNN was trained on three time series features, packet length, inter-arrival time, and direction. On the QUIC dataset [10], the traffic classification task achieved the highest accuracy of 94.67%, for which bandwidth requirement and duration of flow achieved 90.67% and 91.33%, respectively. On the ISCX dataset [7], the traffic classification task achieved the highest accuracy of 80.67%, for which bandwidth requirement and duration of flow achieved 88.67% and 90.00%, respectively.

Marin et al. [11], in 2020, introduced two types of malware traffic detection methods, raw packets, and raw flows, to eliminate the need for expert information to engineer features. They used raw byte-stream from pcap (packet capture) files. Each packet is a training instance in a deep learning model based on a combination of a 1D-CNN and a Long short-term memory (LSTM) network. With 98.6% accuracy, a flow experiment performed better than a packet experiment which only achieved 77.6% accuracy. A random forest (RF) trained on 200 in-flow features was tested against both methods to test the performance of a feature-less model against traditional models with features designed by domain experts. Raw packets and flows both performed better than RF both in terms of accuracy and false-positive rates.

As we can see, gradually, the task of malware detection has been moving from featured ML to direct ML. However, the studies above have not considered the applicability of their models to all environments. LSTMs and 2D-CNNs are practically impossible to use on small IoT devices. They need numerous preprocessing steps to implement features and train a model on them.

III. METHODOLOGY

A. Our approach

ML-based anomaly detection techniques have shown promising results in the past [15], [16]. Malware detection in network traffic is necessary nonetheless an overhead in customer-facing services like IoT devices. IoT devices have a small window to validate incoming data and have a limited battery life to sustain prolonged operations. Therefore, implementing ML-based malware detection models is not realistic, as they involve heavy feature engineering and need deeper, complex models for training. Feature engineering comprises defining features, extracting them from raw data, cleaning, scaling, and consolidating. It is an intricate and time-consuming instantaneous process. In this study, we have skipped this cumbersome process and introduced an IoT-friendly methodology. We call this approach featureless modeling.
Featureless modeling is becoming a necessity of a secure IoT ecosystem. In featureless modeling, we do not manipulate the stream of raw packets arriving at a device. Instead, we convert it into a byte stream which constitutes the training set of our ML model. Consequently, the feature extraction process is removed from the ML pipeline.

Two major overheads are eliminated using featureless modeling technique: computation cost and human cost. Computation cost covers the computational overhead that a model suffers from completing feature engineering. It can involve data collection, cropping, and cleaning. Human cost involves the domain knowledge needed to extract features and technical expertise to manipulate them into meaningful predictors.

We have divided our traffic classification study into three representations: 1) Raw session-based, 2) Raw flow-based, and 3) Raw packet-based. We have used all three different representations of a dataset for three unique ML models. Finally, we have compared model performance to determine the best one.

Raw session-based: A session is a bi-directional dialogue between two IoT devices. All packets in a session use the same 5-tuple information: source IP (Internet Protocol) address, source port, destination IP address, destination port, and transport protocol, present in each packet header. In this representation of the experiment, we split a pcap (packet capture) file into individual sessions using pcapsplitter [17] tool created by MIT. One session represents a sample for the ground truth.

Raw flow-based: A flow is a uni-directional instance of communication from one device to another. A flow may contain more than one packet. In this representation, we prepared our dataset by splitting the same pcap file into flows using a tool called SplitCap [18]. A byte stream of flow represents a unique sample in the ground truth.

Raw packet-based: A packet is an individual unit derived from a live traffic stream recorded in a pcap format file. In this representation of the experiment, we recorded the byte stream of each packet and collected it into a row of byte values. A packet is a sample in the dataset.

A study published in 2020 has also implemented a similar technique where they used raw bytes [11]. However, they have not demonstrated that their technique works faster due to the elimination of features. In addition, their model contains both 1D-CNN and LSTM layers which can increase the complexity of a model and result in over-fitting.

Our contribution is to introduce a network traffic classification system, which is much faster and consumes less memory. We will achieve this by implementing featureless modeling and using smaller models.

B. Experimental design

We have performed experiments for this study on the Aposmat IoT-23 dataset [19]. It is a labeled network traffic dataset captured between 2018-2019 from three IoT devices. It was published in 2020 by Stratosphere Research Lab. It contains both original pcap files and Zeek files of the captured traffic. Only a few studies have mentioned it in their work. Bobravinikova et al. [20] performed botnet detection using this dataset. However, they extracted numerical feature vectors for their classification task and achieved 98% accuracy on support vector machines (SVM) [21]. Stoian [22] used features from conn.log.labeled file generated by Zeek on this dataset. They also performed multi-label classification and achieved 100% accuracy with a Random Forest classifier [23].

IoT-23 has three benign and 20 malicious scenarios. We collected benign traffic from three IoT devices: Amazon echo, Somfy smart door lock, and Philips hue LED lamp. The malicious data was collected by infecting these IoT devices with a variety of botnet attacks in a simulated environment.

Since our study focuses on a featureless model, we have selected raw pcap files of the dataset. We have taken all three benign scenarios and integrated them into one to increase the size of the training set. The malicious scenarios are pcap files recorded at devices infected by 20 botnet attacks. Out of the 20 malicious scenarios, some were repetitive. We have eliminated the redundancy and used 12 unique scenarios. They are: 1) Hide and Seek, 2) Muustik, 3) Linux.Mirai, 4) Hakai, 5) Linux.Hajime, 6) Kenjiro, 7) Torii, 8) Mirai, 9) Okiru, 10) IRCBot, 11) Trojan, and 12) Gagfyt. Figure 1 displays the byte distribution of infected traffic across the 12 botnet types in our training set. We have performed two sets of experiments: 1) Binary classification between benign and malicious traffic and 2) multi-label classification between the 12 botnet traffic.

As mentioned in section III-A, we have represented this dataset into three different views: session, flow, and packet.

The session view is composed of unique sessions. We have used tshark [24] to convert the byte stream of a session to the hexadecimal format. Each byte stream forms a row in the training data.

The flow view uses the same technique as above to extract a hexadecimal stream of each flow.

The packet view uses hexadecimal representations of packets as a sample in the labeled training set.

Based on these views, we created three different training sets and trained them separately. Analysis of experimental results from all three views will help us use this technique
in IoT devices and provide maximum security from botnet attacks.

Fig. 2: Training data generation

To further achieve our goal of reducing computational overhead, we have experimented with Ethernet and IP headers in the packet. We divide the above views into four unique categories. In the first category, the whole packet is included, which means the training data contains both Ethernet and IP headers, and we call this category All headers. We call the second category: Ethernet headers only as we keep ethernet headers and remove IP headers from the training dataset. Intuitively, in the third category, ethernet headers are removed from the packet, so we call this category Without ethernet. In the last category, we removed both ethernet and IP headers, so it is called the No headers category. All the three views (session, flow, and packet) are further branched into these four categories and then trained separately using featureless modeling. As shown in Figure 2, there are a total of 12 different experiments in our study.

TABLE II: Model

| Layer | Operation         | Filter  | Output |
|-------|-------------------|---------|--------|
| 0     | conv1d            | 64*3    | 18*64  |
| 1     | max_pool1d        | 5*1     | 3*64   |
| 2     | conv1d            | 64*3    | 1*64   |
| 3     | global_avg_pool1d | -       | 64     |
| 4     | dense             | -       | 2/12   |

C. DL architecture

Packets incoming on a device are instances of data distributed in time, making this a time series problem. In the past, 1D-CNNs have been used to classify time series data [25]. They have also been used in Natural Language Processing (NLP) models [26]. In this study, we have developed a small 1D-CNN that can be implemented in smaller devices and detect malicious streams of packets.

Our neural network, as shown in Table II, consists of two 1D-CNN layers, a maxpooling layer, a global average pooling layer, and a fully connected Dense layer in the end. The first convolution layer performs convolution with a kernel size of 64 and a stride of 3 on the input vectorized byte stream. The second convolution layer also has the same parameters. The maxpooling layer lies between the two convolution layers and performs a 5*1 pooling operation to reduce the output size from the first layer. We have used a global average pooling layer to reduce model over-fitting. In the end, we used a Dense layer which is used to learn non-linear relationship between model weights. We have used binary cross-entropy as a loss function for binary classification and softmax function for activation. For categorical classification, we have used categorical cross-entropy as a loss function and sigmoid function as activation. While the binary classifier classifies malicious and benign traffic, the multi-label classifier performs classification between 12 botnet classes. The model used a batch size of 20 and trained for 50 epochs using Keras [27]. It also used a checkpoint function to find the best model among all epochs. Using checkpoint enables TensorFlow [28] to stop training when it achieves the maximum value of the evaluation metric, which is accuracy in our case. Then, we saved the hyperparameter weights of that epoch to a file that we can keep on IoT devices to perform classification on demand. Hyperparameters that are not optimal result in a complex model, which leads to over-fitting and high validation loss.

We used an Nvidia GeForce GTX 1060 GPU for training on a 12GB Ubuntu 16.04 server on an x86 architecture.

IV. EVALUATION

A. Evaluation Metrics

We evaluated the experiments on two metrics: accuracy and f-1 score, as shown in Figure 3. Accuracy is calculated on both training data and validation data. It is defined as the percentage of correct classification out of total classifications performed by the model. The f-1 score is also a metric of the model’s performance. It is the weighted average of precision and recall values on the validation data.

\[
\text{accuracy} = \frac{\text{Correct predictions}}{\text{Total predictions}}
\]

\[
\text{f1-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

\[
\text{recall} = \frac{\text{True positive}}{\text{True positive + False negative}}
\]

\[
\text{precision} = \frac{\text{True positive}}{\text{True positive + False positive}}
\]

Fig. 3: Evaluation Metrics

A series of detailed experiments indicate that binary classification between malicious and benign traffic gave the best results on this dataset. As displayed in Table III, binary classification achieved 100% accuracy in each header category of the session view. It also achieved 100% accuracy in flow view when all headers were included. Packet view achieved maximum accuracy of 100% when all headers were included.
Flow view achieved the highest f-1 scores in the binary classification. It recorded a 100% f-1 score when no headers were included. Session view achieved 98% f-1 score when only IP header was included. Packet view achieved 97% with the same header setting.

**TABLE III: Binary Classification Performance**

| View   | Header            | Accuracy | f-1 score |
|--------|-------------------|----------|-----------|
| Session| All headers       | 1.00     | 0.97      |
|        | Only ethernet     | 1.00     | 0.96      |
|        | Without ethernet  | 1.00     | 0.98      |
|        | No headers        | 1.00     | 0.94      |
| Flow   | All headers       | 1.00     | 0.97      |
|        | Only ethernet     | 1.00     | 0.93      |
|        | Without ethernet  | 0.97     | 0.96      |
|        | No headers        | 0.99     | 1.00      |
| Packet | All headers       | 1.00     | 0.97      |
|        | Only ethernet     | 0.98     | 0.96      |
|        | Without ethernet  | 0.98     | 0.97      |
|        | No headers        | 0.99     | 0.95      |

Results of the multi-label classification between 12 botnet classes are detailed in Table IV. It achieved a maximum accuracy of 99% in all views. In session experiments, f-1 scores were highest 86% when all headers were included and lowest 79% when all headers were removed. However, in flow experiments, the f-1 score was the highest, 88% in all headers category. However, it was the lowest when either of the headers was removed, 85%. f-1 score recovered when both headers were removed to 87%, which is only 0.1% lower than all headers category. Packet view saw the same trend as flow. f-1 score dipped by when either header was removed from the dataset.

**TABLE IV: Multi-Label Classification Performance**

| View   | Header            | Accuracy | f-1 score |
|--------|-------------------|----------|-----------|
| Session| All headers       | 0.99     | 0.86      |
|        | Only ethernet     | 0.99     | 0.84      |
|        | Without ethernet  | 0.99     | 0.85      |
|        | No headers        | 0.94     | 0.79      |
| Flow   | All headers       | 0.99     | 0.88      |
|        | Only ethernet     | 0.99     | 0.85      |
|        | Without ethernet  | 0.99     | 0.85      |
|        | No headers        | 0.99     | 0.87      |
| Packet | All headers       | 0.99     | 0.84      |
|        | Only ethernet     | 0.96     | 0.82      |
|        | Without ethernet  | 0.93     | 0.82      |
|        | No headers        | 0.99     | 0.83      |

Accuracy was highest when all headers were included, reduced when either of the headers was removed but recovered when there were no headers. f-1 score was highest when all headers were included, decreased when either header was removed from the dataset. The f-1 score decreased further when all headers were removed from the training set with a few exceptions.

From this study, we can safely deduce that headers impact heavily on the decision-making capability of anomaly detection algorithms. Contradictory to the norm of cropping them out from the training set [11], better results are achieved when we include them as indicated in Figure 4. This architecture of a featureless model is more synchronous with the theme of machine learning being able to make decisions of working in an unknown environment and perform on data as they come.

**B. Performance on IoT**

To be deployed on IoT devices, an ML model should be fast. In this section, we have compared the performance of our featureless model with another feature-based model. For our featureless model, we used all headers category. For the feature-based model, we used a malware detection model called N-BaIoT published in 2018 [3]. This model had 115 numerical features, and it was trained on autoencoder models for detecting malware on IoT devices. We performed binary classification between malicious and benign traffic on both models and trained and tested them on the same underlying architecture.

We used the training and testing time of the model as performance metrics. To measure these parameters, we used the `time` function in Python. Table V shows that the training time in all three representations of the featureless model is significantly lower than the feature-based model. The testing time of packet view is higher than N-BaIoT by 0.112 seconds. This comparison indicates that featureless models are much more efficient than feature-based models, and they can save a significant amount of time and power.

**V. CONCLUSION**

Previous works in the area of this study have discarded headers from their training set. However, in our experiment, we have compared the performance of the same dataset with and without headers. Results from this extensive experimentation solidify our claim that preprocessing and removal of headers from the packet is an unnecessary step in the traffic classification task. Handicapped by running on limited battery...
power, IoT devices need to find new technologies with less computational overhead and more accurate results. It is possible by using featureless modeling with 1D-CNNs. Not only can this methodology identify anomalies in traffic with almost 100% accuracy, but it also takes lesser time to train and test the models. In the future, this research will attempt to find smaller and more effective IoT-friendly neural networks that can be deployed to live IoT devices.
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