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Abstract—In this paper, we present a state-of-the-art reinforcement learning method for autonomous driving. Our approach employs temporal difference learning in a Bayesian framework to learn vehicle control signals from sensor data. The agent has access to images from a forward-facing camera, which are pre-processed to generate semantic segmentation maps. We trained our system using both ground truth and estimated semantic segmentation input.

Based on our observations from a large set of experiments, we conclude that training the system on ground truth input data leads to better performance than training the system on estimated input even if estimated input is used for evaluation.

The system is trained and evaluated in a realistic simulated urban environment using the CARLA simulator. The simulator also contains a benchmark that allows for comparing to other systems and methods. The required training time of the system is shown to be lower and the performance on the benchmark superior to competing approaches.

Index Terms—Reinforcement Learning, Semantic Segmentation, Autonomous Driving, Bayesian method

I. INTRODUCTION

Autonomous driving is a complex problem with enormous application value. In this paper we address the essential functionality of road following by a reinforcement learning (RL) based approach.

Systems learning in an end-to-end manner have shown their ability to accurately predict steering signals of the vehicle [2]. However, in particular deep networks inherently require a large amount of training data. This problem can be somewhat mitigated by the use of simulators, which also allows safe exploration of policies without the risk of harming the agent or other entities in the environment. Furthermore, the increasingly more realistic simulators facilitates moving from the virtual to the real environments.

We use the CARLA simulator [3] for training and evaluating our system in a realistic driving environment. The system is trained using two different settings for the inputs, (a) ground-truth and (b) estimated semantic segmentation to generate two sets of models. The estimated semantic segmentation is generated by a pre-trained Context Encoding Network (EncNet [1]). We evaluate our two model sets using both ground-truth and estimated input, creating a total of four evaluation results reaching state-of-the-art performance. We show that keeping the preprocessing frozen facilitates efficient training of our agent in online mode. However, the most interesting result is that the trained system with ground-truth input performs superior to the trained system with estimated input data.

The main contributions of this paper are:

1) We propose a method for learning realistic autonomous driving in the CARLA simulator based on a Bayesian approach to Reinforcement Learning [4]. Our proposed method splits learning into offline preprocessing of the raw data and online reinforcement learning of the control.
2) We implement an algorithm based on this method that reaches state-of-the-art performance, which shows that the proposed method can learn the driving task efficiently.
3) We suggest training the system using ground-truth data available from the CARLA simulator since the test performance is better than when trained on estimated data.

II. RELATED WORK

The problem of autonomous driving constitutes of multiple levels, from the top-level route planning [5] to the low-level control. In this paper we focus on learning the mapping from perception to control signals.

There has been a large success in complex tasks, from games [6], [7] to continuous control problems [8], [9], with the introduction of model-free deep RL. Q-learning approaches are popular for discrete action spaces either in their tabular form or in their deep formulation using neural networks as function approximators [6], [10]. On the other hand, the majority of deep RL approaches for continuous control problems are based on the actor-critic family [11], [12].

Using neural networks for function approximation faces two main challenges. First, these methods are expensive in terms of their sample complexity for data collection in high dimensional input space. Second, they are sensitive to the model hyper-parameters such as learning rates and exploration constants.

Since deep RL methods usually require excessive data collection through interaction with the environment, they can be prohibitively expensive in real-world scenarios and also constraining the acceptable exploratory behavior. As such, there has been a large increase in available realistic simulators, such as CARLA [3]. These often provide simulated raw measurements from different sensors, e.g. RGB-cameras, semantic information, LiDARs, positioning and dense-depth measures.
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expert demonstrations exist for the relevant scenarios. This is problematic in dangerous and rare situations, which are often avoided before occurring. Therefore, it is difficult to rely solely on the expert demonstrations.

III. Method

The problem of driving in a city environment is a complex task composed of a prediction problem (estimating the state-action value function for a given policy) as well as a control problem (finding the optimal policy). Therefore, the target value to be estimated for the agent is the probability of a specific action given the input state. These probabilities are used for decision making.

A. Bayesian approach to Reinforcement Learning

In this section we present the Bayesian approach to Reinforcement Learning introduced by [4]. This framework integrates a Gaussian Mixture Model (GMM) with a reinforcement learning approach. We assume that at each time step \( t \), the agent perceives the world through the state \( s_t \) and models the action-conditioned state probability by a GMM with a set of mixture components \( \mathcal{M} \). Based on the perceived state, the agent makes a decision and performs an action \( a_t \) from the action set \( \mathcal{A} \). The agent’s decision is evaluated by a reward signal \( r_t \), which is used to train the system.

We assume stochastic variables \( a \in \mathcal{A} \) and \( m \in \mathcal{M} \) to calculate the conditional probability \( p(a|s_t) \). These probabilities are used to select the best decision at a given state and are estimated as:

\[
p(a|s_t) \propto p(a) \sum_{m \in \mathcal{M}} p(s_t|m)p(m|a). \tag{1}
\]

Due to the unknown parameters of the GMM we are using the multi-variate t-distribution as proposed by [4] to estimate \( p(s_t|m) \), the likelihood of the state \( s_t \) given the mixture component \( m \).

Next term to be estimated in (1) is \( p(m|a) \), the probability of mixture component \( m \) given the action \( a \). As suggested by [4], this probability is parameterized by a state-action value function \( Q = \{q_{m,a} : (|\mathcal{M}| \times |\mathcal{A}|) \} (| \cdot | \) represents the cardinality of the respective set), and learned by reinforcement
learning. To calculate the probabilities \( p(m|a) \) and \( p(a) \), the elements of \( Q \) have to be non-negative, thus \([4]\) proposed to use the offset:

\[
\hat{q} = \frac{|\min\{Q\}|}{1 + |\min\{Q\}|} - \min\{Q\}. \tag{2}
\]

The expressions for the probabilities \( p(m|a) \) and \( p(a) \) read as follows:

\[
p(m|a) \propto (q_{m,a} + \hat{q}). \tag{3}
\]

\[
p(a) \propto \sum_{m \in M} (q_{m,a} + \hat{q}). \tag{4}
\]

To train the system, a temporal difference learning (TD) approach is used with the loss:

\[
TD_{error} = r_t + \gamma Q(a_{t+1}, m_{t+1}) - Q(a_t, m_t), \tag{5}
\]

where \( r_t \) is the reward signal and \( \gamma \) is the forgetting factor. Term \( a_t \) shows the action performed at time step \( t \) and \( m_t \) is the most similar component to the state \( s_t \) given by \( \ell_\infty \) norm between the state \( s_t \) and the mean vectors of the existing mixture components. Term \( a_{t+1} \) shows the most probable action in the next step time \( t + 1 \):

\[
a_{t+1} = \arg\max_a p(a|s_{t+1}). \tag{6}
\]

The most likely component is \( m_{t+1} \), based on the probability:

\[
p(m|a_{t+1}, s_{t+1}) \propto p(s_{t+1}|m)p(m|a_{t+1}). \tag{7}
\]

Finally the system parameters are learned by Q-Learning using \([8]\), where \( \alpha \) corresponds to a decaying learning rate and \( w \) allows for a soft updates despite the greedy choice of component \( m_{t+1} \):

\[
Q(m_t, a_t) \leftarrow Q(m_t, a_t) + \alpha w TD_{error}. \tag{8}
\]

To calculate \( w \), the \( TD_{error} \) is evaluated using two boundaries: a lower threshold, \( T_1 \), showing a bad decision and an upper threshold, \( T_u \), to show a good one:

\[
w = \begin{cases} 
    p(m_t|a_t, s_t), & \text{if } TD_{error} > T_u \\
    p(m_t|\neg a_t, s_t), & \text{else if } TD_{error} < T_1 \\
    p(m_t|s_t), & \text{else},
\end{cases} \tag{9}
\]

where \( p(m|\neg a, s_t) \) is the probability for component \( m \) given not performing action \( a \) at state \( s_t \):

\[
p(m|\neg a, s_t) \propto p(s_t|m)(1 - p(m|a)). \tag{10}
\]

To update the parameters, two criteria are used:

1) Similarity measure \( d_t \) given by the \( \ell_\infty \) norm between the state \( s_t \) and the mean vectors of \( m \).
2) Evaluation criterion given by \( TD_{error} < T_1 \), to determine if the action was a bad choice.

If the observed state is not similar to any of the existing components \( m \) and the action \( a \) is a bad choice, then a new component centered at \( s_{t+1} \) is created otherwise the parameters of \( m_t \) are updated, see Algorithm \([7]\).

### B. Reinforcement Learning method for vehicular control

In this section we propose a method that applies the RL approach introduced in Section \([11-13]\) to learn a realistic driving task using the CARLA simulator. This includes design and implementation of the input and the reward signals as well as a policy for decision making. The system is constituted by one agent, which receives a continuous state-vector as the input and predicts discrete actions. The overview of our RL method is described by Algorithm \([1]\).

**Algorithm 1** Overview of RL method according to \([4]\)

**Input:** Initialized model.

**Output:** Trained model.

1: Calculated initial state \( \rightarrow s_0 \).
2: for \( t \in [0, t_{max}] \) do
3: Calculate action probabilities \( \rightarrow p(a|s_t) \)
4: Make decision \( \rightarrow a_t \).
5: Perform \( a_t \).
6: Calculated next state \( \rightarrow s_{t+1} \).
7: Calculate reward \( \rightarrow r_t \).
8: Calculate error \( \rightarrow TD_{error} \).
9: Find closest component to \( s_t \rightarrow m_t \).
10: Calculate similarity between \( s_t \) and \( m_t \rightarrow d_t \).
11: if \( d_t < \rho_t \) OR \( TD_{error} > T_1 \) then
12: Calculate weights \( w \).
13: Update \( m_t \).
14: else
15: Create a new component.
16: end if
17: \( s_t \leftarrow s_{t+1} \).
18: end for
In reality, ground-truth is obviously not available and as a result we need to estimate the semantic segmentation from available input, such as RGB. For our investigation, we utilize two different types of input data in our experimental setup, the ground truth semantic segmentation input directly from the simulator and the estimated semantic segmentation generated from RGB-images by EncNet. The EncNet model is trained offline on images collected from the CARLA simulator.

**EncNet** We use an EncNet with the Resnet-101 as backbone architecture on top of which a special module named Context Encoding Module is stacked. The main reason behind the selection of EncNet over other powerful CNNs is because of the availability of pre-trained EncNet weights on the large and diverse ADE20K. In addition, EncNet has low computation complexity compared to CNNs such as PSPNet and DeepLabv3 and provides better inference speed at run time.

2) **Decision making:** During training the agent applies an epsilon greedy policy to explore the world and to develop its learned concepts. Our decision making strategy is designed in a way to increase the exploration in the beginning of learning and to diminish as it progresses. Therefore the policy is gradually shifting from an epsilon greedy to a greedy one. When the learning is converged, the agent primarily exploits its learned concepts for decision making rather than exploring the world.

Our behavior policy is implemented in two steps. First, we use a greedy approach to select the greedy action:arg max_a[s_t] (p(a|s_t)). Second, we sample an action from the distribution:

\[
p_\pi(a|s_t) = \begin{cases} 
\frac{1 - \tau}{|A|} + \tau, & \text{if } a = a_{gd} \\
\frac{1 - \tau}{|A|}, & \text{else}, 
\end{cases}
\]  

(11)

where \( \tau \in [0, 1] \) is an increasing temperature to increase the probability of the greedy action as the learning progresses.

3) **Reward design:** We select four different reward signals representing important types of failures. These are Collision, Off-road, Opposite-lane and Low-speed. These failures generate the reward signal but only one of them is applied at a time based on its importance:

\[
r = \begin{cases} 
-r_{k_1}, & \text{if Collision} \\
-r_{k_2} \cdot r_{\alpha}, & \text{else if Off-road} \\
r_{k_3} \cdot r_{l}, & \text{else if Opposite-lane} \\
r_{\text{speed}}, & \text{else}, 
\end{cases}
\]  

(12)

where \( r_{\alpha} \) is calculated as the percentage of the car being off road and \( r_{l} \) is the percentage of the car not being in the correct lane. The values of \( r_{\alpha} \) and \( r_{l} \) are received from the CARLA simulator. Finally, \( r_{\text{speed}} \) rewards the agent when it drives with a speed \( v_t \) relative to the target speed \( v_{\text{target}} \) at time step \( t \):

\[
r_{\text{speed}} = \begin{cases} 
-r_{k_4} \cdot \left( \frac{v_t - v_{\text{target}}}{v_{\text{target}}} \right)^2, & \text{if } v_t < 0 \\
r_{k_5} \cdot \left( \frac{v_t - v_{\text{target}}}{v_{\text{target}}} \right)^2, & \text{if } 0 < v_t < v_{\text{target}} \\
0, & \text{else}, 
\end{cases}
\]  

(13)

Additionally, a reward based on the road view, the percentage of the road visible in the image input to the agent, is always applied to align the agent with the road as:

\[
r_t = r + r_{\text{road-view}}.
\]  

(14)

4) **Control signals:** The control signal that the simulator receives are, similarly to a real car, steering, throttle, brake and a flag for the reverse gear. Our actions are chosen to correspond to four action primitives that are able to fully control the vehicle velocity and direction, which are: Drive forward, Turn to the right, Turn to the left and Drive backward, each corresponds to a certain control signal.

C. **Experimental setup**

We train our system in a single simulated town, Town01 in CARLA. The training is done in the sunny noon weather condition and it contains three different types of scenarios. The first scenario is driving along a road going straight forward and the other two are following the road through a right, respectively a left turn. None of the scenarios include intersections or dynamic obstacles, e.g. other vehicles and pedestrians. The intersections are excluded from the training since our current system does not explicitly handle the multi-modality that arises from different possible choices of where to drive.

The CARLA simulator is able to simulate multiple sensor input types, RGB, depth and semantic segmentation images as well as Lidar point-clouds. For our system we are using either the semantic segmentation input directly or by estimating it from the RGB image using EncNet. The simulator also provides the measure necessary for calculating the reward signal, the exception being the road view that is based on the input state-vector. The system is trained for a total number of time-steps, \( t_{\text{max}} \), in order to allow it to converge. Each time-step is a single frame, but in order to get a reasonable state difference between time-steps only every seventh frame is used for training and decision making. The simulator itself is running at a frame rate of 7Hz.

We designed our experiments using three different scenarios, training, validation and test sets. The parameters of the system are set based on the training set and tuned on the validation set. The corresponding settings to run our experiments are presented by table I. Based on the values shown in table I, parameters, \( \alpha, \tau \) and \( \rho \) are being calculated at each time step:

\[
X_t \leftarrow X_{t_{\text{rate}}} (X_{t_{\text{final}}} - X_t) + X_t,
\]  

(15)

where \( X_t \) shows the values of the changing parameters, \( \alpha, \tau \) and \( \rho \), at the current time step \( t \).

IV. **Results**

We use four different settings combining training and deployment, each contains nine models and we name them according to the following schedule:
Table I: The table shows the settings of the parameters for BRL used for the experiments of this article: $t_{max}$: Total number of time steps to train a model. $\gamma$: Forgetting factor. $[T_l, T_u]$: Lower/upper thresholds for $TD_{error}$. $[\tau_k, \ldots, \tau_k]$: Reward coefficients. $\alpha$: Learning rate. $\tau$: Exploration temperature. $\rho$: Similarity measure for updates.

| Parameters Settings | $r_k$ | $\rho_{init}$ | $\alpha_{init}$ | $t_{max}$ |
|---------------------|-------|----------------|-----------------|-----------|
| $r_{k1}$            | 30    | 0.1            | 0.99            |           |
| $r_{k2}$            | 40    | 3e-7           | 1e-5            |           |
| $r_{k3}$            | 30    | 0.01           | 0.01            |           |
| $r_{k4}$            | 15    | 0.5            | -10             |           |
| $r_{k5}$            | 10    | 7e-3           | -5              |           |
| $\tau$              | 0.9   | 0.99           | 4500            |           |

TGDG: Training and Deployment w/ Ground-truth. TEDE: Training and Deployment w/ Estimate. TGDG: Training w/ Ground-truth, Deployment w/ Estimate. TEDG: Training w/ Estimate, Deployment w/ Ground-truth.

We design the first set of experiments to test the basic functionalities of our system according to the methodology in the experimental setup section [III-C]. In these experiments, we compare our system performance with conditional Imitation Learning (IL) [24] and deep Reinforcement Learning (RL) [3] by using the provided pre-trained models and evaluating them in our validation settings. The results of the corresponding experiments are presented in section [IV-A].

In the second set of experiments, we used test settings of the benchmark presented at CoRL 2017 [3] in order to compare it to IL, RL and a Modular Pipeline (MP) [5]. We select the best performing model for each setup in the first set of experiments and use these for evaluation in the second set. The results are presented in the section [IV-B].

It is important to mention that similarly to RL and IL our TEDE models are trained and deployed using the raw RGB input. Unfortunately, we cannot evaluate the potential benefit of training the compared models using semantic segmentation since the training codes of these methods are not provided and a comparison without training would not be fair. At the same time, the compared methods did only provide their best models, as such, we compare both to our best model as well as the average performance.

Convergence plots showing the reward signal and the $TD_{error}$ for the best respectively the worst models trained with ground truth and estimated semantic segmentation are depicted in the figure [2].

A. Test results

In this section, we present the results of the models evaluated according to the following metrics:

- **Offroad**: Being off-road (e.g., sidewalks).
- **Either**: Being off-road or in the meeting lane.
- **Success**: Accomplished tasks.
- **No Collision**: Tasks without collisions.
- **Score**: Average of **Either**, **Success** and **No Collision**.
- **Dist**: Total distance driven in meter.

A successful task is counted when the agent reaches its end within a certain amount of time. For each model set we calculate and report the average values of all metrics in Table [II]. We also determine the best performing models according to the **Score** and report their performance. We compare these results to the RL and IL methods for the same test setting.

Since classifying the vehicle as outside of the lane using a fixed threshold does not illustrate the gravity of the error, we also illustrate the underlying distribution in figures [2a] and [2b] by performing model for each setup in the first set of experiments. We compare our system performance with conditional Imitation Learning (IL) [24] and deep Reinforcement Learning (RL) [3] by using the provided pre-trained models and evaluating them in our validation settings. The results of the corresponding experiments are presented in section [IV-A].

In figure [2], bottom row, the different training and deployment models are evaluated. Instead of estimating the probability distribution parameters and calculating the histogram from the results of a single model the entire set of models is used. The estimated distributions show the performance with respect to the set of models rather than a single model.

B. Benchmark results

The benchmark proposed in [3] is comprised by four different tasks, driving straight forward, one-turn (left or right), and two navigation tasks with multiple turns, each of them using the full road-network including intersections. All tasks except for the final navigation task are set in a static environment without vehicle and pedestrians while the last one contains multiple instances of each kind. The reported metrics are the average kilometers driven between each type of infraction.

A comparison between our method and the three approaches presented in [3] is shown in table [III]. Neither our nor the other methods have been trained on the environment in Town02 from the CARLA benchmark.

V. Discussion

According to the results, our system outperforms the compared methods on tasks without intersections. Our system also shows good performance on the benchmark settings.

**Test results** According to table [II] the best performing model out of nine, outperforms both RL and IL in terms of the scoring. We also see that the average score outperforms the RL-method.

Even though the average score of the TG* and TE* models differs, the results in figure [2] top row, show that the best
model in each of the cases outperforms the best models of RL and IL. Figure 2a also gives insight in how the lane positioning of the models compare. The RL model seems to either drive well inside of the lane or drive completely off-road while most of the other models stay close to the middle of the lane and slightly crosses over to the meeting lane. Figures 2c and 2b show that the performance difference between our models is small while RL and IL has a much lower probability of success respectively not colliding.

The results in Table II also clearly show that training on the ground truth semantic segmentation is beneficial even during deployment using the estimated semantic images (TGDE). TGDE significantly outperforms training and deploying using estimated input (TEDE). This result is somewhat surprising since much earlier work has indicated that using the same type of data for training and deployment is beneficial [26]–[28]. However, we further support these results in figure 2 bottom row, which shows a clear difference in success rate between TGDE- and TEDE-models. The figure also shows that the performance degradation of changing input is relatively small.

We hypothesize that the degradation of performance from changing input for training might be partly because of the over-segmentation of small details, which introduces a systematic

---

**Figure 2:** The results of the Best models are illustrated in the top row panels and the results from each of the model sets are illustrated in the bottom row panels. Histogram of the percentage of the car being other-lane/off-road shown in left column. Posterior probabilities of success rate in the middle column and collision avoidance in the right column are calculated using (16). b-c) shows all four T*D* models overlapping.

---

**Table II:** Table shows the performance of the best model w.r.t score and allows a comparison between T*D*, IL and RL. The average is calculated per metric and shows the stability of the training for each of the T*D* settings. The values shown in the parenthesis for Score and Dist are the standard deviations of the models. Offroad, Otherlane and Either are calculated with a threshold of 20% for each time-step.
TABLE III: Performance evaluation in the (CoRL2017) Carla benchmark for Town02, the table shows average km driven between infractions per class (MP, IL and RL are evaluated in [3]). The total number of km might differ.

| Infraction type       | MP | IL | RL | TGDG | TEDE | TEDG | TGDE | MP | IL | RL | TGDG | TEDE | TEDG | TGDE |
|-----------------------|----|----|----|------|------|------|------|----|----|----|------|------|------|------|
| Opposite lane         | 0.45 | 1.12 | 0.23 | 2.14 | 0.18 | 0.24 | 4.10 | 0.40 | 0.78 | 0.21 | 2.13 | 0.18 | 0.25 | 2.93 |
| Sidewalk              | 0.46 | 0.76 | 0.43 | 0.40 | 10.24 | 9.80 | 0.11 | 0.43 | 0.81 | 0.48 | 0.39 | 6.64 | 9.80 | 0.10 |
| Collision-static      | 0.44 | 0.40 | 0.23 | 2.52 | 2.16 | 2.18 | 0.55 | 0.45 | 0.28 | 0.25 | 3.55 | 1.53 | 3.27 | 0.79 |
| Collision-vehicle     | 0.51 | 0.59 | 0.41 | 0.34 | 0.22 | 0.27 | 0.38 | 0.47 | 0.44 | 0.37 | 0.33 | 0.26 | 0.24 | 0.34 |
| Collision-pedestrian  | 1.40 | 1.88 | 2.55 | 1.4  | 1.20 | 1.35 | 0.53 | 1.46 | 1.41 | 2.99 | 1.39 | 0.69 | 1.13 | 1.31 |

Fig. 3: The reward signal convergence plots shown in (a) and the $TD_{err}$ signal convergence plots are shown in (b).

The experiments results also show that by training our system using noise-free semantic segmentation input available from the ground-truth information in the CARLA simulator, we improve the training robustness as well as the test performance compared to estimating the semantic information from RGB-images. This result has also been shown to be the case when applying estimated input to the system trained with the ground-truth information.

VI. CONCLUSION

In this paper we presented a state-of-the-art performing reinforcement learning system for autonomous driving. The method is simultaneously clustering the agent’s perceptual space based on its performed actions. The learning algorithm is developed based on a probabilistic Bayesian model, which enables the agent to deal with the uncertainty of its perception as well as the surrounding environment. Using a Gaussian Mixture Model with adaptive number of components, enables the agent to learn the action probabilities in the noisy environments. We have shown that by separating the input preprocessing learned offline from the online reinforcement learning method using semantic segmentation, the system efficiently learns the driving task.

As shown in Table III there are four infractions to evaluate the performance in the test settings. Among these infractions, opposite-lane and side-walk are highly anti-correlated, which means that a large improvement of the latter comes with a small degradation of the former. As a consequence we observe that in some cases, for example; side-walk, TE* models performs better than TG* models.
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