A Stereo Calibration Method of Multi-Camera Based on Circular Calibration Board
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Abstract: In the application of 3D reconstruction of multi-cameras, it is necessary to calibrate the camera used separately, and at the same time carry out multi-stereo calibration, and the calibration accuracy directly affects the effect of the 3D reconstruction of the system. Many researchers focus on the optimization of the calibration algorithm and the improvement of calibration accuracy after obtaining the calibration plate pattern coordinates, ignoring the impact of calibration on the accuracy of the calibration board pattern coordinate extraction. Therefore, this paper proposes a multi-camera stereo calibration method based on circular calibration plate focusing on the extraction of pattern features during the calibration process. This method performs the acquisition of the subpixel edge acquisition based on Franklin matrix and circular feature extraction of the circular calibration plate pattern collected by the camera, and then combines the Zhang’s calibration method to calibrate the camera. Experimental results show that compared with the traditional calibration method, the method has better calibration effect and calibration accuracy, and the average reprojection error of the multi-camera is reduced by more than 0.006 pixels.
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1. Introduction

Multi-camera calibration is a key step to achieve multi-vision detection and multi-view stereo vision. The following purposes can be achieved through multi-camera calibration, the first is to determine the conversion relationship between the three-dimensional points in the real scene and the pixels in the image, the second is to determine the distortion factor in the camera imaging process for image correction, and the third is to reduce the requirements on the acquisition equipment through calibration technology. Theoretically, the optical axis of multiple cameras needs to be kept parallel or maintain the same tilt angle, which is difficult to achieve in practice. Stereo calibration can calculate the relative posture between multiple cameras, thereby reducing the equipment requirements, which is conducive to the application of multi-eye vision inspection technology in real production.

Camera calibration is to solve the basic parameters of camera imaging and the orientation of the world coordinate system by using the mapping relationship between the three-dimensional object position of the known feature point and the two-dimensional image coordinate according to the geometric model of camera imaging [1]. According to the different solution methods of calibration parameters and reference objects, camera calibration technology is mainly divided into three types: traditional calibration method, self-calibration method and active visual calibration method [2]. The most representative is the Zhang’s calibration method with chessboard as the calibration image in the traditional calibration method [3]. The method uses an international chess pattern calibration board as the calibration object, and uses the camera to shoot the calibration object in different directions and different postures for many times. The one-to-one correspondence between the image points and the three-dimensional space points is established to calibrate the
camera by extracting the corner points in the calibration object. This method is simple and efficient, is often used in the calibration process. The latest monocular camera calibration algorithm based on improved particle swarm algorithm proposed by Tian et al. effectively overcomes the problem of falling into local optimal solution [4].

In the process of using checkerboard calibration, the accuracy of corner point extraction is greatly affected by noise and image quality, while circular features have strong inhibition of noise and high recognition rate, so circular features play an important role in the visual system. Heikkila et al. [5] firstly proposed the use of a circular pattern as a calibration target, and repeatedly corrected the perspective effect by obtaining the centroid of the circular pattern, realizing the real-time calibration of the camera of the precision 3D vision system. Shan et al. [6] used the Canny-Zernike combined algorithm to achieve subpixel positioning of the center coordinates of the circle calibration template, and proposed a circle center sorting method based on triangle markers, using the distance between the two solid circles on the diagonal of the solid circle target as a constraint condition, and optimizing the external parameters of the camera with Levenberg–Marquardt (LM), which had good calibration accuracy and degree of automation. In the latest, Chen et al. [7] used computer-simulated random speckles as calibration targets, combined with advanced digital image correlation (DIC) algorithms to accurately match the control points of the calibration targets with the corresponding points on the captured calibration images, and realized the accurate extraction of parameters inside and outside the camera.

In view of the influence of the accuracy of the feature extraction of the calibration pattern on the calibration results in the calibration process, this paper uses the circle as the basic pattern of the calibration plate. Firstly, the collected images are preprocessed such as greyscale. At the same time, the single circle in the circular calibration plate image is segmented for subpixel edge detection, and the subpixel circular edge with higher accuracy is obtained [8], and then the characteristic circle center is obtained by using the image moment method, and finally the camera calibration is combined with Zhang Zhengyou calibration method, and the experimental results show that the proposed method has a better calibration effect and accuracy.

This article is organized as follows: Section 2 introduces the imaging model and calibration method of the camera; Section 3 details the image acquisition platform used, explaining the proposed camera calibration method and experimental steps; Section 4 conducts experiments and analyzes the experimental data and obtains experimental results; and finally, in Section 5, the full text is summarized.

2. Related Works

2.1. Camera Model

In the process of stereoscopic perception, a series of coordinate systems must be constructed as references, usually divided into world coordinate systems, camera coordinate systems, image coordinate systems, and pixel coordinate systems [9], as shown in Figure 1.

**Figure 1.** Coordinate system in camera model.
In Figure 1, $O_1$-uv, represents a pixel coordinate system in which u and v represent the theoretical position of a pixel in the image, rather than their true physical position in the image. $O_c$-Zc is called the optical axis, and the point at which $O_c$-Zc is defined to intersect with the image plane represents the “principal point”. $O_2$-xy represents the physical coordinate system, which truly reflects the actual position of the pixel point, and the coordinate origin is the main point. In order to facilitate the mutual conversion between the pixel coordinate system and the physical coordinate system, the physical coordinate system is usually projected along the $O_c$XcYc plane along the $O_c$-Zc axis to construct a conversion relationship, as shown in Equation (1), $d_x, d_y$ denotes the physical size of each pixel. $O_c$-XcYcZc represents the camera coordinate system, and the optical center is defined as $O_c$. $O_c$O2 is the focal length of the camera. The plane in the pixel coordinate system is called the image plane. The projection point of a point P in the image plane is $p_1(x, y)$ and $P(X_c, Y_c, Z_c)$ in the camera coordinate system. The conversion relationship between the image coordinate system and the camera coordinate system can be obtained without considering the distortion, such as Equation (2).

\[
\begin{bmatrix}
  u \\
  v \\
  1
\end{bmatrix} = \begin{bmatrix}
  \frac{1}{\sigma_x} & 0 & u_1 \\
  0 & \frac{1}{\sigma_y} & v_1 \\
  0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix} \tag{1}
\]

\[
\begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix} = \begin{bmatrix}
  f & 0 & 0 & 0 \\
  0 & f & 0 & 0 \\
  0 & 0 & 1 & 0
\end{bmatrix} \begin{bmatrix}
  X_c \\
  Y_c \\
  Z_c \\
  1
\end{bmatrix} \tag{2}
\]

The world coordinate system is constructed, in order to accurately describe the position of the camera in space and the position of the object in three-dimensional space, as shown in $O_w$XwYwZw in Figure 1, it can be represented by a rotation matrix $R$ and a translation matrix $T$, as shown in Equation (3).

\[
\begin{bmatrix}
  X_w \\
  Y_w \\
  Z_w \\
  1
\end{bmatrix} = \begin{bmatrix}
  R & T \\
  0 & 1
\end{bmatrix} \begin{bmatrix}
  X_c \\
  Y_c \\
  Z_c \\
  1
\end{bmatrix} \tag{3}
\]

The above camera imaging model is an ideal imaging model without external interference. Camera manufacturing, installation and other processes will cause a variety of errors, resulting in a variety of nonlinear distortions of the camera, in practical applications. The nonlinear distortion factors of the camera should be considered in camera calibration to correct the ideal camera imaging model, in order to enable the camera to obtain more accurate calibration results. Considering the lens distortion, there is a certain offset between the actual imaging point and the theoretical imaging point, and the offset in the x and y directions can be expressed by Equation (4), and $r^2 = x^2 + y^2$.

\[
\begin{align*}
\delta_x(x_d, y_d) &= x_d(k_1r^2 + k_2r^4 + k_3r^6) + [p_1(3x_0^2 + y_0^2) + 2p_2x_0y_0] \\
\delta_y(x_d, y_d) &= y_d(k_1r^2 + k_2r^4 + k_3r^6) + [p_2(3x_0^2 + y_0^2) + 2p_1x_0y_0]
\end{align*} \tag{4}
\]

The first term on the right side of Equation (4) is radial distortion; The second is centrifugal distortion; $k_1, k_2, k_3$ and $p_1, p_2$ are radial and tangential distortion coefficients, respectively. Three radial distortion coefficients $k_1, k_2, k_3$ and two tangential distortion coefficients $p_1, p_2$ are obtained by using the least square method, and the maximum likelihood estimation method is used for optimization to make the calibration results more accurate [10].
2.2. The Method of Camera Calibration

Camera calibration method are relatively mature technologies in the field of computer vision, and many researchers have achieved remarkable results for decades. Camera calibration technology was first applied to photogrammetry [11]. The camera is calibrated by making connections by means of mathematical parsing. With the prevalence of calibration method based on checkerboard pattern proposed by Zhang et al., many researchers have made many improvements on this basis. He et al. [12] combined with K-SVD sparse dictionary learning to construct sparse dictionary in chessboard image, and update camera changes in time to achieve high precision and high efficiency camera calibration.

Compared with monocular camera calibration, multi-camera calibration requires two or more cameras to share the same coordinate space. The relationship between the two camera coordinates sharing the same object is estimated by epipolar geometry in the process of stereo camera calibration as shown in Figure 2. The imaging coordinates of a point \( p \) in space on two camera planes \( C_1 \) and \( C_2 \) are \( p_1 \) and \( p_2 \), we can use the basic relation \( p_1 F p_2 = 0 \) to estimate the basic matrix \( F \).

![Figure 2. Epipolar geometry.](image)

Camera calibration is the most basic part of the visual system. In the case of complex scenes and large amount of computing, the main research content is high precision, high efficiency, high robustness, but also to consider the cost of the calibration process.

Generally, according to the spatial dimension of the calibration target, it can be divided into four categories [13]: calibration based on three-dimensional objects [14], calibration based on two-dimensional plane [3], calibration based on one-dimensional segmentation [15] and zero-dimensional self-calibration method [16]. The method used in this paper is camera calibration using a two-dimensional pattern with flexibility and ease of operation.

The two-dimensional calibration template was originally realized by detecting the square corner points. With the application of circular calibration pattern, Wang et al. [17] proposed the Pascal theorem under the circular calibration template, solved the circular point image by Newton’s iteration method, and then converted the absolute quadratic curve constraint into a Pascal line constraint to calibrate the camera internal reference, expanding the application scope of calibration. Xu et al. [18] proposed to use two intersecting coplanar circles as calibration templates, using the theory of two intersecting circles at intersection points on the projection plane and a kernel line geometry to solve the dot image, and linearly determine the internal reference by linearly determining the dot images in three images in different directions of the same pattern.

3. Proposed Method

This paper focuses on the extraction of calibration pattern of calibration circular calibration plate in the calibration process of multi-camera. After obtaining multiple groups of calibration plate pictures taken by cameras in different positions, after grayscale pre-processing, each circular pattern is divided, and the \( F \) matrix is used for sub-pixel edge
extraction and circle center feature calculation. Finally, combined with Zhang’s calibration method, stereo calibration of multi-camera is carried out. The specific process is as follows in Figure 3.

**Figure 3.** Camera calibration process.

### 3.1. Image Acquisition and Preprocessing

In this paper, three industrial USB cameras, equipped with IMX317 photosensitive chip, with an imaging size of $1.62 \mu m \times 1.62 \mu m$ and a pixel of $1280 \times 960$, are combined together by 3D printing structural parts as Figure 4.

Three cameras were used to take pictures of different positions of the circular calibration plate at the same time, and multiple calibration plate pictures were obtained, and 16 groups of original images with the best effect were screened out. Then the image is transformed into grayscale, as shown in Figure 5.

**Figure 4.** Image acquisition platform.

**Figure 5.** Image preprocessing. (a) The original image, (b) Grayscale.

### 3.2. Sub-Pixel Circular Edge Detection Based on Franklin Matrix

The accuracy of edge detection of center calibration pattern directly affects the extraction of center, thus affecting the final camera calibration result. In this paper, a sub-pixel image edge detection algorithm based on Franklin moment proposed by Wu et al. is used [19]. According to the polar definition of Franklin moment, it can be seen that Franklin moment are orthogonality and rotation invariance. Because when the image is
rotated by an angle \( \varphi \) the relationship between the Franklin moment \( F'_{nm} \) after the image and the Franklin moment \( F_{nm} \) before rotation is Equation (5).

\[
F'_{nm} = F_{nm} e^{-im \varphi}
\]

(5)

It can be concluded from Equation (5) that after an image is rotated, the mode of its Franklin moment will not change, only the phase angle will change. Therefore, using the feature that the image moment characteristics include the parameters of the edge model, the parameters of the edge can be estimated based on the characteristic information of the Franklin moment, so as to realize the precise positioning of the edge [20]. Franklin subpixel edge detection model is shown in Figure 6.

Figure 6. Subpixel edge detection model. (a) Original edge image, (b) The rotated edge image.

In Figure 6, line \( L \), represents the ideal edge, and the unit circle is divided into two gray regions by line \( L \). \( h \) is the background gray level, \( k \) is the step height (gray difference), and \( l \) is the vertical distance of the center of the circle. The two dashed lines \( ab \) and \( cd \) correspond to the image edge under the conditions of Franklin moments of different orders. The specific values are given by Equations (16) and (17). \( \varphi \) is the included angle between the vertical line segment from the center of the circle to the edge and the X-axis. Figure 6b is obtained by rotating the angle \( \varphi \) clockwise from Figure 6a, where lines \( ab \) and \( cd \) are parallel to the Y-axis.

In Equation (5), when \( m = 0 \), \( F'_{n0} = F_{n0} \); when \( n = 1 \) and \( m = 1 \), there is:

\[
F'_{11} = F_{11} e^{-i\varphi} = F_{11}(\cos \varphi - i\sin \varphi)
\]

(6)

Let \( \text{Re}[F_{11}] \) and \( \text{Im}[F_{11}] \) represent the real part and imaginary part of \( F_{11} \), respectively, then we can get:

\[
F'_{11} = \{ \text{Re}[F_{11}] + i\text{Im}[F_{11}] \} \times (\cos \varphi - i\sin \varphi) = \text{Re}[F_{11}]\cos \varphi + \text{Im}[F_{11}]\sin \varphi + i\text{Im}[F_{11}]\cos \varphi - i\text{Re}[F_{11}]\sin \varphi
\]

(7)

It can be seen from Figure 6b that the rotated image \( f'(x, y) \) is axisymmetric about \( x \), and it can be obtained:

\[
\iint_{x^2+y^2 \leq 1} f'(x, y) y \, dx \, dy = 0
\]

(8)

\( \text{Im}[F_{11}] = 0 \) from Equation (8), can be into Equation (7) to obtain:

\[
\text{Im}[F_{11}]\cos \varphi - \text{Re}[F_{11}]\sin \varphi = 0
\]

(9)
The rotation angle $\varphi$ can be easily obtained from Equation (9):

$$\varphi = \arctan \frac{\text{Im}[F_{11}]}{\text{Re}[F_{11}]}$$  \hspace{1cm} (10)

According to the template in Figure 6a, Franklin moments of each order of the rotated image can be obtained:

$$F'_{00} = 2 \int_{-1}^{1} \int_{0}^{\sqrt{1-x^2}} h \, dx \, dy + 2 \int_{-1}^{1} \int_{0}^{\sqrt{1-x^2}} (h+k) \, dx \, dy = h\pi + \frac{k\pi}{2} - kl\sqrt{1-l^2} - \text{arcsin}(l)$$  \hspace{1cm} (11)

$$F'_{11} = \frac{2k(1-l^2)^{\frac{3}{2}}}{3}$$  \hspace{1cm} (12)

$$F'_{20} = \frac{2kl(1-l^2)^{\frac{3}{2}}}{3}$$  \hspace{1cm} (13)

$$F'_{31} = \frac{4k^2(1-l^2)^{\frac{3}{2}}}{5} - \frac{2k(1-l^2)^{\frac{3}{2}}}{15}$$  \hspace{1cm} (14)

$$F'_{40} = \frac{16k^3(1-l^2)^{\frac{3}{2}}}{15} - \frac{2kl(1-l^2)^{\frac{3}{2}}}{5}$$  \hspace{1cm} (15)

According to Equations (11)–(15), the expression using parameters can be solved:

$$l_1 = \sqrt{\frac{5F'_{40} + 3F'_{20}}{8F_{20}}}$$  \hspace{1cm} (16)

$$l_2 = \sqrt{\frac{5F'_{31} + F'_{11}}{6F_{11}}}$$  \hspace{1cm} (17)

$$k = \frac{3F'_{11}}{2(1-l_2^2)^{\frac{3}{2}}}$$  \hspace{1cm} (18)

$$l = \frac{l_1 + l_2}{2}$$  \hspace{1cm} (19)

After the above derivation, the sub-pixel edge detection formula is derived according to Figure 6 after obtaining the key parameters $\varphi$, $l$, $k$ [19]:

$$\begin{bmatrix} x_s \\ y_s \end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} + l \begin{bmatrix} \cos \varphi \\ \sin \varphi \end{bmatrix}$$  \hspace{1cm} (20)

In Equation (20), $(x_s,y_s)$ is subpixel coordinates of image edges, $(x,y)$ is the coordinates of the midpoint in Figure 6a. Considering the Franklin template has N × N amplification effect, it can make the positioning more accurate. The definition of edge is as follows:

$$\begin{bmatrix} x_s \\ y_s \end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} + \frac{LN}{2} \begin{bmatrix} \cos \varphi \\ \sin \varphi \end{bmatrix}$$  \hspace{1cm} (21)

The size of the template directly affects the results of edge detection. In this paper, the 7 × 7 template for constructing Franklin moments is selected. The conventional algorithm of sub-pixel edge detection based on matrix only uses low-order moments, that is, the distance $l$ is obtained by Equations (16) and (17), the step height $k$ is determined by Equation (18), and the sub-pixel edge is judged according to $l > l_t$ and $k > k_t$, where $l_t$ and $k_t$ are the threshold, and the average value of $l$ and $k$ matrix is obtained. Since
the conventional algorithm does not consider the higher order moments, the edge lines detected are coarse, so the following edge determination conditions are used [19]:

$$\begin{align*}
  k > k_t \\
  l > l_t, |l_1 - l_2| < l_t
\end{align*}$$

(22)

Since $l_1$ and $l_2$, respectively, represent the low-order and high-order of Franklin moments, this criterion combines the anti-noise characteristics of Franklin low-order moments and the detailed description ability of high-order moments, so the edge location is more accurate [19]. The main steps of calibration image sub-pixel edge detection algorithm are as follows:

Firstly, the image is grayed, and each circular calibration pattern in the calibration board is segmented. Finally, the sub-pixel edge extraction of circular calibration pattern is carried out through the above Algorithm 1 as shown in Figure 7.

**Algorithm 1**: Mhy steps of sub-pixel edge detection.

**Input**: $I_{img}$: Circular pattern initially segmented;  
**Output**: $P_{img}$: Sub-pixel edge coordinates 

The Franklin moment of each pixel in the image is obtained by convolution operation with the template of Franklin moment. 

**while** The parameter of this point does not satisfy the condition of Equation (22).  
**do**  
  Franklin matrix obtained by convolution operation;  
  Get the edge rotation angle $\varphi$ according to Equation (10);  
  Calculation of vertical distance $l$ and gray-step $k$;  
  Calculation of subpixel edge coordinates $P_{img}$.

![Figure 7. Subpixel edge extraction of circular calibration pattern. (a) Original image, (b) Grayscale, (c) Edge detection.](image)

3.3. Circular Feature Center Extraction

After obtaining the contour of the circular feature, the centroid of the feature can be obtained by using the method of image moment, and the moment of order $i + j$ moment is defined as:

$$m_{ij} = \sum_{y=1}^{n} \sum_{x=1}^{n} x^i y^j f(x, y)$$

(23)

When $i + j = 1$, represents the center of mass of the feature, and the horizontal and vertical coordinates of the center of mass are calculated as follows:

$$x = \frac{m_{10}}{m_{00}}, y = \frac{m_{01}}{m_{00}}$$

(24)

Substituting Equation (24) into Equation (23) to obtain the centroid coordinates of the feature, that is, the sub-pixel coordinates of the center of the circular feature. As shown in Figure 8, the experiment proves that the accuracy of the center coordinates obtained by this method is higher.
Figure 8. Subpixel center coordinate extraction. (a) The circular edge, (b) Circle extraction.

4. Experimental Results and Analysis

4.1. Single Camera Calibration

In the experiment, the circular pattern calibration plate shown in Figure 9 was used, and the self-built multi-camera acquisition platform shown in Figure 4 was used, and the calibration plate with different attitudes and directions was first taken by three cameras at the same time, and a total of 48 photos were obtained from 3 groups. All photos are divided into circular patterns, followed by the process shown in Algorithm 1 for circular subpixel edge extraction and center coordinate calculation, to obtain the coordinate matrix of the calibration pattern in each calibration plate, and finally use the calibration algorithm in the OpenCV library for camera calibration, and obtain the internal reference matrices of the left, middle and right cameras are $M_l$, $M_m$, $M_r$.

Figure 9. Calibration board.

Internal reference matrix of left camera:

$$M_l = \begin{bmatrix} 1.11833395 \times 10^{+03} & 0 & 6.81777262 \times 10^{+02} \\ 0 & 1.11797228 \times 10^{+03} & 4.87260030 \times 10^{+02} \\ 0 & 0 & 1 \end{bmatrix}$$

Internal reference matrix of middle camera:

$$M_m = \begin{bmatrix} 1.11637627 \times 10^{+03} & 0 & 6.35479973 \times 10^{+02} \\ 0 & 1.11591780 \times 10^{+03} & 4.71674088 \times 10^{+02} \\ 0 & 0 & 1 \end{bmatrix}$$
Internal reference matrix of right camera:

\[
M_r = \begin{bmatrix}
1.12225011 \times 10^{+03} & 0 & 6.82174404 \times 10^{+02} \\
0 & 1.12141695 \times 10^{+03} & 4.44869658 \times 10^{+02} \\
0 & 0 & 1
\end{bmatrix}
\]

Distortion coefficient of left camera:

\[
k_{l1} = 0.03792156, k_{l2} = 0.12270644, k_{l3} = 0.00084531 \\
p_{l1} = 0.00048027, p_{l2} = -0.14764709
\]

Distortion coefficient of middle camera:

\[
k_{m1} = -5.55812259 \times 10^{-02}, k_{m2} = 2.47774692 \times 10^{-01}, k_{m3} = 1.23847027 \times 10^{-03}, \\
p_{m1} = -4.66296057 \times 10^{-05}, p_{m2} = -4.4760812 \times 10^{-01},
\]

Distortion coefficient of right camera:

\[
k_{r1} = -0.04803677, k_{r2} = 0.16340659, k_{r3} = 0.00025805 \\
p_{r1} = -0.00035453, p_{r2} = -0.20986236
\]

From the above experimental results, it can be seen that the \( f_u \) and \( f_v \) of the three cameras on the left, middle and right are close, and the radial distortion and centrifugal distortion are also small, indicating that the calibration results are accurate.

4.2. Multi-Eye Stereo Calibration

After the calibration of the monocular camera, the calibration result is calibrated for multi-eye stereoscopic calibration, that is, to solve the spatial position relationship of each camera in the camera system in the world coordinate system, that is, the rotation vector \( R \) and translation matrix \( T \) between multiple cameras need to be calculated.

Assuming that there is a point \( P \) in the real physical world, its world coordinate is \( P_w \), which is represented as \( P_l, P_m \) and \( P_r \) respectively, in the image acquisition system designed in this article, that is, in the left-center-right camera coordinate system. After calibrating the three cameras separately, the external reference matrix can be obtained, that is, the rotation vectors \( R_l, R_m \) and \( R_r \) between the three camera coordinate systems and the world coordinate system, as well as the translation matrix \( T_l, T_m \) and \( T_r \). The coordinates of the \( P \)-point in the three camera coordinate systems can be expressed as [21,22]:

\[
\begin{align*}
P_l &= P_l P_w + T_l \\
P_m &= P_m P_w + T_m \\
P_r &= P_r P_w + T_r
\end{align*}
\]

The left side of the equal sign above represents the coordinate values of the same space point \( P \) in different imaging planes. If the intermediate camera coordinate system is set as the main coordinate system, it can be obtained:

\[
\begin{align*}
P_m &= R_{ml} P_l + T_{ml} \\
P_m &= R_{mr} P_r + T_{mr}
\end{align*}
\]

\( R_{ml} \) and \( T_{ml} \) represent rotation vector and translational matrix between left and middle camera coordinate systems. \( R_{mr} \) and \( T_{mr} \) represent the rotation vector and translational
matrix between the right and middle camera coordinate systems. It can be deduced from Equation (26):

$$
\begin{align*}
R_{ml} &= R_{m}R_{l}^{-1} \\
T_{ml} &= T_{m} - R_{m}R_{l}^{-1}T_{l} \\
R_{mr} &= R_{m}R_{r}^{-1} \\
T_{mr} &= T_{m} - R_{m}R_{r}^{-1}T_{r}
\end{align*}
$$

(27)

The results obtained in the above formula are the parameters to be solved in stereo calibration.

After the monocular camera calibration, the calibration results are calibrated in multiocular stereo, and the rotation matrix and translation matrix between the three camera coordinate systems can be obtained:

$$
R_{ml} = \begin{bmatrix}
9.29591585 \times 10^{-01} & -2.09692124 \times 10^{-02} & -3.67994264 \times 10^{-01} \\
1.97324975 \times 10^{-02} & 9.99779917 \times 10^{-01} & -7.12357250 \times 10^{-03} \\
3.68062650 \times 10^{-01} & -6.39432834 \times 10^{-04} & 9.29800773 \times 10^{-01}
\end{bmatrix},
$$

$$
T_{ml} = [4.19656108 \ 0.08832392 \ 1.3227521]^T;
$$

$$
R_{mr} = \begin{bmatrix}
9.52104607 \times 10^{-01} & 7.85293007 \times 10^{-05} & 3.0572484 \times 10^{-01} \\
-6.17581179 \times 10^{-03} & 9.99910051 \times 10^{-01} & 1.27457100 \times 10^{-02} \\
-3.05743979 \times 10^{-01} & -1.34120976 \times 10^{-02} & 9.52019293 \times 10^{-01}
\end{bmatrix},
$$

$$
T_{mr} = [-4.21169489 \ 0.02246942 \ 1.29534173]^T.
$$

From the above stereo calibration results, it can be seen that the left and right cameras are symmetrically distributed, and at the same time have small height error in the Y-axis direction. Similarly, they have good parameters in the Z-axis direction. When imaging symmetrical objects, operations such as subsequent three-dimensional reconstruction can be better performed.

4.3. Analysis of Calibration Experiment Results

The mean value of image residual is used to measure the deviation between the original image point and the reprojection point of space point \(P\), to determine the calibration accuracy. Where the total image residual mean is calculated as follows [23]:

$$
E_d = \frac{1}{n} \sum_{i=1}^{n} \sqrt{(\hat{x}_{pi} - x_{pi})^2 + (\hat{y}_{pi} - y_{pi})^2}
$$

(28)

In Equation (28): \((\hat{x}_{pi}, \hat{y}_{pi})\) is the original image point coordinate of space point \(P\); \((x_{pi}, y_{pi})\) is the coordinates of the reprojection, the smaller the result in the above equation, the higher the precision of the calibration.

Figure 10a shows the results of the method proposed herein by detecting the circular edge of subpixels and then performing camera calibration with the same method using circular calibration plates proposed by Wang et al. [10].

From the comparison results, we can see that the reprojection error of all 16 calibration images is calculated, and the method in this paper has better calibration results. The main reason is that in the recognition process of circular pattern on the calibration image, Franklin moment can be used to extract more fine edge features, so as to obtain more accurate center coordinates.
Figure 10. Reprojection error of intermediate camera. (a) The method proposed in this paper is compared with the same type of method; (b) The proposed method is compared with other algorithms.

In Figure 10b, taking the intermediate camera calibration results as an example, compared with the most widely used angle point detection and calibration algorithm in the OpenCV library, as well as the latest calibration algorithm optimized by calibration parameters, the camera calibration method based on circular calibration board proposed in this paper has achieved better calibration results in 16 calibration images. The reprojection error of most calibration images is greatly improved compared with the previous two algorithms. It can be seen from the image that the reprojection error of the second, fifth and last calibration images is slightly improved compared with the traditional method, but compared with the algorithm proposed by Tian et al. [4], the calibration effect is not satisfactory. In this paper, all the calibration patterns are re-compared and analyzed and the above three pictures are taken at a large angle. When the algorithm proposed in this paper is used to extract the center of the ellipse, the deviation of the center of the ellipse will be generated, resulting in unsatisfactory calibration results [8]. Therefore, when using the calibration method proposed in this paper, it has good calibration effect in the case of small shooting angles.

Table 1 shows the comparison between the camera calibration method proposed in this paper and the traditional calibration method using checkerboard grids, the calibration method optimized by the latest calibration results [4], and the calibration method proposed by Wang et al. [10], that also uses circular calibration plates. Among them, the left, center and right represent the cameras in the three positions in Figure 4.

Table 1. Mean value of image residual (pixels).

|                  | Common Method | Tian [4]     | Wang [10]     | This Paper    |
|------------------|---------------|--------------|---------------|--------------|
| Left             | 0.033938064855| 0.026404611280| 0.041634525809| 0.037183661364|
| Centre           | 0.040292460039| 0.035508198555| 0.027944720075| 0.016527377879|
| Right            | 0.036548473719| 0.032671625686| 0.028491519030| 0.021390006755|
| Average          | 0.036926332871| 0.031528145174| 0.032690254970| 0.02503681993  |

As can be seen from Table 1, for the three-camera image acquisition platform built in this paper, The method in the table is used to calibrate. From the mean analysis of the calibration results, this paper proposes that the camera calibration method has better results, and the performance on the middle and right cameras is better. Although the calibration result of the left camera is greatly improved compared with the calibration method proposed
by Wang et al. [10], it has worse results than the traditional method. The analysis of this reason is consistent with the previous analysis of the calibration results of a single camera. In the shooting process of the calibration image, all the cameras are triggered at the same time. Due to the relationship between the position of the calibration plate, the calibration image obtained by some cameras will have a large angle. A standard circular pattern will become an elliptical image after imaging, thus introducing the eccentricity error, resulting in poor calibration results of some cameras. However, in terms of the calibration results of all cameras, the proposed method has significantly improved the accuracy, and the average reprojection error of three cameras is reduced by more than 0.006 pixels, which verifies the feasibility and superiority of the proposed method.

5. Conclusions

In this paper, a stereo calibration method for multi-camera based on circular calibration plate is proposed. The method focuses on the high-precision extraction of calibration pattern features in the calibration process. Multiple images of circular calibration plate are collected by self-matching three-camera image acquisition system. The Franklin matrix was used to detect the sub-pixel edge of the circle and extract the center of the characteristic circle. Finally, Zhang’s calibration method was used for camera calibration and multi-view stereo calibration. The experimental results show that the calibration accuracy of the three cameras is effectively improved compared with the relevant calibration algorithms. Although the effect on the large angle calibration pattern is not superior to the traditional method, but there is better accuracy in the image acquisition platform of the three camera, and the average re-projection error is reduced by more than 0.006 pixels, and a better calibration effect is achieved.
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