SQP ALTERNATING DIRECTION METHOD WITH A NEW OPTIMAL STEP SIZE FOR SOLVING VARIATIONAL INEQUALITY PROBLEMS WITH SEPARABLE STRUCTURE
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In this paper, we suggest and analyze a new alternating direction scheme for the separable constrained convex programming problem. The theme of this paper is twofold. First, we consider the square-quadratic proximal (SQP) method. Next, by combining the alternating direction method with SQP method, we propose a descent SQP alternating direction method by using the same descent direction as in [6] with a new step size $\alpha_k$. Under appropriate conditions, the global convergence of the proposed method is proved. We show the $O(1/t)$ convergence rate for the SQP alternating direction method. Some preliminary computational results are given to illustrate the efficiency of the proposed method.

1. Introduction

Let $\mathcal{R}$ stand for the real axis; and $\mathcal{R}_+ = \{ x \in \mathcal{R}; x \geq 0 \}$, $\mathcal{R}_{++} = \{ x \in \mathcal{R}; x > 0 \}$, denote the positive half-axis and strict positive half-axis, respectively. Further, given $n \in \mathbb{N}$, put

$$\mathcal{R}_+^n = \{ x = (x_1, \ldots, x_n)^T; x_1, \ldots, x_n \in \mathcal{R}_+ \}$$
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and
\[ \mathcal{R}_{++}^n = \{ x = (x_1, \ldots, x_n)^\top ; x_1, \ldots, x_n \in \mathcal{R}_{++} \} \]
where \((x)^\top\) denotes the transpose.

This paper considers the constrained convex programming problem with the following separate structure:

\[ (1) \quad \min \{ \theta_1(x) + \theta_2(y) | Ax + By = b, x \in \mathcal{R}_+^n, y \in \mathcal{R}_+^m \}, \]

where \(\theta_1 : \mathcal{R}_+^n \to \mathcal{R}\) and \(\theta_2 : \mathcal{R}_+^m \to \mathcal{R}\) are closed proper convex functions not necessarily smooth, \(A \in \mathcal{R}^{l \times n}\), \(B \in \mathcal{R}^{l \times m}\) are given matrices and \(b \in \mathcal{R}^l\) is a given vector.

The alternating directions method (ADM for short) \([17, 18]\) is an attractive tool for solving (1). The main advantage of the ADM is that the method can decompose a high-dimensional and complicated variational inequality problem into a series of low-dimensional subproblems, sometimes much easier than the original one. The ADM has been studied extensively in the theoretical frameworks of both Lagrangian functions and maximal monotone operators. To make the ADM more efficient and practical some strategies have been studied, for more details, one can refer \([7, 8, 9, 11, 14, 22, 25, 26, 31, 34]\).

Let \(\partial(\cdot)\) denote the sub-gradient operator of a convex function, and \(f(x) \in \partial\theta_1(x)\) and \(g(y) \in \partial\theta_2(y)\) are the sub-gradient of \(\theta_1(x)\) and \(\theta_2(y)\), respectively. By attaching a Lagrange multiplier vector \(\lambda \in \mathcal{R}^l\) to the linear constraint \(Ax + By = b\), problem (1) can be written in terms of finding \(w \in \mathcal{W}\) such that

\[ (2) \quad (w' - w)^\top Q(w) \geq 0, \quad \forall w' \in \mathcal{W}, \]

where

\[ (3) \quad w = \begin{pmatrix} x \\ y \\ \lambda \end{pmatrix}, \quad Q(w) = \begin{pmatrix} f(x) - A^\top \lambda \\ g(y) - B^\top \lambda \\ Ax + By - b \end{pmatrix}, \quad \mathcal{W} = \mathcal{R}_+^n \times \mathcal{R}_+^m \times \mathcal{R}^l. \]

Problem (2)–(3) is referred to as structural variational inequality (in short, SVI).

We now have a variety of techniques to suggest and analyze various ADMs with logarithmic-quadratic proximal (LQP) regularization \([2, 3, 4, 5, 6, 10, 29, 31, 35]\) for solving SVI. Recently, Li \([29]\) and Bnouhachem \([3]\) developed the following LQP method by applying the LQP terms to regularize the ADM subproblems: for a given \(w^k = (x^k, y^k, \lambda^k) \in \mathcal{R}_+^n \times \mathcal{R}_+^m \times \mathcal{R}^l\), and \(\mu \in (0, 1)\), the predictor \(\tilde{w}^k = (\tilde{x}^k, \tilde{y}^k, \tilde{\lambda}^k)\) is obtained via solving the following system:

\[ (4) \quad f(x) - A^\top [\lambda^k - H(Ax + By^k - b)] + R [(x - x^k) + \mu (x^k - X^2 x^{-1})] = 0, \]

\[ (5) \quad g(y) - B^\top [\lambda^k - H(Ax + By - b)] + S [(y - y^k) + \mu (y^k - Y^2 y^{-1})] = 0, \]

\[ (6) \quad \tilde{\lambda}^k = \lambda^k - H(Ax + By - b), \]
where $H \in \mathbb{R}^{l \times l}$, $R \in \mathbb{R}^{n \times n}$, and $S \in \mathbb{R}^{m \times m}$ are symmetric positive definite, $X_k := \text{diag}(x_1^k, x_2^k, \ldots, x_n^k)$, $Y_k := \text{diag}(y_1^k, y_2^k, \ldots, y_n^k)$, $x^{-1}$ be an $n$-vector whose $j$-th element is $1/x_j$, $y^{-1}$ be an $n$-vector whose $j$-th element is $1/y_j$.

The main disadvantage of the methods in [3, 29] is that solving equation (5) requires the solution of equation (4). Hence, the ADMs are not eligible for parallel computing in the sense that the solutions of (4) and (5) cannot be obtained simultaneously. To overcome this difficulty, Bnouhachem and Hamdi [6] proposed a parallel descent LQP-ADM for solving SVI. The main advantage of the method in [6] is that the predictor is obtained via solving a system of non-linear equations in a parallel wise and the new iterate $w^{k+1}(\alpha_k) = (x^{k+1}, y^{k+1}, \lambda^{k+1})$ is given by:

$$u^{k+1}(\alpha_k) = (1 - \sigma)w^k + \sigma P\left[w^k - \alpha_{1k}G^{-1}d(w^k, \tilde{w}^k)\right], \quad \sigma \in (0, 1)$$

where

$$\alpha_{1k} = \frac{\varphi_{1k}}{\|w^k - \tilde{w}^k\|_{G_1}},$$

$$\varphi_{1k} := \|w^k - \tilde{w}^k\|_M^2 + (\lambda^k - \tilde{\lambda}^k)^	op (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)),$$

$$d(w^k, \tilde{w}^k) = \begin{pmatrix}
  f(\tilde{x}^k) - A^\top \tilde{\lambda}^k + A^\top H(A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)) \\
  g(\tilde{y}^k) - B^\top \tilde{\lambda}^k + B^\top H(A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k))
\end{pmatrix}$$

and

$$G_1 = \begin{pmatrix}
  (1 + \mu)R + A^\top HA & 0 & 0 \\
  0 & (1 + \mu)S + B^\top HB & 0 \\
  0 & 0 & H^{-1}
\end{pmatrix},$$

$$M_1 = \begin{pmatrix}
  R + A^\top HA & 0 & 0 \\
  0 & S + B^\top HB & 0 \\
  0 & 0 & H^{-1}
\end{pmatrix}.$$

In this paper, we suggest that the complementarity subproblems arising in ADM (4)-(5) could be regularized by the square quadratic proximal (SQP) regularization, from a given $w^k = (x^k, y^k, \lambda^k) \in \mathbb{R}_++^n \times \mathbb{R}_++^m \times \mathbb{R}^l$, $\tilde{w}^k = (\tilde{x}^k, \tilde{y}^k, \tilde{\lambda}^k) \in \mathbb{R}_++^n \times \mathbb{R}_++^m \times \mathbb{R}^l$ is obtained via solving the following system:

\begin{align}
(7a) \quad & f(x) - A^\top [\lambda^k - H(\frac{1}{2}Ax^k + \frac{1}{2}Ax + By^k - b)] + R(\frac{1}{2}(x - x^k) + \mu(x^k - U_k(\sqrt{\mathcal{F}})^{-1})) =: \xi_x^k \approx 0, \\
(7b) \quad & g(y) - B^\top [\lambda^k - H(A\tilde{x}^k + \frac{1}{2}Bx + \frac{1}{2}By^k - b)] + S(\frac{1}{2}(y - y^k) + \mu(y^k - V_k(\sqrt{\mathcal{G}})^{-1})) =: \xi_y^k \approx 0, \\
(7c) \quad & \tilde{\lambda}^k = \lambda^k - H(A\tilde{x}^k + B\tilde{y}^k - b),
\end{align}

where

\begin{equation}
(8) \quad |(w^k - \tilde{w}^k)\xi^k| \leq \eta\|w^k - \tilde{w}^k\|_M^2, \quad \eta \in (0, 1),
\end{equation}
\[ M = \begin{pmatrix} \frac{1}{2} R & \frac{1}{2} S \\ \frac{1}{2} H^{-1} \end{pmatrix}, \]

\[ \xi^k = \begin{pmatrix} \xi^k_x \\ \xi^k_y \end{pmatrix} = \begin{pmatrix} f(\tilde{x}^k) - f(x^k) - \frac{1}{2} A^T H A(x^k - \tilde{x}^k) \\ g(\tilde{y}^k) - g(y^k) - \frac{1}{2} B^T H B(y^k - \tilde{y}^k) \end{pmatrix} \]

\[ U_k \] and \( V_k \) are positive definite diagonal matrices defined by

\[ U_k = \text{diag}(x_{1k}^{1/\sqrt{x_1^k}}, \ldots, x_{nk}^{1/\sqrt{x_n^k}}), \]

\[ V_k = \text{diag}(y_{1k}^{1/\sqrt{y_1^k}}, \ldots, y_{mk}^{1/\sqrt{y_m^k}}). \]

\((\sqrt{x})^{-1} \in \mathbb{R}^{n+}_+\) is a vector whose \( j \)-th element is \( 1/\sqrt{x_j} \), \((\sqrt{y})^{-1} \in \mathbb{R}^{m+}_+\) is a vector whose \( j \)-th element is \( 1/\sqrt{y_j}\).

Since (7a)–(7b) include both square and quadratic terms, the method is called the square-quadratic proximal (SQP) method, and (7a) and (7b) are called the SQP system of nonlinear equations (SQP system).

By combining the alternating direction method with SQP method, we propose a descent SQP alternating direction method for SVI. The predictor is obtained by solving (7a)–(7c) and the new iterate is obtained by using the same descent direction as in [6] with a new step size \( \alpha_k \). Global convergence of the proposed method is proved under certain assumptions. To illustrate the proposed method and demonstrate its efficiency, some applications and their numerical results are also provided. Our results can be viewed as significant extensions of the previously known results.

### 2. SQP alternating direction method

For any vector \( u \in \mathbb{R}^n \), \( \|u\|^2 = u^T u \), \( \|u\|_\infty = \max\{|u_1|, \ldots, |u_n|\} \). Let \( D \in \mathbb{R}^{n \times n} \) be a symmetric positive definite matrix. We denote the \( D \)-norm of \( u \) by \( \|u\|_D = u^T Du \).

The following lemma provides some basic properties of the projection operator onto a closed convex subset \( \Omega \) of \( \mathbb{R}^l \).

**Lemma 1.** Let \( \Omega \) be a nonempty closed convex subset of \( \mathbb{R}^l \). Denote by \( P_\Omega(.) \) the projection on \( \Omega \) with respect to the Euclidean norm, that is,

\[ P_\Omega(v) = \text{argmin}\{\|v - u\| : u \in \Omega\}. \]

Then, we have the following inequalities.

\[ (z - P_\Omega[z])^T (P_\Omega[z] - v) \geq 0, \quad \forall \ z \in \mathbb{R}^l, \ v \in \Omega; \]
\[(12) \quad \|u - P_{\Omega}[z]\|^2 \leq \|z - u\|^2 - \|z - P_{\Omega}[z]\|^2, \quad \forall z \in \mathcal{R}^l, u \in \Omega.\]

We introduce the following definitions which are useful in the sequel.

**Definition 1.** The mapping \(T : \mathcal{R}^n \to \mathcal{R}^n\) is said to be

(a) monotone if \( (Tx - Ty)^\top (x - y) \geq 0, \quad \forall x, y \in \mathcal{R}^n; \)

(b) \(k\)-Lipschitz continuous if there exists a constant \(k > 0\) such that \( \|Tx - Ty\| \leq k \|x - y\|, \quad \forall x, y \in \mathcal{R}^n; \)

We make the following standard assumptions.

**Assumption A.** \(f\) is monotone and Lipschitz continuous on \(\mathcal{R}_+^n\) with Lipschitz constant \(k_f\) and \(g\) is monotone and Lipschitz continuous on \(\mathcal{R}_+^m\) with Lipschitz constant \(k_g\).

**Assumption B.** The solution set of SVI, denoted by \(\mathcal{W}^*\), is nonempty.

We propose the following SQP alternating direction method for solving SVI:

**Algorithm 1.**

**Step 0.** The initial step:
Given \(\epsilon > 0, \mu \in (0, 1)\) and \(w^0 = (x^0, y^0, \lambda^0) \in \mathcal{R}_+^n \times \mathcal{R}_+^m \times \mathcal{R}^l\). Set \(k = 0\).

**Step 1.** Prediction step:
Compute \(\tilde{w}^k = (\tilde{x}^k, \tilde{y}^k, \tilde{\lambda}^k) \in \mathcal{R}_+^n \times \mathcal{R}_+^m \times \mathcal{R}^l\) by solving (7a)–(7c).

**Step 2.** Convergence verification:
If \(\max\{\|x^k - \tilde{x}^k\|_\infty, \|y^k - \tilde{y}^k\|_\infty, \|\lambda^k - \tilde{\lambda}^k\|_\infty\} < \epsilon\), then stop.

**Step 3.** Correction step:
The new iterate \(w^{k+1}(\alpha_k) = (x^{k+1}, y^{k+1}, \lambda^{k+1})\) is given by:
\[(13) \quad w^{k+1}(\alpha_k) = (1 - \sigma)w^k + \sigma P_W[w^k - \alpha_k d_2(w^k, \tilde{w}^k)], \quad \sigma \in (0, 1)\]

where
\[(14) \quad \alpha_k = \frac{\varphi(w^k, \tilde{w}^k)}{\|d_1(w^k, \tilde{w}^k)\|_2};\]

\[(15) \quad \varphi(w^k, \tilde{w}^k) = \|w^k - \tilde{w}^k\|^2_M + (w^k - \tilde{w}^k)^\top G(w^k - \tilde{w}^k) + (w^k - \tilde{w}^k)^\top \xi^k,\]

\[d_1(w^k, \tilde{w}^k) = \begin{pmatrix} \frac{(1 + \mu)}{2} R(x^k - \tilde{x}^k) - [f(x^k) - f(\tilde{x}^k)] \\ \frac{(1 + \mu)}{2} S(y^k - \tilde{y}^k) - [g(y^k) - g(\tilde{y}^k)] + B^\top HA(x^k - \tilde{x}^k) \\ H^{-1}(\lambda^k - \tilde{\lambda}^k) \end{pmatrix}.\]
Proof. The proof of the first assertion is similar with the one of Proposition 2 in [1]; hence it is omitted. We now prove the second assertion. For each \( t > 2 \mu > 0 \), we have \( \frac{1}{2} (1 - \frac{1}{2} t) \leq 1 - \frac{1}{\sqrt{t}} \leq \frac{1}{2} (t - 1) \), then we obtain after multiplication by \( v_j u_j^k \geq 0 \) for each \( j = 1, ..., n \),

\[
v_j u_j^k (1 - \sqrt{u_j^k}) \leq v_j u_j^k \frac{1}{2} \left( \frac{u_j}{u_j^k} - 1 \right) = \frac{1}{2} v_j (u_j - u_j^k)
\]

and after multiplication by \( u_j u_j^k \geq 0 \) for each \( j = 1, ..., n \),

\[
-u_j u_j^k (1 - \sqrt{u_j^k}) \leq u_j u_j^k \frac{1}{2} \left( \frac{u_j}{u_j^k} - 1 \right) = \frac{1}{2} u_j^k (u_j - u_j^k)
\]

adding the two inequalities, then we obtain

\[
(v_j - u_j) \left( \frac{1}{2} (u_j - u_j^k) + \mu \left( u_j^k - (\sqrt{u_j^k})^3 (\sqrt{u_j^3})^{-1} \right) \right) \\
\leq \frac{1}{2} \mu (v_j - u_j^k) (u_j - u_j^k) + \frac{1}{2} (u_j - u_j^k) (v_j - u_j^k)
\]

Using the identities

\[
\frac{1}{2} (v_j - u_j^k) (u_j - u_j^k) = \frac{1}{4} ((u_j - u_j^k)^2 - (u_j - v_j)^2 + (v_j - u_j^k)^2)
\]
where

\[ \alpha (21) \]

For given

Theorem 1. It is useful for the convergence analysis.

(22)

For any vector

Proof. Let \( \alpha \) and \( \mu \) then there exist two constants \( \alpha_1 > 0 \) and \( \alpha_2 > 0 \) such that

(23)

\[ \varphi(w^k, \tilde{w}^k) \geq \alpha_1 \|w^k - \tilde{w}^k\| \]

and

(24)

\[ \alpha_k \geq \frac{\alpha_1}{\alpha_2}. \]

Proof. For any vector \( w := (x, y, \lambda) \), we have

\[ w^\top Gw = \frac{1}{2} x^\top A^\top HAx + y^\top B^\top HAx + \frac{1}{2} y^\top B^\top HBy + \lambda^\top Ax + \lambda^\top By + \frac{1}{2} \lambda^\top H^{-1} \lambda \]

\[ \geq 0. \]

Then, from the definition of \( \varphi(w^k, \tilde{w}^k) \), we have

(25)

\[ \varphi(w^k, \tilde{w}^k) \geq \|w^k - \tilde{w}^k\|^2 + (w^k - \tilde{w}^k)^\top \xi^k \]

where \( \alpha_1 > 0 \) is a constant. It follows from (15) that

(26)

\[ \|d_1(w^k, \tilde{w}^k)\| \leq \frac{1 + \mu}{2} \|R(x^k - \tilde{x}^k)\| + \|f(x^k) - f(\tilde{x}^k)\| + \frac{1 + \mu}{2} \|S(y^k - \tilde{y}^k)\| + \|g(y^k) - g(\tilde{y}^k)\| + \|B^\top HA(x^k - \tilde{x}^k)\| + \|B^\top HA\| \|x^k - \tilde{x}^k\| + \left( \frac{1 + \mu}{2} \|S\| + k_\rho \right) \|y^k - \tilde{y}^k\| + \|H^{-1}\| \|\lambda^k - \tilde{\lambda}^k\| \]

(27)

\[ \leq \max\left\{ \frac{1 + \mu}{2} \|R\| + k_\rho + \|B^\top HA\|, \frac{1 + \mu}{2} \|S\| + k_\rho, \|H^{-1}\| \right\} \]

\[ \left( \|x^k - \tilde{x}^k\| + \|y^k - \tilde{y}^k\| + \|\lambda^k - \tilde{\lambda}^k\| \right) \]

\[ \leq \alpha_2 \|w^k - \tilde{w}^k\|^2, \]
where $\alpha_2 > 0$ is a constant. Therefore, it follows from (14) and (19) that

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

and this completes the proof.

3. Basic results

In this section, we prove some basic properties, which will be used to establish the sufficient and necessary conditions for the convergence of the proposed method. The following results are due to applying Lemma 2 to the SQP systems in the prediction step of the proposed method.

**Lemma 3.** For given $w_k = (x_k, y_k, \lambda_k) \in \mathbb{R}^n_+ \times \mathbb{R}^m_+ \times \mathbb{R}^l$, let $\tilde{w}_k$ be generated by (7a)–(7c). Then for any $w = (x, y, \lambda) \in \mathcal{W}$, we have

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

and this completes the proof.

Proof. Applying Lemma 2 to (7a) by setting $u_k = x_k$, $u = \tilde{x}_k$, $v = x_k$ and replacing $R$ with $S$, respectively in (18) and $q(u) = g(\tilde{y}_k) - B^T \lbrack \lambda_k - H(A\tilde{x}_k + \frac{1}{2}B\tilde{y}_k + \frac{1}{2}B y_k - b) \rbrack - \xi_k$, we get

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

and this completes the proof.

Recall

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

Adding (26) and (27), we obtain

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

Similarly, applying Lemma 2 to (7b), substituting $u_k = y_k$, $u = \tilde{y}_k$, $v = y$ and replacing $R$, $n$ with $S$, $m$, respectively in (18) and

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2},$$

we get

$$\alpha_k \geq \frac{\alpha_1}{\alpha_2}$$

and this completes the proof.
we get
\[
(y - \tilde{y}^k)^\top \{ g(\tilde{y}^k) - B^\top [\lambda^k - H(A\tilde{x}^k + \frac{1}{2}B\tilde{y}^k + \frac{1}{2}By^k - b)] - \xi^k \} \\
\geq \frac{1 + \mu}{4} \left( \| \tilde{y}^k - y \|^2_S - \| y^k - y \|^2_S \right) + \frac{1 + \mu}{4} \| y^k - \tilde{y}^k \|^2_S.
\]
Recall
\[
\frac{1}{2} (y - \tilde{y}^k)^\top S(y^k - \tilde{y}^k) = \frac{1}{4} \left( \| \tilde{y}^k - y \|^2_S - \| y^k - y \|^2_S \right) + \frac{1}{4} \| y^k - \tilde{y}^k \|^2_S.
\]
Adding (29) and (30), we have
\[
(y - \tilde{y}^k)^\top \left\{ \frac{(1 + \mu)}{2} S(y^k - \tilde{y}^k) - g(\tilde{y}^k) + B^\top \tilde{\lambda}^k + \frac{1}{2} B^\top H B (y^k - \tilde{y}^k) + \xi^k \right\} \\
\leq \frac{\mu}{2} \| y^k - \tilde{y}^k \|^2_S.
\]
It follows from (28), (31), (7c) and (10) that
\[
\left( \begin{array}{c}
x - x^k \\ y - y^k \\ \lambda - \lambda^k
\end{array} \right)^\top \left( \begin{array}{ccc}
(1 + \mu) & (1 + \mu) & \frac{(1 + \mu)}{2} \frac{(1 + \mu)}{2} \\
\frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} \\
\frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2}
\end{array} \right) \\
\frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} \\
\frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2} & \frac{(1 + \mu)}{2}
\right)
\leq \frac{\mu}{2} \| x^k - x^k \|^2_R + \frac{\mu}{2} \| y^k - \tilde{y}^k \|^2_S,
\]
which implies
\[
(w - \tilde{w}^k)^\top (d_1(w^k, \tilde{w}^k) - d_2(w^k, \tilde{w}^k)) - \frac{\mu}{2} \| x^k - x^k \|^2_R - \frac{\mu}{2} \| y^k - \tilde{y}^k \|^2_S \leq 0
\]
and the assertion of this lemma is proved.

\[\square\]

**Lemma 4.** For given \( w^k = (x^k, y^k, \lambda^k) \in \mathcal{R}^n_+ \times \mathcal{R}^m_+ \times \mathcal{R}^l \), let \( \tilde{w}^k \) be generated by (7a)–(7c). Then for any \( w^* = (x, y, \lambda) \in \mathcal{W}^* \), we have
\[
(\tilde{w}^k - w^*)^\top d_2(w^k, \tilde{w}^k) \geq \varphi(w^k, \tilde{w}^k) - (w^k - \tilde{w}^k)^\top d_1(w^k, \tilde{w}^k) \\
+ \frac{\mu}{2} \| x^k - \tilde{x}^k \|^2_R + \frac{\mu}{2} \| y^k - \tilde{y}^k \|^2_S.
\]

**Proof.** Recalling the definition in (15), we rewrite \( \varphi(w^k, \tilde{w}^k) \) as
\[
\varphi(w^k, \tilde{w}^k) = (w^k - \tilde{w}^k)^\top d_1(w^k, \tilde{w}^k) - \frac{\mu}{2} \| x^k - \tilde{x}^k \|^2_R - \frac{\mu}{2} \| y^k - \tilde{y}^k \|^2_S \\
+ (\lambda^k - \lambda^k)^\top (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)).
\]

Using the monotonicity of \( f \) and \( g \), we obtain
\[
\left( \begin{array}{c}
\tilde{x}^k - x^* \\
\tilde{y}^k - y^* \\
\tilde{\lambda}^k - \lambda^*
\end{array} \right)^\top \left( \begin{array}{c}
f(\tilde{x}^k) - A^\top \tilde{\lambda}^k \\
g(\tilde{y}^k) - B^\top \tilde{\lambda}^k \\
A\tilde{x}^k + B\tilde{y}^k - b
\end{array} \right) \geq \left( \begin{array}{c}
x^* - x^* \\
y^* - y^* \\
\lambda^* - \lambda^*
\end{array} \right)^\top \left( \begin{array}{c}
f(x^*) - A^\top \lambda^* \\
g(y^*) - B^\top \lambda^* \\
A\lambda^* + B\lambda^* - b
\end{array} \right) \geq 0.
\]
It follows from (34) that

\[
(\tilde{w}^k - w^*)^T d_2(w^k, \tilde{w}^k) \geq (\tilde{w}^k - w^*)^T \begin{pmatrix}
A^T H (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)) \\
B^T H (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)) \\
0
\end{pmatrix}
\]

\[
= (A\tilde{x}^k + B\tilde{y}^k - b)^T H (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k))
\]

\[
= (\lambda^k - \tilde{\lambda}^k)^T (A(x^k - \tilde{x}^k) + B(y^k - \tilde{y}^k)).
\]

Combining (33) and the above inequality, we can get the assertion of this lemma.

The following theorem provides a unified framework for proving the convergence of the new algorithm.

**Theorem 2.** Let \( w^* \in W^* \), \( w^{k+1}(\alpha_k) \) be defined by (13) and

\[
\Theta(\alpha_k) := \|w^k - w^*\|_G^2 - \|w^{k+1}(\alpha_k) - w^*\|_G^2,
\]

then

\[
\Theta(\alpha_k) \geq \sigma(2\alpha_k \varphi(w^k, \tilde{w}^k) - \alpha_k^2 \|d_1(w^k, \tilde{w}^k)\|^2).
\]

**Proof.** Since \( w^* \in W^* \) and

\[
w_p^k := P_W[w^k - \alpha_k d_2(w^k, \tilde{w}^k)],
\]

it follows from (12) that

\[
\|w_p^k - w^*\|^2 \leq \|w^k - \alpha_k d_2(w^k, \tilde{w}^k) - w^*\|^2 - \|w^k - \alpha_k d_2(w^k, \tilde{w}^k) - w_p^k\|^2.
\]

From (13), we get

\[
\|w^{k+1}(\alpha_k) - w^*\|^2
\]

\[
= \|(1 - \sigma)(w^k - w^*) + \sigma(w_p^k - w^*)\|^2
\]

\[
= (1 - \sigma)^2 \|w^k - w^*\|^2 + \sigma^2 \|w_p^k - w^*\|^2 + 2\sigma(1 - \sigma)(w^k - w^*)^T(w_p^k - w^*).
\]

Using the following identity

\[
2(a + b)^T b = \|a + b\|^2 - \|a\|^2 - \|b\|^2
\]
for $a = w^k - w^k_*$, $b = w^k_* - w^*$, and (38), we obtain

$$
\|w^{k+1}(\alpha_k) - w^*\|^2
\leq (1 - \sigma)^2\|w^k - w^*\|^2 + \sigma^2\|w^k_p - w^*\|^2 + \sigma(1 - \sigma)\{\|w^k - w^*\|^2 - \|w^k_p - w^*\|^2\}
$$

Adding (32) and (41), we get

$$
\Theta \left( \|w^k - w^*\|^2 + \sigma\|w^k_p - w^*\|^2 - \sigma(1 - \sigma)\|w^k - w^k_p\|^2 \right)
\leq \sigma\|w^k - w^*\|^2 + \sigma\|w^k - \alpha_kd_2(w^k, \tilde{w}^k) - w^*\|^2
$$

Using the definition of $\Theta(\alpha_k)$ and (39), we get

$$
\Theta(\alpha_k) \geq \sigma\|w^k - w^k_p\|^2 + 2\sigma\alpha_k\|\gamma\phi(w^k, \tilde{w}^k)\|d_2(w^k, \tilde{w}^k).
$$

Applying (25) (with $w = w^k_p$), we obtain

$$(w^k_p - \tilde{w}^k)^\top d_2(w^k, \tilde{w}^k) \geq (w^k_p - \tilde{w}^k)^\top d_1(w^k, \tilde{w}^k) - \frac{\mu}{2}\|x^k - \tilde{x}^k\|^2 + \frac{\mu}{2}\|y^k - \tilde{y}^k\|^2.
$$

Adding (32) and (41), we get

$$
(w^k_p - w^*)^\top d_2(w^k, \tilde{w}^k) \geq (w^k_p - w^k)^\top d_1(w^k, \tilde{w}^k) + \varphi(w^k, \tilde{w}^k).
$$

Applying (42) to the last term on the right side of (40), we obtain

$$
\Theta(\alpha_k) \geq \sigma\|w^k - w^k_p\|^2 + 2\sigma\alpha_k\|w^k_p - w^k\|^2 + 2\sigma\alpha_k\varphi(w^k, \tilde{w}^k)
\geq \sigma\{\|w^k - w^k_p\|^2 - \alpha_k d_1(w^k, \tilde{w}^k)\|^2 - \alpha_k d_1(w^k, \tilde{w}^k)\|^2 + 2\alpha_k\varphi(w^k, \tilde{w}^k)\}
$$

and the theorem is proved.

4. Convergence of the proposed method

In this section, we prove the global convergence of the proposed method. From the computational point of view, a relaxation factor $\gamma \in (0, 2)$ is preferable in the correction.

**Theorem 3.** Let $w^* \in W^*$ be a solution of SVI and let $w^{k+1}(\gamma\alpha_k)$ be generated by (13). Then $w^k$ and $\tilde{w}^k$ are bounded, and

$$
\|w^{k+1}(\gamma\alpha_k) - w^*\|^2 \leq \|w^k - w^*\|^2 - c\|w^k - \tilde{w}^k\|^2,
$$

where

$$
c := \frac{\sigma(2 - \gamma)^2}{\alpha_0} > 0.
$$
Proof. It follows from (36), (19) and (20) that
\[
\|w^{k+1}(\gamma \alpha_k) - w^*\|^2 \\
\leq \|w^k - w^*\|^2 - \sigma(2\gamma \alpha_k \varphi(w^k, \tilde{w}^k) - \gamma^2 \alpha_k^2 \|d_1(w^k, \tilde{w}^k)\|^2) \\
= \|w^k - w^*\|^2 - \gamma(2 - \gamma) \alpha_k \sigma \varphi(w^k, \tilde{w}^k) \\
\leq \|w^k - w^*\|^2 - \frac{\sigma \gamma (2 - \gamma)}{\alpha_k^2} \|w^k - \tilde{w}^k\|^2.
\]
Since \(\gamma \in (0, 2)\), we have
\[
\|w^{k+1} - w^*\| \leq \|w^k - w^*\| \leq \cdots \leq \|w^0 - w^*\|,
\]
and thus, \(\{w^k\}\) is a bounded sequence.

It follows from (43) that
\[
\sum_{k=0}^{\infty} c^k \|w^k - \tilde{w}^k\|^2 < +\infty.
\]
which means that
\[
(44) \lim_{k \to \infty} \|w^k - \tilde{w}^k\| = 0.
\]
Since \(\{w^k\}\) is a bounded sequence, we conclude that \(\{\tilde{w}^k\}\) is also bounded. \(\square\)

Now, we are ready to prove the convergence of the proposed method.

**Theorem 4.** The sequence \(\{w^k\}\) generated by the proposed method converges to some \(w^\infty\) which is a solution of SVI.

**Proof.** Since \(\{w^k\}\) is bounded, it has at least one cluster point. Let \(w^\infty\) be a cluster point of \(\{w^k\}\). By definition, there exists a subsequence \(\{w^{k_j}\}\) converging to \(w^\infty\), and, since \(W\) is closed set, we have \(w^\infty \in W\). It follows from (44) that
\[
(45) \lim_{j \to \infty} d_1(w^{k_j}, \tilde{w}^{k_j}) = 0 \quad \text{and} \quad \lim_{j \to \infty} d_2(w^{k_j}, \tilde{w}^{k_j}) = Q(w^\infty).
\]
Moreover, (45) and (25) imply that
\[
(46) \lim_{j \to \infty} (w - w^{k_j})^T d_2(w^{k_j}, \tilde{w}^{k_j}) \geq 0, \quad \forall w \in W,
\]
and consequently
\[
(w - w^\infty)^T Q(w^\infty) \geq 0, \quad \forall w \in W,
\]
which means that \(w^\infty\) is a solution of SVI.

Now we prove that the sequence \(\{w^k\}\) converges to \(w^\infty\). Since
\[
\lim_{k \to \infty} \|w^k - \tilde{w}^k\| = 0, \quad \text{and} \quad \{\tilde{w}^{k_j}\} \to w^\infty,
\]

for any $\epsilon > 0$, there exists an $l > 0$ such that
\begin{equation}
\|\tilde{w}^{ki} - w^\infty\| < \frac{\epsilon}{2} \quad \text{and} \quad \|w^{ki} - \tilde{w}^{ki}\| < \frac{\epsilon}{2}.
\end{equation}

Therefore, for any $k \geq k_l$, it follows from (43) and (47) that
\begin{equation*}
\|w^k - w^\infty\| \leq \|w^{ki} - w^\infty\| \leq \|w^{ki} - \tilde{w}^{ki}\| + \|\tilde{w}^{ki} - w^\infty\| < \epsilon.
\end{equation*}

This implies that the sequence $\{w^k\}$ converges to $w^\infty$ which is a solution of SVI.

\section{O(1/t) Convergence Rate}

In this section, we show that the proposed method has the $O(1/t)$ convergence rate.

Recall that $W^*$ can be characterized as (see (2.3.2) in pp. 159 of [15])
\begin{equation*}
W^* = \bigcap_{w \in W} \{\hat{w} \in W : (w - \hat{w})^\top Q(w) \geq 0\}.
\end{equation*}

This implies that $\hat{w}$ is an approximate solution of SVI with the accuracy $\epsilon > 0$ if it satisfies
\begin{equation}
\hat{w} \in W \quad \text{and} \quad \sup_{w \in W} \{(\hat{w} - w)^\top Q(w)\} \leq \epsilon.
\end{equation}

In the rest, our purpose is to show that after $t$ iterations of the proposed method, we can find a $\hat{w} \in W$ such that (48) is satisfied with $\epsilon = O(1/t)$.

Our analysis needs a new sequence defined by
\begin{equation}
\hat{w}^k = \begin{pmatrix} \hat{x}^k \\ \hat{y}^k \\ \hat{\lambda}^k \end{pmatrix} = \begin{pmatrix} \hat{x}^k \\ \hat{y}^k \\ \lambda^k - H(Ax^k + By^k - b) \end{pmatrix}.
\end{equation}

Based on (33) and (49), we easily have a relationship
\begin{equation}
\varphi(w^k, \tilde{w}^k) = (w^k - \tilde{w}^k)^\top d_1(w^k, \tilde{w}^k) - \frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R - \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S.
\end{equation}

Using (3), (16) and (49), we obtain
\begin{equation}
d_2(w^k, \tilde{w}^k) = Q(\hat{w}^k).
\end{equation}

\textbf{Lemma 5.} Let $\tilde{w}^k$ be defined by (49) and $w \in W$, then, we have
\begin{equation}
(w - \tilde{w}^k)^\top (Q(\hat{w}^k) - d_1(w^k, \tilde{w}^k)) \geq -\frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R - \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S.
\end{equation}
Combining (55)–(57), we get
\[ (x - \hat{x}^k)\top \left\{ \frac{1 + \mu}{2} R(x^k - \hat{x}^k) - f(x^k) + A\top \hat{\lambda}^k \right\} \leq \frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R \]
and
\[ (y - \hat{y}^k)\top \left\{ \frac{1 + \mu}{2} S(y^k - \hat{y}^k) - g(y^k) + B\top \hat{\lambda}^k + B\top HA(x^k - \hat{x}^k) \right\} \leq \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S. \]

Then, by using the notation of \( \hat{w}^k \) in (49), (53) and (54) can be written as
\[ (x - \hat{x}^k)\top \left\{ \frac{1 + \mu}{2} R(x^k - \hat{x}^k) - f(x^k) + A\top \hat{\lambda}^k \right\} \leq \frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R \]
and
\[ (y - \hat{y}^k)\top \left\{ \frac{1 + \mu}{2} S(y^k - \hat{y}^k) - g(y^k) + B\top \hat{\lambda}^k + B\top HA(x^k - \hat{x}^k) \right\} \leq \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S. \]

In addition, it follows from (6) and (49) that
\[ A\hat{x}^k + B\hat{y}^k - b - H^{-1}(\lambda^k - \hat{\lambda}^k) = 0. \]

Combining (55)–(57), we get
\[ \begin{pmatrix} x - \hat{x}^k \\ y - \hat{y}^k \\ \lambda - \hat{\lambda}^k \end{pmatrix} \top \begin{pmatrix} f(\hat{x}^k) - A\top \hat{\lambda}^k - \left( \frac{1 + \mu}{2} R(x^k - \hat{x}^k) - (f(x^k) - f(\hat{x}^k)) \right) \\ g(\hat{y}^k) - B\top \hat{\lambda}^k - \left( \frac{1 + \mu}{2} S(y^k - \hat{y}^k) - (g(y^k) - g(\hat{y}^k)) + B\top HA(x^k - \hat{x}^k) \right) \\ A\hat{x}^k + B\hat{y}^k - b - H^{-1}(\lambda^k - \hat{\lambda}^k) \end{pmatrix} \geq -\frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R - \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S. \]

Recall the definition of \( d_1(w^k, \hat{w}^k) \), we obtain the assertion (52). The proof is completed.

Lemma 6. For given \( w^k \in \mathcal{R}^m_{++} \times \mathcal{R}^n_{++} \times \mathcal{R} \) and let \( w^k_p \) be defined by (37), then we have
\[ \gamma \alpha_k (w - w^k)^\top Q(w) + \frac{1}{2} (\|w - w^k\|^2 - \|w - w^k_p\|^2) \geq \frac{1}{2} \gamma (2 - \gamma) \alpha_k \|w^k - \hat{w}^k\|^2. \]

Proof. Since \( w^k_p \in \mathcal{W} \), substituting \( w = w^k_p \) in (52) and using (50), we get
\[ \gamma \alpha_k (w^k_p - \hat{w}^k)^\top Q(\hat{w}^k) \geq \gamma \alpha_k (w^k_p - \hat{w}^k)^\top d_1(w^k, \hat{w}^k) - \frac{\mu}{2} \gamma \alpha_k \|x^k - \hat{x}^k\|^2_R - \frac{\mu}{2} \gamma \alpha_k \|y^k - \hat{y}^k\|^2_S \]
\[ = \gamma \alpha_k (w^k - \hat{w}^k)^\top d_1(w^k, \hat{w}^k) + \gamma \alpha_k (w^k_p - w^k)^\top d_1(w^k, \hat{w}^k) \]
\[ - \frac{\mu}{2} \gamma \alpha_k \|x^k - \hat{x}^k\|^2_R - \frac{\mu}{2} \gamma \alpha_k \|y^k - \hat{y}^k\|^2_S \]
\[ = \gamma \alpha_k \varphi(w^k, \hat{w}^k) + \gamma \alpha_k (w^k_p - w^k)^\top d_1(w^k, \hat{w}^k) \]
\[ \geq \gamma \alpha_k \varphi(w^k, \hat{w}^k) - \frac{1}{2} \|w^k - w^k_p\|^2 - \frac{1}{2} \gamma_k \|d_1(w^k, \hat{w}^k)\|^2 \]
\[ = \frac{1}{2} (2 - \gamma) \alpha_k \|d_1(w^k, \hat{w}^k)\|^2 - \frac{1}{2} \|w^k - w^k_p\|^2. \]

Proof. It follows from (28) and (31) that
\[ (x - \hat{x}^k)\top \left\{ \frac{1 + \mu}{2} R(x^k - \hat{x}^k) - f(x^k) + A\top \hat{\lambda}^k \right\} \leq \frac{\mu}{2} \|x^k - \hat{x}^k\|^2_R \]
and
\[ (y - \hat{y}^k)\top \left\{ \frac{1 + \mu}{2} S(y^k - \hat{y}^k) - g(y^k) + B\top \hat{\lambda}^k + B\top HA(x^k - \hat{x}^k) \right\} \leq \frac{\mu}{2} \|y^k - \hat{y}^k\|^2_S. \]
On the other hand, using (37) and (51), $w_p^k$ is the projection of $w^k - \gamma \alpha_k Q(\hat{w}^k)$ on $W$, it follows from (11) that

$$(w^k - \gamma \alpha_k Q(\hat{w}^k) - w_p^k)^\top (w - w_p^k) \leq 0, \quad \forall w \in W$$

and consequently

$$\gamma \alpha_k (w - w_p^k)^\top Q(\hat{w}^k) - (w^k - w_p^k)^\top Q(\hat{w}^k) \geq (w^k - w_p^k)^\top (w - w_p^k).$$

Using the identity $a^\top b = \frac{1}{2} (\|a\|^2 - \|a - b\|^2 + \|b\|^2)$ to the right hand side of the last inequality, we obtain

$$\gamma \alpha_k (w - w_p^k)^\top Q(\hat{w}^k) + \frac{1}{2} (\|w - w^k\|^2 - \|w - w_p^k\|^2) \geq \frac{1}{2} \gamma (2 - \gamma) \alpha_k^2 \|d_0(w^k, \hat{w}^k)\|^2$$

and by using the monotonicity of $Q$, we obtain (58) and the proof is completed. \(\square\)

**Lemma 7.** For given $w^k \in \mathcal{R}_{++}^m \times \mathcal{R}_{++}^n \times \mathcal{R}^l$ and let $w^{k+1}(\gamma \alpha_k)$ be generated by (13), then we have

$$\gamma \sigma \alpha_k (w - w_p^k)^\top Q(w) \geq \frac{1}{2} \gamma (2 - \gamma) \alpha_k^2 \|d_1(w^k, \hat{w}^k)\|^2.$$ 

**Proof.**

\[
\begin{align*}
\|w - w^k\|^2 - \|w - w^{k+1}(\gamma \alpha_k)\|^2 &= \|w^k - w\|^2 - \|w^{k+1}(\gamma \alpha_k) - w\|^2 \\
&= 2 \sigma (w^k - w)^\top (w^{k+1}(\gamma \alpha_k) - w) - \sigma^2 \|w^{k+1}(\gamma \alpha_k) - w_p^k\|^2 \\
&= 2 \sigma (\|w^k - w_p^k\|^2 - (w - w_p^k)^\top (w^{k+1}(\gamma \alpha_k) - w_p^k)) - \sigma^2 \|w^{k+1}(\gamma \alpha_k) - w_p^k\|^2.
\end{align*}
\]

Using the following identity

$$(w - w_p^k)^\top (w^k - w_p^k) = \frac{1}{2} (\|w^k - w\|^2 - \|w^k - w_p^k\|^2) + \frac{1}{2} \|w^k - w_p^k\|^2,$$

we get

$$\|w^k - w_p^k\|^2 - 2(w - w_p^k)^\top (w^k - w_p^k) = \|w^k - w\|^2 - \|w_p^k - w\|^2.$$ 

Substituting (63) into (62), we obtain

$$\|w - w^k\|^2 - \|w - w^{k+1}(\gamma \alpha_k)\|^2 \geq \sigma (\|w - w^k\|^2 - \|w - w_p^k\|^2) + \sigma (1 - \sigma) \|w^k - w_p^k\|^2$$

(64)

Substituting (64) into (58), we obtain (61), the required result. \(\square\)
Now, we are ready to present the $O(1/t)$ convergence rate of the proposed method.

**Theorem 5.** For any integer $t > 0$, we have a $\hat{w}_t \in W$ which satisfies

$$
(\hat{w}_t - w)^\top Q(w) \leq \frac{1}{2\gamma \sigma T} \|w - w^0\|^2, \quad \forall w \in W,
$$

where

$$
\hat{w}_t = \frac{1}{T} \sum_{k=0}^t \alpha_k \hat{w}^k \quad \text{and} \quad T_t = \sum_{k=0}^t \alpha_k.
$$

**Proof.** Summing the inequality (61) over $k = 0, \ldots, t$, we obtain

$$
\left( \sum_{k=0}^t \gamma \sigma \alpha_k \right) w - \sum_{k=0}^t \gamma \sigma \alpha_k \hat{w}^k \right)^\top Q(w) + \frac{1}{2} \|w - w^0\|^2 \geq 0.
$$

Using the notations of $\gamma T$ and $\hat{w}_t$ in the above inequality, we derive

$$
(\hat{w}_t - w)^\top Q(w) \leq \frac{1}{2\gamma \sigma T} \|w - w^0\|^2, \quad \forall w \in W.
$$

Indeed, $\hat{w}_t \in W$ because it is a convex combination of $\hat{w}^0, \hat{w}^1, \ldots, \hat{w}^\top$. The proof is completed.

It follows from (20) that

$$
T_t \geq \frac{\alpha_1}{\alpha_2} (t + 1).
$$

Suppose that for any compact set $D \subset W$, let $d = \sup\{\|w - w^0\| | w \in D\}$. For any given $\epsilon > 0$, after most

$$
t = \left\lceil \frac{\alpha_2 d^2}{2\alpha_1 \gamma \sigma \epsilon} - 1 \right\rceil
$$

iterations, we have

$$
(\hat{w}_t - w)^\top Q(w) \leq \epsilon, \forall w \in D.
$$

That is, the $O(1/t)$ convergence rate is established in an ergodic sense.

6. Preliminary computational results

In order to verify the theoretical assertions, we consider the following optimization problem with matrix variables:

$$
(65) \quad \min \left\{ \frac{1}{2} \|X - C\|_F^2 : X \in S^n_+ \right\},
$$
Abdellah Bnouhachem and Themistocles M. Rassias

where \( \| \cdot \|_F \) is the matrix Frobenius norm, that is,

\[
\|C\|_F = \left( \sum_{i=1}^{n} \sum_{j=1}^{n} |C_{ij}|^2 \right)^{1/2},
\]

\( S^*_n = \{ H \in R^{n \times n} : H^\top = H, \ H \succeq 0 \} \).

Note that the matrix Frobenius norm is induced by the inner product

\[ \langle A, B \rangle = \text{Trace}(A^\top B). \]

Note that the problem (65) is equivalent to the following:

\[
\begin{align*}
\min & \quad \frac{1}{2} \|X - C\|^2 + \frac{1}{2} \|Y - C\|^2 \\
\text{s.t.} & \quad X - Y = 0, \\
& \quad X, Y \in S^*_n,
\end{align*}
\]

by attaching a Lagrange multiplier \( Z \in R^{n \times n} \) to the linear constraint \( X - Y = 0 \), the Lagrange function of (66) is

\[
L(X, Y, Z) = \frac{1}{2} \|X - C\|^2 + \frac{1}{2} \|Y - C\|^2 - \langle Z, X - Y \rangle,
\]

which is defined on \( S^*_n \times S^*_n \times R^{n \times n} \). If \( (X^*, Y^*, Z^*) \in S^*_n \times S^*_n \times R^{n \times n} \) is a KKT point of (66), then (66) can be converted to the following variational inequality:

\[
\begin{align*}
\langle X - X^*, (X^* - C) - Z^* \rangle & \geq 0, \\
\langle Y - Y^*, (Y^* - C) + Z^* \rangle & \geq 0, \quad \forall \ u = (X, Y, Z) \in W, \\
X^* - Y^* & = 0.
\end{align*}
\]

Problem (67) is a special case of (2)–(3) with matrix variables where \( A = I_{n \times n}, B = -I_{n \times n}, b = 0, f(X) = X - C, g(Y) = Y - C \) and \( W = S^*_n \times S^*_n \times R^{n \times n} \).

For simplification, we take \( R = rI_{n \times n}, S = sI_{n \times n} \) and \( H = I_{n \times n} \) where \( r > 0 \) and \( s > 0 \) are scalars. In all tests we take \( \gamma = 1.98, \mu = 0.1, \sigma = 0.95, C = \text{rand}(n) \) and \( (X^0, Y^0, Z^0) = (I_{n \times n}, I_{n \times n}, 0_{n \times n}) \) as the initial point in the test. The iteration is stopped as soon as

\[
\max \left\{ \|X^k - \bar{X}^k\|, \|Y^k - \bar{Y}^k\|, \|Z^k - \bar{Z}^k\| \right\} \leq 10^{-5}.
\]

All codes were written in Matlab; we compare the proposed method with that in [29]. The iteration numbers, denoted by \( k \), and the computational time for problem (65) with different dimensions are given in tables 5.1-5.2.

Tables 5.1-5.2 show the efficiency of the proposed method and its superiority to the methods of [3], [6] and [29] in terms of number of iteration and CPU time.
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![Table 5.1: Numerical results for the problem (65) with \( r = s = 5 \)](image)

| Dimension of the problem | The proposed method | The method in [6] | The method in [3] | The method in [29] |
|--------------------------|--------------------|------------------|------------------|------------------|
| \( n = 300 \)           | 11                 | 3.3              | 32               | 104              |
|                         | 12                 | 5.34             | 55               | 109              |
| \( n = 500 \)           | 12                 | 8.84             | 84               | 105              |
|                         | 12                 | 13.82            | 105              | 110              |
| \( n = 700 \)           | 12                 | 13.82            | 105              | 110              |
|                         | 12                 | 18.59            | 125              | 113              |
| \( n = 800 \)           | 12                 | 18.59            | 125              | 113              |

![Table 5.2: Numerical results for the problem (65) with \( r = s = 10 \)](image)

| Dimension of the problem | The proposed method | The method in [6] | The method in [3] | The method in [29] |
|--------------------------|--------------------|------------------|------------------|------------------|
| \( n = 300 \)           | 11                 | 3.3              | 32               | 104              |
|                         | 12                 | 5.34             | 55               | 109              |
| \( n = 500 \)           | 12                 | 8.84             | 84               | 105              |
|                         | 12                 | 13.82            | 105              | 110              |
| \( n = 700 \)           | 12                 | 13.82            | 105              | 110              |
|                         | 12                 | 18.59            | 125              | 113              |
| \( n = 800 \)           | 12                 | 18.59            | 125              | 113              |

7. Conclusions

In this paper, by combining the alternating direction method with SQP method, we proposed a descent SQP alternating direction method for solving variational inequality problems with separable structure. The main contribution of this paper, we used the same direction as as in [6], we presented a new step size \( \alpha_k \), we proved that the method is global convergence. The numerical results showed that our algorithm works well for the problem tested.
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