A Parametric Solution to the Generalized Bias Linearization Problem
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Abstract: Previously, a generalized bias current linearization was presented for the control of radial magnetic bearings. However, a numerically intensive procedure was required to obtain bias linearization currents. The present work develops an analytical solution to the generalized bias linearization problem in which solutions are indexed by a small number of parameters. The formulation also permits the analytical computation of bias linearization currents for faulted-coil cases. A limitation of the solution presented is that it only applies to stators with an even number of evenly spaced poles of equal area.
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1. Introduction

Magnetic actuators that produce forces based on attraction of permeable iron to an electromagnet are fundamentally quadratic in their force response to coil currents. Among other things, this means that a single pole electromagnet can only pull a permeable target toward it. This fact necessitates the use of electromagnet arrays to produce forces in multiple directions as are required by many practical applications such as magnetic bearings [1] or more general magnetic levitation systems [2,3].

The coil currents of many such arrays may be coordinated in such a manner that the force response is linear with respect to specific coil current combinations. Such an approach is sometimes referred to as bias linearization. While ad hoc methods of bias linearization have existed since at least the first emergence of magnetic bearing technology [4], these ad hoc methods rely on specific structural symmetries in the electromagnet array. These symmetries are usually easy to design into the structure but there are several circumstances under which this symmetry cannot be obtained. One such circumstance is when a highly optimized design is sought where the poles in specific directions are sized tightly to directional load capacity requirements. Another circumstance of substantial importance is when symmetry is disturbed by faults in the coils or the coil drives.

These problems led to definition of the generalized bias current linearization problem [5]. The goal of generalized bias current linearization is to select actuator currents consisting of a set of bias currents and a set of control currents in each actuator force direction such that the current required to realize an arbitrary commanded force is a linear combination of those currents, even though the current–to–force relationships are quadratic. The generalized bias current linearization problem for actuators described by a quadratic current–to–force relationship has been considered by numerous researchers over the last three decades. Na and Palazzolo [6,7] extended the numerical solutions of Reference [5] to produce solutions optimized for specific objectives.

Much of the work since Reference [5] has been directed at the fault tolerance motivation. Here, the goal is to continue to bias linearize the electromagnet array after failure of one or more of the electromagnet coils or its driver. This subsequent work has explored various aspects of fault
tolerance through generalized bias linearization. Examples include Reference [8], which explored many aspects of potential failures in magnetic bearing systems, including the use of generalized bias linearization provide tolerance of coil or amplifier failures, Reference [9], which examined a range of implementation aspects of this approach, Reference [10], which specifically examined the problem of robust fault detection prior to action, [6] which included finite magnetic permeability and the effect of leakage into the generalized bias linearization formulation, Reference [11], which introduced the math to enable use of reduced controller outputs in generalized bias linearization, and Reference [12], which examined how controller parameters might need to be modified with faults under generalized bias linearization. Experimental results are provided in Reference [13], which documents an early application of generalized fault tolerance to a rotor test rig, in Reference [14], which applied the approach to the design of magnetic bearings for turbo–molecular results, and in Reference [15], which compared theoretical results to physical experiments.

Of course, such actuators can be controlled in a more general fashion than using bias linearization and numerous researchers have eschewed bias linearization in favor of nonlinear methods because the latter offer lower power operation at potentially the same level of performance [16–19]. A key value of bias linearization to the broader structural or rotordynamic control problem in which the actuator is embedded is that bias linearization converts the otherwise quadratic actuator to a linear element (whose properties may even be invariant under partial fault conditions) thereby simplifying the broader control problem. This motivated the original ad hoc bias linearization methods as well as the generalized bias linearization methods.

Although previous works produced practical solutions to the generalized bias current linearization problem, those solutions were typically the result of computationally intensive numerical algorithms. For a twelve–pole magnetic bearing system, the solution requires solving a nonlinear problem in 36 variables. As an indicator of typical solution effort, the code provided in Reference [20] requires about 3.5 s to compute solutions starting from 1000 randomly selected starting points on a modern computer with a 3GHz clock speed. The quality and properties of such solutions (which are not unique) depend strongly on the initial guess, so several minutes of processor time may be required to consider enough starting points to ensure a near-optimal solution. The high computational cost of finding these solutions does not affect their utility in real–time control as the solutions are computed off–line, are compact, and are stored in memory for real–time use. The real deficiency associated with this costly solution is the inability to adequately characterize the solution space and obtain solutions optimized for various design conditions. Some headway toward this design optimality was explored in Reference [7], but the computational complexity and non–convexity of the solution space remains a hindrance to truly optimal solutions.

This work presents a closed–form solution to the generalized bias current linearization problem. Manifolds of solutions to the bias current linearization problem are defined via a small number of arbitrarily selected parameters. To motivate the solution, the force on a magnetically permeable sphere in free space subject to the magnetic field from an array of coils will first be considered. Selecting the currents to produce a desired force for this case is mathematically the same problem as bias current linearization, but the problem naturally has a form that yields a parameterized representation of bias current linearization solutions. Only the solution to a straightforward linear algebra problem is needed to generate the bias current linearization for the permeable sphere problem. Next, a magnetic bearing with sinusoidally distributed flux density is considered. The current–to–force relationship has a similar form to the permeable sphere, and it suggests an approach for treating a magnetic bearing with discrete poles. Last, radial magnetic bearings with an even number of evenly spaced, equal–sized poles are considered. This problem can also be converted to the same convenient form as the permeable sphere, resulting in a manifold of parameterized solutions. Several examples are then considered, showing that the method can produce solutions for magnetic bearings under normal operating conditions and under faulted coil conditions.
2. Force on a Magnetically Permeable Sphere

To aid in the understanding of the proposed approach to bias current linearization of radial magnetic bearings, the mathematically related problem of force on a magnetically permeable sphere is first considered. This problem arises in the literature in the context of manipulating microbots with an array of magnetic coils [21] and in vivo magnetically guided brain surgery [22]. A typical configuration is shown in Figure 1. Although only four coils are shown in the figure for the purposes of illustration, a stationary array typically consisting of six or more coils is arranged about a movable soft iron or permanent magnet particle. One then seeks the coil currents needed to apply a desired magnetic force to the particle, given a specific position of the particle. The quadratic form of the current–to–force problem for the permeable sphere (a soft iron particle) is similar to the bias current linearization problem for radial magnetic bearings. However, the physics of the permeable sphere problem naturally produces an asymmetric form of the problem that can be intuitively understood and that is easy to solve. The goal is then to find a way to cast the bias linearization for radial magnetic bearings into the same easy–to–solve asymmetric form, that is, the subject of later sections of this work.

As shown in Figure 1, the sphere is located by position vector $\mathbf{x}$, defining the sphere’s location relative to the origin of the fixed $c$ reference frame. Since the sphere is small in comparison to the dimensions of the device, it is typical to idealize the sphere as a point dipole as in Reference [21]. In this case, the sphere’s dipole moment, $\mathbf{m}$, is related to the magnetic flux density, $\mathbf{B}(\mathbf{x})$, produced by the coils at $\mathbf{x}$ in the absence of the sphere by [23]:

$$\mathbf{m} = 4\pi r^3 \mu_0 \mathbf{B},$$

(1)

where $r$ is the radius of the sphere, $\mu_0$ is the magnetic permeability of free space, and it is assumed that the sphere’s relative permeability is $\gg 1$. The boldface type of $\mathbf{m}$, $\mathbf{x}$, and $\mathbf{B}$ denotes that these are all vector quantities.

The force on a magnetic dipole, $\mathbf{f}$, is defined in [24] as:

$$\mathbf{f} = \mathbf{m} \cdot \nabla \mathbf{B}.$$  

(2)

As in Reference [22], $\mathbf{m}$ can be represented by a three–component column matrix, $\mathbf{m}$, where the elements of $\mathbf{m}$ represent the components of $\mathbf{m}$ along the fixed $c_1$, $c_2$, and $c_3$ axes shown in Figure 1, that is:

$$\mathbf{m} = m_1 \mathbf{c}_1 + m_2 \mathbf{c}_2 + m_3 \mathbf{c}_3$$

(3)

$$\mathbf{m} = \begin{bmatrix} m_1 \\ m_2 \\ m_3 \end{bmatrix}$$

(4)
Similarly, the components of the flux density, force, and sphere position are represented by column matrices \( B, f, \) and \( x, \) respectively.

The coil currents in the device can be succinctly represented by the column matrix of coil currents, \( i, \) defined as:

\[
i = \begin{bmatrix} i_1 \\ \vdots \\ i_n \end{bmatrix},
\]

where \( n \) is the total number of coils in the device.

For the purposes of this example, it is assumed that the coils are air–cored. Per the Biot–Savart law [24], the field at the sphere’s position in the absence of the sphere is the linear superposition of field contributions created by each of the coils, and the contribution of any particular coil is linearly proportional to the current in that coil. The dipole moment, \( m, \) can then be related to the coil currents by a \( 3 \times n \) matrix, \( M, \) as

\[
m = \left( \frac{4\pi r^3}{\mu_0} \right) \begin{bmatrix} \frac{dB}{dx_1} & \cdots & \frac{dB}{dx_n} \end{bmatrix} i = Mi.
\]

The \( dB/di_n \) term in each column of \( M \) represents the per–unit current contribution of a corresponding coil to the flux density (and therefore, the sphere’s dipole moment) at the sphere’s location.

The derivatives of flux density with respect to position can then be represented in terms of contributions from each of the coils in the machine by \( 3 \times n \) matrices \( D_1, D_2, \) and \( D_3, \) defined as:

\[
\frac{dB}{dx_k} = \begin{bmatrix} \frac{d^2 B}{dx_1^2} & \cdots & \frac{d^2 B}{dx_n^2} \end{bmatrix} i = D_k i.
\]

The matrix form of the dipole force equation (2) can then be summarized in matrix notation as:

\[
f_k = m' \frac{dB}{dx_k} = m' D_k i = i' M' D_k i \quad \text{for} \quad k = 1, 2, 3
\]

Equation (8) shows that the force in each direction is quadratic in coil current. Note that the \( M'D_k \) matrix that forms the core of each quadratic force expression is not symmetric. An equivalent symmetric form that would produce the same forces is \( \frac{1}{2} (D_k'M + M'D_k), \) but the “natural” non–symmetric form lends itself to a very convenient decomposition:

\[
\begin{bmatrix} m' D_1 \\ m' D_2 \\ m' D_3 \\ M \end{bmatrix} i = \begin{bmatrix} f_1 \\ f_2 \\ f_3 \\ m \end{bmatrix}
\]

To solve for the currents needed to produce a desired force at position \( x, \) dipole moment \( m \) is first selected arbitrarily. Once \( m \) is selected, coil currents can be computed by solving a linear problem to determine \( i. \) For convenience (9) can be represented more succinctly as:

\[
G i = \begin{bmatrix} f \\ m \end{bmatrix}
\]

There are six rows in \( G, \) but many designs (e.g., Reference [21]) use more than six coil currents to avoid singularities. The solution for the current is:

\[
i = G^+ \begin{bmatrix} f \\ m \end{bmatrix}
\]
where $G^+$ is the pseudo-inverse of $G$, since the system may be under-determined. If there are only six currents, $G^+ \equiv G^{-1}$. Note that for $m$ and $f$ to be selected arbitrarily, the rank of $G$ must be at least six. For cases in which the rank of $G$ is less than six, the range of valid combinations of $f$ and $m$ is limited to those that fall within the column space of $G$.

Equation (11) is a bias linearization solution because the coil currents depend linearly on each desired force component and have a bias component dictated by the choice of $m$. Since $m$ is chosen a priori (thereby selecting the solution for $G^+$), $i$ depends temporally only on the temporal value of $f$. The decomposition into the form of (9) converts a difficult simultaneous quadratic problem into a simple linear problem, and the choice of $m$ parameterizes all solutions for coil current. The rows of $M$ could be thought of as spanning a space of possible bias currents, and the choice of $m$ selects which bias vector is actually employed in that space. In the case of the permeable sphere, the bias space arises naturally because the sphere’s dipole moment is only a function of the three flux density components at the sphere’s location. The force is produced by the gradients of flux acting on the selected dipole moment.

The usual ways of generating the current-to-force relationships for radial magnetic bearings (see Reference [5]) result in a quadratic system of equations typically represented as:

$$
\begin{align*}
\dot{x}'X_xi &= f_x, \\
\dot{y}'X_yi &= f_y,
\end{align*}
$$

(12)

where $X_x$ and $X_y$ are indefinite symmetric matrices. Previously, computation of bias linearization strategies has been approached by assuming that:

$$
i = C \begin{bmatrix} 1 \\ f_x \\ f_y \end{bmatrix}
$$

(13)

and solving a problem equivalent to (12) for a $n \times 3$ bias linearization matrix $C$ that satisfies:

$$
\begin{align*}
C'X_xC &= \begin{bmatrix} 0 & \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 \end{bmatrix}, \\
C'X_yC &= \begin{bmatrix} 0 & 0 & \frac{1}{2} \\
0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 \end{bmatrix}
\end{align*}
$$

(14)

Numerically intensive procedures are typically used to find solutions to (14). However, if the force matrices could either be derived in or converted to the same form as (8), computation of bias linearization current sets for radial magnetic bearings would be a simple computation, that is, (11).

### 3. Radial Magnetic Bearing with Sinusoidal Flux Variation

As an intermediate step between force on a permeable sphere and force on a radial magnetic bearing with an even number of poles, the special case of a radial magnetic bearing with sinusoidally distributed flux on the surface of the rotor will be considered. This arrangement often arises in “bearingless” induction motors. These motors use a primary sinusoidal winding to generate torque and a secondary sinusoidal winding to produce a different harmonic of flux density that controls the motor’s bearing forces. The history of this sort of motor is reviewed in Reference [25]. A representative layout is shown in Figure 2. With reference to Figure 2, the ABC winding is the primary three-phase, four-pole winding, and the UVW winding is the secondary three-phase, two-pole winding. The purpose of examining this motor is that its bearing force equations can be “naturally” derived in a form
similar to (8). This derivation suggests the method of converting the equations for a radial magnetic bearing with discrete poles into the form of (8).

Force on the rotor of a magnetic bearing is typically computed using Maxwell’s Stress Tensor \([26]\). Assuming that the rotor’s relative magnetic permeability is \(\gg 1\), all flux passes normal to the rotor, and the differential force on the surface of the rotor is:

\[
df = \frac{B^2}{2\mu_o} n
\]  

(15)

where \(\mu_o\) is the magnetic permeability of free space and \(n\) is a unit vector pointing outward normal to the rotor. The total force can be obtained

\[
f_x = \frac{hR}{2\mu_o} \int_0^{2\pi} B^2(\theta) \cos \theta d\theta
\]

(16)

\[
f_y = -\text{sgn}(j-k) \frac{hR}{2\mu_o} \int_0^{2\pi} B^2(\theta) \sin \theta d\theta
\]

where \(h\) and \(R\) are the axial length and radius of the rotor, respectively. Consider the case where the flux density is composed of two sinusoidal components from different harmonics:

\[
B = B_{cj} \cos(j\theta) + B_{sj} \sin(j\theta) + B_{ck} \cos(k\theta) + B_{sk} \sin(k\theta)
\]

(17)

in which \(j\) and \(k\) are positive-valued integers. In a typical bearingless motor, \(j = 2\) and \(k = 1\) with the sinusoidal flux created by windings distributed in an approximately sinusoidal pattern in a large number of stator slots. Substituting (17) into (16) and evaluating the resulting integrals yields:

\[
f_x = \frac{\pi hR}{4\mu_o} (B_{cj}B_{ck} + B_{sj}B_{sk}) \quad \text{if } |j-k| = 1
\]

\[
= 0 \quad \text{if } |j-k| \neq 1
\]

\[
f_y = -\text{sgn}(j-k) \frac{\pi hR}{4\mu_o} (B_{cj}B_{sk} - B_{sj}B_{ck}) \quad \text{if } |j-k| = 1
\]

\[
= 0 \quad \text{if } |j-k| \neq 1
\]

(18)

Through orthogonality of sines and cosines (as shown for continuous functions in Reference [27] and for discrete vectors of sines and cosines in Appendix A), harmonics only interact to produce force if the difference in the order of the harmonics is exactly one.

Equation (18) can be recognized as a bias linearization solution for the selection of flux components needed to produce any desired force. The magnitudes of the \(j\) component can be held constant, and the amplitudes of the \(k\) component are linearly proportional to the desired force (or vice versa). For example, if \(j = k + 1\), the relationship between flux and force can be written in the same form as (8),
where $m$ and $b$ are assumed to be as defined in (20) and (21):

$$m = \begin{cases} B_{cj} \\ B_{sj} \end{cases}$$ \hspace{1cm} (20)

$$b = \begin{cases} B_{cj} \\ B_{sj} \\ B_{ck} \\ B_{sk} \end{cases}$$ \hspace{1cm} (21)

and (22) follows directly from (20) and (21)

$$M = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}$$ \hspace{1cm} (22)

By inspection of (18), the $D_x$ and $D_y$ matrices are then defined by:

$$D_x = \frac{\pi h R}{4 \mu_0} \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$ \hspace{1cm} (23)

$$D_y = \frac{\pi h R}{4 \mu_0} \begin{bmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$$ \hspace{1cm} (24)

In this case, flux density column matrix $b$ substitutes for current $i$ because (18) is posed in terms of flux densities rather than currents.

More generally, the implication of (18) is that the harmonics of flux density can be broken up into even- and odd-numbered harmonics. Even-numbered harmonics can never interact with other even-numbered harmonics because the difference in order of the harmonics is never equal to one. Similarly, odd-numbered harmonics never interact with other odd-numbered harmonics. Therefore, even-numbered harmonics can be used for biasing and odd-numbered harmonics for control (or vice versa). The interactions of the harmonics can be cast into the same form as (19)–(21) where the sizes of the matrices grow to incorporate the extra harmonics considered. If additional harmonics are used, the problem to be solved becomes under-determined and has many solutions in addition to the arbitrary choice of amplitude of the biasing components. Essentially, posing the problem of force on a radial magnetic bearing in terms of interacting harmonics allows the problem to be decomposed into the easy-to-solve form of (19).

### 4. Current–Controlled Radial Magnetic Bearing

Although the results from the previous section in terms of rotor flux density harmonics shed light on how a radial magnetic bearing can be decomposed into an easily bias–linearizable form, radial magnetic bearings are typically idealized as contributions from a number of “point” poles located at even intervals over the surface of the rotor rather than as a flux density that varies smoothly over the surface of the rotor. Furthermore, magnetic bearings are typically controlled by imposing currents in the bearing coils, not by directly driving flux density in the gaps. The objective of this section is to derive a separation that is equivalent to (9) for a magnetic bearing with evenly spaced and sized discrete poles by recasting the values of flux density at the bearing’s discrete poles into odd and even harmonics, then tying that gap flux density back to coil currents.
Consider a non-dimensionalized symmetric magnetic bearing with an even number of poles (similar to the non-dimensionalization described in Reference [20]) where the relationships between dimensional current, gap flux density, and force are related to non-dimensional quantities by:

\[ i = \left( \frac{\mu_0 N}{g B_{sat}} \right) i_{\text{dim}} \]  
\[ b = \frac{B_{\text{dim}}}{B_{sat}} \]  
\[ f = \left( \frac{2\mu_0}{aB_{sat}^2} \right) f_{\text{dim}} \]

In (25) through (27), \( N \) is the number of turns per pole; \( g \) is the nominal air gap length; \( a \) is the projected pole area; and \( B_{sat} \) is the saturation flux density in the bearing iron. A common magnetic bearing geometry is shown below in Figure 3.

![Figure 3. Common eight-pole radial magnetic bearing.](image)

Pole angle \( \Theta \) is defined as a row vector with \( n \) elements indicating the locations of all of the bearing’s poles:

\[ \Theta = 360^\circ \left( \frac{k}{n} \right)_{k=0,...,n-1} \]

where \( n \) denotes the number of poles in the bearing. Here, \( n \) is assumed to be an even number. Since there is a set of discrete poles, force can be evaluated via Maxwell’s Stress Tensor by summing the contributions from all the poles. This summation is written in matrix form as:

\[ f_x = b' \Lambda_x b \]
\[ f_y = b' \Lambda_y b \]

in which \( b \) is a column vector with \( n \) elements denoting the nondimensional flux densities at each pole, and \( \Lambda_x \) and \( \Lambda_y \) are \( n \times n \) diagonal matrices that indicate the contribution of each pole to forces in the \( x \)- and \( y \)-directions respectively:

\[ \Lambda_x = \text{diag}(\cos(\Theta)) \]
\[ \Lambda_y = \text{diag}(\sin(\Theta)) \].

Because the bearing’s poles are evenly spaced and of the same size, one can define matrix \( P \) to be an orthonormal matrix of normalized Discrete Fourier Transform (DFT) basis functions [28] that maps flux density at each of the poles onto the amplitudes of the sine and cosine components at each harmonic:
\[ P = \begin{bmatrix} P_c \\ P_e \\ P_o \end{bmatrix}, \tag{31} \]

where \( P_c \) is a single row associated with common mode flux; \( P_e \) is a set of rows associated with even–numbered harmonics; and \( P_o \) is a set of rows associated with odd–numbered harmonics.

The rows of \( P \) are straightforward to write, having one of the following two forms:

\[ \cos(k\Theta) / \sqrt{\cos(k\Theta)\cos(k\Theta)'} \tag{32} \]

or

\[ \sin(k\Theta) / \sqrt{\sin(k\Theta)\sin(k\Theta)'} \tag{33} \]

depending on whether the row is computing the amplitude of the cosine or sine component of the \( k^{th} \) harmonic. As described in Reference [28], the \( k \) can range from 0 to \( n/2 \) (i.e., due to the Sampling Theorem, higher values of \( k \) alias to lower values). However, if there were rows in \( P \) for both sine and cosine from \( k = 0, \ldots, \frac{n}{2} \), there would be \( n + 2 \) rows in \( P \) rather than a full–rank \( n \times n \) matrix. This dilemma is resolved by noting that both \( \sin(0\Theta) \) and \( \sin(\frac{n}{2}\Theta) \) are exactly equal to zero for an even–numbered \( n \). Those corresponding zero rows are neglected in \( P \), leaving a square matrix with \( n \) rows. The harmonics are arranged so that the first row is the common mode, \( P_c \); the second set of rows forms \( P_e \), the mappings for even–numbered harmonics with \( k \geq 0 \); and the last set of rows forms \( P_o \), the mapping for odd–numbered harmonics. For example, for an 8–pole bearing, the full–rank \( P \) matrix is:

\[ P_{n=8} = \begin{bmatrix} \cos(0\Theta)/\sqrt{n} \\ \cos(2\Theta)/\sqrt{n/2} \\ \sin(2\Theta)/\sqrt{n/2} \\ \cos(4\Theta)/\sqrt{n} \\ \cos(\Theta)/\sqrt{n/2} \\ \sin(\Theta)/\sqrt{n/2} \\ \cos(3\Theta)/\sqrt{n/2} \\ \sin(3\Theta)/\sqrt{n/2} \end{bmatrix} \tag{34} \]

Since \( P'P \) is the identity matrix, it can be inserted into (29) without affecting the computed forces:

\[ f_x = b'P'P\Lambda_xP'Pb \]
\[ f_y = b'P'P\Lambda_yP'Pb \tag{35} \]

Considering just the inner part of each force relationship and expanding in terms of the common mode, even, and odd harmonic mappings yields:

\[ P\Lambda_xP' = \begin{bmatrix} P_c\Lambda_xP_c' & P_c\Lambda_xP_e' & P_c\Lambda_xP_o' \\ P_e\Lambda_xP_c' & P_e\Lambda_xP_e' & P_e\Lambda_xP_o' \\ P_o\Lambda_xP_c' & P_o\Lambda_xP_e' & P_o\Lambda_xP_o' \end{bmatrix} \tag{36} \]

Through orthogonality of DFT sinusoids (see Appendix A), \( P_c\Lambda_xP_c', P_e\Lambda_xP_e', P_c\Lambda_xP_o' \) and \( P_o\Lambda_xP_o' \) are all zero matrices:

\[ P\Lambda_xP' = \begin{bmatrix} 0 & 0 & P_c\Lambda_xP_o' \\ 0 & 0 & P_e\Lambda_xP_o' \\ P_o\Lambda_xP_c' & P_o\Lambda_xP_e' & 0 \end{bmatrix} \tag{37} \]
Rolling up the result from (37) into (35) and exploiting the linear relationship between flux density $b$ and coil currents $i$ (see Reference [20]):

$$ b = B_i, $$ (38)

yields a complete force expression relating current to force:

$$ f_x = i' B' P' \begin{bmatrix} 0 & 0 & P_c \Lambda_x P_o' \\ 0 & 0 & P_o \Lambda_x P_c' \\ P_{o,0} \Lambda_x P_{c,0}' & 0 \end{bmatrix} P B i + 2 i' B' P_c \Lambda_x P_o' P_o B i + 2 i' B' P_e \Lambda_x P_o' P_o B i $$ (39)

However, Gauss’s law [24] says that the flux through any closed volume must sum to zero. For a radial magnetic bearing with equally sized poles, Gauss’s law means that the common mode flux (equal amounts of flux going onto the rotor from each bearing pole) must be zero. Therefore, the product $P_c B$ must be zero, which is a mathematical way of saying that there is no set of coil currents that can create a common–mode flux. Since $P_c B = 0$, (39) simplifies to:

$$ f_x = 2 i' B' P_c \Lambda_x P_o' P_o B i, $$ (40)

and similarly for the y–direction:

$$ f_y = 2 i' B' P_e \Lambda_y P_o' P_o B i $$ (41)

The current–to–force relationships from (40) and (41) can now be trivially decomposed into the form of (19). The decomposition can be done in two different ways, depending on whether the even– or odd–numbered harmonics are select to form the biasing currents:

$$ M = P_c B $$
$$ D_x = 2 P_c \Lambda_x P_o' P_o B $$
$$ D_y = 2 P_o \Lambda_y P_o' P_o B $$

$$ M = P_e B $$
$$ D_x = 2 P_o \Lambda_x P_o' P_o B $$
$$ D_y = 2 P_o \Lambda_y P_o' P_o B $$ (42)

And again, the linear problem to be solved for current to get the desired force is:

$$ \begin{bmatrix} m'D_x \\ m'D_y \\ M \end{bmatrix} i = \begin{cases} f_x \\ f_y \\ m \end{cases} $$ (43)

where the $m$ vector of biasing components can be selected arbitrarily. Equation (43) defines a manifold of possible bias–linearizing solutions depending on the choice of $m$ and the choice of weighting factors used in building the pseudo–inverse needed to solve the typically under–constrained linear problem. While the dimension of the parameter space may be high, every choice of parameters leads to a valid control scheme. Since every choice of parameters yields is a valid solution, searching through solutions to find one that optimizes performance with respect to some metric (e.g., lowest power or highest load capacity) is simpler and more reliable than previous numerical schemes that must simultaneously generate and optimize valid bias linearizing solutions.

5. Eight–Pole Radial Magnetic Bearing Example

As a specific example, consider the bias linearization of the 8–pole bearing pictured in Figure 3. This bearing has previously been considered in Reference [20]. The bearing example is non–dimensionalized using (25)–(27), so no bearing dimensions are needed in this example. For this analysis, it is assumed that the rotor is centered within the stator. As in Reference [20], the relationship between current applied to the coils and flux in the air gaps for a centered rotor is defined by matrix $B$: 
With these pole locations, the even and odd harmonic mapping matrices can be defined as in (34):

The matrix is close to the identity matrix, but it screens out common mode current due to Gauss’s law. Since flux through any closed volume must add up to zero, the only solution for the case in which all poles are trying to push equal flux onto the rotor is for the flux to be zero in all gaps.

As shown in Figure 3, the pole locations are defined as:

\[ \Theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ, 315^\circ\} \]  

(45)

With these pole locations, the even and odd harmonic mapping matrices can be defined as in (34):

\[
P_e = \begin{bmatrix} \frac{1}{\sqrt{2}} \cos 2\Theta \\
\frac{1}{\sqrt{2}} \sin 2\Theta \\
\frac{1}{2\sqrt{2}} \cos 4\Theta \end{bmatrix}
\]

(46)

\[
P_o = \begin{bmatrix} \frac{1}{\sqrt{2}} \cos \Theta \\
\frac{1}{\sqrt{2}} \sin \Theta \\
\frac{1}{2\sqrt{2}} \cos 3\Theta \end{bmatrix}
\]

(47)

The mapping is then constructed by evaluating (42), where for this example, even–numbered harmonics are used as the bias space:

\[
M = \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
\frac{1}{2\sqrt{2}} & \frac{1}{2\sqrt{2}} & \frac{1}{2\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2\sqrt{2}} & 0 & \frac{1}{2\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(48)

\[
D_x = \begin{bmatrix} 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -1 & 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
\end{bmatrix}
\]

(49)

\[
D_y = \begin{bmatrix} 0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -1 & 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
\end{bmatrix}
\]

(50)

The resulting version of (43) is under–determined with five linear equations for eight unknowns. This means that the solution of (43) requires the choice of three parameters in \( m \), plus specification of three more constraints. These constraint equations could be selected to minimize power; accommodate failures; or enforce configuration constraints like winding coils in series. In any case, any choice of parameters and constraints leads to a valid solution.

As an example solution, consider the \( m = \{0,0,1\} \) case. This choice of \( m \) leads to a NSNS biasing scheme for the bearing, whereas \( m = \{1,1,0\} \) turns out to produce a NNSS scheme. To obtain a power–optimizing solution for the under–determined system, the Moore–Penrose inverse [29] is employed, yielding the power and load capacity optimizing solution presented in References [23] and [20]:

\[
B = \begin{bmatrix} 7 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\]

(44)
\[ i = \frac{\sqrt{2}}{4} \begin{bmatrix} 1 & 1 & 0 \\ -1 & -\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\ 1 & 0 & 1 \\ -1 & \frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\ 1 & -1 & 0 \\ -1 & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\ 1 & 0 & -1 \\ -1 & -\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{bmatrix} \begin{bmatrix} f_x \\ f_y \end{bmatrix}. \] (51)

### 6. Fault Tolerance

Equation (43) can also be used to determine sets of bias linearizing currents that accommodate the failure of one or more coils. Since (43) is under-determined, extra equations can be added to the equation to force the current in the failed coils to be zero in the bias linearization solution. Equation (52) is a modified version of (43) that incorporates the constraint matrix \( A \) defining the failed coil currents:

\[ \begin{bmatrix} m'D_x \\ m'D_y \\ M \\ A \end{bmatrix} i = \begin{bmatrix} f_x \\ f_y \\ m \\ 0 \end{bmatrix} \] (52)

Continuing the eight-pole example, consider the case in which poles 1, 2, and 4 have failed. In this case, the \( A \) matrix denoting the faulted coils is:

\[ A = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix} \] (53)

Although (52) has eight equations for eight unknowns in this case, there is still a manifold of possible solutions defined by the arbitrary choice of \( m \). (Solutions are possible for at least one case of more than three failed coils in an eight-pole bearing with a constrained choice of \( m \): See Appendix C.)

A reasonable way to select \( m \) is to pick its elements to minimize power throughout an entire rotor revolution. The bearing force for this example is assumed to be the combination of a steady-state gravitational load and a rotating imbalance load about half the magnitude of the gravitational load:

\[ f_x = \frac{1}{2} \cos \theta \]
\[ f_y = -1 + \frac{1}{2} \sin \theta \] (54)

In practice, the ratio between steady-state and dynamic load will be implementation-specific.

A cost function is formed by integrating the squared current through an entire rotation.

\[ W = \int_{0}^{2\pi} i^2 d\theta \] (55)

For ease of evaluation, cost function \( W \) can be analytically integrated over \( \theta \) (see Appendix B). Minimization of \( W \) can then proceed using the function minimization routines built into standard numerical analysis tools. Solutions that minimize \( W \) starting from randomly selected initial guesses are collected in Table 1. The solution space is well-behaved, converging to a small number of minima. For any particular minimum \( m^* \), \(-m^*\) is also a minimum with the same properties. However, some of the minima are local rather than global: the minimization should be run multiple times to make sure that the best power-minimizing solution is obtained.
Table 1. Optimal bias results for 3-coils-failed case.

| Cost    | Bias Current Amplitudes (m)                       |
|---------|---------------------------------------------------|
| 10.0774 | {0.500683, -0.203281, -0.714549}'                 |
| 10.0774 | {-0.500683, 0.203281, 0.714549}'                  |
| 14.4931 | {0.454850, 0.760068, -0.173049}'                  |
| 14.4931 | {-0.454850, -0.760068, 0.173049}'                 |

The solution for coil current as a function of force using the first solution in Table 1 is:

\[
i = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-0.565756 & -0.497045 & -0.497045 \\
0.291233 & -0.997973 & 0 \\
0 & 0 & 0 \\
0.306561 & 0 & 0 \\
-0.435609 & 0.497045 & 0.497045 \\
0.42189 & 0.997973 & 0
\end{bmatrix} \begin{bmatrix} 1 \\ f_x \\ f_y \end{bmatrix}
\] (56)

7. Conclusions

The bias current linearization problem for radial magnetic bearings has been reformulated so that bias linearization currents can be determined through the solution of a linear problem. This reformulation yields a manifold of analytical solutions indexed by the choice of biasing flux components. By imposing additional constraints in the linear problem, faulted currents can be accommodated. Importantly, arbitrary choices of parameters always result in viable solutions, and the associated optimization problems appear to be well-behaved (i.e., readily optimized by existing gradient-based algorithms in standard numerical analysis tools). This solution provides a convenient route to optimized solutions.

However, it is not clear that the formulation presented in this paper captures all possible bias linearization solution for radial magnetic bearings. The formulation also does not explicitly address unevenly spaced poles, bearings with an odd number of poles, or other sorts of (possibly higher-dimensional) bias linearization problems. For example, in the case general of unevenly spaced/non-uniformly sized poles, the control and/or bias spaces may need to be determined numerically. These solutions could be the focus of future efforts.
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Appendix A. Orthogonality of DFT Basis Functions

The specific case of interest is the inner product:

\[ f = p' \Lambda q \] (A1)

where \( p \) and \( q \) are vectors associated with the \( m^{th} \) and \( n^{th} \) harmonic of flux around a magnetic bearing rotor and

\[ \Lambda = \text{diag}(\cos(\Theta)) \] (A2)
or

\[ \Lambda = \text{diag}(\sin(\Theta)) \]  \hspace{1cm} (A3)

are diagonal matrices that define the contributions of each pole to the force in a particular force direction where pole angle \( \Theta \) is defined as:

\[ \Theta = 2\pi \left( \frac{k}{N} \right)_{k=0,\ldots,N-1} \]  \hspace{1cm} (A4)

Inner product (A1) can be re-written as an explicit summation with a single index, since \( \Lambda \) is diagonal:

\[ f = \sum_{k=0}^{N-1} Z_k \]  \hspace{1cm} (A5)

In all, there are six cases to consider, spanning all combinations of cosine or sine distributions for \( \Lambda, p \) and \( q \):

\[ Z_{1,k} = \cos \left( \frac{2\pi k}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A6)

\[ Z_{2,k} = \cos \left( \frac{2\pi k}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A7)

\[ Z_{3,k} = \cos \left( \frac{2\pi k}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A8)

\[ Z_{4,k} = \sin \left( \frac{2\pi k}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A9)

\[ Z_{5,k} = \sin \left( \frac{2\pi k}{N} \right) \cos \left( \frac{2\pi nk}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A10)

\[ Z_{6,k} = \sin \left( \frac{2\pi k}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A11)

The goal is to show that, each case, (A1) equals zero when \( |m - n| \neq 1 \).

Using trigonometric angle sum and difference identities, the six cases can be re-written as:

\[ Z_{1,k} = \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m-1) \right) \cos \left( \frac{2\pi nk}{N} \right) + \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m+1) \right) \cos \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A12)

\[ Z_{2,k} = \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m-1) \right) \sin \left( \frac{2\pi nk}{N} \right) + \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m+1) \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A13)

\[ Z_{3,k} = \frac{1}{2} \sin \left( \frac{2\pi k}{N} (m-1) \right) \sin \left( \frac{2\pi nk}{N} \right) + \frac{1}{2} \sin \left( \frac{2\pi k}{N} (m+1) \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A14)

\[ Z_{4,k} = \frac{1}{2} - \sin \left( \frac{2\pi k}{N} (m-1) \right) \cos \left( \frac{2\pi nk}{N} \right) + \frac{1}{2} \sin \left( \frac{2\pi k}{N} (m+1) \right) \cos \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A15)

\[ Z_{5,k} = \frac{1}{2} - \sin \left( \frac{2\pi k}{N} (m-1) \right) \sin \left( \frac{2\pi nk}{N} \right) + \frac{1}{2} \sin \left( \frac{2\pi k}{N} (m+1) \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A16)

\[ Z_{6,k} = \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m-1) \right) \sin \left( \frac{2\pi nk}{N} \right) - \frac{1}{2} \cos \left( \frac{2\pi k}{N} (m+1) \right) \sin \left( \frac{2\pi nk}{N} \right) \]  \hspace{1cm} (A17)

Orthogonality of DFT sinusoids [30] can then be invoked to understand the conditions for non-zero (A1). Inspecting cases 2, 4, and 6, these cases always yield zero force since cosine and sine series are always orthogonal. For cases 1, 3, and 5, cosines are interacting with cosines and sines are interacting with sines. However, the frequency must be the same for a non-zero result. Inspecting each of these cases, the frequency can only be the same if \( m - n = 1 \) (first term in each case yields a
non-zero sum and second term yields a zero sum) or if \( n - m = 1 \) (first term in each case yields a zero sum and second term yields a non-zero sum).

For the case of an even number of poles, (A1) evaluates to the values listed in Table A1 for each of the six cases:

| Case | \(| m - n | \neq 1\) | \( m - n = 1, m \neq N/2\) | \( m - n = 1, m = N/2\) | \( n - m = 1, n \neq N/2\) | \( n - m = 1, n = N/2\) |
|------|----------------|-------------------|-----------------|-----------------|-----------------|
| 1    | 0              | \(N/4\)           | \(N/2\)         | \(N/4\)         | \(N/2\)         |
| 2    | 0              | 0                 | 0               | 0               | 0               |
| 3    | 0              | \(N/4\)           | 0               | \(N/4\)         | 0               |
| 4    | 0              | 0                 | 0               | 0               | 0               |
| 5    | 0              | \(-N/4\)          | \(-N/2\)        | \(N/4\)         | 0               |
| 6    | 0              | 0                 | 0               | 0               | 0               |

In every case, \( f = 0 \) if \(| m - n | \neq 1\). This result allows the set of even-numbered harmonics or the set of odd-numbered harmonics to be selected as bias spaces because \(| m - n | \geq 2\) for each of these sets.

### Appendix B. Integration of Cost Function

Let (52) be more succinctly represented as

\[
G_i = u_1 \cos \theta + u_2 \sin \theta + u_3
\]  

(A18)

where

\[
G = \begin{bmatrix} m'D_x \\ m'D_y \\ M \\ A \end{bmatrix}
\]  

(A19)

\[
u_1 = \left\{ \frac{1}{2}, 0, 0, 0, 0, 0, 0, 0 \right\}'
\]  

(A20)

\[
u_2 = \left\{ 0, \frac{1}{2}, 0, 0, 0, 0, 0, 0 \right\}'
\]  

(A21)

\[
u_3 = \{0, -1, m_1, m_2, m_3, 0, 0, 0\}'
\]  

(A22)

The solution for coil current \( i \) is:

\[
i = G^{-1} (u_1 \cos \theta + u_2 \sin \theta + u_3)
\]  

(A23)

Cost function (55) can be represented in terms of these alternate definitions as:

\[
W = \int_0^{2\pi} i' d\theta = \int_0^{2\pi} (u_1 \cos \theta + u_2 \sin \theta + u_3)' G^{-T} G^{-1} (u_1 \cos \theta + u_2 \sin \theta + u_3) d\theta
\]  

(A24)

Applying the orthogonality of sines and cosines, the integral in (A24) evaluates to:

\[
W = \pi \left( u_1' G^{-T} G^{-1} u_1 + u_2' G^{-T} G^{-1} u_2 + 2 u_3' G^{-T} G^{-1} u_3 \right)
\]  

(A25)

Equation (A25) is a function only of \( m \), and this cost function is readily evaluated for any particular value of \( m \). Optimization routines built into standard numerical analysis tools (for example, Matlab, Octave, Mathematica, Scilab, or SciPy) can be applied to minimize (A25) over \( m \).
Appendix C. 8-Pole Magnetic Bearing with Four Failures

The example in Section 6 appears to imply that at most three coil failures can be tolerated with an 8-pole magnetic bearing, since the three additional constraint equations applied for these coil failures result in a system with same number of equations as unknowns. However, at least one case with four faults can be tolerated with an appropriate selection of \( m \).

In particular, consider the case in which every other coil of the bearing has failed, e.g., coils 2, 4, 6, and 8 are failed. Following the approach from Section 6, explicit constraints can be written that enforce zero currents each of the four coil failures via the \( A \) matrix:

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]  

(A26)

Building (52) with (A26) for \( A \) yields a set of nine equations for eight unknowns. The system is overdetermined.

However, (52) may still have a solution if \( m \) can be selected in a way that reduces the number of independent equations to eight or fewer. Since \( f_x \) and \( f_y \) can be arbitrarily selected, the first two equations in (52) (associated with actuator force) cannot be responsible for duplicate equations. The selection of \( m \) that enables a solution can therefore be discovered by considering a matrix, \( Q \), consisting of the last 7 rows of (52) concatenated with a column consisting of the corresponding right-hand sides of (52):

\[
Q = \begin{bmatrix}
M & m \\
A & 0
\end{bmatrix}
\]  

(A27)

It can be noted that \( Q \) is a \( 7 \times 9 \) matrix. A choice of \( m \) is desired that makes the number of linearly independent rows \( \leq 6 \) implying that there are duplicate equations and that (52) is therefore solvable.

One way of picking a rank-reducing \( m \) is to consider the determinant of the \( 7 \times 7 \) matrix \( QQ' \). If a value of \( m \) is selected so that \( \text{Det}(QQ') = 0 \), \( Q \) must have a rank of less than 7, leading to a solution for that choice of \( m \). For the every-other-coil failed case, the determinant conveniently evaluates to:

\[
\text{Det}(QQ') = \frac{m_2^2}{2}
\]  

(A28)

This result implies that any choice of \( m \) in which \( m_2 = 0 \) results in a solution for the every-other-coil-failed case.

Armed with the knowledge that \( m_2 = 0 \) makes one of the constraint equations redundant, \( A \) can be reduced to:

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]  

(A29)

and solutions can be generated by inverting (52) for a choice of \( m \) with \( m_2 = 0 \). Specific solutions include, for \( m = \{1,0,0\} \):

\[
i = \frac{1}{2} \begin{bmatrix}
1 & 1 & 0 \\
0 & 0 & 0 \\
-1 & 0 & -1 \\
0 & 0 & 0 \\
1 & -1 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
f_x \\
f_y
\end{bmatrix}
\]  

(A30)
and for $m = \{0, 0, 1\}$:

$$i = \sqrt{2} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & -1 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} f_x \\ f_y \end{bmatrix}$$

(A31)

though an entire manifold of solutions is indexed by the arbitrary choice of $m_1$ and $m_3$.

References

1. Maslen, E.H.; Schweitzer, G. (Eds.) Magnetic Bearings: Theory, Design, and Application to Rotating Machinery; Springer: Berlin/Heidelberg, Germany, 2009. [CrossRef]
2. Blueler, H. A survey of magnetic levitation and magnetic bearing types. *JSME Int. J.* **1992**, 35, 335–342. [CrossRef]
3. Ludwick, S.; Trumper, D.; Holmes, M. Feedback linearization in a six degree-of-freedom MAG-LEV stage. In Proceedings of the Third International Symposium on Magnetic Suspension Technology, Tallahassee, FL, USA, 13–15 December 1995; pp. 95–107.
4. Burrows, C.R.; Sahinkaya, N.; Traxler, A.; Schweitzer, G. Design and application of a magnetic bearing for vibration control and stabilization of a flexible rotor. In Magnetic Bearings; Schweitzer, G., Ed.; Springer: Berlin/Heidelberg, Germany, 1989; pp.159–168. [CrossRef]
5. Maslen, E.H.; Meeker, D.C. Fault-tolerance of magnetic bearings by generalized bias current linearization. *IEEE Trans. Magn.* **1995**, 31, 2304–2314. [CrossRef]
6. Na, U.J.; Palazzolo, A.B. Fault tolerance of magnetic bearings with material path reluctances and fringing factors. *IEEE Trans. Magn.* **2000**, 36, 3939–3946. [CrossRef]
7. Na, U.; Palazzolo, A. Optimized realization of fault-tolerant heteropolar magnetic bearings. *J. Vib. Acoust.* **2000**, 122, 209–221. [CrossRef]
8. Cole, M.O.T.; Keogh, P.S.; Sahinkaya, M.N.; Burrows, C.R. Progress towards fault tolerant active control of rotor-magnetic bearing systems. In Proceedings of the UKACC Control Conference 2002, Sheffield, UK, 10–12 September 2002.
9. Cheng, X.; Liu, H.; Song, S.; Hu, Y.; Wang, B.; Li, Y. Reconfiguration of tightly-coupled redundant supporting structure in active magnetic bearings under the failures of electromagnetic actuators. *Int. J. Appl. Electromagn. Mech.* **2017**, 54, 421–432. [CrossRef]
10. Cheng, X.; Cheng, B.; Lu, M.; Zhu, R.; Zhang, L. An online fault-diagnosis of electromagnetic actuator based on variation characteristics of load current. *Automatika* **2020**, 61, 11–20. [CrossRef]
11. Na, U.J.; Palazzolo, A. The fault-tolerant control of magnetic bearings with reduced controller outputs. *J. Dyn. Syst. Meas. Control* **2001**, 123, 219–224. [CrossRef]
12. Wang, X.; Zhang, X.; Zhao, X. Influence of control parameter on reconstruction stiffness of magnetic bearing with redundant structure. *Int. J. Appl. Electromagn. Mech.* **2017**, 53, 735–743. [CrossRef]
13. Maslen, E.H.; Sortore, C.K.; Gillies, G.T.; Williams, R.D.; Fedigan, S.J.; Aimone, R.J. Fault tolerant magnetic bearings. *Eng. Gas Turbines Power* **1999**, 121, 504–508. [CrossRef]
14. Noh, M.D.; Cho, S.R.; Kyung, J.H.; Ro, S.K.; Park, J.K. Design and implementation of a fault-tolerant magnetic bearing system for turbo-molecular vacuum pump. *IEEE ASME Trans. Mechatron.* **2005**, 10, 626–631. [CrossRef]
15. Na, U.J.; Palazzolo, A.B.; Provenza, A. Test and theory correlation study for a flexible rotor on fault-tolerant magnetic bearings. *J. Vib. Acoust.* **2002**, 124, 359–366. [CrossRef]
16. Tsiotras, P.; Wilson, B.; Bartlett, R. Control of zero-bias magnetic bearings using control Lyapunov functions. In Proceedings of the 39th IEEE Conference on Decision and Control, Sydney, NSW, Australia, 12–15 December 2000. [CrossRef]
17. Sivrioglu, S. Adaptive control of nonlinear zero-bias current magnetic bearing system. *Nonlinear Dyn.* 2007, 48, 175–184. [CrossRef]

18. Zhang, X.; Shinshi, T.; Li, L.; Choi, K.B.; Shimokohbe, A. Precision Control of Radial Magnetic Bearing. In *Initiatives of Precision Engineering at the Beginning of a Millennium*; Inasaki, I., Ed.; Springer: Boston, MA, USA, 2002. [CrossRef]

19. Yang, C.; Knospe, C.; Tsiotras, P. Optimal control of a magnetic bearing without bias flux using finite voltage. *Optim. Control Appl. Methods* 1998, 19, 227–246. [CrossRef]

20. Meeker, D.C. Optimal Solutions to the Inverse Problem in Quadratic Magnetic Actuators. Ph.D. Dissertation, University of Virginia, Charlottesville, VA, USA, 1996; pp. 84–99.

21. Ongaro, F.; Pane, S.; Scheggi, S.; Misra, S. Design of an electromagnetic setup for independent three-dimensional control of pairs of identical and nonidentical microrobots. *IEEE Trans. Robot.* 2019, 35, 174–183. [CrossRef]

22. Meeker, D.C.; Maslen, E.H.; Ritter, R.R.; Creighton, F.M. Optimal realization of arbitrary forces in a magnetic stereotaxis system. *IEEE Trans. Magn.* 1996, 32, 320–328. [CrossRef]

23. Fitzpatrick, R. Classical Electromagnetism. 27 June 2014. pp. 110–114. Available Online: http://farside.ph.utexas.edu/teaching/jk1/Electromagnetism.pdf (accessed on 17 November 2019).

24. Plonus, M.A. *Applied Electromagnetics*; McGraw-Hill: New York, NY, USA, 1978; pp. 208, 229, 255–256.

25. Sun, X; Chen, L; Yang, Z. Overview of bearingless induction motors. *Math. Probl. Eng.* 2014, 570161. [CrossRef]

26. Woodson, H.; Melcher, J. *Electromechanical Dynamics: Fields, Forces, and Motion*; Wiley: New York, NY, USA, 1968; pp. 418–478.

27. Brannan, J.R.; Boyce, W.E. *Differential Equations with Boundary Value Problems: An Introduction to Modern Methods and Applications*, 2nd ed.; Wiley: Hoboken, NJ, USA, 2010; pp. 629–630.

28. Smith, S.W. *The Scientist and Engineer’s Guide to Digital Signal Processing*, 2nd ed.; California Technical Publishing: San Diego, CA, USA, 1999; pp. 150–151.

29. Barata, J.; Hussein, M. The Moore-Penrose Pseudoinverse. A Tutorial Review of the Theory. *Braz. J. Phys.* 2012, 42, 46–165. [CrossRef]

30. Smith, J.O. *Mathematics of the Discrete Fourier Transform (DFT): With Audio Applications*, 2nd ed.; W3K Publishing: Palo Alto, CA, USA, 2007; p. 103.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).