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Abstract—In recent years, Siamese network based trackers have significantly advanced the state-of-the-art in real-time tracking. Despite their success, Siamese trackers tend to suffer from high memory costs, which restrict their applicability to mobile devices with tight memory budgets. To address this issue, we propose a distilled Siamese tracking framework to learn small, fast and accurate trackers (students), which capture critical knowledge from large Siamese trackers (teachers) by a teacher-students knowledge distillation model. This model is intuitively inspired by the one teacher vs. multiple students learning method typically employed in schools. In particular, our model contains a single teacher-student distillation module and a student-student knowledge sharing mechanism. The former is designed using a tracking-specific distillation strategy to transfer knowledge from a teacher to students. The latter is utilized for mutual learning between students to enable in-depth knowledge understanding. Extensive empirical evaluations on several popular Siamese trackers demonstrate the generality and effectiveness of our framework. Moreover, the results on five tracking benchmarks show that the proposed distilled trackers achieve compression rates of up to $18 \times$ and frame-rates of 265 FPS, while obtaining comparable tracking accuracy compared to base models.

Index Terms—Siamese network, Teacher-students, Knowledge distillation, Siamese trackers.

1 INTRODUCTION

Recent years have witnessed a significant increase in Siamese-based tracking methods due to their strong balance between accuracy and speed. The pioneering work, SINT [67], first introduced Siamese network to the visual tracking community, achieving promising tracking performance. Afterwards, SiamFC [3] introduced a simple yet effective tracking framework that makes use of offline training to learn a metric function. This learned metric is then utilized to convert the tracking task to that of template matching. This framework serves as an ideal baseline for real-time tracking due to its simple architecture and high speed. As such, many real-time trackers [69], [23], [20], [43], [86], [44], [25], [9], [78] have been proposed as the extension of SiamFC, with improved accuracy. For instance, the recent tracker SiamRPN [43], [38] (champion of the VOT-2018 [38] challenge), achieved significantly improved accuracy and high speed (nearly 90 FPS), by applying a Region Proposal Network (RPN) to directly regress the position and scale of objects. This method has the potential to likely become the next baseline for further promoting real-time tracking, due to its high speed and impressive accuracy.

Despite being actively studied with remarkable progress, Siamese-network based visual trackers generally face a conflict between their high memory cost and the strict constraints on memory budget in real-world applications, especially in case of SiamRPN [43], [38] whose model size is up to 361.8 MB. In particular, the high memory costs of current trackers make them undesirable for important application in mobile devices, such as smartphones. One simple solution is directly reducing

![Fig. 1. Comparison in terms of speed (FPS) and accuracy (AUC) of state-of-the-art (SOTA) trackers on OTB-100 [77], including SiamRPN [43], SiamFC [3], TADT [46], GCT [25], MLT [9], FRCCNN [33], ROAM [80], and Ocean [85]. Compared with the small models trained from scratch (SiamRPNs and SiamFCs), our models (DSTrpn and DSTfc) trained with the knowledge distillation method show significant improvements. Further, DSTrpn achieves a $3 \times$ speed, $18 \times$ memory compression rate and comparable accuracy over its teacher variant (SiamRPN [43]). Besides, both DSTrpn (SiamRPN [43] as teacher) and DSTfc (SiamFC [3] as teacher) obtain competitive accuracy while achieving the highest speed.](image-url)
the model size of a tracker and then training the small model with the original method, however, it often leads to dramatically drop of performance. For instance, we retrain the small models of two representative Siamese trackers: SiamRPN and SiamFC. As shown in Fig. 1, the retrained models: SiamRPNs and SiamFCs suffer from large performance degradation with original training methods. Thus, developing a way to reduce the memory cost of Siamese trackers without a significant loss in tracking accuracy is essential in order to bridge the gap between academic algorithms and practical mobile visual tracking applications.

To address the above mentioned issues, we propose a Distilled Siamese Tracker (DST) framework build upon what we call the Teacher-Students Knowledge Distillation (TSsKD) model, which is designed for learning a small, fast and accurate Siamese tracker through Knowledge Distillation (KD) techniques. TSsKD essentially explores a one teacher vs. multiple students learning mechanism inspired by the common teaching and learning methods in schools, i.e., multiple students learn from one teacher, as well as help each other to facilitate learning. In particular, TSsKD models two kinds of KD styles. First, knowledge transfer from teacher to student is achieved by a tracking-specific distillation strategy. Second, mutual learning between students is conducted in a student-student knowledge sharing manner.

More specifically, to inspire more efficient and tracking-specific KD within the same domain (without additional data or labels), the teacher-student knowledge transfer is equipped with a set of carefully designed losses, i.e., a Siamese target response loss, and a new distillation loss including the teacher soft and adaptive hard loss. The former, incorporated with a Siamese structure, is employed to learn the middle-level semantic cues, whereas the latter allows the students to mimic the high-level semantic information of the teacher and ground-truth while reducing over-fitting. To further enhance the performance of the students, we introduce a knowledge sharing strategy with a conditional sharing loss that encourages reliable knowledge to be shared between students. This provides extra guidance that enables small-sized trackers (the “dim” students) to establish a more comprehensive understanding of the tracking knowledge and thus achieve higher accuracy.

To evaluate the proposed algorithm, we apply it to three types of Siamese-based trackers: SiamFC [3], SiamRPN [43] and SiamRPN++ [45]. Extensive experimental evaluations on multiple tracking benchmarks demonstrate the generality and impressive performance of the proposed framework. The distilled trackers for SiamFC and SiamRPN achieve compression rates of more than $13 \times - 18 \times$ and a speedup of nearly $2 \times - 3 \times$, respectively, while maintaining the similar tracking accuracy. As shown in Fig. 1, the distilled SiamRPN also obtains state-of-the-art performance, while operating at a high speed of 265 frames per second (FPS). In addition, we also improve the performance of the complex SiamRPN++ tracker on several existing backbones to further demonstrate the effectiveness of the proposed knowledge distillation methods.

To summarize, we propose an approach with the following contributions.

- A novel Distilled Siamese Tracker (DST) framework is proposed to compress deep Siamese-based trackers for high-performance visual tracking. To the best of our knowledge, we are the first to introduce knowledge distillation for Siamese trackers.
- Our framework is based on a Teacher-Students Knowledge Distillation (TSsKD) model proposed for better knowledge distillation via simulating the popular teaching mechanism among one teacher and multiple students, including teacher-student knowledge transfer and student-student knowledge sharing.
- In the teacher-student knowledge transfer model, we propose a novel transfer learning approach to capture the knowledge in teacher networks. Specifically, we design a Siamese Target Response (STR) learning algorithm to tightly couple the Siamese structure in order to effectively extract the tracking-specific knowledge and improve the performance.
- A conditional sharing loss is proposed to transfer reliable knowledge and reduce the propagation of inaccuracy information during the knowledge sharing process. This helps address challenging tracking attributes, especially object deformation and background clutter.

2 RELATED WORK

2.1 Visual Tracking and Siamese Trackers

In recent years, Discriminative Correlation Filter (DCF) based object tracking approaches have shown to achieve promising results. The initial work of [5] exploited the properties of circular correlation for training a regressor in a sliding-window fashion. Initially, DCF based trackers incorporated multi-channel hand-crafted features, such as HOG and Color Names [52], [17], [35]. Other than improved feature representations, the DCF tracking framework has been improved by integrating scale estimation [16], [42], non-linear kernels [30], [31], and long-term memory [50]. In [14], Danelljan et al. improved DCF via continuous operators and deep features, achieving high performance on multiple tracking benchmarks. Afterwards, several high-performance DCF trackers [36], [13], [34], [65] have further shown to improve the tracking performance. Deep learning was first introduced to tracking in [71], leading to further exploration in [41], [53], [3], [4], [67], [55],[79]. For example, Qi et al. [55] proposed a hedge method to combine deep features from different CNN layers to better distinguish target objects. Recently, Yang et al. [79] improved the tracking accuracy of the deep model via online training.

Among deep object tracking methods, Siamese trackers [43], [69], [20], [23], [28] have shown a good trade-
off between speed and performance, thereby gradually becoming a mainstream tracking paradigm recently. In these trackers, the Siamese network is usually first used as a matching function in the offline phase and then applied to seek the instance in a given frame that is most similar to the initial object exemplar provided in the first frame. Tao et al. [67] utilized a Siamese network with convolutional and fully-connected layers for training. Their approach achieved favorable accuracy, while maintaining a low speed of 2 FPS. To improve the tracking speed, Bertinetto et al. [3] proposed “SiamFC”, in which an end-to-end Siamese network only with five fully-convolutional layers is applied for offline training. The similarity between the instances in a given frame and the initial exemplar are then compared during online tracking, without complex fine-tuning strategies. There has been a surge of interest around SiamFC due to its high speed (nearly 86 FPS on a GPU), favorable accuracy, and simple mechanism for online tracking. Various improved methods have been proposed [43], [86], [45], [22], [64], [66], [56], [74]. For instance, Li et al. [43] proposed the SiamRPN tracker by combining the Siamese network and RPN [59]. This model directly obtains the location and scale of objects by regression, avoiding the multiple forward computations required for scale estimation in common Siamese trackers. Thus, it can run at 160 FPS with a better tracking accuracy. In the recent VOT-2018 challenge [38], a variant of SiamRPN with a larger model size won the real-time tracking task. Li et al. [45] used a deeper backbone and a new correlation method to propose the high-performance SiamRPN++. Recently, Qi et al. [56] propose a Siamese local and global network to achieve high performance on face tracking.

2.2 Model Compression and Knowledge Distillation

In model compression, the aim is to squeeze a neural network to make it more efficient. In this area, pruning, quantization, and knowledge distillation are the main solutions. For pruning and quantization, compression is achieved by removing or simplifying the operations in neural networks. Srinivas et al. [64] proposed to directly remove redundant neurons with low activation in a data-free way. Han et al. [27] proposed to remove the redundant connection and quantize the weights using Huffman coding. Gupta et al. [26] used a 16-bit fixed-point representation to reduce the number of float point operations and the memory of neural networks. Further, many studies have directly trained light-weight convolutional neural networks (CNNs) with binary weights [10], [11], [57]. The disadvantages of both solutions are: pruning requires many iterations before convergence and the performance is sensitive to the manually-set pruning threshold, while the performance of quantization methods is usually poor on CNNs, particularly large models.

The idea of knowledge distillation (KD) is to improve a student network’s performance by transferring knowledge from a stronger teacher network. As an earlier work, Bucilua et al. [6] compressed key information from an ensemble of networks into a single neural network. More recently, Ba et al. [2] introduced an approach to improve the performance of shallow neural networks by mimicking deep networks in training. In another recent work, Romero et al. [60] approximated the mappings between student and teacher hidden layers to compress networks by training the relatively narrower students with linear projection layers. Subsequently, Hinton et al. [32] proposed to extract dark knowledge from a teacher network by matching the full soft distribution between the student and teacher networks during training. Following this work, KD has attracted significant interest with a variety of methods [62], [68], [81], [12], [7], [83], [24], [37]. In most existing works concerned with KD, the architecture of the student network is usually manually designed. Net-to-Net (N2N) [1] is an exception to this, which focuses on automatically generating an optimally reduced architecture for KD using deep reinforcement learning. In the context of different computer vision applications, Chen et al. [7] and Liu et al. [48] used KD to speed up detection and segmentation networks, respectively. Further, Wang [75] proposed to learn a more compact backbone for faster feature extraction in correlation filter trackers. Different to these approaches, we do not merely learn a backbone but directly obtain more efficient Siamese trackers.

3 Revisiting SiamFC and SiamRPN

Here, we revisit the structures and training losses of both SiamFC [3] and SiamRPN [43], since they are adopted as base trackers in our distilled tracking framework. SiamFC adopts a two-stream fully convolutional network architecture, which takes target patches (denoted as $z$) and current search regions (denoted as $x$) as inputs. After applying a no-padding feature extraction network $\varphi$ modified from AlexNet [40], a cross-correlation operation $\ast$ is conducted on the two extracted feature maps:

$$ S = \varphi(x) \ast \varphi(z). \quad (1) $$

The location of the target in the current frame is then inferred according to the peak value on the correlation response map $S$. The logistic loss, i.e., a topical binary classification loss, is used to train SiamFC:

$$ LFC(x, z, y) = \frac{1}{|S|} \sum_{u \in S} \log(1 + e^{y[u]S[u]}), \quad (2) $$

where $S[u]$ is a real-valued score in the response map $S$ and $y[u] \in \{+1, -1\}$ is a ground-truth label.

SiamRPN extends SiamFC and has the same feature extraction sub-network along with an additional RPN [59]. The final outputs are foreground-background classification score maps and regression vectors of pre-defined anchors. By applying a single convolution and the cross-correlation operations $\ast$ from RPN on the two feature maps, the outputs are obtained as:

$$ S_{w \times h \times 2k}^{cls} = \text{conv}1_{db}[\varphi(x)] \ast \text{conv}2_{db}[\varphi(z)], \quad (3) $$
$S_{w \times h \times 4k}^{\text{reg}} = \text{conv1}_{\text{reg}}[\varphi(x)] + \text{conv2}_{\text{reg}}[\varphi(z)], \quad (4)$

where $k$ is the pre-defined anchor number. The template feature maps $\text{conv2}_{\text{cls}}[\varphi(z)]$ and $\text{conv2}_{\text{reg}}[\varphi(z)]$ are then used as kernels in the cross-correlation operation to obtain the final classification and regression outputs, with size $w \times h$.

Training is conducted by optimizing the multi-task loss:

$$L_{\text{RPN}} = L_{\text{cls}}^{\text{RPN}}(S_{w \times h \times 2k}^{\text{cls}}, G_{\text{cls}}) + L_{\text{reg}}^{\text{RPN}}(S_{w \times h \times 4k}^{\text{reg}}, G_{\text{reg}}), \quad (5)$$

where $G_{\text{cls}}$ and $G_{\text{reg}}$ are the ground-truths of the bounding box classification and regression outputs, $L_{\text{cls}}^{\text{RPN}}$ is a cross-entropy loss for classification, and $L_{\text{reg}}^{\text{RPN}}$ is a smooth $L_1$ loss with normalized coordinates for regression.

4 Distilled Siamese Tracker

In this section, we present the proposed Distilled Siamese Tracker (DST) framework for high-performance tracking. As shown in Fig. 2, the proposed framework consists of two essential stages. First, in §4.1, for a given teacher network, such as SiamRPN, we obtain a “dim” student with a reduced architecture via Deep Reinforcement Learning (DRL). Then, the “dim” student is further simultaneously trained with an “intelligent” student via the proposed distillation model, facilitated by a teacher-students learning mechanism (see §4.2).

4.1 “Dim” Student Selection

Inspired by N2N [1] originally introduced for compressing classification networks, we transfer the form of selecting a student tracker with a reduced network architecture to learn an agent with an optimal compression strategy (policy) by DRL. We introduce several new techniques to adapt the standard N2N classification method for Siamese trackers. This includes carefully designed variables in reinforcement learning and a practical tracking performance evaluation strategy for DRL.

Variables in Reinforcement Learning: In our task, the agent for selecting a small and reasonable tracker is learned from a sequential decision-making process by policy gradient DRL. The whole decision process can be modeled as a Markov Decision Process (MDP), which is defined as the tuple $M = (S, A, T, R, \gamma)$.

The state space $S$ is a set of all possible reduced network architectures derived from the teacher network. $A$ is the set of all actions to transform one network into another compressed one. Here, we use layer shrinkage [1] actions $a_t \in \{0.1, 0.2, \ldots, 1\}$ by changing the configurations of each layer, such as kernel size, padding, and number of output filters. To ensure that the size of the two networks’ (teacher and student) feature maps are consistent, we only change the channel numbers of each layer. Moreover, we add a constraint on the RPN part of the SiamRPN sub-networks to force the classification and regression branches to perform the same action. This ensures that the final output channels of the networks remain unchanged after the compression operation. $T : S \times A \rightarrow S$ is the state transition function, and $\gamma$ is the discount factor in MDP. To maintain an equal contribution for each reward, we set $\gamma$ to 1. $R$ is the reward function, which is designed to achieve a trade-off between tracking accuracy and compression rate. The formulation is as follows:

$$R = C(2 - C) \cdot \frac{\text{acc}_s}{\text{acc}_t}, \quad (6)$$

where $C = 1 - \frac{S_t}{S}$ is the relative compression rate of a student network with size $S_t$ compared to a teacher with size $S_t$, and $\text{acc}_s$ and $\text{acc}_t$ are the validation accuracy of the student and teacher networks.

Practical Tracking Evaluation: To obtain an accurate evaluation of the networks’ performance, we propose a new tracking performance evaluation strategy. First, we select a fixed number of image pairs from each class of a whole dataset to form a small dataset that includes a training subset and validation subset. After tuning on the training subset, the student networks are evaluated on the validation subset. Here, we define a new accuracy metric for tracking by selecting the top-$N$ proposals with the highest confidence and calculating their overlaps with the ground-truth boxes for $M$ image pairs from the validation subset:

$$\text{acc} = \sum_{i=1}^{M} \sum_{j=1}^{N} o(g_i, p_{ij}), \quad (7)$$

where $p_{ij}$ ($i \in [1, 2, \ldots, M]; j \in [1, N]$) denotes the $j$-th proposal of the $i$-th image pair, $g_i$ is the corresponding ground-truth and $o$ is the overlap function. At each step, the policy network outputs $N_a$ actions and the reward is defined as the average reward of generated students:

$$R_t = \frac{1}{N_a} \sum_{i=1}^{N_a} R_{t_i}. \quad (8)$$

Training Solution. Given a policy network $\theta$ and the predefined MDP, we use a policy gradient network learning to compress Siamese trackers and a policy gradient algorithm to optimize the network step by step. With the parameters of the policy network denoted as $\theta$, our objective function is the expected reward over all the action sequences $a_{1:T}$:

$$J(\theta) = E_{a_{1:T} \sim P_{\theta}(R)}(R). \quad (9)$$

We use REINFORCE [76] to calculate the gradient of our policy network. Given the hidden state $h_t$, the gradient is formulated as:

$$\nabla_{\theta} J(\theta) = \nabla_{\theta} E_{a_{1:T} \sim P_{\theta}(R)}(R) = \sum_{t=1}^{T} E_{a_{1:T} \sim P_{\theta}(R)} \nabla_{\theta} \log P_{\theta}(a_t | a_{1:t-1}) R_t \quad (10)$$

$$\approx \sum_{t=1}^{T} \left[ \nabla_{\theta} \log P_{\theta}(a_t | h_t) \frac{1}{N_a} \sum_{i=1}^{N_a} R_{t_i} \right],$$

where $P_{\theta}(a_t | h_t)$ is the probability of actions controlled by the current policy network with hidden state $h_t$. $R_{t_i}$ is the reward of the current $k$-th student model at step.
4.2 Teacher-Students Knowledge Distillation

After the network selection, we obtain a “dim” student network with poor comprehension due to the small model size. To pursue more intensive knowledge distillation and favorable tracking performance, we propose a Teacher-Students Knowledge Distillation (TSsKD) model. It encourages teacher-student knowledge transfer as well as mutual learning between students, which serves as more flexible and appropriate guidance. In §4.2.1, we elaborate the teacher-student knowledge transfer (distillation) model. Then, in §4.2.2, we describe the student-student knowledge sharing strategy.

4.2.1 Teacher-Student Knowledge Transfer

In the teacher-student knowledge transfer model, we introduce a transfer learning approach to capture the knowledge in teacher networks. It contains two components: the Siamese Target Response (STR) learning and distillation loss. The former is used for transferring the middle-level feature maps without background disturbance to the student from the teacher. This provides clean critical middle-level semantic hints to the student. The latter includes two sub-loss: the Teacher Soft (TS) loss and Adaptive Hard (AH) loss, which allows the student to mimic the high-level outputs of the teacher network, such as the logits [32] in the classification model. This loss can be viewed as a variant of KD methods [32], [7], which are used to extract dark knowledge from teacher networks. Our transfer learning approach includes both classification and regression and can be incorporated into other networks by removing the corresponding part.

Siamese Target Response (STR) Learning. In order to
lead a tracker to concentrate on the same target as a teacher, we propose a background-suppression Siamese Target Response (STR) learning method in our framework. Based on the assumption that the activation of a hidden neuron can indicate its importance for a specific input, we transfer the semantic interest of a teacher onto a student by forcing it to mimic the teacher’s response map. We gather the feature responses of different channels into a response map by a mapping function $F: \mathbb{R}^{C \times H \times W} \rightarrow \mathbb{R}^{H \times W}$, which outputs a 2D response map from the 3D feature maps provided. We formulate this as:

$$F(U) = \sum_{i=1}^{C} |U_i|,$$  \hspace{1cm} (13)

where $U_i \in \mathbb{R}^{H \times W}$ is the $i$th channel of a spatial feature map, and $|\cdot|$ represents the absolute values of a matrix. In this way, we squeeze the responses of different channels into a single response map.

Siamese trackers have two weight-sharing branches with different inputs: a target patch and a larger search region. Different from the detection [7] requiring multiple responses on objects in the search region, our tracking task only needs one ideal high target response in both search region and template patch, respectively. To learn the target responses of both branches, we combine their learning process. Since we found that the surrounding noise in the search region’s response will disturb the response learning of the other branch due to the existence of distractors, we set a weight on the teacher’s and target branch, respectively. Where $W^j_T = Q^j_T \cdot W^j_T$ is the weight on the teacher’s $j$th feature map. The students’ variables, such as $W^j_S$, are defined in the same way.

By introducing this weight, which rearranges the importance of different areas in the search region according to their similarities with the target, the response activation is concentrated on the target. This keeps the response maps from the two branches consistent and enhances the response learning. An example of our multi-layer Siamese target response learning is shown in Fig. 3. The comparison of response maps with and without weights shows that the surrounding noise is suppressed effectively. It is worth mentioning that our STR method is the first attempt to do feature learning on Siamese networks.

**Distillation Loss.** Our distillation loss contains two critical components: the teacher soft loss, which is used to imitate the teacher, and the adaptive hard loss which is designed to integrate the ground-truth.

1) **Teacher Soft (TS) Loss.** We set $C_s$ and $B_s$ as the student’s classification and bounding box regression outputs, respectively. $C_t$ and $B_t$ represent the teachers’ variables. In order to incorporate the dark knowledge [32] that regularizes students by placing emphasis on the relationships learned by the teacher network across all the outputs, we need to ‘soften’ the output of classification. We set $P_t = \text{softmax}(C_t/\text{temp})$, where temp is a temperature parameter used to obtain a soft distribution [32]. Similarly, $P_s = \text{softmax}(C_s/\text{temp})$. Then, we formulate the TS loss as follows:

$$L^{\text{TS}} = L^{\text{TS}}_{\text{cls}}(P_s, P_t) + L^{\text{TS}}_{\text{reg}}(B_s, B_t),$$  \hspace{1cm} (17)

where $L^{\text{TS}}_{\text{cls}} = \text{KL}(P_s, P_t)$ is a Kullback Leibler (KL) divergence loss on the soft outputs of the teacher and student. $L^{\text{TS}}_{\text{reg}}$ is the original regression loss of the tracking network.

2) **Adaptive Hard (AH) Loss.** To make full use of the ground-truth $G$, we combine the outputs of the teacher network with the original hard loss of the student network. For the regression loss, we employ a teacher bounded regression loss [7].

$$L^{\text{AH}}_{\text{reg}}(B_s, B_t, G_{\text{reg}}) = \begin{cases} L_r(B_s, G_{\text{reg}}), & \text{if } \text{gap} < m, \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (18)

where $\text{gap} = L_r(B_t, G_{\text{reg}}) - L_r(B_s, G_{\text{reg}})$ is the gap between the student’s and the teacher’s loss ($L_r$ is the regression loss of the tracking network) with the ground-truth. $m$ is a margin. This loss aims to keep the student’s regression vector close to the ground-truth when its quality is worse than the teacher. However, once it is close to or outperforms the teacher network, we remove the loss for the student to avoid over-fitting. For the classification loss, there is no unbounded issue in the discrete classification task [7]. Thus, we directly use the
student’s original classification loss \( L_{\text{cls}}^{\text{AH}} \). Finally, our AH loss is defined as follows:

\[
L^{\text{AH}} = L_{\text{cls}}^{\text{AH}}(C, G_{\text{cls}}) + L_{\text{reg}}^{\text{AH}}(B, B_t, G_{\text{reg}}).
\]  

(19)

Then, incorporated with the TS loss, our distillation loss is formulated as,

\[
L^D = \eta L^{\text{TS}} + \lambda L^{\text{AH}},
\]

(20)

where \( \eta \) and \( \lambda \) are balance parameters. It is worth mentioning that our \( L^D \) is not a simple extension of the distillation loss for object detection (denoted as \( L^D \)) in [7]. To closely analyze the differences, we reformulate it as the summary of the soft loss and hard loss, i.e. \( L^D = L^S + L^H \), where

\[
L^S = (1 - \mu) L_{\text{cls}}^{\text{TS}}(P_s, P_t),
\]

(21)

\[
L^H = \mu L_{\text{cls}}^{\text{AH}}(C, G_{\text{cls}}) + L_{\text{reg}}^{\text{AH}}(B, B_t, G_{\text{reg}}) + \nu L_{\text{r}}(B, G_{\text{reg}}).
\]

(22)

To focus on the major components of these losses, we ignore the impact of the balance parameters \( (\mu, \nu) \). Comparing Eq. (17) with (22), the previous soft loss \( L^S \) lacks the teacher regression loss \( L_{\text{reg}}^{\text{TS}} \). In the detection task, the teacher may provide wrong guidance [7]. However, in visual tracking which can be regarded as a one-shot single target detection task, the teacher’s regression output is accurate enough. Furthermore, lacking the teacher regression loss indicates that the \( L^S \) loss can not push the student network to imitate the regression branch of the teacher as much as possible or fully mine the underlying knowledge inside the teacher. Thus, we add the regression loss \( L_{\text{reg}}^{\text{TS}} \) into the proposed distillation loss. Comparing Eq. (19) with (22), the previous hard loss \( L^H \) contains an additional regression loss \( L^r = L_{\text{r}}(B, G_{\text{reg}}) \), which is a little redundant for two reasons. Firstly, when the student performs worse than the teacher \( \text{(gap} < m) \), \( L^r \) provides the same information as \( L^{\text{AH}} \). If the student performs similar to or better than the teacher network, which means that the student has learnt enough knowledge from the ground-truth, \( L^r \) will not offer additional information for training. In contrast, the strong supervision from \( L^r \) easily leads to over-fitting on some samples. Therefore, we remove \( L^r \) in our distillation loss.

Overall Loss. By combining the above STR loss and distillation loss, the overall loss for transferring knowledge from a teacher to a student is defined as follows:

\[
L^{\text{KT}} = \omega L^{\text{STR}} + \eta L^{\text{TS}} + \lambda L^{\text{AH}}.
\]

(23)

4.2.2 Student-Student Knowledge Sharing

Based on our teacher-student distillation model, we propose a student-student knowledge sharing mechanism to further narrow the gap between the teacher and the “dim” student. As an “intelligent” student with a larger model size usually learns and performs better (due to its better comprehension), sharing its knowledge is likely able to inspire the “dim” one to develop a more in-depth understanding. On the other side, the “dim” student can do better in some cases and provide some useful knowledge too. To capture the useful knowledge and reduce the “bad” knowledge from the “dim” student, we propose a conditional suppressed weighting for our knowledge sharing. It is worth mentioning that our experimental results show the proposed knowledge sharing is effective for a variety of tracking challenges, especially in case of deformation and background clutter. More details are presented in §5.5.

We take two students as an example and denote them as a “dim” student s1 and an “intelligent” student s2. For a true distribution \( p(x) \) and the predicted distribution \( q(x) \), the KL divergence on \( N \) samples is defined as:

\[
D_{\text{KL}}(p||q) = \sum_{i=1}^{N} p(x_i) \log \frac{p(x_i)}{q(x_i)}
\]

(24)

\[
= -H(p(x)) + (-\sum_{i=1}^{N} p(x_i) \log q(x_i))
\]

\[
= -H(p(x)) + L_{\text{CE}}(p, q),
\]

where \( H \) is the entropy and \( L_{\text{CE}} \) is the cross-entropy. We can see that, unlike the traditional cross-entropy loss, the KL divergence loss contains an entropy item of the label (true distribution). The tracking classification output can be regarded as a probability distribution function (PDF). If \( p(x) \) is a hard label and thus a fixed constant, the KL divergence and cross-entropy loss are equal during training. However for the knowledge sharing, \( p(x) \) is a differentiable output of the other student. Compared to the cross-entropy loss, the KL divergence (also known as relative entropy) offers a more accurate supervision signal for the training and can better measure the similarity of two PDFs. Therefore, we use KL divergence loss as the classification loss for knowledge sharing.

For a proposal \( d_i \) in a Siamese tracker, assume that the predicted probabilities of being target by s1 and s2 are \( p_1(d_i) \) and \( p_2(d_i) \), respectively. The predicted bounding-box regression values are \( r_1(d_i) \) and \( r_2(d_i) \). To improve the learning effect of s1, we obtain the knowledge shared from s2 by using its prediction as prior knowledge. The KL divergence is defined as:

\[
L_{\text{KS}}^{\text{S1}\left|\text{s2}\right.} = \sum_{i=1}^{N} (p_1(d_i) \log \frac{p_1(d_i)}{p_2(d_i)} + (1 - p_1(d_i)) \log \frac{1 - p_1(d_i)}{1 - p_2(d_i)}).
\]

(25)

For regression, we use the smooth \( L_1 \) loss:

\[
L_{\text{reg}}^{\text{S1}\left|\text{s2}\right.} = \sum_{i=1}^{N} L_1(r_1(d_i) - r_2(d_i)).
\]

(26)

The knowledge sharing loss for s1 can be defined as:

\[
L_{\text{KS}}^{\text{S1}\left|\text{s2}\right.} = L_{\text{cls}}^{\text{KS}}(\text{s1}\left|\text{s2}\right.) + L_{\text{reg}}^{\text{KS}}(\text{s1}\left|\text{s2}\right.).
\]

(27)

However, there exists some representation inaccuracy during the sharing process, especially at the first several
epochs. To filter out the reliable shared knowledge, we introduce a conditional suppressed weighting function \( \sigma \) for \( L_{KS}^{KD} \):

\[
\sigma(s1) = \begin{cases} f(e) & \text{if } L_{CT}^{GT}(s2) - L_{CT}^{GT}(t) < h, \\ 0 & \text{otherwise.} \end{cases}
\]  

\( f(e) \) is a function that decreases geometrically with current epoch \( e \). Our knowledge transfer and sharing run simultaneously, which prevents the accumulation of the representation errors. The overall knowledge distillation loss with conditional knowledge sharing is defined as:

\[
L_{s1}^{KD} = L_{s1}^{KT} + \sigma(s1)L_{KS}^{KS}(s1||s2). \tag{29}
\]

In this way, we ensure that the shared knowledge offers accurate guidance to s1 and enhances the training. For s2, the loss is similar:

\[
L_{s2}^{KD} = L_{s2}^{KT} + \beta \cdot \sigma(s2)L_{KS}^{KS}(s2||s1), \tag{30}
\]

where \( \sigma(s2) \) is defined in the same way as \( \sigma(s1) \) and \( \beta \) is a discount factor on account of the difference in reliability of the two students. Considering the “dim” student’s worse performance, we set \( \beta \in (0, 1) \).

Finally, to train two students simultaneously, the loss for our TSsKD is:

\[
L^{KD} = L_{s1}^{KD} + L_{s2}^{KD}. \tag{31}
\]

### 5 Experiments

To demonstrate the effectiveness of the proposed method, we conduct experiments on SiamFC [3], SiamRPN [43] (VOT version as in [43]) and SiamRPN++ [45]. For the simple Siamese trackers (SiamRPN [43] and SiamFC [3]), since there is no smaller classic handcrafted structure, we first search and then train a proper “dim” student via our framework. We evaluate the distilled trackers on several benchmarks and conduct an ablation study (from §5.1 to §5.5).

Furthermore, to validate our TSsKD on well-designed handcrafted structures, we distilled SiamRPN++ trackers with different backbones (§5.6). Note that all experiments, unless otherwise stated, are conducted using two students.

#### 5.1 Implementation Details

**Reinforcement Learning Setting.** In the “dim” student selection experiment, an LSTM is employed as the policy network. The size of its inputs and outputs is 5 and 11, respectively. A small representative dataset (about 10,000 image pairs) is created by selecting images uniformly from several classes in the whole dataset to train the corresponding tracker. The policy network is updated over 50 steps. In each step, three compressed networks are generated and trained from scratch for 10 epochs. We observe heuristically that this is sufficient to compare performance. After each step, the policy network is optimized via Adam with learning rate being 0.003. Both SiamRPN and SiamFC use the same settings.

**Training Datasets.** For SiamRPN, as with the teacher [38], we pre-process four datasets: ImageNet VID [61], YouTube-BoundingBoxes [58], COCO [47] and ImageNet Detection [61], to generate about two million image pairs with 127×127 pixel target patches and 271×271 pixel search regions. Unlike SiamRPN, our student does not need a backbone pre-trained on ImageNet and can learn good discriminative features via STR. To make the model robust to gray videos, 25% of the pairs are converted into grayscale during training. Moreover, a translation within 12 pixels and a resize operation varying from 0.85 to 1.15 are performed on each training sample to increase the diversity. Our SiamFC is trained on ImageNet VID [61] with 127×127 pixels and 255×255 pixels for the two inputs, respectively, which is consistent with SiamFC [3].

**Optimization.** During the teacher-students knowledge distillation, “intelligent” students are generated by halving the convolutional channels of the teachers (SiamRPN and SiamFC). SiamRPN’s student networks are warmed up by training with the ground-truth for 10 epochs, and then trained for 50 epochs with the learning rate exponentially decreasing from 10^{-2} to 10^{-4}. As with the teacher, SiamFC’s student networks are trained for 30 epochs with a learning rate of 10^{-2}. All the losses used in the experiments are reported in Table 1. The other hyperparameters are set to: \( m = 0.005, \omega = 100, \eta = 1, \lambda = 0.1, temp = 1, h = 0.005 \) and \( \beta = 0.5 \). We set these
Fig. 5. Losses comparison, including training loss of the (a) SiamRPN and (b) SiamFC students, and validation loss of the (c) SiamRPN and (d) SiamFC students.

weights according to the empirical settings and the scale of different loss components.

| DSTfc | conv1 | conv2 | conv3 | conv4 | conv5 | rpn lsp1/l2 | rpn lpr/l2 |
|-------|-------|-------|-------|-------|-------|-------------|-------------|
| 1,128 | 192   | 192   | 192   | 192   | 192   | 192         | 192         |

| DSTrpn | conv1 | conv2 | conv3 | conv4 | conv5 | rpn lsp1/l2 | rpn lpr/l2 |
|--------|-------|-------|-------|-------|-------|-------------|-------------|
| 1,128  | 192   | 192   | 192   | 192   | 192   | 192         | 192         |

TABLE 2
Detailed convolutional structures of DSTfc and DSTrpn. The numbers denote the input and output channel numbers of the corresponding convolutional layers.

5.2 Evaluations of “Dim” Student Selection

Training Details. As shown in Fig. 4(a), the complicated architecture of SiamRPN caused several inappropriate SiamRPN-like networks to be generated in the top 30 iterations, leading to unstable accuracies and rewards. After five iterations, the policy network gradually converges and finally achieves a high compression rate. On the other side, the policy network of SiamFC converges quickly after several iterations due to its simple architecture (See Fig. 4(b)). The compression results show that our method is able to generate an optimal architecture regardless of the teacher’s complexity. Finally, two reduced models of size 19.7 MB and 0.7 MB for SiamRPN (361.8 MB) and SiamFC (9.4 MB) are generated. The detailed structures of the reduced models, DSTrpn and DSTfc, are shown in Table 2.

Loss Comparison. We also compare the losses of different student networks. As shown in Fig. 5, the “intelligent” students (denoted as Student1) have a lower loss than the “dim” ones (denoted as Student2) throughout the whole training and validation process, and maintain a better understanding of the training dataset. They provide additional reliable knowledge to the “dim” students which further promotes more intensive knowledge distillation and better tracking performance.

5.3 Benchmark Results

Results on OTB-100. On the OTB-100 benchmark [77], a conventional method for evaluating trackers is one-pass evaluation (OPE). To measure the performance with different initializations, we use spatial robustness evaluation (SRE) and temporal robustness evaluation (TRE). SRE uses different bounding boxes in the first frame and TRE starts at different frames for initialization. We compare our DSTrpn (SiamRPN as teacher) and DSTfc (SiamFC as teacher) trackers with various recent fast trackers (more than 50 FPS), including the teacher networks SiamRPN [43] and SiamFC [3], Siam-tri [20], TRACA [8], HP [23], Cnet2 [69], and fDSST [18]. The evaluation metrics include both precision and success plots in OPE [77], where ranks are sorted using precision scores with center error less than 20 pixels and Area-Under-the-Curve (AUC). In Fig. 6, our DSTrpn outperforms all the other trackers in terms of precision and success plots. As for speed, DSTrpn runs at an extremely high speed of 265 FPS, which is nearly 3× faster than SiamRPN (90 FPS) and obtains the same (even slightly better) precision and AUC scores. DSTfc runs more than 2× faster than SiamFC with comparable performance.

Results on VOT2019, LaSOT and TrackingNet. We also conduct extensive experiments on challenging and large-scale datasets, including VOT2019 [39], LaSOT [21] and TrackingNet [51], to evaluate the generalization of
Fig. 8. Sample results of SiamRPN and our DSTrpn on OTB-100 [77] sequences (Biker, Jogging-2 and Subway). On these sequences, our DSTrpn outperforms SiamRPN while running at a much faster speed.

| VOT 2019 | TrackingNet |
|----------|--------------|
| ECO [15] | /            |
| MDNet [53]| /            |
| DaSiamRPN [86]| /            |
| SiamRPN [43]| 0.272        |
| SiamFC [3]| 0.183        |
| DSTrpn   | 0.247        |
| DSTfc    | 0.182        |

| FaceTracking |
|--------------|
| ECO [15]     | 0.538        |
| MDNet [53]   | 0.499        |
| LGT [56]     | 0.559        |
| SiamRPN [43] | 0.453        |
| SiamFC [3]   | 0.425        |
| DSTrpn       | 0.452        |
| DSTfc        | 0.430        |

TABLE 3
Results comparison on VOT2019 [39] in terms of EAO, A (Accuracy) and R (Robustness), LaSOT [21] and TrackingNet [51] in terms of AUC, P (Precision).

TABLE 4
Comparison on FaceTracking [56] in terms of AUC and P (Precision).

our method. On VOT2019, the trackers are ranked by EAO (Expected Average Overlap) while on LaSOT and TrackingNet, OP and DP are used. We compare DaSiamRPN [86], ECO [15], MDNet [53], and our baselines: SiamRPN [38] and SiamFC [3].

As shown in Table 3 and Fig. 7, the model size of our DSTrpn (or DSTfc) is further smaller than its teacher model SiamRPN (or SiamFC), while the AUC scores on two large-scale datasets are very close (about 0.02 on DSTrpn) to the teacher. This strongly demonstrates the robustness of the two distilled trackers on long and various videos. Based on SiamRPN [43], DaSiamRPN introduces a distractor-aware model updating strategy, as well as a global detection module. Note that, our DSTrpn achieves better performance than DaSiamRPN in both two datasets while maintaining smaller model size and not using any complex strategy or additional module. Via the proposed KD training, our trackers achieve comparable performance with few accuracy losses and much higher speeds on long and challenging videos.

Results on FaceTracking. Face tracking is one of the important scenarios for evaluating tracking models. We evaluate our methods on FaceTracking [56], the results are shown in Table 4. AUC and distance precision are used on both benchmarks like TrackingNet [51]. We compare ECO [15], MDNet [53], LGT [56], and our baselines: SiamRPN [38] and SiamFC [3]. Our distilled trackers obtain comparable or even slightly better performance. These results further demonstrate the effectiveness and generalization of the proposed KD method.

5.4 Qualitative Evaluation
We compare our DSTrpn method with SiamRPN [43] on several challenging sequences from OTB-100 [77] in Fig. 8. The previous knowledge distillation (KD) work [60] has revealed that the student model with KD can outperform the teacher in some cases or on some
Fig. 9. Overlap success plots of OPE with AUC for 11 tracking challenges on OTB-100 [77] including: Illumination Variation (IV), Scale Variation (SV), Occlusion (OCC), Deformation (DEF), Motion Blur (MB), Fast Motion (FM), In-Plane Rotation (IPR), Out-of-Plane Rotation (OPR), Out-of-View (OV), Background Clutter (BC) and Low Resolution (LR). Our method achieves the best performance.

5.5 Ablation Study

Knowledge Transfer Components. The teacher-student knowledge transfer consists of three components: (i) AH loss, (ii) TS loss, and (iii) STR loss. We conduct an extensive ablation study by implementing a number of variants using different combinations, including (1) GT: simply using hard labels, (2) TS, (3) GT+TS, (4) AH+TS, (5) TS+STR, (6) GT+TS+STR, and (7) AH+TS+STR (the full knowledge transfer method). Table 5 shows our results on SiamFC and SiamRPN.
of a pre-trained backbone. When using the TS loss to train student, we observe a significant improvement in terms of precision (15.8\%) and AUC (15.7\%). However, directly combining GT and TS (GT+TS) could be sub-optimal due to over-fitting. By replacing GT with AH, AH+TS further boosts the performance for both metrics. Finally, by adding the STR loss, the model (AH+TS+STR) is able to close the gap between the teacher and student, outperforming other variants. In addition to the results shown in Table 5, we do two more studies for the final model (AH+TS+STR) to further demonstrate the impact of the newly proposed weighting strategy in STR and distillation loss (AH+TS). In the first study, we remove the weighting strategy and achieved the worse Precision (0.814) and lower AUC (0.609). In the second one, we replace our distillation loss with the bounded loss [7] and got a reduced performance of 0.817 and 0.612 in terms of the Precision and AUC, respectively. SiamFC only employs the classification loss, so GT is equal to AH and we use GT here. Results show that the gaps are narrower than SiamRPN but improvements are still obvious. These results clearly demonstrate the effectiveness of each component.

**Different Learning Mechanisms.** To evaluate our TSsKD model, we also conduct an ablation study on different learning mechanisms: (i) NOKD: trained with hard labels, (ii) TSKD: our tracking-specific teacher-student knowledge distillation (transfer) and (iii) TSsKD. “Student1” and “Student2” represent the “dim” and “intelligent” student, respectively. Students are trained following different paradigms and results can be seen in Table 6. With KD, all students are improved. Moreover, with the knowledge sharing in our TSsKD, the “dim” SiamRPN student gets a performance improvement of 2.2\% in terms of AUC. The “dim” SiamFC student gets a 1.6\% improvement. More specifically, the shared knowledge from the “intelligent” student is effective and provides promising improvement on all challenging tracking cases. As shown in Fig. 10, TSsKD outperforms TSKD on all 11 challenging attributes of OTB-100 [77]. In terms of DEF (Deformation) and BC (Background Clutter), knowledge sharing obtains a significant improvement of more than 4\%. The TSsKD model obviously enhances the robustness of “dim” student. Besides, the “intelligent” SiamRPN and SiamFC students get slight improvements (0.3\%) as well. Fusing the knowledge from the teacher, ground-truth and “intelligent” student, the “dim” SiamRPN student obtains the best performance.

**Experiments on More Students.** Our TSsKD model can be extended to more students. Given n students s1, s2, ..., sn, the objective function for si is as follows:

\[
L_{si}^{KD} = L_{si}^{KT} + \frac{1}{n} \sum_{j=1}^{n} \beta_{ij}(s_i(s_1||s_j))L_{si}^{KS}(s_i||s_j).
\]

Here \(\beta_{ij}\) is the discount factor between si and sj considering their different reliabilities. For example, in our case of two students, \(\beta_{12} = 1\) and \(\beta_{12} = 0.5\). We conduct an experiment using different numbers of student and...
report the results in Fig. 11. Students are generated by reducing the number of convolutional channels to a scale (0.4, 0.45, 0.5, 0.55). In our case, since our “dim” students already achieve a performance similar to the teacher’s with only one “intelligent” student, more students do not bring significant improvements.

**Sensibility Evaluation.** To further evaluate the robustness of the proposed KD methods, we select several models generated during the DRL process to evaluate our method’s sensibility to model selection. In this experiment, we select several models and Table 7 reports their tracking performance on OTB [77]. We can see that their performances are very comparable to the teacher’s, verifying our method’s robustness to the architectures of the searched networks.

**Grayscale.** To evaluate the impact of grayscales on the training of student networks, we conduct an experiment to train them with different scales of gray images and test them on OTB dataset [77]. As shown in Table 8, 15% to 25% is a suitable setting for performance, and too many or too few gray images in the training will cause a performance drop.

**CPU Speed.** To provide a more practical speed comparison of different networks, we also test them on an Intel(R) Xeon(R) 2.20GHz CPU. In this computation-constrained running environment, our DSTrpn and DSTfc can run at a speed of 20 and 30 FPS, respectively, which is close to real-time speed. SiamRPN and SiamFC only achieve 8 and 12 FPS. These results clearly demonstrate our merits.

### 5.6 Extended Experiments on SiamRPN++

The backbone network of SiamRPN++ is pre-trained on ImageNet for image labeling. Two sibling convolutional layers are attached to the stride-reduced ResNet-50 to perform proposal classification and bounding box regression with five anchors. Three randomly initialized 1x1 convolutional layers are attached to conv3, conv4, conv5 for reducing the feature dimension to 256. The whole network is trained with stochastic gradient descent (SGD) on the four datasets as with SiamRPN.

![Table 7](image)

| DRL Iteration times | 35 | 40 | 45 |
|---------------------|----|----|----|
| SiamRPN             | 0.645 | 0.646 | 0.642 |
| SiamFC              | 0.373 (DSTfc) | 0.380 | 0.376 |

**TABLE 7**

AUC score of searched students in different DRL iterations, tested on the OTB [77].

| Grayscale | 0% | 5% | 15% | 25% | 35% |
|-----------|----|----|-----|-----|-----|
| DSTrpn    | 0.821 | 0.631 | 0.643 | 0.646 | 0.640 |
| DSTfc     | 0.565 | 0.570 | 0.374 | 0.373 | 0.369 |

**TABLE 8**

AUC score of students trained with different scales of gray images, tested on the OTB [77].

A warmup learning rate of 0.001 is used for the first five epochs to train the RPN branches. For the last 15 epochs, the whole network is end-to-end trained with the learning rate exponentially decayed from 0.005 to 0.0005. A weight decay of 0.0005 and momentum of 0.9 are used. The training loss is the sum of the classification loss and the standard smooth L1 loss for regression.

The backbone of SiamRPN++ is deep and it is difficult to obtain a reliable performance without pre-training it on ImageNet, so it is not suitable to use the same reinforcement learning method as SiamRPN. On the other side, there are many smaller classic networks with guaranteed performance (such as ResNet18, ResNet34 [29]), which can be selected as our student models. In this part, we first train the original SiamRPN++ tracker (with ResNet50 as the backbone). Then, two SiamRPN++ models with a pre-trained ResNet34 and ResNet18 backbone are trained simultaneously as the students in our TSsKD. As shown in Table 9, our TSsKD can further improve the SOTA SiamRPN++ trackers with small backbones (ResNet34 or ResNet18). All training settings are kept the same as in [45]. We can see that, with the proposed knowledge distillation method, both trackers are improved significantly on all benchmarks.

### 6 Conclusion

This paper proposed a new Distilled Siamese Tracker (DST) framework to learn small, fast and accurate trackers from larger Siamese trackers. This framework is built upon a teacher-students knowledge distillation model that includes two types of knowledge transfer: 1) knowledge transfer from teacher to students by a tracking-specific distillation strategy; 2) mutual learning between students in a knowledge sharing manner. The theoretical analysis and extensive empirical evaluations on two Siamese trackers have clearly demonstrated the generality and effectiveness of the proposed DST. Specifically, for the SOTA SiamRPN, the distilled tracker achieved a high compression rate, ran at an extremely high speed, and obtained a similar performance as the teacher. Thus, we believe such a distillation method could be used for improving many SOTA deep trackers for practical tracking tasks.
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