Back-action evading impulse measurement with mechanical quantum sensors
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The quantum measurement of any observable naturally leads to noise added by the act of measurement. Approaches to evade or reduce this noise can lead to substantial improvements in a wide variety of sensors, from laser interferometers to precision magnetometers and more. In this paper, we develop a measurement protocol based upon pioneering work by the gravitational wave community which allows for reduction of added noise from measurement by coupling an optical field to the momentum of a small mirror. As a specific implementation, we present a continuous measurement protocol using a double-ring optomechanical cavity. We demonstrate that with experimentally-relevant parameters, this protocol can lead to significant back-action noise evasion, yielding measurement noise below the standard quantum limit over many decades of frequency.
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I. INTRODUCTION

The precision of any measurement is limited by noise. Beyond technical sources of noise such as thermal backgrounds, quantum mechanics imposes a fundamental source of noise: the act of measurement itself can disturb the system being observed. However, the noise added by the measurement depends on how and what we probe, and in some settings can be reduced or even removed by a judicious choice of measurement protocol.

In an optomechanical system such as a laser interferometer, the noise added by measurement can be decomposed into two parts. The first is shot noise, coming from the finite counting statistics of the photons used to probe the mechanical system. The other is measurement back-action noise, which arises because of fluctuations in the radiation pressure of the light [1, 2]. Early on, it was realized that direct momentum measurements could be used to reduce measurement-added noise [3, 4]. In the context of gravitational wave detection, Braginsky and Khalili proposed a concrete velocity-meter scheme in 1990 [5], and this idea has recently been revisited [6–11], with a prototype experiment in progress [12]. Other recent work has proposed using a discrete momentum measurement for noise reduction in sensing of forces [13].

Here, we examine the use of continuous momentum measurement to evade back-action noise in the setting of broadband force sensing, i.e., the detection of rapid impulses. For other approaches to back-action evasion, see for example [14–18]. The core idea of our scheme is to monitor the momentum of a mechanical system by coherently integrating the discrete time derivative of the position. In the limit of low optical losses, this becomes equivalent to direct momentum measurement. In the ideal setting of a free-falling mirror without dissipation or losses, such a measurement would enable a complete elimination of all measurement-added noise, since one can further eliminate shot noise by ramping up the probe laser power. To examine imperfections and experimental challenges, we study a practical implementation using a pair of ring cavities, including loss and mechanical noise, which still allows for significant reduction of measurement-added noise.

The detection of rapid, small impulses is ubiquitous in physics, and these ideas should have broad applicability. In metrology, our broadband approach for op-
tomechanical sensing enables applications such as detection of individual low-energy photons or gas collisions with a mechanical element, which would enable quantum noise-limited pressure calibrations [19–24] and force sensing [25–29]. In particle physics, low-threshold detection of energy deposition is of crucial importance in many contexts, for example the detection of light dark matter candidates [30–33] and astrophysical neutrinos [34–37]. A concrete application which drove this work is the detection of tiny gravitational forces generated by transient dark matter particles [38], and this example is studied in detail in section III B.

II. CONTINUOUS MOMENTUM MEASUREMENT

We begin with a conceptual outline of the advantages that momentum sensing can provide over position sensing in the context of short signals. Consider the classic argument for the “standard quantum limit” (SQL) in a position measurement [1, 2]. By measuring the system’s position, we reduce the position uncertainty $\Delta x$ while increasing its momentum uncertainty $\Delta p$. Assuming the system Hamiltonian is essentially free between measurements, this state will spread to an uncertainty $\Delta x' = \Delta x + \tau \Delta p$ after a short time $\tau$. Thus, a subsequent measurement of the system will suffer this increased uncertainty. One could try to probe the system with more measurements (decrease the shot noise), but this will increase the momentum spread $\Delta p$ (increase the back-action). Position measurement then involves a fundamental trade-off between these two effects; the optimization leads to the SQL uncertainty $\Delta x^2_{\text{SQL}} = \hbar \tau / m$.

Momentum measurement, on the other hand, does not suffer from this competition. If we first measure the momentum of the system, this will decrease the momentum uncertainty $\Delta p$. The subsequent free evolution of the system will then preserve this uncertainty, since $[H, p] = 0$. One can therefore monitor the momentum with arbitrarily low noise by increasing the rate or strength of these momentum measurements. This represents the “quantum non-demolition” nature of the momentum measurement [3]. If the measuring apparatus is not truly free but has an external potential, for example a harmonic trap, the non-demolition behavior should hold as long as we perform measurements much faster than the internal dynamics of the device.

To illustrate this general idea, we now study a concrete optomechanical realization where two ring cavities share a common mechanical element, a two-sided mirror (see figure 1). The light interacts with the shared mirror twice from opposite directions with a short time delay $t_d$. In the first interaction, the light picks up a phase shift proportional to the mirror position $x(t)$ at the time of interaction $t$. After being run through an optical delay line and fed into a second cavity, the same light then picks up an additional phase shift $\propto -x(t + t_d)$, the mechanical position at the time of the second interaction. This imprints a discrete estimate of the mechanical velocity onto the phase of the light $\phi \sim x(t) - x(t + t_d)$, which can then be read out directly through an interferometer. The same basic setup was proposed in [5–10] as a “speedmeter”, with the goal of searching for gravitational waves. Here we focus instead on the use of this protocol for direct sensing of small impulses (momentum transfers) on a mechanical element.

\[ \Delta \phi \propto -x(t + t_d), \Delta p = -k \]

\[ \Delta \phi \propto x(t), \Delta p = +k \]

FIG. 1. Top: Concrete realization of a velocity measurement, using a pair of optical ring cavities separated by a delay line with a suspended mirror as the detector. Each probe photon imparts a momentum $+k$ on the central mirror in the first cavity. After going through a short delay line and into the second cavity, the photon then imparts a momentum $-k$ on the mirror, and is finally read out by an interferometer. The net phase picked up by the light is $\Delta \phi \propto x(t) - x(t + t_d) \propto v$. The two impulses cancel and lead to zero net impulse on the mirror, which amounts to a back-action evading measurement. Bottom: Quantum measurement-added force noise (shot noise plus back-action) in typical position sensing and velocity sensing protocols. Reduction of the back-action noise in the velocity protocol leads to substantial improvements in force sensitivity over a broad band at low frequencies. See figure 2 for detailed explanations of the behavior in this plot as well as the relevant detector parameters.
From this picture, one can see the microscopic mechanism for evasion of the back-action noise: fluctuations in the laser radiation pressure are equal and opposite between the two subsequent light-mechanical interactions, leading to a total change in the mirror momentum that approaches zero. In a practical setting, this cancellation is limited by optical losses. We now study this model using the tools of quantum optics to understand the roles of imperfections and noise in limiting this system for momentum measurement.

We remark that a short, sharp force applied to the system leads to a breaking of the quantum non-demolition condition. Thus, measuring the effect of a sharp force over a short time would best be done by monitoring the momentum before and after the event, such as a gas molecule hitting the mirror. However, here we show that continuous momentum measurement provides a similar benefit in the free fall limit.

A. Detector configuration and noise

Consider a pair of optical ring cavities which share a common mechanical element, taken to be a harmonic oscillator (e.g. a high-quality mirror suspended as a pendulum) with natural frequency $\omega_m$, used here as a resonator. If we monitor the system much more rapidly than its mechanical frequency, we can approximate the dynamics as those of a freely falling system with $\omega_m \to 0$. While $\omega_m \to 0$ can be achieved by simply dropping the system, keeping a mechanical tether and thus a finite $\omega_m$ allows us to track corrections from a confining potential to the quantum non-demolition benefits that we can hope to realize.

The combined optomechanical system formed by the cavities, mechanical resonator, and their baths can be characterized by the Hamiltonian

\[
H_{\text{tot}} = H_{\text{cav}} + H_{\text{mech}} + H_{\text{bath}}
\]

\[
H_{\text{cav}} = \hbar \omega a^\dagger a + \hbar \omega' a'^\dagger a'
\]

\[
H_{\text{mech}} = \frac{p^2}{2m} + \frac{1}{2}m\omega_m^2x^2.
\]

(1)

Here $a$ and $a'$ denote the annihilation operators for the optical cavities. The frequencies $\omega$ and $\omega'$ are the resonance frequencies of the cavities. These are functions of the lengths of the cavities, which in turn depend on the mechanical displacement $x$ of the resonator: $\omega = \omega(x), \omega' = \omega'(x)$. For small displacements, we can Taylor expand the frequencies, and obtain

\[
H_{\text{sys}} = \hbar \omega_c \left( a^\dagger a + a'^\dagger a' \right) + H_{\text{mech}} + \hbar \left( g_0 a^\dagger a + g_0 a'^\dagger a' \right) \frac{x}{x_0}.
\]

(2)

The first line contains the kinetic terms for the two cavities and the resonator, where we have taken the two cavities to have the same frequency $\omega_c = \omega(0) = \omega'(0)$ when the mirror is at its equilibrium position. The second line encodes the optomechanical coupling with strength $g_0 = x_0 \frac{d\omega}{dx} = -x_0 \omega_c/\ell = -g_0'$, where $\ell$ is the equilibrium length of the cavity and $x_0$ is a length parameter which transforms the coupling strength to a frequency. The key point is that the two cavity-mechanical couplings differ by a relative minus sign, corresponding to the fact that displacements of the resonator generate opposite frequency shifts in the two cavities.

We now examine the system using the input-operator formalism (see appendix [A] for a review in the case of a single-sided cavity). To understand the measurement procedure, we consider driving the first cavity with a monochromatic laser. This effectively displaces the cavity operators by $a \to (\alpha + a)e^{-i\omega L}, \omega' \to \omega L$, the frequency of the monochromatic laser and $\alpha = \sqrt{P/\hbar\omega L}$. The drive strength in terms of the laser power $P$ and cavity energy loss rate $\kappa$.

We have factored out the drive-frequency time dependence in the light fluctuations (i.e. we work in the frame co-rotating with the drive). As we are concerned with typical systems with $|g_0| \ll \omega_m$, we can linearize the interaction Hamiltonian around the drive. We choose a gauge such that $\alpha$ is purely real, and lock the laser to provide zero detuning $\Delta = \omega_L - \omega_c = 0$. We then obtain the total Hamiltonian for the system

\[
H_{\text{sys}} = H_{\text{mech}} + \hbar G x X - \hbar G' x' X'.
\]

(3)

Here $X = (a + a')/\sqrt{2}$ and similarly $X'$ are the amplitude quadratures of the cavity modes. The drive enhances the effective optomechanical coupling strength $G = \sqrt{2} \frac{\omega_0}{x_0} \alpha$ in the first cavity which has the dimension of a frequency per length; in the second cavity, we have $G' = -\sqrt{1 - L G}$, where $L$ represents loss of photons as they traverse the delay line. We will justify this shortly [see (4)].

The system is subject to dissipation via the bath $H_{\text{bath}}$. The cavity bath consists of the cavity photons leaking through the mirrors and the mechanical bath consists of, at least, ambient gas molecules in the chamber and phonons in any support structure. Tracing out the bath with the input-operator formalism, we can study the evolution of the system in the Heisenberg picture. The equations of motion of the cavities and resonator are

\[
\dot{X} = -\frac{\kappa}{2} X + X_{in}
\]

\[
\dot{Y} = -Gx - \frac{\kappa}{2} Y + Y_{in}
\]

\[
\dot{X'} = -\frac{\kappa}{2} X' + X'_{in}
\]

\[
\dot{Y'} = G' x - \frac{\kappa}{2} Y' + Y'_{in}
\]

\[
\dot{p} = -\hbar GX + \hbar G' X' - m\omega_m^2 x - \gamma p + F_{in}
\]

\[
\dot{x} = \frac{p}{m}.
\]

Here, $\gamma$ is the mechanical energy damping rate, $F_{in}$ is the external force (including noise) incident on the resonator, $Y = -i(a - a^\dagger)/\sqrt{2}$ and similarly $Y'$ are the
phase quadratures of the cavities, and \(X, Y, X', Y'\) represent the vacuum noise correlation functions of the form

\[
\langle X(t)X(t') \rangle = \langle Y(t)Y(t') \rangle = \kappa \delta(t-t')
\]

and similarly for the primed correlators. The force noise will be discussed in detail when needed.

Each cavity has both an input and output field associated to it. Ultimately we want to read out the phase quadratures of the second cavity. The output fields are related to the input fields by the usual input-output relations (again see appendix [4] for a review). Here we also need to model the delay line. Photons traversing the delay line can be lost, so we model the line as a beam splitter with a dimensionless loss coefficient \(L\), leading to the input-output relations

\[
\begin{align*}
X'_{\text{out}}(t) &= X_{\text{in}}(t) - \kappa X(t) \\
Y'_{\text{out}}(t) &= Y_{\text{in}}(t) - \kappa Y(t) \\
X'_{\text{in}}(t) &= \sqrt{1-L}X_{\text{out}}(t-t_d) + \sqrt{L}\hat{X}_{\text{in}}(t) \\
Y'_{\text{in}}(t) &= \sqrt{1-L}Y_{\text{out}}(t-t_d) + \sqrt{L}\hat{Y}_{\text{in}}(t).
\end{align*}
\]

Here \(\hat{X}_{\text{in}}, \hat{Y}_{\text{in}}\) are the input noise fields associated with the loss in the delay line, taken again to satisfy the vacuum noise correlations [5]. The last two equations here justify the relation \(G' = -\sqrt{1-L}G\) between the two driven coupling strengths.

We are interested in monitoring the external force \(F_{\text{in}}\) acting on the mechanical system. This force is imparted onto the mechanical displacement \(x(t)\). Working in the frequency domain, we can easily solve the equations of motion [4], [6] to find the mechanical displacement:

\[
x(\nu) = \chi_m(\nu)F_{\text{in}}(\nu) + x_n(\nu),
\]

where the term due to measurement noise is

\[
x_n = -hG\chi_m\chi_c \left[ (1+(1-L)e^{i\nu t_d+\phi_c}) X_{\text{in}} + \sqrt{L(1-L)}\hat{X}_{\text{in}} \right].
\]

Here we defined the cavity and the mechanical response functions,

\[
\chi_c = \frac{1}{-i\nu + \kappa/2}, \quad \chi_m = \frac{-1}{m(\nu^2 - \omega_m^2 + i\gamma\nu)}
\]

and the phase as \(e^{i\phi_c} = 1 - \kappa\chi_c\). At very low frequency, \(\nu \approx 0\) and with a small amount of loss \(L \approx 0\), \(G' \to -G\) and \(e^{i\phi_c} \to -1\), thus the term proportional to the input noise \(X_{\text{in}}\) in the position variable vanishes. This amounts to back-action evasion in the low frequency part of the measurement: there is no net force from the fluctuations in the radiation pressure. The noise from the delay loss \(X_{\text{in}}\) will also be negligible in this limit.

The mechanical displacement is in turn imparted onto the phase quadrature \(Y\) of the light through the optomechanical coupling \(H_{\text{int}} \sim GxX\). We then read out the output light \(Y_{\text{out}}'\) from the second cavity, from which we infer the external force \(F_{\text{in}}\). The equations of motion [4], [6] yield the output light phase

\[
Y_{\text{out}}' = \sqrt{L}e^{i\phi_c}\hat{Y}_{\text{in}} + \sqrt{1-L}e^{i(\nu t_d + \phi_c)}Y_{\text{in}} + G\sqrt{1-L}\kappa\chi_c \left(1 + e^{i(\nu t_d + \phi_c)}\right)x.
\]

Given the measured output light \(Y_{\text{out}}'\), we estimate the force by simply dividing through with the appropriate coefficient:

\[
F_E = \frac{Y_{\text{out}}'}{G\sqrt{1-L}\kappa\chi_c \chi_m \left(1 + e^{i(\nu t_d + \phi_c)}\right)}.
\]

In order to calculate our sensitivity to various signals, we need the noise in the force estimator. We define the force noise power spectral density (PSD) in the usual way,

\[
\langle F_E(\nu)F_E(\nu') \rangle = N(\nu)\delta(\nu+\nu') = S_{FF}(\nu)\delta(\nu+\nu').
\]

We will see later how exactly this is used to determine sensitivities, but the intuition is that for a broadband impulse signal, sensitivities are set by an integral of \(N(\nu)\) over the relevant frequency band. Let us assume that the input force \(F_{\text{in}}\) is purely thermal (Johnson-Nyquist) noise, so that

\[
\langle F_{\text{in}}(t)F_{\text{in}}(t') \rangle = N_{BM}\delta(t-t'), \quad N_{BM} = 4m\gamma K_B T
\]

with \(T\) the temperature of the bath coupled to the resonator. Then the force noise PSD can be computed directly using [10], [11], [12] and the vacuum noise correlation functions [5]:

\[
N(\nu) = \frac{1}{4\kappa(1-L)|G|^2|\chi_c|^2|\chi_m|^2 \cos^2\left(\frac{\nu t_d + \phi_c}{2}\right)} + N_{BM} + 2\kappa h^2|G|^2|\chi_c|^2 \left[ 1 - \frac{L}{2} \right.
\]

\[
+ \left. \frac{(1-L)}{\nu^2 + \kappa^2/4} e^{i(\nu t_d + \phi_c)} \right] \sin(\nu t_d) \left( \nu^2 - \kappa^2/4 \cos(\nu t_d) \right).
\]

The first term here is the shot noise arising from the statistical counting errors of the laser photons. The middle term is the thermal noise. The last term denotes the back-action noise arising from the light pushing the mirror around while probing the system. At low frequency, the term in the bracket is proportional to \(L/2\) and thus the back-action noise vanishes to the lowest order of the loss coefficient. We plot this noise PSD in figure 2. For comparison, we present the analogous noise
Meanwhile, at very high frequencies we also have a divergence:

\[ N(\nu) \rightarrow m^2 \left| G \right|^2 \nu^6. \]  

These two limits mean that for a given broadband force signal, the very low and very high frequency parts of the signal will not be visible above our noise. Thus our protocol automatically comes with an effective bandwidth. We will discuss this in detail in examples.

We will be particularly interested in signals of very short temporal duration \( \tau \). If this is short compared to the natural period of the mechanical resonator, \( \omega_m \tau \ll 1 \), then the resonator is essentially a freely falling body over the time period of integration. We thus focus on frequencies \( \omega_m \ll \nu \ll \kappa, 1/t_d \). In this region, assuming that the damping of the mechanical resonator is small (\( \gamma \ll \omega_m \)), we can approximate the noise PSD as

\[ N(\nu) \approx \hat{N}_{BM} + \Theta \nu^2. \]  

Here

\[ \hat{N}_{BM} = \frac{4\hbar |G|^2 L}{\kappa}, \quad \Theta = \frac{\hbar m^3}{4\hbar |G|^2(4 + \kappa t_d)^2} + \frac{4\hbar |G|^2(4 + \kappa t_d)^2}{m\kappa^3}. \]

We see that there is a white noise contribution (i.e. a renormalization of the thermal noise) as well as frequency-dependent contributions from both the shot and back-action terms. Above \( \nu \gtrsim \sqrt{\kappa/2t_d} \), the shot noise term begins to dominate. At these high frequencies, back-action evasion is not effective, and the shot noise term is dominated by the cavity and mechanical response functions.

For small loss \( L \approx 0 \), we can minimize the noise \([17]\) with respect to the optomechanical coupling strength \( G \), i.e. by varying the laser power \( P \). Differentiating, one finds the optimized coupling

\[ |G_{opt}|^2 \approx \frac{1}{4\hbar(4 + \kappa t_d)^2} \frac{m^3}{\kappa}. \]

Using this, the noise PSD \([17]\) becomes

\[ N(\nu) \approx N_{BM} + \frac{\hbar m^3}{4t_d} (L + \nu^2 t_d^2). \]

### B. Impulse inference

Our goal is to measure the net impulse delivered to the detector. We interferometrically read out the output light phase \( Y_{out}(t) \) as a time series, and then process this data to infer the impulse. The simplest option would be to consider the observable

\[ I(\tau) = \int_0^\tau F(t)dt, \]
where $\tau$ is some integration time we can choose, and $F(t)$ is estimated from the observed $Y_{out}(t)$ using \cite{11}. The noise in this signal is characterized by the variance,

$$\langle \Delta I^2(\tau) \rangle = \int_{-\infty}^{\infty} d\nu \frac{4\sin^2(\nu t/2)}{\nu^2} N(\nu). \quad (22)$$

This equation says that the RMS net impulse $\Delta I(\tau)$ delivered to the device purely by noise is calculable from the force noise PSD. As we have seen above, $N(\nu)$ has power law divergences at both high and low frequencies. In \cite{22}, the sinc function will provide a cutoff on the high-frequency divergence, but the low-frequency divergence is still present. This means that we would naively infer that an infinite random impulse was delivered to the device! Of course, the actual physical impulse is finite. The divergence comes from the shot noise, i.e. counting statistics in our readout photons, and represents the fact that at low frequency this noise becomes arbitrarily large.

This suggests that we use a more intelligent observable than simply the integrated force. Suppose that we are looking for signals of a known shape in time $F_{sig}(t)$. We want to test for the presence of this signal in our data $F(t)$. To do this we construct an observable $O(t)$ by filtering our data, where the filter scans over different possible event times $t_e$:

$$O(t_e) = \int f(t_e - t') F(t') dt'. \quad (23)$$

By the convolution theorem, for a fixed time (without loss of generality, we can assume $t_e = 0$), the variance in this estimator is,

$$\langle \Delta O^2 \rangle = \int |f(\nu)|^2 N(\nu) d\nu. \quad (24)$$

For example, a box filter $f(t) = \Theta(t - \tau) - \Theta(t)$ reproduces the simple estimator \cite{22}. The signal to noise ratio (SNR) is then defined by

$$\text{SNR}^2 = \frac{\int |f^*(\nu) F_{sig}(\nu)|^2 d\nu}{\int |f(\nu)|^2 N(\nu) d\nu}. \quad (25)$$

Now we need a specific filter function which optimizes this signal to noise ratio. One can show \cite{11} that the SNR is optimized by the filter

$$f_{opt}(\nu) = \frac{F_{sig}(\nu)}{N(\nu)}. \quad (26)$$

This is sometimes referred to as “template matching”. It says that the optimal filtering protocol is to scan for the expected signal shape renormalized by the noise model. With this choice of filter, the signal to noise ratio is given simply by

$$\text{SNR}_{opt}^2 = \int_0^\infty \frac{|F_{sig}(\nu)|^2}{N(\nu)} d\nu. \quad (27)$$

Here we see a more robust interpretation of the divergences in our noise PSD: the very low and very high frequency parts of the spectrum make no contribution to the SNR.

### III. EXAMPLE SIGNAL-TO-NOISE CALCULATIONS

With our measurement protocol and corresponding noise PSD, we can now study our ability to detect particular signals. We begin with an instantaneous force, and then move on to the case of momentum transfer into a sensor by a passing object coupled to the sensor through a long-range force, for example gravity.

#### A. Instantaneous force

Consider an instantaneous force signal

$$F_{sig}(t) = \Delta p \delta(t - t_0). \quad (28)$$

This is a flat function of frequency, $F_{sig}(\nu) = \Delta p e^{i\nu t_0}/\sqrt{2\pi}$. To estimate the signal-to-noise ratio achievable for such a signal, consider the optimized filter result \cite{27}. As discussed above, our noise PSD starts to diverge for $\nu \gtrsim \sqrt{\kappa/2\delta}$. There is also a low-frequency divergence starting around the mechanical frequency $\nu \approx \omega_m$. In practice, there can also be some low-frequency cutoff set by a maximum integration time; for example, if we are trying to resolve individual impacts to a sensor which occur at some rate $\tau_{coll}$, the signal from an individual event can only be obtained from frequencies $\nu \gtrsim 1/\tau_{coll}$. Given these limits, we can then approximate (in fact, lower-bound) the SNR, using \cite{27} and \cite{17}, as

$$\text{SNR}^2 \gtrsim \frac{\Delta p^2}{2\pi} \int_0^\kappa_\delta \frac{d\nu}{N_{BM}(\nu) + \Theta \nu^2} \approx \frac{\Delta p^2}{4\sqrt{\Theta N_{BM}}}. \quad (29)$$

The approximation in the last line holds if $\sqrt{\kappa/2N_{BM} \delta} \gg 1 \gg \sqrt{\Theta / N_{BM}} \tau_{coll}^2$. The first condition says that the detector can move information between cavities fast, and the second says that the collisions do not occur too rapidly, in comparison to the typical time scales occurring in the noise.

As an example, consider the following problem: can we use this protocol to count individual gas collisions with a sensor? Concretely, imagine that we place our sensor in a vacuum chamber and continuously monitor it with our protocol. Let’s assume that the sensor is freely-falling, or at least that the mechanical damping $\gamma$ is so low that we can ignore phononic loss into the support, so that the only “thermal noise” comes from individual gas collisions with the device. We would then view the noise PSD as coming strictly from the quantum measurement-added noise, and the gas collisions are actually the signal we try to detect above the noise. We thus have $N(\nu) = \hbar m (L/\ell_\delta^2 + \nu^2)$, and the SNR for a single gas collision transferring a momentum $\Delta p$ (taken
to occur instantaneously) is then just the $\gamma \to 0$ limit of [29].

$$\text{SNR}^2 = \frac{\Delta p^2 t_d}{\sqrt{\hbar m}}. \quad (30)$$

This simple answer has a satisfying interpretation: the factor $\hbar m/t_d$ is what one would naively obtain for a standard quantum limit on impulse sensing over a time $t_d$ (cf. the expression for SQL position uncertainty $\Delta x^2_{SQL} = \hbar t/m$). We are then seeing a noise below the SQL by a factor of the delay line loss $L^{1/4}$, the limiting factor in our protocol. This represents the central idea in this paper: inferring force through a direct measurement of the momentum out-performs use of a position measurement. In the next section, we will see the same behavior for a different problem, the detection of impulses from long-ranged forces.

Numerically, we have in this limit

$$\text{SNR} \approx 1 \times \left( \frac{\Delta p}{10 \text{ keV/c}} \right) \left( \frac{1 \text{ fg}}{m} \right)^{1/2} \left( \frac{10^{-4}}{L} \right)^{1/4}, \quad (31)$$

assuming a delay time $t_d \sim 10^{-5}$ sec [1]. Consider helium gas at room temperature. If the atoms scatter elastically off the sensor, the typical momentum transfer should be of the order $\Delta p \sim \sqrt{m_{\text{gas}} k_B T} \sim 10 \text{ keV/c}$. Thus, with a femtogram-scale detector (e.g. [40–42]), we would have the ability to resolve the individual gas collisions above the measurement noise.

Qualitatively, this calculation illuminates a fundamental limitation to momentum sensing. When we look for our signal, we assume some kind of template fitting, as discussed in the previous section. Naively, one might have expected that the best strategy to detect an instantaneous force would be to use a template that is essentially itself a delta function in time. But this is not right: if one only integrates the signal instantaneously, the detection will be limited by shot noise, and in fact the SNR is strictly zero. Quantitatively, we can see that our optimal filter [29] has a bandwidth $\Delta \nu \approx \sqrt{\pi/2t_d}$, and thus finite support as a function of time.

### B. Long range forces

Now we consider detection of some object approaching the sensor and interacting with it through a long range force. Our primary motivation here is the gravitational detection of passing dark matter [38], but the problem can be phrased more generally. We consider a $1/r$ potential between sensor and incoming particle

$$V(t) = \frac{\beta}{r(t)}. \quad (32)$$

#### FIG. 3. Kinematics of the long-range scattering event. A particle passes near the sensor, with impact parameter $b$ and velocity $v$. This leads to an effective interaction time $\tau \sim b/v$.  

#### FIG. 4. Signal to noise ratio for long range force detection, as a function of fly-by time $\tau$. We see a clear improvement in the SNR obtained with our velocity sensing protocol [44] compared to the result with position sensing [416], for fast signals. For slow signals (here, $\tau \gtrsim 1$ ms), the measurement-added noise becomes subdominant to the thermal noise, and our back-action-evasion scheme does not help. To check our approximate result (36), we also display the exact SNR calculated using the full noise PSD (14) and signal (34). Here we use the same detector parameters as in figure 2 and at optimized G for both cases [see (19), (A17)], and use the gravitational dark matter signal as in (10) with a very heavy dark matter candidate $m_\chi = 10$ mg and impact parameter $b = 1$ mm.

Here $\beta$ is a constant with dimensions of energy $\times$ length which characterizes the long range force. For example, $\beta = Q_1 Q_2/4\pi$ for the Coulomb force between two charges, or $\beta = G N_1 m_1 m_2$ for the Newtonian gravitational force.

Consider a particle passing by the detector at a high velocity $v$ and impact parameter $b$ interacting with a sensor via [42], as in figure 3. For simplicity, we assume that the particle’s trajectory is a straight line. Almost all of the momentum is transferred to the sensor over a
timescale $\tau \sim b/v$ when the particle is nearest to the sensor. The force acting on the sensor has pieces parallel and perpendicular to the particle track. The parallel component of the force exerted over this time period transfers no net momentum to the sensor. Thus we focus on the perpendicular component of the force,

$$F_{\text{sig}} = \frac{\beta b}{(b^2 + v^2 t^2)^{3/2}}.$$  \hfill (33)

The Fourier transform of this signal is

$$F_{\text{sig}}(\nu) = \sqrt{\frac{2}{\pi}} \frac{\beta |v|}{v^2} K_1 \left( \frac{b |v|}{v} \right)$$  \hfill (34)

where $K_1$ is a modified Bessel function. For the purposes of estimating a signal-to-noise ratio in (27), we can approximate (in fact, underestimate) this signal using an exponential

$$F_{\text{sig}}^{\text{approx}}(\nu) = \sqrt{\frac{2}{\pi}} \frac{\beta}{bv} \exp\left(-\frac{|v|}{2}^2\right).$$  \hfill (35)

As discussed in the previous section, the noise PSD starts to diverge at frequencies above $\nu \gtrsim \sqrt{\kappa/2d}$. We can therefore approximate the signal-to-noise ratio (27) here as

$$\text{SNR}^2 \approx \frac{2\beta^2}{\pi b^2 v^2} \int_0^{\sqrt{\kappa/2d}} \frac{e^{-\tau \nu}}{N_{BM} + \Theta v^2} d\nu$$

$$\gtrsim \frac{\beta^2}{b^2 v^2 N_{BM}} \frac{1}{(1 + \eta)}. \hfill (36)$$

The approximation in the second line is good as long as $\tau \sqrt{\kappa/2d} \gtrsim 1$. The dimensionless parameter $\eta$ is defined as

$$\eta = \sqrt{\Theta/N_{BM}} \tau^2 \gg 1, \hfill (37)$$

with this inequality holding in examples, to which we now turn. We have numerically verified that these approximations to the exact SNR calculated using the full noise PSD (14) and signal (34) are highly accurate, see figure 4.

We now use this formalism to show the central result of this paper: momentum monitoring out performs position monitoring for measuring rapid impulses. Specifically, with $G$ optimized as in (19) and with small enough loss coefficient so that $N_{BM} \approx N_{BM} = 4\gamma m k_B T$, we can write the parameter $\eta^2 = (\hbar m/\tau)/(N_{BM} \tau)$. If our measurement protocol had SQL-level measurement noise (see appendix A for details), the variance in our measured impulse would be given by

$$\Delta p^2_{\text{noise}} = N_{BM} \tau + \frac{\hbar m}{\tau} = N_{BM} \tau (1 + \eta^2). \hfill (38)$$

Here the first term comes from thermal noise and the second from the SQL measurement noise. In contrast, reading off the denominator of (36) we find with our protocol that the noise is

$$\Delta p^2_{\text{noise}} = N_{BM} \tau (1 + \eta). \hfill (39)$$

thus we have a reduction in noise by a factor $1/(1 + \eta) \ll 1$. This is the analogue in the long-range detection problem to the noise reduction displayed in (30).

This result could be further improved by including the benefits of using squeezed light for detection. The noise above arises from assuming that the $X$ and $Y$ quadratures noises are uncorrelated, which is an assumption that is broken for squeezed light. For position monitoring, the appropriate quadrature and amplitude of light necessary choices for using squeezing to improve the measurement depend sensitively on the bandwidth and target frequency of the signal. That is, shot noise and back-action in those settings scale differently with frequency. Here, however, the frequency dependence from $\omega_m$ up to $\sim \kappa$ is the same for both quadratures, and thus broadband squeezed light suffices.

As a numerical example, we now consider explicitly the gravitational detection of a passing particle, for example a heavy dark matter candidate 35. The key scaling property in this problem is that the signal strength scales linearly in both the sensor mass $m_s$ and dark matter mass $m_{\chi}$, and is enhanced by small impact parameters as $1/b^2$. In contrast, the noise scales like $\sqrt{m_s}$. In a terrestrial experiment, individual dark matter particles pass through the lab at the “wind speed” $v_{DM} \sim 220 \text{ km/s}$. Considering a fiducial impact parameter on the millimeter scale then leads to a very short flyby time $\tau \sim 10^{-8}$ sec. In this setting we obtain an SNR

$$\text{SNR} \approx \frac{G \rho m \beta m_s}{b v \sqrt{\tau N_{BM}}} \left( \frac{1}{\sqrt{1 + \eta}} \right)$$

$$\approx 10^{-3} \times \left( \frac{m_{\chi}}{10 \text{ mg}} \right) \left( \frac{m_s}{1 \text{ g}} \right)^{1/2} \left( \frac{\tau}{10 \text{ ns}} \right) \left( \frac{1 \text{ mm}}{b} \right)^2, \hfill (40)$$

where we take the thermal Brownian noise at dilution refrigeration temperature $T \sim 10 \text{ mK}$ and assumed a very high-$Q$, low-frequency resonant detector with $\gamma \sim 10^{-4}$ Hz. The scaling with $\tau$ in the numerical estimate here is valid for signals fast enough that $\eta \gtrsim 1$, in which case the SQL level measurement added noise is greater than the thermal noise in the system $\hbar m/\tau^2 \gtrsim N_{BM}$. In this example, the crossover occurs around $\tau \sim 1$ ms, as can be seen from figure 4.

IV. CONCLUSIONS AND DISCUSSIONS

Detection of a rapidly delivered impulse is a ubiquitous problem in many branches of physics. Fundamental quantum measurement noise in such a detection is often
the ultimate limitation to reaching better sensitivities. In this paper, we have demonstrated that the use of a direct momentum sensing protocol can significantly reduce this noise in comparison with the more traditional approach of position sensing.

Here, we have presented a concrete example of this general phenomenon using an optomechanical system involving a pair of cavities probed continuously by a laser. This specific approach is ultimately limited by optical losses in a delay line which transmits the probe light between the cavities. With currently available fabrication techniques, these losses limit the noise reduction in this protocol to around 30 dB below the standard quantum limit. Other protocols, for example involving discrete pulse sequences [13] or direct measurement of velocity through an inductive coupling [43] could improve the situation, and require more detailed future study.

Given that momentum measurement or impulse detection is commonly needed, the results presented here could have wide applications. We gave a pair of examples, one in metrology and the other in particle physics. In the former, we suggested that our protocol is already sensitive enough [see equation (31)] to monitor all of the individual gas particles colliding with a femtogram-scale sensor in a room temperature, high vacuum environment. This could be used for example in quantum-limited pressure calibrations. In the latter, we studied the application of this protocol to the detection of heavy dark matter candidates purely through their gravitational interaction with a sensor [38]. Although the sensitivity of the simple protocol presented here [see equation (40)] is too limited by optical losses to achieve the requirements of [38], this study shows a clear path to straightforward improvements, which we leave to future work. We hope that the example studied in this paper serves to guide the way to impulse measurement schemes reaching the fundamental limits allowed by quantum mechanics, enabling detection of such extremely weak signals.
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Appendix A: Continuous position measurement in a single sided cavity

In this appendix, we present a detailed formalism for detection of forces using a prototypical single-sided optomechanical system implementing a continuous position measurement. Our treatment borrows heavily from [44], and we refer the reader to that review for further details.

The optomechanical system consists of a partially transparent fixed mirror on one side and another movable/suspended perfect mirror on the other side as in figure 5 forming a cavity whose frequency is a function of the position $x(t)$ of the movable mirror. The cavity mode, mirror, and their respective baths can be characterized by the total Hamiltonian

$$H_{\text{tot}} = H_{\text{cav}} + H_{\text{mech}} + H_{\text{bath}}.$$  \hspace{1cm} (A1)

Both the cavity mode and mirror are modeled as harmonic oscillators,

$$H_{\text{cav}} = \hbar \omega(x) a^{\dagger} a$$  

$$H_{\text{mech}} = \frac{1}{2} m \omega_m^2 x^2 + \frac{p^2}{2m}. \hspace{1cm} (A2)$$

Here $a$ denotes the annihilation operator for the optical cavity mode, and $\omega$ and $\omega_m$ are the resonance frequencies of the cavity and resonator respectively. The cavity resonance frequency $\omega = \omega(x)$ is a function of the length of the cavity and it changes as the mechanical resonator at one end moves. This interaction couples the cavity and the resonator. For small displacements of the mirror, we can Taylor expand the position-dependent cavity

$$\omega(x) = \omega_c \left(1 - \frac{x}{\ell} + O(x^2)\right), \hspace{1cm} (A3)$$

where $\omega_c = 2\pi c/\ell$ is the cavity frequency when the mirror is at rest, $\ell$ being the equilibrium length of the cavity. Using this result, the optomechanical interaction can then
be characterized with the following Hamiltonian:

$$H_{\text{in}} = \hbar g_0 \frac{x}{x_0} a^\dagger a. \quad (A4)$$

The interaction strength here is defined as $g_0 = x_0 \frac{d\omega_c}{dx} = -x_0 \omega_c / \ell$. Here $x_0$ is an arbitrary length scale which we factor out so that $g_0$ has units of a frequency. This interaction couples the cavity photons to the mechanical position and is the key to prepare and read out the mechanical motion through the output light.

Both the cavity and the mechanical system have their own baths. The cavity bath consists of photons which are outside the cavity and can enter and exit through the fixed mirror. The mechanical bath includes degrees of freedom like ambient gas particles which can collide with the mechanics or phonons in the support structure suspending the movable mirror. Both baths consist of a large number of modes. In general, we write the bath Hamiltonian and coupling to the system as

$$H_{\text{bath}} = \sum_p \hbar \omega_p A_p^\dagger A_p + \sum_p \hbar \nu_p B_p^\dagger B_p$$

$$-i\hbar \sum_p [f_p a^\dagger A_p - f_p^* a A_p^\dagger] - i\hbar \sum_p [g_p b^\dagger B_p - g_p^* b B_p^\dagger]. \quad (A5)$$

Here the $A_p, B_p$ are the cavity and mechanical bath modes, indexed by an arbitrary label $p$, and $\omega_p, \nu_p$ are the frequencies of these modes. We have have also introduced the mechanical annihilation operator $b$, and the coupling constants $f_p, g_p$.

The bath modes can be integrated out by solving their equations of motion explicitly in terms of their initial conditions and the system variables. Within the Markovian approximation, we can define the bath “input operators”

$$A_{\text{in}}(t) = \frac{1}{\sqrt{2\pi \rho_A}} \sum_p e^{-i\omega_p(t-t_0)} A_p(t_0)$$

$$B_{\text{in}}(t) = \frac{1}{\sqrt{2\pi \rho_B}} \sum_p e^{-i\omega_p(t-t_0)} B_p(t_0), \quad (A6)$$

where $\rho_A, \rho_B$ are the densities of states of the baths. Assuming the couplings are constant for the modes of interest $f_p \equiv f, g_p \equiv g$, these quantities are related to the cavity and mechanical energy loss rates via $\kappa = 2\pi f^2 \sqrt{\rho_A}$, $\gamma = 2\pi g^2 \sqrt{\rho_B}$ respectively. We then define the input mechanical force $F_{\text{in}} = (B_{\text{in}} + B_{\text{in}}^\dagger) / \sqrt{2}$. The input force consists of the deterministic signal $F_{\text{sig}}(t)$ plus random Brownian noise, which we model as usual thermal (Johnson-Nyquist) white noise [13].

The cavity mode, on the other hand, will be driven by an external laser. In other words, we take the cavity input modes to consist of fluctuations around a classical background. This effectively displaces the cavity operators by $a \to (\alpha + a) e^{-i \omega_L t}$, with $\omega_L$ the frequency of the monochromatic laser and $\alpha = \sqrt{P/\hbar \omega_L \kappa}$ the drive strength in terms of the laser power $P$ and cavity energy loss rate $\kappa$. We move to a frame co-rotating with the drive by applying a unitary transform $U = e^{i \omega_L a^\dagger a t}$ to the Hamiltonian. This modifies the cavity Hamiltonian to

$$H_{\text{cav}} = -\hbar \Delta a^\dagger a \quad (A7)$$

where $\Delta = \omega_L - \omega_c$, is the detuning due to the drive. Here we will work on resonance when $\Delta = 0$. For a strong drive, we can linearize the Hamiltonian in the fluctuations,

$$H_{\text{int}} = \hbar g_0 \frac{x}{x_0} (a + a^\dagger) + \hbar g_0 \alpha^2 \frac{x}{x_0}. \quad (A8)$$

The second term here is just a constant radiation pressure which shifts the equilibrium position of the mechanical resonator. We can re-absorb this into the definition of the constants, thus we drop this term in the following. Defining the quadratures of the cavity to be $\hat{X} = (\hat{a} + \hat{a}^\dagger) / \sqrt{2}$ and $\hat{Y} = -i(\hat{a} - \hat{a}^\dagger) / \sqrt{2}$, we have the commutation relation $[\hat{X}, \hat{Y}] = i$, and obtain the effective optomechanical interaction Hamiltonian,

$$H_{\text{int}} = \hbar G x \hat{X} \quad (A9)$$

where the effective optomechanical coupling strength is defined as $G = \sqrt{2g_0 \alpha / x_0}$ which has the dimension of frequency per length. Here we have chosen a gauge where the coupling is purely between the mechanical position $x$ and optical amplitude quadrature $X$ for notational simplicity.

All told, we can now write down the Heisenberg-Langevin equations of motion for the optical and mechanical quadratures. These read

$$\dot{\hat{X}} = -\frac{\kappa}{2} \hat{X} + X_{\text{in}}$$

$$\dot{\hat{Y}} = -G x - \frac{\kappa}{2} \hat{Y} + Y_{\text{in}}$$

$$\dot{p} = -\hbar G \dot{X} - \gamma p + F_{\text{in}} - m \omega_m^2 x$$

$$\dot{x} = \frac{p}{m}. \quad (A10)$$

Here, the input optical quadratures are defined as $X_{\text{in}} = (A_{\text{in}} + A_{\text{in}}^\dagger) / \sqrt{2}, Y_{\text{in}} = -i(A_{\text{in}} - A_{\text{in}}^\dagger) / \sqrt{2}$. These represent the vacuum fluctuations of the light around the classical laser drive, and are taken to satisfy white noise correlation functions of the form

$$\langle X_{\text{in}}(t) X_{\text{in}}(t') \rangle = \langle Y_{\text{in}}(t) Y_{\text{in}}(t') \rangle = \kappa \delta(t - t')$$

$$\langle X_{\text{in}}(t) Y_{\text{in}}(t') \rangle = 0. \quad (A11)$$

Note that this assumes the fluctuations are not correlated; these relations are modified in the presence of non-trivial input states, for example squeezed light.

Each input field has a corresponding output field. These are related by the input-output relations

$$X_{\text{out}} = X_{\text{in}} - \kappa X$$

$$Y_{\text{out}} = Y_{\text{in}} - \kappa Y. \quad (A12)$$
The output phase quadrature $Y_{\text{out}}$ is what we have experimental access to, via an external homodyne interferometer. Thus, we want to solve for $Y_{\text{out}}$ in terms of the various input fields. This is trivial in the frequency domain since the equations of motion are linear. In terms of the mechanical and cavity response functions, one finds easily that

$$Y_{\text{out}} = e^{i\phi_c}Y_{\text{in}} + G\kappa\chi_c\chi_m [F_{\text{in}} - \hbar G\chi_c X_{\text{in}}].$$  \hspace{1cm} (A13)

Here we defined the “cavity phase shift”

$$e^{i\phi_c} = 1 - \kappa\chi_c = -i\nu - \kappa/2 - i\nu + \kappa/2.$$  \hspace{1cm} (A14)

To estimate the force $F$ on the mechanics given our observed $Y_{\text{out}}$, we can simply divide through with the appropriate coefficient and define an estimator for the force:

$$F_E = \frac{Y_{\text{out}}}{G\kappa\chi_c\chi_m}.$$  \hspace{1cm} (A15)

As discussed in the main text, the noise in the measurement protocol is characterized by the noise power spectral density (PSD), defined as in (12). Here, using (A13) and the various noise correlation functions, we obtain

$$N(\nu) = \frac{1}{\kappa|G|^2|\chi_c|^2|\chi_m|^2} + N_{BM} + \hbar^2|G|^2|\kappa|\chi_c|^2.$$  \hspace{1cm} (A16)

The first term here is the shot noise arising from the statistical counting errors of photons. The middle term is the thermal noise. The last term denotes the back-action noise arising from the light randomly pushing the mirror around while probing the system.

Here, we notice that the shot noise term is inversely proportional to $G$ whereas the back-action term is directly proportional to $G$. We can thus optimize these two terms with respect to the optomechanical coupling strength $G$ which is in turn dependent on the laser power. Note that this procedure is done at some particular, fixed frequency. Differentiating with respect to $G$ one finds the optimum

$$|G_{\text{opt}}|^2 = \frac{1}{\hbar\kappa|\chi_c|^2|\chi_m|}.$$  \hspace{1cm} (A17)

For a sinusoidal signal of frequency $1/\tau$ and assuming a small damping coefficient $\gamma$ in the band of $\nu \gg \omega_m$, the noise spectrum is well approximated by

$$N(1/\tau) \approx \frac{\hbar m}{\tau^2} + N_{BM}.$$  \hspace{1cm} (A18)

The variance in the measured impulse with this measurement protocol would then be given by

$$\Delta p^2_{\text{noise}} = N_{BM}\tau + \frac{\hbar m}{\tau} = N_{BM}\tau(1 + \eta^2)$$  \hspace{1cm} (A19)

where $\eta = \sqrt{\frac{\hbar m}{\tau^2N_{BM}}}$. One can compare this expression to the one obtained in the momentum-measurement protocol. For the parameters of interest in this paper, we have $\eta \gg 1$, and we see that the momentum measurement protocol outperforms this SQL-level position measurement protocol by a factor of $\eta$.

**Appendix B: Signal processing and optimal filter theory**

Suppose we have some observed force signal $F(t)$ as a time series, which we have estimated from our output light. We want to test the hypothesis that there is a signal $F_{\text{sig}}(t)$ of known shape in the data, occurring at some unknown event time $t_e$. We thus need to use a filter $f(t - t_e)$ (“template”) to scan through the data through convolution. We define our estimator for the signal

$$O(t_e) = \int f(t_e - t)F(t)dt.$$  \hspace{1cm} (B1)

The noise in this quantity is independent of the event time $t_e$. Taking $t_e = 0$ for simplicity and using the convolution theorem, we have

$$O(0) = \int f^*(\nu)F(\nu)d\nu.$$  \hspace{1cm} (B2)

The variance is thus

$$\langle O^2 \rangle = \int |f(\nu)|^2 N(\nu)d\nu$$

using our definition of the noise PSD $N(\nu)$. Thus the signal to noise ratio is

$$\text{SNR}^2 = \frac{|\int f^*(\nu)F_{\text{sig}}(\nu)d\nu|^2}{\int |f(\nu)|^2 N(\nu)d\nu}.$$  \hspace{1cm} (B4)

The question is then: given a particular signal $F_{\text{sig}}(\nu)$ and noise PSD $N(\nu)$, what is the optimal choice of filtering function $f(\nu)$ which maximizes the signal-to-noise ratio? Let us redefine the integration variable

$$du = N(\nu)d\nu.$$  \hspace{1cm} (B5)

Since $N(\nu) > 0$ is positive everywhere, this change of variable is a valid transformation. Using this we can rewrite the SNR as

$$\text{SNR}^2 = \frac{\int f^*(u)F_{\text{sig}}(u)\frac{du}{\sqrt{N(u)}}^2}{\int |f(u)|^2 du}.$$  \hspace{1cm} (B6)

We notice that we have an inner product of $f(u)$ with the function $F_{\text{sig}}(u)du/du$. We want to maximize this inner product while keeping the norm of $f$ fixed. This means that the functions are necessarily going to be parallel. Thus the optimal choice is

$$f_{\text{opt}}(u) = F_{\text{sig}}(u)du/du.$$  \hspace{1cm} (B7)

Inverting this back to frequency domain, we have the simple result for the optimal filter

$$f_{\text{opt}}(\nu) = \frac{F_{\text{sig}}(\nu)}{N(\nu)}.$$  \hspace{1cm} (B8)
Using this filter, the signal-to-noise ratio is given by

$$\text{SNR}_{\text{opt}} = \int \frac{|F_{\text{sig}}(\nu)|^2}{N(\nu)} d\nu. \quad (B9)$$
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