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Abstract—We propose an end-to-end solution to address the problem of object localisation in partial scenes, where we aim to estimate the position of an object in an unknown area given only a partial 3D scan of the scene. We propose a novel scene representation to facilitate the geometric reasoning, Directed Spatial Commonsense Graph (D-SCG), a spatial scene graph that is enriched with additional concept nodes from a commonsense knowledge base. Specifically, the nodes of D-SCG represent the scene objects and the edges are their relative positions. Each object node is then connected via different commonsense relationships to a set of concept nodes. With the proposed graph-based scene representation, we estimate the unknown position of the target object using a Graph Neural Network that implements a sparse attentional message passing mechanism. The network first predicts the relative positions between the target object and each visible object by learning a rich representation of the objects via aggregating both the object nodes and the concept nodes in D-SCG. These relative positions then are merged to obtain the final position. We evaluate our method using Partial ScanNet, improving the state-of-the-art by 5.9% in terms of the localisation accuracy at a 8x faster training speed.

Index Terms—Vision and scene understanding, scene analysis, computer vision, machine learning.

I. INTRODUCTION

LOCALISING an unobserved object given only a partial observation of a scene, as shown in Fig. 1, is a fundamental task in many automation applications such as object search with embodied agents [1], layout generation for interior layout design [2], and for assisting visually impaired people in finding everyday items. Humans can perform such a task with ease, using the past experience and the fact that there exists some commonsense in terms of object arrangement patterns within specific scenarios. For example, when we arrange objects in a house, we often place the television in front of a sofa in the living room, and put the nightstand beside the bed in the bedroom.

In this work, we present a novel solution for the localisation of objects in partially observed 3D scenes. Our method is able to infer the position of an object in the unobserved part of the room by leveraging the commonsense knowledge together with the geometric arrangement of objects in the visible part. We demonstrate that the commonsense knowledge that indicates how objects are used, e.g., a chair is used for sitting, and where they are typically located, e.g., a chair is often located in a kitchen, can be exploited to improve the accuracy of the localisation.

As shown in Fig. 1, we propose to model the objects’ arrangement and commonsense information as a heterogeneous graph called Directed Spatial Commonsense Graph (D-SCG).
First, the nodes representing the known objects in the partially observed scene construct a Directed Spatial Graph (D-SG), which is fully connected. The edges between the nodes are called proximity edges, representing the relative position between a pair of objects. Then, the D-SG is further expanded into the D-SCG by adding and connecting nodes that represent concepts through relevant commonsense relationships extracted from ConceptNet [3]. The object to locate, i.e., the target, is a node in the graph, connected to the other known object nodes with proximity edges, where the respective relative positions are treated as unknowns. Our proposed solution for object localisation exploits a Graph Neural Network (GNN) that can efficiently learn the representations of the nodes and edges of D-SCG. Our network predicts the relative positions between the target object node and each known object node. It then converts the relative positions into absolute ones which agree on a single final position of the target object.

As an extension of [4], our new D-SCG represents the proximity edges with directional relative positions. Instead, the method in [4] localises objects with Spatial Commonsense Graph (SCG-OL) that connects object nodes with undirected proximity edges defined by the relative object distances. This difference in the graph formulation allows us to regress and estimate the target position in an end-to-end trainable manner. This is not possible with SCG-OL [4] due to the requirement of a non-differentiable multilateration procedure for localising the target object. The novel scene graph formulation also leads to a simpler loss calculation and training procedure which benefits the encoding of both the geometrical information regarding the arrangement of the objects in the observed part of the room and commonsense attributes that define what they are commonly used for or where they are commonly located, resulting in a better target localisation both on the 2D floor map and in the 3D scene. Moreover, we propose to employ a new attention module in the GNN that is adapted from the Rectified Linear Attention (ReLA) [5] for its high expressive power that encourages the sparsity of attention weights, while being stable and efficient in terms of training. With extensive experiments, we demonstrate that our new method achieves an increase of 5.9% in terms of Localisation Success Rate (LSR), compared to the previous state-of-the-art method SCG-OL, with a 8x speed-up in both training and inference. Furthermore, the proposed solution is able to generalise to the 3D domain, reaching 25% in terms of LSR compared to the 5% of SCG-OL.

The main contributions of this paper are summarised below:

- We introduce the Directed Spatial Commonsense Graph (D-SCG), an heterogeneous scene graph representation that integrates both the spatial information of the partially observed scene and the commonsense knowledge that is relevant to the observed objects. D-SCG defines its proximity edges with the directional relative positions, different from the formulation in [4] that represents the proximity edges as distances. This allows for the design of an efficient end-to-end learnable localisation network, leading to a better localisation performance in both 2D and 3D.
- We propose D-SCG Object Localiser, a GNN-based solution that uses the D-SCG for the localisation of objects in the unobserved part of the scene. We utilise a new sparse attention module that is adapted from [5] in our GNN, contributing to a higher object localisation success rate and training efficiency.
- We present an extensive evaluation of our solution, as well as an in-depth analysis of the internal working of the proposed model, to explain the utility of commonsense reasoning.

II. RELATED WORK

We cover related works regarding the use of graphs for modelling scenes and performing inference, and the use of commonsense reasoning in neural networks.

Scene Graph Modelling and Inference. Scene graphs allow high-level description of a scene by its content. They were initially introduced to model the objects in an image and their relations. In most applications, the nodes in the scene graph indicate the objects in the image, and the edges define the relationships between these objects, which can be spatial [6] or semantical [7]. Scene graphs are useful in many applications, such as image retrieval [7], [8], image captioning [9], [10], [11] and visual question answering [12], [13], where using an abstract representation of the scene is better than directly working with pixels. Scene graphs have also been shown to be useful in improving classical tasks like object detection by allowing reasoning on contextual cues from neighbouring objects [6].

Recently, their usage has been extended to 3D, providing an efficient solution for 3D scene description. The scene graphs for 3D applications vary from simple structures, where the nodes define the objects in the scene, and the edges define the spatial relationship between them [14], [15], [16], to more complex, hierarchical structures. Armeni et al. [17] propose a hierarchical scene graph for large-scale environments that can encode information at different “levels” with each level providing a more abstract representation. The first level records the data retrieved from the individual cameras, such as images and camera positions. The second level provides information regarding the objects in the environment, the third is about the rooms, and finally, the last one is about the buildings. Such representation is ideal for large environments, but it is needlessly complex for most applications where the environment is composed of a few rooms, where more straightforward representations are typically used. 3D scene graphs are commonly used for layout completion, scene synthesis and robot navigation [18], [19], [20]. Zhou et al. [18] uses a GNN in combination with a 3D scene graph to enrich indoor rooms with new objects that match their surroundings. In [19], the layout of the scene is encoded using a relation graph with objects as nodes and spatial/semantic relationships between objects as edges. The relation graph is then used to train a generative model that produces novel relation graphs, thus new layouts. For robot navigation, the scene graph is used to encode the environment efficiently. In [20] the scene graph is used to encode the scene’s geometry, topology, and semantic information. The scene graph is then mapped to the robot’s control space for navigation via a learned policy.
Commonsense Knowledge in Neural Networks. Commonsense reasoning refers to the high-level reasoning that humans employ when solving tasks. In particular, it is our ability to use prior information gained in our lifetime and use it for a new task. While modelling human-level commonsense is something that we are still far away from achieving, much work has been done in this direction in recent years. A fundamental requirement is to have a way to provide "known prior information". This is typically achieved using knowledge bases that are considered to contain some kind of axiomatic truths regarding our world. Examples of such knowledge bases are WikiData [21] and ConceptNet [3].

In the field of Natural Language Processing (NLP), the work presented in [22] makes use of ConceptNet to create richer contextualised sentence embeddings with the BERT architecture [23]. In [24], the authors utilise the knowledge graph Freebase to enrich textual representations for a question answering system. In computer vision, a few works [25], [26] have exploited an external knowledge base for Visual Question Answering (VQA) as it helps the network to reason beyond the image contents. In the scene graph generation task, the ConceptNet [3] knowledge graph has also been exploited to refine object and phrase features to improve the generalisation of the model [27]. In this work, we incorporate commonsense information from ConceptNet into the spatial scene graph to improve the object localisation performance when only a partial scene is observed.

III. DIRECTED SPATIAL COMMONSENSE GRAPH

Our scene representation has the objective to embed commonsense knowledge into a geometric scene graph extracted from a partial 3D scan of an area. As shown in Fig. 2, we construct the D-SCG with nodes that are: i) object nodes that include all the observed objects in the partial scene and any unseen target object to be localised; ii) concept nodes that are retrieved from ConceptNet [3].

Each D-SCG is constructed on top of a directed Spatial Graph (D-SG), a fully directed graph with all object nodes. Each object node is further connected to a set of concept nodes via some semantic relationships available in the knowledge base. This renders the edges of D-SCG heterogeneous, separating the spatial interactions from the “commonsense”. In practice, the edges of our proposed graph structure are of three types:

- **Proximity**, represented by the relative position vector, indicating both the distance and direction, between all object nodes given the partial 3D scan. This is different from our previous work [4] where Proximity is represented by the relative distance between all the object nodes of the partial scene;
- **AtLocation**, retrieved from ConceptNet, indicating in what environment the objects are often located in;
- **UsedFor**, retrieved from ConceptNet, describing common use-cases of the objects.

The proximity edges connect all the objects nodes of the D-SCG in a directed and complete manner, while the semantic AtLocation and UsedFor edges connect each object node with its related concept nodes that are queried from ConceptNet (e.g., bed AtLocation apartment or bed UsedFor resting). The two semantic edge types provide useful hints on how objects can be clustered in the physical space, thus benefitting the position inference of indoor objects.

We formulate D-SCG as a directed graph that is composed by a set of nodes $\mathcal{H} = \{h_i | i \in (0, N)\}$, where $N = N_o + N_c$ is the total number of nodes. $N_o$ is the number of the object nodes and $N_c$ the number of the concept nodes, where each node is represented by a feature vector $h_i \in \mathbb{R}^{300}$ from ConceptNet [28]. The edges are defined by the set $\mathcal{E} = \{e_{i,j} | i \in (0, N), j \in N_i\}$, where $e_{i,j}$ is the edge between node $i$ and node $j$ and $N_i$ is set of neighbouring nodes of $i$.

We represent each edge with a 6-dimensional feature vector, i.e., $e_{i,j} \in \mathbb{R}^6$, whose first three elements indicate the edge type in a one-hot manner, the fourth element indicates whether a proximity relation involves the target node, while the last two elements indicate the relative position $d_{i,j} = [\Delta x_{i,j}, \Delta y_{i,j}]$ between node $i$ and node $j$, in Cartesian coordinates such that $\Delta x_{i,j} = x_j - x_i$ and $\Delta y_{i,j} = y_j - y_i$. This definition is different from the SCG in [4], where edges were represented...
by 4-dimensional vectors that represented the one-hot encoded edge class and only the distance between the objects that were connected by the edge. In our new graph formulation, we are able to achieve a more detailed spatial reasoning and to train in an end-to-end manner, which contributes to the performance improvement in both object localisation and computational efficiency as shown in Section V-B. As the relative positions are only measurable among object nodes in the observed part of the 3D scan, we initialise the relative positions to [0,0] when the edges are AtLocation, UsedFor, or Proximity edges involving the unknown target object node.

Note that we focus on localising the target object on the XY plane since the target’s positions vary little along the Z axis, as indicated in the benchmark’s statistics, shown in [4]. Nevertheless, our method can easily be extend to perform predictions in 3D space by predicting the relative 3D positions \( d_{i,j} = [\Delta x_{i,j}, \Delta y_{i,j}, \Delta z_{i,j}] \) between nodes \( i \) and \( j \), in Cartesian coordinates. We provide experimental results on 3D localisation in Section V-C.

IV. END-TO-END D-SCG OBJECT LOCALISER

We propose an end-to-end solution to address the task of localising the arbitrary unobserved target object using the D-SCG. The model first predicts the relative positions of the unseen target object w.r.t. the objects in the partially known scene. Then the relative positions are converted in absolute coordinates and mean pooling is applied to estimate the final position. This approach is fully differentiable and requires no additional localisation module based on circular triangulation to predict the position of the target object as in [4], thus improving the network’s efficiency.

A. Model

To predict the relative position of the unseen target node w.r.t. the visible scene objects, we make use of a stacked GNN architecture. Our proposed GNN replaces the attention mechanism in Graph Transformer [29] with an sparse attentional message passing mechanism that is based on ReLA [5]. We further add a ScaleNorm layer on top of ReLA and utilise different normalisation layers to stabilise the training of the new module on our D-SCG. The node embeddings are updated iteratively by utilising the heterogeneous information of the edge type, to allow effective fusion between the commonsense knowledge and the metric measurements. We highlight the main differences between the attention mechanism in [29] and ours in Fig. 3.

The input to the network is a set of node features \( \mathcal{H} \) and the output is a new set of node features \( \mathcal{H}' = \{ h'_i \mid i \in (0, N'] \}, \) with \( h'_i \in \mathbb{R}^{300} \). Each node \( i \) in the graph is updated by aggregating the features of its neighbouring nodes \( N_i \) via four rounds of message passing. The resulting \( h'_i \) forms a contextual representation of its neighbourhood.

At each round of the message passing, we learn an attention coefficient \( \alpha_{i,j} \) between each pair of connected nodes using a graph-based and rectified version of the scaled dot-product attention mechanism, conditioned on the node and edge features. Our GNN can learn sparse and (positively) unbounded attention weights due to the usage of the activation function ReLU, as proposed for the vanilla Transformer model by [5], thus allowing for the understanding of arbitrary relationships between the different node types.

The network starts by performing an affine transformation of the relevant node and edge features to calculate the corresponding query, key, value and edge vector that will be used to compute the attention weights:

\[
q_i = W_q h_i + b_q, \quad k_j = W_k h_j + b_k, \quad v_j = W_v h_j + b_v, \quad e_{ij} = W_e e_{ij} + b_e, \quad \text{where} \quad W \text{ and } b \text{ represent respectively the learnable weight matrices and bias vectors for each transformation.}
\]

The network then calculates the attention weight \( \alpha_{i,j} \) between two nodes \( i \) and \( j \) as:

\[
\alpha_{i,j} = \text{ReLU} \left( \frac{q_i^t k_j + e_{ij}}{\sqrt{d}} \right) \quad \text{(5)}
\]

where \( \sqrt{d} \) is a scaling term equal to the square root of the dimension of the projected features \( k_j \). As seen in (5), the use of the softmax is dropped, since it involves aggregating the scores for all the edges connected to each node, which implies many operations for large graphs and slows down the training. Additionally, the use of ReLU allows for sparsity in the attention weight matrix, which helps analyse how the network prioritises the exchange of information. As the attention weights that are calculated using ReLU are not limited to the range \((0,1)\), we use...
Layer Normalisation [30] when calculating the updated node features $h'_i$, followed by a *gated residual connection* that prevents the node features from converging into indistinguishable features [29]:

$$h'_i = \text{LayerNorm}(h_i + \langle \alpha_{ij}, v_j + e_{ij} \rangle) \quad (6)$$

$$\beta_i = \text{Sigmoid}(W_gh'_i; W_th_i + b_r; h'_i - (W_rh_i - b_r)) \quad (7)$$

$$h'_i = (1 - \beta_i)h'_i + \beta_i(W_rh_i + b_r), \quad (8)$$



where $\langle \cdot \rangle$ represents the concatenation operation, *LayerNorm* is the Layer Normalisation, $\beta_i$ is a learnable parameter that guides the gated residual connection, and $W$ and $b$ are the learnable weight matrices and bias vector for the respective linear transformations.

Different from [5], we then re-normalise and re-project these features in a similar fashion to the original Transformer model, a practice that has been empirically shown to stabilise and improve the training of self-attentive neural networks [31].

$$h'_i = \text{ScaleNorm}(W_o(h'_i + b_o)), \quad (9)$$

This step further increases the number of learnable parameters of our GNN, allowing for better scaling and more expressive representations, while not sacrificing efficiency thanks to the sparse attention mechanism (described previously) and the Scale Normalisation introduced in [31].

We combine all these operations in a module, and use it for a total of four message passing rounds. Finally, we obtain the set of final node embeddings $\mathcal{H}^* = \{h'_i | i \in (0, N]\}$, with $h'_i = [h_i; h'_i]$. In this way, the final representation of each node contains both the original object embedding and the aggregated embedding of its context in the scene. Finally, we concatenate the features of the two nodes $h'_{i,t} = [h'_i; h'_t]$, and predict the relative position $\hat{d}_{i,t}$ between the target object node $t$ and the observed object node $i$ via linear projection. To obtain the final position, we first convert the relative positions $\hat{d}_{i,t}$ in absolute coordinates by summing to them the positions $p_i = [x_i, y_i]$ of the observed object nodes and then take the mean of the absolute positions as our predicted position $\hat{p}_t$.

**B. Loss**

We train our network with a strategy which considers that multiple instances of the searched object can exist in the unobserved part of the scene. Therefore, only the instance closest to the prediction is accounted when calculating the loss. By doing this, the network learns to correctly predict a specific position instead of a point that minimises the distance w.r.t. all the instances. For the loss, we minimise the squared L2 distance between the predicted position $\hat{p}_t$ and the ground-truth position of the target position $p_t$ as follows:

$$\mathcal{L}_2(\hat{p}_t, p_t) = ||\hat{p}_t - p_t||_2^2. \quad (10)$$

**V. EXPERIMENTS**

We evaluate our proposed method on a dataset of partially reconstructed indoor scenes. In the following sections, we first give some relevant details on the partial scene dataset in Section V-A.

Then we present comparisons of our proposed method against the state-of-the-art methods, accompanied by the implementation details, evaluation metrics and discussions in Section V-B. Finally, we show different ablation studies in Section V-C to prove our main design choices and to demonstrate some interesting aspects of our method, including how the proposed attention evolves over message passing and the extension towards 3D object localisation.

**A. Dataset**

Our training and evaluation is based on the partial 3D scenes dataset [4]. The dataset is built using data from ScanNet [32] which contains RGB-D sequences taken at a regular frequency with a RGB-D camera, providing the camera position corresponding to each captured image, as well as the point-level annotations, i.e., class and instance id, for the Complete Point Cloud Data (PCD) of each reconstructed scene.

As the original acquisition frequency in ScanNet is very high (30 Hz), the partial scene dataset only uses a subset provided in the ScanNet benchmark\(^1\) with a frequency of about 1/100 of the initial one. Each full RGB-D sequence of each scene is divided into smaller sub-sequences to reconstruct the partial scenes, with varying length to reflect different levels of completeness of the reconstructed scenes (see Fig. 4 for an example). For each sub-sequence, the RGB-D information is integrated with the camera intrinsic and extrinsic parameters to reconstruct the PCD at the resolution of 5 cm using Open3D [33]. The annotation for each point in the partial PCD is obtained by looking for the corresponding closest point in the complete PCD scene provided by ScanNet.

We extract the corresponding **D-SG**, i.e., the graph with only proximity edges, for each partially reconstructed scene and its object nodes. The nodes of the graph contain the object information: its *position*, defined as the centre of the bounding box containing the object and the *object class*. The proximity edge connects two object nodes and contains the relative position of the second object with respect to the first. We consider the position of each scene object as a 2D point $(x, y)$ on the ground plane as most objects in the indoor scenes of ScanNet are located at a similar elevation. Each node is marked as *observed* if it represents an object in the partially known scene; or as *unseen* if it represents the target object in the unknown part of the scene.

On top of **D-SG**, each **D-SCG** is constructed by adding two semantic relationships *AtLocation* and *UsedFor*, as well as the concept nodes that are linked to the scene nodes by these relationships. The concepts are extracted from ConceptNet by querying each scene object using the two semantic relationships. The query returns a set of related concepts together with their corresponding weight $w$, which indicates how “safe and credible” each related concept is to the query. We include a concept to the **D-SCG** only when it has a weight $w > 1$. Fig. 6 shows an example of a scene and the extracted **D-SCG**. Fig. 5 shows the average number of nodes linked by different types of edges in the **D-SCG**. On average, each **D-SCG** contains about

---

1 http://kaldir.vc.in.tum.de/scannet_benchmark
The observed part of the scene is coloured based on the object semantics, while the unexplored part of scene is coloured in grey. The outliers in the boxplots are introduced by uncommon room types with a large amount of objects, e.g., libraries with several books.

5 times more the concept nodes than the object nodes in the D-SG, demonstrating that a rich commonsense knowledge is included in D-SCG.

Finally, we follow the same training/validation/test split as in [4], using 19461 partial scenes for training and validation, and 5435 partial scenes for testing, with each partial scene having its corresponding D-SG and D-SCG.

B. Experimental Comparisons

We validate D-SCG-OL by comparing its performance against a set of baselines, a method for layout prediction adapted for the localisation task [34] and the state-of-the-art approach SCG-OL for object localisation [4]. The baselines and SCG-OL follow the two-staged pipeline, where they first predict the pairwise distances and then estimate the position by using a localisation module, which minimises these pairwise distances (circular intersection). We summarise all the approaches implemented for evaluation below.

- Statistics-based baselines use the statistics of the training set, i.e., the mean, mode, and median values of the pairwise distances between the target object and the scene objects, as the predicted distance.
- MLP learns to predict pairwise distances between the target object and every other observed object in the scene without considering the spatial or semantic context. The input to this model is a pair of the target object and the observed object with each object represented by a one-hot vector indicating the class, passed to an MLP that predicts pairwise distances.
- MLP with Commonsense learns to predict the pairwise distance between the target object and every other observed object in the scene without considering the spatial context. We first use GCN to propagate the conceptnet information to object nodes, then the features are passed to a MLP that predicts pairwise distances.
- LayoutTransformer [34] uses the transformer’s self-attention to generate the 2D/3D layout in an auto-regressive manner. We describe the observed objects as a sequence of elements as in [34], where each element contains the object class and the position \((x, y)\). We then feed the class of the target object to generate its corresponding position \((x, y)\). For a fair comparison, we retrain the model on our training set.
- SCG-OL [4] exploits SCG that contains the proximity edges that describe the relative distances. The localisation method is a two-stage approach which first predicts the pairwise distances via a stacked GNN, and then passes these to a Localisation module to obtain the final position.
- D-SCG-OL w/o Commonsense is a variant of our approach to test the capability of the method when it is used without commonsense knowledge. The input is the D-SG, which is composed only by the object nodes and proximity edges. The initial node features are not pre-trained word embeddings, but are learned during training via an embedding layer.
- Graphormer [35] is a recent work that adapted Transformer models [36] to graph learning. It uses different embedding strategies to add inductive bias related to the graph structure. It then propagates features between nodes up to k-hop distances using the attention mechanism. We adapted the method so that the node features are updated using the Graphormer network, then the target node features are used to regress the position of the searched object.
- D-SCG-OL is our proposed method, described in Section IV, along with a variant that is trained with learnable node embeddings, instead of initialising each node with the commonsense embedding coming from ConceptNet’s Numberbatch.
We evaluate the different methods for the localisation on the 2D floor plane, and report additional results for 3D localisation in the ablation studies.

**Evaluation Measures.** We evaluate the performance in terms of the successful target object localisation and the relative pairwise distances, as also proposed in [4].

- **Localisation Success Rate (LSR)** quantifies the localisation performance. LSR is defined as the ratio of the number of successful localisations over the number of tests. A localisation is considered successful if the predicted position of the target object is close to a target instance within a predefined threshold. Unless stated differently, the distance threshold is set to 1 m. We consider LSR as the main evaluation measure for our task.

- **mean Successful Localisation Error (mSLE)** quantifies the localisation error among successful cases. mSLE is the Mean Absolute Error (MAE) between the predicted target position and the ground-truth position among all successful tests.

- **Finally, mean Predicted Proximity Error (mPPE)** quantifies the performance of the methods that rely on pairwise relative distance prediction, as described above. mPPE is the mean absolute error between the predicted pairwise distances and the ground-truth pairwise distances between the target object and the objects in the partially known scene.

**Implementation Details.** We train our network using the Adafactor optimiser [37] for 200 epochs. We use a total of 4 message passing layers, a number that is carefully chosen (see details in Section V-C). The dimension of the first message passing projection is set to $D = 256$ and $2D$ for the remaining rounds. All attention modules use 4 attention heads. During training, we augment the dataset by applying random rotations to the scene objects to allow for better generalisation.

**Discussion.** Table I reports the localisation performance measures in terms of mPPE, LSR, and mSLE, of all compared methods evaluated on the dataset with partially reconstructed scenes. We can initially observe that methods which rely only on pairwise inputs, e.g., statistics-based approaches or MLP, lead to worse performance compared to methods that account for other objects present in the observed scene. Nevertheless, introducing semantic reasoning on top of these methods seems to improve the performances, as shown by MLP w/ Commonsense, with an improved LSR of 2% compared to the standard MLP. LayoutTransformer directly predicts the 2D position of the target object by taking as input the list of all the observed scene objects and using the target class as the last input token. LayoutTransformer can better encode the spatial context and outperforms the statistic-based and MLP baselines.

**SCG-OL** that uses the SCG with pairwise distances is able to improve on all metrics w.r.t. the baseline methods, suggesting that a scene-graph based solution with added commonsense knowledge is a more effective

| Method                  | Data type | mPPE(m)_1 | mSLE(m)_1 | LSR ↑ |
|-------------------------|-----------|-----------|-----------|-------|
| Statistics-Mean         | Pairwise  | 1.136     | 0.63      | 0.140 |
| Statistics-Mode         | Pairwise  | 1.471     | 0.63      | 0.149 |
| Statistics-Median       | Pairwise  | 1.205     | 0.64      | 0.164 |
| MLP                      | Pairwise  | 1.145     | 0.62      | 0.143 |
| MLP w/ Commonsense      | Pairwise  | 1.090     | 0.64      | 0.163 |
| LayoutTransformer [34]  | List      | -         | 0.59      | 0.176 |
| SCG-OL [4]              | SCG [4]   | 0.974     | 0.61      | 0.234 |
| SCG-OL [4]              | SCG [4]   | 0.965     | 0.61      | 0.238 |
| Graphformer [35]        | D-SCG     | -         | 0.59      | 0.251 |
| D-SCG-OL w/o Commonsense| D-SCG     | -         | 0.59      | 0.265 |
| D-SCG-OL - Learned Emb   | D-SCG     | -         | 0.57      | 0.273 |
| D-SCG-OL                | D-SCG     | -         | 0.55      | 0.297 |
way of modelling the problem. The adapted Graphormer [35] model performs the best amongst the baselines, but it fails to reach the same performances as our proposed approach. Graphormer proposes to enhance the propagation of information by aggregating the information not only from directly connected nodes but also from nodes up to a k-distance by creating new edges between them where the edge features are an inner product between all the edges along the path. While this works fine on a homogeneous graph, the effect can be limited with heterogeneous edge types, since the structural information of our proposed heterogenous graph is not as meaningful as the molecular graphs, for which Graphormer was proposed.

The different versions of our proposed method D-SCG-OL are able to reach the best performance. D-SCG-OL with learned embeddings has a 0.8% increase in the LSR performance w.r.t. the GNN working only on the D-SG, revealing the usefulness of the concept nodes, with a further increase of 2.4% when initialising the node embeddings of the graph by using ConceptNet’s Numberbatch, showing that the commonsense information introduced from ConceptNet is useful for the localisation task.

As previously mentioned in this section, we consider the LSR as the primary evaluation metric. It is therefore useful to demonstrate and understand how the completeness (known) level of the scene impacts the localisation performance of D-SCG-OL. Fig. 7(a) reports the mean absolute error (MAE) between the estimated position and the ground-truth position compared to the scene completeness. Note that the MAE is calculated on all the test cases, including both the successful and failed ones. We use MAE instead of the mSLE as the mSLE is calculated only on successful cases and does not change with the completeness of the scene. As a general trend, our model can predict more accurately the position of the target object with an increasing scene completeness. Fig. 7(b) presents how the LSR varies as the scene gets more complete. In general, the LSR increases when the localisation error decreases. We report the LSR at four different threshold values, i.e., 0.5 m, 1 m, 2 m, and 3 m, where a larger threshold leads to a larger LSR value, as it might be expected.

**Qualitative Results.** Fig. 8 shows the qualitative results obtained using our method D-SCG-OL. Fig. 8(a) shows that the “sink” object class was successfully located near the counter. Similarly in Fig. 8(b), the position of the chair (target object) is correctly estimated in a position which is coherent with other instances of chair and tables in the observed part of the room. Interestingly, Fig. 8(c) presents a failure case in which the method fails to locate a window in an office setting. In this case the network successfully identify the general direction where the window should be located, but overestimated its concrete placement w.r.t to the visible objects. This error is plausible as the network does not see any objects that can help create an idea of the actual shape of the room.

**Computational Efficiency.** There are 20.5 M parameters in D-SCG-OL, which is 3.4 M more than the previous state-of-the-art method SCG-OL [4] (17.1 M). Nevertheless, our proposed D-SCG-OL takes 13h35 m to fully train the model for 200 epochs on a single Titan RTX, while SCG-OL requires 108h40 m, thus 8x slower. This is mostly due to the two-stage approach of SCG-OL which includes the non-differentiable localisation module and the more expensive activation function in the attention mechanism.

**C. Ablation Studies**

We further analyse D-SCG-OL to justify the usefulness of the commonsense relationships and our new attentional message passing mechanism. We also investigate the impact of increasing the number of message passing layers. To verify the applicability in 3D, we also evaluate the localisation performance of our method in comparison to the state-of-the-art methods. Lastly, we provide in-depth investigation on how the attention weights evolve over the message passing when forming the node and edge representation.

**Which commonsense relationship is more important?** In order to better understand the effects of using different commonsense relationships, we compare the performance of D-SCG-OL against four variants where the D-SG contains: i) only Proximity edges without commonsense relationships, ii) Proximity edges with AtLocation edges, iii) Proximity edges with UsedFor edges, and iv) Proximity edges with AtLocation and UsedFor edges. We report the main Localisation Success Rate (LSR) measure for all variants, as well as the scene average percentage of object nodes which are linked by 0, 1, or 2 types of semantic edges, i.e., AtLocation and UsedFor edges.

**Discussion.** Table II shows that AtLocation is more effective than UsedFor for localising objects. This is reasonable, since the AtLocation edge leads to message passing among objects that are connected in the same location, containing information more relevant to the localisation task. However, the best performance is obtained when the D-SG rely on all types of edges which provides a higher connectivity among object nodes to concept nodes. There are 80% object nodes linked to concept nodes by...
both AtLocation and UsedFor edges, leading to a more effective knowledge fusion than when only one type of semantic edge is used.

**Which attention network is more effective?** We examine the usefulness of the proposed attention mechanism in D-SCG-OL compared to other, commonly used, attentional message passing modules in the GNN literature. As most of these approaches do not support the use of edge features, we modify the node features for this ablation study to include the positional information to the node features. For a fair comparison, we remove the edge embedding from D-SCG-OL. The set of attention networks we compare with is listed below:

- **No attention [38]** is the first baseline, where we use GraphSAGE without relying on any attention module.
- **GAT [39]** adds an attention mechanism to the message passing procedure.
- **GATv2 [40]** is similar to GAT but improves the attention mechanism in terms of the expressiveness and addresses the problem of “static attention” when using GATs for message passing.
- **HAN [41]** defines multiple meta-paths that connect neighbouring nodes either by specific node or edge types. It employs attentional message passing sequentially by first calculating the semantic-specific node embedding and then updating them by using an attention mechanism [36]. With D-SCG we define three sets of meta neighbours, i.e., the proximity neighbours, the AtLocation neighbours, and the UsedFor neighbours, connected by the specific edges. We implement the message passing for each meta-path using specialised GraphTransformer layers.
- **GraphTransformer [29]** is similar to ours, except that it does not accommodate sparse attention and has less expressive power due to the smaller number of parameters. This module is essentially a porting of the scaled dot-product attention mechanism [36] to GNNs.
- **Ours - Only ReLA [5]** is our GNN with the original ReLA [5], i.e., without the ScaleNorm and Linear layer.

**Discussion.** As shown in Table III, different attention modules can produce results that vary greatly in terms of LSR. Among all, HAN achieves the worst performance, showing that features are better to be propagated simultaneously rather than sequentially. GAT and GraphTransformer perform better than HAN, yet it is still worse than GraphSAGE which uses no attention. This is potentially due to the limitations of the standard attention mechanism when used in GNNs [40]. GraphSAGE is a general inductive framework that leverages node feature information at different depths and is proven to work well on large graphs. In general the attention module should be carefully designed in order to provide advantageous performance. For example, GATv2 improves the localisation performance by fixing the static attention problem of the standard GAT.

Our ReLA-based attention model avoids the usage of a softmax as in the original GraphTransformer [29] achieves the
Fig. 9. Feature propagation at different layers of our GNN that are directed by our attention module. The cyan node indicates the target object, the green nodes represent the scene nodes, and the pink nodes represent the concept nodes. The black edges indicate the sharing of information between two nodes in the direction indicated by the arrows. For ease of visualisation, we show edges with a mean attention weight over the heads that are superior to 0.2%, and only display concept nodes that are connected via these types of edges.

Fig. 10. Attention weights for messages that are propagated to the target node are indicated in Fig. 9. The network learns to propagate information from different nodes by leveraging different attention heads. The first and last layer the network propagate information from most of the neighbouring nodes, while the intermediate layers focus on few specific nodes.

best overall performance in terms of LSR. This substantial improvement is contributed by the increased expressive power and the ability to reason on sub-graphs during the message passing procedure. The usage of only ReLA, i.e., without scale normalisation and the successive re-projection [31] achieves a lower LSR compared to ours, confirming the advantage brought by the proposed additional normalisation as the learned weights are positively unbounded.

Does the number of message passing layers and the final node concatenation of D-SCG-OL make a difference?

We examine a set of variants of our D-SCG-OL with varying numbers of message passing layers ranging from 1 to 5. Table IV shows that using four message passing (MP) layers leads to the best performance. When using a single MP layer, there is not enough information regarding the context to be propagated to the nodes and this leads to the worst performance. With more than two MP layers, the performance starts to increase, saturating at four layers. With additional layers, we observe that the performance starts to degrade. This might be due to the over-smoothing problem [42], [43], where after multiple message passing rounds, the embeddings for different nodes are indistinguishable from one another. Given the best layer number, we also validate the choice of concatenating the original embedding to the aggregated contextual ones, instead of using only the aggregated features. Concatenation is more advantageous with an LSR of 0.29, while directly using the aggregated node representation leads to an LSR of 0.28. We argue that this happens because concatenation allows the network to still remember the initial representation, developing a better understanding of the context after message passing.

Localising in 3D. We examine the network capability to localise the target object directly in 3D scenes instead of on the 2D floor plane. We compare D-SCG-OL with SCG-OL by making the appropriate modifications for 3D localisation.

Table V reports the localisation performance in the 3D scenes. We can observe that all the three methods suffer a drop in terms of LSR performance due to the increased difficulty level of the
problem. SCG-OL experiences the highest drop in performance, with an LSR score of only 0.05, down from its original score of 0.24 when evaluated in the 2D domain. This decrease in performance can be attributed to a difficulty in representing the object arrangement using only distances when an additional dimension is considered. Utilising a less abstract representation by using relative positions between objects leads to much more accurate results. Despite the increased problem difficulty, our proposed D-SCG-OL achieves the best LSR of 0.26, which is significantly higher than the second-best method LayoutTransformer with a LSR of 0.15.

Attention Visualisation In Figs. 9 and 10 we show how the network prioritises the exchange of information when localising a chair. Note that our network does not use the softmax function when calculating the attention weights, thus they do not necessarily sum to one. We normalise the weights for the visualisation results. Fig. 9 shows the features propagated via message passing that are assigned a high weight by our attention modules. The network learns to operate very differently depending on the layer, and most of the attention weights are given to edges between object nodes. The network also learns to attend differently to instances of the same object based on the scene geometry that is described by the edge features. For instance, in the first layer only two of the five chairs propagate their features with a high weight to the refrigerator. Incidentally, these nodes represent the two chairs closest to the fridge. Fig. 10 shows the different heads’ attention scores for messages that are propagated to the target node. We can see that each head focuses on different nodes: some heads are giving high weights to specific nodes, e.g., head zero and three of the second layer, while others balance the features from many nodes, e.g., head two and three of the first layer. Lastly, we can see that most of the commonsense information is propagated in the first and last layer of the GNN.

VI. CONCLUSION We proposed an novel scene graph model, the D-SCG, to address the problem of localising objects in a partial 3D scene. The spatial information regarding the arrangement of the object is described via directional edges with relative positions instead of undirectional relative distances as in the prior work. With the proposed D-SCG, we developed a new GNN-based solution for object localisation, D-SCG Object Localiser, that can directly estimate the position of the target object by predicting its relative positions with respect to other objects in the partially observed scene, leading to an efficient end-to-end trainable solution. Our approach also features a new attention module, wrt to our previous approach, to further improve the localisation performance, by using the ReLA attention. We thoroughly evaluated our proposed method on the partial scene dataset and proved its superior performance in terms of localisation success rate against baselines and the state-of-the-art methods. Finally, we showed that our approach can be applied for 3D object localisation with a marginal performance drop, while the previous state-of-the-art method degrades dramatically due the increased localisation difficulty. Future work will focus on scaling our proposed approach to large-scale outdoor scenarios and extending to robotic applications.
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