A Better Bound Gives a Hundred Rounds: Enhanced Privacy Guarantees via \( f \)-Divergences

Shahab Asoodeh\(^1\), Jiachun Liao\(^*\), Flavio P. Calmon\(^\dagger\), Oliver Kosut\(^*\), Lalitha Sankar\(^*\)

\(^1\)Harvard University, \{shahab, flavio\}@seas.harvard.edu
\(^*\)Arizona State University, \{jiachun.liao, okosut, lalithasankar\}@asu.edu

Abstract

We derive the optimal differential privacy (DP) parameters of a mechanism that satisfies a given level of Rényi differential privacy (RDP). Our result is based on the joint range of two \( f \)-divergences that underlie the approximate and the Rényi variations of differential privacy. We apply our result to the moments accountant framework for characterizing privacy guarantees of stochastic gradient descent. When compared to the state-of-the-art, our bounds may lead to about 100 more stochastic gradient descent iterations for training deep learning models for the same privacy budget.

I. INTRODUCTION

Differential privacy (DP) \([1]\) has become the de facto standard for privacy-preserving data analytics. Intuitively, a (potentially randomized) algorithm is said to be differentially private if its output does not vary significantly with small perturbations of the input. DP guarantees are usually cast in terms of properties of the information density \([2]\) of the output of the algorithm conditioned on a given input—referred to as the privacy loss variable in the DP literature.

Several methods have recently been proposed to ensure differentially private training of machine learning (ML) models \([3–8]\). Here, the parameters of the model determined by a learning algorithm (e.g., weights of a neural network or coefficients of neighboring datasets \(X\) on \(M\)) are set to be differentially private with respect to the data used for fitting the model (i.e., the training data). When the model parameters are computed by applying stochastic gradient descent (SGD) to minimize a given loss function, DP can be ensured by directly adding noise to the gradient. The empirical and theoretical flexibility of this noise-adding procedure for ensuring DP was demonstrated, for example, in \([3, 4]\). This method is currently being used for privacy-preserving training of large-scale ML models in industry, see e.g., the implementation of \([9]\) in the Google’s open-source TensorFlow Privacy framework \([10]\).

Not surprisingly, for a fixed training dataset, privacy deteriorates with each SGD iteration. In practice, the DP constraints are set a priori, and then mapped to a permissible number of SGD iterations for fitting the model parameters. Thus, a key question is: given a DP constraint, how many iterations are allowed before the SGD algorithm is no longer private? The main challenge in determining the DP guarantees provided by noise-added SGD is keeping track of the evolution of the privacy loss random variable during subsequent gradient descent iterations. This can be done, for example, by invoking advanced composition theorems for DP, such as \([11, 12]\). Such composition results, while theoretically significant, may be difficult to apply to the SGD setting due to their generality (e.g., they do not take into account the noise distribution used by the privacy mechanism).

Recently, Abadi et al. \([3]\) circumvented the use of DP composition results by developing a method called moments accountant (MA). Instead of dealing with DP directly, the MA approach provides privacy guarantees in terms of Rényi differential privacy (RDP) \([13]\) for which composition has a simple linear form. Once the privacy guarantees of the SGD execution are determined in terms of RDP, they are mapped back to DP guarantees via a conversion result between DP and RDP \([3, \text{Theorem 2}]\). This approach renders tighter DP guarantees than those obtained from advanced composition theorems (see \([3, \text{Figure 2}]\)).

Our Contributions: We provide a framework which settles the optimal conversion from RDP to DP, and thus further enhances the privacy guarantee obtained by the MA approach. Our technique relies on the information-theoretic study of joint range of \( f \)-divergences: we first describe both DP and RDP using two certain types of the \( f \)-divergences, namely \( E_\alpha \) and \( \chi^\alpha \) divergences (see Section II). We then apply \([14, \text{Theorem 8}]\) to characterize the joint range of these two \( f \)-divergences which, in turn, leads to the “optimal” conversion from RDP to DP (see Section III). Specifically, this optimal conversion allows us to derive bounds on the number of SGD iterations for a given DP constraint in the context of Gaussian perturbation of the gradient. Our result improves upon the state-of-the-art \([3]\) by allowing more training iterations (often hundreds more) for the same privacy budget, and thus providing higher utility for free (see Section IV).

II. PRELIMINARIES AND PROBLEM SETUP

In this section, we give several definitions and basic results that will be used in the subsequent sections.

Let \( \mathbb{D} \) be some universe of all possible datasets and \((X, \mathcal{F})\) be a measurable space with Borel \( \sigma \)-algebra \(\mathcal{F}\). A mechanism \(\mathcal{M} : \mathbb{D} \to \mathcal{P}(X)\) assigns a probability distribution \(\mathcal{M}_d\) to each dataset \(d\) where \(\mathcal{P}(X)\) denotes the set of all probability measures on \(X\). Two datasets \(d\) and \(d'\) are said to be neighboring (denoted by \(d \sim d'\)) if their Hamming distance is one. For any pair of neighboring datasets \(d\) and \(d'\), the privacy loss random variable is defined as \(L_{d,d'} := \log \frac{\mathcal{M}_d(Y)}{\mathcal{M}_{d'}(Y)}\) where \(Y \sim \mathcal{M}_d\).
Definition 1. A mechanism $\mathcal{M} : \mathcal{D} \rightarrow \mathcal{P}(\mathbb{X})$ is said to be

- $(\varepsilon, \delta)$-DP for a given $\delta \in [0, 1)$ if
  \[
  \sup_{A \in \mathcal{F}, d \sim d'} \mathcal{M}_d(A) - e^{\varepsilon} \mathcal{M}_{d'}(A) \leq \delta. 
  \]

- $(\alpha, \gamma)$-RDP for a given $\alpha > 1$, if
  \[
  \sup_{d \sim d'} D_\alpha(\mathcal{M}_d || \mathcal{M}_{d'}) \leq \gamma,
  \]
  where $D_\alpha(P || Q) := \frac{1}{\alpha-1} \log \mathbb{E}_Q \left[ \left( \frac{dP}{dQ} \right)^\alpha \right]$ denotes the Rényi divergence of order $\alpha$ between $P$ and $Q$ in $\mathcal{P}(\mathbb{X})$.

It can be shown that (1) is implied if the tail event $\{ L_{d,d'} > \varepsilon \}$ occurs with probability at most $\delta$ for all $d \sim d'$, and (2) is implied if (and only if) the $\alpha$-moment of $L_{d,d'}$ is upper bounded by $\gamma$. Built on this intuition, the MA restricts the $\alpha$-moment of $L_{d,d'}$ for all $\alpha > 1$.

As mentioned earlier, RDP (and hence MA) composes linearly, as opposed to the strong composition theorem for DP which is known to be loose for many practical mechanisms, including Gaussian. With this clear advantage comes a shortcoming: RDP suffers from the lack of operational interpretation, see e.g., [15]. To address this issue, the RDP guarantee is often translated into a DP guarantee via the following result.

Theorem 1. ([3, Thm 2], [13, Prop 3]) If the mechanism $\mathcal{M}$ is $(\alpha, \gamma)$-RDP, then it satisfies $(\varepsilon, \delta)$-DP for any $\varepsilon > \gamma$ and
\[
\delta = e^{-(\alpha-1)(\varepsilon-\gamma)}.
\]

For MA, this constraint must hold for all $\alpha > 1$ and thus it leads to $(\varepsilon, \delta)$-DP for
\[
\delta = \inf_{\alpha > 1} e^{-(\alpha-1)(\varepsilon-\gamma(\alpha))},
\]
where $\gamma(\alpha) = \sup_{d \sim d'} D_\alpha(\mathcal{M}_d || \mathcal{M}_{d'})$ and the dependence on $\alpha$ is made clear. Since $\alpha \mapsto (\alpha-1)D_\alpha(P || Q)$ is convex [16, Corollary 2] for any pair of probability measures $P$ and $Q$, the above minimization is a log-convex problem and hence can be solved to an arbitrary accuracy. We will show in Section IV that this minimization has a simple form for Gaussian mechanisms and can be solved analytically.

Theorem 1 establishes a relationship for converting RDP to DP that is extensively used in several recent differentially private ML applications, e.g., [7, 17–22] to name a few. However, despite its extensive use, this relationship is loose. For instance, as we see later, for Gaussian mechanisms this relationship holds for $\varepsilon \rightarrow 0$ only when the variance of noise goes to infinity.

In Section III, we present the optimal conversion from RDP to DP, thus improving the privacy guarantees of recent ML applications involving MA. Specifically, we investigate the following two closely-related questions:

**Question One:** Given an $(\alpha, \gamma)$-RDP mechanism $\mathcal{M}$, what are the smallest $\varepsilon$ and $\delta$ such that $\mathcal{M}$ is $(\varepsilon, \delta)$-DP?

We show in Section III that such minimal $\varepsilon$ and $\delta$ can be obtained via a simple one-variable optimization problem.

We then turn our attention to privacy guarantees in applications where the data may need to be accessed many times (say $T$ times) such as with SGD. In such applications, each data access renders the application of a privacy mechanism, i.e., $T$ privacy mechanisms are applied. An oft-used model, that we also adopt here, is one in which each mechanism adds Gaussian noise with pre-specified variance $\sigma^2$. This model is referred to as the $T$-fold homogeneous composition of Gaussian mechanisms each with variance $\sigma^2$.

**Question Two:** Given $\varepsilon \geq 0$, $\delta \in [0, 1]$ and $\sigma^2$, what is the largest $T$ such that the $T$-fold homogeneous composition of Gaussian mechanism with variance $\sigma^2$ is $(\varepsilon, \delta)$-DP?

The linearity of the RDP guarantee (in $T$) and the optimal conversion from RDP to DP (addressed in Question One) enable us to express the answer to this question as a minimization (over $\alpha > 1$) of the answer to Question One, analogous to (4).

Although this additional minimization significantly complicates the analytic derivation, we nevertheless obtain tight bounds for the largest $T$ provided that $\delta$ is sufficiently small. Details are deferred to Section IV.

To mathematically formulate these goals, we need the following definitions and basic results.

Definition 2. ([23, 24]) Given two probability distributions $P$ and $Q$ and a real-valued convex function $f$ satisfying $f(1) = 0$, the $f$-divergence between $P$ and $Q$ is given by
\[
D_f(P || Q) := \mathbb{E}_Q \left[ f \left( \frac{dP}{dQ} \right) \right].
\]

We frequently use two particular instances of $f$-divergences. Given $\lambda \geq 1$, the $f$-divergence associated with $f(t) = (t-\lambda)_+ = \max\{t-\lambda, 0\}$, is called $\mathbb{E}_\lambda$-divergence (also known as hockey-stick divergence [25]) and given by
\[
\mathbb{E}_\lambda(P || Q) = \int (dP - \lambda dQ)_+ = \sup_{A \in \mathcal{F}} \left[ P(A) - \lambda Q(A) \right].
\]
Also, for any $\alpha > 1$, the $f$-divergence associated with $f(t) = \frac{1}{\alpha -1} (t^\alpha - 1)$ is denoted by $\chi^\alpha(P\|Q)$. Note that $D_\alpha(P\|Q) = \frac{1}{\alpha -1} \log (1 + (\alpha -1)\chi^\alpha(P\|Q))$ for a pair of probability distributions $P$ and $Q$.

It is shown in [27], [28] that

$$\mathcal{M} \text{ is } (\varepsilon, \delta)\text{-DP} \iff \sup_{d \sim d'} \mathbf{E}^d (\mathcal{M}_d \| \mathcal{M}_{d'}) \leq \delta. \quad (7)$$

Similarly, it can be verified that:

$$\mathcal{M} \text{ is } (\alpha, \gamma)\text{-RDP} \iff \sup_{d \sim d'} \chi^\alpha(\mathcal{M}_d \| \mathcal{M}_{d'}) \leq \chi(\gamma), \quad (8)$$

where

$$\chi(\gamma) := \frac{e^{(\alpha-1)\gamma} - 1}{\alpha - 1}. \quad (9)$$

For any $\alpha > 1$ and non-negative $\gamma$, we let $\mathbb{M}_\alpha(\gamma)$ be the set of all $(\alpha, \gamma)$-RDP mechanisms $\mathcal{M}$. This definition, together with (7), enables us to precisely formulate Question One. If a mechanism is $(\alpha, \gamma)$-RDP then the smallest $\delta$, for a given $\varepsilon$, such that it is $(\varepsilon, \delta)$-DP is upper bounded by

$$\delta^*_\alpha(\gamma) := \sup_{\mathcal{M} \in \mathbb{M}_\alpha(\gamma)} \sup_{d \sim d'} \mathbf{E}^d (\mathcal{M}_d \| \mathcal{M}_{d'}) \quad (10)$$

Given $\alpha, \gamma$ and $\varepsilon$, this quantity corresponds to the smallest $\delta$ guaranteed by the worst mechanism in $\mathbb{M}_\alpha(\gamma)$, thus establishing an upper bound for the smallest $\delta$ such that a given $(\alpha, \gamma)$-RDP mechanism is $(\varepsilon, \delta)$-DP. In fact, we can write

$$\delta^*_\alpha(\gamma) = \inf \left\{ \delta \in [0, 1] : \forall \mathcal{M} \in \mathbb{M}_\alpha(\gamma) \text{ is } (\varepsilon, \delta)\text{-DP} \right\}. \quad (11)$$

Such quantity is key for indicating the “optimality” of a conversion from RDP to DP. It may be equivalently identified by closely related quantities

$$\gamma^*_\alpha(\delta) := \sup \left\{ \gamma \geq 0 : \forall \mathcal{M} \in \mathbb{M}_\alpha(\gamma) \text{ is } (\varepsilon, \delta)\text{-DP} \right\}, \quad (12)$$

or

$$\varepsilon^*_\alpha(\delta) := \inf \left\{ \varepsilon \geq 0 : \forall \mathcal{M} \in \mathbb{M}_\alpha(\gamma) \text{ is } (\varepsilon, \delta)\text{-DP} \right\}. \quad (13)$$

In the next section, we exploit (7)–(8) to compute or bound these quantities.

### III. Optimal Conversion from RDP to DP

In this section, we aim at computing the fundamental worst-case DP privacy parameter guaranteed by an $(\alpha, \gamma)$-RDP mechanism; a quantity defined in (10). To this goal, we first show that this quantity is an upper boundary of a convex set defined by $\mathbf{E}_\lambda$-divergence and $\chi^\alpha$-divergence and then invoke the well-known result of [14] about the joint range of $f$-divergences.

First note that, according to (8), the set $\mathbb{M}_\alpha(\gamma)$ can be equivalently characterized by the constraint $\chi^\alpha(\mathcal{M}_d \| \mathcal{M}_{d'}) \leq \chi(\gamma)$, where $\chi(\gamma)$ is defined in (9). Hence, the quantity in (10) in fact constitutes the upper boundary of the convex set

$$\mathcal{R}_\alpha := \left\{ (\chi^\alpha(\mathcal{M}_d \| \mathcal{M}_{d'}), \mathbf{E}^d(\mathcal{M}_d \| \mathcal{M}_{d'})) \mid \forall \mathcal{M}, d \sim d' \right\}. \quad (14)$$

This simple observation has two key implications. First, the convexity of this set implies that the map $\gamma \mapsto \delta^*_\alpha(\gamma)$, defined in (10), can be alternatively expressed by $\delta \mapsto \gamma^*_\alpha(\delta)$, defined in (12). Note also that $\gamma^*_\alpha$ can be equivalently written as

$$\gamma^*_\alpha(\delta) = \inf_{\mathcal{M} : D_{\alpha} \rightarrow \mathcal{P}(\Xi)} \inf_{d \sim d'} \chi^{-1}(\chi^\alpha(\mathcal{M}_d \| \mathcal{M}_{d'})) \quad (15)$$

s.t. $\mathbf{E}^d(\mathcal{M}_d \| \mathcal{M}_{d'}) \geq \delta, \forall d \sim d'$,

where $\chi^{-1}(\cdot)$ is the inverse of $\chi(\cdot)$, defined in (9), and in given by $\chi^{-1}(t) = \frac{1}{\alpha -1} \log(1 + (\alpha -1)t)$. Second, to derive the upper boundary of $\mathcal{R}_\alpha$ (and thus $\gamma^*_\alpha(\delta)$) it suffices to characterize $\mathcal{R}_\alpha$. This allows us to cast the problem of converting from $(\alpha, \gamma)$-RDP to $(\varepsilon, \delta)$-DP as characterizing the joint range of $\mathbf{E}_\lambda$ and $\chi^\alpha$ divergences. To tackle the latter problem, we refer to [14] whose main result is as follows.

**Theorem 2. ([14, Theorem 8])** We have

$$\left\{(D_f(P\|Q), D_g(P\|Q)) \bigg| P, Q \in \mathcal{P}(\Xi) \right\} = \text{conv}(B)$$

\(^1\text{\chi^\alpha-divergence is also referred to as \alpha-Hellinger divergence, see, e.g., [26].}\)
where \( \text{conv}(\cdot) \) denotes the convex hull operator and
\[
B := \left\{ (D_f(P_b \parallel Q_b), D_g(P_b \parallel Q_b)) \bigg| P_b, Q_b \in \mathcal{P}(\{0, 1\}) \right\}.
\]

This theorem provides an efficient method for characterizing the joint range of any pair of \( f \)-divergences. Specialized to \( \chi^\alpha \) and \( \text{E}_\lambda \) divergences, this theorem therefore enables us to characterize \( R^\alpha \) and thus derive \( \gamma^\epsilon_\alpha(\delta) \). We formalize this intuition in Theorem 3 and establish a simple variational formula for \( \gamma^\epsilon_\alpha(\delta) \) involving a one-parameter log-convex minimization. Hence, the optimization (15), which can potentially be of significant complexity, turns into a simple tractable problem.

**Theorem 3.** For any \( \alpha > 1 \), \( \epsilon \geq 0 \) and \( \delta \in [0, 1) \),
\[
\gamma^\epsilon_\alpha(\delta) = \epsilon + \min_{p \in (\delta, 1]} \frac{1}{1 - \alpha} \log \left( p^\alpha (p - \delta)^{1 - \alpha} + \bar{p}^\alpha (\epsilon^\alpha - p + \delta)^{1 - \alpha} \right),
\]
where \( \bar{p} := 1 - p \).

It can be shown the term inside the logarithm is convex in \( p \) and hence this optimization problem can be numerically solved with an arbitrary accuracy. It seems, however, not simple to analytically derive \( \gamma^\epsilon_\alpha(\delta) \). Nevertheless, we obtain a tight lower bound in the following theorem.

**Theorem 4.** For any \( \epsilon \geq 0 \) and \( \alpha > 1 \), we have
\[
\gamma^\epsilon_\alpha(0) = 0,
\gamma^\epsilon_\alpha(\delta) = \epsilon - \log(1 - \delta), \quad \text{if} \quad \alpha \delta \geq 1,
\gamma^\epsilon_\alpha(\delta) \geq \max\{g(\alpha, \epsilon, \delta), f(\alpha, \epsilon, \delta)\}, \quad \text{if} \quad 0 < \alpha \delta < 1,
\]
where
\[
g(\alpha, \epsilon, \delta) := \epsilon - \frac{1}{1 - \alpha} \log \left( \frac{\zeta_\alpha}{\delta} \right),
\]
with \( \zeta_\alpha := \frac{1}{\alpha} \left( 1 - \frac{1}{\alpha} \right)^{\alpha - 1} \) and
\[
f(\alpha, \epsilon, \delta) := \epsilon + \frac{1}{1 - \alpha} \log \left( (\epsilon^\alpha - \alpha \delta) \left( \frac{\delta - 1}{\delta - \epsilon^\alpha} \right)^\alpha + \alpha \delta \right).
\]

In Fig. 1, we numerically solve (16) for three pairs of \( (\alpha, \epsilon) \) and compare them with their corresponding bounds obtained from Theorem 4, highlighting the tightness of the above lower bound.

As indicated earlier and illustrated in Fig. 1, the lower bound in \( \gamma^\epsilon_\alpha(\delta) \) in Theorem 4 is translated into an upper bound on \( \delta^\epsilon_\alpha(\gamma) \). In practice, it is often more appealing to design differentially private mechanisms with a hard-coded value of \( \delta \) (as opposed to the fixed \( \epsilon \)). To address this practical need, we convert the lower bound in Theorem 4 to an upper bound on \( \delta^\epsilon_\alpha(\gamma) \).

**Lemma 1.** For \( \alpha > 1 \) and \( \gamma \geq 0 \), we have
\[
\delta^\epsilon_\alpha(\gamma) = \left( \gamma + \log(1 - \delta) \right)_+, \quad \text{if} \quad \alpha \delta \geq 1,
\]
where \( (x)_+ = \max(x, 0) \), and \( \gamma + \log(1 - \delta) \) is the argument of the logarithm.

In Fig. 1, we numerically solve (16) for three pairs of \( (\alpha, \epsilon) \) and compare them with their corresponding bounds obtained from Theorem 4, highlighting the tightness of the above lower bound.
and if $0 < \alpha \delta < 1$

$$
\varepsilon^\delta_\alpha(\gamma) \leq \frac{1}{\alpha - 1} \min \left\{ \left[ (\alpha - 1)\gamma - \log \frac{\delta}{\zeta_\alpha} \right] +, \log \left( \frac{(\alpha - 1)\chi(\gamma)}{\alpha \delta} + 1 \right) \right\},
$$

(20)

where $\chi(\gamma)$ is defined in (9). Moreover, $\varepsilon^\delta_\alpha(0) = 0$.

The proof of this lemma is based on writing the first-order approximation for $f$ in terms of $\delta$, thereby allowing us to invert the inequality (18). Note that $g$ is a linear function of $\varepsilon$ and hence invertible. It must be mentioned that Balle et al. [15, Theorem 21] has recently proved the bound $\varepsilon^\delta_\alpha(\gamma) \leq \gamma - \frac{1}{\alpha - 1} \log \frac{\delta}{\zeta_\alpha}$, via a fundamentally different approach which is weaker than Lemma 1.

Remark 1. As an important special case, this lemma demonstrates that an $(\alpha, \gamma)$-RDP mechanism provides $(0, \delta)$-DP guarantee if $1 - e^{-\gamma} < \frac{1}{\alpha}$ and $\delta \in [\zeta_\alpha e^{(\alpha - 1)\gamma}, \frac{1}{\alpha}]$. See Appendix D for the detailed derivation and also another sufficient condition for $(0, \delta)$-DP. Notice that this is significantly stronger than what would be obtained from Theorem 1: $\varepsilon^\delta_\alpha(\gamma) \leq \gamma - \frac{1}{\alpha - 1} \log \delta$ from which $(0, \delta)$-DP cannot be achieved.

IV. MOMENTS ACCOUNTANT AND GAUSSIAN MECHANISMS

Moments accountant (MA) was recently proposed by Abadi et al. [3] as a method to bypass advanced composition theorems [11, 12]. Given a mechanism $M$, the $T$-fold adaptive homogeneous composition $M^{(T)}$ is a mechanism that consists of $T$ copies of $M$, i.e., $(M^1, \ldots, M^T)$ such that the input of $M^i$ may depend on the outputs of $M^1, \ldots, M^{i-1}$. Determining the privacy parameters of $M^{(T)}$ in terms of those of $M$ and $T$ is an important problem in practice and thus has been the subject of an extensive body of research, see e.g., [3, 11, 12, 21].

Advanced composition theorems [11, 12] are well-known results that provide the DP parameters of $M^{(T)}$ for general mechanisms. However, they can be loose and do not take into account the particular noise distribution under consideration (i.e., Gaussian noise). MA was shown to significantly improve updn advanced composition theorems in specific applications such as SGD. The cornerstone of MA is the linear composability of RDP: If $M^1, \ldots, M^T$ are $(\alpha, \gamma)$-RDP, then it is shown [3, Theorem 2] that $M^{(T)}$ is $(\alpha, \gamma T)$-RDP. This result is then translated into DP privacy parameters via Theorem 1. Since the above composability and conversion hold for all $\alpha > 1$, one can obtain the best privacy parameters by optimizing over $\alpha$ according to (4). More precisely, $M^{(T)}$ is $(\varepsilon, \delta)$-DP with

$$
\delta = \inf_{\alpha > 1} e^{-(\alpha - 1)(\varepsilon - \gamma(\alpha)T)},
$$

(21)

for a given $\varepsilon$ or equivalently,

$$
\varepsilon = \inf_{\alpha > 1} \gamma(\alpha)T - \frac{1}{\alpha - 1} \log \delta,
$$

(22)

for a given $\delta$, where $\gamma(\alpha) = \sup_{\delta, \epsilon} D_\alpha(\mathcal{M}_\delta || \mathcal{M}_\epsilon)$ is the RDP parameter of the constituent mechanism $M$.

For the rest of this section, we assume $M$ is a Gaussian mechanism and apply Theorem 4 and Lemma 1 in place of (21) and (22) respectively, in order to improve the DP privacy parameters obtained by MA.
A. Bounds on Privacy Parameters of Gaussian Composition

Let $f: \mathcal{D} \to \mathbb{R}^n$ be a query function and $\mathcal{M}$ be a Gaussian mechanism with variance $\sigma^2$, i.e., $\mathcal{X} = \mathbb{R}^n$ and $\mathcal{M}_d = \mathcal{N}(f(d), \sigma^2 I_n)$ for each $d \in \mathcal{D}$. For simplicity, we assume that $f$ has unit $L_2$-sensitivity, i.e., $\sup_{d \sim d'}\|f(d) - f(d')\|_2 = 1$. Since

$$\sup_{d \sim d'} D_\alpha(\mathcal{M}_d || \mathcal{M}_{d'}) = \frac{\alpha}{2\sigma^2} \sup_{d \sim d'} \|f(d) - f(d')\|_2 = \frac{\alpha}{2\sigma^2},$$

it follows that $\mathcal{M}$ is $(\alpha, \gamma(\alpha))$-RDP for all $\alpha > 1$ where $\gamma(\alpha) = \alpha\alpha$ and $\rho = \frac{1}{2\sigma^2}$. In light of the linear composability of RDP, we obtain that $\mathcal{M}^{(T)}$ the $T$-fold adaptive composition of $\mathcal{M}$ is $(\alpha, \gamma(\alpha)T)$-RDP. In this setting, the optimization problem given in (22) can be solved analytically. Consequently, MA implies that $\mathcal{M}^{(T)}$ is $(\varepsilon, \delta)$-DP for any $\delta \in (0, 1)$ and

$$\varepsilon = \inf_{\alpha > 1} \frac{\alpha}{\alpha - 1} \log \frac{\delta}{\alpha} - \frac{1}{\alpha - 1} \log \frac{1}{\delta}$$

(23)

We next use the machinery developed in the previous section to improve (23) the DP parameter of $\mathcal{M}^{(T)}$ implied by MA. To do so, define

$$\varepsilon^\delta(\rho, T) := \inf_{\alpha > 1} \varepsilon^\delta_\alpha(\rho \alpha T).$$

(24)

Thus, $\mathcal{M}^{(T)}$ is $(\varepsilon^\delta(\rho, T), \delta)$-DP for any $\delta \in (0, 1)$. Invoking Lemma 1, we can obtain a bound $\varepsilon^\delta(\rho, T)$.

**Lemma 2.** The $T$-fold adaptive homogeneous composition of the Gaussian mechanism with variance $\sigma^2$ is $(\varepsilon^\delta(\rho, T), \delta)$-DP with $\delta \in (0, 1)$ and

$$\varepsilon^\delta(\rho, T) \leq \min \left\{ \varepsilon_0(\rho, T), \varepsilon_1(\rho, T), \left( \frac{\rho T}{\delta} + \log(1 - \delta) \right)^{1/2} \right\},$$

(25)

where $\rho = \frac{1}{2\sigma^2}$ and

$$\varepsilon_0(\rho, T) := \inf_{\alpha \in (1, \frac{1}{\delta}]} \left( \frac{\rho \alpha T - 1}{\alpha - 1} \log \frac{\delta}{\zeta_\alpha} \right)^{1/2},$$

(26)

$$\varepsilon_1(\rho, T) := \inf_{\alpha \in (1, \frac{1}{\delta}]} \frac{1}{\alpha - 1} \log \left( 1 + \frac{e^{\rho \alpha (\alpha - 1) T - 1}}{\alpha \delta} \right),$$

(27)

and $\zeta_\alpha$ is as defined in Theorem 4.

The bound given in this lemma can shed light on the optimal variance of the Gaussian mechanism $\mathcal{M}$ required to ensure that $\mathcal{M}^{(T)}$ is $(\varepsilon, \delta)$-DP (cf. Question Two in Section II). To put our result about the variance in perspective, we first mention two previously-known bounds on $\sigma^2$. Advanced composition theorems (see, e.g., [11, Theorem III.3]) require $\sigma^2 = \Omega(T_{\text{log}(1/\delta)} \log(T/\delta))$. Abadi et al. [3, Theorem 1] improved this result by showing that $\sigma^2$ suffices to be linear in $T$; more precisely, $\sigma^2 = \Omega(T_{\text{log}(1/\delta)}).$ To have a better comparison with our final result, we write this result more explicitly. It follows from (21) or (22) that

$$\frac{T}{2\sigma^2} \leq \sup_{\alpha > 1} \frac{\varepsilon}{\alpha} + \frac{1}{\alpha(\alpha - 1)} \log \frac{\delta}{\alpha(\alpha - 1)} \log (\varepsilon - \log \delta) \log \frac{1}{\delta},$$

and...
and hence assuming $\delta$ is sufficiently small, we obtain

$$\sigma^2 \geq \frac{2T}{\varepsilon^2} \log \frac{1}{\delta} + \frac{T}{\varepsilon} + O\left(\frac{1}{\log \delta^{-1}}\right). \tag{28}$$

We are now in order to state our result.

**Theorem 5.** The T-fold adaptive homogeneous composition of a Gaussian mechanism with variance $\sigma^2$ is $(\varepsilon, \delta)$-DP, for $\varepsilon > 2 \delta \log \frac{1}{\delta}$, if

$$\sigma^2 \geq \frac{2T}{\varepsilon^2} \log \frac{1}{\delta} + \frac{T}{\varepsilon} - \frac{2T}{\varepsilon^2} \left(\log(2 \log \delta^{-1}) + 1 - \log \varepsilon\right) + O\left(\frac{\log^2(\log \delta^{-1})}{\log \delta^{-1}}\right).$$

The proof of this theorem is based on a relaxation of Theorem 4 obtained by ignoring $f(\alpha, \varepsilon, \delta)$. Considering both $f$ and $g$ will result in a stronger result at the expense of more involved analysis. Comparing with (28), Theorem 5 indicates that, providing $\delta$ is sufficiently small, the variance of each constituent Gaussian mechanism can be reduced by $\frac{2T}{\varepsilon^2} \left(\log(2 \log \delta^{-1}) + 1 - \log \varepsilon\right)$ compared to what would be obtained from MA.

**B. Illustration of Our Bounds**

In this section, we empirically compare our bound on $\varepsilon^4(\rho, T)$ given in Lemma 2 with the privacy parameter (23) obtained via MA and has been extensively used in the state-of-the-art differentially private machine learning algorithms, e.g., [7, 9, 17–22]. We do so in two different settings: (1) vanilla T-fold composition of the Gaussian mechanism with fixed variance, and (2) noisy SGD algorithm.

**Vanilla Gaussian Composition:** Here, we wish to obtain bounds on the privacy parameter $\varepsilon$ of $\mathcal{M}^T(\rho)$ where $\mathcal{M}$ is a Gaussian mechanism with $\sigma = 20$. In Fig. 2, we compare Lemma 2 with MA when $\delta = 10^{-5}$. According to this plot, our result enables us to achieve a smaller privacy parameter by up to 0.75, i.e., $\max_{T} \varepsilon^4_{\mathcal{M}}(\rho, T) - \varepsilon^4_{\text{MA}}(\rho, T) = 0.75$ where $\varepsilon^4_{\text{MA}}(\rho, t)$ is the $\varepsilon$ given in (23). This privacy amplification may have important impacts on recent private deep leaning algorithms. Alternatively, one can observe that our result allows for more iteration for the same $\varepsilon$, for instance 100 more iterations for any $\varepsilon$ larger than 6.

**Noisy SGD:** SGD is the standard algorithm for training many machine learning models. In order to fit a model without compromising privacy, a standard practice is to add Gaussian noise to the gradient of each mini-batch, see e.g., [3–6, 17, 20, 29]. The prime use of MA was to exploit the RDP’s simple composition property in deriving the privacy parameters of the noisy SGD algorithm [3, Algorithm 1]. To have a fair comparison, we implement this algorithm with the sub-sampling rate $q = 0.001$ and noise parameter $\sigma = 4$ and then compute its DP parameter via (23) with $\rho = q^2/((1-q)\sigma^2)$ (see [3, Lemma 3]) and $\delta = 10^{-3}$. We then compare it in Fig. 3 with Lemma 2 with the same $\rho$ and $\sigma$. As demonstrated in this figure, our result allows remarkably more epochs (often over a hundred) within the same privacy budget and thus providing higher utility.
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A. Proof of Theorem 3

First notice that, in light of Theorem 2, the convex set \( \mathcal{R}_\alpha \) defined in (14) is equal to the convex hull of the set \( \mathcal{B}_{\alpha,\varepsilon} \) given by

\[
\mathcal{B}_{\alpha,\varepsilon} = \{(\chi^\alpha(P_b||Q_b), E_{\varepsilon^\gamma}(P_b||Q_b)) | P_b, Q_b \in \mathcal{P}(\{0, 1\})\}
\]

where \( P_b = \text{Bernoulli}(p) \) and \( Q_b = \text{Bernoulli}(q) \) with parameters \( p, q \in (0, 1) \). For any pair of such distributions, define \( \tilde{\gamma} := \chi^\alpha(P_b||Q_b) \) and \( \delta := E_{\varepsilon^\gamma}(P_b||Q_b) \). We first show that the convex hull of \( \mathcal{B}_{\alpha,\varepsilon} \) is given by

\[
\mathcal{B}_{\alpha,\varepsilon} = \{(\tilde{\gamma}, \delta) | \delta \in [0, 1], \tilde{\gamma} \geq \tilde{\gamma}(\delta)\}
\]

with \( \tilde{\gamma}(\delta) \) given by

\[
\tilde{\gamma}(\delta) = \inf_{0 < p, q < 1} \chi^\alpha(P_b||Q_b)
\]

s.t. \( E_{\varepsilon^\gamma}(P_b||Q_b) \geq \delta \).

To this goal, we need to demonstrate that for any \( \lambda \in [0, 1] \) and pairs of points \( (\gamma_1, \delta_1), (\gamma_2, \delta_2) \in \mathcal{B}_{\alpha,\varepsilon} \), we have \( (\lambda \gamma_1 + \lambda \gamma_2, \lambda \delta_1 + \lambda \delta_2) \in \mathcal{B}_{\alpha,\varepsilon} \), where \( \lambda = 1 - \lambda \), or equivalently \( \lambda \delta_1 + \lambda \delta_2 \in [0, 1] \) and \( \lambda \gamma_1 + \lambda \gamma_2 \geq \tilde{\gamma}(\lambda \delta_1 + \lambda \delta_2) \). Hence, it suffices to show that \( \delta \mapsto \tilde{\gamma}(\delta) \) is convex.

Let \( p_i, q_i \in (0, 1) \) with \( p_i \geq q_i \) be the optimal solution of (31) for \( \delta_i, i = 1, 2 \), and \( P_{b,i}, Q_{b,i} \) be the corresponding Bernoulli distributions. For any \( \lambda \in [0, 1] \), we construct two Bernoulli distribution \( P_{b,\lambda} \) and \( Q_{b,\lambda} \) with parameters \( p_\lambda = \lambda p_1 + \lambda p_2 \) and \( q_\lambda = \lambda q_1 + \lambda q_2 \), respectively. It can be verified that

\[
E_{\varepsilon^\gamma}(P_{b,\lambda}||Q_{b,\lambda}) = p_\lambda - e^\varepsilon q_\lambda
\]

\[
= \lambda p_1 + \lambda p_2 - e^\varepsilon (\lambda q_1 + \lambda q_2)
\]

\[
\geq \lambda \delta_1 + \lambda \delta_2,
\]
Thus, the infimum in (39) is attained at
\[ \gamma^\alpha_p (\delta) = \inf_{0 \leq p, q < 1} \chi^{-1} (\chi^\alpha (P_b \| Q_b)) \]
s.t. \( p - q \varepsilon \geq \delta \),

and hence the optimization problem (15) can be converted to the above two-parameter optimization problem.

Expanding both \( \chi^\alpha \) and \( E_x^\varepsilon \), we can explicitly write (38) as
\[ \gamma^\alpha_p (\delta) = \inf_{0 < q < p < 1} \frac{1}{\alpha - 1} \log \left( p^\alpha q^{1-\alpha} + (1-p)^\alpha (1-q)^{1-\alpha} \right) \]
s.t. \( p - q \varepsilon \geq \delta \),

where \( \delta < 1 \) and \( \gamma < \infty \). Let \( h(p, q; \alpha) \) indicate the objective function of the optimization problem in (39). For any given \( \alpha > 1 \) and \( p \in (0, 1) \), the partial derivative of \( h(p, q; \alpha) \) with respect to \( q \) is given by
\[ \frac{\partial h(p, q; \alpha)}{\partial q} = \frac{p^\alpha q^{-\alpha} - (1-p)^\alpha (1-q)^{-\alpha}}{p^\alpha q^\alpha - (1-p)^\alpha (1-q)^{\alpha}} \]

which is negative for all \( 0 < q < p < 1 \), and therefore, \( h(p, q; \alpha) \) is decreasing in \( q \). In addition, for \( \varepsilon \geq 0 \) and \( \delta \in [0, 1) \), the two constraints \( 0 < q < p < 1 \) and \( p - q \varepsilon \geq \delta \) in (39) can be equivalently rewritten as
\[ \begin{cases} 
\delta < p < 1 \\
0 < q < \frac{p - \delta}{\varepsilon} .
\end{cases} \]

Thus, the infimum in (39) is attained at \( q = \frac{p - \delta}{\varepsilon} \), and therefore, for \( \alpha > 1, \delta \in [0, 1) \) and \( \varepsilon \geq 0 \), the optimization problem in (39) is simplified as
\[ e^{(\alpha - 1)(\gamma^\alpha_p (\delta) - \varepsilon)} = \inf_p p^\alpha (p - \delta)^{-\alpha} \]
s.t. \( \delta < p < 1 \),

which is the desired result.

B. Proof of Theorem 4

Recall that the optimization problem in Theorem 3 is equivalent to (42). Let \( h_1(p; \alpha, \delta, \varepsilon) \) indicate the objective function in (42). One can verify that for \( \alpha > 1, \delta \in [0, 1) \) and \( \varepsilon > 0 \), the mapping \( p \mapsto h_1(p; \alpha, \delta, \varepsilon) \) is convex. Therefore, the numerical result of \( \gamma^\alpha_p (\delta) \) can be easily obtained for any given \( \alpha, \delta \) and \( \varepsilon \).

To get closed-form expressions, we explore lower bounds of (42) as follows.

**Lower bound 1**: Ignoring the second term in \( h_1(p; \alpha, \delta, \varepsilon) \), we obtain
\[ e^{(\alpha - 1)(\gamma^\alpha_p (\delta) - \varepsilon)} \geq \inf_p p^\alpha (p - \delta)^{-\alpha} \]
s.t. \( \delta < p < 1 \).

We note that the objective function in (43) is convex in \( p \). It can be observed via
\[ \frac{\partial^2}{\partial p^2} p^\alpha (p - \delta)^{-\alpha} = (\alpha - 1) \alpha \left( \frac{\alpha}{p^2} (p - \delta)^{-\alpha} - p \frac{\alpha}{2} \frac{\alpha}{2} (p - \delta)^{-\alpha - 1} \right)^2 \geq 0, \]
and therefore, by setting the first derivative to be 0, we obtain the optimal solution for the the corresponding unconstrained problem as \( p^* = \alpha \delta \). Since \( \alpha > 1 \), it follows that the optimal solution of (43) is given by \( p^* = \min \{ \alpha \delta, 1 \} \), and therefore
\[ e^{(\alpha - 1)(\gamma^\alpha_p (\delta) - \varepsilon)} \geq \left( \delta \alpha^\alpha (\alpha - 1)^{-\alpha} \right) 1 \{ \alpha \delta < 1 \} + \left( (1 - \delta)^{-\alpha} \right) 1 \{ \alpha \delta \geq 1 \} \]
with equality holds if and only if \( \alpha \delta \geq 1 \), where \( 1\{\cdot\} \) denotes the indicator function. Thus, if \( \alpha \delta \geq 1 \), we have
\[
\gamma_\alpha^\delta(\delta) = \varepsilon - \log(1 - \delta),
\]
and if \( \alpha \delta < 1 \), we have the lower bound
\[
\gamma_\alpha^\varepsilon(\delta) \geq \varepsilon - \frac{1}{\alpha - 1} \log \left( \frac{1}{\alpha \delta} \left( \frac{1 - \varepsilon}{1 - \alpha} \right)^{\alpha - 1} \right) = \varepsilon - \frac{1}{\alpha - 1} \log \frac{\alpha \delta}{\delta}.
\]

**(Lower bound 2):** To obtain the second lower bound, we note that the function \( h_1(p; \alpha, \delta, \varepsilon) \) is convex in \( \delta \). This enables us to bound \( h_1(p; \alpha, \delta, \varepsilon) \) from below by using its linear approximation at \( \delta = 0 \). Hence we can write
\[
h_1(p; \alpha, \delta, \varepsilon) \geq h_1(p; \alpha, \delta = 0, \varepsilon) + \frac{\partial h_1(p; \alpha, \delta = 0, \varepsilon)}{\partial \delta} \delta
\]
\[
= p + (\alpha - 1)\delta + \left( \frac{1 - p}{e^\varepsilon - p} \right)^\alpha (e^\varepsilon - p - (\alpha - 1)\delta)
\]
with equality if and only if \( \delta = 0 \). Therefore, we have
\[
e^{(\alpha - 1)(\gamma_\alpha^\varepsilon(\delta) - \varepsilon)} \geq \inf_p \left( 1 - \left( \frac{1 - p}{e^\varepsilon - p} \right)^\alpha \right) p + \left( \frac{1 - p}{e^\varepsilon - p} \right)^\alpha (e^\varepsilon - (\alpha - 1)\delta) + (\alpha - 1)\delta
\]
s.t. \( \delta < p < 1 \).

Let \( h_2(p; \alpha, \delta, \varepsilon) \) indicate the objective function of (49). In the following, we prove the monotonicity of \( h_2(p; \alpha, \delta, \varepsilon) \) in \( p \) for \( \alpha > 1, 1 > \delta \geq 0 \) and \( \varepsilon \geq 0 \). Taking the first derivative of \( h_2(p; \alpha, \delta, \varepsilon) \) with respect to \( p \), we have
\[
\frac{\partial h_2(p; \alpha, \delta, \varepsilon)}{\partial p} = 1 + \left( \frac{1 - p}{e^\varepsilon - p} \right)^\alpha \left( \frac{\alpha(e^\varepsilon - 1)(p + (\alpha - 1)\delta - e^\varepsilon)}{(e^\varepsilon - p)(1 - p)} - 1 \right)
\]
\[
=: h_3(p; \alpha, \delta, \varepsilon)
\]
\[
\geq 1 + \left( \frac{1 - p}{e^\varepsilon - p} \right)^\alpha \left( -\frac{\alpha(e^\varepsilon - 1)}{1 - p} - 1 \right) =: h_4(p; \alpha, \varepsilon)
\]
\[
> h_4(p = \delta; \alpha, \varepsilon)
\]
\[
= \frac{(e^\varepsilon - \delta)^\alpha - (1 - \delta)^\alpha - \alpha(e^\varepsilon - 1)(1 - \delta)^{\alpha - 1}}{(e^\varepsilon - \delta)^\alpha}
\]
\[
=: h_5(\delta, \alpha, \varepsilon)
\]
\[
\geq \frac{h_5(\delta, \alpha, \varepsilon = 0)}{(e^\varepsilon - \delta)^\alpha} = 0
\]

where
- the inequality in (51) is from the fact that the function \( h_3(p; \alpha, \delta, \varepsilon) \) is increasing in \( \delta \), and therefore, for \( 1 > \delta \geq 0, h_3(p; \alpha, \delta, \varepsilon) \geq h_3(p; \alpha, \delta = 0, \varepsilon) = h_4(p; \alpha, \varepsilon) \)
- the inequality in (52) is due to the fact that the function \( h_4(p; \alpha, \varepsilon) \) is increasing in \( p \) as shown below
\[
\frac{\partial h_4(p; \alpha, \varepsilon)}{\partial p} = \alpha(\alpha - 1)(e^\varepsilon - 1)^2(1 - p)^{\alpha - 2}(e^\varepsilon - p)^{-\alpha - 1} > 0
\]
and therefore, for \( 1 > p > \delta, h_4(p; \alpha, \varepsilon) > h_4(p = \delta; \alpha, \varepsilon) \).
- the inequality in (54) is from the monotonicity of the function \( h_5(\delta, \alpha, \varepsilon) \) in \( \varepsilon \). Specifically,
\[
\frac{\partial h_5(\delta, \alpha, \varepsilon)}{\partial \varepsilon} = \alpha e^\varepsilon \left( (e^\varepsilon - \delta)^{\alpha - 1} - (1 - \delta)^{\alpha - 1} \right) \geq 0
\]
and therefore, for \( \varepsilon \geq 0, h_5(\delta, \alpha, \varepsilon) \geq h_5(\delta, \alpha, \varepsilon = 0) = 0 \).

Therefore, the objective function \( h_2(p; \alpha, \delta, \varepsilon) \) in (49) is increasing in \( p \), and therefore, we have
\[
e^{(\alpha - 1)(\gamma_\alpha^\varepsilon(\delta) - \varepsilon)} \geq h_2(p = \delta; \alpha, \delta, \varepsilon)
\]
\[
= \alpha \delta + \left( \frac{1 - \delta}{e^\varepsilon - \delta} \right)^\alpha (e^\varepsilon - \alpha \delta)
\]
\[
= \alpha \delta + \left( \frac{1 - \delta}{e^\varepsilon - \delta} \right)^\alpha (e^\varepsilon - \alpha \delta)
\]
\[
= \alpha \delta + \left( \frac{1 - \delta}{e^\varepsilon - \delta} \right)^\alpha (e^\varepsilon - \alpha \delta)
\]
with equality if and only if $\delta = 0$. Thus, we have
\[
\gamma_{\alpha}^\varepsilon(\delta) \geq \varepsilon + \frac{1}{\alpha - 1} \log \left( \alpha \delta + \left( \frac{1 - \delta}{e^\varepsilon - \delta} \right)^{\alpha} (e^\varepsilon - \alpha \delta) \right)
\]  
(58)
where the equality holds if and only if $\delta = 0$ which leads to $\gamma_{\alpha}^\varepsilon(\delta = 0) = 0$. The lower bounds (46) and (58) give the desired result.

C. Proof of Lemma 1

From the first part of the proof of Theorem 4, we have
\[
\varepsilon_\alpha^\delta(\gamma) \begin{cases} 
\leq (\gamma - \frac{1}{\alpha - 1} \log \frac{\delta}{\varepsilon})_+, & \text{if } \alpha \delta \leq 1 \\
= (\gamma + \log(1 - \delta))_+, & \text{otherwise.}
\end{cases}
\]  
(59)
Next, we obtain a closed-form upper bound on $\varepsilon_\alpha^\delta(\gamma)$ from the function $f(\alpha, \varepsilon, \delta)$ in Theorem 4. To do so, let $f_1(\alpha, \varepsilon, \delta)$ be the expression inside the logarithm in $f(\alpha, \varepsilon, \delta)$, i.e., $f_1(\alpha, \varepsilon, \delta) := (e^\varepsilon - \alpha \delta) \left( \frac{\alpha - 1}{\alpha - \delta} \right)^{\alpha} + \alpha \delta$. The second partial derivative of $f_1(\delta, \alpha, \varepsilon)$ with respect to $\delta$ is given by
\[
\frac{\partial^2 f_1(\delta, \alpha, \varepsilon)}{\partial \delta^2} = (\alpha - 1)\alpha (e^\varepsilon - 1) \left( \frac{\delta - 1}{\delta - e^\varepsilon} \right)^{\alpha} \frac{(e^\varepsilon (-2\delta + e^\varepsilon + 1) - \alpha \delta (e^\varepsilon - 1))}{(\delta - 1)^2 (\delta - e^\varepsilon)^2}.
\]  
(60)
Therefore, for $\alpha > 1$, $\varepsilon \geq 0$ and $1 \geq \delta \geq 0$, the convexity of $f_1(\delta, \alpha, \varepsilon)$ in $\delta$ is guaranteed by
\[
\delta - \frac{e^\varepsilon (e^\varepsilon + 1)}{2e^\varepsilon + \alpha (e^\varepsilon - 1)} \leq 0.
\]  
(61)
Let $f_2(\alpha, \varepsilon) := \frac{e^\varepsilon (e^\varepsilon + 1)}{2e^\varepsilon + \alpha (e^\varepsilon - 1)}$, and therefore, if $\delta - f_2(\alpha, \varepsilon) \leq 0$, we have
\[
\gamma_{\alpha}^\varepsilon(\delta) \geq f(\alpha, \varepsilon, \delta) = \varepsilon + \frac{1}{\alpha - 1} \log \left( f_1(\alpha, \varepsilon, \delta) \right) 
\]  
(62)
\[
\geq \varepsilon + \frac{1}{\alpha - 1} \log \left( f_1(\alpha, \varepsilon, \delta = 0) + \frac{\partial f_1(\delta = 0, \alpha, \varepsilon)}{\partial \delta} \delta \right) 
\]  
(63)
\[
= \varepsilon + \frac{1}{\alpha - 1} \log \left( e^{-\varepsilon (\alpha - 1)} + \alpha \delta - \alpha \delta e^{-\varepsilon (\alpha - 1)} \right),
\]  
(64)
with equality if and only if $\delta = 0$. In the following, we prove that $\delta \leq \frac{1}{\alpha}$ is a sufficient condition for $\delta - f_2(\alpha, \varepsilon) \leq 0$ by showing that $f_2(\alpha, \varepsilon) > 1/\alpha$ for any $\alpha > 1$. Taking the first partial derivative of $f_2(\alpha, \varepsilon)$ with respect to $\varepsilon$, we have
\[
\frac{\partial f_2(\alpha, \varepsilon)}{\partial \varepsilon} = \frac{e^\varepsilon ((2 + \alpha) e^\varepsilon - 2 \alpha e^{2\varepsilon} - \alpha)}{(2e^\varepsilon + \alpha (e^\varepsilon - 1))^2}
\]  
(65)
\[
\begin{cases} 
\leq 0, & 1 \leq e^\varepsilon \leq \frac{\alpha + \sqrt{2\alpha(\alpha + 1)}}{2 + \alpha} \\
> 0, & \text{otherwise,}
\end{cases}
\]  
(66)
and therefore,
\[
f_2(\alpha, \varepsilon) - \frac{1}{\alpha} \geq f_2 \left( \alpha, \varepsilon = \log \frac{\alpha + \sqrt{2\alpha(\alpha + 1)}}{2 + \alpha} \right) - \frac{1}{\alpha}
\]  
(67)
\[
= \frac{2(\alpha^2 + \alpha(\sqrt{2\alpha(\alpha + 1)} - 1) - 2)}{\alpha(2 + \alpha)^2} \triangleq \frac{f_3(\alpha)}{\alpha(2 + \alpha)^2}
\]  
(68)
\[
> \frac{f_3(\alpha = 1)}{\alpha(2 + \alpha)^2} = 0
\]  
(69)
where the inequality in (69) follows from the fact that $f_3(\alpha)$ is monotonically increasing in $\alpha > 1$ as shown below:
\[
\frac{df_3(\alpha)}{d\alpha} = \frac{\sqrt{2\alpha(1 + 2\alpha)}}{\sqrt{\alpha(1 + \alpha)}} + 2\sqrt{2\alpha(1 + \alpha)} + 4\alpha - 2 > 0.
\]  
(70)
Therefore, from the inequality in (64), we have that for $\delta \leq 1/\alpha$,

$$
\varepsilon^\delta_\alpha(\gamma) \leq \frac{1}{\alpha - 1} \log \left( \frac{e^{(\alpha-1)\gamma} - 1}{\alpha \delta} + 1 \right)
$$

and equality holds if and only if $\gamma = 0$, i.e., $\varepsilon^\delta_\alpha(\gamma) = 0$.

**D. Derivation of Remark 1**

Note that it can be verified that $\gamma - \frac{1}{\alpha - 1} \log \frac{\delta}{\alpha \delta} < 0$ for $\delta > \zeta_\alpha e^{(\alpha-1)\gamma}$. Combined with $\alpha \delta \leq 1$, we therefore have $\varepsilon^\delta_\alpha(\gamma) = 0$ for $\delta \in [\zeta_\alpha e^{(\alpha-1)\gamma}, \frac{1}{\alpha}]$. To have a valid non-empty interval, we must have the condition $\zeta_\alpha e^{(\alpha-1)\gamma} < \frac{1}{\alpha}$ that is simplified to $1 - e^{-\gamma} \leq \frac{1}{\alpha}$. A similar holds for the case $\alpha \delta > 1$: we have $\gamma + \log(1 - \delta) < 0$ if $\delta > 1 - e^{-\gamma}$. Hence, $\varepsilon^\delta_\alpha(\gamma) = 0$ if $\delta > \max\{1 - e^{-\gamma}, \frac{1}{\alpha}\}$.

**E. Proof of Lemma 2**

Recall that for the $T$-fold composition of Gaussian mechanism with variance $\sigma^2$, we have $\gamma(\alpha) = \alpha \rho T$ where $\rho = 1/\sigma^2$. From Lemma 1, we have that for $\alpha \delta \geq 1$ and $0 < \delta < 1$,

$$
\varepsilon^\delta_\alpha(\alpha \rho T) = (\alpha \rho T + \log(1 - \delta))_+
$$

and therefore,

$$
\varepsilon^\delta(\rho, T) = \inf_{\alpha \geq \frac{1}{T}} \varepsilon^\delta_\alpha(\rho \alpha T)
$$

$$
\leq \inf_{\alpha \geq \frac{1}{T}} \left( \alpha \rho T + \log(1 - \delta) \right)_+
$$

$$
= \left( \frac{\rho T}{\delta} + \log(1 - \delta) \right)_+.
$$

(74)

In addition, from Lemma 1, we have that for $0 < \alpha \delta < 1$,

$$
\varepsilon^\delta_\alpha(\alpha \rho T) \leq \min \left\{ \left( \alpha \rho T - \frac{1}{\alpha - 1} \log \frac{\delta}{\alpha \delta} \right)_+, \frac{1}{\alpha - 1} \log \left( \frac{(\alpha - 1)\chi(\alpha \rho T)}{\alpha \delta} + 1 \right) \right\},
$$

(75)

where $\chi(\alpha \rho T) = \frac{e^{\rho \alpha (\alpha - 1)T} - 1}{\alpha - 1}$, and therefore,

$$
\varepsilon^\delta(\rho, T) = \inf_{\alpha \geq \frac{1}{T}} \varepsilon^\delta_\alpha(\rho \alpha T)
$$

$$
\leq \inf_{1 < \alpha < \frac{1}{T}} \min \left\{ \left( \alpha \rho T - \frac{1}{\alpha - 1} \log \frac{\delta}{\alpha \delta} \right)_+ + \frac{1}{\alpha - 1} \log \left( \frac{e^{\rho \alpha (\alpha - 1)T} - 1}{\alpha \delta} + 1 \right) \right\}.
$$

(77)

Combining the two inequalities in (74) and (77), we obtain the upper bound of $\varepsilon^\delta(\rho, T)$ in Lemma 2.

**F. Proof of Theorem 5**

Lemma 2 illustrates that the $T$-fold adaptive homogeneous composition of the Gaussian mechanism with variance $\sigma^2$ is $(\varepsilon, \delta)$-DP where

$$
\varepsilon = \inf_{1 < \alpha \leq \frac{1}{T}} \frac{\alpha T}{2\sigma^2} - \frac{1}{\alpha - 1} \log \frac{\delta}{\alpha \delta}.
$$

(78)

Rearranging the above, we obtain

$$
\sigma^2 = \inf_{1 < \alpha \leq \frac{1}{T}} \frac{\alpha T}{2 \varepsilon + 2 - \frac{2}{\alpha - 1} \log \frac{\delta}{\alpha \delta}}.
$$

(79)

Assuming that $\frac{2\log \delta^{-1}}{\varepsilon} \leq \frac{1}{\delta}$, or equivalently $\varepsilon \geq 2\delta \log \delta^{-1}$, then we can plug $\alpha = \frac{2\log \delta^{-1}}{\varepsilon}$ in (79) to obtain
\[
\frac{\alpha T}{2\varepsilon + \frac{2}{\alpha - 1} \log \alpha \delta - 2 \log \left(1 - \frac{1}{\alpha}\right)} \bigg|_{\alpha = 2 \log \delta^{-1}}
= \left(\varepsilon - 2 \log \frac{1}{\delta}\right) T \log \frac{1}{\delta} \\
= \frac{\varepsilon^2}{2} \left(\varepsilon - \log \frac{1}{\delta} + \frac{\varepsilon + 2 \log \frac{1}{\delta}}{\varepsilon} \log \left(\frac{-\varepsilon + 2 \log \frac{1}{\delta}}{2 \log \frac{1}{\delta}}\right) - \log \left(\frac{2 \log \frac{1}{\delta}}{\varepsilon}\right)\right) \\
= \frac{2T \log \frac{1}{\delta}}{\varepsilon^2} + \frac{T}{\varepsilon} - \frac{2T \left(2 \log \frac{1}{\delta} + 1 - \log \varepsilon\right)}{\varepsilon^2} + \frac{T}{2 \varepsilon^2 \log \frac{1}{\delta}} \\
\cdot \left(4 \log^2 \left(\frac{1}{\varepsilon}\right) - 6 \varepsilon \log \left(\frac{\log \frac{1}{\delta}}{2 \log \frac{1}{\delta}}\right) + 2 \varepsilon^2 - 5 \varepsilon + 4\right) + O \left(\frac{1}{\log^2 \frac{1}{\delta}}\right)
\]

\[
\frac{2T}{\varepsilon^2} \log \frac{1}{\delta} + \frac{T}{\varepsilon^2} \left(\log(2 \log \delta^{-1}) + 1 - \log \varepsilon\right) + O \left(\log^2 \left(\frac{1}{\varepsilon}\right)\right)
\]

where
- the expression in (80) is from the expression of \(\alpha = \frac{1}{\delta} \left(1 - \frac{1}{\alpha}\right)^{\alpha - 1}\) (defined in Theorem 4) and the condition \(\varepsilon > 2 \delta \log \delta^{-1}\),
- the expression in (82) is the Taylor expansion of (81) at \(\delta = 0\),
- in (82) as \(\delta \to 0\), we have \(\log \delta^{-1} \to \infty\), therefore, for any fixed finite \(\varepsilon\) and \(T\), the fourth term is of order \(O \left(\log^2 \left(\frac{1}{\varepsilon}\right)\right)\)
  and dominates \(O \left(\log^2 \left(\frac{1}{\varepsilon}\right)\right)\).

It is worth mentioning that the choice of \(\alpha\) has already appeared in literature, see e.g., [20, Discussion following Theorem 35].