IMPROVED HÖLDER REGULARITY FOR STRONGLY ELLIPTIC PDES
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Abstract. We establish surprising improved Schauder regularity properties for solutions to the Leray-Lions divergence type equation in the plane. The results are achieved by studying the nonlinear Beltrami equation and making use of special new relations between these two equations. In particular, we show that solutions to an autonomous Beltrami equation enjoy a quantitative improved degree of Hölder regularity, higher than what is given by the classical exponent $1/K$.

1. Introduction

The theme of this paper is the interaction of two elliptic partial differential equations in two dimensions, the Leray-Lions equation

$\text{div} A(z, \nabla u) = 0$ (1.1)

and the nonlinear Beltrami equation

$f(z) = H(z, f_z)$ (1.2)

as well their inhomogeneous versions, see (1.9) and (2.2) below. In particular, our aim is to look at the equations and their relations from a new and novel perspective. Secondly, we establish an unexpected regularity result for the autonomous nonlinear Beltrami equation. As a consequence, this will lead to improved regularity results for the nonlinear Leray-Lions equations, as well as for the non-autonomous and inhomogeneous versions of both equations.

That the above two equations are related has been evident for long, see for instance, [8], [9], [10], [14], [18], [30], and this has been widely used to apply quasiconformal methods to planar elliptic equations, see for example the monograph [5].

However, the point of the present paper is to give a new perspective by finding a sharp ellipticity condition for the structural function $A(z, \xi)$ under
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which there is an equivalence, even up to the exact ellipticity bounds, between the nonlinear equations (1.1) and (1.2). In the linear case the precise ellipticity relation was first proved in [22].

For the nonlinear Beltrami equation (1.2), the structural field $H(z, \zeta)$ is assumed measurable in $z \in \Omega$ while the ellipticity is quantified by requiring the uniform Lipschitz bound

$$|H(z, \zeta) - H(z, \eta)| \leq k|\zeta - \eta|, \quad \zeta, \eta \in \mathbb{C},$$

where $0 \leq k < 1$ is a fixed constant. One naturally assumes that $H(z, 0) \equiv 0$ so that the equation becomes homogeneous. The conditions guarantee that $W^{1,2}_\text{loc}$-solutions of (1.2) are quasiregular. The non-linear Beltrami equation appears also in other scenarios such as study of differential inclusions for gradient maps [13].

For the case of the autonomous Beltrami equation (1.4)

$$f(z) = H(f(z)),$$

it is known that the solutions have $K$-quasiregular directional derivatives with $K = \frac{1+k}{1-k}$, [11], [12], [17] [29], [2], and thus by the classical theorem of Morrey [26], [5, Section 3.10] the solutions lie in $C^{1,1/K}_\text{loc}$. However, surprisingly it turns out their regularity can be improved even further. Developing this phenomenon leads to our first key result.

**Theorem 1.** Under the ellipticity assumption (1.3), solutions $f$ to the autonomous Beltrami equation (1.4) belong to $C^{1,\alpha K}_\text{loc}$, where for $K = \frac{1+k}{1-k}$,

$$\alpha_K = \frac{1-k}{1+\frac{k}{2}\max\{1, 2-4k\}} = \min\left\{\frac{4}{3K+1}, \frac{K+1}{3K-1}\right\} > \frac{1}{K}.$$

We do not know whether the bound of Theorem 1 is sharp. On the other hand, cf. Remark [13]

$$f_0 : \mathbb{C} \to \mathbb{C}, \quad f_0(z) = z^2|z|^{2K+1-1}$$

solves an autonomous equation with ellipticity constant $K = \frac{K-1}{K+1}$, which shows that $C^{1,\alpha}_\text{loc}$-regularity can hold only for $\alpha \leq \frac{3}{2K+1}$. Indeed, we conjecture this to be the optimal $C^{1,\alpha}_\text{loc}$-regularity for general solutions to (1.4). It should also be mentioned that for $C^1$-regular fields $H$, the solutions to the autonomous Beltrami equation lie in $C^{1,\beta}$ for all $\beta < 1$, see Theorem 1.3 in the authors’ previous paper [2].

The Leray-Lions equation (1.1) has been associated, since the original work [24], to various notions of monotonicity. A quantified version of this was studied by Kovalev [21], who considered the $\delta$-monotonous mappings, defined by

$$\langle A(z, \xi_1) - A(z, \xi_2), \xi_1 - \xi_2 \rangle \geq \delta |A(z, \xi_1) - A(z, \xi_2)||\xi_1 - \xi_2|, \quad \xi_i \in \mathbb{R}^2.$$

On the other hand, the requirement of uniform ellipticity is typically expressed in terms of the bounds

$$|\xi|^2 + |A(z, \xi)|^2 \leq \left(K + \frac{1}{K}\right)\langle A(z, \xi), \xi \rangle, \quad \xi \in \mathbb{R}^2.$$
For $A(z, \xi)$ that is linear in the variable $\xi$, i.e., $A(z, \xi) = A(z)\xi$, with $\det A(z) = 1$ the bounds (1.6) and (1.7) are equivalent for $\delta = \frac{2K}{K^2+1}$. In general the notions are different since $\delta$-monotonicity is scale invariant while (1.7) is not.

Combining the above notions leads to the following natural requirements for the structural function $A(z, \xi)$,

\begin{equation}
|\xi_1 - \xi_2|^2 + |A(z, \xi_1) - A(z, \xi_2)|^2 \leq \left( K + \frac{1}{K} \right) \langle \xi_1 - \xi_2, A(z, \xi_1) - A(z, \xi_2) \rangle, \\
A(z, 0) \equiv 0,
\end{equation}

for $\xi_1, \xi_2 \in \mathbb{R}^2$.

A second key point, shown in Theorem 5 below, is that under this requirement the Leray-Lions equation (1.1) is equivalent to (1.2), including the exact equivalence between the respective ellipticity bounds in (1.3) and (1.8). From this equivalence we, for instance, have

**Corollary 2.** Suppose $\Omega \subset \mathbb{R}^2$ is a bounded simply connected domain. If $u \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R})$ is a distributional solution to the Leray-Lions equation

\[ \text{div} A(\nabla u) = 0, \]

where $A = A(\xi)$ satisfies the strong ellipticity condition (1.8), then $u$ belongs to the class $C^{1,\alpha}_{\text{loc}}(\Omega, \mathbb{R})$, with $\alpha$ defined in (1.5).

Accordingly, cf. discussion after Theorem 1, we expect that the optimal regularity for solutions to the Leray-Lions equations with the structure (1.8) is $C^{1,\alpha}_{\text{loc}}$, where $\alpha = \frac{3}{2K^2+1}$.

When the structure function $A(\xi)$ is assumed to be $\delta$-monotone, $\delta = \frac{2K}{K^2+1}$, there is another route to the improved gradient Hölder regularity for solutions to the autonomous Leray-Lions differential equations: As shown in [5, Section 16.4] the complex gradient of the solution is $K^2$-quasiregular and then [7] gives an improved $C_{\text{loc}}^{1,\alpha}$-regularity. However, the regularity exponent obtained in this way is smaller than (1.5). See also [25] for yet another recent higher regularity result for the autonomous Beltrami system.

It is natural to use these methods for non-autonomous and inhomogeneous equations as well, both for the nonlinear Beltrami equations and the Leray-Lions equations. Again the results turn out to be equivalent, including the quantitative bounds. We will concentrate on Schauder type estimates.

It was shown in the authors’ previous article [2] that in Schauder estimates for the nonlinear Beltrami equation both smoothness in the variable $z$ as well as the ellipticity constant of the structural field come into play. The best smoothness one can obtain is that derivatives of the solutions lie in some Hölder class. Using the above improved $C^{1,\alpha}_{\text{loc}}$-regularity we will then be able to establish the third key result of our paper, which is stated in the form of the following theorem.

**Theorem 3.** Let $\Omega \subset \mathbb{R}^2$ be simply connected bounded domain. Suppose $u \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R})$ is a distributional solution to the Leray-Lions equation

\begin{equation}
\text{div} A(z, \nabla u) = \text{div} g,
\end{equation}

for $z \in \Omega$.
where $A$ satisfies the strong ellipticity condition \((1.8)\) and $A$ is $\alpha$-Hölder continuous with respect to the variable $z$, that is, for $z_1, z_2 \in \Omega$ and $\xi \in \mathbb{R}^2$

$$|A(z_1, \xi) - A(z_2, \xi)| \leq C |z_1 - z_2|^\alpha |\xi|. $$

Assume also that $g$ lies in the class $C^\alpha(\Omega, \mathbb{R})$. Then $u$ belongs to the class $C^{1,\gamma}_{loc}$, whenever $\gamma \leq \alpha$ and $\gamma < \alpha_K = \min \left\{ \frac{4}{3K + 1}, \frac{K + 1}{3K - 1} \right\}$.

In fact, in Theorem 3 one can replace $\alpha_K$ by $\beta_K$, the largest exponent such that a solution to the autonomous Beltrami equation \((1.4)\) always lies in the class $C^{1,\beta_K}_{loc}$.

In terms of the nonlinear Beltrami equation one has the following alternative formulation of the theorem. This theorem is a direct strengthening of the main result in [2]. As a matter of fact one of our motivations to study Schauder estimates in this context was the relation between nonlinear Beltrami equations and nonlinear families of quasiconformal mappings discovered in [1], see also [17]. The results of [1] are hence also sharpened but we omit the details.

**Theorem 4.** Let $\Omega \subset \mathbb{C}$ be a domain, $0 < \alpha < 1$ and $k < 1$. Suppose that the structure field $H(z, \zeta)$ satisfies the assumptions

$$|H(z_1, \zeta_1) - H(z_2, \zeta_2)| \leq C |z_1 - z_2|^{\alpha} (|\zeta_1| + |\zeta_2|) + k |\zeta_1 - \zeta_2|,$$

$H(z, 0) \equiv 0,$

for every $z_1, z_2 \in \Omega$ and $\zeta_1, \zeta_2 \in \mathbb{C}$. Then for all $G \in C^\alpha(\Omega, \mathbb{C})$, every solution $f : \Omega \to \mathbb{C}$ of the inhomogeneous Beltrami equation

$$f_\ast = H(z, f_z) + G \quad a.e. \ z \in \Omega$$

belongs to the regularity class $C^{1,\gamma}_{loc}$, where $\gamma$ is any number satisfying $\gamma \leq \alpha$ and $\gamma < \alpha_K$.

In addition to the results already mentioned, we also prove an inhomogeneous version of the Caccioppoli inequality for solutions to nonlinear Beltrami equations for which the field $H(z, \zeta)$ satisfies a $\text{VMO}$-regularity condition in the first variable. While we only need this inequality for a step in the proof of Theorem 4, there is a good possibility of such an inequality having future applications in the regularity theory of Beltrami equations as well. This result is stated as Theorem 28 in the appendix.

As a closing remark to the introduction we pose the following open question. As our first key result, Theorem 1 shows that solutions to the autonomous Beltrami equation \((1.4)\) enjoy a degree of Hölder continuity higher than the classical exponent $\frac{1}{p}$, it is natural to ask whether such solutions also lie in a higher Sobolev class. Classical results show that due to the quasiregularity of the directional derivatives, solutions to \((1.4)\) lie in the Sobolev class $W^{2,q}_{loc}(\Omega, \mathbb{C})$ for all $q < p_K = \frac{2K}{K - 1}$. Whether this exponent is the optimal one is a question we leave open, though Theorem 16 may indicate that the optimal exponent is larger than $p_K$. Nevertheless, there are previous studies that show that solutions to elliptic equations may admit improved Hölder regularity but no improved Sobolev regularity – see for example [1], [7] and [20].
2. Connection to Divergence Equations

Let us begin with the Leray-Lions equation

\[ \text{div } A(z, \nabla u) = \text{div } g \quad \text{in } \Omega \subset \mathbb{C}. \]

The divergence equation is understood in the distributional sense. Here \( u \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}) \) and \( A \) is measurable in the \( z \)-variable. The regularity in the gradient variable defines the ellipticity of the equation.

**Theorem 5.** Let \( \Omega \subset \mathbb{C} \) be simply connected domain. Suppose that \( f \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C}) \) solves the Beltrami equation

\[ f_z = \mathcal{H}(z, f_z) + G \quad \text{a.e. } z \in \Omega. \]

Then \( u = \text{Re } f \) solves the Leray-Lions equation (2.1), where \( A \) satisfies the strong ellipticity bound (1.8).

Conversely, if \( u \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}) \) solves (2.1), where \( A \) satisfies (1.8), then there exists \( v \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R}) \) such that the function \( f = u + iv \) solves a Beltrami equation (2.2), where the structure field \( \mathcal{H}(z, \zeta) \) is \( k \)-Lipschitz in the gradient variable \( \zeta \) with

\[ k = \frac{K - 1}{K + 1}. \]

**Proof.** Suppose that \( f \) solves the Beltrami equation

\[ f_z = \mathcal{H}(z, f_z) + G \quad \text{a.e.} \]

We will find a divergence type equation for the real part of \( f \). Writing \( f = u + iv \) we obtain the equation

\[ u_z + iv_x = \mathcal{H}(z, u_z - iv_x) + G. \]

Now, we would like to solve the quantity \( -iv_x \) from the above equation. Note that the mapping \( \omega \mapsto u_z - \mathcal{H}(z, u_z + \omega) + G \) is a contraction due to the \( k \)-Lipschitz property of \( \mathcal{H} \). Thus the Banach fixed point theorem gives us a solution of (2.3) in terms of the variables \( z \) and \( u_z \), i.e., there exists a function \( B \) such that

\[ -iv_x = B(z, u_z). \]

To see that \( B \) is measurable in the \( z \)-variable, note that \( B(z, \xi) \) can be obtained by iterating the map \( \omega \mapsto u_z - \mathcal{H}(z, u_z + \omega) + G \). At each point of the iteration the function is measurable due to Lusin-measurability of \( \mathcal{H} \) and \([5, \text{Theorem 7.7.2}]\), and the limit function is measurable as a pointwise limit of measurable functions.

Note now that the expression \( -iv_x = -\frac{1}{2}(-v_y + iv_x) \) is divergence free. Thus we obtain the divergence type equation

\[ \text{div } B(z, u_z) = 0, \]

which is understood in the distributional sense. To obtain the equation (2.1) with \( A \) satisfying the homogeneity condition \( A(z, 0) \equiv 0 \), we may define \( g(z) := -B(z, 0) \) and \( A(z, \xi) := B(z, \xi) + g(z) \).

Let us then show that the function \( A(z, \xi) \) satisfies the ellipticity condition (1.8). It is enough to verify this condition for \( B \) since the condition only
involves differences with the variable $z$ fixed. Take $\xi_1, \xi_2 \in \mathbb{C}$. Denote $a_j = B(z, \xi_j)$ for $j = 1, 2$. Then by (2.7) we have

$$\xi_j - a_j = \mathcal{H}(z, \xi_j + a_j).$$

Subtracting and taking absolute values gives

$$|\xi_1 - a_1 - \xi_2 + a_2| = |\mathcal{H}(z, \xi_1 + a_1) - \mathcal{H}(z, \xi_2 + a_2)| \leq k|\xi_1 + a_1 - \xi_2 - a_2|.$$

We next show that this ellipticity condition is equivalent with the strong ellipticity (1.8).

**Claim 1.** The conditions

\begin{equation}
|\xi_1 - a_1 - \xi_2 + a_2| \leq k|\xi_1 + a_1 - \xi_2 - a_2| \tag{2.5}
\end{equation}

and

\begin{equation}
|\xi_1 - \xi_2|^2 + |a_1 - a_2|^2 \leq \frac{2(1 + k^2)}{1 - k^2} \langle \xi_1 - \xi_2, a_1 - a_2 \rangle \tag{2.6}
\end{equation}

are equivalent for every $\xi_i, a_i \in \mathbb{C}$.

To prove the claim we first take squares on both sides of (2.5),

\begin{align*}
|\xi_1 - \xi_2|^2 + |a_1 - a_2|^2 &\leq 2 \Re((\xi_1 - \xi_2)(a_1 - a_2)) \\
&\leq k^2 \left( |\xi_1 - \xi_2|^2 + |a_1 - a_2|^2 + 2 \Re((\xi_1 - \xi_2)(a_1 - a_2)) \right)
\end{align*}

and obtain the equivalent inequality

$$|\xi_1 - \xi_2|^2 + |a_1 - a_2|^2 \leq \frac{2(1 + k^2)}{1 - k^2} \Re((\xi_1 - \xi_2)(a_1 - a_2)) = \frac{2(1 + k^2)}{1 - k^2} (\xi_1 - \xi_2) \cdot (a_1 - a_2),$$

which equates to the ellipticity condition (2.6). This proves the claim 1.

Hence, by putting $a_j = B(z, \xi_j)$ in (2.6), we see that $B$ (and hence $A$) satisfies

$$|\xi_1 - \xi_2|^2 + |B(z, \xi_1) - B(z, \xi_2)|^2 \leq \left( K + \frac{1}{K} \right) \langle \xi_1 - \xi_2, B(z, \xi_1) - B(z, \xi_2) \rangle.$$

Conversely, let $u \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R})$ solve (2.1). As the function $B(z, \nabla u) = A(z, u) - g(z)$ is divergence free and $\Omega$ is simply connected, by the Poincaré lemma there exists $v \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{R})$ such that

$$iB(z, \nabla u) = v.$$

We will show that $f = u + iv$ solves a Beltrami equation. Now,

\begin{equation}
\begin{cases}
\frac{\partial}{\partial \overline{z}} u = \overline{u} = u - B(z, \overline{u}) \\
\frac{\partial}{\partial \overline{z}} v = -iv = v + B(z, \overline{u}).
\end{cases} \tag{2.7}
\end{equation}

Using the definition of $B$, we find that

\begin{equation}
\frac{\partial}{\partial \overline{z}} g(z) = u - A(z, \overline{u}) \quad \text{and} \quad \frac{\partial}{\partial \overline{z}} z = u + A(z, \overline{u}). \tag{2.8}
\end{equation}

**Claim 2.** If a function $A(z, \xi) : \Omega \times \mathbb{C} \to \mathbb{C}$ satisfies the ellipticity bound (1.8), then $T_z(\xi) = (\xi + A(z, \xi)) : \mathbb{C} \to \mathbb{C}$ is invertible.
The ellipticity bound (1.8) gives that

\[ I + A(z, \cdot) : \mathbb{C} \to \mathbb{C} \] is strongly monotone, that is,

\[ c |\xi_1 - \xi_2|^2 \leq \langle \xi_1 - \xi_2, \xi_1 + A(z, \xi_1) - \xi_2 - A(z, \xi_2) \rangle \]

and thus coercive and injective. As \( I + A(z, \cdot) : \mathbb{C} \to \mathbb{C} \) is also continuous, bijectivity, and hence the claim 2, follows.

Thus from (2.8) we get that

\[ f = (I - A(z, \cdot))(I + A(z, \cdot))^{-1} (Iz + g(z)) + g(z). \]

We now define a function \( \mathcal{H}^* \) by

\[ \mathcal{H}^*(z, \zeta) := (I - A(z, \cdot))(I + A(z, \cdot))^{-1}(\zeta). \]

Thus (2.10) shows that \( f \) solves the partial differential equation

\[ f = \mathcal{H}^*(z, Iz + g(z)) + g(z). \]

This equation is already of interest by itself, but for the purposes of the result we are proving we need to transform it into a proper Beltrami equation. To this end define

\[ \mathcal{H}(z, \zeta) := \mathcal{H}^*(z, \zeta + g(z)) - \mathcal{H}^*(z, g(z)) \text{ and } G(z) := \mathcal{H}^*(z, g(z)) + g(z). \]

These definitions with (2.12) guarantee that \( f \) solves the inhomogeneous nonlinear Beltrami equation (2.2) and we have that \( \mathcal{H}(z, 0) \equiv 0 \). We are left to prove the ellipticity and measurability of \( \mathcal{H} \). It is enough to verify these properties for \( \mathcal{H}^* \).

We proved in Claim 1 that the strong ellipticity (1.8) is equivalent with

\[ |\xi_1 - a_1 - \xi_2 + a_2| \leq k |\xi_1 + a_1 - \xi_2 - a_2|. \]

Here we let \( \xi_i \in \mathbb{C} \) and \( a_i = A(z, \xi_i) \).

Thus, given \( \xi_1, \xi_2 \in \mathbb{C} \), we choose \( \xi_i = (I + A(z, \cdot))^{-1}(\zeta_i) \) and obtain

\[ |\mathcal{H}^*(z, \xi_1) - \mathcal{H}^*(z, \xi_2)| \leq k |\xi_1 - \xi_2|, \]

that is, the structural field \( \mathcal{H}^* \) (and hence \( \mathcal{H} \)) is \( k \)-Lipschitz in the second variable as wanted.

For the measurability of \( \mathcal{H}^* \) in the \( z \)-variable, we first mollify \( A(z, \xi) \) in the variable \( z \),

\[ A^\varepsilon(z, \xi) = \int_{\mathbb{C}} \Phi^\varepsilon(\eta) A(z - \eta, \xi) \, dm(\eta) \]

for a positive mollifier \( \Phi^\varepsilon : \mathbb{C} \to [0, \infty) \). Now, for fixed \( \xi \in \mathbb{C} \), the map \( z \mapsto A^\varepsilon(z, \xi) \) is continuous, and the map converges to \( z \mapsto A(z, \xi) \) as \( \varepsilon \to 0 \) for almost every \( z \).
The mollified structural function $A^\varepsilon$ satisfies the same strong ellipticity bound (1.8) as $B$, since
\[
\langle \xi_1 - \xi_2, A^\varepsilon(z, \xi_1) - A^\varepsilon(z, \xi_2) \rangle
\]
\[
= \int_\mathbb{C} \Phi'(\eta) \langle \xi_1 - \xi_2, A(z - \eta, \xi_1) - A(z - \eta, \xi_2) \rangle \, dm(\eta)
\]
\[
\geq \frac{1}{(K + 1/R)} \int_\mathbb{C} \Phi'(\eta) \left( |\xi_1 - \xi_2|^2 + |A(z - \eta, \xi_1) - A(z - \eta, \xi_2)|^2 \right) \, dm(\eta)
\]
\[
\geq \frac{1}{(K + 1/R)} \left( |\xi_1 - \xi_2|^2 + \left( \int_\mathbb{C} \Phi'(\eta)|A(z - \eta, \xi_1) - A(z - \eta, \xi_2)| \, dm(\eta) \right)^2 \right)
\]
where the second last inequality follows from H"older's inequality applied to the second term after expanding.

Now, by the proof of Claim 2, $T_{z, \varepsilon} = (I + A^\varepsilon(z, \cdot))$ is invertible and satisfies (2.9). We show that $T^{-1}_{z, \varepsilon}$ is continuous in the $z$-variable. In fact given $z_1, z_2 \in \mathbb{C}$ by monotonicity (2.9) it holds that
\[
\left| T^{-1}_{z_1, \varepsilon}(\zeta) - T^{-1}_{z_2, \varepsilon}(\zeta) \right| \leq \frac{1}{\varepsilon} |\zeta - T_{z_1, \varepsilon}(T^{-1}_{z_2, \varepsilon}(\zeta))| = \frac{1}{\varepsilon} |T_{z_1, \varepsilon}(\xi_2) - T_{z_2, \varepsilon}(\xi_2)|,
\]
and thus the continuity of $z \mapsto T_{z, \varepsilon}(\xi)$ implies that of $z \mapsto T_{z, \varepsilon}(\xi)$. Similarly setting $\xi = T^{-1}_{z}(\zeta)$, (2.9) implies that
\[
\left| T^{-1}_{z, \varepsilon}(\xi) - T^{-1}_{z}(\zeta) \right| \leq \frac{1}{\varepsilon} |\zeta - T_{z, \varepsilon}(T^{-1}_{z, \varepsilon}(\xi))| = \frac{1}{\varepsilon} |T_{z}(\xi) - T_{z, \varepsilon}(\xi)| \to 0,
\]
since the convolution $z \mapsto A^\varepsilon(z, \xi)$ converges to $z \mapsto A(z, \xi)$ for almost every $z$. Thus, for every fixed $\xi \in \mathbb{C}$, $T^{-1}_{z}(\zeta) = (I + A(z, \cdot))^{-1}(\zeta)$ is measurable in $z$ as it is at almost every point $z$ a limit of continuous functions. We have proved $(z, \xi) \mapsto (\zeta - A(z, \xi))$ is measurable in $z$ and continuous in $\xi$, that is, it is a Carathéodory function. Hence we conclude that $\mathcal{H}^\varepsilon(z, \zeta) = (I - A(z, \cdot))(I + A(z, \cdot))^{-1}(\zeta)$ is measurable in $z$.

\[\Box\]

**Remark 6.** One can see easily straight from the proof that linearity and autonomy are preserved: If $\mathcal{H}(z, \zeta)$ is linear in the $\zeta$-variable, then $A(z, \xi)$ is linear with respect to $\xi$ as well (and vice versa). If $\mathcal{H}$ does not depend on the $z$-variable, neither does $A$ (and vice versa).

The following proposition will be important for the proof of Theorem 3.

**Proposition 7.** If in Theorem 2 the structure function $A$ is also H"older continuous with respect to $z$, that is,
\[
|A(z_1, \xi) - A(z_2, \xi)| \leq C |z_1 - z_2|^\alpha |\xi| \quad z_1, z_2 \in \Omega, \quad \xi \in \mathbb{C},
\]
and the inhomogeneous term $g$ is in $C^\alpha$, then the auxiliary function $\mathcal{H}^\ast$ as defined in (2.11) satisfies the Schauder regularity assumptions of Theorem 4.

**Proof.** As we already showed in the proof of Theorem 2 the function $\mathcal{H}^\ast$ is given by (2.11), that is,
\[
\mathcal{H}^\ast(z, \zeta) = (I - A(z, \cdot))(I + A(z, \cdot))^{-1}(\zeta)
\]
and $H^*$ is $k$-Lipschitz in the variable $\zeta$. We are left to show that $H^*$ satisfies the condition

$$
(2.15) \quad |H^*(z_1, \zeta_1) - H^*(z_2, \zeta_2)| \leq C |z_1 - z_2|^{\alpha} (|\zeta_1| + |\zeta_2|) + k |\zeta_1 - \zeta_2|.
$$

Using the invertibility of the map $\xi \mapsto \xi + A(z, \xi)$, we define $\xi_j = (I + A(z_j, \cdot))^{-1}(\zeta_j)$ for $j = 1, 2$. We now use the inequality $(2.5)$ which in Claim 1 was found to be equivalent with the strong ellipticity condition on the function $A$ to obtain

$$
|((\xi_1 - A(z_1, \xi_1)) - (\xi_2 - A(z_2, \xi_2))| \\
\leq |\xi_1 - \xi_2 + A(z_1, \xi_2) - A(z_1, \xi_1)| + |A(z_2, \xi_2) - A(z_1, \xi_2)| \\
\leq k |\xi_1 - \xi_2 + A(z_1, \xi_1) - A(z_2, \xi_2)| + (1 + k) |A(z_2, \xi_2) - A(z_1, \xi_2)| \\
\leq k |(\xi_1 + A(z_1, \xi_1)) - (\xi_2 + A(z_2, \xi_2))| + C |z_1 - z_2|^{\alpha} |\zeta_2|
$$

Written in terms of $\zeta_1$ and $\zeta_2$, the inequality obtained above reads as

$$
|H^*(z_1, \zeta_1) - H^*(z_2, \zeta_2)| \leq k |\zeta_1 - \zeta_2| + C |z_1 - z_2|^{\alpha} |\zeta_2|.
$$

However, the last $|\zeta_2|$ should still be estimated above by a constant times $|\zeta_2|$. Hence we seek to obtain the inequality

$$
|\zeta_2| \leq C |\zeta_2 + A(z_2, \xi_2)|
$$

for some constant $C$ uniformly in $z_2$. This comes from applying the strong monotonicity $(2.4)$ of $A$ with $\xi_1 = 0$ and $z = z_2$ to find that

$$
c|\zeta_2|^2 \leq |\xi_2, \xi_2 + A(z, \xi_2))| \leq |\zeta_2| |\xi_2 + A(z, \xi_2)|.
$$

Dividing by $c|\zeta_2|$ gives the desired inequality. Hence the auxiliary field $H^*$ satisfies $(2.15)$ as desired.

\[ \Box \]

3. Directional derivatives

The following proposition, [2, Proposition 2.1], tells us that directional derivatives play a key role in the study of autonomous Beltrami equations.

**Proposition 8.** Let $f$ be a solution to an autonomous Beltrami equation $(1.4)$. Then the directional derivatives of $f$ are $K$-quasiregular, which can be summarized in the condition:

$$
(3.1) \quad |f_{z \theta} + \theta f_{z z}| \leq k|f_{z z} + \theta f_{z z}|
$$

at almost every point $z$ and for every unit vector $\theta$.

**Proof.** In [2, Proposition 2.1] it was proved that the directional derivatives are quasiregular and thus, for fixed $\theta$, $(3.1)$ holds almost everywhere. The exceptional set might a priori depend on $\theta$. However, by quasiregularity the directional derivatives are differentiable almost everywhere and continuous. Therefore $\partial_{x}, \partial_{y}$ are continuous and simultaneously differentiable up to a null set, and so are $\partial_{z} f, \partial_{\xi} f$ and in fact all directional derivatives $\partial_{\theta} f$.

Due to continuity, the difference quotient $f_{h \theta} = \frac{f(z + h\theta) - f(z)}{h}$ satisfies the distortion inequality for every $z \in \mathbb{C}$:

$$
|\partial_{\theta} f| \leq k|\partial_{z} f| h.
$$

In particular, at the points of differentiability of $\partial_{z} f$ and $\partial_{\xi} f$ we have $|\partial_{\theta} \partial_{z} f| \leq k|\partial_{\theta} \partial_{z} f|$, which is $(3.1)$. \[ \Box \]
The above proposition reveals that solutions to autonomous equations enjoy one more degree of regularity than general quasiregular maps. In particular any such solution must be in the classes $C^{1,1/K}_{loc}$ and $W^{2,p}_{loc}$ for $p < 2K$ due to classical regularity theory of quasiregular maps. But the proposition also indicates that to study solutions to autonomous equations, we should first understand those maps which have $K$-quasiregular directional derivatives. The following lemma indicates that these two classes of maps are not that different.

**Lemma 9.** Suppose $f \in W^{2,2}_{loc}(\Omega)$ has $K$-quasiregular directional derivatives. Then the following hold

1. The map $f_z: \Omega \to \mathbb{C}$ is $K$-quasiregular.
2. If $f$ is $K$-quasiregular, then at those points where $f_z$ is a local homeomorphism $f$ is locally the solution of an autonomous equation.

Note that in the above lemma, the set of points where $f_z$ is not a local homeomorphism is quite small. More precisely, since $f_z$ is quasiregular the St"offlows factorization reveals that this set is the zero set of a holomorphic function.

**Proof of Lemma 9.** To prove the quasiregularity of $f_z$, we start by manipulating (3.1). Choosing $\theta$ suitably and applying the triangle inequality gives us the following inequalities almost everywhere:

\[(3.2) \quad |f_{zz}| + |f_{\overline{z}z}| \leq k|f_{zz}| + k|f_{\overline{z}z}|,\]

\[(3.3) \quad |f_{z\overline{z}}| - |f_{\overline{z}z}| \leq k||f_{zz}| - |f_{\overline{z}z}||.\]

Suppose first that $|f_{z\overline{z}}| > |f_{zz}|$. Then adding the above inequalities together would give that $2|f_{z\overline{z}}| < 2k|f_{z\overline{z}}|$, a contradiction. Thus $|f_{z\overline{z}}| \leq |f_{zz}|$. Adding the two inequalities now gives

$$2|f_{z\overline{z}}| \leq 2k|f_{zz}|,$$

which is the distortion inequality for $f_z$, and thus $f_z$ is $K$-quasiregular.

Suppose now that $f_z$ is injective in an open set $V \subset \Omega$. Let $z_0 \in V$. Then around the point $\omega_0 = f_z(z_0)$ we may define the field $\mathcal{H}$ by $\mathcal{H} := f_{\overline{z}} \circ f_z^{-1}$, giving us the autonomous equation $f_{\overline{z}} = \mathcal{H}(f_z)$. Now at $z_0$, we define two linear transformations by

$$A_{z_0}(z) = f_{zz}(z_0)z + f_{z\overline{z}}(z_0)\overline{z}$$

and

$$B_{z_0}(z) = f_{z\overline{z}}(z_0)z + f_{\overline{z}z}(z_0)\overline{z}.$$

In fact, $A_{z_0}$ and $B_{z_0}$ are the linear differentials of $f_z$ and $f_{\overline{z}}$ at $z_0$ respectively. The $K$-quasiregularity of the directional derivatives of $f$ implies that $|B_{z_0}(z)| \leq k|A_{z_0}(z)|$ for every complex number $z$. Since $f_z$ is quasiconformal at $z_0$, the map $A_{z_0}$ is invertible. Hence the linear map $B_{z_0} \circ A_{z_0}^{-1}$ is well-defined and its operator norm is bounded by the number $k$. We may now calculate that

$$|D\mathcal{H}(\omega_0)| = |Df_{\overline{z}}(f_z^{-1}(\omega_0))| |Df_z^{-1}(\omega_0)| = |B_{z_0}||A_{z_0}^{-1}| \leq k.$$

The above inequality shows that the map $\mathcal{H}$ is $k$-Lipschitz at any point $\omega_0 \in U$, where $U = f_z(V)$. Since the equation $f_{\overline{z}} = \mathcal{H}(f_z)$ holds in the set
$V$, the $K$-quasiregularity of $f$ implies that the inequality $|\mathcal{H}(\zeta)| \leq k|\zeta|$ also holds for all $\zeta \in U$. Thus $\mathcal{H}$ is $k$-Lipschitz in the (possibly disconnected) set $U \cup \{0\}$ where we define $\mathcal{H}(0) = 0$ if $0 \notin U$. We may now extend $\mathcal{H}$ as a $k$-Lipschitz mapping to the whole plane by the Kirszbraun extension theorem, and this guarantees that it satisfies the required normalization $\mathcal{H}(0) = 0$. This proves our claim.

Another equivalent condition for a map to be a solution of an autonomous Beltrami equation is given by the quasiregularity of the increments, as shown in the following result.

**Proposition 10.** A function $f$ is the solution of an autonomous Beltrami equation if and only if the increments $f(z + v) − f(z)$ are $K$-quasiregular functions of $z$.

**Proof.** If $f$ solves an autonomous Beltrami equation, then the inequality

$$|f_z(z + v) - f_z(z)| = |\mathcal{H}(f_z(z + v)) - \mathcal{H}(f_z(z))| \leq k|f_z(z + v) - f_z(z)|$$

proves the claim in the other direction. To establish the converse, note that since the increment $f(z + v) - f(z)$ is quasiregular, $f$ belongs to $C^{1,1/k}$ by the proof of [2, Proposition 2.1]. Thus we have that at every point $z$

$$f_z(z + v) - f_z(z) = 0 \Rightarrow f_\bar{z}(z + v) - f_\bar{z}(z) = 0.$$  

This implies that if $f_z(z) = f_z(\omega)$ for some $z, \omega \in \mathbb{C}$, then also $f_\bar{z}(z) = f_\bar{z}(\omega)$. As a consequence $f$ uniquely defines a field $\mathcal{H}$ such that $\mathcal{H}(f_z(z)) = f_\bar{z}(z)$. This field $\mathcal{H}$ is $k$-Lipschitz in the image set of the function $f_z$ by construction and the $K$-quasiregularity of the increments. We may extend $\mathcal{H}$ to the whole complex plane as in the proof of Lemma 3 part (2), giving us the autonomous equation solved by $f$. □

**Lemma 11.** Let $f$ have $K$-quasiregular directional derivatives. Denote $\mu = f_\bar{z}/f_z$ and $\nu = f_\bar{z}/f_z$. Then we have that almost everywhere

1. $|\nu| \leq k + (k - 1)|\mu|$, in particular $|\nu| \leq k$.
2. $|\nu - \mu^2| \leq \frac{1}{k}(k^2 - |\mu|^2)$.

**Proof.** We know from Lemma 3 that $|f_{zz}| \neq 0$ outside a discrete set. Dividing by this gives $|\mu| + |\nu| \leq k(1 + |\mu|)$ which proves the first claim.

For (2), dividing by $|f_{zz}|$ with $|f_{zz}|$ shows that the inequality $|\mu + \theta \nu| \leq k|1 + \theta \mu|$ holds for every parameter $\theta \in S(1) = \partial \mathbb{D}(0,1)$. Thus for almost every fixed $z$,

$$\Theta: \theta \mapsto \frac{\mu(z) + \theta \nu(z)}{1 + \theta \mu(z)}$$

is an analytic function from the unit disc onto $\mathbb{D}(0,k)$. In particular, with the Schwarz lemma one has $k|\Theta'(0)| \leq k^2 - |\Theta(0)|^2$, which gives the second claim. □

We now come to our main regularity result. We will make use of the following auxiliary real valued functions

$$I_f := -i[k \bar{f}_z \partial_z f_z + \bar{f}_\bar{z} \partial_\bar{z} f_\bar{z}]$$

and

$$j_f := k |f_{zz}|^2 + (1 - k) |f_{\bar{z}z}|^2 - |f_{\bar{z}\bar{z}}|^2 = k J_f + J_{\bar{f}}.$$

**IMPROVED HÖLDER REGULARITY FOR STRONGLY ELLIPTIC PDES**
Above $\partial_\varphi g$ denotes the angular derivative of a function $g$. Recall that in the complex notation it has the representation
\begin{equation}
\partial_\varphi g = i(zg_z - zg_\varphi), \quad z = |z|e^{i\varphi}.
\end{equation}

By a direct application of the Cauchy-Schwarz and Poincaré inequalities to each of the terms, the following inequality will hold with constant 1 in front of $\int_{S(r)} |\partial_\varphi f_z|^2$ but due to the relations between $f_z$ and $f_{\bar{z}}$ there is an improvement.

**Lemma 12.** Suppose $f \in W^{2,2}_{\text{loc}}(\Omega)$ and let $z_0 \in \Omega$. Then for almost all small radii, the circles $S(r) = S(z_0, r)$ satisfy
\begin{equation}
\int_{S(r)} I_f \leq k \int_{S(r)} |\partial_\varphi f_z|^2 + \max \left\{ \frac{1}{2}, 1 - 2k \right\} \int_{S(r)} |\partial_\varphi f_{\bar{z}}|^2.
\end{equation}

**Proof.** Let us express $f_z$ and $f_{\bar{z}}$ as a Fourier series so that for fixed radius $r$,
\begin{align*}
f_z(re^{i\varphi}) &= \sum_{n \in \mathbb{Z}} A_n(r)e^{in\varphi}, \quad f_{\bar{z}}(re^{i\varphi}) = \sum_{n \in \mathbb{Z}} B_n(r)e^{in\varphi}.
\end{align*}

Notice that, since $\int_{S(r)} \partial_\varphi f d\varphi = 0$, it follows that
\begin{equation}
A_{-1} = B_1,
\end{equation}
which is what gives us further improvement. Taking the angular derivative of the Fourier series and using theorems of Plancherel and Parseval we get
\begin{align*}
\frac{1}{2\pi r} \int_{S(r)} I_f &= \sum_{n \in \mathbb{Z}} n(k|A_n|^2 + |B_n|^2), \quad \text{while} \\
\frac{1}{2\pi r} \int_{S(r)} k |\partial_\varphi f_z|^2 + |\partial_\varphi f_{\bar{z}}|^2 &= \sum_{n \in \mathbb{Z}} n^2(k|A_n|^2 + |B_n|^2).
\end{align*}

Now, (3.6) implies that,
\begin{equation}
\sum_{n \in \mathbb{Z}} n(k|A_n|^2 + |B_n|^2) = k \sum_{-1 \neq n \in \mathbb{Z}} n|A_n|^2 + (1 - k)|B_1|^2 + \sum_{1 \neq n \in \mathbb{Z}} n|B_n|^2.
\end{equation}

Therefore, noticing that $n \leq \frac{1}{2}n^2$ when $n \neq \pm 1$, we can estimate
\begin{equation}
\sum_{n \in \mathbb{Z}} n(k|A_n|^2 + |B_n|^2) \leq k \sum_{-1 \neq n \in \mathbb{Z}} n^2|A_n|^2 + k|A_{-1}|^2 + (1 - 2k)|B_1|^2 + \frac{1}{2} \sum_{1 \neq n \in \mathbb{Z}} n^2|B_n|^2,
\end{equation}
which tells that
\begin{equation}
\int_{S(r)} I_f \leq k \int_{S(r)} |\partial_\varphi f_z|^2 + \max \left\{ \frac{1}{2}, 1 - 2k \right\} \int_{S(r)} |\partial_\varphi f_{\bar{z}}|^2,
\end{equation}
proving the claim. □
Notice that \( f(z) = |z|^2z \) yields equality in the above lemma. However \( \partial_z f \) is not quasiregular. On the other hand the map \( g(z) = \frac{1}{2}(z + k\pi)^2 \) has quasiregular directional derivatives and shows that the bound \( 1 - 2k \) is sharp as \( k \) tends to zero.

**Lemma 13.** Suppose \( f \in W_{1,2}^2(\Omega) \) has \( K \)-quasiregular directional derivatives. Then for almost every \( z = |z|e^{i\varphi} \),

\[
(3.7) \quad |\partial_{\varphi} f(z)|^2 \leq \frac{|z|^2}{k(1 - k)} j_f(z)
\]

**Proof.** In view of (3.4), we are to show that

\[
\frac{1}{|z|^2} |zf_{zz} - \pi f_{z\pi}|^2 \leq \frac{1}{k(1 - k)} (k|f_{zz}|^2 + (1 - k)|f_{z\pi}|^2 - |f_{\pi\pi}|^2).
\]

In terms of the coefficients \( \mu \) and \( \nu \) from Lemma 11, this requires

\[
k(1 - k)(1 + |\mu|)^2 \leq k + (1 - k)|\mu|^2 - |\nu|^2.
\]

But that follows immediately by squaring the first bound \(|\nu| \leq k + (k - 1)|\mu|\) of Lemma 11. \( \square \)

**Theorem 14.** Suppose \( f \) is a mapping whose directional derivatives are \( K \)-quasiregular. Then \( f \) lies in the class \( C^{1,\alpha_K} \), where \( \alpha_K > 1/K \). In particular one may take

\[
\alpha_K = \frac{1 - k}{1 + \frac{k}{2} \max\{1, 2 - 4k\}} = \min\left\{ \frac{4}{3K + 1}, \frac{K + 1}{3K - 1} \right\}.
\]

**Remark 15.** While the above theorem gives an improvement on the classical Hölder regularity exponent \( 1/K \), we do not know what is the sharpest possible exponent for these mappings. Our current best example is the function

\[
f(z) = z^2|z|^{\alpha - 1},
\]

which solves a \( k \)-Lipschitz autonomous Beltrami equation in the whole plane. Indeed, to construct the example consider first the function

\[
f(z) = z^2|z|^{2\alpha}, \quad \text{where} \quad -\frac{1}{3} < \alpha < 1.
\]

For this map

\[
f(z) = (2 + \alpha)z|z|^{2\alpha} \quad \text{with} \quad f_{\varphi}(z) = \alpha z^3|z|^{2\alpha}.
\]

Therefore our function satisfies \( f_{\varphi} = H(f_z) \), where

\[
H(w) = \frac{\alpha}{2 + \alpha} \frac{w^3}{|w|^2} \quad \Rightarrow \quad k := \text{Lip}(H) = \frac{3|\alpha|}{2 + \alpha}.
\]

In particular, we have \( 2\alpha + 1 = \frac{3}{2K + 1} \) for \( K = \frac{1 + k}{1 - k} \). Hence for this function \( f \in C^{1,\gamma} \) with \( \gamma = \frac{3}{2K + 1} \). This smoothness is still strictly better than the class \( C^{1,\alpha_K} \) obtained in Theorem 14.

**Proof of Theorem 14.** We assume that \( k \neq 0 \), as in the case \( k = 0 \) one trivially has smooth regularity.

Our proof is a modification Morrey’s classical proof of the \( C^{1/K}_{1,\text{loc}} \)-regularity of quasiregular maps. This utilizes the Morrey-Campanato characterization of Hölder continuity, essentially requiring us to prove that for a small disc \( D_R = D(z_0, R) \) and all radii \( r \in (0, R) \) we have

\[
(3.8) \quad \int_{D_r} |D^2f|^2 dm(z) \leq C \left( \frac{r}{R} \right)^{2\alpha_K} \int_{D_R} |D^2f|^2 dm(z),
\]
where $\alpha_K$ is our desired Hölder exponent. Lemmas 9 and 11 imply that $|f_{zz}|$ and $|f_{z\bar{z}}|$ are both dominated by $|f_{z\bar{z}}|$. Thus we are free to replace the quantity $|D^2f|^2$ in (3.8) by the expression

$$j_f = k|f_{z\bar{z}}|^2 + (1 - k)|f_{z\bar{z}}|^2 - |f_{z\bar{z}}|^2 = kJ_{f_{z\bar{z}}} + J_{f_{z\bar{z}}}.$$  

We now denote $J(r) = \int_{S(r)} j_f(z) dm(z)$. To obtain (3.8) it will be enough to prove the following inequality,

$$J'(r) \geq 2\alpha_K J(r)$$  

for $r \in (0, R)$.  

To show the inequality use first Green’s formula to obtain

$$J(r) = 1 \int_{S(r)} I_f |dz|.$$  

Second, by quasiregularity of directional derivatives, for almost every $r$ we have $f \in W^{2,2}(S(r))$ while (3.11) and (3.14) show that for almost every $z \in S(r)$,

$$|\partial_{\varphi} f_{z\bar{z}}| \leq k|\partial_{\varphi} f_{z\bar{z}}|.$$  

We can combine this with our improved Poincaré inequality Lemma 12 to see that

$$2rJ(r) \leq k \int_{S(r)} |\partial_{\varphi} f_{z\bar{z}}|^2 + \max \left\{ \frac{1}{2}, 1 - 2k \right\} \int_{S(r)} |\partial_{\varphi} f_{z\bar{z}}|^2$$  

$$\leq \left( k + k^2 \max \left\{ \frac{1}{2}, 1 - 2k \right\} \right) \int_{S(r)} |\partial_{\varphi} f_{z\bar{z}}|^2$$  

where the last line follows from (3.14). This allows us to complete the proof with the pointwise estimate of $|\partial_{\varphi} f_{z\bar{z}}|^2$ from Lemma 13. In conclusion, we obtain

$$J(r) \leq \frac{r}{2\alpha_K} \int_{S(r)} j_f |dz| = \frac{r}{2\alpha_K} J'(r) \quad \square$$  

**Proof of Theorem 1.** By Proposition 8 the directional derivatives of a solution $f$ to an autonomous Beltrami equation (1.4) are $K$-quasiregular. Thus the claim follows from Theorem 14. \quad \square

Our next theorem will reveal another reason why it is nontrivial to find the optimal regularity for mappings with $K$-quasiregular directional derivatives. Recall that for general $K$-quasiregular mappings, the number $K$ determines their degree of regularity. In other words, the smaller the Beltrami coefficient $\mu$ is the more regular the map. Hence to obtain an extremal quasiregular map we should certainly require that $||\mu||_\infty = k$, and for the usual radial stretching example we indeed have the equality $|\mu| = k$ everywhere. Surprisingly, however, this equality cannot hold for the Beltrami coefficient of $f_z$ for a map with $K$-quasiregular directional derivatives – unless the map is smooth.

**Theorem 16.** Suppose that $f$ has $K$-quasiregular directional derivatives, and that $\mu = f_{z\bar{z}}/f_{z\bar{z}}$, the Beltrami coefficient of $f_z$, satisfies $|\mu| = k$ in a disc $D_0 \subset \mathbb{C}$.

Then in that disc, $\mu = ke^{i\phi_0}$ is constant and $f$ is real analytic. In fact, $f(z) = \Phi(z + ke^{i\phi_0})$, where $\Phi$ is holomorphic.
Proof. By the second part of Lemma 11, if $|\mu| = k$ in $D_0$, then $\nu = \mu^2$ in this disc. Hence we obtain the following two equations:

$$(3.10) \quad f_{zz} = \mu f_{z}\cdot\cdot\cdot$$

These imply that the functions $f_z$ and $f_{\overline{z}}$ are both solutions to the same Beltrami equation in the disc $D_0$. Hence for a homeomorphic solution $h$ of this equation, $h_{\overline{z}} = \mu h_z$, we may find analytic functions $A$ and $B$ in $h(D_0)$ so that

$$(3.11) \quad f_z = A \circ h \quad \text{and} \quad f_{\overline{z}} = B \circ h.$$ 

This implies that $(A \circ h)_{\overline{z}} = (B \circ h)_z$, which simplifies to

$$(3.12) \quad (A' \circ h)\mu = B' \circ h \quad \text{a.e. in} \quad D_0.$$ 

Since $|\mu| = k$, the holomorphic function $B'/A'$ has constant modulus in the open set $h(D_0)$. Thus $B'/A'$ must be constant. This shows that $\mu$ is a constant, and one can then solve the equations (3.10) to find that $f = \Phi(z + ke^{i\varphi_0})$ for some holomorphic $\Phi$ as claimed. \hfill \square

Remark 17. From the above arguments one can get little more, namely for $f$ to be real analytic it is enough that $\nu = \mu^2$ a.e. in $D_0$. Even more, if the disc $D_0$ is such that quasiregular map $f_z$ is invertible in $D_0$, then the second part of Lemma 9 gives a $k$-Lipschitz structure function $H$ such that

$$(3.13) \quad f_{\overline{z}} = H(f_z) \quad \text{in} \quad D_0.$$ 

But then (3.11) implies that $B = H \circ A$, so that $H$ must be complex analytic. This implies that $f$ is real analytic.

Indeed, a quick way to see this is by first derivating (3.13) and using (3.10) to show that $\mu = \Phi'(z + ke^{i\varphi_0})$ for some analytic function $\varphi$. Finally, cf. [5, p.34], the inverse $g = h^{-1}$ satisfies the linear equation $g_{\overline{z}} = -(\mu \circ h^{-1})g_z$, that is $g_{\overline{z}} = -\varphi g_z$. In particular, $g$ is real analytic, and as a homeomorphism it has non-vanishing Jacobian. It follows that $h$ and hence by (3.11) also $f$ must be real analytic.

We also note that the autonomous Beltrami equation (3.13) with a complex analytic $H$ is a central tool in the recent study [6] of the geometry scaling limits of random tilings.

In [3] it was shown that a global quasiconformal solution to an autonomous equation (1.4) must be an affine map. We are able to make the same conclusion while only assuming the quasiregularity of the directional derivatives, giving a completely new proof for the case of the autonomous equation as well.

Theorem 18. Let $f : \mathbb{C} \to \mathbb{C}$ be a global quasiconformal map with $K$-quasiregular directional derivatives. Then $f$ is an affine map.

The proof of this theorem utilizes the following lemma, which we state by itself as it is also a general statement about maps with $K$-quasiregular directional derivatives.
Lemma 19. Let \( f : \Omega \to \mathbb{C} \) be a map with \( K \)-quasiregular directional derivatives. Then the Jacobian of \( f \) is strictly positive at the points \( z_0 \in \Omega \) where \( f \) is a local homeomorphism.

Proof. This proof is essentially done in [2, Theorem 3.3]. While the cited result is stated only for solutions to autonomous Beltrami equations, on closer inspection the proof only utilizes the fact that the directional derivatives are \( K \)-quasiregular. Hence the same proof also applies to the statement of Lemma 19. \( \square \)

We are now ready to prove Theorem 18.

Proof of Theorem 18. First of all, we recall from Lemma 9 that we know that \( f_z : \mathbb{C} \to \mathbb{C} \) is a quasiregular map. Hence \( f_z = A \circ h \) for some entire function \( A \) and a global quasiconformal map \( h \) with \( h(0) = 0 \) by Stoïlow’s factorization. Since \( f \) is a homeomorphism, Lemma 19 implies that the Jacobian \( |f_z|^2 - |\bar{f}|^2 \) is positive. In particular, \( A \neq 0 \) everywhere. If \( A \) is a constant function then \( f \) is affine and we would be done, so let us assume the contrary.

From the above we conclude that \( A \) is a nonvanishing, nonconstant entire function. Thus in particular it has an essential singularity at infinity, and the holomorphic function \( \tilde{A}(z) = A(1/z) \) has an essential singularity at \( z = 0 \). However, since global quasiconformal maps extend quasiconformally to the whole Riemann sphere, we also know that the function \( \tilde{f}(z) = 1/f(1/z) \) is quasiconformal at \( z = 0 \). If we also denote \( \tilde{h}(z) = 1/h(1/z) \), we may compute the Cauchy-Riemann derivative of \( \tilde{f} \) as follows.

\[
\frac{\partial \tilde{f}}{\partial z}(z) = \frac{f_z(1/z)}{z^2 f(1/z)^2} = \frac{f_z(1/z)}{z^2 f(1/z)^2} = \frac{\tilde{A} \circ \tilde{h}(z)}{z^2 f(1/z)^2}.
\]

Since \( \tilde{f} \) is quasiconformal at \( z = 0 \), its derivatives are locally in \( L^2 \). In a small disc \( D_0 \) we thus have that

\[
\int_{D_0} \frac{|\tilde{A} \circ \tilde{h}(z)|^2}{|z|^4 |f(1/z)|^4} dm(z) < \infty.
\]

Quasiconformality of \( f \) gives the estimate \( |f(z)| \leq C|z|^K \) for large \( z \). Applying this estimate in \( D_0 \) gives that for the exponent \( \alpha = 4(K - 1) \) we have

\[
\int_{D_0} |\tilde{A} \circ \tilde{h}(z)|^2 |z|^\alpha dm(z) < \infty.
\]

We can now get rid of the factor \( |z|^\alpha \) by using Hölder’s inequality, utilizing the fact that \( |z|^{-\beta} \) is integrable in \( D_0 \) for \( \beta < 1 \). This implies that

\[
\int_{D_0} |\tilde{A} \circ \tilde{h}(z)|^\gamma dm(z) < \infty
\]

for some positive number \( \gamma \). We may also make a change of variables to find out that

\[
\int_{D_1} |\tilde{A}(\omega)|^\gamma J_{K-1}(\omega) dm(\omega) < \infty
\]

for some small disc \( D_1 \) centered at zero. We can use Hölder’s again to get rid of the extra factor \( J_{K-1} \), utilizing the fact that by the quasiconformality of
the expression $J_{\tilde{h}^{-1}}^{\beta}$ is locally integrable for small positive $\beta$. This again leads to

$$\int_{D_1} |\tilde{A}(\omega)|^{\tilde{\gamma}} dm(\omega) < \infty$$

for some positive number $\tilde{\gamma}$.

This will be a contradiction since $A$ is a holomorphic function with an essential singularity at zero, and thus it cannot be integrable to any positive power. This fact is true in general but in our case we can also simply use the fact that $A$ doesn’t vanish to see that the function $B = A^{3/2}$ is a well-defined holomorphic function that is locally in $L^2$ about the origin. Now by looking at the Laurent series expansion of $B$ one quickly sees that $B$ cannot have a removable singularity at $z = 0$. This gives a contradiction with the fact that $A$ has an essential singularity, and proves our claim.

4. General Schauder estimates

This section is devoted to proving Theorem 4, that is to establish Schauder estimates of $W^{1,2}$-solutions to the inhomogeneous nonlinear Beltrami equation

\[ f_\sigma = \mathcal{H}(z, f_z) + G(z) \quad \text{a.e. in } \Omega. \]

Recall that the strong ellipticity of the equation is encoded in the fact that the function $(z, \zeta) \mapsto \mathcal{H}(z, \zeta)$ is $k$-Lipschitz in the variable $\zeta$, where $k < 1$.

Let us recall our regularity assumptions on the structure field $\mathcal{H}$. Throughout this section we will assume Hölder continuity of $\mathcal{H}$ in the variable $z$ and $k$-Lipschitz dependence on the variable $\zeta$. More precisely, given an open bounded set $\Omega \subset \mathbb{C}$, we assume that

\[ |\mathcal{H}(z_1, \zeta_1) - \mathcal{H}(z_2, \zeta_2)| \leq H_\alpha(\Omega)|z_1 - z_2|^{\alpha}(|\zeta_1| + |\zeta_2|) + k|\zeta_1 - \zeta_2|, \]

\[ \mathcal{H}(z_1, 0) = 0, \]

for all $z_1, z_2 \in \Omega$, $\zeta_1, \zeta_2 \in \mathbb{C}$, where $\alpha \in (0, 1)$ and $k = \frac{K-1}{K+1} < 1$ are fixed.

When $\mathcal{H}$ is linear in the gradient variable (i.e., the Beltrami equation is linear), (4.2) implies that the derivatives of the solutions to Beltrami equation are $\alpha$-Hölder continuous ([23], see also [16 Chapter 15]). Our goal is to show that similar regularity results hold in the general nonlinear case.

**Theorem 20.** Assume that the structure field $\mathcal{H}$ satisfies the assumptions (1.2). Suppose also that $G \in C^\alpha(\Omega, \mathbb{C})$ is a given function. Then any solution $f : \Omega \to \mathbb{C}$ of the equation (4.1) lies in the regularity class $C^{1, \gamma}_{loc}$, where $\gamma$ is any positive number satisfying

- $\gamma \leq \alpha$ and
- $\gamma < \beta_K$, where $\beta_K$ is the largest exponent such that a solution to the autonomous Beltrami equation (1.4) always lies in the class $C^{1, \beta_K}_{loc}$.

Moreover, we have a norm bound, when $D(\omega, 2R) \subseteq \Omega$,

\[ \|D_z f\|_{C^\gamma(D(\omega, R))} \leq c(K, \alpha, \gamma, \omega, R, H_\alpha(\Omega)) \left( \|D_z f\|_{L^2(D(\omega, 2R))} + \|G\|_{C^\alpha(D(\omega, 2R))} \right). \]

With data $G \equiv 0$ Theorem 20 is proven in [2], and our proof follows the same line of arguments.
We will first recall the regularity results of the autonomous case (shown in the previous sections) and then, in the spirit of classical Schauder estimates \[27, 28\], tackle the general case by perturbation.

4.1. The autonomous equation and integral estimates.

**Proposition 21.** Let \( F \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C}) \) be a solution to the autonomous inhomogeneous nonlinear Beltrami equation
\[
(4.4) \quad F_\pi = \mathcal{H}(F_z) + c_0 \quad \text{for a.e.} \ z \in \Omega,
\]
where \( c_0 \) is a complex constant. Then the directional derivatives of \( F \) are \( K \)-quasiregular, \( K = \frac{1+k}{1-k} \).

Since \( c_0 \) does not depend on \( z \), the difference quotients
\[
F_h(z) := \frac{F(z + h\theta) - F(z)}{h}, \quad |\theta| = 1, \ h > 0.
\]
are \( K \)-quasiregular as in Proposition \[8\] [2 Proposition 2.1]. Therefore, the directional derivatives inherit the properties of \( K \)-quasiregular maps. In particular, Theorem \[13\] implies that the derivative \( D_z F \) of a solution to the autonomous equation \( (4.4) \) is locally \( \alpha_K \)-Hölder continuous. For perturbation arguments it is particularly useful to formulate this in a Morrey-Campanato form.

**Corollary 22.** If \( F \) is as in Proposition \[21\] the derivative \( D_z F \) is locally \( \alpha_K \)-Hölder continuous. Moreover,
1. For every \( \mathbb{D}(z_0, \rho) \subset \mathbb{D}(z_0, R) \subset \Omega \),
\[
\|D_z F\|_{L^2(\mathbb{D}(z_0, \rho))} \leq c(K) \frac{\rho}{R} \|D_z F\|_{L^2(\mathbb{D}(z_0, R))}.
\]
2. For every \( \mathbb{D}(z_0, \rho) \subset \mathbb{D}(z_0, R) \subset \Omega \),
\[
\|D_z F - (D_z F)_R\|_{L^2(\mathbb{D}(z_0, \rho))} \leq c(K) \left( \frac{\rho}{R} \right)^{1+\alpha_K} \|D_z F - (D_z F)_R\|_{L^2(\mathbb{D}(z_0, R))},
\]
where \( (D_z F)_R = \int_{\mathbb{D}(z_0, R)}D_z F \).

4.2. The Riemann-Hilbert problem. The solution of the Riemann Hilbert problem is well-known; the proof is based on the local versions of the classical Cauchy transform and the Beurling transform.

**Proposition 23.** Let \( f \) be a solution to the inhomogeneous nonlinear Beltrami equation \( (1.1) \), and suppose \( \mathbb{D}(z_0, R) \subset \Omega \). Then there exists a unique solution \( F \in W^{1,2}(\mathbb{D}(z_0, R), \mathbb{C}) \) to the following local Riemann-Hilbert problem for the inhomogeneous autonomous equation
\[
(4.5) \quad \begin{cases}
F_\pi = \mathcal{H}(z_0, F_z) + (G)_R & \text{a.e.} \ z \in \mathbb{D}(z_0, R), \\
\text{Re}(f - F) = 0 & \text{on } \partial\mathbb{D}(z_0, R)
\end{cases}
\]
where \( (G)_R = \int_{\mathbb{D}(z_0, R)}G \). Furthermore, \( \|F_\pi - f\|_{L^2(\mathbb{D}_R)} = \|F_\pi - f\|_{L^2(\mathbb{D}_R)} \) and we have a norm bound
\[
\|D_z F\|_{L^2(\mathbb{D}_R)} \leq 2K\|D_z f\|_{L^2(\mathbb{D}_R)} + \|G - (G)_R\|_{L^2(\mathbb{D}_R)}.
\]
Proof. The local Cauchy transform in $\mathbb{D}_R := \mathbb{D}(z_0, R)$ is in our case
\[
(C_{\mathbb{D}_R} \psi)(z) = \frac{1}{\pi} \int_{\Omega} \left( \frac{\psi(\zeta)}{z - \zeta} - \frac{(z - z_0) \psi(\zeta)}{R^2 - (z - z_0)(\zeta - z_0)} \right) \, dm(\zeta),
\]
for $\psi \in L^2(\mathbb{D}_R, \mathbb{C})$, and the local Beurling transform $S_{\mathbb{D}_R} \psi = \partial_z C_{\mathbb{D}_R} \psi$, that is,
\[
(S_{\mathbb{D}_R} \psi)(z) = -\frac{1}{\pi} \int_{\Omega} \left( \frac{\psi(\zeta)}{(z - \zeta)^2} + \frac{R^2 \psi(\zeta)}{(R^2 - (z - z_0)(\zeta - z_0))^2} \right) \, dm(\zeta).
\]

The isometry of $S_{\mathbb{D}_R}$ implies that the Beltrami operator
\[
(\mathcal{B} \psi)(z) = \mathcal{H}(z_0, (S_{\mathbb{D}_R} \psi)(z) + f_z) - \mathcal{H}(z, f_z) - G(z) - (G)_R
\]
is a contraction on $L^2(\mathbb{D}_R, \mathbb{C})$. The rest of the proof follows as in [2, Proposition 2.4].

4.3. Schauder estimates by freezing the coefficients, Theorem [4]. We will use the Morrey-Campanato integral characterization of Hölder continuous functions [13, Chapter III, Theorem 1.2, p. 70, and Theorem 1.3, p. 72]. Namely, the integral estimate
\[
(4.7) \quad \|g - g_\rho\|_{L^2(D(z_0, \rho))} \leq M \rho^{1+\gamma}
\]
for $z_0 \in \Omega$ and every $\rho \leq \min\{R_0, \text{dist}(z_0, \partial \Omega)\}$ (for some $R_0$) gives the local $\gamma$-Hölder continuity of $g$ in $\Omega$. Moreover, for $\Omega \Subset \Omega$, (4.7) implies the Hölder seminorm bound
\[
(4.8) \quad [g]_{C^\gamma(\overline{\Omega})} \leq c(\gamma, \Omega) M
\]
and the $L^\infty$-bound
\[
(4.9) \quad \|g\|_{L^\infty(\overline{\Omega})} \leq c(\gamma, \Omega) (M \text{diam}(\Omega)^\gamma + \|g\|_{L^2(\Omega)}),
\]
see the proofs of Proposition 1.2 and Theorem 1.2 in pages 68–72 of [13, Chapter III].

Next, we apply the ideas of freezing the coefficients to get few basic estimates for solutions to (4.1). We start with the following

Lemma 24. Suppose $\mathcal{H}$ satisfies the conditions [12] and $G \in C^\alpha(\Omega, \mathbb{C})$. Let $f \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C})$ be a solution to
\[
f_{\mathcal{H}} = \mathcal{H}(z, f_z) + G(z) \quad \text{a.e. in } \Omega.
\]
If $D(z_0, R) \Subset \Omega$, then for each $0 < \rho \leq R$ we have
\[
\|D_z f - (D_z f)_\rho\|_{L^2(D_\rho)} \leq c(K) \left( \frac{\rho}{R} \right)^{1+\alpha} \|D_z f - (D_z f)_R\|_{L^2(D_\rho)}
\]
\[
+ c(K) H_\alpha(\Omega) R^{\alpha} \|f_z\|_{L^2(D_\rho)} + c(K) [G]_{C^\alpha(D_\rho)} R^{1+\alpha}
\]
where $D_\rho = D(z_0, \rho)$.

Proof. The required estimate to prove is the same as in Corollary [22] claim (2), up to the correction term $c(K) \left( H_\alpha(\Omega) R^{\alpha} \|f_z\|_{L^2(D_\rho)} + [G]_{C^\alpha(D_\rho)} R^{1+\alpha})$. 


This will arise from a comparison of $f$ and the solution $F$ to an inhomogeneous autonomous equation, the local Riemann-Hilbert problem
\[
\begin{align*}
F_T &= \mathcal{H}(z_0, f_z) + (G)_R \quad \text{a.e. } z \in \mathbb{D}_R, \\
\Re(f - F) &= 0 \quad \text{on } \partial \mathbb{D}_R.
\end{align*}
\]

The existence of $F$ follows by Proposition 26. Furthermore, by (4.10),
\[
\|f - F\|_{L^2(\mathbb{D}_R)} \leq \|\mathcal{H}(z, f_z) - \mathcal{H}(z_0, f_z)\|_{L^2(\mathbb{D}_R)} + \|\mathcal{H}(z_0, f_z) - \mathcal{H}(z_0, F_z)\|_{L^2(\mathbb{D}_R)} + \|G - (G)_R\|_{L^2(\mathbb{D}_R)} \\
\leq \mathcal{H}_a(\Omega) R^{\alpha} \|f_z\|_{L^2(\mathbb{D}_R)} + k \|(f - F)_z\|_{L^2(\mathbb{D}_R)} + \|G - (G)_R\|_{L^2(\mathbb{D}_R)}.
\]

Since the Beurling transform $\mathcal{S}_{\mathbb{D}_R}$ of the disk $\mathbb{D}_R$ is an isometry $L^2(\mathbb{D}_R) \to L^2(\mathbb{D}_R)$ and $\|G - (G)_R\|_{L^2(\mathbb{D}_R)} \leq 2^\alpha \sqrt{\pi} \|G\|_{C^{\alpha}(\mathbb{D}_R)} R^{1+\alpha}$, we end up with (4.10)
\[
\|D_z f - D_z F\|_{L^2(\mathbb{D}_R)} \leq \frac{1 + k}{1 - k} \mathcal{H}_a(\Omega) R^{\alpha} \|f_z\|_{L^2(\mathbb{D}_R)} + \frac{2^{1+\alpha} \sqrt{\pi} }{1 - k} \|G\|_{C^{\alpha}(\mathbb{D}_R)} R^{1+\alpha}.
\]

On the other hand, Corollary 22 (2) gives
\[
\|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} \leq \|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} + \|D_z f - D_z F\|_{L^2(\mathbb{D}_R)} \\
\leq c(K) \left(\frac{\rho}{R}\right)^{1+\alpha K} \|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} + \|D_z f - D_z F\|_{L^2(\mathbb{D}_R)} \\
\leq c(K) \left(\frac{\rho}{R}\right)^{1+\alpha K} \|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} \\
+ (2c(K) + 2) \|D_z f - D_z F\|_{L^2(\mathbb{D}_R)},
\]
\[\rho \leq R.\]
Combining this with (4.10) gives the claim. \hfill \Box

If we use claim (1) of Corollary 22 instead of claim (2), the same argument as above leads to

Lemma 25. Suppose $\mathcal{H}$ satisfies the conditions 11, 12 and $G \in C^{\alpha}(\Omega, \mathbb{C})$. If $f \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C})$ and $\mathbb{D}(z_0, R)$ are as in Lemma 24 then for each $0 < \rho < R$,
\[
\|D_z f\|_{L^2(\mathbb{D}_\rho)} \leq c(K) \frac{\rho}{R} \|D_z f\|_{L^2(\mathbb{D}_R)} \\
+ c(K) \mathcal{H}_a(\Omega) R^{\alpha} \|f_z\|_{L^2(\mathbb{D}_R)} + c(K) \|G\|_{C^{\alpha}(\mathbb{D}_R)} R^{1+\alpha}.
\]

If the data $G$ is not zero, $W^{1,2}_{\text{loc}}$-solutions to (4.1) are not a priori $K$-quasiregular and we don’t have the Caccioppoli estimates immediately at our use. The Hölder continuity of the coefficients let us, though, derive Caccioppoli type estimates. These are convenient to present in the following form.

Lemma 26. Suppose $\mathcal{H}, G \in C^{\alpha}(\Omega, \mathbb{C})$ and $f \in W^{1,2}_{\text{loc}}(\Omega, \mathbb{C})$ are as in Lemma 24. Let $\mathbb{D}(z_0, R) \subset \Omega'' \subseteq \Omega \subseteq \Omega$. If $f \in C^\beta(\Omega', \mathbb{C})$ for some $0 < \beta < 1$, then
\[
\|D_z f\|_{L^2(\mathbb{D}(z_0, R))} \leq c(K, \Omega', \Omega'', \mathcal{H}_a(\Omega)) \left(\|f\|_{C^\beta(\Omega')} R^\beta + \|G\|_{C^{\alpha}(\Omega')} R\right).
\]
Proof. By Theorem 28 in the appendix, we have the following Caccioppoli type estimate
\[
\|D_zf\|_{L^2(D_0,R)} \leq c_1 \left( \frac{1}{\text{dist}(\partial\Omega', \partial\Omega)R} \|f - (f)_R\|_{L^2(\Omega')} + \|G\|_{L^2(\Omega')} \right)
\]
\[
\leq c_2 \left( \|f\|_{C^3(\Omega')} R^3 + \|G\|_{L^\infty(\Omega')} R \right),
\]
where the constants $c_1$ and $c_2$ depend on $K$, $\Omega'$, $\Omega''$ and $H_\alpha(\Omega)$. \qed

Lastly, let us recall

**Lemma 27** (Lemma 2.1, p. 86, in [15, Chapter III]). Let $\Psi$ be non-negative, non-decreasing function such that
\[
\Psi(\rho) \leq a \left( \left( \frac{\rho}{R} \right)^\lambda + \sigma \right) \Psi(R) + b R^\gamma
\]
for every $0 < \rho \leq R \leq R_0$, where $a$ is a non-negative constant and $0 < \gamma < \lambda$. Then there exists $\sigma_0 = \sigma_0(\alpha,\lambda,\gamma)$ such that, if $\sigma < \sigma_0$, 
\[
\Psi(\rho) \leq c(a,\lambda,\gamma) \left( \left( \frac{\rho}{R} \right)^\gamma \Psi(R) + b \rho^\gamma \right)
\]
for all $0 < \rho \leq R \leq R_0$.

With these tools and estimates at our disposal we are ready for the Schauder estimates.

**Proof of Theorems 4 and 20.** Denote $\mathbb{D}_r = \mathbb{D}(z_0, r)$. As we are dealing with local estimates we can assume that $\Omega$ is bounded.

**Step 1. Hölder continuity of $f$.** We will show that $f$ is actually locally $\beta$-Hölder continuous for every $0 < \beta < 1$.

Namely, according to Lemma 28 we have
\[
\|D_zf\|_{L^2(\mathbb{D}_0)} \leq c_0(K) \left( \frac{\rho}{R} + H_\alpha(\Omega) R^{\alpha} \right) \|D_zf\|_{L^2(\mathbb{D}_R)} + c_1(K) \|G\|_{C^\alpha(\mathbb{D}_R)} R^{1+\alpha},
\]
whenever $0 < \rho \leq R$ and $\mathbb{D}_R = \mathbb{D}(z_0, R) \subset \Omega$. Applying Lemma 27 to $\Psi(\rho) = \|D_zf\|_{L^2(\mathbb{D}_\rho)}$, with $b = c_1(K) \|G\|_{C^\alpha(\mathbb{D}_R)}, \lambda = 1$ and $\sigma = H_\alpha(\Omega) R^{\alpha}$, we see that
\[
\|D_zf\|_{L^2(\mathbb{D}_\rho)} \leq c_2(K, \varepsilon) \left( \left( \frac{\rho}{R} \right)^{1-\varepsilon} \|D_zf\|_{L^2(\mathbb{D}_R)} + |G|_{C^\alpha(\mathbb{D}_R)} R^{1-\varepsilon} \right),
\]
where $0 < \rho \leq R \leq \min\{R_0, \text{dist}(z_0, \partial\Omega)\}$. Here $R_0 \leq 1$ is small enough; how small $R_0$ needs to be taken depends on $c_0(K), H_\alpha(\Omega)$ and $\varepsilon > 0$ but not on $z_0$. Thus the same upper bound $R_0$ works throughout the bounded domain $\Omega$.

Combining with the Poincaré inequality gives
\[
\|f - f_\rho\|_{L^2(\mathbb{D}_0)} \leq \rho \|D_zf\|_{L^2(\mathbb{D}_\rho)} \leq c_2(K, \varepsilon) \rho^{2-\varepsilon} \left( R^{\varepsilon-1} \|D_zf\|_{L^2(\mathbb{D}_R)} + |G|_{C^\alpha(\mathbb{D}_R)} \right),
\]
for $0 < \rho \leq R \leq \min\{R_0, \text{dist}(z_0, \partial\Omega)\}$.

Let $\mathbb{D}(\omega, 4R) \subset \Omega$. Now, for $\mathbb{D}(z_0, \rho) \subset \mathbb{D}(\omega, 2R)$,
\[
\|f - f_\rho\|_{L^2(\mathbb{D}_\rho)} \leq c_2(K, \varepsilon) \rho^{2-\varepsilon} \left( \min\{R_0, R\}^{\varepsilon-1} \|D_zf\|_{L^2(\mathbb{D}(\omega, 3R))} + |G|_{C^\alpha(\mathbb{D}(\omega, 3R))} \right).
\]
In view of (4.7) we see that \( f \in C^\beta_{\text{loc}}(\mathbb{D}(\omega, 2R), \mathbb{C}) \) for every \( 0 < \beta = 1 - \varepsilon < 1 \). The estimate (4.8) gives a bound for the local Hölder norm,
\[
[f]_{C^\beta(\mathbb{D}(\omega, R))} \leq c_3(K, \beta, R, H_\alpha(\Omega)) \left( \|D_z f\|_{L^2(\mathbb{D}(\omega, 3R))} + [G]_{C^\alpha(\mathbb{D}(\omega, 3R))} \right).
\]

Step 2: Self-improving Morrey-Campanato estimate. Claim: Assume that (4.13) holds with \( \rho = 1 \). Let \( \Omega'' \Subset \Omega' \). We first show the claim for \( \beta < 1 \), and start with estimates from Lemma 24
\[
\|D_z f - (D_z f)_\rho\|_{L^2(\mathbb{D}_\rho)} \leq c_0(K) \left( \frac{\rho}{R} \right)^{1+\alpha_K} \|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} + c_0(K) H_\alpha(\Omega) R^\alpha \|f\|_{L^2(\mathbb{D}_R)} + c_0(K) [G]_{C^\alpha(\Omega')} R^{1+\alpha}
\]
when \( \mathbb{D}(z_0, R) \subset \Omega'' \). Here, by the Caccioppoli estimate of Lemma 26.
\[
(4.12) \quad \|D_z f\|_{L^2(\mathbb{D}_R)} \leq c_1(K, \Omega', \Omega'', H_\alpha(\Omega)) \left( [f]_{C^\beta(\Omega')} R^{\beta} + [G]_{C^\alpha(\Omega')} R \right),
\]
which by Step 1 is finite for every \( \beta < 1 \).

We will now apply Lemma 27 to the non-decreasing function \( \Psi(\rho) = \|D_z f - (D_z f)_\rho\|_{L^2(\mathbb{D}_\rho)} \) for \( \rho \leq R \). Then \( \inf_{a \in \mathbb{C}} \|D_z f - a\|_{L^2(\mathbb{D}_\rho)} \) and the parameters \( \lambda = 1 + \alpha_K, \sigma = 0 \) and \( b = c_2([f]_{C^\beta(\Omega')} + [G]_{C^\alpha(\Omega')}) \), where \( c_2(K, \Omega', \Omega'', H_\alpha(\Omega)) \). We obtain that
\[
(4.13) \quad \|D_z f - (D_z f)_\rho\|_{L^2(\mathbb{D}_\rho)} \leq c_3 \left( \frac{\rho}{R} \right)^{\alpha+\beta} \|D_z f - (D_z f)_R\|_{L^2(\mathbb{D}_R)} + c_3 \rho^{\alpha+\beta} \left( [f]_{C^\beta(\Omega')} + [G]_{C^\alpha(\Omega')} \right)
\]
whenever \( \rho \leq R \).

In terms of the Morrey-Campanato estimate (4.7) in the set \( \Omega'' \), we see that \( D_z f \in C^{\alpha+\beta-1}_{\text{loc}}(\Omega'', \mathbb{C}) \), which is enough for our claim if \( \alpha \geq \alpha_K \). The norm estimate (4.3) follows from combining (4.8) with (4.11) and (4.13).

In case \( \alpha < \alpha_K \) we need to continue to show that \( f \in C_{\text{loc}}^{1,\alpha}(\Omega, \mathbb{C}) \). But what we have above proves that \( D_z f \) is locally bounded. Thus the bound in (4.12) remains finite for \( \beta = 1 \), and we can repeat the proof of (4.13) with \( \beta = 1 \). Accordingly, (4.7) and (4.8) gives \( f \in C_{\text{loc}}^{1,\alpha}(\Omega, \mathbb{C}) \), with norm bound
\[
[D_z f]_{C^\alpha(\mathbb{D}(\omega, R))} \leq c(K, \alpha, \omega, R, H_\alpha(\Omega)) \left( \|D_z f\|_{L^2(\mathbb{D}(\omega, 2R))} + \|D_z f\|_{L^\infty(\mathbb{D}(\omega, 2R))} + [G]_{C^\alpha(\Omega')} \right).
\]

To estimate the \( L^\infty \)-norm in \( \mathbb{D}(\omega, 2R) \), we note that for \( \mathbb{D}(z_0, \rho) \subset \mathbb{D}(\omega, 3R) \) (4.13) holds with \( \Omega' = \mathbb{D}(\omega, 3R) \) and thus once more by Morrey-Campanato norm estimate (4.7) (with (4.9)),
\[
\|D_z f\|_{L^\infty(\mathbb{D}(\omega, 2R))} \leq c(K, \alpha, \omega, R, H_\alpha(\Omega)) \left( \|D_z f\|_{L^2(\mathbb{D}(\omega, 3R))} + [f]_{C^\beta(\mathbb{D}(\omega, 3R))} + [G]_{C^\alpha(\mathbb{D}(\omega, 3R))} \right).
\]
where \( \beta' < 1 \). It remains to combine with (4.11) to obtain
\[
\|D_z f\|_{C^\alpha(\Omega)} \leq c(K, \alpha, \gamma, \omega, R, H_{\alpha, \gamma}(\Omega)) \|D_z f\|_{L^2(\Omega, 9R)} + \|G\|_{C^\alpha(\Omega)}.
\]
and we have the norm bound (4.3) by rescaling. \( \square \)

5. Schauder regularity for the Leray-Lions equation

In this section we prove Theorem 3.

**Proof of Theorem** [3] Let \( u \) be a solution of the Leray-Lions equation (1.9). We apply Theorem [4] and Proposition 7 to find that \( f = u + iv \) is a solution of the equation (4.2), which we recall to be
\[
\hat{f}(z) = \mathcal{H}(z, f(z)) + g(z).
\]
Let now \( D(z_0, 2r) \subset \Omega \). We aim to show that \( f \) lies in the regularity class \( C^{1, \gamma, \omega, K}(D(z_0, r)) \) where \( \gamma, \omega, K \) is the exponent from Theorem 4. Let hence \( \psi \) be a smooth function equal to 1 in \( D(z_0, r) \) and 0 outside \( D(z_0, 2r) \). With \( \mathcal{C} \) denoting the Cauchy transform in the plane, we define
\[
f^*(z) = f(z) + \mathcal{C}g(z).
\]
By definition, \( f^*_z = f_z + \mathcal{S}g \). Hence we see that \( f^* \) is a solution of the nonlinear Beltrami equation
\[
f^*_z = \mathcal{H}^*(z, f^*_z) + g + \mathcal{S}g,
\]
where \( \mathcal{S} \) denotes the Beurling transform. Now by Proposition 7 the field \( \mathcal{H}^* \) satisfies the assumptions of Theorem 4 and the inhomogeneous term \( g + \mathcal{S}g \) lies in \( C^{\alpha}(\Omega, 2r) \) since the Beurling transform maps \( C^{\alpha}(\mathbb{C}) \) to itself. Thus Theorem 4 implies that \( f^* \) lies in the regularity class \( C^{1, \gamma} \), which shows that the same holds for \( f \) and \( u = \text{Re}(f) \) as well. This concludes the proof. \( \square \)

**Appendix A. The Caccioppoli estimate**

In this appendix, our assumption is that the structure function \( \mathcal{H} \) is locally uniformly in VMO, that is, if \( K \subset \Omega \) is compact then
\[
(\text{A.1}) \quad \lim_{R \to 0} \sup_{a \in K} \sup_{0 < r < R} \int_{B(a, r)} |V(z, B(a, r))| \, dm(z) = 0
\]
where we denote, for any disc \( B \subset \Omega \),
\[
V(z, B) = \sup_{w \neq 0} \frac{|\mathcal{H}(z, w) - \mathcal{H}(\zeta, w)| \, dm(\zeta)}{|w|}.
\]
In particular, this assumption is satisfied for fields \( \mathcal{H} \) satisfying the Hölder continuity condition (4.2). We have chosen to formulate a more general result by considering the weaker VMO-condition for the possibility of having broader applications in the future.

**Theorem 28.** Suppose that \( q \in (2, \infty) \) and that data \( g \in L^q_{\text{loc}}(\Omega, \mathbb{C}) \) is given. Let \( x_0 \in \Omega \) be fixed. If \( f \in W^{1, q}_{\text{loc}}(\Omega, \mathbb{C}) \) is such that
\[
f^*_z = \mathcal{H}(z, f_z) + g \quad \text{a.e. } z \in \Omega,
\]
then there exist positive numbers \( d_0 \) and \( C = C(K, q) \) such that the estimate
\[
\left( \int_{B_r} |D f|^q \right)^{\frac{1}{q}} \leq C(K, q) \left( \int_{2B_r} |f|^q \right)^{\frac{1}{q}} + C(K, q) \left( \int_{2B_r} |g|^q \right)^{\frac{1}{q}}
\]
holds for each disc \( B_r = B(x_0, r) \) of radius \( r < d_0 \). Here \( d_0 \) depends on \( x_0, K, q \) and the VMO modulus of continuity of \( \mathcal{H} \).

**Proof.** Throughout the proof we consider numbers \( \lambda, k_0, \delta \) and \( d_0 \). The numbers \( k_0 > 1, \delta > 0 \) and \( d_0 > 0 \) are fixed but we will determine their values later. We will consider \( \lambda \) as a free parameter in the interval \( (1, 2) \).

Our first restriction is
\[
(A.2) \quad \frac{\delta + 1}{\delta} k_0 \lambda d_0 < d(x_0, \partial \Omega).
\]
Once \( \delta \) and \( k_0 \) are chosen the above restriction can always be satisfied by reducing \( d_0 \). Indeed, since \( \lambda < 2 \), we choose \( d_0 < \frac{\delta}{\delta + 1} \frac{d(x_0, \partial \Omega)}{2k_0} \). Let us call \( R_0 = \frac{k_0 \lambda d_0}{2} \). For every radius \( 0 < R < R_0 \) and every center \( a \in B(x_0, \delta R) \), we will denote \( B_{a,R} = B(a,R) \). Condition \( A.2 \) ensures that \( B_{a,R} \subset \Omega \) and therefore the quantity \( V(\cdot, B_{a,R}) \) is well defined.

We first localize the problem. Let \( r \in (0, d_0) \) and consider \( \eta \in C_0^{\infty}(\Omega) \) be such that \( \chi_{B_r} \leq \eta \leq \chi_{\lambda B_r} \) and \( \|D\eta\|_{\infty} \leq \frac{C}{(\lambda - 1)r} \), for some universal constant \( C_1 \), and set \( h = \eta f \). Then
\[
h_{\tau} = \mathcal{H}(z, h_z) + G
\]
where
\[
G = f \eta_{\tau} + \eta \mathcal{H}(z, f_z) + \eta g - \mathcal{H}(z, h_z).
\]
The second step consists of freezing the coefficients in \( B_{a,R} \). This is done with the help of an autonomous equation, by setting
\[
\mathcal{H}_{B_{a,R}}(w) = \int_{B_{a,R}} \mathcal{H}(z,w) \, dm(z), \quad w \in \mathbb{C}.
\]
This function \( \mathcal{H}_{B_{a,R}} \) defines an autonomous, \( k \)-elliptic Beltrami functional. Call \( F \) the unique solution of the following autonomous Riemann-Hilbert problem
\[
\begin{cases}
F_{\tau} = \mathcal{H}_{B_{a,R}}(F_z), & z \in B_{a,R} \\
\text{Re } F = \text{Re } h, & z \in \partial B_{a,R}.
\end{cases}
\]
Such solution \( F \) exists and is unique and moreover it belongs to \( C^{1,1/K}_{\text{loc}} \), see Proposition \( 23 \) and Corollary \( 22 \). More precisely, for every \( 0 < \delta < 1 \) we have the following Schauder estimate
\[
(A.3) \quad \|F_{\tau} - (F_{\tau})_{B_{a,R}}\|_{L^2(B_{a,R})} \leq C_2(K) \delta^{1 + \frac{1}{K}} \|Dh\|_{L^2(B_{a,R})},
\]
for some constant \( C_2(K) \) that only depends on \( K \).

For every number \( t \in (2, q) \) we have
\[
\begin{align*}
\|&(h - F)_{\tau}\|_{L^2(B_{a,R})} \\
&= \|\mathcal{H}(z, h_z) + G - \mathcal{H}_{B_{a,R}}(F_z)\|_{L^2(B_{a,R})} \\
&\leq \|\mathcal{H}(z, h_z) - \mathcal{H}_{B_{a,R}}(h_z)\|_{L^2(B_{a,R})} \\
&\quad + \|\mathcal{H}_{B_{a,R}}(h_z) - \mathcal{H}_{B_{a,R}}(F_z)\|_{L^2(B_{a,R})} + \|G\|_{L^2(B_{a,R})} \\
&\leq \|h_z\|_{L^1(B_{a,R})} \|V(\cdot, B_{a,R})\|_{L^2(B_{a,R})} + k\|h_z - F_z\|_{L^2(B_{a,R})} + \|G\|_{L^2(B_{a,R})} \\
&\quad + k\|(h - F)_{\tau}\|_{L^2(B_{a,R})} + \|G\|_{L^2(B_{a,R})}
\end{align*}
\]
whence
\[
\|(h - F)\|_{L^2(B_{\alpha, R})} \leq \frac{1}{1 - k} \|h_z\|_{L^1(B_{\alpha, R})} \|V(\cdot, B_{\alpha, R})\|_{L^{\frac{2q}{q - 1}}(B_{\alpha, R})} + \frac{1}{1 - k} \|G\|_{L^2(B_{\alpha, R})}.
\]  
(A.4)

We use this estimate to control the local Fefferman-Stein maximal function of \( h_{\overline{\omega}} \). Recall that this maximal function is defined by
\[
\mathcal{M}_{2, R_0}^2(u)(x) = \sup_{0 < R < R_0} \left( \int_{B(x, R)} |u - u_{B(x, R)}|^q \right)^{\frac{1}{q}}.
\]

First, with the help of the Schauder estimate for \( F \) (A.3), we have for any \( 0 < \delta < 1 \) that
\[
\|h_{\overline{\omega}} - \overline{F}\|_{L^2(B_{\alpha, \delta R})} \leq 2\|h_{\overline{\omega}} - F\|_{L^2(B_{\alpha, \delta R})} + \|F - \overline{F}\|_{L^2(B_{\alpha, \delta R})} \leq \frac{2}{1 - k} \|h_z\|_{L^1(B_{\alpha, R})} \|V(\cdot, B_{\alpha, R})\|_{L^{\frac{2q}{q - 1}}(B_{\alpha, R})} + \frac{2}{1 - k} \|G\|_{L^2(B_{\alpha, R})} + C_2(K) \delta^{1 + \frac{1}{q}} \|Dh\|_{L^2(B_{\alpha, R})}.
\]

We now multiply by \( \frac{1}{\delta R} \) and take supremum in \( R \) over \( (0, R_0) \). We obtain
\[
\mathcal{M}_{2, \delta R_0}^2(h_{\overline{\omega}})(a) \leq \frac{2}{\delta(1 - k)} \mathcal{M}_i(h_{\overline{\omega}})(a) \sup_{0 < R < R_0} \|V(\cdot, B_{\alpha, R})\|_{L^{\frac{2q}{q - 1}}(B_{\alpha, R})} + \frac{2}{\delta(1 - k)} \mathcal{M}_2(G)(a) + C_2(K) \delta^{\frac{1}{q}} \mathcal{M}_2(Dh)(a),
\]
where \( \mathcal{M}_i(u)(x) = \mathcal{M}(u^i)(x)^{\frac{1}{i}} \) and \( \mathcal{M} \) is the Hardy-Littlewood maximal function. Now, we raise to the power \( q \), integrate with respect to \( a \) over the set \( B(x_0, \delta R_0) \) and take power \( \frac{1}{q} \). We obtain
\[
\|\mathcal{M}_{2, \delta R_0}^2(h_{\overline{\omega}})\|_{L^q(B(x_0, \delta R_0))} \leq \frac{2}{\delta(1 - k)} \|\mathcal{M}_i(h_{\overline{\omega}})\|_{L^q(B(x_0, \delta R_0))} \sup_{a \in B(x_0, \delta R_0)} \sup_{0 < R < R_0} \|V(\cdot, B_{\alpha, R})\|_{L^{\frac{2q}{q - 1}}(B_{\alpha, R})} + \frac{2}{\delta(1 - k)} \|\mathcal{M}_2(G)\|_{L^q(B(x_0, \delta R_0))} + C_2(K) \delta^{\frac{1}{q}} \|\mathcal{M}_2(Dh)\|_{L^q(B(x_0, \delta R_0))}.
\]

Since \( \delta R_0 = k_0 \lambda d_0 > \lambda d_0 \) and \( \text{supp}(h) \subset \lambda B_{\tau} \subset \lambda B_{d_0} \), we can use at the right hand side the boundedness of \( \mathcal{M} \) on the whole plane,
\[
\|\mathcal{M}_{2, \delta R_0}^2(h_{\overline{\omega}})\|_{L^q(B(x_0, \delta R_0))} \leq \frac{2}{\delta(1 - k)} \|\mathcal{M}_i\|_{L^q(C)} \|h_z\|_{L^q(C)} \sup_{a \in B(x_0, \delta R_0)} \sup_{0 < R < R_0} \|V(\cdot, B_{\alpha, R})\|_{L^{\frac{2q}{q - 1}}(B_{\alpha, R})} + \frac{2}{\delta(1 - k)} \|\mathcal{M}_2\|_{L^q(C)} \|G\|_{L^q(C)} + C_2(K) \delta^{\frac{1}{q}} \|\mathcal{M}_2\|_{L^q(C)} \|Dh\|_{L^q(C)}.
\]
We now look at the last term on the right hand side of (A.5). The boundedness of the Beurling transform $S$ on $L^q(C)$ allows us to write
\[
C_2(K) \delta^\frac{3}{4} \|M_2\|_{L^q(C)} \|Dh\|_{L^q(C)} \leq C_2(K) (1 + \|S\|_{L^q(C)}) \delta^\frac{3}{4} \|M_2\|_{L^q(C)} \|h_\sigma\|_{L^q(C)}.
\]
At this point we fix $\delta > 0$ small enough so that we attain
\[
(A.6) \quad C_2(K) \delta^\frac{3}{4} \|M_2\|_{L^q(C)} \|Dh\|_{L^q(C)} \leq \varepsilon \|h_\sigma\|_{L^q(C)}
\]
for $\varepsilon = \varepsilon(q) > 0$ to be chosen later. Remarkably, the chosen value of $\delta$ depends on $K$ and $q$ and nothing else.

Now, the term on the left hand side of (A.5) can also be bounded from below with the help of the following inequality for the local Fefferman-Stein maximal function
\[
\|M_{2,\delta R_0}(h_\sigma)\|_{L^q(B(x_0,\delta R_0))} \geq C_3(q) \|h_\sigma\|_{L^q(B(x_0,\delta R_0))}
\]
which holds for a number $k_0 \geq 2$ (a proof of this fact follows as in [19, Lemma 2.4]). Thus $k_0$ is fixed at this point. We now choose $\varepsilon = \frac{1}{4} C_3(q)$.

Recall that $\lambda B_r \subset B(x_0, \frac{\delta R_0}{k_0})$, since $\delta R_0 = k_0 \lambda d_0$. Now, using (A.6), equation (A.5) reduces to
\[
(A.7) \quad \frac{3}{4} C_3(q) \|h_\sigma\|_{L^q(C)} \leq \frac{2}{\delta(1 - k)} \|M_t\|_{L^q(C)} \|h_\sigma\|_{L^q(C)} \sup_{a \in B(x_0, \delta R_0)} \sup_{0 < R < R_0} \|V(\cdot, B_{a,R})\|_{L^\frac{2}{k-2}(B_{a,R})}
\]
\[\quad + \frac{2}{\delta(1 - k)} \|M_2\|_{L^q(C)} \|G\|_{L^q(C)}.
\]

We now look at the term with the supremum. Our assumption (A.2) tells us that $B(a, \delta R_0)$ is always a subset of the compact set
\[
K = B \left( x_0, \frac{\delta d(x_0, \partial \Omega)}{\delta + 1} \right).
\]
Also the $k$-Lipschitz property of $H$ says that $V(\cdot, B_{a,R}) \leq k$. Hence
\[
\sup_{a \in B(x_0, \delta R_0)} \sup_{0 < R < R_0} \|V(\cdot, B_{a,R})\|_{L^\frac{2}{k-2}(B_{a,R})} \leq C_4(K, t) \sup_{a \in K} \sup_{0 < R < R_0} \|V(\cdot, B_{a,R})\|_{L^\frac{2}{k-2}(B_{a,R})} \leq \frac{1}{4} \frac{2}{\delta(1 - k)} \|M_t\|_{L^q(C)}.
\]
Above the last inequality follows by our VMO assumption (A.1) on $H$. Indeed, since $R_0 = \frac{k_0 \lambda d_0}{\delta}$, we are free to choose $d_0$ small enough so that the last inequality above holds. Especially, the choice of $d_0$ depends on $K$, $K$, $t$, $q$ and VMO property of $H$. As a consequence, (A.7) gets converted into
\[
(A.8) \quad \frac{1}{2} C_3(q) \|h_\sigma\|_{L^q(C)} \leq \frac{2}{\delta(1 - k)} \|M_2\|_{L^q(C)} \|G\|_{L^q(C)}
\]
or simply
\[ \|h\|_{L^q(C)} \leq C_5(K, q) \|G\|_{L^q(C)}. \]

The boundedness of the Beurling transform on \( L^q(C) \) and the fact that \( h \in W^{1,q}(C) \) allows us to conclude that
\[ \|Dh\|_{L^q(C)} \leq C_6(K, q) \|G\|_{L^q(C)}. \]

On the other hand, we can use the definition of \( G \) and the fact that \( \text{supp}(\eta) \subset \lambda B_r \) to obtain that
\[
\begin{align*}
G &= f \eta \varpi + \eta \mathcal{H}(z, \eta f_z) - \mathcal{H}(z, \eta f_z + f z) \\
&\quad + \eta \mathcal{H}(z, f_z) - \mathcal{H}(z, \eta f_z + f z) \\
&\quad + \chi_{\lambda B_r}(\eta \mathcal{H}(z, f_z) - \mathcal{H}(z, \eta f_z)) \\
&= f \eta \varpi + \eta \mathcal{H}(z, \eta f_z) - \mathcal{H}(z, \eta f_z + f z) \\
&\quad + \chi_{\lambda B_r}(\eta - 1)\mathcal{H}(z, f_z) + \chi_{\lambda B_r}(\mathcal{H}(z, f_z) - \mathcal{H}(z, \eta f_z))
\end{align*}
\]
and thus
\[ |G| \leq |f \eta \varpi| + |\eta| + k |f \eta z| + 2k |\eta - 1| |f z| \chi_{\lambda B_r}. \]

After recalling that \( \eta = 1 \) on \( \chi_{\lambda B_r} \), we are left with
\[
\begin{align*}
\|G\|_{L^q(C)} &\leq \|f \eta \varpi\|_{L^q(\lambda B_r)} + \|g\eta\|_{L^q(\lambda B_r)} \\
&\quad + k\|f \eta z\|_{L^q(\lambda B_r)} + 2k\|f z\|_{L^q(\lambda B_r \setminus B_r)}.
\end{align*}
\]

Therefore
\[
\begin{align*}
\|Dh\|_{L^q(C)} &\leq C_6(K, q) (\|f D\eta\|_{L^q(\lambda B_r)} + \|g\eta\|_{L^q(\lambda B_r)} + 2k\|f z\|_{L^q(\lambda B_r \setminus B_r)}) \\
&\leq C_6(K, q) \|f D\eta\|_{L^q(\lambda B_r)} + C_6(K, q) \|g\eta\|_{L^q(\lambda B_r)} \\
&\quad + C_7(K, q) \|Df\|_{L^q(\lambda B_r \setminus B_r)}.
\end{align*}
\]

Since \( h = \eta f \), this implies that
\[
\begin{align*}
\|Df\|_{L^q(\lambda B_r)} &\leq \|\eta Df\|_{L^q(\lambda B_r)} \\
&\leq \|\eta Dh\|_{L^q(\lambda B_r)} + \|f D\eta\|_{L^q(\lambda B_r)} \\
&\leq (C_6 + 1) \|f D\eta\|_{L^q(\lambda B_r)} + C_6 \|g\eta\|_{L^q(\lambda B_r)} \\
&\quad + C_7 \|Df\|_{L^q(\lambda B_r \setminus B_r)}.
\end{align*}
\]

It just remains to fill the hole, that is, to add the term \( C_7 \|Df\|_{L^q(\lambda B_r \setminus B_r)} \) at both sides to obtain
\[
(C_7 + 1) \|Df\|_{L^q(\lambda B_r)} \leq (C_6 + 1) \|f D\eta\|_{L^q(\lambda B_r)} + C_6 \|g\eta\|_{L^q(\lambda B_r)} \\
&\quad + C_7 \|Df\|_{L^q(\lambda B_r)}
\]
that is
\[
\begin{align*}
\|Df\|_{L^q(\lambda B_r)} &\leq \tau \|Df\|_{L^q(\lambda B_r)} + C_8(K, q) \|f D\eta\|_{L^q(\lambda B_r)} \\
&\quad + C_9(K, q) \|g\eta\|_{L^q(\lambda B_r)} \\
&\leq \tau \|Df\|_{L^q(\lambda B_r)} + \frac{C_{10}(K, q)}{(\lambda - 1)^r} \|f\|_{L^q(\lambda B_r)} + C_9 \|g\|_{L^q(\lambda B_r)}
\end{align*}
\]
with \( \tau = \frac{C_7}{C_7 + 1} < 1 \). The restrictions on \( \lambda \) are such that
\[ r < \lambda r < 2r. \]
Thus, a classical iteration argument gives (see [16, Lemma 6.1, p. 191])
\[
\|Df\|_{L^q(B_r)} \leq C_{11}(K, q) \frac{r}{r}\|f\|_{L^q(2B_r)} + C_{11}(K, q) \|g\|_{L^q(2B_r)}
\]
as desired. □
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