Abstract

From the simplest models to complex deep neural networks, modeling turbulence with machine learning techniques still offers multiple challenges. In this context, the present contribution proposes a robust strategy using patch-based training to learn turbulent viscosity from flow velocities, and demonstrates its efficient use on the Spalart-Allmaras turbulence model. Training datasets are generated for flow past two-dimensional obstacles at high Reynolds numbers and used to train an auto-encoder type convolutional neural network with local patch inputs. Compared to a standard training technique, patch-based learning not only yields increased accuracy but also reduces the computational cost required for training.
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1 Introduction

Computational fluid dynamics (CFD) is an essential asset for research and industrial applications. Despite advances in computational power over the years, industrial CFD tools still largely rely on the Reynolds Averaged Navier-Stokes (RANS) turbulence models due to cost-savings and lesser time-to-solution offered by RANS when compared with intensive Large Eddy Simulations (LES) and Direct Numerical Simulations (DNS), especially for flows at high-Reynolds numbers. Among the variety of
one-equation to many equations RANS models, the Spalart-Allmaras (SA) turbulence model [1], that
does not require knowledge of a specific problem and additional advantages include numerical stability
as well as reliability for convergence of results. Due to these reasons, the SA model has been widely
used, documented, and serves as a benchmark turbulence model for many CFD applications [2, 3].

During the past decade, the coupling of CFD algorithms with deep learning methods, and especially
neural networks, have progressed rapidly. Such couplings offer new perspectives and opportunities to
assist the existing CFD solvers, by leveraging the power of deep learning and provide an additional
probe into our understanding of the modelling of turbulent flows. Industrial applications of such
couplings include increase efficiency and accuracy for the simulation of complex flows, but also faster
design-cycles as well as empowered real-time digital twins. One of the early works on the use of neural
networks in fluid dynamics was reported in [4], where near-wall velocity fields were predicted by com-
paring the equivalency of prediction from neural networks with proper orthogonal decomposition-based
reconstruction. Several works, such as [5, 6, 7], have used velocity field data to predict model param-
eters and their probability distributions to quantify and reduce modeling errors. A proper framework
for using machine learning methods in the area of fluid dynamics was laid down since the works of
[8] and [9] in which the authors have demonstrated the use of these methods for turbulence modeling
in the form of estimation of model uncertainties using machine learning. Overall, a paradigm for
data-driven predictive modeling of turbulent flows by systematic implementation of machine learning
and inverse modeling was described in [10, 11, 12, 13, 14]. Moreover, the direct prediction of Reynolds
stresses for RANS and prediction of deconvoluted direct numerical simulation have been proposed in
[15, 16, 17, 18]. Similar works involving re-generating turbulence statistics as well as super-resolution
have been demonstrated in [19, 20, 21, 22, 23, 24] whereas [25, 26] investigated the coupling of RANS
with machine learning optimization. Deep learning has also been utilized in CFD for a variety of
related tasks such as drag prediction as described in [27] and flow-reconstruction along with uncer-
tainty estimation in [28]. The use of machine learning in the turbulence modeling community has been
summarized in the recent reviews by Duraisamy et al. [29] and Zang et al. [30].

The Spalart-Allmaras turbulence model has also been subject to machine learning-based investiga-
tions in several works. In 2015, Tracey et al. [31] demonstrated one of the first works on the SA model
using neural networks to predict a part of the RANS closure model (namely the source terms of the
eddy viscosity transport). Their study features hand-picking of features from the SA eddy viscosity
transport equation in order to predict its source term. Later on, Singh et al. [12] followed a similar
procedure by exploiting hand-picking of input features deploying neural networks for the prediction
of source terms of SA eddy viscosity transport, and later presented both a priori and a posteriori
analysis. More recently, [32, 33] proposed to predict the eddy viscosity from input features consisting
of data from Navier-Stokes and transport equations, while [34] used neural networks for predicting
subgrid-scale viscosity in the geophysical applications.

Although convolutional neural networks are traditionally trained using full-scale inputs, patch-wise
deep learning models have been successfully applied in the past in the computer-vision community.
In particular, Long et al. proposed a work on object detection [35] where data was spatially divided
into patches of information, which were then fed to the model with a primary intention of reducing
memory consumption during training. This study proved efficient not only in terms of reductions in
error but also in reduced memory consumption during the training. Also, it has been demonstrated in
the image classification tasks in [36, 37] that the patchwise training can correct class imbalance as well
as assist in the spatial correlation of dense patches. More than saving training memory, patch-wise
training offers a great opportunity for deep learning research in CFD, primarily because the spatial
data can be divided into small patches of neighboring nodes to achieve global as well as local learning,
independent of the size of the domain. It also offers a way for CFD data augmentation by increasing
the quantity of the same data with flipping and rotation of patches.

In the present contribution, we aim at learning the SA turbulent viscosity from the velocity field using a
convolutional neural network trained following a patch-based approach. The proposed novelities are (i)
the blind-learning of SA eddy viscosity from input velocities, without any hand-picking, manual feature
selection, non-dimensionalization, or tailored losses, and (ii) a novel patch-based learning strategy
with an auto-encoder type convolutional neural network, provided as a way towards generalized deep
learning in turbulence modeling. The remaining of the paper is organized as follows: first, the problem setup and its governing equations are described, and the methods used for the dataset generation are covered; then, the selected network architecture is presented, and the patch-based learning procedure is described thoroughly; finally, the interests of the proposed approach are assessed, and results are discussed and compared to baseline solutions.

2 Problem setup & data generation

2.1 Governing equations

The evolution of the velocity $u$ and pressure $p$ in an incompressible fluid flow with given positive constant density $\rho$ and dynamic viscosity $\mu$ is governed by the Navier-Stokes equations:

$$\begin{align*}
\rho \left( \partial_t u + u \cdot \nabla u \right) - \nabla \cdot \sigma &= f, \\
\nabla \cdot u &= 0,
\end{align*}$$

(1)

where $\sigma = 2\mu \varepsilon(u) - p I_d$ is the Cauchy stress tensor for a Newtonian fluid, $\varepsilon(u)$ the strain-rate tensor, and $I_d$ the $d$-dimensional identity tensor. Equations (1) are supplemented with adequate boundary and initial conditions, to be specified. Reynolds-Averaged Navier-Stokes (RANS) equations are then obtained by applying the Reynolds decomposition to the system (1), such that velocity and pressure are expressed as the sum of a mean-field and a fluctuation. Applying a time averaging operator to the resulting expressions yields a forcing term under the form of the divergence of the so-called Reynolds stress tensor. The latter consists of correlations of velocity fluctuations and accounts for the effect of the turbulent fluctuations on the averaged flow. In the Boussinesq approximation, first-order closure of the system of averaged equations amounts to a mean gradient hypothesis: turbulence is therefore modelled as an additional diffusivity called eddy viscosity $\mu_t$. The eddy viscosity $\mu_t$ itself proceeds from a model involving one or more turbulent scales, each of which is the solution of a nonlinear convection-diffusion-reaction equation. For additional details, the reader is referred to the works of [38] on turbulent flows.

The turbulence model chosen to compute the eddy viscosity is the one-equation Spalart-Allmaras (SA) model [1], which describes the evolution of the kinematic eddy viscosity by solving a convection-diffusion-reaction problem and serves as baseline for future testing of other models. Applying this model, the eddy viscosity $\mu_t$ in the Navier-Stokes equations is obtained by $\mu_t = \rho \tilde{\nu} f_{v1}$, where $f_{v1}$ is a given damping function to enforce linear profile in the viscous sublayer. The turbulent scale $\tilde{\nu}$ is itself governed by the following nonlinear convection-diffusion-reaction equation:

$$\frac{\partial \tilde{\nu}}{\partial t} + u \cdot \nabla \tilde{\nu} - c_{v1}(1 - f_{v2})\dot{S} \tilde{\nu} + \left[ c_{w1} f_w - \frac{c_{v1}}{\kappa^2} f_{v2} \right] \left( \frac{\tilde{\nu}}{d} \right)^2 - \frac{c_{v2}}{\sigma} \nabla \cdot \nabla \tilde{\nu} - \frac{1}{\sigma} \nabla \cdot [(\nu + \tilde{\nu}) \nabla \tilde{\nu}] = 0$$

(2)

where $d$ is the distance to the nearest wall boundary, $\sigma = 2/3$, and $\dot{S}$ is the modified vorticity magnitude given as,

$$\dot{S} = S + \frac{\tilde{\nu}}{\kappa^2 d^2} f_{v2}, \quad S = \sqrt{2W(u) : W(u)},$$

Here $\kappa = 0.4$ is the von Kármán constant, $W$ is the rotation-rate tensor, $f_{v2}$ is a damping function to enforce the logarithmic profile, with other damping functions given as:

$$f_{v1} = \frac{\chi^3}{\chi^3 + c_{v1}}, \quad \chi = \frac{\tilde{\nu}}{\nu}, \quad f_{v2} = 1 - \frac{\chi}{1 + \chi f_{v1}}, \quad f_{t2} = c_{t3} e^{-c_{t4} \chi^2}$$

$$f_w = g \left[ \frac{1 + c_{w3}}{g^6 + c_{w3}^6} \right]^{\frac{1}{6}}, \quad g = r + c_{w2}(r^6 - r), \quad r = \frac{\tilde{\nu}}{\kappa^2 d^2},$$

3
and model coefficients are specified as:

\[
\begin{align*}
    c_{b1} &= 0.1355, \\
    c_{b2} &= 0.622, \\
    c_{v1} &= 7.1, \\
    c_{v2} &= 0.7, \\
    c_{v3} &= 0.9, \\
    c_{w1} &= \frac{c_{b1}}{\kappa} + \frac{1 + c_{b2}}{\sigma}, \\
    c_{w2} &= 0.3, \\
    c_{w3} &= 2, \\
    c_{t3} &= 1.2, \\
    c_{t} &= 0.5.
\end{align*}
\]

From dimensional considerations, \( \tilde{\nu} \) is proportional to the product of characteristic length and velocity, and as a result proportional to the Reynolds number:

\[ \tilde{\nu} \propto uL \sim f(Re) \] (3)

More details on the implementation of this model can be found in [39], and more details on the turbulent viscosity models can be found in [38]. Variants of the SA model exist in the literature, most of which are collected in NASA's turbulence modeling resource webpage [40]. In this present work, the negative Spalart-Allmaras Model was selected due to its capability to avoid the generation of negative turbulent viscosity without the use of clipping [41]. These equations were cast into a stabilized finite element formulation and solved using an in-house variational multi-scale solver CimLib CFD [42]. For additional details, the reader is referred to [42] and [39].

2.2 Datasets of turbulent flow around obstacle

We consider the widely benchmarked turbulent flow past a two-dimensional (2D) square cylinder [43, 39]. A sketch of the problem, including its dimensions, is presented in figure 1, along with the associated mesh. The baseline Reynolds number is set to \( 22 \times 10^3 \), based on the inlet velocity and the cylinder diameter. The inflow boundary conditions are \( u = (V_{in}, 0) \), together with \( \tilde{\nu} = 3\nu \), which corresponds to a ratio of eddy to kinematic viscosity of approximately 0.2. For the lateral boundaries, we use symmetry conditions \( \partial_y u_x = u_y = 0 \) and \( \partial_y \tilde{\nu} = 0 \). For the outflow, \( \partial_x u_x = \partial_x u_y = 0 \), \( \partial_x \tilde{\nu} = 0 \) together with \( p = 0 \) are prescribed. Finally, no-slip conditions \( u = 0 \) and \( \tilde{\nu} = 0 \) are imposed at the cylinder surface.

Following the problem setup and methods, a baseline dataset (hereafter referred to as SqRe22k) composed of 3000 snapshots of steady velocities and SA turbulent viscosities is generated by skipping the transient regime and storing the established regime (i.e. each snapshot is captured only after the flow is established). Each snapshot is sampled on a rectilinear grid having spatial dimensions of \((N_x \times N_y) = (360 \times 300)\). The sampling on a rectilinear grid was performed to facilitate the use of CFD data coming from unstructured meshes. The same rectilinear grid was used to perform sampling on the square and circular obstacles. For points inside the obstacle, the velocities and turbulent viscosities were zeroed out, following the no-slip boundary conditions on the obstacle. In practice, it would be possible to skip the unstructured-to-structured sampling by making use of the graph neural networks, as presented in recent works [44]. The dataset is deliberately not normalized to achieve robust and generalizable training. For testing purposes, additional datasets are also generated by changing the obstacle to a 2D circular cylinder, and by modifying the Reynolds number. As is summarised in table 1, six different datasets are obtained. Sample snapshots of velocity and turbulent viscosity from SqRe22k are shown in figure 2. In the following, the training subset is composed of 75% of the SqRe22k samples and 25% of the CyRe44k samples, while the remaining samples are reserved for the validation and testing subsets (each of the latter is therefore composed of 12.5% of the SqRe22k and 37.5% of the CyRe44k).

3 Network architecture and training procedure

3.1 Deep learning model

Given the input dataset \( x \) (here, the velocity snapshots from the RANS simulations) and the desired output dataset \( y \) (here, the turbulent viscosity snapshots from the RANS simulations), we desire to find the optimal set of weights and biases \( \theta = (w, b) \) in a deep-learned model \( f \) such that \( f(x; \theta) = y \).
\[ \partial_y u_x = u_y = 0, \partial_y \nu = 0 \]
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Figure 1: \textbf{2D square cylinder configuration and mesh used for the study.} (1a) The cylinder lateral size is denoted $H$, and is centered at the origin of the domain. The dimensions of the computational domain are $[-5H, 15H] \times [-7H, 7H]$ in the streamwise $x$ and crosswise $y$ directions. (1b)-(1c) The mesh used for CFD computations is refined along with mesh-convergence.


datas generated for the present study.\) Two types of obstacles and three different Reynolds numbers are considered, resulting in six different datasets, each holding 3000 snapshots of steady-state velocities and turbulent velocities.

| Dataset name | Re     | Obstacle type |
|--------------|--------|---------------|
| SqRe22k      | $22 \times 10^3$ | 2D square     |
| SqRe44k      | $44 \times 10^3$ | 2D square     |
| SqRe88k      | $88 \times 10^3$ | 2D square     |
| CyRe22k      | $22 \times 10^3$ | 2D cylinder   |
| CyRe44k      | $44 \times 10^3$ | 2D cylinder   |
| CyRe88k      | $88 \times 10^3$ | 2D cylinder   |
The set of free parameters $\theta$ is optimized using Adam [45], in order to iteratively minimize the mean squared error (MSE) loss defined as:

$$
L = \frac{1}{n_s} \sum_{i=1}^{n_s} (y^i - f(x; \theta)^i)^2,
$$

where $n_s$ is the number of samples. The full training dataset is shown repeatedly to the network after a shuffling step during the training, and each pass is referred to as an epoch. An early stopping criterion is used along with a reduction of learning rate if learning doesn't improve after every 100 epochs. The neural network was implemented using TensorFlow [46], and trained on an Nvidia Tesla V100 GPU.

The network architecture proposed for the present work is an auto-encoder structure [47]. Auto-encoders contain two parts: (i) a converging part that decreases the spatial dimension of the input (the encoder) and compresses the input using successive convolutions, and (ii) a diverging part that rebuilds a predicted output of the same size as input (the decoder). The encoder and decoder handle the spatial-dimensionality reduction by compressing the high-dimensional spatial data, using convolutional layers, to a low-dimensional representation called latent space. For example, a $N_y \times N_z$ feature map can be reduced to $N_y/2 \times N_z/2$ using a convolutional layer with a stride of 2. An essential aspect of this operation is that it preserves the most important features of the map. To increase robustness and generalization of the trained model, data standardization was not performed. Instead, batch normalization layers were used, which apply a transformation that maintains the mean and standard deviation of output close to 0 and 1, respectively. The proposed network architecture is shown in figure 3. In the literature, similar architectures (trained with full-scale inputs) were successfully exploited for studies focusing on turbulent flows [19, 20].

The convolutional filters used in the proposed architecture incorporate a symmetric boundary condition into the padding operation. Classically, padding is used to preserve the spatial dimensions of the field being convoluted, but the standard zero-padding approach doesn’t usually represent the expected physical behavior. Indeed, padding with zeros everywhere would violate the representation of existing boundary conditions, for example, the notion of wall-boundaries would have lesser significance if a region is padded with zeros on all the sides in a channel flow [48]. To preserve the boundary conditions after multiple successive convolutions, a boundary condition formulation was implemented such that the walls could be padded with zeros if required, while the periodic sides could be padded with adequate values from the periodic cells. The ReLU function was used as an activation function, which is known to be an effective tool for stabilizing the weight update in the machine learning process [49].

### 3.2 Patch-based training procedure

We remind the goal of the present work, which is to train a deep learning model to infer the turbulent viscosity $\tilde{\nu}$ at every grid point from the velocities $(u, v)$ at the same position. As underlined earlier,
Figure 3: Proposed auto-encoder network architecture. The encoder branch is based on a convolution-convolution-batch-normalization pattern: the first convolution has a stride of \( s = 1 \), while the second has a stride of \( s = 2 \). The batch-normalization layer is followed by a rectified linear unit (ReLU) layer. At each occurrence of the pattern, the spatial dimensions are divided by two, while the number of filters, noted \( m \), is doubled. In the decoder branch, a transposed convolution step is first applied to the input from the previous layer, while the number of filters is halved and two convolution layers are applied. At the end of the last layer, a 1 \( \times \) 1 convolution is applied to obtain the final output.

Figure 4: Patch extraction from \( u \) field. Patches in figure (4b) are obtained from the original snapshot (4a) For better clarity of the figure, overlapping is only applied in the horizontal direction, and different colors are used to differentiate overlapping patches. Similarly, patches at the same corresponding locations are taken for \( v \) and \( \tilde{\nu} \) fields. No data-preprocessing tasks such as normalization or standardization were used, and the input-output fields were used "as is" from the RANS simulation output. Similar to splitting between training and validation dataset as described in section 2.2, we use a mixture of the SqRe22k and CyRe44k datasets. The first stage of patch-based learning consists of dividing each snapshot of the dataset into smaller \( n \times n \) overlapping patches with stride \( s \), as is shown in figure 4. In this case, the number of patches obtained can be doubled by considering an up-down flipping transformation on the same snapshot.

For a baseline comparison, the proposed network is also trained conventionally over the full-spatial field dimensions, without using patch-based learning (this training method is hereafter referred to as M1). In this context, the batch size is 32, and the learning rate is 0.001. When a sufficient accuracy level is reached and no more improvement is observed, the training is terminated using the early-stopping criterion. A decent accuracy after convergence is obtained for both training and validation subsets, with a mean-squared error of \( 1 \times 10^{-6} \), as presented on the learning curve in figure 5. Total training time is 0.85 hours on a Tesla V100 GPU card, for 28 million degrees of freedom.

For patch-based training, patches from the different samples are randomly shuffled together and presented to the network in batches of size 32, with a learning rate equal to 0.001 (this training method...
Figure 5: **Training and validation loss history** for the M1 and M2 training methods. The patch-based technique (M2) yields lower error and better generalization than the baseline M1, as evidenced by the negligible gap between validation and training curves. M1 training was performed for 1000 epochs, and the M2 training was stopped after 850 epochs when error stopped improving.

is hereafter referred to as M2). Baseline values for the patch size \( n \) and the stride \( s \) are chosen to be 50 and 75, respectively, but their respective impact on the training performance is evaluated in section 4. Similarly, the impact of batch size is assessed in the following section. The model is trained for 850 epochs, after which the accuracy stops improving, resulting in a final MSE error of the order of \( 1 \times 10^{-7} \), \( i.e. \) one order of magnitude lower than that of method M1. Total training time is 2.38 hours for 1.7 million degrees of freedom. Although this represents about 3 times the training time of method M1, it must be noticed that the final M2 accuracy is significantly lower than that of M1, as is visible in figure 5. More, the final generalization level is also superior, evidenced by the negligible gap between validation and training curves. As the patch-based approach grounds the learning in a local velocity-to-turbulent-viscosity inference, it is argued that the trained network is able to re-use local mappings from one snapshot to another, leading to improved generalization capabilities compared to a monolithic snapshot-to-snapshot inference.

### 4 Results and discussion

In this section, the benefits induced by the patch-based training procedure are compared with that of the regular M1 training method on predictive tasks. To this end, predictions of both models are evaluated against reference solutions obtained from the CFD solver. In the remaining of this section, training data consists of 75% of samples from the SqRe22k dataset and 25% of samples from the CyRe44k dataset. Such a mixing of datasets is used to assess the generalization capabilities of the two methods, as both datasets present similar flow features, but with different obstacles. First, comparisons are made on out-of-training samples from the SqRe22k dataset using baseline training parameters. Then, predictions obtained with snapshots from different datasets (SqRe44k, SqRe88k, CyRe22k, and CyRe88k) are evaluated against their references. Finally, a parametric study considering the impact of batch size \( b \), the patch size \( n \), and the stride size \( s \) on the final performance is proposed. Overall, comparisons are made on the basis of (i) contour plots of predicted and expected \( \tilde{\nu} \), (ii) 1D plots of \( \tilde{\nu} \) along streamwise and spanwise lines at different locations in the domain, as shown in figure 6, and (iii) scatter and density plots of the predicted \( \tilde{\nu} \) against reference values.

#### 4.1 Comparison on out-of-training snapshot

In this section and the following, baseline training parameters are used, \( i.e. \) batch size is equal to 32, patch size \( n \) is equal to 50, and stride size \( s \) is equal to 75. As stated above, the training data consists of 75% of samples from the SqRe22k dataset and 25% of samples from the CyRe44k dataset. M1
and M2 models’ predictive capabilities are compared on an out-of-training snapshot from the SqRe22k dataset, as shown in figure 7. As can be observed on the scatter plot (figure 7a), both M1 and M2 methods are in good accordance with the reference regarding the predicted $\tilde{\nu}$. Still, the M2 prediction presents an average relative deviation of 2.25% on the entire sample, against 5.04% for M1. More, its maximum relative deviation is also lower, with 36.44% for M2, against 76.23% for M1. To illustrate, the error fields obtained with M1 and M2 predictions are shown on the same snapshot in figure 8.

4.2 Comparison on out-of training datasets

In this section, models M1 and M2 (trained on a mixed dataset composed of samples from SqRe22k and CyRe44k) are used to make predictions on snapshots from datasets SqRe44k, SqRe88k, CyRe22k, and CyRe88k, which were not used for training. M1 and M2 predictions for one snapshot of each dataset are compared against CFD reference on stream-wise and span-wise 1D plots of $\tilde{\nu}$, at the locations presented in figure 6. Results are shown in figure 9. As can be observed, the patch-based trained model consistently outperforms the M1 model, while presenting an excellent agreement with reference data. On the $x = 10.02$ line, which represents full developed wake region, performances of
M1 and M2 models are close on SqRe44k and SqRe88k datasets, but M1 significantly overestimates the \( \tilde{v} \) values on the CyRe22k and CyRe88k datasets, indicating that model M1 is unable to fully leverage the diversity of the training dataset, and only learns full-scale velocity-turbulent viscosity patterns. Conversely, the M2 model here proves its ability to learn local feature mapping from velocity field to turbulent viscosity field and accurately reconstructs it, independently of the obstacle-type and Reynolds number. Similarly, on the \( y = 0.02 \) line, which passes through the obstacle boundaries as well as the wake regions, M1 and M2 models show similar performances on datasets with a square obstacle, while M1 largely deviates from the reference data on snapshots coming from datasets with a cylindrical obstacle. Contrarily, the M2 model again provides accurate predictions. The latter results are further emphasized on the contour plots of figure 10, where M1 predictions on cylindrical obstacles present inaccurate features and saturated fields in the turbulent area downstream of the obstacle. This again indicates the inability of training procedures on full-scale samples to infer proper mapping from velocity fields to turbulent viscosity fields at the local scale, which is not the case of patch-based training. The Reynolds numbers are of similar orders in magnitudes which explains the capabilities of M1 and M2 to extrapolate on \( Re \) values outside of their training datasets. Hence, the extrapolation capabilities of the M2 model could be assessed even at higher Reynolds number.

4.3 Parametric study

A parametric study is performed to explore the impact of the batch size \( b \), the patch size \( n \) and the stride size \( s \) on the MSE error \( L_{MSE} \) (as defined in equation (4)) computed on validation data. To this end, the performances of various \((n, s)\) pairs with relation \( s = 1.5 \times n \) are first compared in terms of final validation performance and training time. To select the best performance of each pair, early stopping is used during training, and the average validation error over the last 50 epochs, noted \( L_{MSE} \), is retained. As shown in table 2a, the pairs \((100, 150)\) and \((50, 75)\) yield close performances in terms of final MSE error. Although the \((100, 150)\) is slightly better in accuracy and training time, the \((50, 75)\) pair is preferred for its larger amount of patches per snapshot. The larger errors of the \((20, 30)\), \((10, 15)\), \((6, 9)\), and \((2, 3)\) pairs can be attributed to the low number of points per patch making it difficult to train the model with the same hyper-parameters, while the \((200, 300)\) pair prevents the efficient learning of local features, and is likely to present the same flaws as method M1.

In a second time, we consider the impact of varying stride size \( s \) for the previously-select \( n \) value, equal to 50. Results are presented in table 2b. As can be seen, no significant difference is observed for stride values ranging from 30 to 300, indicating that in this context, the amount of patches per snapshot (and thereby total samples) is not a limitation. Finally, the effect of varying batch size is assessed for \((n, s) = (50, 75)\). As shown in table 2c, small batch sizes 8, 16, and 32 yield close error levels, while
Figure 9: Line plots along $x = 10.2$ and along $y = 0.1$ comparing prediction accuracies of M1 and M2 on out-of-training samples from datasets SqRe44k (9a)-(9e), SqRe88k (9b)-(9f), CyRe22k (9c)-(9g) and CyRe88k (9d)-(9h). M1 and M2 perform similarly on datasets with a square obstacle, even on higher $Re$ values. Yet, M1 consistently fails at predicting accurate $\tilde{\nu}$ on samples with cylindrical obstacle, while M2 presents an almost-perfect fit with CFD reference. The small deviation observed for M2 at the top of the square cylinder can be likely attributed to the unstructured-to-structured data sampling, and its study is deferred to a future work.
Figure 10: Comparison of M1 and M2 $\tilde{\nu}$ predictions against CFD reference on snapshots from different out-of-training datasets, namely SqRe44k (top row), SqRe88k (second row), CyRe22k (third row), and CyRe88k (bottom row). While M1 and M2 perform similarly on snapshots with square obstacle even at high Re numbers, M1 predictions on cylindrical obstacle are significantly saturated in the wake region, showing that the model was unable to learn features from the related samples in the training dataset. Conversely, M2 predictions are in line with the SA reference.
(a) Model performance for various \((n, s)\) pairs

| Pairs \((n, s)\) | \(\mathbb{L}_{MSE}\) | Training time (hours) | Patches per snapshot |
|------------------|-------------------|----------------------|---------------------|
| 200,300          | \(1.08 \times 10^{-6}\) | 1.06                 | 1                   |
| 100,150          | \(3.09 \times 10^{-7}\) | 1.85                 | 4                   |
| 50,75            | \(3.36 \times 10^{-7}\) | 2.38                 | 20                  |
| 20,30            | \(1.77 \times 10^{-6}\) | 3.34                 | 120                 |
| 10,15            | \(1.94 \times 10^{-6}\) | 7.09                 | 480                 |
| 6,9              | \(1.98 \times 10^{-6}\) | 62.26                | 1320                |
| 2,3              | \(7.85 \times 10^{-6}\) | 128.5                | 12000               |

(b) Model performance for varying stride \(s\), with \(n = 50\)

| Pairs \((n, s)\) | \(\mathbb{L}_{MSE}\) | Training time (hours) | Patches per snapshot |
|------------------|-------------------|----------------------|---------------------|
| 50,300           | \(3.98 \times 10^{-7}\) | 1.93                 | 2                   |
| 50,150           | \(4.06 \times 10^{-7}\) | 2.34                 | 6                   |
| 50,75            | \(3.36 \times 10^{-7}\) | 2.38                 | 20                  |
| 50,30            | \(3.57 \times 10^{-7}\) | 10.2                 | 99                  |

(c) Model performance for varying batch size \(b\), with \((n, s) = (50, 75)\)

| Batch size | \(\mathbb{L}_{MSE}\) | Training time (hours) |
|------------|-------------------|----------------------|
| 256        | \(3.10 \times 10^{-6}\) | 0.86                 |
| 128        | \(2.34 \times 10^{-6}\) | 1.07                 |
| 64         | \(1.48 \times 10^{-6}\) | 1.40                 |
| 32         | \(3.36 \times 10^{-7}\) | 2.38                 |
| 16         | \(4.09 \times 10^{-7}\) | 3.37                 |
| 8          | \(2.85 \times 10^{-7}\) | 9.80                 |

Table 2: Model performance for varying \((n, s, b)\) parameters. (2a) Model performance for various \((n, s)\) pairs, with the constraint \(s = 1.5 \times n\). Best validation performance is obtained for \((100, 150)\), but the close performance of \((50, 75)\) and its larger amount of generated snapshots make it a more versatile candidate. (2b) Model performance for varying stride size \(s\), with \(n = 50\). Best performance is obtained for \(s = 75\), although other stride values present closer performance levels. (2c) Model performance for varying batch size \(b\), with \((n, s) = (50, 75)\). Although best performance was obtained for \(b = 8\), batch sizes of 16 and 32 made no significant different in validation error. Hence, faster training was privileged, and \(b = 32\) was retained.

larger batch sizes are associated with errors larger by roughly one order of magnitude. Although \(b = 8\) is slightly lower than the other values, \(b = 32\) is retained as the best accuracy/training time ratio.

5 Conclusions

In this article, we have demonstrated the deployment of a robust deep learning model for predicting Spalart-Allmaras eddy viscosities. The method of patch-based training works by dividing the full-scale samples into patches, in order to let the model learn multiple local feature mappings, instead of
learning monolithic full-scale features. Applied to an auto-encoder architecture, it was observed that patch-based training led to training and validation errors one order of magnitude lower than standard full-scale training, and was able to efficiently learn local mappings from multiple datasets with different features, which was not the case of full-scale training method. For practical CFD purposes, a local patch-based model would be of great importance so that any input fluid domain, either full or in parts by region of interest, can be split into patches and passed to the model to predict the quantities of interest. Hence, patch-based training holds an important potential to improve the usability of trained models in the coupling with CFD solvers. Deploying a trained model to solve for turbulent viscosity inside a CFD solver is regarded as a future extension of the present work.
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