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Abstract: Proximity-Based Indoor Positioning Systems (PIPSs) are a simple to install alternative in large facilities. Besides, these systems have a reduced computational cost on the mobile device of those users who do not continuously demand a high location accuracy. This work presents the design of an Acoustic Low Energy (ALE) beacon based on the emission of inaudible Linear Frequency Modulated (LFM) signals. This coding scheme provides high robustness to in-band noise, thus ensuring a reliable detection of the beacon at a practical range, after pulse compression. A series of experimental tests have been carried out with nine different Android devices to study the system performance. These tests have shown that the ALE beacon can be detected at one meter distance with signal-to-noise ratios as low as $-12$ dB. The tests have also demonstrated a detection rate above 80% for reception angles up to 50° with respect to the beacon’s acoustic axis at the same distance. Finally, a study of the ALE beacon energy consumption has been conducted demonstrating comparable power consumption to commercial Bluetooth Low Energy (BLE) beacons. Besides, the ALE beacon search can save up to 9% more battery of the Android devices than the BLE beacon scanning.
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1. Introduction

Commonly, people find it challenging to navigate through shopping malls, hospitals, airports, or other large and busy buildings, even when signage and static maps are provided. This circumstance, together with the increasing implementation of technology in our lives, implies that more and more users demand an application that allows them to be guided through these complex indoor facilities. Many Indoor Positioning Systems (IPSs), whose development has significantly increased in the last two decades [1–3], strive to locate the user at all times and as accurately as possible. Different technologies such as Wi-Fi [4,5], Bluetooth Low Energy (BLE) [6,7], visible light [8,9] and ultrasound [10,11] have been extensively used in combination with positioning techniques that include triangulation, trilateration, multilateration, and fingerprinting, among others. Nevertheless, although such positioning can have many applications, in the vast majority of cases, users only need to know with some accuracy where they are and how to get to the desired Point of Interest (PoI). Moreover, these continuous and precise IPSs are difficult and expensive to implement in such complex environments and entail a high computational cost for the users’ smartphones [12].

Proximity-Based Indoor Positioning Systems (PIPSs) have generally been used to position people indoors in a practical and straightforward way. These systems have usually been implemented using technologies such as Radio Frequency Identification (RFID) [13,14], Near-Field Communication (NFC) [15], Quick Response (QR) codes [16] or BLE [17,18]. However, RFID, NFC, and QR codes, in addition to requiring the user’s active participation by bringing the reader very close to the tag, may not be feasible for visually impaired users. With respect to BLE technology, it has many applications in this...
field but also important disadvantages. First, this technology does not often provide the required accuracy [19]. Second, although BLE beacons have a low power consumption that allows them to operate for years, the cell phones’ energy consumption to scan them is very high [20]. Finally, the detection of BLE beacons may have discovery latencies of up to 10 s [21].

Acoustic technology has features that make it suitable for PIPS. First, ultrasonic positioning systems are a classical and reliable solution characterized by robust signals with coverage ranges of up to some tens of meters [22]. This robustness is provided by incorporating broadband signaling and the pulse compression detection technique, which ensure high resistance to in-band noise. Second, the mechanical nature of acoustic waves imposes the signal’s confinement, preventing false detections of beacons in adjacent rooms. Third, the transducers’ emission cone (directivity pattern) can be easily adjusted as a function of the acoustic waves’ frequency, thus achieving a precise directionality in the emission. This work proposes the design of a new Acoustic Low Energy (ALE) beacon and the corresponding signal detection algorithms that, once installed in the user’s smartphone, transform this device into the portable receiver of a PIPS that overcomes the problems mentioned above. This ALE beacon is based on a chirp-encoding scheme that allows its accurate identification by moving receivers with very low power (inaudible) emissions. Other encoding schemes, based on the use of pseudorandom codes, could be used to obtain a similar robustness to noise even with shorter emissions [23,24], but the matched filtering detection of these signals is not as resilient to Doppler shift as that of chirp signals [25,26], which would prevent their reliable detection in motion.

The ALE beacon is also equipped with a passive infrared (PIR) sensor that enables these emissions only when the user is detected in its surroundings, notably reducing the power consumption to save the battery’s life. As small as a matchbox, it can be strategically and seamlessly installed on walls, columns, ceilings, or stairs to help recognize and find specific PoIs.

The rest of the paper is organized as follows. Section 2 presents a comprehensive review of recent works directly related to the development of PIPS. In Section 3, the ALE beacon and corresponding signal detection algorithms are described in detail. Next, in Section 4, some experimental results are provided to analyze the system performance when using different devices as the proposed PIPS’s portable receiver. Finally, Section 5 presents the main conclusions that can be drawn from these results.

2. Related Works

The development of PIPS has been fostered by the smartphone appearance and its later evolution, due to the many technologies and embedded sensors that these devices include [27]. One example of these technologies are short-range radio frequency networks. Edwan et al. [28] integrated NFC proximity sensors with smartphones’ inertial sensors to provide navigation within indoor environments. Similarly, Ozdenuzci et al. [15] implemented an NFC proximity system to display location information for a user carrying a smartphone. A similar design was followed by Pecchioli et al. using QR codes [29]. Despite having a 100% accuracy detection rate, NFC and QR proximity systems require the user to be very close to the transmitter, usually in the range of centimeters, which is impractical for most real applications [30]. RFID has a more extensive communication range than NFC and has also been explored in this field. For example, Montaser and Moselhi [14] proposed a location identification system for construction projects. Their system operates with RFID for detecting the proximity of works and material, achieving a 100% accuracy in this detection. Tesoriero et al. [31] implemented an RFID proximity-based application to display information about pieces in art galleries and museums automatically. Nevertheless, its range is too short compared with other radio frequency technologies, and it is not incorporated in most off-the-shelf smartphones, so extra hardware is needed in the receiver for its deployment.
Wireless Local Area Networks (WLANs) are currently the most adopted technology for proximity-based applications [32]. Amutha and Nanmaran [33] designed and tested a proximity localization system to assist impaired persons using ZigBee transmitters incorporated into smart-home devices. The use of Wi-Fi access points for proximity applications has also been studied in [19,34], but it is somehow inefficient due to the protocol design and the spatial constraints of its transmitters. BLE is currently the preferred technology in this field due to its low power consumption design and scalability. Mackey et al. [35] built a smart parking system that assists drivers in finding empty lots and their cars’ position. Spachos et al. [36] built a BLE proximity location system to assist visitors in museums and exhibits. The system can also be used to detect behavior patterns in the visitors by museum administrators. Ceron et al. [37] used BLE beacons to monitor sedentary behaviors in in-home environments, correctly identifying the user activities and detecting continuously repeated sedentary behaviors. All these systems, and those based on ZigBee and Wi-Fi, used the Receive Signal Strength Indicator (RSSI) to indicate proximity. As it is well known, RSSI-based applications have several drawbacks since these measurements are unstable, strongly time-variant, and deeply affected by signal propagation effects in indoor environments and the presence of people in them.

More recently, LED light has also been used for proximity-based applications. These systems can use current infrastructure instead of adding a new one. Xie et al. [38] proposed an identification system for proximity in indoor environments using modulated LED and CMOS cameras. This system has a detection rate above 90% for distances below 6 m from the light source, but it is highly dependent on each device’s camera, which is not standardized, as is the case with Wi-Fi and BLE. A similar design using Manchester encoding for the LED light was used by Kim et al. [39] for guidance in museums.

Some works can also be found in the literature that propose using acoustic technology in the design of PIPS. One of the earliest designs [40] proposes a wireless wearable device capable of acquiring and identifying the coded signals sent by a set of ultrasonic beacons located at known positions. These beacons emit 16-bit sequences using a 40 kHz pulse modulated with an on/off keying scheme. For this purpose, several Xilinx XC40 FPGAs are also employed to process the signals received by specific ceramic transducers. The main disadvantage of this system is the need for a specifically designed receiver that severely limits its practical implementation.

A different approach is proposed in [41], where an Android device (Samsung Galaxy II) is used to run an application called RoomSense. This application uses the Fingerprinting (FP) technique based on the extraction of impulsive response features from measurements taken over 22 rooms in which 67 measurements are taken over different points inside each room. These measurements form the FP database with 5360 impulsive response measurements, which will be later cross-checked with the smartphone’s acquisitions during the positioning phase. The system is tested identifying the room in less than one second and reaching a success rate of more than 98% and 96% in the correct determination of the absolute position inside the room. The main drawback is the laborious process of generating the database that involves the FP technique’s offline phase in each of the rooms. Besides, this database must be updated from time to time as the acoustic parameter measurements may vary due to changes in the environment. A similar system called SoundLoc that also provides room-level positioning by identifying the Room Impulsive Response (RIR) is proposed in [42]. In this system, Maximum Length Sequences (MLSs) are emitted, and a Noise Adaptive Reverberation Extraction (NAER) algorithm is used to obtain the optimal feature extraction that enables room classification using artificial intelligence. The main shortcomings of this system are, once again, the need for a training phase before classification and the use of audible signals that can be annoying for users.
The previous work more closely related to the one presented here is described in [43]. Here, the authors propose the use of a mobile phone to identify rooms by detecting chirp-encoded ultrasonic signals. However, this system has important shortcomings that affect its performance and make it very difficult to implement in a practical application. First, it uses a bit-coding frequency band between 20 and 22 kHz. Since mobile phone microphones are designed to work in the audible range, there are many devices whose audio acquisition system imposes a sharp attenuation beyond 20 kHz and could not then be used as receivers. Second, the bandwidth allocated for each chirp is only 500 Hz. This narrow bandwidth requires a long emission duration to guarantee the minimum Time-Bandwidth Product (TBP) that ensures the correlation peak’s unambiguous identification [44]. This duration is a significant limitation when increasing the number of bits of the emission since it causes an excessive delay in the decoding process. Additionally, the time elapsed between transmissions should be increased to avoid multipath problems derived from long emissions [45]. A final weakness of this system is the lack of a strategy to reduce the acoustic beacons’ energy consumption, making it impractical to power them with batteries and thus limiting the portability and scalability of the whole proposal.

3. System Description

This work proposes the use of an acoustic beacon specifically designed to be used in PIPS. This section describes the hardware used in its design, along with its most relevant characteristics. A detailed explanation of the emission architecture and the signal processing carried out in the user’s smartphone is also provided.

3.1. Transmitter Module

Figure 1 shows the ultrasonic beacon developed in this work. The beacon is composed of a NUCLEO-L432KC [46] board, a PAM8302 Class D audio amplifier [47], a MH-SR602 Passive InfraRed (PIR) movement sensor [48] and an ultrasonic transducer [49]. Figure 1a shows the assembly of all these hardware components, and to the right, Figure 1b depicts the complete beacon with its plastic housing. Figure 1c below shows the functional block diagram of the acoustic beacon. Firstly, the board microcontroller is responsible for generating the coded acoustic emissions, for which it uses one of its two Digital to Analog Converters (DACs). These emissions are generated provided that the PIR sensor has detected movement within a 3 m range around the beacon. Once the emissions have been generated, their power is regulated by an audio amplifier. Subsequently, these signals are synthesized by the ultrasonic transducer. Finally, if the PIR sensor stops detecting movement for 5 s, the emission ends and will not resume until the infrared sensor is activated again.

In terms of beacon power supply, the selected microcontroller board offers several alternatives. Firstly, it can be powered by a 5 V source or battery through its micro USB port. It also has a 5 V input that allows the use of this voltage through one of its pins. Besides, it has another pin for 3.3 V voltage that requires the opening of two soldering bridges that make it impossible to reprogram the device later on. Finally, it has a Vin pin for voltages between 7 and 12 V, used in this assembly. A 9 V battery is attached to the beacon plastic housing and connected to the microcontroller through the Vin pin to perform the experimental tests. Note that it would also have been possible to connect it directly to the mains with the help of a small 12 V AC/DC converter.

Because the signals emitted are intended to be acquired by smartphones, it will be necessary to use frequencies below 20 kHz. Smartphone microphones and audio acquisition systems are designed for the audible range, and most of them sharply cut all those frequencies above 20 kHz. This limit can vary slightly by 1 or 2 kHz, depending on the manufacturer. In this work, a piezoelectric transducer with a maximum response frequency of 40 kHz has been chosen, which can also reliably operate in the high-frequency acoustic band.
Figure 2 shows the main features of this transducer. On one left hand side, the directivity pattern supplied by the manufacturer is shown, in which a 120º emission cone amplitude is observed without significant attenuation of the sound power level. Since the manufacturer’s tests have been performed at the transducer’s resonance frequency (40 kHz), it is expected that the emission lobe width will be even greater at frequencies below 20 kHz. On the other side, Figure 2b shows the transducer frequency response. Since the manufacturer only provides data between 30 kHz and 50 kHz, it has been necessary to evaluate this response between 10 kHz and 50 kHz experimentally. This study has been conducted using a high-sensitivity microphone [50] connected to an amplifier module [51] with 50 dB gain. The transducer is connected to an arbitrary waveform generator [52] which generates sinusoidal signals over the entire frequency range of interest. Amplitude measurements are taken every 200 Hz for frequency values between 10 kHz and 20 kHz. For frequency values above 20 kHz and up to 40 kHz, measurements are made every 1 kHz, and from then on, up to 50 kHz, every 2 kHz. These measurements have been taken in a clear room with low ambient noise and analogously to the manufacturer’s procedure, taking separation of 0.3 m between transmitter and receiver.

As shown, the emitted signals present a 60 dB attenuation in the working bandwidth, relative to the expected amplitude at the resonance frequency. In contrast, the audio amplifier, according to the manufacturer’s specifications, provides a gain of 25 dB with a Total Harmonic Distortion (THD) below 1%, giving quality amplification in the 10–20 kHz audible frequency range. In any case, the emitted Sound Pressure Level never exceeds
40 dB of measured ambient noise. These emissions are inaudible to adults but can be slightly perceived at very close range by teenagers.
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**Figure 2.** Acoustic transducer features. (a) Acoustic transducer directivity pattern [49]. (b) Acoustic transducer frequency response.

### 3.2. Signal Coding

As stated before, one of the main features of the ALE beacon is the very low power of its inaudible emissions. To ensure the reliable detection of this beacon at a practical range, we have implemented a signal coding scheme capable to provide enough processing gain after pulse compression. This technique is commonly used in radar and sonar systems to improve the Signal to Noise Ratio (SNR) of the receptions and to increase the resolution of distance measurements. Pulse compression is appropriate on signals with good autocorrelation properties and robust against Doppler shifts. One of the signals that better meet these requirements are the Linear Frequency Modulated (LFM) waveforms, commonly known as chirps [26].

A linear chirp of unit amplitude can be defined as:

$$ w(t) = \exp \left( i 2 \pi \left( f_0 t + \frac{B}{2T} t^2 \right) \right) $$

where $f_0$ is the chirp center frequency, $T$ is the chirp duration time and $B$ the chirp bandwidth defined between $f_1$ and $f_2$. For a chirp with a bandwidth $B$, emitted for $T$ seconds, a compression gain equal to its Time-Bandwidth Product (TBP) can be obtained. Additionally, a signal amplification equal to $\sqrt{TB}$ is achieved with a measured pulse width of $1/B$ at −4 dB from its peak [53].

In this work, chirps signals are proposed to modulate an n-bit binary code. In particular, we have used $n = 8$ bits to identify up to 256 beacons. To do this, chirps increasing linearly in frequency between 15 and 20 kHz (upChirps) are used to code the ones, and chirps decreasing linearly between 20 and 15 kHz (downChirps) to code the zeros. Despite sharing the same frequency range, these chirps offer almost orthogonal cross-correlations since their frequency sweeps slopes are opposite. A synchronism signal is also necessary to indicate the emission beginning, for which an upchirp with frequencies between 10 and 15 kHz has been used. Hence, nine chirps (1 synchronism chirp + 8 binary coding chirps) are included in each emitted message, with no gaps between consecutive sendings. As these signals are acquired and processed by a smartphone, a total length of 4096 samples has been selected. This size (4 kB) offers optimal performance in the smartphone’s internal memory allocation. Therefore, a length of 496 samples was chosen for the initChirp and of 450 samples for each of the upChirps and downChirps that compose the beacon’s binary identification code, thus giving a total length of $496 + (8 \times 450) = 4096$ samples. These signals are sampled by the 12-bit microcontroller’s DAC at a 96 kS/s rate,
which means that the total duration of the message is $0.0052 + (8 \times 0.0427) = 0.0427$ s. As an example, Figure 3 shows the spectrogram of an emitted signal that has been coded as 10101010. Note that, since the chirp processing gain is given by $\sqrt{TB}$, it is estimated that the peak amplitude of the compressed pulse would have a minimum amplification factor of 4.85, equivalent to 13.71 dB.

Figure 3. Spectrogram of the emitted signal coded as 10101010.

3.3. Receiver Module and Signal Analysis

The receiver module has been programmed for Android devices. This platform has been adopted because it has 86% of the world’s cell phone market share. However, there is a wide diversity of Android devices that also incorporate very heterogeneous components. Regarding this work interest, the most relevant factor is the lack of homogeneity when managing the microphones integrated in the smartphones. Depending on the mobile phone brand and model, the manufacturer incorporates microphones of different qualities. Generally, high-end phones have two or more good quality microphones located at the bottom, top, and even at the smartphone’s back. Generally, the lower microphone is for calling conversations, the upper one is for filtering ambient noise, and the rear one (next to the camera) is for video recording. However, mid and low-range phones usually have a lower microphone of acceptable quality, and not always a microphone at the top; in which case, it is generally of low quality. In all these cases (high or low-middle quality phones), it is up to the manufacturer to decide whether to allow the programmer access to these microphones.

In this work, the acquisition and signal processing are made entirely in the smartphone. For signal acquisition, the AudioRecord [54] class has been used, which allows recording audio in Pulse Code Modulation (PCM) format with 16-bit resolution. The acquisition sample rate has been set to 96 kS/s, and the buffer size has been established in 4096 samples. To the authors’ knowledge, Android does not include any specific Digital Signal Processing (DSP) library that allows direct signal convolution or correlation, so the open jTransforms library [55] has been used. This library performs the Fast Fourier Transform (FFT) to carry out the signal processing in the frequency domain. Once the signal is processed, it is returned to the time domain using its Inverse Fast Fourier Transform (IFFT) function.

Figure 4 contains a schematic of the signal processing carried out in the smartphone:

Figure 4. Diagram of the signal processing carried out in the smartphone.
As shown in this figure, the smartphone acquires the acoustic signal through its embedded microphone. This signal is digitized with 16-bit resolution by the phone’s Analog-to-Digital Converter (ADC), see Figure 5a. Next, a bandpass filtering between 10 and 20 kHz is performed to clean out noisy signals, see Figure 5b. In particular, a Finite Impulsive Response (FIR) filter with 216 coefficients has been designed for this purpose. This filter \( b(t) \) is convolved with the received signal \( r(t) \) in the frequency domain, i.e.,:

\[
\mathcal{F}[b(t) * r(t)] = B(s) \cdot R(s)
\]

(2)

where the \( \mathcal{F} \) operator denotes FFT and the \( * \) symbol is the convolution operation. The frequency domain convolution is the product of the two signal transforms. This product, of complex numbers, results in the filtered signal \( Y(s) \), which has to be returned to the time domain through an IFFT, so:

\[
\mathcal{F}^{-1}[B(s) \cdot R(s)] = \mathcal{F}^{-1}[Y(s)] = y(t)
\]

(3)

being \( \mathcal{F}^{-1} \) the IFFT operator and \( y(t) \) the filtered signal in the time domain. Note that the FIR filter introduces a delay of \( (N - 1)/2 \) samples in the filtered signal, being \( N \) the filter order. This delay is compensated for by adding zeros to the end of the signal received before it is convolved.

Since the signal emission is continuous, it allows for asynchronous signal detection. However, the message start can be located at any time within \( y(t) \). To find this point, \( y(t) \) is correlated with the initChirp pattern \( p(t) \). By obtaining the maximum value of the correlated signal, it is possible to determine the instant within \( y(t) \) where the beacon identification data starts. This correlation is also performed in the frequency domain by computing the FFT of the time-reversed initChirp, and then multiplying the resulting complex signal by the FFT of \( y(t) \), i.e.,

\[
\mathcal{F}[p(t) \otimes y(t)] = \mathcal{F}[p(-t) * y(t)] = \mathcal{P}(-s) \cdot \mathcal{Y}(s) = \mathcal{X}_p(s)
\]

(4)

where \( \otimes \) denotes the correlation operation and \( \mathcal{X}_p(s) \) represents the correlated signal in the frequency domain. The correlated signal in the time domain, represented in Figure 5c, can be easily obtained by computing the IFFT of \( \mathcal{X}_p(s) \):

\[
x_p(t) = \mathcal{F}^{-1}[\mathcal{X}_p(s)]
\]

(5)

The beacon identification information starts within \( y(t) \) at the instant when the maximum value of \( x_p(t) \) is observed:

\[
t_p = \arg\max_t x_p(t)
\]

(6)

Once the data starting instant \( t_p \) has been located, it is necessary to reorder \( y(t) \) to decode the binary message correctly. The signal portion from \( t_p \) to the end of the buffer is placed at the beginning of the new sorted signal \( \hat{y}(t) \). Then the fragment from the beginning of the buffer to \( t_p \) minus the duration of the initChirp signal is appended at the end of the previous portion. Figure 5d details the filtered signal reorganization.
Figure 5. Receiver signal processing. (a) Raw received signal. (b) Pass band filtered received signal. (c) Correlation with initChirp. (d) Rearranged data signal. (e) Correlation with upChirp and downChirp.
Next, the signal \( \hat{y}(t) \) is correlated with the upChirp and downChirp patterns to obtain the correlated signals \( x_u(t) \) and \( x_d(t) \), following a similar procedure to the one described above (Equations (4) and (5)). As depicted in Figure 5e, each one of these correlations is divided into eight time slots of duration \( T_b \), \( x_{i u}(t) \) and \( x_{i d}(t) \) with \( i = 1, \ldots, 8 \). Then, the maximum value of each \( x_{i u}(t) \) slot is compared with the maximum value of the corresponding \( x_{i d}(t) \) slot to decide whether this slot is decoded as a 1 or a 0:

\[
\text{bit}(i) = \begin{cases} 
1 & \text{if } \max(x_{i u}(t)) > \max(x_{i d}(t)) \\
0 & \text{if } \max(x_{i u}(t)) < \max(x_{i d}(t)) 
\end{cases} \quad \text{for } i = 1, \ldots, 8 \quad (7)
\]

These eight bits allows the receiver to identify a total of \( 2^8 = 256 \) different beacons, although this number can be easily increased by adding more upChirps or downChirps to the limit where the processing time of the received signal is acceptable. The number of bits can also be increased by reducing the chirps’ length to limits where the detection is still reliable. Obviously, both techniques could be combined to increase the number of beacons to identify without compromising the system performance.

4. Experimental Results

This section shows the experimental results obtained in the evaluation of the proposed system. A system characterization was carried out to analyze noise tolerance and sensing coverage. Next, the system performance in a real environment was evaluated by deploying a set of 18 beacons inside an office building. Finally, the energy consumption of both the beacon and different receivers was assessed. In particular, nine Android devices (seven smartphones and two tablets) covering different brands and quality ranges, were used to highlight the differences in performance that could be found within the wide range of devices available on the market. These devices were a Xiaomi Mi 10 Pro, a Xiaomi Redmi Note 8 Pro, a Xiaomi Mi A3, a Huawei P30, an Elephone P9000, a BQ Aquaris X, a Samsung Galaxy Galaxy J5, a Samsung Galaxy Tab S5e and a Samsung Galaxy Tab S6.

4.1. System Characterization

The system characterization was carried out by measuring its availability. System availability was defined as the percentage of successful detections obtained at a certain point where the smartphone or tablet was evaluated. In that sense, it should be noted that the variation in system availability could be produced by the deterioration or attenuation of the signal received.

Regarding the received signal deterioration, various causes such as interference, multipath, the Doppler effect, or in-band noise can affect it. Due to the vast field of study involved in addressing all these phenomena, the authors have focused on evaluating only the consequences of the most determining factor for this particular system: in-band noise. Other causes, such as the Doppler effect, multipath, or interferences, although they are of great importance in other accurate acoustic IPS, are not crucial in the proximity-based positioning approach used in this work.

On its side, the received signal attenuation was mainly due to three factors. The first one was the distance between the beacon and the mobile device that could also be accentuated to a greater or lesser extent by the emitted signal frequency. The second attenuation factor of the received signal was the combined effect of the beacon’s transducer and device’s microphone directivity patterns. The directivity pattern of the emitting beacon was supplied by the manufacturer and included in Figure 2a. However, none of the smartphone or tablet manufacturers offered these data. Knowing this microphone’s information would have been useful to explain the attenuation suffered in different orientations between emitter and receiver. Unfortunately, the authors of this paper do not have the technical means (anechoic chamber and high bandwidth transducer), enabling them to obtain reliable directivity patterns of these device microphones. Finally, the third factor influencing the received signal’s amplitude was the beacon battery level. For these tests,
the beacon was connected to the mains using a 5 V cell phone charger. This constant power supply ensured a fair comparison between all devices.

All tests carried out to characterize the system were conducted in a clear room of dimensions $6.17 \times 4.82 \times 3.12 \text{ m}^3$, with a concrete ceiling, tile floor, two plasterboard walls and two glass walls (the one facing the emitter covered with an acoustic curtain). The T60 reverberation time of this room was 1.16 s according to Sabine’s formula. However, this time was reduced to 0.57 s when using the Allen and Berkley’s Image Method [56] to obtain the acoustic impulse response induced by the emitter at the exact location of the receiver.

4.1.1. Noise Tolerance

The evaluation of the system’s performance facing in-band noise addition was done with the experimental setup illustrated in Figure 6a. First, using the ultrasonic microphone, its amplifying stage, and the oscilloscope [57], the emitted signal amplitude was measured at a 1-m distance. According to this amplitude, the arbitrary waveform generator produced 100 kHz bandwidth Additive White Gaussian Noise (AWGN) signals to obtain Signal to Noise Ratios (SNR) ranging from 0 dB to $-12 \text{ dB}$. An identical transducer to the one used for the ultrasonic beacons synthesized the noise signals. The noising transducer was coupled to the beacon, ensuring the same emitted signal power at a meter distance and the same frequency response for both emitters.

Moreover, an Android application was developed to measure the percentage of successful detections (availability) obtained by each smartphone or tablet under these circumstances. Devices were placed on a tripod 1 m away from the beacon, making the microphones’ and transducer’s acoustic axis match at a 0.92 m height. Figure 6b shows the application interface during the test with one of the smartphones used.

All devices were tested, and their availability was measured for SNR of 0 dB, $-3 \text{ dB}$, $-6 \text{ dB}$, $-9 \text{ dB}$, and $-12 \text{ dB}$. The results obtained for each of these devices are detailed in Figure 7. The figure shows the performance differences offered by each of the smartphones and tablets that were used. On the right of the figure, it can be seen how the vast majority of these devices’ microphones offered sensitivities that provided a system availability above 70% for noise intensities equivalent to the emitted signal power, i.e., for an SNR of 0 dB. Only one device, the Xiaomi Redmi Note 8 Pro, offered slightly lower performance, making the availability decrease up to 60% under these conditions. However, it is worth mentioning that due to the wide variety of Android devices available in the market, it is possible to find devices that offer lower performance than the ones detailed here. By way of example, the results of the Elephone P9000 have been included. This phone’s microphone performance was considerably more flawed than the rest of the devices used, and although it managed to detect beacon emissions, it only did so for short ranges, as shown in Section 4.1.2. Therefore, although its results have been included to demonstrate its operation, performance comparison with the remaining devices could not be established. Regarding its use in the proposed PIPS, its only drawback was that users had to bring this device much closer to the emitting beacons.

To the left of the figure, it can be seen that as the power of AWGN increased, that is, the SNR decreased, all devices’ availability decreased to a greater or lesser extent. It can also be noted that for the lowest SNR value ($-12 \text{ dB}$), there was a majority of devices whose availability fell below 10%. However, some still had an availability of around 30%. These results reveal that even in such challenging conditions of in-band noise addition as those carried out in this experiment, it was possible to identify the received signal even on devices with low sensitivity microphones thanks to the high coding process gain these signals have.
Figure 6. Noise tolerance experiment. (a) Experimental setup. (b) Android application interface.

Figure 7. Devices availability against different signal to noise ratio.

4.1.2. Sensing Coverage

Each device’s detection capability was evaluated in the surroundings of the emitting beacon through two experimental tests. The assemblies of these experiments are detailed in Figure 8. This detection capability depended on the beacon’s emission power, on the directivity pattern, and the frequency response of its ultrasonic transducer. However, it also depended on the sensitivity and directivity pattern of each receiving device’s microphone. Therefore, to make a fair comparison between devices, the same emitting beacon was always used in all tests.
Figure 8a shows the experimental setup made to evaluate each device’s performance as the emitting beacon was moved away. For this study, the beacon’s transducer and the smartphone microphone acoustic axes were aligned, both located at the height of 1.05 m. Using the Android application, system availability measurements were taken for transmitter-receiver separations ranging from 0.1 m to 2.5 m in 0.1 m increments.

The results obtained in this experience are represented in Figure 9a. This figure shows how the system’s availability for practically all the devices was above 90% for beacon separation distances of less than 0.5 m. Between 0.5 m and 1 m, the vast majority of devices maintained an availability above 80%, except the Redmi Note 8 Pro, which fell to 70%. For distances between 1 m and 1.5 m, the drop in availability was more accentuated for some devices than for others. At 1.5 m, there were devices such as the Samsung Galaxy Tab S6, which maintained an availability close to 90%. However, other lower range devices such as the Samsung Galaxy J5 fell to 40%. Between 1.5 m and 2 m, all devices dropped below 40% availability, being the Samsung Galaxy Tab S5e, which maintained a higher availability with 38% at 2 m distance. Finally, between 2 m and 2.5 m, the availability of all devices decreased below 10%. The figure also includes the results obtained with the Elephone P9000. It can be seen that the low sensitivity of its microphone caused the system availability to drop quickly to 20% at a 0.5 m distance and reached 0% before 1 m separation with the beacon.
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Other devices, such as the BQ Aquarius X and the Huawei P30, showed slightly lower

Figure 9. Sensing coverage experimental results. (a) Availability versus distance. (b) Availability versus angle at 1 m.

Likewise, Figure 8b shows the deployment made to determine the system availability depending on the emitter and receiver’s relative angle. The system availability was evaluated using the Android app every 10 degrees in a 1 m radius semicircle around the beacon. Specifically, from −90° to 90° at a 1-m distance from the beacon, where 0° matches the transducer acoustic axis. Figure 9b shows the results obtained in this experiment for each of the devices used. In this Figure, it can be seen that the results obtained on the devices’ microphone acoustic axis were above 80% availability, except for the Redmi Note 8 Pro, which was slightly below with an availability of 78%. These results were similar to the results obtained in the Figure 9a at the distance of 1 m. It can also be seen that there were three devices, Xiaomi Mi 10 Pro, Xiaomi Mi A3, and Samsung Galaxy Tab S6, that maintained this availability above 80% for signal reception angles between 60° and −60°.
performance, maintaining their availability at around 80% between angles of 50° and −50°. However, for this same angular range, devices such as the Samsung Galaxy Tab S5e, the Samsung Galaxy J5, and the Xiaomi Redmi Note 8 Pro offered lower performance with availabilities between 40–80%, generally performing better for positive angles. It can also be seen how for angles greater than ±60°, availabilities dropped sharply, falling below 20% at ±90° for all phones except the Xiaomi Mi A3. Finally, it can also be seen the Elephone P9000 had a minimal performance. Availability remained above 80% at close range for angles between 0° and −50°. However, it dropped sharply outside these limits.

4.2. Field Evaluation

Finally, a test of the system’s performance in a real scenario was conducted. For this purpose, a set of 18 beacons was deployed in an office building, and a route analyzing the signal detection performance of the different devices was made. Besides, a new Android application was designed to allow the user to know which beacon was detected associated with their position and that measured the decoding and detection times used to evaluate each mobile device’s performance. The decoding time $t_d$ was the mobile phone or tablet’s time to process the received signal and obtain the associated code. This time was a roughly constant parameter for each device in the absence of other processes and was related to its computational capacity. Moreover, the beacon detection time $t_b$ was when the device detected the same code twice in a row. This redundancy measure was taken as a precaution to avoid false positive detection when many beacons were deployed. Consequently, this time was related to the quality of the emitted signal and the sensitivity of each device’s microphone, increasing the time in those cases where the conditions for detection were not optimal. Additionally, the distance $r_b$ at which each detection occurred was measured with a laser rangefinder [58] and recorded to evaluate the different locations’ coverage along the path.

In Figure 10, on the left Figure 10a shows a mobile phone with the application detecting one of the beacons located next to a staircase. In this figure, it can also be appreciated that a 9 V battery powered the beacon. On the right, Figure 10b shows the application screenshot displaying the building’s plan, and highlighting the beacon that was just detected. Besides, the detected code together with $t_d$ and $t_b$ time values are provided. A demonstrative video of the system operation can be found in the Supplementary Materials at the end of the paper.

Table 1 presents the results obtained for $t_b$ and $r_b$ with the nine devices at each of the 18 beacons deployed along the trajectory. Firstly, this table indicates the best mean values of these parameters in green, with the absolute best value of each highlighted in bold. The worst mean values of these parameters are indicated in red, with their absolute worst values also marked in bold. This table shows that all the devices had beacon detection times $t_b$ of around 1 s. The $t_b$ absolute best value was 1.036 s, achieved by the Xiaomi Mi 10 Pro, thanks to its faster processing time. Concerning the mean $t_b$ values, the Xiaomi Mi 10 again showed the best performance. For the rest of the devices, we can see that most of them did not exceed a $t_b$ value above 2 s. However, four devices exceeded this threshold: the Huawei P30 and the Samsung Galaxy Tab S5e both exceeded it by a small margin, while the Samsung Galaxy J5 exceeded it by a broader range with 3.420 s, and the Elephone P9000 reached 3.660 s. The latter device also marks a $t_b$ absolute worst value with 8.754 s.

Furthermore, it can be seen how these last two devices had high Standard Deviations (SD) values that were motivated by the low performance of these mid-range devices that were also more than 4 years old. In summary, it can be seen how the proposed system generally offered detection times close to one second, with delays of up to 2 s in some models of phones with lower performance. Exceptionally, delays between 3 and 9 s could be obtained in extreme cases with older, low-performance devices.
Referring to the $r_b$ values, they ranged from a worst value of 0.210 m for the Elephone P9000 due to its lowest microphone sensitivity to a best value of 3.080 m obtained by the Xiaomi Mi A3, which was confirmed to be the device with the best microphone performance. This phone also marked the best average $r_b$ value with 1.762 m. Regarding the other devices' mean values, five of them, the Xiaomi Mi 10 Pro, the Huawei P30, the Samsung Galaxy Tab S6, the Redmi Note 8 Pro, and the Xiaomi Mi A3, offered $r_b$ values above one meter. However, there were four other devices, the BQ Aquarius X, the Galaxy Tab S5e, the Galaxy J5, and the Elephone P9000, that provide $r_b$ distances below one meter. The latter device, the Elephone P9000, obtained the $r_b$ worst mean and also the absolute worst value with 0.335 m and 0.210 m, respectively. About this parameter’s SD values, it is worth noting that all devices offered non-negligible results. These mean’s dispersions were related not only to the device performance but also to the acoustic environment where each of the beacons was located. For instance, Beacon 18 had maximum $r_b$ values for three devices and a minimum $t_b$ value for another one. These results could be a sign that this beacon was in a more favorable acoustic environment than others.

Table 2 shows the measured results for the mean decoding time $\bar{t}_d$ and the standard deviation $\sigma$ for each device. The table also shows the worst values of each parameter in red and the best values in green. As can be seen, $\bar{t}_d$ was related to the computational speed of each device. As known, the device with the highest processing power was the Xiaomi Mi 10 Pro, a new high-end device. This smartphone only required an average time of 0.387 s to decode the signals. Xiaomi Mi 10 was also the most stable device when running the decoding algorithm as it also had the lowest SD with only 0.018 s.

Regarding the rest of devices, three of them belonging to the upper-middle-range, the Huawei P30, the Samsung Galaxy Tab S6, and the Redmi Note 8 Pro, showed decoding times of around 0.5 s, with standard deviations below 0.05 s. Other devices such as the BQ Aquarius X and the Samsung Galaxy Tab S5e were older mid-range devices with slightly lower performance providing decoding times around 0.65 s and SD of 0.048 s and 0.079 s, respectively. The next tier was the Xiaomi Mi A3 and the Samsung Galaxy J5 with $\bar{t}_d$ values of 0.814 s and 0.951 s. Both devices featured a mid-range hardware. However, the Xiaomi
Mi A3 had a more up-to-date processor, offering subtly better performance. These devices’ SDs were also low, with values of 0.045 s and 0.071 s, respectively. Finally, the Elephone P9000 was the device that offered the highest processing time with 1.105 s. It also had the highest variability, offering a substantial SD value of 0.214 s.

Table 1. Beacon detection time $t_b$ (s) and detection range $r_b$ (m) for each device and code. Each parameter’s best values are in bold green, and the worst values are in bold red.

| Device   | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) | $t_b$ (s) | $r_b$ (m) |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Mi 10    | 1.072     | 0.682     | 1.471     | 2.079     | 0.625     | 1.276     | 1.393     | 1.573     | 0.633     | 1.822     | 1.955     | 1.233     | 1.181     | 1.996     | 0.713     | 2.215     | 1.625     | 1.936     |
| P30      | 1.059     | 0.773     | 4.57      | 1.225     | 1.471     | 1.411     | 3.121     | 1.152     | 1.089     | 0.720     | 1.377     | 0.925     | 4.109     | 0.546     | 3.124     | 0.860     | 1.909     | 0.457     |
| Tab S6   | 1.039     | 1.290     | 1.586     | 1.372     | 1.694     | 1.124     | 1.039     | 0.706     | 3.594     | 3.080     | 1.183     | 1.04     | 5.980     | 1.080     | 3.168     | 1.120     | 1.276     | 0.410     |
| Note 8   | 1.106     | 1.387     | 3.605     | 0.847     | 1.848     | 1.292     | 1.039     | 1.135     | 1.117     | 0.973     | 1.240     | 0.954     | 1.967     | 0.937     | 2.745     | 0.780     | 4.017     | 0.484     |
| Mi A3    | 1.061     | 1.035     | 1.274     | 1.268     | 1.273     | 1.520     | 1.580     | 1.385     | 3.141     | 1.900     | 1.132     | 2.010     | 1.697     | 1.035     | 1.135     | 1.117     | 0.973     | 1.240     |
| BQ       | 1.145     | 0.970     | 1.896     | 1.281     | 1.201     | 1.680     | 1.262     | 0.650     | 1.132     | 2.010     | 1.697     | 1.035     | 1.135     | 1.117     | 0.973     | 1.240     |
| J5       | 1.070     | 0.648     | 2.077     | 0.948     | 1.158     | 0.857     | 1.104     | 0.948     | 4.179     | 1.216     | 1.218     | 0.455     | 5.126     | 0.706     | 1.144     | 0.675     | 3.725     |
| Tab S5e  | 1.832     | 0.922     | 1.250     | 1.503     | 1.086     | 1.524     | 1.327     | 1.789     | 1.191     | 1.864     | 1.787     | 0.787     | 5.022     | 0.705     | 1.137     | 1.075     | 6.490     |
| P9000    | 1.701     | 1.023     | 2.227     | 0.863     | 1.346     | 0.991     | 1.085     | 1.473     | 1.132     | 2.820     | 1.214     | 0.972     | 1.522     | 2.131     | 2.162     | 1.211     |

Table 2. Beacon decoding time $t_d$ (s) and its standard deviation $\sigma$ (s) for each device. Each parameter’s best values are in bold green, and the worst values are in bold red.

| Device   | $\bar{t}_d$ (s) | $\sigma$ (s) |
|----------|-----------------|-------------|
| Mi 10    | 0.387           | 0.018       |
| P30      | 0.508           | 0.022       |
| Tab S6   | 0.499           | 0.047       |
| Note 8   | 0.541           | 0.050       |
| Mi A3    | 0.814           | 0.045       |
| BQ       | 0.658           | 0.048       |
| J5       | 0.951           | 0.071       |
| Tab S5e  | 0.659           | 0.079       |
| P9000    | 1.105           | 0.214       |

4.3. Energy Efficiency

In this subsection, a study of the proposed system’s energy efficiency was carried out. With this purpose, we evaluated the energy consumption of both the beacons and each receiver. Since these beacons were designed to have a low energy consumption, the experimental evaluation of their autonomy is a long-term process that is still ongoing. However, it was possible to provide a theoretical estimate of the beacon’s power consumption and consequent autonomy.

A very low power consumption microcontroller was used for these beacons’ implementation. According to the manufacturer’s specifications [59], this device required a power consumption of 84 µA/MHz in run mode. As the clock was set to 48 MHz, this implied a consumption of 4 mA. By contrast, the device only consumed 28 nA in standby mode. Besides, during beacon operation, it was necessary to power the audio amplifier, which according to its manufacturer [47], had a consumption of 4 mA. Finally, the PIR sensor [48] also required a 0.02 mA current. In theory, this meant that when the beacon was in active mode, i.e., emitting because it had detected the user’s presence, it required...
4 mA + 4 mA + 0.02 mA = 8.02 mA. However, when the beacon was in standby mode, the consumption was reduced to 0.02 mA + 0.000028 mA ≈ 0.02 mA.

To enable the microcontroller’s low power mode, it was necessary to supply the NUCLEO-L432KC board through its 3V3 pin, and remove two tiny Soldering Bridges (SB) labelled by the manufacturer as SB9 and SB14. Once this low power setting was established, the board could not be programmed any more. The NUCLEO-L432KC board and PIR sensor were powered directly from two AA batteries. The batteries also had to power the audio amplifier which had too high consumption to remain always on. This problem could be solved using the PIR sensor signal to simultaneously wake up the microcontroller and drive the base of a C547B bipolar transistor [60] acting as a switch for the amplifier power supply. This latter setup had an experimentally measured power consumption of 11.8 mA in operation mode and 0.02 mA in standby mode. Real beacons consumption was been evaluated for 2 months by placing them in different areas of the laboratory building. During this period, the total number of emissions per beacon was collected. This number depends on where the beacon was located, obtaining an average value of 140 emissions per day in the busiest locations. Considering that each emission took 2.5 s, the beacons consumed (2.5/3600) × 140 × 11.8 = 1.15 mAh in daily emissions. If the standby consumption for the rest of the day was also added (24 − (2.5 × 140)/3600) × 0.02 = 0.48 mAh, a total daily consumption of 1.15 + 0.48 = 1.63 mAh was obtained. With this estimated consumption, the ALE beacon could operate for 4.2 years using two AA alkaline batteries with 2500 mAh capacity.

If the ALE beacon consumption was compared with that of a commercial BLE beacon such as the Accent Systems iBKS [61], it could be concluded that both beacons had a similar performance. These BLE beacons were based on the nRF51822 chipset [62], which had an estimated power consumption of 10.5 mA transmitting at a power of 4 dB. This consumption was only 11% lower than that required by the ALE beacon.

Regarding each Android device’s consumption during beacon detection, a comparison with BLE beacon scan was conducted. This comparison is based on the fact that BLE could be considered the reference technology in PIPS and LBS development nowadays. BLE beacons’ consumption was low and they could operate for years with the same batteries, but on the other hand their scanning required much energy from the receivers.

To evaluate both consumptions, an Android application was designed to scan for BLE or ALE beacons continuously. The application also recorded the remaining battery percentage every 5 minutes until the device’s battery was completely depleted. First, all devices were fully charged and then, the Android app was configured to scan for BLE beacons, letting it run until the devices drained their batteries. The same procedure was repeated using the ALE beacon detection algorithm. In both experiments, the displays remained dimly lit to simulate a regular operation. The results obtained in this experiment can be seen in Figure 11 where $T_{ALE}$ and $T_{BLE}$ represent the battery life when exploring ALE and BLE beacons respectively.

![Figure 11. Energy balance of Bluetooth Low Energy (BLE) and Acoustic Low Energy (ALE) beacon scanning with each device.](image-url)
These results showed the relative increase in battery life when exploring ALE instead of BLE beacons. As can be noticed, in all cases this increment was positive, ranging from a minimum of 2% for the Huawei P30 and the Redmi Note 8 to a maximum of 9% for other devices, such as the Xiaomi Mi 10, the Xiaomi Mi A3, or the Elephone P9000. These results demonstrated that exploring ALE beacons had a lower energy cost for the users’ devices than scanning BLE beacons.

5. Conclusions

In this work, the design of an Acoustic Low Energy (ALE) beacon has been proposed to develop a Proximity-Based Indoor Positioning System (PIPSs). This beacon is constituted by low power consumption components and it is also equipped with a PIR sensor that optimizes energy saving by emitting only in the presence of a user. The emission scheme has been specially developed to use very low amplitude inaudible signals, which can still be detected in hostile acoustic conditions with intense in-band noise. These emissions use Linearly Frequency Modulated (LFM) signals to encode 8-bit messages that are detected by pulse compression. The number of bits has been set to \( n = 8 \), although it can be easily scaled up to tag \( 2^n \) different beacons.

A set of experimental tests have been carried out with nine Android devices to evaluate the system performance. First, the system’s noise tolerance has been evaluated by generating additive white Gaussian noise (AGWN) next to the emitting beacon, and measuring the percentage of successful detections (Availability) in each device for different levels of this noise. The results have revealed that most devices continue to detect with Signal to Noise Ratios (SNRs) as low as \(-12\) dB.

Next, the microphone sensitivity of each device has been evaluated. For this purpose, its availability has been measured depending on the distance and the bearing to the transmitting beacon. These results have demonstrated that, except for one device with low performance, the remaining ones have an availability above 80% at a 1-m distance from the transmitting beacon. With respect to bearing, a majority of devices have an availability above 80% at 1 meter from the beacon for angles up to 50° with respect to the beacon’s acoustic axis.

Additionally, the system behavior has been evaluated in a real scenario. For this purpose, a Proximity-Based Indoor Positioning System (PIPS) has been deployed with a total of 18 beacons inside an office building. In this study, it has been demonstrated that all devices feature an average code identification time of around one second. Besides, it has been found that those devices with better microphone sensitivities have been able to detect beacons up to distances of 3 m in the best case.

Finally, the ALE beacon’s energy consumption during a typical operation has been estimated, turning out to be comparable to that of some Bluetooth Low Energy (BLE) beacons available in the market. Additionally, a power consumption comparison between the ALE beacon detection algorithm and the BLE beacon scan operation has been carried out with each receiving device. In this comparison, it has been demonstrated that the ALE beacon detection algorithm is more energy-efficient than the BLE beacon scan operation in all cases, reaching a relative increment of battery life that ranges from 2% to a maximum of 9%.

Supplementary Materials: The following is available online at https://www.mdpi.com/1424-8220/21/5/1703/s1, Video S1: Demonstration of system operation.
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