Dynamic regulatory networks of T cell trajectory dissect transcriptional control of T cell state transition
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T cells exhibit heterogeneous functional states, which correlate with responsiveness to immune checkpoint blockade and prognosis of tumor patients. However, the molecular regulatory mechanisms underlying the dynamic process of T cell state transition remain largely unknown. Based on single-cell transcriptome data of T cells in non-small cell lung cancer, we combined cell states and pseudo-times to propose a pipeline to construct dynamic regulatory networks for dissecting the process of T cell dysfunction. Candidate regulators at different stages were revealed in the process of tumor-infiltrating T cell dysfunction. Through comparing dynamic networks across the T cell state transition, we revealed frequent regulatory interaction rewiring and further refined critical regulators mediating each state transition. Several known regulators were identified, including TCF7, EOMES, ID2, and TOX. Notably, one of the critical regulators, TSC22D3, was frequently identified in the state transitions from the intermediate state to the pre-dysfunction and dysfunction state, exerting diverse roles in each state transition by regulatory interaction rewiring. Moreover, higher expression of TSC22D3 was associated with the clinical outcome of tumor patients. Our study embedded transcription factors (TFs) within the temporal dynamic networks, providing a comprehensive view of dynamic regulatory mechanisms controlling the process of T cell state transition.

INTRODUCTION

T cell immune checkpoint blockade (ICB) therapy has revolutionized cancer treatment to induce durable responses in patients through reactivating tumor-specific T cell responses.1 However, only a subset of patients could achieve long-term effective clinical benefit, and our understanding of the mechanisms underlying response or resistance to these therapies is still incomplete. Recent studies of single-cell analysis have provided evidence for heterogeneous compositions of tumor-infiltrating CD8+ T cells.2–4 The main components of intratumoral CD8+ T cells comprise “naïve-like” cells marked by CCR7, LEF1, and TCF7, “cytotoxic effector” cells characterized by CX3CR1, PRF1, and KLRG1,5 and “dysfunction” or “exhaustion” T cells, which occupy a higher proportion in the tumor.5 Dysfunctional T cells, which are characterized by the increased co-inhibitory receptors, such as PD1, LAG3, TIM3, CTLA4, and TIGIT, have limited effector function compared with effector CD8+ T cells. Dysfunctional T cells may be further divided into subgroups, such as pre-dysfunctional, progenitor exhausted, and terminally exhausted T cells.6 Moreover, these heterogeneous state compositions exhibit different intrinsic effector functions and reinvigoration potential,7 indicating the likelihood to form a determining factor in therapy outcome.

Indeed, the composition and relative proportions of different states of CD8+ T cells in tumors are related to the clinical outcome, such as the tumor stage,7 response to immune therapy,8 and survival probability of patients.9 Zheng et al.6 demonstrated increased proportions of dysfunction CD8+ T cells in hepatocellular carcinoma (HCC) patients at a late stage than at an early stage. Single-cell profiling of T cells in breast cancer revealed a tissue-resident memory subset, which expressed signature genes of dysfunction and was associated with improved prognosis.10 Importantly, a subset of TCF1-expressing PD1+ pre-dysfunction T cells were revealed to be critical for tumor control on single agent anti-PD1 therapy or anti-PD1 and anti-CTLA4 combination therapy in melanoma.11 In addition, the pre-dysfunction subset of T cells has also been observed in human non-small cell lung cancer (NSCLC) and colorectal cancer (CRC), and their cell proportions were increased in tumors treated with ICB and might indicate better survival of tumor patients.3,11–13 Given the distinct functions and relationship to clinical outcome and response to ICB therapy of different states of T cells, there is an urgent need to identify regulators that modulate the transition among T cell states in cancer.

In this study, we proposed a comprehensive analysis of the dynamic network during the T cell dysfunction process and dissected the...
Figure 1. scRNA-seq revealed a bifurcated trajectory of CD8+ T cells
(A) Pseudo-time analysis of CD8+ T cells using Slingshot algorithm, resulting in two lineages (colored lines) in the trajectory. Cells on the trajectory are labeled with cell states, revealing a dysfunction lineage (red line) versus effect lineage (blue line). (B and C) Pseudo-time density distribution of each state on the dysfunction lineage (B) and on the effect lineage (C). (D) Expression levels of co-inhibitory receptors along pseudo-time of the dysfunction lineage. (E) Expression levels of effect or molecules along pseudo-time of the effect lineage. (F and G) Tissues of origin for cells on the dysfunction lineage (F) and on the effect lineage (G). Points shaped by ellipse, triangle, and rectangle denote (legend continued on next page)
critical transcription factors (TFs) for each state transition stage. First, we constructed the development trajectory of CD8+ T cells and identified dynamic genes differentially expressed along the dysfunction lineage induced by the tumor environment. Next, we assigned cells into state transition stages along the trajectory, and then constructed a dynamic regulatory network for each cell state transition stage. Then, by comparing the regulatory networks among different stages, we found high-degree rewiring and dissected diverse rewiring patterns of TFs. Furthermore, critical regulators for each stage were pinpointed by using centrality metrics.

RESULTS
Constructing the trajectory of state transition of CD8+ T cells in the tumor microenvironment
We obtained 3,700 CD8+ T cells from 14 NSCLC patients.13 These cells were isolated from adjacent normal lung tissues (NTC), tumor tissues (TTC), or peripheral blood (PTC) (Figure S1A). In the original study, all T cells underwent unsupervised clustering and were well annotated as different states, including naive T cells, intermediate T cells, effector T cells, two clusters of pre-dysfunction T cells marked with GZMK and ZNF683, respectively, and dysfunction cells (Figure S1B).

In order to depict the relationship across CD8+ T cells in different states, we performed pseudo-time analysis to establish trajectories across cell states using the Slingshot algorithm.14 The inferred state transition trajectory contains two lineages, presenting a bifurcated structure from the naive state to dysfunction and to the effect state, respectively (Figure 1A). Both lineages started from the naive state and diverged after the intermediate state. Then, pre-dysfunction_GZMK and pre-dysfunction_ZNF683 states were sequentially located in lineage 1 (i.e., dysfunction lineage), which ended with the dysfunction state (Figure 1B). In contrast, lineage 2 (i.e., effect lineage) ended directly with the terminal effect state (Figure 1C). The two lineages were also observed in individual patients, indicating that the trajectory of T cell state transition was prevailing across different patients (Figures S2A and S2B).

For each lineage, cells in different states showed different pseudo-time distributions as expected15 (Figures 1B and 1C), indicating the accuracy of the pseudo-time calculation. Moreover, genes that act at the early and late stages of T cell dysfunction showed pseudo-temporal kinetics along the dysfunction lineage that were highly consistent with expectations, with naive state markers (CCR7, SELL, and IL7R) active early in pseudo-time and co-inhibitory receptors (PDCD1, CTLA4, TIGIT, LAG3, and HAVCR2) active later (Figure 1D; Figure S2F), which confirmed the accuracy of the dysfunction lineage. Likewise, the expression of effector molecules, including GNLY, PRF1, GZMB, GZMA, and NKG7, increased along the pseudo-time of the effect lineage, further confirming the accuracy of the cell ordering along the effect lineage (Figure 1E; Figure S2G).

Projection of the tissue origin to the state transition trajectory showed the clear differences of tissue distribution in the two lineages (Figures 1F and 1G). To further clearly dissect the relationship of tissue origin and trajectory, we evenly split cells into 10 groups according to the pseudo-time and compared their tissue origin/cell state compositions. For the dysfunction lineage, peripheral blood-derived naive and intermediate T cells were dominant in the first four groups of cells, then sharply declined (Figures 1H and 1I). Meanwhile, pre-dysfunction T cells from the tumor and normal tissues gradually increased. Normal tissue-derived cells were decreased until cell group 6. In contrast, tumor-infiltrating T cells were further increased and dominant in the subsequent cell groups. For the effect lineage, blood-derived naive and intermediate T cells also dominated the start groups, and normal tissue-derived and tumor-infiltrating effect T cells were gradually increased along pseudo-time, without obvious bias to any tissue origin (Figures 1I and 1K). Combining tissue distribution and cell state composition along the trajectory, these results suggested a tendency that blood circulating naive T cells are recruited to the tumor, and persistent antigen stimulation drives intermediate state cells to pre-dysfunction cells and further differentiate to the dysfunctional state, which was similar to the CD8+ T cell differentiation model proposed by Andreaita et al.15 Another lineage differentiated from intermediate state cells directly to normal effect cells or intratumoral bystander cells.

Characterizing the dynamic genes specific to T cell dysfunction trajectory
To determine which genes regulated the progression of T cell dysfunction, we first attempted to identify genes that were differentially expressed along the dysfunction lineage by applying the tradeSeq algorithm.16 As a result, a total of 1,787 genes were identified to be dynamically regulated (false discovery rate [FDR] < 0.05; Figure 2A). In addition to well-known co-inhibitory receptors such as PDCD1, CTLA4, and HAVCR2, a lot of genes involved in T cell differentiation were identified (Figures 2B–2F). For instance, we observed a continuous increase in effector molecules, such as IFNG, PRF1, GZMB, and GZMH (Figure 2D), and the tumor necrosis factor family (Figure 2E), indicating that dysfunction T cells may not have completely lost their anti-tumor effector potential.17 Furthermore, genes related to lymphocyte migration were dynamically expressed along the lineage, including chemokines CXCL13, CCL3, XCL1, XCL2, CCL4, and CCL5 (Figure 2F).

We next grouped genes with similar expression trends. Three distinct trends were observed according to the clustering results, with implications in different biological functions (Figure 2A). Genes in the cluster 1, which were downregulated early and gradually upregulated...
late along the pseudo-time, were highly enriched for biological processes related to T cell cytotoxicity, including cytokine signaling in the immune system and interferon signaling (Figure 2A; Figure S3A). Genes in cluster 2 with early activation and late downregulation along the pseudo-time were involved in ribosome, translational initiation protein targeting to membrane, and peptide chain elongation (Figure 2A; Figure S3B). However, the third cluster included many genes with no obvious consistent dynamic trend and fluctuated randomly.

Figure 2. Dynamic gene analysis on the dysfunction lineage
(A) (Left) Heatmap showing average expression of dynamic genes in 10 bins of cells evenly divided according to pseudo-time. All of the dynamic genes were grouped into three clusters. (Middle) Expression trends along the dysfunction lineage for all genes in each cluster (gray lines) and for the cluster average (red lines). (Right) Representative enriched Gene Ontology (GO) terms for each cluster. (B–F) Dynamic changes in the expression of representative genes contained in dynamic genes, including known TFs (B), co-inhibitory receptors (C), effector molecules (D) tumor necrosis factor family (TNF family) (E), and chemokines (F). (G–I) Dynamic changes in the activities of function entities for cluster 2 (G), cluster 1 (H), and cluster 3 (I). The top 10 enriched terms for each cluster were displayed.
over time, which played broad roles in lymphocyte activation, leukocyte cell-cell adhesion, and lymphocyte differentiation (Figure 2A; Figure S3C).

In order to further dissect temporal relationships of biological functions throughout the dysfunction process, we performed a high-resolution functional activity analysis (see Materials and methods). Signaling pathways related to cell translation were highly active in the naive stage and rapidly decreased from the intermediate active stage (Figure 2G), consistent with the recent proposal that immediate translation accelerated the T cell activation process.\textsuperscript{18} The decline in translation-related functions was accompanied by a continuous increase in cytoxic effect and leukocyte cell migration-related functions. The cytotoxic function continued to be upregulated and reached the highest activity in the latest dysfunction stage (Figure 2H).

However, the activity of T cell activation and cell migration reached the peak in the pre-dysfunction stage, and then slightly decreased in the subsequent stages (Figure 2I). Taken together, gene expression analysis along the tumor microenvironment-induced dysfunction lineage revealed the molecular dynamics of the T cell dysfunction process and depicted the sequential dynamics of biological events.

**Constructing dynamic networks along the T cell dysfunction trajectory**

State transition of T cells during the dysfunction process are governed by TFs and their associated cofactors, which work together to regulate target expression dynamically. To better understand the molecular mechanisms that drive the T cell dysfunction, we proposed a pipeline for dynamic regulatory network construction, with a variable-length sliding-window approach to split cells (see Materials and methods; Figure S4). In brief, we binned cells on the dysfunction lineage into four overlapped windows based on the pseudo-time distribution of cell states, with each window mainly composed of cells in two consecutive states. For instance, window 1 (W1) was mainly composed of cells in the naive and intermediate states, and W2 was mainly composed of cells in the intermediate and pre-dysfunction_GZMK states (Figure 3A; Figure S5A). Then, gene regulatory networks (GRNs) were constructed for each window separately to reflect the regulatory links controlling transition between the corresponding two states. Overall, 7,117 interactions between 82 regulators and 1,641 targets were inferred in at least one network (Figure 3A), and the size of each regulon varied from 1 to 229 genes (Figure S5B). W1, W2, and W3 had similar numbers of nodes and interactions, while the network of the last window, W4, contained relatively fewer nodes (1,143) and fewer interactions (1,886) (Figure S5C).

We also applied the dynamic GRN construction pipeline to another eight single-cell RNA sequencing (scRNA-seq) datasets (Table S1), involving NSCLC, melanoma, breast cancer, head and neck cancer, HCC, Merkel cell carcinoma, and squamous cell carcinoma. We used the SingleR\textsuperscript{19} method to map cell states across these datasets, and then applied the variable-length sliding window approach and GENIE3 to construct dynamic networks for each dataset (Figure S6; see Materials and methods). We compared the regulators of each state transition among these datasets. We found that there was significant overlap between the regulators in the core dataset and those in the independent datasets, with 85% (from naive to intermediate state), 74% (from intermediate to pre-dysfunction), and 63% (from pre-dysfunction to dysfunction) of the regulators having been identified in at least one additional dataset (Figure 3B, p = 2.10e−06, 2.69e−07, and 5.27e−08, respectively).

To illustrate advantages of using the variable-length sliding window approach in the dynamic GRN construction pipeline, we implemented the GENIE3 algorithm for all cells in the dysfunction lineage without windowing cells. We demonstrated that TFs identified without windowing displayed overlap of target genes with those of our approach (Figure 3C, left panel), indicating that the GRN constructed using all cells (GRN_all) could capture certain information across the whole lineage. However, GRN_all could be biased toward large cell subpopulations, with some loss of information from other cells. Indeed, these TFs mainly capture target genes in W3 (Figure 3C, left panel), indicating information bias from cells in W3, which had the largest number of cells. Moreover, we could not distinguish the actional stages of these TFs based solely on GRN_all. For instance, we identified 50 targets for TOX in GRN_all, among which 30 target genes were shared with those identified in W4 (Figure 3C, upper right panel). TOX is a key transcriptional regulator in the process from the pre-dysfunctional state to a late dysfunctional state,\textsuperscript{7} which could not be determined to play roles in the dysfunctional stage in GRN_all. In addition, TOX had lower rank in GRN_all than in W4 (Figure 3C, lower right panel). These results demonstrated advantages and necessity of the variable-length sliding-window approach.

To further estimate the influence of different GRN construction algorithms on the resulting GRNs, we chose the late dysfunction window,
W4, to perform various algorithms for the reason that we could curate TFs regulating T cell dysfunction from the literature (Table S2). These algorithms included LEAP,20 PIDC,21 SCENIC,22 SCODE,23 and SINCERITIES.24 We did not observe performance promotion when choosing other algorithms (Figure 3D; Figure S7A) than GENIE3, which was used in this study. Although the SCENIC algorithm also implemented GENIE3 plus considering motif enrichment, it could reveal fewer regulators than other algorithms (Figure S7B), potentially resulting in a higher false negative. For instance, the well-known dysfunction-related regulators ID2 and TOX were totally missed in the GRN constructed using SCENIC. Thus, we finally chose the GENIE3 algorithm to construct GRNs.

Next, we extracted candidate regulators with significant differences of regulon activities between the two consecutive adjacent states in the window (Figure S7C; Table S3; see Materials and methods). Many well-known regulators of T cell state transition (Figure S7D) were detected. For instance, in the early regulatory network of W1, LEF1, MYC, PRDM1, and TCF7 were among the top differential TFs in the state transition. Previous studies demonstrated implications of LEF1, TCF7, and MYC in cell cycle regulation, transcription activation, and metabolic reprogramming upon antigen encounter,25 confirming their critical roles in early activation of T cells. Taken together, our computational analysis revealed the temporal dynamics of complex regulatory interactions during the dysfunction of T cells and highlighted the usefulness of our pipeline in characterizing the regulatory mechanisms during the process of state transition.

Substantial regulatory rewiring controls the state transition
To sophisticatedly characterize dynamics of regulatory interactions step by step during T cell dysfunction, we systematically compared the regulatory networks at different transition processes. We observed substantial overlap of nodes among different networks, with 44.4% present in all four networks (Figure 4A) and even higher (63.4%) for TFs (Figure 4B). However, through inspecting the edge overlaps across the four networks, we found a large number of edges specific in each window (Figure 4C). Furthermore, we calculated the Jaccard index (JI) of each TF present in any two networks to measure the overlap of its regulons. The average JI values between two consecutive windows (W1, W2, W3, W4) were 0.11, 0.14, and 0.12 (Figure 4D), respectively, indicating that TFs had substantially reconnected to different targets (i.e., "rewiring") along the T cell trajectory. PRDM1 was upregulated in the first window and expressed sustained in the subsequent stages (Figures 3B–3E). However, PRDM1 regulated specific genes in different windows, and it participated in window-specific functions. For example, PRDM1 played roles in interferon-γ–related functions in W1, while it participated in T cell activation and dephosphorylation for W3 and W4, respectively (Figure 4E). Another example was ID2, which was an important regulator for the formation of terminally differentiated T cells.26 We showed that ID2 was also rewiring across the four networks and exerted diverse roles (Figure 4F).

T cell exhaustion is manifested by the high expression of co-inhibitory molecules. We extracted the subnetworks of co-inhibitory receptors in each window to investigate their regulatory rewiring (Figure 4G). The initial event was the activation of TIGIT by LYAR, KLF6, JUNB, and PRDM1 in the early stage (Figure 4G left panel), which was expressed significantly higher than other co-inhibitory receptors (Figures S8A and S8B). Meanwhile, LAG3 was activated by KLF6, SP100, and HOPX (Figure 4G, second panel), resulting in upregulation in the intermediate state (Figures S8A and S8C). Subsequently, PDCD1 and HAVCR2 were sequentially activated by PRDM1, IKZF3, STAT1, and ID2 in the networks of W2 and W3 (Figure 4G, second and third panels; Figure S8A). At last, CTLA4 was upregulated by TOX and RRBP1 in the late dysfunction stage (Figure 4G, fourth panel; Figure S8A). The dynamic rewiring of co-inhibitory receptors showed that they were regulated by different TFs during the T cell dysfunction process, resulting in an activation cascade.

Dissecting the dynamic rewiring patterns of TFs
There were a large number of specific edges among the state transition networks, which was further confirmed by the Spearman correlation of TF-target pairs in four windows. We observed the highest correlation for regulatory pairs in their corresponding windows as expected (Figure 5A), and we also noted the gradual changes of the correlation across the windows. Fluctuations and rewiring of regulatory interactions among the windows during state transitions indicated that TFs might play dominant regulatory roles in certain stages. In order to elucidate the dominant regulating stages for each TF, we assigned it to the windows in which the number of targets of the TF was higher than the average number in all windows. A total of 11 regulation patterns were obtained, including 4 window-specific and 7 sustained regulatory patterns (Figures 5B and 5C). For instance, naive state-related TFs BACH2, LEF1, and MYC27–29 played specific roles in W1, while dysfunction-related TFs TOX and BATF26 were identified to play dominant roles in W4. In addition, some TFs played sustained dominant roles in two or three windows. For instance, TCF7 sustained to play roles in W1 and W2, consistent with its critical role in transition from naive to pre-dysfunction state.31 SP140, which was related to T cell dysfunction by regulating co-inhibitory receptors LAG3 and TIGIT in viral infection,32 played a regulatory role continuously from W1 to W3.

In order to explore the synergistic effects of TFs, we estimated regulatory similarities between TFs in each window based on the Simpson index33 and identified two modules for W1 and W2, respectively, and one module for W3 and W4, respectively (Figures 5D–5G; Figures S9A and S9B). Strikingly, TFs in the same module tended to have the same regulation pattern, especially the window-specific pattern. The module M1 in W1 contained TCF7, LEF1, MYC, SATB1, and BACH2, all of which played dominant roles in W1, except for TCF7 (Figure 5D), and this module was involved in eukaryotic translation elongation (Figure S9C). M2 in W2 contained W2-specific regulators ZBTB38, EOMES, and ZEB2 (Figure 5E), playing roles in cell killing and leukocyte activation involved in immune response
M1 in W3 contained W3-specific regulators HOPX, ZNF683, and ID2, as well as two sustained regulators, which only regulated a small number of targets (Figure S9F), relating to cytokine signaling in the immune system and leukocyte activation involved in the immune response (Figure S9E). M1 in W4 contained TOX, ETV1, and RBPJ, which played dominant roles in W4 (Figure 5G), which was enriched in lymphocyte activation and T cell co-stimulation (Figure S9F).

Critical regulators contribute to T cell dysfunction
In order to further measure the importance of diverse TFs in the state transition networks, we established an integrated centrality metric by

Figure 4. Large-scale network rewiring during T cell dysfunction
(A and B) Venn diagram showing the overlap of nodes (A) or TFs (B) across the four windows. (C) UpSetR plot showing intersection of network edges across the four windows. The number of window-specific edges is marked in red. (D) Boxplots showing JI of TFs in any two windows. Significance of differences across different groups were assessed with an ANOVA test. (E and F) Regulatory rewiring of transcription factor PRDM1 (E) and ID2 (F). The first four groups of targets represent window-specific targets in W1, W2, W3, and W4, respectively, and the last group of genes contained targets that were shared by at least two windows. Representative functions of window-specific groups are shown below the genes. (G) Subnetworks of co-inhibitory receptors (TIGIT, LAG3, PDCD1, HAVCR2, and CTLA4) in each window.
Figure 5. Dynamic regulatory pattern of transcription factors

(A) Median Spearman correlation of TF-target pairs within each window calculated in the four windows respectively. The whiskers denoted the 25th percentile and 75th percentile values. The significance was evaluated by ANOVA test. (B) Heatmap showing numbers of targets for each dynamic TF normalized by its maximum number of targets. (C) Sankey diagram showing the relationship between networks W1–W4 and 11 regulatory patterns of TFs. TFs corresponding to each regulatory pattern are listed in the right table. (D–G) TF modules identified based on the Simpson index for each window. (Left) Heatmaps showing the Simpson index for TF pairs. (Right) Subnetworks of the corresponding TF modules with nodes colored by expression levels.
combining degree, closeness, betweenness, eigenvalue, and PageRank (see Materials and methods). The top 10 TFs with the highest centrality metrics in the four state transition networks are displayed in Figures 6A–6D. The set of critical regulators included some well-known regulators of mediating T cell state transition, including TCF7, EOMES, ID2, and TOX. Notably, TSC22D3 constantly played regulatory roles in W2, W3, and W4 (Figure 5C), and it was among the most important regulators in all three windows (Figures 6B–6D). Although TSC22D3 regulated different targets in different windows (Figure 6E), it could regulate some biological functions constantly over time, such as T cell activation and cell-cell adhesion (Figure 6F). Ayroldi et al. had reported that induction of

Figure 6. Critical regulators of the four networks during T cell dysfunction

(A–D) Ranks for TFs in the four networks based on the integrated centrality measure. For each network, the top 10 TFs are labeled and colored by their regulatory patterns. The arrow marks the critical TF TSC22D3 present in W2, W3, and W4. (E) Venn diagram denoting overlap of targets of TSC22D3 in W2, W3, and W4. (F) Enriched GO terms of TSC22D3-regulated genes in each window. The color showing the –log_{10} transformed p values of enrichment significance. (G) Violin plots showing expression levels of TSC22D3 in each cell state. Only cells with expression greater than 5 were used for visualization. (H–J) Boxplots displaying expression levels of TSC22D3 in pre-dysfunction and dysfunction states for hepatocellular carcinoma (H), melanoma (I), and colorectal cancer (J). The significance was evaluated by Wilcoxon test. Similarly, cells with low expression were not included for visualization, with a threshold of 5 for Smart-Seq2 datasets (GEO: GSE98638 and GSE108989) and 0.1 for the MARS-seq2 dataset (GEO: GSE123139). (K and L) Kaplan-Meier survival curves showing significant differences of survival probabilities for patient stratification based on TSC22D3 expression in GEO: GSE30219 (K) and GEO: GSE50081 (L).
TSC22D3 expression could contribute to the modulation of T cell activation and apoptosis. Nonetheless, we also observed window-specific functions for TSC22D3. For instance, it could regulate the cellular response to biotic stimulus specifically in W2, while regulating T cell proliferation specifically in W3 (Figure 6F).

Along the state transition timeline, we found that TSC22D3 showed gradually increased and then decreased expression, with highest expression in the pre-dysfunction state (Figure 6G). We further investigated the expression of TSC22D3 in another three scRNA-seq datasets of CRC,17 HCC,6 and melanoma37 and observed consistently significantly higher expression in the pre-dysfunction state than in the dysfunction state (Figures 6H and 6I), indicating its critical roles in pre-dysfunction of T cells. Previous studies reported that a higher proportion of pre-dysfunction state T cells was of benefit to patient survival.8,11 Here, we attempted to explore whether the expression of TSC22D3, a potential critical regulator of pre-dysfunction T cell state, was sufficient to predict prognosis of NSCLC patients. Based on two cohorts of NSCLC patients in GEO: GSE30219 and GSE50081, we found that higher expression of TSC22D3 was significantly associated with overall survival (Figures 6K and 6L). These results suggested that TSC22D3 could act as a critical regulator of T cell pre-dysfunction and was associated with clinical outcome of NSCLC patients.

**DISCUSSION**

In this study, we combined trajectory inference with GRN construction based on single-cell transcriptomics to map the gene regulatory landscape of the cell state transition during the T cell dysfunction process. Through constructing the T cell state transition trajectory, we detected a high degree of transcriptional heterogeneity and expression dynamics specific in the lineage induced by the tumor microenvironment. Dynamic network analysis revealed candidate regulators and substantial network rewiring that control the state transition. We further optimized critical genes in each state transition and demonstrated that TSC22D3, with high centrality in multiple networks, was highly expressed in the pre-dysfunction state and correlated with the clinical outcome of tumor patients.

Under different cellular contexts, TFs may perform dramatic differential functions by changing their targets.38 The rewiring of regulatory interactions has been found to be a hallmark in state transition, and the altered regulatory programs generated by network rewiring have been reported to have strong phenotypic impacts.39 Along the T cell dysfunction process, we also observed substantial regulatory rewiring and revealed the altered regulatory programs. For instance, EOMES (Figure S5D) and PRDM1 (Figure 4E), which have been reported to modulate different targets with important context-specific function in acute and chronic infection,40 showed substantial rewiring across different T cell states. We also observed distinct functions for different targets of rewired TFs in specific states, suggesting the importance of network rewiring for controlling state transition. Importantly, our study dissected the rewiring of co-inhibitory receptors and depicted their activation cascade, which may facilitate the future identification of stage-specific targets in immunotherapy.8

Our analysis allowed a broad, unbiased investigation into dynamics regulatory mechanisms along the T cell dysfunction process in tumors. For example, consistent with published works,41 we identified TOX and BATF as critical regulators of the transition from the pre-dysfunction state to the dysfunction state. Our data identified RBPJ as a new potential regulator of CD8+ dysfunction cells, as RBPJ is upregulated after T cell activation, particularly at the peak of dysfunction, and RBPJ was synergistically targeting co-inhibitory receptors HAVCR2 and CTLA4 with TOX in the late stage of T cell dysfunction (Figure 4G). Moreover, another potential regulator, TSC22D3, was sustained to exert diverse functions after the pre-dysfunction state until the dysfunction state. TSC22D3 participated in the cell response to corticosteroid and glucocorticoid stimuli, consistent with a previous study,42 which demonstrated that endogenous glucocorticoid signaling can shape T cell differentiation from the naive to dysfunction state, suggesting that a regulatory cascade from glucocorticoid stimulation to the dysfunction state was mediated by TSC22D3. Survival analysis of TSC22D3 demonstrated its prognostic significance in NSCLC patients. Although we noticed wide expression of TSC22D3 in various immune cell types using the TISCH web resource43 (Figure S10A), we have normalized the expression levels of TSC22D3 by the geometric mean of CD3 gene expression levels (CD3D, CD3E, and CD3G) to only consider the relative expression of TSC22D3 in T cells in tumor samples. We also noticed the expression of TSC22D3 in CD4+ T cells, which could potentially confound the results. However, if the expression levels of TSC22D3 in T cells were positively correlated with those in CD8+ T cells/pre-dysfunction T cells, the expression level of TSC22D3 in the total T cells would be proportional to those in CD8+ T cells/pre-dysfunction T cells. Indeed, we observed a strong positive correlation between TSC22D3 expression levels in the total T cells and in CD8+ T cells/pre-dysfunction T cells (Figure S10B). Thus, the prognostic relationship of the relative expression of TSC22D3 in T cells could reflect the clinical impact of its expression in CD8+ T cells/pre-dysfunction T cells. In addition, ID2, ZNF683, HOPX, and IRF9 were among the most significantly upregulated TFs of network W3 (Figure 3A; Figures S7C and S7D). The dynamic expression of these TFs indicated that cells gradually acquire a long-term cytotoxicity and memory phenotype in the dysfunction process of transition,26,44–46 allowing pre-dysfunctional T cells to play sustained effector roles in tumors. Taken together, we think that this strategy for identifying potential regulators of cell trajectory holds promise and will facilitate the elucidation of complex transcriptional networks that control the differentiation of dysfunction T cells at various stages.

**MATERIALS AND METHODS**

**Data collection and processing**

We downloaded the scRNA-seq data of 14 patients from the GEO database under GEO: GSE99254.13 We extracted the count expression profile of CD8+ T cells except mucosal-associated invariant T (MAIT) cells, which had distinct T cell receptors (TCRs) and development processes relative to other CD8+ cells.13 After removing genes with a mean count less than 1, count normalization was performed by first dividing counts by the total counts in each cell, followed by
multiplication with the median of the total counts across cells. Then, we performed log transformation for the expression profile. Finally, we retained a total of 12,306 protein-coding genes and 3,700 CD8+ T cells with well-annotated cell states, including 303 naive cells (CD8_C1-LEF1), 206 intermediate cells (CD8_C2-CD28), 1,192 effector T cells (CD8_C3-CX3CR1), 674 GZMK marked pre-dysfunction cells (CD8_C4-GZMK), 832 ZNF683 marked pre-dysfunction cells (CD8_C5-ZNF683), and 439 dysfunction cells (CD8_C6-LAYN).

CD8+ T cell state transition trajectory inference
To infer CD8+ T cell developmental trajectories, we used the Slingshot algorithm.14 Slingshot is a fast and robust method for branching trajectories inference, and it was shown to be among the top-performance methods in a recent benchmarking study.47 In short, Slingshot uses pre-existing clusters to infer lineage hierarchies based on a minimal spanning tree, and align cells on a pseudo-time trajectory. Specifically, we first downloaded the cluster-specific signature genes and performed principal-component analysis (PCA) on all cells to keep the major biological variation among states. Then, we ran Slingshot on the top three principal components, with the naive state as the starting cluster. Using the Slingshot pipeline, we obtained the pseudo-time values and assigned branches of cells (Figure S2E). In addition, we performed the same processing flow of trajectory inference for each patient. After trajectory inference, we obtained three branches with branch 1 consisting of almost all pre-dysfunction and dysfunction T cells, branch 2 enriched with effector T cells, and branch “1,2” composed of naive and intermediate T cells (Figures S2F and S2G). In order to ensure the accuracy of the trajectory, we removed the ambiguous cells that did not belong to the enriched states from the corresponding branches.

Identification of dynamic genes along the trajectory of the state transition
We used tradeSeq16 version 1.2.1 to identify genes dynamically expressed along the trajectories of T cell dysfunction induced by the tumor environment. The differential analysis was restricted to genes with high quality, which passed three filtering criteria, that is, (1) average expression greater than 0.5, (2) ratio of expressed cells greater than 0.05, and (3) detected in more than 100 cells. For each gene, we fit a general additive model (GAM) with parameter K (number of knots) of six to model the relationships between gene expression and pseudo-time and tested for the significance of their associations using the associationTest function. We picked out the significant genes with FDR-corrected p values <0.05 as dynamic genes. Function enrichment analyses of dynamic genes were performed using Metascape.48

Functional activity analysis of gene sets along pseudo-time
We first determined the on/off binary state for each gene throughout pseudo-time using an hidden Markov model (HMM) approach as previously described.49 In brief, we divided pseudo-time into 40 bins and averaged the expression level of each gene within each bin. We assigned the averaged expression values to observed variables for HMM and extracted the most possible emission probabilities and transition probabilities using a Baum-Welch algorithm. Then, the Viterbi algorithm was applied to predict the on/off binary state for each gene. For each functional gene set, we averaged the binary states of all expressed genes within it in each bin, which were further normalized to represent the proportion of turned-on genes. Finally, the proportions of turned-on genes along pseudo-time were used to estimate activity transition of functional gene sets.

Construction of dynamic regulatory network for state transition
A number of computational methods have been developed to predict GRNs from single-cell gene expression data,50,51 but most of them ignore the time sequence of cells. In addition, the distribution of cells along the trajectory is not uniform, which makes the regulatory network biased toward cells in the high-density areas of pseudo-time. To avoid these biases, we combined the cell states and pseudo-times to re-divide the cells with a variable-length sliding-window approach and constructed regulatory networks across state transition stages. First, based on the pseudo-time density of cells in different states, we calculated the intersection of the density curves between two adjacent states, which was used as the boundary to split cells into multiple pseudo-time intervals. Then, every two consecutive intervals were regarded as a window. Therefore, cells on the dysfunction lineage were divided into 4 windows to represent different state transition stages. Each window is mainly composed of cells in two consecutive states. Then, we constructed a GRN for each window separately.

We first filtered genes in each window to remove genes that are expressed either at very low levels (average expression less than 1) or in too few cells (the number of detected cells less than 10 and the proportion of detected cells less than 0.05). Then, unsupervised GRNs were constructed using GENIE3,52 which was the top-performance method in the DREAM4 and DREAM5 GRN reconstruction challenges. GENIE3 takes advantage of the random forest (RF) machine learning algorithm, can deal with combinatorial and non-linear interactions, and is suitable for single-cell data.52 Briefly, it trains random forest models to predict the expression variance of each target gene and uses as input the expression of the TFs. Each model was then used to derive weights for the TFs. We extract weights higher than a pre-defined threshold, which was determined as the mean of all weights plus twice the standard deviation, as the high-confidence regulatory links. Then, the rankings of all target models were aggregated to get a global ranking of all regulatory links. The links with weights greater than 0.02 were used to construct the GRN. Furthermore, we split the targets into positive- and negative-correlated targets (according to the Spearman correlations) to separate likely activated and repressed targets. Finally, only activated links were kept for the following step. The code of the pipeline is available at https://github.com/MinYan19940/DynamicGRNPipe.

Constructing networks for independent datasets
We downloaded eight datasets from GEO and ArrayExpress databases, involving seven cancer types. For GEO: GSE120575,
ArrayExpress: E-MTAB-6149, and GEO: GSE123813, we extracted CD8\(^+\) T cells based on the original cell annotation. For GEO: GSE110868, GSE140228, GSE118056, GSE103322, and GSE127471, we extracted CD8\(^+\) T cells based on the expression of T cell markers. After quality control, we obtained 53,842 CD8\(^+\) T cells in total (Table S1). To obtain consistent cell states, we used a unified pipeline to annotate cells and construct the state transition trajectory. First, the Seurat R package was used to identify major cell clusters. The top 2,000 highly variable genes were generated and used to perform PCA. The first five principal components (PCs) were used for graph-based clustering (with parameter res = 0.3) to identify different clusters. Second, the SingleR R package was employed to map the clusters to the six cell states used in this study. In brief, we calculated the average expression of genes in each cluster. Then, taking the clusters to the six cell states used in this study. In brief, we calculated the average expression of genes in each cluster. Then, taking the clusters to the six cell states used in this study.

Comparing with other GRN reconstruction algorithms
To assess the impact of different GRN reconstruction algorithms on the identification of dysfunction-related TFs, we also implemented other algorithms to construct GRNs in the fourth window, including LEAP,\(^{22}\) PIDC,\(^{23}\) SCENIC,\(^{24}\) SCODE,\(^{25}\) and SINCERITIES.\(^{26}\) For SCENIC, we employed the Docker image of pySCENIC, and for the others, we employed the corresponding Docker images from the BEELINE pipeline.\(^{53}\) To compare the performance of these algorithms, we performed receiver operating characteristic (ROC) analyses by curating T cell dysfunction-related TFs from the literature (Table S2). ROC analyses were performed utilizing the plotROC package.\(^{54}\)

Refining candidate regulators during state transition
To refine candidate regulators in each window, we first estimated the average expression of each TF regulon in cells, corresponding to the two states in each window. Then, we examined the differential significance of regulon activity between the two states using a Wilcoxon rank-sum test. p values were then corrected for the multiple testing problem according to the FDR approach. TFs with FDR < 0.05 were considered as candidate regulators during state transition in the window.

Measuring node centrality
The node centrality metrics were employed to measure the importance of TFs in the GRNs. Here, we used degree, closeness, betweenness, eigenvalue, and PageRank to evaluate the centrality of nodes.\(^{35}\) Then, a rank aggregation method (RRA)\(^{56}\) was applied to integrate all centrality metrics. Finally, the rank integration score for each TF is calculated as \(-\log_{10}(p \text{ value})\) to indicate the final centrality measure.

Survival analysis of TSC22D3 in NSCLC patients
We collected two datasets from GEO (GEO: GSE30219 and GSE50081) as reference to map the clusters to a graph-based clustering (with parameter res = 0.3) to identify different clusters. Second, the SingleR R package was employed to map the clusters to the six cell states used in this study. In brief, we calculated the average expression of genes in each cluster. Then, taking the average expression profile of cell clusters as input, we used the core dataset (GEO: GSE99254) as the reference to map the clusters to a known cell state using SingleR (Figure S6A). Next, based on the mapped states of cells, we applied the Slingshot algorithm to construct the state transition trajectory and calculate the pseudo-time of cells (Figure S6B). Since the pre-dysfunction_GZMK state is missing in the ArrayExpress: E-MTAB-6149 and GEO: GSE110868 data and the pre-dysfunction_ZNF683 state is missing in the GEO: GSE103322 data, the pre-dysfunction_GZMK and pre-dysfunction_ZNF683 are not distinguished when constructing the regulatory network from pre-dysfunction to dysfunction or the intermediate to pre-dysfunction state. Finally, we used the cell states, pseudo-time, and dynamic gene expression profile as input for the pipeline to construct a dynamic regulatory network for each dataset. A hypergeometric test was used to evaluate the significance of overlap of regulators in the independent datasets and the core dataset.

Statistical analysis
A hypergeometric test was used to identify significantly enriched T cell states on each branch. A Wilcoxon rank-sum test was used to examine the significance of differences between the expression of co-inhibitory receptors, as well as the differences between the expression of critical regulators in the pre-dysfunction and dysfunction states. A one-way ANOVA was used to test the dynamic of the Spearman correlation of TF-target pairs across four windows.

SUPPLEMENTAL INFORMATION
Supplemental information can be found online at https://doi.org/10.1016/j.omtn.2021.10.011.

ACKNOWLEDGMENTS
This work was supported in part by the National Key R&D Program of China (2018YFC2000100), the National Natural Science Foundation of China (61873075, 32070673, 31871336, and 31900478), the Heilongjiang Provincial Natural Science Foundation (YQ2019C012), the Heilongjiang Postdoctoral Foundation (LBH-Q18099), and the Program for Young Scholars with Creative Talents in Heilongjiang Province (UNPYSCT-2017059).

AUTHOR CONTRIBUTIONS
X.L., Y.X., and Y.Z. conceived and designed the study. M.Y. and J.H. designed the framework. M.Y., J.H., H.Y., and L.X. analyzed the data and implemented the methodology. X.L. and Y.X. revised the manuscript. G.L. and Z.J. acquired the data. J.Z. and B.P. organized figures. B.P. and Y.P. provided constructive discussions. Y.Z. and Y.P. helped in interpreting the results. M.Y., J.H., and H.Y. drafted the manuscript. All authors read and approved the manuscript.

DECLARATION OF INTERESTS
The authors declare no competing interests.
38. Lou, S., Li, T., Kong, X., Zhang, J., Liu, J., Lee, D., and Gerstein, M. (2020). TopicNet: A framework for measuring transcriptional regulatory network change. Bioinformatics 36 (Suppl_1), i474–i481.

39. Kim, H.J., Osteil, P., Humphrey, S.J., Cinghu, S., Oldfield, A.J., Patrick, E., Wilkie, E.E., Peng, G., Suo, S., Jothi, R., et al. (2020). Transcriptional network dynamics during the progression of pluripotency revealed by integrative statistical learning. Nucleic Acids Res. 48, 1828–1842.

40. Doering, T.A., Crawford, A., Angelosanto, J.M., Paley, M.A., Ziegler, C.G., and Wherry, E.J. (2012). Network analysis reveals centrally connected genes and pathways involved in CD8⁺ T cell exhaustion versus memory. Immunity 37, 1130–1144.

41. Mann, T.H., and Kaech, S.M. (2019). Tick-TOX, it’s time for T cell exhaustion. Nat. Immunol. 20, 1092–1094.

42. Cannarile, L., Delﬁno, D.V., Adorisio, S., Riccardi, C., and Ayroldi, E. (2019). Implicating the role of GILZ in glucocorticoid modulation of T-cell activation. Front. Immunol. 10, 1823.

43. Sun, D., Wang, J., Han, Y., Dong, X., Ge, J., Zheng, R., Shi, X., Wang, B., Li, Z., Ren, P., et al. (2021). TISCH: A comprehensive web resource enabling interactive single-cell transcriptome visualization of tumor microenvironment. Nucleic Acids Res. 49 (D1), D1420–D1430.

44. Braun, J., Frentsch, M., and Thiel, A. (2015). Hobit and human effector T-cell differentiation: The beginning of a long journey. Eur. J. Immunol. 45, 2762–2765.

45. Liu, Y., and Zhang, W. (2020). The role of HOPX in normal tissues and tumor progression. Biosci. Rep. 40, BSBR20191953.

46. Huber, M., Suprunenko, T., Ashhurst, T., Marbach, F., Raifer, H., Wolff, S., Strecer, T., Viengkhou, B., Jung, S.R., Obermann, H.L., et al. (2017). IRF9 prevents CD8⁺ T cell exhaustion in an extrinsic manner during acute lymphocytic choriomeningitis virus infection. J. Virol. 91, e01219-17.

47. Saelens, W., Carmoedt, K., Todorov, H., and Saers, Y. (2019). A comparison of single-cell trajectory inference methods. Nat. Biotechnol. 37, 547–554.

48. Zhou, Y., Zhou, B., Pache, L., Chang, M., Khodabakhshi, A.H., Tanaseichuk, O., Benner, C., and Chanda, S.K. (2019). Metascape provides a biologist-oriented resource for the analysis of systems-level datasets. Nat. Commun. 10, 1523.

49. Shin, J., Berg, D.A., Zhu, Y., Shin, J.Y., Song, J., Bonaguidi, M.A., Erkelens, G., Nauen, D.W., Christian, K.M., Ming, G.L., and Song, H. (2015). Single-cell RNA-seq with Waterfall reveals molecular cascades underlying adult neurogenesis. Cell Stem Cell 17, 360–372.

50. Aibar, S., Gonzalez-Blas, C.B., Moerman, T., Huyynh-Thu, V.A., Imrichova, H., Hulselmans, G., Rambow, F., Marine, J.C., Geurts, P., Aerts, J., et al. (2017). SCENIC: Single-cell regulatory network inference and clustering. Nat. Methods 14, 1083–1086.

51. Kim, S. (2015). ppcor: An R package for a fast calculation to semi-partial correlation coefficients. Commun. Stat. Appl. Methods 22, 665–674.

52. Huyynh-Thu, V.A., Ivrthum, A., Wehenkel, L., and Geurts, P. (2010). Inferring regulatory networks from expression data using tree-based methods. PLoS ONE 5, e12776.

53. Pratapa, A., Jalilah, A.P., Law, J.N., Bharadwaj, A., and Murali, T.M. (2020). Benchmarking algorithms for gene regulatory network inference from single-cell transcriptomic data. Nat. Methods 17, 147–154.

54. Sachs, M.C. (2017). plotROC: A tool for plotting ROC curves. J. Stat. Softw. 79, 2.

55. Zhou, S., Huang, Y.E., Liu, H., Zhou, X., Yuan, M., Hou, F., Wang, L., and Jiang, W. (2021). Single-cell RNA-seq dissects the intratumoral heterogeneity of triple-negative breast cancer based on gene regulatory networks. Mol. Ther. Nucleic Acids 23, 682–690.

56. Kolde, R., Lauer, S., Adler, P., and Vilo, J. (2012). Robust rank aggregation for gene list integration and meta-analysis. Bioinformatics 28, 573–580.

57. Kassambara, A., Kosinski, M., and Biecek, P. (2021). survminer: Drawing survival curves using “ggplot2”. R package version 0.4.9, https://cran.r-project.org/web/packages/survminer/index.html.