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Abstract

This work considers the sensitivity of commute travel times in US metro areas due to potential changes in commute patterns, for example caused by events such as pandemics. Permanent shifts away from transit and carpooling can add vehicles to congested road networks, increasing travel times. Growth in the number of workers who avoid commuting and work from home instead can offset travel time increases. To estimate these potential impacts, 6-9 years of American Community Survey commute data for 118 metropolitan statistical areas are investigated. For 74 of the metro areas, the average commute travel time is shown to be explainable using only the number of passenger vehicles used for commuting. A universal Bureau of Public Roads model characterizes the sensitivity of each metro area with respect to additional vehicles. The resulting models are then used to determine the change in average travel time for each metro area in scenarios when 25% or 50% of transit and carpool users switch to single occupancy vehicles. Under a 25% mode shift, areas such as San Francisco and New York that are already congested and have high transit ridership may experience round trip travel time increases of 12 minutes (New York) to 20 minutes (San Francisco), costing individual commuters $1065 and $1601 annually in lost time. The travel time increases and corresponding costs can be avoided with an increase in working from home. The main contribution of this work is to provide a model to quantify the potential increase in commute travel times under various behavior changes, that can aid policy making for more efficient commuting.

Introduction

Transportation networks are critical infrastructure networks that are essential for moving goods and people efficiently [1]. Consequently, the need to understand road congestion in urban transportation networks at city scales has been a cornerstone of transportation science for more than 50 years [2, 3, 4, 5, 6, 7, 8, 9, 10]. Changes in travel demand can have dramatic impacts on the congestion levels observed on roadways. For example, travel restrictions and home-quarantine orders designed to manage the spread of COVID-19 [11] can result in a sharp reduction in road traffic [12] as well as public transit ridership [13, 14].

To prepare for potential long term impacts of commute mode shifts on transportation networks, it is important to understand how commute patterns respond to events. For example, if commute patterns recover to pre-event levels, one can expect traffic to similarly resume. However, some events such as pandemics could result in shifts away from high density travel modes (e.g., public transit or carpooling) and into single occupancy vehicles (SOVs), altering the number of vehicles on the road network [15, 16]. Works [17, 18, 19] analyze the daily vehicle commuting patterns in different ways, and works [20, 21, 22, 23] analyze the commute behavior change under COVID-19. Our work take one step forward and asks the important question: how will the shifts in commute patterns impact the road traffic?

To determine the sensitivity of road traffic to potential long term mode shifts, this article answers to what extent mode shifts away from transit and carpool towards single occupancy vehicles will change traffic in major metropolitan statistical areas (metro areas) in the US. Historical passenger vehicle average commute travel times as a function of the number of vehicles used for commuting from 2013 to 2018 are shown for 118 metro areas in Figure 1a. In each metro area, when the number of vehicles are normalized
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Figure 1: (a) One-way travel time vs. number of vehicles for 118 metro areas in the US from 2013-2018. (b) One way travel time ratio vs capacity ratio for 118 metro areas in the US. Metro areas appear on different portions of a universal BPR curve. For the two end points of each line, the dot denotes the 2013 conditions, while the triangle denotes the 2018 conditions. (c) Metro areas shift along the universal BPR curve under a 25% shift away from transit and carpool to SOVs. Grey lines correspond to all 118 metro areas in the dataset.

by the network capacity, and the travel times are normalized by the free flow travel time, the metro areas can be placed on a universal BPR model (Figure 1b). The position of each metro area on the universal curve explains the sensitivity of the travel time ratio to changes in the number of vehicles in the network (relative to the network capacity). The slope of the curve (Figure 1b) determines the sensitivity of each metro area to changes in the capacity-normalized number of passenger vehicles. If more passenger vehicles are added to the roadway, metro areas move up along the universal BPR curve. Such a shift is shown in Figure 1c for a setting where 25% of carpool and transit users shift to SOV in each metro area.

Our main finding is that metro areas including San Francisco, New York, Los Angeles, Boston, Chicago, Seattle, and San Jose have estimated travel time increases between 2-20 minutes additional round-trip commute travel time per person under a 25% mode shift from transit and car pool to SOV. This additional travel time due to congestion has an estimated cost per metro area of $2.5-24 million dollars per day, assuming the the hourly value of the time lost is equal to the median wage ($19.14/hr) from the Bureau of Labor Statistics [24]. We note that these potential increases can be avoided if 3-17% of all commuters work from home instead of commuting. Monitoring closely road usage, mode shifts, and work from home rates during and after mode shift triggering events will be important to detect and mitigate potential road traffic increases.

Results

Data: American Community Survey commute data

The ACS commute data contains commute statistics for each metropolitan statistical areas (MSA) defined by The United States Office of Management and Budget (OMB) [25]. Depending on when each MSA was introduced or when the boundaries of the MSA were last revised, up to nine years (2010 - 2018) of commute data records are available. The dataset contains the total number of people using each commute mode (e.g., 2-person carpool, 3-person carpool, single-occupancy vehicle, public transit, walk, and taxi/motorcycle/bike/other), as well as the average commute time for each mode. We select metro areas with at least six years of records under which the boundaries of the MSA were not altered in a way that resulted in a population change in excess of 5%. Under this restriction, sufficient data is available for 118 metro areas in total.

For each metro area each year, the total number of passenger vehicles used for commuting is computed by aggregating all vehicles used for two-person carpool, three-person carpool and single occupancy vehicles. The mean one-way commute travel time on the road is computed as the vehicle-weighted average of the travel times reported for single occupancy, two-person, and three-person carpool travel times.

Commuter data for taxis and ride hailing combined into a single category that also includes motorcycles and bikes. The influence of these modes on traffic is more challenging to model and vary depending on the vehicle type (e.g., bike compared to taxi) within the category. Because the combined category
constitutes only a small portion of the total commuters (2% on average), the influence of these modes is ignored in the analysis that follows.

A plot of the 118 metro areas showing the trends between the number of vehicles and the one way travel time is shown in Figure 1. Several large MSAs are highlighted and labeled, while all remaining MSAs are shown in grey. Between 2013 (shown as a dot in Figure 1) and 2018 (shown as an arrow), the number of vehicles over time in each MSA tends to increase. One way travel times tend to increase as the number of vehicles grows within an MSA.

To determine if the number of passenger vehicles used for commuting in each metro area is a good predictor of the average commute travel time using BPR function, a correlation analysis between the one-way average commute travel time $\tau$ and the fourth order of traffic volume $N^4$ is conducted on all 118 metro areas. A total of 74 metro areas have a Pearson correlation coefficient of larger than 0.5 and two tailed significance $p$ value smaller than 0.1. This indicates that the BPR model (2) has prediction power for 74 metro areas. For the remaining 44 metro areas, traffic volume alone does not explain the historical variation of travel time. It is observed that all metro areas with low correlation between the number of vehicles and the travel time have a population of less than one million people, the largest being Columbus, OH (0.97 million people). In comparison, the metro areas with a correlation above 0.5 include most major metro areas in US, with an average population of 1.04 million. In the analysis that follows, we restrict data fitting and analysis to the 74 metro areas with correlation above 0.5.

**Approach: BPR model**

We use the BPR model to describe the relationship between the number of passenger vehicles used for commuting and the corresponding average travel time. The BPR model [26, 27] is a classic model in the transportation engineering community that relates the volume of traffic on the road to the travel time to traverse it. The model captures the feature that when roads are uncongested, adding vehicles to the road has negligible impact on travel times. However, once the roadway reaches its capacity, adding vehicles causes the travel time of all road users to increase. It is widely used in transportation management [28, 29], and network traffic simulation [30].

While the BPR model was originally designed to model travel times on a single road segment, recent studies have shown its applicability on urban scale transportation analysis [31, 32]. Like on individual road segments, the transition from free-flow to congested state characterized by a critical point is observed in [33, 6, 34]. Thus, the BPR model provides us with theoretical foundation of predicting metro area congestion based on traffic volume.

The BPR model reads

\[
\tau = \tau_f \left( 1 + \alpha \left( \frac{N}{C} \right)^\beta \right),
\]

(1)

where $\tau$ is the one-way average commute travel time and $N$ is the number of passenger vehicles on the roadway. The parameters $\tau_f$ and $C$ are the free flow travel time and the road network capacity respectively. Here, the capacity $C$ can be interpreted as the number of road users that can be accommodated in the city before average travel times quickly rise. Note that the average travel time $\tau$ is the average over the passenger vehicle commute times including at different times of the day. The shape parameters $\alpha$ and $\beta$ have a standard choice of $\alpha = 0.15$ and $\beta = 4.0$ [26, 27]. Under this choice, the model (1) reads

\[
\tau = \tau_f + \theta (N^4),
\]

(2)

with $\theta = 0.15\tau_f/C^4$. The form (2) shows that travel time $\tau$ and the fourth order of traffic volume $N^4$ have a linear relationship. Consequently, the model parameters $\tau_f$ and $\theta$ can be estimated from historic travel time data using linear methods. This in turn allows us to determine the free flow travel time $\tau_f$ and road capacity $C = \left(\frac{0.15\tau_f}{\theta}\right)^{1/4}$ for each city, deducing from (1).

We next introduce the universal BPR model. Let $\tilde{\tau}$ denote the travel time ratio computed as $\tilde{\tau} = \tau/\tau_f$ and $\tilde{N}$ as the capacity ratio $\tilde{N} = N/C$. The universal BPR model reads:

\[
\tilde{\tau} = 1 + \alpha \left( \tilde{N} \right)^\beta.
\]

(3)
Table 1: Summary of BPR models for 15 metro areas. Years of data available for fitting the model and performance measures for the fitted model. See also Appendix Table 7 for a complete list.

| Metro Area     | Years of data | LOO RMSE (min) | $R^2$ score |
|----------------|---------------|----------------|-------------|
| New York       | 6             | 0.48           | 0.73        |
| San Francisco  | 9             | 0.73           | 0.92        |
| Los Angeles    | 6             | 0.38           | 0.95        |
| Boston         | 9             | 0.42           | 0.88        |
| Chicago        | 9             | 0.30           | 0.78        |
| Philadelphia   | 9             | 0.25           | 0.93        |
| Seattle        | 9             | 0.32           | 0.97        |
| Houston        | 9             | 0.52           | 0.86        |
| Dallas         | 9             | 0.36           | 0.91        |
| San Jose       | 9             | 0.93           | 0.87        |
| Atlanta        | 9             | 0.38           | 0.92        |
| Miami          | 9             | 0.37           | 0.94        |
| Portland       | 9             | 0.36           | 0.95        |
| Riverside      | 8             | 0.40           | 0.93        |
| Orlando        | 9             | 0.60           | 0.85        |

Data analysis and BPR model parameter identification

Fitting the BPR model to the ACS data allows the estimation of the free flow travel time and the network capacity. For the 74 metro areas (full MSA names and shorthand names presented in Appendix Table 6) with a correlation above 0.5, we use Bayesian linear regression [35, 36] to fit the BPR model (see Methods section). Bayesian linear regression provides the most likely prediction for travel time given traffic volume as well as a prediction distribution to measure the uncertainty of the prediction.

Tables 1 and Appendix Table 7 contain the quantitative performance of the learned BPR model with respect to the root mean square error (RMSE) under leave-one-out cross validation (LOO-CV). For each of the 74 modeled metro areas, the RMSE is less than 1 min, and the average coefficient of determination ($R^2$) for all 74 modeled metro areas is 0.71, showing that the BPR model has good prediction power.

The result of the Bayesian regression for all 74 modeled metro areas are shown in Figure 2, as well as Appendix Figures 4, 5, 6 and 7. The uncertainty of the model grows when the input data has larger noise and get more scattered, or when the traffic volume is further from available data.

Marginal costs of additional road users

In this section we compute for each metro area the marginal cost of additional road users. The marginal cost is computed as

$$\frac{d\tau}{dN} = \beta \tau \alpha \left(\frac{N}{C}\right)^{\beta-1}$$

Similarly, the marginal cost of the universal BPR model reads:

$$\frac{d\tilde{\tau}}{d\tilde{N}} = \beta \alpha \tilde{N}^{\beta-1}$$

The marginal cost is the slope of the universal BPR model evaluated using the 2018 data for each metropolitan statistical area. It quantifies the sensitivity of the travel time ratio in the metro area with respect to changes in the capacity ratio. More concretely, it tells how quickly the travel time grows as a percentage of the free flow travel time, due to adding vehicles corresponding to a small fraction of the capacity. It is most meaningful to compare normalized impacts, because the capacities of the metro areas span multiple orders of magnitude. On the low end, metro areas like Rochester, NM have a capacity of 90k vehicles, while on the upper end, the New York metro area has a capacity of 5.16M vehicles. The addition of 9,000 vehicles to the roadway in Rochester consumes 1% of the network capacity, while the
### Figure 2: Bayes fit for 15 metro areas. The blue points are the observed data. The solid red line is the mean prediction, with shaded area covering ± one standard deviation of the prediction. Also shown are grey bars denoting the prediction intervals under a 25% (leftmost bar) and 50% (rightmost bar) transit and carpool mode shift to single occupancy vehicles. See also Appendix Figure 4, 5, 6 and 7 for all 74 modeled metro areas.
Table 2: Marginal cost of additional users, quantifying the sensitivity of the travel time ratio with respect to changes in the capacity ratio. Metro areas with the top 15 marginal costs are shown.

| passenger vehicles (M) | travel time (min) | capacity ratio | travel time ratio | marginal cost |
|-------------------------|-------------------|----------------|-------------------|--------------|
| San Francisco           | 1.49              | 34.4           | 1.73              | 2.33         | 3.08         |
| San Jose                | 0.82              | 32.6           | 1.43              | 1.61         | 1.76         |
| Oxnard                  | 0.35              | 24.6           | 1.43              | 1.61         | 1.75         |
| Seattle                 | 1.46              | 30.7           | 1.30              | 1.44         | 1.33         |
| Boston                  | 1.79              | 32.0           | 1.29              | 1.44         | 1.30         |
| Lancaster               | 0.21              | 22.4           | 1.28              | 1.44         | 1.26         |
| Philadelphia            | 2.25              | 28.8           | 1.28              | 1.41         | 1.26         |
| Charleston              | 0.33              | 28.6           | 1.27              | 1.40         | 1.23         |
| Los Angeles             | 5.13              | 31.7           | 1.25              | 1.37         | 1.17         |
| Stockton                | 0.27              | 28.3           | 1.25              | 1.41         | 1.16         |
| Baton Rouge             | 0.34              | 28.9           | 1.22              | 1.38         | 1.09         |
| Providence              | 0.68              | 23.4           | 1.21              | 1.31         | 1.07         |
| New York                | 5.16              | 31.5           | 1.21              | 1.34         | 1.06         |
| Baltimore               | 1.14              | 30.2           | 1.20              | 1.32         | 1.03         |
| St. Louis               | 1.21              | 26.1           | 1.19              | 1.31         | 1.00         |

The marginal costs for each metro area appear in Table 2.

**Congestion sensitivity to mode shifts away from transit and carpool**

Using the calibrated BPR models for each MSA, this section considers the impact to traffic when the number of commuters stays the same, but a portion of transit and carpool users move into single occupancy vehicles.

To understand the sensitivity of the traffic conditions in each MSA to these mode shifts, we consider a scenario in which 25% of the carpool and transit users switch to single occupancy vehicles, and a second scenario in which 50% of the users switch. While the true mode shift that will be experienced in the future is unknown, the sensitivity approach allows to identify the metro areas that are the most sensitive to such mode shifts.

Table 3 provides a summary of the 2018 conditions in 15 metro areas (see also Appendix Table 8 for a complete list of all 74 modeled metro areas), including the total number of commuters, the number of passenger vehicles used for commuting (including SOVs and carpools), the number of transit riders, and the estimated one-way commute time by passenger vehicle. Table 3 also includes the prediction for each metro area when 25% of the transit and carpool commuters switch to SOV. The total number of passenger vehicles under the switch is calculated by adding 25% of the 2018 transit riders and 25% of the carpools to the 2018 passenger vehicle count. The resulting number of passenger vehicles is then used as an input to the calibrated BPR model, and the one-way travel time forecast is produced. The difference between the 2018 baseline travel time and the new travel time under the switch is shown in Table 3. For example, in 2018, there were 8.72 million commuters in the New York metro area, of which 3.0 million (or 34.43%) were transit riders. The 5.16 million commuters taking a passenger vehicle (SOV or carpool) had an average commute travel time of 31.0 minutes. When 25% of the transit riders (750,000 commuters) and 25% of the carpool users (150,000) switch, a total of 900,000 additional passenger vehicles are used for commuting. This results in an increase of 6.7 minutes of commute time, up from 31.0 minutes to 37.7 minutes. The forecast standard deviation is 2.2 minutes.

The cost of the travel time increase is estimated per person and also across all passenger vehicle commuters within the MSA. Each cost estimate assumes the cost of an hour of time lost to commuting is the median hourly wage reported by the Bureau of Labor Statistics [24], following the practice of [37].
Table 3: Summary of 2018 transportation conditions for 15 metro areas, and changes when 25% of transit riders and carpools switch to single occupancy vehicles. The range shows one standard deviation of the predictions. M denotes millions, and B denotes billions. See Appendix Table 8 for all 74 modeled metro areas.

| Metro Area | total passenger commutes (M) | transit riders (M) & (% of total commuters) | one-way travel time (min) | prediction for 25% shift | passenger one-way added vehicles (M) | added $ cost per person per year | total added $ cost per year (B) |
|------------|-----------------------------|---------------------------------------------|--------------------------|--------------------------|--------------------------------------|----------------------------------|----------------------------------|
| New York   | 8.72                        | 5.16 (34.43%)                               | 31.00                    | 6.05                     | 6.7±2.2                              | 1065.0±357.0                    | 9.41±3.16                        |
| San Francisco | 2.14                        | 1.49 (19.56%)                               | 34.30                    | 1.65                     | 10.0±1.8                             | 1601.0±280.0                    | 3.86±0.68                        |
| Los Angeles | 5.92                        | 5.13 (5.24%)                                | 31.60                    | 5.32                     | 1.4±0.5                              | 220.0±76.0                      | 1.71±0.59                        |
| Boston     | 2.30                        | 1.79 (14.90%)                               | 31.70                    | 1.92                     | 3.0±0.8                              | 470.0±128.0                     | 1.32±0.36                        |
| Chicago    | 4.32                        | 3.46 (13.19%)                               | 30.10                    | 3.68                     | 1.4±0.6                              | 216.0±88.0                      | 1.16±0.47                        |
| Philadelphia | 2.71                        | 2.25 (10.78%)                               | 28.80                    | 2.36                     | 1.8±0.4                              | 291.0±69.0                      | 1.0±0.24                         |
| Seattle    | 1.84                        | 1.46 (11.95%)                               | 30.60                    | 1.55                     | 2.6±0.5                              | 422.0±77.0                      | 0.96±0.17                        |
| Houston    | 3.10                        | 2.81 (20.9%)                                | 30.40                    | 2.88                     | 0.5±0.6                              | 87.0±99.0                       | 0.36±0.42                        |
| Dallas     | 3.49                        | 3.20 (14.2%)                                | 28.80                    | 3.27                     | 0.4±0.4                              | 60.0±63.0                       | 0.28±0.3                         |
| San Jose   | 0.95                        | 0.82 (4.26%)                                | 33.00                    | 0.85                     | 2.2±1.4                              | 344.0±231.0                     | 0.43±0.29                        |
| Atlanta    | 2.68                        | 2.39 (27.27%)                               | 32.40                    | 2.46                     | 0.7±0.5                              | 107.0±81.0                      | 0.38±0.29                        |
| Miami      | 2.77                        | 2.44 (3.38%)                                | 29.90                    | 2.53                     | 0.9±0.5                              | 149.0±84.0                      | 0.55±0.31                        |
| Portland   | 1.12                        | 0.95 (6.92%)                                | 27.00                    | 0.99                     | 1.2±0.4                              | 195.0±71.0                      | 0.28±0.1                         |
| Riverside  | 1.86                        | 1.69 (1.33%)                                | 27.80                    | 1.73                     | 0.5±0.4                              | 80.0±72.0                       | 0.2±0.18                         |
| Orlando    | 1.17                        | 1.06 (1.43%)                                | 29.90                    | 1.09                     | 0.5±0.7                              | 84.0±111.0                      | 0.13±0.18                        |
Table 4: Estimated model parameters, capacity ratio, and travel time ratio for 15 metro areas. (See also Appendix Table 9 for all 74 modeled metro areas)

| Metro Area    | Capacity (M) | Free Flow Travel Time (min) | Capacity Ratio (2018) | Travel Time Ratio (2018) |
|---------------|--------------|------------------------------|-----------------------|--------------------------|
| New York      | 4.27         | 23.5                         | 1.21                  | 1.34                     |
| San Francisco | 0.86         | 14.7                         | 1.73                  | 2.33                     |
| Los Angeles   | 4.10         | 23.1                         | 1.25                  | 1.37                     |
| Boston        | 1.39         | 22.3                         | 1.29                  | 1.44                     |
| Philadelphia  | 1.75         | 20.5                         | 1.28                  | 1.41                     |
| Chicago       | 3.24         | 25.1                         | 1.07                  | 1.21                     |
| Seattle       | 1.12         | 21.3                         | 1.30                  | 1.44                     |
| Houston       | 2.62         | 25.3                         | 1.07                  | 1.18                     |
| Dallas        | 3.16         | 24.8                         | 1.01                  | 1.14                     |
| San Jose      | 0.57         | 20.3                         | 1.43                  | 1.61                     |
| Atlanta       | 2.23         | 27.0                         | 1.07                  | 1.20                     |
| Miami         | 2.08         | 23.2                         | 1.17                  | 1.29                     |
| Portland      | 0.80         | 20.9                         | 1.18                  | 1.27                     |
| Riverside     | 1.56         | 23.1                         | 1.08                  | 1.19                     |
| Orlando       | 0.99         | 25.0                         | 1.07                  | 1.18                     |

The most recent median hourly wage is $19.14/hr (May 2019). To compute the added cost per person per year, it is assumed each person has two commute trips each day (one from home to work, and one to return home from work), and works five days a week for 50 weeks each year. For the New York metro area, the 6.7 ± 0.6 minutes of additional one-way commute travel times results in an increased cost per commuter of 1065 ± 357 due to lost time alone.

To obtain the total added cost per day, the additional one-way passenger vehicle travel time due to mode shifts is doubled (assuming a round trip commute occurs each day), then multiplied by the value of time and the total number of passenger vehicle commuters. For the New York metro area, the 13.4 minutes of additional round trip commute delay experienced by 6.05 million passenger vehicle commuters results in a total daily cost of $25.78 million. A 25% increase is not equally likely in all cities. In places like NYC there are more barriers to switching away from transit due to costs (tolls, parking, etc.). This does not impact the model, but rather the amount of people that shift under the same epidemiological circumstances may differ from metro area to metro area.

The 15 metro areas shown in Table 3 are the metro areas with the largest total cost per day incurred due to a 25% mode shift. The New York metro area has the largest cost at $25.78 million due to the combination of a large travel time increase, and a large number of commuters experiencing the travel time increase. The San Francisco metro area has the highest travel time increase of 10.58 minutes of delay per commuter ($1601 annual cost per person), but a smaller total daily cost due to a smaller total number of passenger vehicles in the metro area. Seven of the 10 metro areas with the largest total cost per day have transit ridership levels in excess of 10%. Large (in number of commuters) metro areas with a large transit ridership (greater than 10%) have the most costly consequences of a mode shift.

The capacity, free flow travel time, capacity ratio (ratio of the number of passenger vehicles over the road capacity), and travel time ratio (ratio of the actual travel time over the free flow travel time) for the 15 most costly metro areas under a 25% mode shift are shown in Table 4 (See also Appendix Table 9). By construction, all travel time ratios are greater than one, since the free flow travel time is defined as the travel time when the road is completely uncongested and empty. It shows how much longer a commute is due to the presence of traffic compared to an empty road (e.g., a travel time ratio of 1.15 means trips are 15% longer due to traffic) The capacity ratio can be less than one or greater than one, depending on if the network is loaded below the capacity, or above it. For each of the 15 most costly metro areas, the capacity ratios are all greater than one, ranging from 1.01 in Houston to 1.73 in San Francisco.

The large estimated capacity ratio in San Francisco in 2018 is a result of the historical data for that metro area which is used to fit the BPR model. From 2013 to 2018, the number of passenger vehicles used for commuting in the San Francisco metro area rose by 6.2% (from 1.402 M vehicles to 1.490 M vehicles), while the corresponding commute travel time rose by 16.5% (from 29.53 min to 34.39 min). According to
the BPR model, travel times grow more quickly for each additional vehicle added the further the network is loaded beyond the capacity (i.e., when it has a large capacity ratio). Comparatively, in the Los Angeles metro area, over the same period passenger vehicles used for commuting rose by 9.1% (from 4.697 M vehicles in 2013 to 5.125 M vehicles in 2018), while the corresponding travel times rose by 8.3% (from 29.29 to 31.74 min). The estimated capacity ratio for the Los Angeles metro area in 2018 is 1.25, which suggests that the road network is not loaded as far beyond the capacity compared to the San Francisco metro area. When compounded by the larger transit ridership in the San Francisco metro area compared to the Los Angeles metro area (both in absolute terms and as a percentage of total commuters), the road network San Francisco is more sensitive to a 25% mode shift away from transit.

To illustrate the range of impacts of a 25% mode shift away from carpool and transit to SOVs, Figure 1c shows the top 15 metro areas in terms of cost incurred under the 25% mode shift away from carpool and transit to SOVs. Each the number of passenger vehicles in each metro area are normalized by the network capacity to plot the capacity ratios. Travel times are similarly normalized and the resulting travel time ratios are shown. In grey, the historical data for all 74 modeled metros over all years of data are also shown, normalized by the estimated capacity and free flow travel time for each metro. The general trend from the historical data shows that travel time ratios grow more slowly in metro areas that are near or below capacity. After the number of passenger vehicles used for commuting in a metro area exceeds the capacity, travel time ratios grow more rapidly. The predictions under the 25% mode shift follow the same normalized curve defined by the historical data, with the change in the capacity ratio driven by how many commuters switch into SOVs. The growth in the travel time ratio is governed by how far beyond the capacity the network is (i.e., how far beyond 1 the capacity ratio is).

An analysis considering a 50% shift away from transit and carpool to SOVs is conducted similarly to the 25% mode shift. Due to the nonlinearity of the model a simple doubling of the number of transit and carpool users who switch into single occupancy vehicles leads to more than a doubling of minutes to the commute. For example, In the New York Metro area, the first 25% shift away from transit and carpool to SOV adds 6.2 minutes of delay to the average commute travel time. The next 25% shift adds an additional 9.3 minutes of delay to the average commute travel time. This is a consequence of the shape of the curve in Figure 1c), where the travel time (ratio) grows slowly at first, then more quickly as the capacity (ratio) continues to increase. Each passenger vehicle added to the road network has a higher
Table 5: Percent of potential SOV commuters that are required to work-from-home to offset congestion increases due to 25% and 50% shifts away from transit and carpool into SOV. See also Appendix Table 10 for all 74 modeled metro areas.

|                | 25% transit and carpool shift | 50% transit and carpool shift |
|----------------|-------------------------------|-------------------------------|
| New York       | 17.22%                        | 34.50%                        |
| San Francisco  | 10.88%                        | 21.78%                        |
| Los Angeles    | 3.76%                         | 7.61%                         |
| Boston         | 7.27%                         | 14.35%                        |
| Philadelphia   | 5.03%                         | 10.13%                        |
| Chicago        | 6.24%                         | 12.49%                        |
| Seattle        | 6.30%                         | 12.78%                        |
| Houston        | 2.63%                         | 5.21%                         |
| Dallas         | 2.32%                         | 4.60%                         |
| San Jose       | 3.80%                         | 7.78%                         |
| Atlanta        | 3.05%                         | 6.04%                         |
| Miami          | 3.55%                         | 6.90%                         |
| Portland       | 4.24%                         | 8.92%                         |
| Riverside      | 2.32%                         | 4.90%                         |
| Orlando        | 2.57%                         | 5.17%                         |

marginal cost than the vehicle before it. The top 15 most costly metro areas are shown in Figure 3, with the percent increase compared to the 2018 baseline reported on each bar. The travel time increases under the 50% mode shift range from 4% for the Dallas metro area, to 68% for the San Francisco metro area.

**Offsetting factor: increased rate of working from home**

The increase in travel times due to mode shifts into SOVs can be offset by commuters who work from home instead of commuting to work. Table 5 (see also Appendix Table 10) summarize the percentage of forecasted SOV users (baseline SOV users, and former transit and carpool users who would otherwise switch to SOV under the 25% or 50% switching rate) who must instead work from home to mitigate mode shift travel time increases. For example, in New York, if 17.22% of the potential passenger vehicle users instead work from home, the travel time will resume to 2018 levels even with a 25% shift away from transit and carpool. Considering a 25% shift, only the New York metro area and the San Francisco metro area require work from home rates in excess of 10% to offset potential travel time increases. At a more extreme 50% mode shift, the metro areas of Boston, Philadelphia, Chicago, and Seattle also require work from home rates in excess of 10% to offset the potential travel time increase.

**Discussion**

Understanding the potential changes to traffic congestion if large scale mode shifts occur is important to maintain the efficient operation of road networks. This work provides a model to quantify the potential increase in commute travel times if a large portion of current transit and carpool commuters switch to SOVs. Using ACS data containing historical commute mode and road travel times for 118 MSAs, a BPR model is used to relate average commute times to traffic volume. Out of 118 MSAs with adequate data, 74 metros have travel times that are predictable using only the number of passenger vehicles on the road. These metro areas have a LOO-CV RMSE less than 1 minute, and an average r² score of 0.7. The models can then be used to assess sensitivity of travel times to mode shift away from transit and carpool to SOV, as well as the work from home rate required to offset these increases.

There are several observations from the results. First, the BPR model captures that when the number of vehicles on the road increases, so does the travel time. But the increase in travel time for each added
vehicle is not the same under different network congestion levels. Metro areas with networks already above capacity have more sensitive travel times to the addition of SOVs on the network. Metro areas such as San Francisco that are well above capacity and that also have a large number of transit users are most likely to see substantial travel time increases if mode shifts away from transit are realized. Even modest increases in delay per commuter per day manifest in millions of dollars of lost time for metro areas that have a large number of commuters that experience the delay.

Second, it is important to note that travel time increases on road networks are avoidable. For example, in response to an event, transit ridership resumes in step with other modes, then traffic will similarly return to pre-event levels. Similarly, potential travel time increases can be avoided if work from home rates also increase. For the top 15 most costly metro areas under a 25% shift away from transit and carpool to SOV, 13 can avoid travel time increases when 2-7% of the passenger vehicle commuters work from home instead.

There are limitations to this work. The main limitation is that this work provides a sensitivity analysis of travel times given that a mode shift occurs, rather than a prediction specific mode shifts in response to an event. Knowing the true number of commuters who may switch modes at the level of each MSA is needed to design realistic scenarios to consider specific forecasts. The second limitation is that the analysis is based on the recent ACS data from 2018. The 2018 data is taken as the current baseline, and is not corrected for changes between 2018 and 2021 that influence both the baseline and the predictions. For metro areas that have increased the number of commuters without substantially increasing the road supply, the present results likely underestimate the travel times under the baseline and under mode shifts. The third limitation of the analysis is due to the spatial and temporal granularity at which it operates. The average commute time does not capture the variations in commute distances, routes, or the time of day of the commute. Depending on where, when, and how commutes occur in each metro area post-mode shift, some commuters will experience more direct impacts than others. There are other factors that influence commute travel times that we do not take into account, such as the road network configuration, the population density, and the distribution of trips over the duration of the day. Depending on where, when, and how commutes occur in each metro area post-mode shift, some commuters will experience more direct impacts than others. There are other factors that influence commute travel times that we do not take into account, such as the road network configuration, the population density, and the distribution of trips over the duration of the day.

In spite of the limitations described above, this work is the first quantified estimate that answers the question of how travel times in metro areas may be influenced by changes to commute patterns away from single occupancy vehicles. It provides estimates for 74 metro areas in the US, and provides insights into which areas are most sensitive to long term switches away from transit and carpool to SOV trips. The analysis can help mobility managers understand the factors that can change travel times when mode shift triggering events occur.

Methods

Bayesian linear regression

This section describes the Bayesian linear regression technique used to fit the BPR model to the available data. Bayesian linear regression provides both a most likely prediction of the travel time for a given number of vehicles, as well as a distribution of the uncertainty on the prediction. Bayesian linear regression is a widely used approach to linear regression, a comprehensive description can be found in [35, 36], and we document how we use Bayesian linear regression on the BPR model for completion.

Recall that in the BPR model (2), travel time $\tau$ is a linear function of the fourth order of number of vehicles $N^4$. We build a standard linear regression model for travel time and vehicle numbers as:

$$y = x^T w + \epsilon,$$

(6)

where $w \in \mathbb{R}^2$ denotes the weight parameters, its two components $w_1$ for slope and $w_2$ for offset. $x \in \mathbb{R}^2$ contains the input vehicle number $N^4$ and a constant; $y \in \mathbb{R}$ denotes the target output travel time $\tau$; and $\epsilon$ is a zero mean Gaussian distribution with precision (inverse variance) $\gamma$, $p(\epsilon) = \mathcal{N}(0, \gamma^{-1})$. For $n$ years of observations, We further denote $y \in \mathbb{R}^n$ as all observed travel time data, and $X \in \mathbb{R}^{2 \times n}$ as all vehicle number data. Following an i.i.d. sampling assumption, the distribution of observation output $y$
given all observation input $X$ can be written as:

$$p(y|X, w) = \mathcal{N}(X^T w, \gamma^{-1}I).$$  \hspace{1cm} (7)

Next, in the fully Bayesian treatment of linear regression, we assume a zero mean isotropic Gaussian prior over the weight parameter $w$, governed by a single precision parameter $\lambda$ [35]:

$$p(w) = \mathcal{N}(w|0, \lambda^{-1}I).$$  \hspace{1cm} (8)

Then, we learn the linear regression model given the observations, i.e., infer the posterior of $w$ given $X$ and $y$ denoted as $p(w|y, X)$, following Bayes’ rule:

$$p(w|y, X) = \frac{p(y|X, w)p(w)}{p(y|X)},$$  \hspace{1cm} (9)

where the normalizing constant is the marginal likelihood given by [36]:

$$p(y|X) = \int p(y|X, w)p(w)dw.$$  \hspace{1cm} (10)

The posterior $p(w|y, X)$ in (9) is proportional to the product of the likelihood $p(y|X, w)$ and the prior $p(w|X, w)$, and is also a Gaussian distribution. We use the standard procedure of completing the squares [35], and arrive at the posterior distribution:

$$p(w|y, X) = \mathcal{N}(w|m, S^{-1}),$$  \hspace{1cm} (11)

where the mean value $m$ and variance $S^{-1}$ is given by:

$$m = \gamma S^{-1} X y,$$  \hspace{1cm} (12)

$$S = \gamma XX^T + \lambda I.$$  \hspace{1cm} (13)

Since the posterior distribution of $w$ is Gaussian, the mode, or maximum a posterior (MAP) estimate $w_{MAP}$, is the same as the mean value $m$. From $w_{MAP}$, we can calculate the BPR parameters according to Equation (2). Road network capacity $C = (\frac{d_{MAP1}}{d_{MAP2}})\hat{\tau}^*$, and free flow travel time $\tau_f = w_{MAP2}$, where slope parameter $w_{MAP1}$ and offset parameter $w_{MAP2}$ are the two components of $w_{MAP}$. The result of BPR parameters are tabulated in Table 4 and Appendix Table 9.

After learning the linear model parameters, we can predict the travel time for queried vehicle number $N_*$, such as when 25% of carpool and transit commuters shift to SOV as reported in Table 3 and Appendix Table 8. Specifically, we construct a new input $x_* \in \mathbb{R}^5$ containing $N_*$ and a constant. Given the posterior distribution of $w$ and new input $x_*$, we calculate the distribution for output value $y$ by averaging over all possible $w$ values, weighted by their posterior probability [36]:

$$p(y|x_*, X, y) = \int p(y|x_*, w)p(w|y, X)dw$$

$$= \mathcal{N}(x_*^T m, \frac{1}{\gamma} + x_*^T S^{-1} x_*).$$  \hspace{1cm} (14)

$$= \mathcal{N}(\gamma x_*^T X y, \frac{1}{\gamma} + x_*^T S^{-1} x_*).$$  \hspace{1cm} (15)

The predictive distribution is a Gaussian distribution, where the variance comes from two sources. The first term $\frac{1}{\gamma}$ represents the noise of the data. The second term $x_*^T S^{-1} x_*$ represents the uncertainty over the estimation of $w$. As the magnitude $x_*$ increases, so does the predictive uncertainty.

As a final note, the hyper-parameters $\gamma, \lambda$ are usually priors that are specified before seeing the data, which can be distributions themselves. But they can also be set to specific values by maximizing the marginal likelihood function integrated over the weight parameters $w$ [35],

$$p(y|\gamma, \lambda) = \int p(y|w, \gamma)p(w|\lambda)dw.$$  \hspace{1cm} (17)

This framework is sometimes called empirical Bayes [38], and is adopted in our approach.

In this work, the computation of Bayesian linear regression is carried out using the python scikit-learn package[39]. For the regression of each city, the input data (the fourth order of number of vehicles $N^4$) is scaled to 0-1 interval before feeding in the linear regression model.
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### Supplementary Material

Table 6: Common shorthand Metropolitan Statistical Area (MSA) name and the corresponding complete US Census Bureau (USCB) Official Metropolitan Statistical Area name.

| MSA shorthand | Complete USCB MSA name |
|--------------|------------------------|
| Akron, OH    | Akron, OH Metro Area   |
| Albany, NY   | Albany-Schenectady-Troy, NY Metro Area |
| Albuquerque, NM | Albuquerque, NM Metro Area |
| Allentown, PA | Allentown-Bethlehem-Easton, PA-NJ Metro Area |
| Anchorage, AK | Anchorage, AK Metro Area |
| Ann Arbor, MI | Ann Arbor, MI Metro Area |
| Atlanta, GA  | Atlanta-Sandy Springs-Roswell, GA Metro Area |
| Atlantic City, NJ | Atlantic City-Hammonton, NJ Metro Area |
| Austin, TX   | Austin-Round Rock, TX Metro Area |
| Bakersfield, CA | Bakersfield, CA Metro Area |
| Baltimore, MD | Baltimore-Columbia-Towson, MD Metro Area |
| Baton Rouge, LA | Baton Rouge, LA Metro Area |
| Birmingham, AL | Birmingham-Hoover, AL Metro Area |
| Boise City, ID | Boise City, ID Metro Area |
| Boston, MA   | Boston-Cambridge-Newton, MA-NH Metro Area |
| Boulder, CO  | Boulder, CO Metro Area |
| Bremerton, WA | Bremerton-Silverdale, WA Metro Area |
| Bridgeport, CT | Bridgeport-Stamford-Norwalk, CT Metro Area |
| Buffalo, NY  | Buffalo-Cheektowaga-Niagara Falls, NY Metro Area |
| Burlington, VT | Burlington-South Burlington, VT Metro Area |
| Cape Coral, FL | Cape Coral-Fort Myers, FL Metro Area |
| Champaign, IL | Champaign-Urbana, IL Metro Area |
| Charleston, SC | Charleston-North Charleston, SC Metro Area |
| Charlotte, NC | Charlotte-Concord-Gastonia, NC-SC Metro Area |
| Chattanooga, TN | Chattanooga, TN-GA Metro Area |
| Chicago, IL  | Chicago-Naperville-Elgin, IL-IN-WI Metro Area |
| Cincinnati, OH | Cincinnati, OH-KY-IN Metro Area |
| Cleveland, OH | Cleveland-Elyria, OH Metro Area |
| Colorado Springs, CO | Colorado Springs, CO Metro Area |
| Columbia, SC | Columbia, SC Metro Area |
| Columbus, OH  | Columbus, OH Metro Area |
| Dallas, TX    | Dallas-Fort Worth-Arlington, TX Metro Area |
| Davenport, IA | Davenport-Moline-Rock Island, IA-IL Metro Area |
| Dayton, OH    | Dayton, OH Metro Area |
| Deltona, FL   | Deltona-Daytona Beach-Ormond Beach, FL Metro Area |
| Denver, CO    | Denver-Aurora-Lakewood, CO Metro Area |
| Des Moines, IA | Des Moines-West Des Moines, IA Metro Area |
| Detroit, MI   | Detroit-Warren-Dearborn, MI Metro Area |
| Duluth, MN    | Duluth, MN-WI Metro Area |
| Durham, NC    | Durham-Chapel Hill, NC Metro Area |
| El Paso, TX   | El Paso, TX Metro Area |
| Eugene, OR    | Eugene, OR Metro Area |
| Fort Collins, CO | Fort Collins, CO Metro Area |
| Fort Wayne, IN | Fort Wayne, IN Metro Area |
| Fresno, CA    | Fresno, CA Metro Area |
| Grand Rapids, MI | Grand Rapids-Wyoming, MI Metro Area |
| Greensboro, NC | Greensboro-High Point, NC Metro Area |
| Greenville, SC | Greenville-Anderson-Mauldin, SC Metro Area |
| Harrisburg, PA | Harrisburg-Carlisle, PA Metro Area |

*Continued on the next page*
| MSA shorthand | USCB MSA name |
|--------------|---------------|
| Hartford, CT  | Hartford-West Hartford-East Hartford, CT Metro Area |
| Honolulu, KY  | Urban Honolulu, HI Metro Area |
| Houston, TX   | Houston-The Woodlands-Sugar Land, TX Metro Area |
| Indianapolis, IN | Indianapolis-Carmel-Anderson, IN Metro Area |
| Jacksonville, FL | Jacksonville, FL Metro Area |
| Kansas City, MO | Kansas City, MO-KS Metro Area |
| Knoxville, TN  | Knoxville, TN Metro Area |
| Lancaster, PA  | Lancaster, PA Metro Area |
| Lansing, MI    | Lansing-East Lansing, MI Metro Area |
| Las Vegas, NV  | Las Vegas-Henderson-Paradise, NV Metro Area |
| Lexington, KY  | Lexington-Fayette, KY Metro Area |
| Lincoln, NE    | Lincoln, NE Metro Area |
| Little Rock, AR | Little Rock-North Little Rock-Conway, AR Metro Area |
| Los Angeles, CA | Los Angeles-Long Beach-Anaheim, CA Metro Area |
| Louisville, KY | Louisville/Jefferson County, KY-IN Metro Area |
| Madison, WI    | Madison, WI Metro Area |
| Manchester, NH | Manchester-Nashua, NH Metro Area |
| McAllen, TX    | McAllen-Edinburg-Mission, TX Metro Area |
| Memphis, TN    | Memphis, TN-MS-AR Metro Area |
| Miami, FL      | Miami-Fort Lauderdale-West Palm Beach, FL Metro Area |
| Milwaukee, WI  | Milwaukee-Waukesha-West Allis, WI Metro Area |
| Minneapolis, MN | Minneapolis-St. Paul-Bloomington, MN-WI Metro Area |
| Nashville, TN  | Nashville-Davidson–Murfreesboro–Franklin, TN Metro Area |
| New Haven, CT  | New Haven-Milford, CT Metro Area |
| New Orleans, LA | New Orleans-Metairie, LA Metro Area |
| New York, NY   | New York-Newark-Jersey City, NY-NJ-PA Metro Area |
| North Port, FL | North Port-Sarasota-Bradenton, FL Metro Area |
| Ogden, UT      | Ogden-Clearfield, UT Metro Area |
| Oklahoma City, OK | Oklahoma City, OK Metro Area |
| Omaha, NE      | Omaha-Council Bluffs, NE-IA Metro Area |
| Orlando, FL    | Orlando-Kissimmee-Sanford, FL Metro Area |
| Oxnard, CA     | Oxnard-Thousand Oaks-Ventura, CA Metro Area |
| Peoria, IL     | Peoria, IL Metro Area |
| Philadelphia, PA | Philadelphia-Camden-Wilmington, PA-NJ-DE-MD Metro Area |
| Phoenix, AZ    | Phoenix-Mesa-Scottsdale, AZ Metro Area |
| Pittsburgh, PA | Pittsburgh, PA Metro Area |
| Portland, ME   | Portland-South Portland, ME Metro Area |
| Portland, OR   | Portland-Vancouver-Hillsboro, OR-WA Metro Area |
| Providence, RI | Providence-Warwick, RI-MA Metro Area |
| Provo, UT      | Provo-Orem, UT Metro Area |
| Raleigh, NC    | Raleigh, NC Metro Area |
| Reading, PA    | Reading, PA Metro Area |
| Reno, NV       | Reno, NV Metro Area |
| Richmond, VA   | Richmond, VA Metro Area |
| Riverside, CA  | Riverside-San Bernardino-Ontario, CA Metro Area |
| Rochester, MN  | Rochester, MN Metro Area |
| Rochester, NY  | Rochester, NY Metro Area |
| Sacramento, CA | Sacramento–Roseville–Arden-Arcade, CA Metro Area |
| Salem, OR      | Salem, OR Metro Area |
| Salinas, CA    | Salinas, CA Metro Area |
| Salt Lake City, UT | Salt Lake City, UT Metro Area |
| San Antonio, TX | San Antonio-New Braunfels, TX Metro Area |
| San Diego, CA  | San Diego-Carlsbad, CA Metro Area |
| San Francisco, CA | San Francisco-Oakland-Hayward, CA Metro Area |

*Continued on the next page*
| MSA shorthand | USCB MSA name                                                                                     |
|--------------|--------------------------------------------------------------------------------------------------|
| San Jose, CA | San Jose-Sunnyvale-Santa Clara, CA Metro Area                                                   |
| San Juan, PR | San Juan-Carolina-Caguas, PR Metro Area                                                          |
| Santa Cruz, CA | Santa Cruz-Watsonville, CA Metro Area                                                             |
| Santa Maria, CA | Santa Maria-Santa Barbara, CA Metro Area                                                          |
| Santa Rosa, CA | Santa Rosa, CA Metro Area                                                                         |
| Savannah, GA | Savannah, GA Metro Area                                                                           |
| Scranton, PA | Scranton–Wilkes-Barre–Hazleton, PA Metro Area                                                      |
| Seattle, WA | Seattle-Tacoma-Bellevue, WA Metro Area                                                             |
| South Bend, IN | South Bend-Mishawaka, IN-MI Metro Area                                                            |
| Spokane, WA | Spokane-Spokane Valley, WA Metro Area                                                              |
| Springfield, MA | Springfield, MA Metro Area                                                                       |
| St. Louis, MO | St. Louis, MO-IL Metro Area                                                                        |
| Stockton, CA | Stockton-Lodi, CA Metro Area                                                                       |
| Syracuse, NY | Syracuse, NY Metro Area                                                                           |
| Tampa, FL | Tampa-St. Petersburg-Clearwater, FL Metro Area                                                     |
| Toledo, OH | Toledo, OH Metro Area                                                                              |
| Trenton, NJ | Trenton, NJ Metro Area                                                                              |
| Tucson, AZ | Tucson, AZ Metro Area                                                                               |
| Tulsa, OK | Tulsa, OK Metro Area                                                                               |
| Vallejo, CA | Vallejo-Fairfield, CA Metro Area                                                                    |
| Virginia Beach, VA | Virginia Beach-Norfolk-Newport News, VA-NC Metro Area                                               |
| Visalia, CA | Visalia-Porterville, CA Metro Area                                                                  |
| Washington, DC | Washington-Arlington-Alexandria, DC-VA-MD-WV Metro Area                                              |
| Wichita, KS | Wichita, KS Metro Area                                                                             |
| Winston, NC | Winston-Salem, NC Metro Area                                                                        |
| Worcester, MA | Worcester, MA-CT Metro Area                                                                       |
| York, PA | York-Hanover, PA Metro Area                                                                          |
| Youngstown, OH | Youngstown-Warren-Boardman, OH-PA Metro Area                                                        |
Table 7: Summary of BPR models for all 74 analysed metro areas. Years of data available for fitting the model and performance measures for the fitted model.

| Years of data | LOO RMSE (min) | $R^2$ |
|---------------|---------------|-------|
| New York      | 6             | 0.48  | 0.73  |
| San Francisco | 9             | 0.73  | 0.92  |
| Los Angeles   | 6             | 0.38  | 0.95  |
| Boston        | 9             | 0.42  | 0.88  |
| Chicago       | 9             | 0.30  | 0.78  |
| Philadelphia  | 9             | 0.25  | 0.93  |
| Seattle       | 9             | 0.32  | 0.97  |
| Houston       | 9             | 0.52  | 0.86  |
| Dallas        | 9             | 0.36  | 0.91  |
| San Jose      | 9             | 0.93  | 0.87  |
| Atlanta       | 9             | 0.38  | 0.92  |
| Miami         | 9             | 0.37  | 0.94  |
| Portland      | 9             | 0.36  | 0.95  |
| Riverside     | 8             | 0.40  | 0.93  |
| Orlando       | 9             | 0.60  | 0.85  |
| Washington    | 9             | 0.48  | 0.42  |
| Baltimore     | 9             | 0.40  | 0.80  |
| Tampa         | 9             | 0.25  | 0.94  |
| Denver        | 9             | 0.17  | 0.97  |
| Providence    | 9             | 0.48  | 0.73  |
| Jacksonville  | 9             | 0.66  | 0.73  |
| San Diego     | 9             | 0.34  | 0.93  |
| Phoenix       | 9             | 0.27  | 0.77  |
| San Antonio   | 9             | 0.46  | 0.74  |
| Cincinnati    | 9             | 0.27  | 0.71  |
| Oxnard        | 9             | 0.59  | 0.88  |
| Raleigh       | 9             | 0.33  | 0.94  |
| Austin        | 6             | 0.14  | 0.98  |
| St. Louis     | 9             | 0.33  | 0.79  |
| Charlotte     | 6             | 0.15  | 0.97  |
| Pittsburgh    | 9             | 0.34  | 0.52  |
| North Port    | 8             | 0.87  | 0.72  |
| Allentown     | 9             | 0.58  | 0.63  |
| Oklahoma City | 9             | 0.22  | 0.88  |
| Nashville     | 9             | 0.24  | 0.96  |
| Minneapolis   | 9             | 0.14  | 0.79  |
| Charleston    | 6             | 0.71  | 0.88  |
| Sacramento    | 9             | 0.29  | 0.91  |
| Santa Rosa    | 9             | 0.77  | 0.55  |
| Boise City    | 9             | 0.54  | 0.61  |
| Kansas City   | 9             | 0.21  | 0.81  |
| Louisville    | 9             | 0.29  | 0.50  |
| Savannah      | 6             | 0.69  | 0.74  |
| Reading       | 9             | 0.57  | 0.44  |
| Bremerton     | 8             | 0.96  | 0.51  |
| Richmond      | 9             | 0.34  | 0.67  |
| Bridgeport    | 9             | 0.66  | 0.43  |
| Buffalo       | 9             | 0.44  | 0.47  |
| Boulder       | 9             | 0.84  | 0.54  |

*Continued on the next page*
| City            | Years | LOO RMSE (min) | $R^2$ |
|-----------------|-------|----------------|-------|
| Lexington       | 7     | 0.68           | 0.48  |
| Ann Arbor       | 9     | 0.37           | 0.73  |
| Tucson          | 9     | 0.57           | 0.55  |
| Durham          | 9     | 0.31           | 0.91  |
| Omaha           | 9     | 0.24           | 0.62  |
| Hartford        | 9     | 0.45           | 0.45  |
| Lancaster       | 9     | 0.67           | 0.74  |
| Colorado Springs| 9     | 0.53           | 0.36  |
| Lincoln         | 9     | 0.71           | 0.51  |
| Salinas         | 9     | 0.55           | 0.42  |
| Rochester       | 9     | 0.68           | 0.42  |
| Duluth          | 9     | 0.66           | 0.34  |
| Provo           | 9     | 0.65           | 0.49  |
| Salt Lake City  | 9     | 0.37           | 0.64  |
| Greenville      | 6     | 1.00           | 0.86  |
| Memphis         | 9     | 0.21           | 0.61  |
| Stockton        | 9     | 0.99           | 0.58  |
| Vallejo         | 9     | 0.40           | 0.69  |
| Las Vegas       | 9     | 0.31           | 0.62  |
| Ogden           | 9     | 0.47           | 0.48  |
| Virginia Beach  | 9     | 0.71           | 0.35  |
| Fresno          | 9     | 0.86           | 0.49  |
| Baton Rouge     | 9     | 0.30           | 0.78  |
| Tulsa           | 9     | 0.53           | 0.36  |
| City         | passenger travel time (min) | passenger added vehicles (M) | added $ cost per person | total cost per year (B) |
|-------------|-----------------------------|-------------------------------|-------------------------|------------------------|
| New York    | 31.00                       | 5.32                          | 220.0 ±63.0             | 25.78 ±8.65            |
| San Francisco | 34.30                      | 1.65                          | 1601.0 ±128.0           | 10.58 ±1.85            |
| Los Angeles | 31.60                       | 5.32                          | 220.0 ±63.0             | 25.78 ±8.65            |
| Boston      | 31.70                       | 1.92                          | 470.0 ±102.0            | 3.61 ±0.98             |
| Chicago     | 30.10                       | 3.68                          | 216.0 ±30.0             | 3.17 ±1.29             |
| Philadelphia| 28.80                       | 2.36                          | 291.0 ±178.0            | 2.75 ±0.65             |
| Seattle     | 30.60                       | 1.55                          | 422.0 ±100.0            | 2.62 ±0.48             |
| Houston     | 30.40                       | 2.88                          | 87.0 ±44.0              | 1.0 ±1.15              |
| Dallas      | 28.80                       | 3.27                          | 60.0 ±77.0              | 0.78 ±0.83             |
| San Jose    | 33.00                       | 0.85                          | 344.0 ±84.0             | 1.17 ±0.79             |
| Atlanta     | 32.40                       | 2.46                          | 107.0 ±173.0            | 1.05 ±0.8              |
| Miami       | 29.90                       | 2.53                          | 149.0 ±81.0             | 1.5 ±0.85              |
| Portland    | 27.00                       | 0.99                          | 195.0 ±58.0             | 0.77 ±0.28             |
| Riverside   | 27.80                       | 1.73                          | 80.0 ±31.0              | 0.55 ±0.5              |
| Orlando     | 29.90                       | 1.09                          | 84.0 ±110.0             | 0.37 ±0.48             |
| Washington  | 34.30                       | 2.52                          | 101.0 ±59.0             | 1.02 ±1.18             |
| Baltimore   | 29.90                       | 1.18                          | 171.0 ±129.0            | 0.81 ±0.45             |
| Tampa       | 27.60                       | 1.23                          | 73.0 ±180.0             | 0.36 ±0.25             |
| Denver      | 27.60                       | 1.31                          | 79.0 ±42.0              | 0.41 ±0.18             |
| Providence  | 23.70                       | 0.70                          | 90.0 ±149.0             | 0.25 ±0.29             |
| Jacksonville| 27.30                       | 0.63                          | 69.0 ±48.0              | 0.17 ±0.32             |
| San Diego   | 26.90                       | 1.37                          | 122.0 ±127.0            | 0.67 ±0.4              |
| Phoenix     | 26.10                       | 1.90                          | 41.0 ±101.0             | 0.31 ±0.44             |
| San Antonio | 25.90                       | 1.00                          | 66.0 ±169.0             | 0.26 ±0.4              |
| Cincinnati  | 25.20                       | 0.94                          | 47.0 ±122.0             | 0.18 ±0.22             |
| Oxnard      | 24.80                       | 0.36                          | 151.0 ±110.0            | 0.22 ±0.18             |
| Raleigh     | 26.80                       | 0.60                          | 60.0 ±99.0              | 0.14 ±0.14             |
| Austin      | 28.00                       | 0.96                          | 69.0 ±111.0             | 0.26 ±0.12             |
| St. Louis   | 25.90                       | 1.23                          | 76.0 ±55.0              | 0.38 ±0.33             |
| Charlotte   | 27.40                       | 1.10                          | 52.0 ±71.0              | 0.23 ±0.12             |
| Pittsburgh  | 26.60                       | 0.95                          | 89.0 ±39.0              | 0.34 ±0.32             |
| North Port  | 25.60                       | 0.29                          | 78.0 ±71.0              | 0.09 ±0.21             |
| Allentown   | 24.40                       | 0.35                          | 73.0 ±60.0              | 0.1 ±0.14              |
| Oklahoma    | 23.40                       | 0.60                          | 39.0 ±75.0              | 0.09 ±0.1              |

Continued on the next page
| Location         | Switch Status | Switch Prediction | Total Added Cost | Added Cost Per Year ($) |
|------------------|---------------|-------------------|-----------------|-------------------------|
| Savannah        | 0.18          | 0.17              | 65.0±134.0      | 0.04±0.08               |
| Reading          | 0.19          | 0.18              | 78.0±68.0       | 0.05±0.09               |
| Bremerton       | 0.12          | 0.10              | 138.0±105.0     | 0.06±0.09               |
| Richmond        | 0.61          | 0.57              | 54.0±74.0       | 0.12±0.16               |
| Bridgeport      | 0.43          | 0.38              | 141.0±76.0      | 0.21±0.23               |
| Buffalo         | 0.50          | 0.47              | 52.0±127.0      | 0.1±0.15                |
| Boulder         | 0.15          | 0.13              | 150.0±280.0     | 0.08±0.1                |
| Lexington       | 0.24          | 0.22              | 78.0±68.0       | 0.05±0.09               |
| Ann Arbor       | 0.16          | 0.14              | 96.0±100.0      | 0.06±0.05               |
| Tucson          | 0.42          | 0.38              | 83.0±126.0      | 0.13±0.17               |
| Durham          | 0.26          | 0.24              | 75.0±72.0       | 0.07±0.06               |
| Omaha           | 0.45          | 0.43              | 23.0±73.0       | 0.04±0.08               |
| Hartford        | 0.56          | 0.53              | 69.0±45.0       | 0.15±0.23               |
| Lancaster       | 0.24          | 0.22              | 130.0±82.0      | 0.12±0.09               |
| Colorado        | 0.33          | 0.31              | 22.0±151.0      | 0.03±0.13               |
| Springs City    | 0.17          | 0.16              | 40.0±189.0      | 0.03±0.08               |
| Lincoln         | 0.18          | 0.15              | 77.0±56.0       | 0.05±0.07               |
| Salinas         | 0.11          | 0.10              | 67.0±88.0       | 0.03±0.05               |
| Rochester       | 0.12          | 0.12              | 58.0±58.0       | 0.03±0.06               |
| Duluth          | 0.26          | 0.24              | 40.0±92.0       | 0.04±0.12               |
| Provo           | 0.57          | 0.52              | 54.0±104.0      | 0.11±0.15               |
| Salt Lake City  | 0.40          | 0.38              | 52.0±136.0      | 0.08±0.12               |
| Greenville      | 0.60          | 0.57              | 19.0±231.0      | 0.04±0.1                |
| Stockton        | 0.30          | 0.28              | 133.0±163.0     | 0.15±0.18               |
| Vallejo         | 0.20          | 0.18              | 109.0±82.0      | 0.08±0.13               |
| Las Vegas       | 0.99          | 0.90              | 50.0±84.0       | 0.18±0.27               |
| Ogden           | 0.30          | 0.28              | 19.0±69.0       | 0.02±0.06               |
| Virginia        | 0.80          | 0.75              | 57.0±222.0      | 0.17±0.27               |
| Beach           | 0.38          | 0.35              | 30.0±28.0       | 0.04±0.17               |
| Fresno          | 0.36          | 0.34              | 93.0±357.0      | 0.13±0.23               |
| Baton Rouge     | 1.90          | 1.79              | 39.0±121.0      | 0.28±0.42               |
| Tulsa           | 0.43          | 0.41              | 33.0±51.0       | 0.05±0.17               |
Table 9: Summary of inferred BPR model parameters for all 74 modeled metro areas.

| Metro Area     | capacity (M) | free flow travel time (min) | capacity ratio 2018 | travel time ratio 2018 |
|---------------|--------------|-----------------------------|---------------------|------------------------|
| New York      | 4.27         | 23.5                        | 1.21                | 1.34                   |
| San Francisco | 0.86         | 14.7                        | 1.73                | 2.33                   |
| Los Angeles   | 4.10         | 23.1                        | 1.25                | 1.37                   |
| Boston        | 1.39         | 22.3                        | 1.29                | 1.44                   |
| Philadelphia  | 1.75         | 20.5                        | 1.28                | 1.41                   |
| Chicago       | 3.24         | 25.1                        | 1.07                | 1.21                   |
| Seattle       | 1.12         | 21.3                        | 1.30                | 1.44                   |
| Houston       | 2.62         | 25.3                        | 1.07                | 1.18                   |
| Dallas        | 3.16         | 24.8                        | 1.01                | 1.14                   |
| San Jose      | 0.57         | 20.3                        | 1.43                | 1.61                   |
| Atlanta       | 2.23         | 27.0                        | 1.07                | 1.20                   |
| Miami         | 2.08         | 23.2                        | 1.17                | 1.29                   |
| Portland      | 0.80         | 20.9                        | 1.18                | 1.27                   |
| Riverside     | 1.56         | 23.1                        | 1.08                | 1.19                   |
| Orlando       | 0.99         | 25.0                        | 1.07                | 1.18                   |
| Washington    | 2.95         | 32.4                        | 0.79                | 1.07                   |
| Baltimore     | 0.95         | 22.9                        | 1.20                | 1.32                   |
| Tampa         | 1.12         | 23.2                        | 1.06                | 1.18                   |
| Denver        | 1.26         | 24.0                        | 1.00                | 1.15                   |
| Providence    | 0.56         | 17.9                        | 1.21                | 1.31                   |
| Jacksonville  | 0.57         | 22.8                        | 1.07                | 1.17                   |
| San Diego     | 1.13         | 20.9                        | 1.18                | 1.31                   |
| Phoenix       | 2.15         | 24.2                        | 0.85                | 1.08                   |
| San Antonio   | 0.96         | 22.3                        | 1.02                | 1.16                   |
| Cincinnati    | 0.92         | 21.9                        | 1.01                | 1.15                   |
| Oxnard        | 0.24         | 15.3                        | 1.43                | 1.61                   |
| Raleigh       | 0.54         | 22.2                        | 1.08                | 1.20                   |
| Austin        | 0.91         | 24.0                        | 1.02                | 1.17                   |
| St. Louis     | 1.02         | 20.0                        | 1.19                | 1.31                   |
| Charlotte     | 1.09         | 24.1                        | 0.98                | 1.14                   |
| Pittsburgh    | 0.89         | 22.7                        | 1.03                | 1.18                   |
| North Port    | 0.25         | 20.3                        | 1.15                | 1.24                   |
| Allentown     | 0.31         | 19.8                        | 1.12                | 1.22                   |
| Oklahoma City | 0.59         | 20.3                        | 1.01                | 1.15                   |
| Nashville     | 0.84         | 25.2                        | 1.01                | 1.16                   |
| Minneapolis   | 1.99         | 24.0                        | 0.80                | 1.06                   |
| Charleston    | 0.26         | 20.4                        | 1.27                | 1.40                   |
| Sacramento    | 0.86         | 23.0                        | 1.01                | 1.17                   |
| Boise City    | 0.32         | 20.0                        | 0.91                | 1.09                   |
| Santa Rosa    | 0.18         | 19.0                        | 1.12                | 1.23                   |
| Kansas City   | 1.00         | 21.1                        | 0.95                | 1.12                   |
| Savannah      | 0.16         | 22.7                        | 1.04                | 1.16                   |
| Louisville    | 0.55         | 21.6                        | 0.99                | 1.15                   |
| Reading       | 0.15         | 18.8                        | 1.11                | 1.22                   |
| Bremerton     | 0.09         | 21.2                        | 1.06                | 1.18                   |
| Richmond      | 0.55         | 22.1                        | 1.00                | 1.16                   |
| Bridgeport    | 0.34         | 22.6                        | 1.04                | 1.20                   |
| Buffalo       | 0.44         | 18.0                        | 1.05                | 1.19                   |
| Boulder       | 0.11         | 21.8                        | 1.08                | 1.22                   |
| Ann Arbor     | 0.14         | 24.0                        | 1.00                | 1.16                   |
| Lexington     | 0.21         | 20.7                        | 1.07                | 1.20                   |
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| City            | Capacity (M) | Free Flow Travel Time (min) | Capacity Ratio 2018 | Travel Time Ratio 2018 |
|-----------------|--------------|----------------------------|---------------------|-----------------------|
| Omaha           | 0.46         | 18.5                       | 0.91                | 1.11                  |
| Tucson          | 0.35         | 21.1                       | 1.03                | 1.19                  |
| Durham          | 0.23         | 23.4                       | 0.99                | 1.16                  |
| Colorado Springs| 0.36         | 21.2                       | 0.83                | 1.07                  |
| Tus            | 0.23         | 23.4                       | 0.99                | 1.16                  |
| Colorado Springs| 0.36         | 21.2                       | 0.83                | 1.07                  |
| Lancaster       | 0.17         | 15.5                       | 1.28                | 1.44                  |
| Hartford        | 0.47         | 20.4                       | 1.10                | 1.24                  |
| Lincoln         | 0.15         | 17.2                       | 1.03                | 1.18                  |
| Salinas         | 0.16         | 21.5                       | 0.88                | 1.11                  |
| Rochester       | 0.09         | 18.1                       | 0.99                | 1.17                  |
| Duluth          | 0.10         | 17.6                       | 1.09                | 1.24                  |
| Salt Lake City  | 0.54         | 21.6                       | 0.92                | 1.12                  |
| Provo           | 0.25         | 17.7                       | 0.92                | 1.12                  |
| Greenville      | 0.34         | 20.1                       | 1.07                | 1.22                  |
| Memphis         | 0.67         | 23.2                       | 0.83                | 1.08                  |
| Stockton        | 0.22         | 20.0                       | 1.25                | 1.41                  |
| Vallejo         | 0.16         | 20.7                       | 1.08                | 1.25                  |
| Las Vegas       | 0.96         | 21.6                       | 0.91                | 1.12                  |
| Ogden           | 0.34         | 18.1                       | 0.81                | 1.08                  |
| Virginia Beach  | 0.70         | 21.0                       | 1.05                | 1.20                  |
| Fresno          | 0.40         | 20.7                       | 0.84                | 1.10                  |
| Baton Rouge     | 0.28         | 20.9                       | 1.22                | 1.38                  |
| Detroit         | 1.87         | 24.5                       | 0.94                | 1.13                  |
| Tulsa           | 0.42         | 19.6                       | 0.96                | 1.17                  |
Table 10: Percent of adaptation to work-from-home needed to offset the influence of 25% and 50% transit shift to SOV, out of all potential SOV commuters. Result for all 74 analysed cites are shown.

|                | 25% shift | 50% shift |
|----------------|-----------|-----------|
| New York       | 17.22%    | 34.50%    |
| San Francisco  | 10.88%    | 21.78%    |
| Los Angeles    | 3.76%     | 7.61%     |
| Boston         | 7.27%     | 14.35%    |
| Philadelphia   | 5.03%     | 10.13%    |
| Chicago        | 6.24%     | 12.49%    |
| Seattle        | 6.30%     | 12.78%    |
| Houston        | 2.63%     | 5.21%     |
| Dallas         | 2.32%     | 4.60%     |
| San Jose       | 3.80%     | 7.78%     |
| Atlanta        | 3.05%     | 6.04%     |
| Miami          | 3.55%     | 6.90%     |
| Portland       | 4.24%     | 8.92%     |
| Riverside      | 2.32%     | 4.90%     |
| Orlando        | 2.57%     | 5.17%     |
| Washington     | 7.53%     | 14.92%    |
| Baltimore      | 3.47%     | 7.08%     |
| Tampa          | 2.11%     | 4.58%     |
| Denver         | 2.88%     | 6.08%     |
| Providence     | 2.65%     | 5.01%     |
| Jacksonville   | 3.01%     | 5.35%     |
| San Diego      | 2.91%     | 5.93%     |
| Phoenix        | 3.01%     | 6.19%     |
| San Antonio    | 3.14%     | 5.90%     |
| Cincinnati     | 2.52%     | 4.62%     |
| Oxnard         | 1.77%     | 4.15%     |
| Raleigh        | 1.33%     | 3.31%     |
| Austin         | 2.69%     | 5.31%     |
| St. Louis      | 1.61%     | 3.56%     |
| Charlotte      | 2.36%     | 4.72%     |
| Pittsburgh     | 3.53%     | 6.94%     |
| North Port     | 0.69%     | 2.88%     |
| Allentown      | 0.96%     | 3.32%     |
| Oklahoma City  | 1.84%     | 3.77%     |
| Nashville      | 1.86%     | 3.95%     |
| Minneapolis    | 3.52%     | 6.78%     |
| Charleston     | 2.38%     | 4.40%     |
| Sacramento     | 2.59%     | 5.61%     |
| Boise City     | 3.50%     | 5.57%     |
| Santa Rosa     | 1.32%     | 4.03%     |
| Kansas City    | 2.32%     | 4.12%     |
| Savannah       | 3.96%     | 6.46%     |
| Louisville     | 2.75%     | 4.98%     |
| Reading        | 3.62%     | 6.37%     |
| Bremerton      | 4.39%     | 9.32%     |
| Richmond       | 3.26%     | 5.70%     |
| Bridgeport     | 4.40%     | 9.48%     |
| Buffalo        | 2.37%     | 4.77%     |
| Boulder        | 6.03%     | 10.99%    |
| Ann Arbor      | 3.39%     | 7.34%     |
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| City                  | 25% shift | 50% shift |
|-----------------------|-----------|-----------|
| Lexington             | 2.15%     | 4.34%     |
| Omaha                 | 2.25%     | 4.08%     |
| Tucson                | 2.36%     | 5.72%     |
| Durham                | 3.30%     | 6.55%     |
| Colorado Springs      | 3.07%     | 5.30%     |
| Lancaster             | 4.99%     | 8.17%     |
| Hartford              | 1.70%     | 3.90%     |
| Lincoln               | 5.34%     | 7.40%     |
| Salinas               | 9.21%     | 15.13%    |
| Rochester             | 6.41%     | 10.29%    |
| Duluth                | 5.03%     | 7.45%     |
| Salt Lake City        | 3.38%     | 6.84%     |
| Provo                 | 2.87%     | 6.03%     |
| Greenville            | 1.55%     | 3.52%     |
| Memphis               | 1.07%     | 2.83%     |
| Stockton              | 3.22%     | 6.00%     |
| Vallejo               | 6.54%     | 10.43%    |
| Las Vegas             | 3.17%     | 6.55%     |
| Ogden                 | 3.39%     | 5.89%     |
| Virginia Beach        | 2.81%     | 5.08%     |
| Fresno                | 2.65%     | 5.53%     |
| Baton Rouge           | 0.99%     | 3.00%     |
| Detroit               | 2.36%     | 4.43%     |
| Tulsa                 | 2.55%     | 4.54%     |
Figure 4: Bayes fit for 74 metro areas. The blue points are the observed data. The solid red line is the mean prediction, with shaded area covering ± one standard deviation of the prediction. Also shown are grey bars denoting the prediction intervals under a 25% (leftmost bar) and 50% (rightmost bar) transit and carpool mode shift to single occupancy vehicles. (Part 1, continued in Figure 5).
Figure 5: Bayes fit for 74 metro areas. The blue points are the observed data. The solid red line is the mean prediction, with shaded area covering ± one standard deviation of the prediction. Also shown are grey bars denoting the prediction intervals under a 25% (leftmost bar) and 50% (rightmost bar) transit and carpool mode shift to single occupancy vehicles. (Part 2, continued in Figure 6).
Figure 6: Bayes fit for 74 metro areas. The blue points are the observed data. The solid red line is the mean prediction, with shaded area covering ± one standard deviation of the prediction. Also shown are grey bars denoting the prediction intervals under a 25% (leftmost bar) and 50% (rightmost bar) transit and carpool mode shift to single occupancy vehicles. (Part 3, continued in Figure 7).
Figure 7: Bayes fit for 74 metro areas. The blue points are the observed data. The solid red line is the mean prediction, with shaded area covering ± one standard deviation of the prediction. Also shown are grey bars denoting the prediction intervals under a 25% (leftmost bar) and 50% (rightmost bar) transit and carpool mode shift to single occupancy vehicles. (Part 4).