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Abstract—The Metaverse is very challenging to implement solutions for eXtended Reality applications (XR apps), due to the combination of complex concerns that should be addressed: multiple users with non-traditional input and output devices, different hardware platforms that should be addressed, forceful interactive rates, and experimental interaction techniques, among other issues. Therefore, this work aims to present a Software Product Line (SPL)-based approach to support the development of Web XR apps. More specifically, we define a features model that represents similarities and variables (domain analysis); we defined a core composed of generic and reusable software artifacts (domain design); and we developed an interface to support the instantiation of a Web XR app family, named MetaSee Features Model Editor (domain implementation). This approach integrates with a component of the MetaSEE architecture (Metaverse for Software Engineering Education). A preliminary assessment found that Features Model has conceptual consistency from the point of view of the complexity of Web XR Apps multimodal interaction. As future works, features model and artifacts will be increased with improvements and an evaluation with a significant number of participants will be performed.

Index Terms—Features Model, Metaverse, Multimodal Interface, Software Engineering, Software Product Line (SPL)

I. INTRODUCTION

The Metaverse is a network of eXtended Reality applications (XR apps) connected to each other, over the Internet infrastructure, allowing network users, systems, and devices to access them [1]. XR apps offer new solutions to futuristic and existing challenges in several fields, such as games, education, oil exploration, automotive design, among others. They use non-traditional input and output devices to convey richer and more productive multimodal experiences compared to standard interfaces. Current XR experiences allow users not only to see but also touch, hear, and smell very complex 3D scenarios at interactive frame rates [2]. It is very challenging to implement solutions for these types of applications, due to the combination of complex concerns that should be addressed: multiple users with non-traditional input and output devices, different hardware platforms that should be addressed, forceful interactive rates, experimental interaction techniques, among other issues [2].

Therefore, we are interested in applying Software Product Line (SPL) to the Metaverse. More specifically, we believe VR is a challenging field for these technologies due to the huge amount of variability, compared to the one present in traditional devices. Additionally, the use of SPL could create a more uniform and easy environment for XR developers.

As a result, we have defined an SPL-based approach for developing Web XR apps. It consists of three phases: domain analysis, domain design, and domain implementation. The first phase defined a features model, it represents the features of an XR app family, their commonalities and variabilities, and the relationships among them. In the second phase, a core of generic and reusable software artifacts based on the A-Frame as Domain Specific Language (DSL) [3] was conceived. Finally, an interface prototype for instantiating an XR app family was developed. The proposed approach is developed in a Metaverse for Software Engineering Education research project, named MetaSEE [4]. MetaSEE is an architectural proposal that aims to integrate SEE virtual worlds in order to provide better engagement in the SE teaching and learning process through immersive experiences. Therefore, the instantiation interface described in this work, called MetaSEE Features Model Editor, will integrate with the Development Tools component of the MetaSEE architecture. In order to validate the features model conceived in the domain analysis phase, a preliminary evaluation was carried out with 5 participants. We were able to verify that the modeled features are able to represent the complexity of the interactions of the multimodal interfaces of Web XR apps. In addition, we identified opportunities for improvement both in the interface, as well as in the features model.

The present work is organized as follows: in Section II SPL
definition and concepts are presented. The related works are discussed in Section III. A brief contextualization of MetaSEE research is presented in Section IV. In Section V our SPL proposal for Web XR apps is presented in detail. The design and results of the preliminary evaluation are discussed in Section VI. Finally, Section VII provides some conclusions and future perspectives.

II. THEORETICAL BACKGROUND

SPL’s primary function is to generate specific products based on the reuse of an infrastructure that includes: software architecture, components, design patterns and planning methods.

According to Software Engineering Institute (SEI), a SPL is a set of software-intensive systems sharing a common, managed set of features that satisfy specific needs of a particular market or mission, and that are developed from a common set of core assets in a prescribed way [5]. Core assets are the essence of a product line and represent configurable elements used to build derived applications.

The development of a SPL is divided into: Domain Engineering (DE) - process of identifying and organizing knowledge about a class of problems (domain) to support its description and solution in a systematic way; and Application Engineering (AE) phase in which applications are built within the specific domain, based on the reuse of artifacts from the base core, previously developed in ED.

During the product line development process, particular aspects of products can be highlighted. The variability concept refers to points in the core assets where it is necessary to differentiate individual characteristics of products, being represented with a feature model [6]. In order to model variability, it is necessary to represent all domain concepts and their relationships explicitly.

A features model represents a domain and aims to make homogeneous the concepts among the participants involved in the process, such as users, domain specialists, and developers. It represents the features of a system family, their commonalities and variabilities, and the relationships among them. In addition, it has a high level of abstraction and is used as a starting point for the features selection to new products instantiation.

An important relationship in a features model is the dependence among features that defines when some features should be included in the product due to the presence of other features. On the other hand, it may also define when some features should be removed from the product due to the presence of other features.

This kind of model has some important concepts. From the point of view of variability, this type of model can represent:

- **Variation Point**: reflects the domain parameterization in an abstract manner and must be configurable through its variants;
- **Variants**: available functions/concepts that must necessarily be linked to a variation point, acting as configuration alternatives for their respective variation point; and
- **Invariant**: non-configurable element in the domain.

Additionally, from the point of view of optionality, a feature can be classified as:

- **Optional**: element that may or may not belong to an application derived from a domain; and
- **Mandatory**: element that must be instantiated by all applications derived from a domain.

For example, considering the mobile tourist guide domain, we can have a functional feature “show map” [6]. However, maps can be represented in more than one form, such as an image or a 3D map. In this case, we have a variation point with two variants (see Fig. 1). However, we can also have a feature “list hotels” that has the same behavior for all products derived from the product line. In this case, the “list hotels” feature is considered an invariant.

![Fig. 1. An example of features model [6]](image)

III. RELATED WORK

There have been previous works on SPL for XR apps. For example, [7] developed an approach for model-based AR-assisted product configuration based on the concept of Dynamic Software Product Lines. The authors present the corresponding tool support ProConAR in the form of a Product Modeler and a Product configurator. While the Product Modeler is an Angular web app that splits products up into atomic parts and saves it within a configuration model, the Product configurator is an Android client that uses the configuration
model to place different product configurations within the environment of the customer. The possible products, which can be configured out of these parts, are stored in a features model. At run time, this features model can be used to configure 3D object compositions out of the product parts and adapt to user needs and environmental constraints.

In this work, [8] present the feature driven SPL solution based on that model allows for instantiation of different Cave Automated Virtual Environment (CAVE) products based on the set of core assets and driven by a set of common Virtual Reality (VR) features with the minimal budget and time to market. A features model specifies the requirements baseline for a given family of products, a set of core assets captures the underlying features model and enable building the product from that set in a prescribed way, and production stations enable gradual instantiation of the application toward the final CAVE product.

In relation to the work of [2], the authors applied software engineering concepts such as SPL, DSLs, and Model Driven Development (MDD) to the field of VR applications. The authors designed InTml as DSL with a very compact set of concepts that are common to any VR application: devices, behavior, and objects. InTml (Interaction Techniques Markup Language) [9] is an XML language for describing complex and implementation-independent VR applications.

Despite the contributions of each work, we identified a gap in an approach that considers the range of interactions of XR apps, as well as being platform independent (e.g., desktop, mobile, CAVE). The work of [7] applies SPL to AR apps. The research developed by [8] produces a family of applications based on CAVE. Finally, [2] uses InTml as a DSL to model the interaction features of VR apps.

Therefore, the contribution of this work is to fill this identified gap. Our proposal is an SPL-based approach to the instantiation of families of Web XR apps. More specifically, we defined a set of reusable software artifacts in order to generate a skeleton code for Web XR apps, considering:

- the diversity of devices, as well as their interaction and feedback specificities;
- applications with immersive experiences in both VR and Mixed Reality (MR); and
- application variability based on the two previous requirements.

IV. METAVERSE FOR SOFTWARE ENGINEERING EDUCATION

MetaSEE is an approach to integrate SEE virtual worlds with the aim of filling a SEE gap identified through a systematic literature review [4]. From the findings of the review, MetaSEE architecture was based on three fundamental requirements: SEE, feasibility factors and components and technologies.

SEE requirements establish the characteristics that the architecture must meet for the domain. They were based on the limitations of virtual worlds found in [4]. Therefore, the architecture must: cover any SE topic; support the analysis of learning performance data; implement new forms of visualization and interaction; facilitate development for the Metaverse; perform analyzes using biometric data; and ensure data interoperability.

The Metaverse needs four factors to make it viable [10]. Therefore, the architecture must consider the following feasibility factors: realism enables users to feel fully immersed in an alternative universe; ubiquity establishes access to the system via all existing digital devices and maintains the user’s virtual identity throughout transitions within the system; interoperability is a connected collection of information, format, and data standards, most of which focus on the transfer of 3D models across virtual worlds, in addition to involving communication protocol, identity, and currency standards; and scalability allows concurrent efficient use of the system by massive numbers of users.

Components and technologies requirements establish the main aspects of the Metaverse identified through a comparative analysis of recent research [4]: authoring tools; devices; economy; infrastructure; interaction; physical world; security; storage; technology; and virtual world.

As a result, MetaSEE architecture establishes the main elements to enable the Metaverse specifically between SEE virtual worlds. Fig. 2 presents the design of MetaSEE and its main elements grouped in 5 layers.

Physical Layer corresponds to the main entities external to the Metaverse and that belong to the physical and real world. Virtual Layer establishes the main components of the “virtualization” of physical layer elements. In Metaverse Engine Layer establishes the general technologies, as well as economics and security of the Metaverse. MetaSEE Layer is the main contribution to support SEE through the Metaverse. According to the established fundamental requirements, development tools, integration tools, and Learning Analytics (LA) were defined as the components of this layer. Finally, Infrastructure Layer deals with network and decentralization aspects of the Metaverse.

In fact, MetaSEE is an overview of essential elements in order to specifically enable a Metaverse for SEE. Although its structure seems to serve any area with educational purposes, its main objective is to adopt a strategy of integrating XR apps for SEE and facilitating its adoption by the SEE community.

Therefore, as shown in Fig. 3, MetaSEE platform is an XR app that should make a link between users (e.g., students and
teachers) and other XR apps for SEE. From the platform, the user will be able to choose which virtual world to “enter” or “exit”, according to the approach and topic of SE addressed, in addition to ensuring data traceability for future analysis and improvement of teaching experiences. Additionally, developers will have access to development and integration tools serving as support in the reuse of features by XR apps, as well as in the development of new applications.

**V. SPL-BASED APPROACH FOR METAVERSE**

SPL-based approach for Metaverse is composed of the following phases: (i) domain analysis; (ii) domain design; and (iii) implementation of the domain. Domain analysis defines the scope of the SPL. The domain design describes the main elements in a generic way. The domain implementation provides model-based parameters to generate skeleton code to be reused by Web XR apps.

A. Domain Analysis

Domain analysis was performed on existing Web XR apps for defining the scope of the developed SPL. This step basically resulted in three products: (i) a list of general requirements for Web XR apps; (ii) the list of functionalities for the end user, classified according to their presence in existing applications and possibility of reuse; and (iii) modeling the characteristics of the SPL, based on these requirements and functionalities, represented by a features model.

General requirements for existing Web XR apps are: (i) work in web browsers; (ii) allow the use of traditional (e.g., desktop and smartphone) and non-traditional devices (e.g., XR headset and data glove); (iii) use the human senses to engage in immersive experiences; and (iv) allow various forms of interaction.

These requirements, together with the point functionalities, were classified in terms of their presence in the applications. A common functionality is one that is or could be present in more than one family member, while a specific functionality is present in only one application and cannot be included in the others. This mapping resulted in the definition of the characteristics of the SPL, presented in Fig. 4. For the modeling, the Odyssey-FEX notation [11] provided by the Odyssey environment [12] was used. Odyssey-FEX is an extension of the FODA method [13], and provides a richer taxonomy for representing domain concepts and the relationships among them.

In the model, a Web XR app is described by the mandatory features **Platform**, **Multimodal Interfaces**, **XR Modality**, **Devices**, **Browser**, **Avatar**, and **Virtual World**.

**Platform** is a variation point that establishes variants of the type of device the application will run on. Wearable represents immersive devices (non-traditional), such as XR headset, haptic devices, motion sensors, etc. Desktop and Mobile represent the common interaction devices between the user and computer.

**Multimodal Interfaces** is a variation point that establishes which modalities (i.e., human senses) that may be present in the applications in order to enable the engagement of immersive experiences. The modeling of this variability is based on the taxonomy of interaction modalities for XR [14]. Direct processing works directly between a computer and the brain or muscles. Indirect processing refers to the multi-stage process where an output stimulus is perceived by a human receptor and then the information is delivered via electrical signals for further processing to the brain. The flow is similar for input stimulus from a human via sensors to the computer.
We based on Milgram’s Reality-Virtuality (RV) continuum [15] to define the XR Modality variants. Virtual Reality considers only virtual objects to compose the application’s virtual world and Mixed Reality combines real-world elements and virtual objects to compose the virtual world.

Devices corresponds to the devices that will be used for both interaction and feedback (e.g. Meta Quest, HTC Vive, HoloLens); Browser is the web browser that will be compatible with the application, Avatar is the representation of the user, and Virtual World is the virtual space in which the user is inserted to interact with virtual objects.

The only optional characteristic of modeling is Interaction Events. It establishes interaction events for each type of device. For example, the implementation of the “click” event considering the execution of an application on the desktop is different on a XR headset. In the desktop this event is fired through the mouse button, but in XR Headset can be through any button of the user controls. This characteristic is optional because an application can only display virtual objects without requiring any kind of interaction and/or feedback.

B. Domain Design

The purpose of this phase is to specify a structure to be followed by applications from the modeled domain [5], i.e., software artifacts that belong to a particular domain and composed of a standard structure for the construction of applications.

For the design, we considered the features model built in the previous phase and the documentation of the A-Frame framework [16]. Therefore, the code skeleton generation will be based on this framework. The core of A-Frame is defined by the Entity-Component-System (ECS) architecture:

- Entities are container objects into which components can be attached, and are represented by the a-entity element and prototype;
- Components are reusable modules or data containers that can be attached to entities to provide appearance, behavior, and/or functionality, and are represented by HTML attributes on a-entity’s; and
- Systems provide global scope, management, and services for classes of components, and are represented by a-scene’s HTML attributes.

Fig. 5 shows an example of A-Frame code. All the elements that will compose the virtual world must be contained in the entity a-scene. Therefore, the entities a-box and a-sky are inside the tag a-scene. These three tags are entities that are composed of components or systems. In line 1, a-scene has the system physics with its defined value as gravity:0. From line 2, a-box is composed of the position, rotation, and
color components. Both a-box and a-sky, defined in line 5, have the color component, but with different values.

```xml
1 <a-scene physics="gravity: 0">
2  <a-box position="-1 0.5 -3" rotation="0 45 0">
3    <a-sky color="#ECECEC"></a-sky>
4  </a-box>
5  <a-sky color="#4CC059"></a-sky>
6 </a-scene>
```

Fig. 5. Example of A-Frame code

From its ECS Architecture, components can be developed by the community and implement specific features in order to reduce complexity in application development as well as promote code reuse. For example, aframe-event-set-component provides a high level API to facilitate definition of mouse events or by gaze point. To change the behavior of an entity when clicking, the component event-set__click must be assigned.

As a result of this phase, we defined a comprehensive code template to define the inner workings of a Web XR app independently of the specific features of each application. Furthermore, we model the ECS architecture of the A-Frame based on the Composite design pattern [17] in order to support the domain implementation.

According to Fig. 6, an Entity can contain other entities (Composite class), and each Entity can be composed by Components.

C. Domain Implementation

Finally, in this phase of domain implementation we build, through source code, reusable artifacts, based on modeling and domain design, as well as the interface for applications instantiation, named MetaSEE Features Model Editor. This tool consists of three components:

- **Features**: comprises the modeled features in the domain analysis phase;
- **XR Component**: corresponds to A-Frame components that will be required for the implementation of features; and
- **Template Generator**: generates the source code based on the selected features for the Web XR app instantiation.

Fig. 7 shows the dependency relationship between the components. The generated code skeleton must conform to the features as well as the A-Frame components.

![Fig. 7. MetaSEE Features Model Editor components](image)

Fig. 7. MetaSEE Features Model Editor components

Fig. 8 shows the relationship between the features and the generated source code. The editor’s web interface presents the features that must be configured. The user on each screen must select which features will compose his/her application. In this example, the Web XR app must work on wearable, mobile, and PCVR platforms; the virtual world will consist only of virtual objects (VR); and the vision, audition, and tactile senses will be used during the immersive experience.

The piece of code is a cut of the source code skeleton generated. Considering that the three platforms were selected, the application must ensure the different forms of interaction. For example, if the application is accessed by a mobile device or desktop/laptop, the a-cursor entity is implemented. It allows basic interactivity with a scene. The standard appearance is a ring geometry. If accessed by an XR headset (Wearable), the tracked-controls component are implemented. According to the piece of code, line 44 implements the right hand and lines 50, 51 and 52 implement the left hand.

According to Fig. 9, the left hand represented in the virtual world by a control and the right hand by a virtual hand. The difference between the two implementations is that hand-controls is device independent, and for each type of XR headset a component is implemented (magicleap-controls, oculus-go-controls, live-focus-controls).

The virtual representation of each hand was based on the selection of the tactile feature. By default, the code implements the haptics component with the gripdown event. A-Frame documentation [16] lists other events that can be used. Gripdown is the hand closed into a fist without thumb raised. The dur property defines the control vibration time in milliseconds, and force is the vibration intensity. Therefore, the virtual hand induces the user “to grab” the virtual objects, and the left hand (virtual control) with the actions of walking...
and clicking. Finally, the component *sound* implements the hearing in the application.

VI. PRELIMINARY EVALUATION

A preliminary evaluation of the MetaSEE Features Model Editor prototype was performed. The purpose of the evaluation is to validate the features model as well as to verify the usability of the interface.

The evaluation was carried out asynchronously during the month of September 2022. The form link was made available on several communication channels, such as Discord servers, LinkedIn, and email list. In total, 5 people evaluated the prototype. From a profile point of view, the average contact of participants with XR apps is 3 years. Most of them (3) declared as XR developers, and 2 as XR creator/designer.

Regarding the prototype interface, participants answered 5 points of a Likert scale. From the interface friendliness point of view, 2 participants agree, 2 are neutral and 1 disagree. As for ease of navigation, 2 participants agree strongly, 2 agree, and 1 is neutral. Regarding the support of the prototype for XR development, 3 participants agree that it has the potential to help in the construction of XR systems, however 2 participants do not have the same opinion. It was also asked if the chosen features were implemented, and 4 participants responded that the features chosen in the prototype were implemented in the XR app created.

Finally, an open question allowed the participants to inform what are the opportunities for improvement of the prototype. In general, the selection of more items such as screen elements and forms of interaction were suggested. In addition, it was also suggested as an improvement that the prototype has a VR interface, as well as object inventory management.

Although only 5 participants evaluated the prototype, we believe that the results are promising. We consider that the mapped features model (see Fig. 4) has been validated, since no participant reported any conceptual nonconformity during
the selection of features through the screens (see Fig. 8).

In addition, we believe that access to the skeleton of the generated application code could positively influence the understanding of the prototype potential to support the development of Web XR apps. Additionally, obtaining participants’ information regarding the domain of programming languages and XR frameworks, especially A-Frame, would help us to better understand the results. If the participant does not know how to implement A-Frame applications, he/she is unaware of the complexity of ensuring that the application works and ensures the interaction on three device platforms, for example.

VII. CONCLUSION AND FUTURE DIRECTIONS

This work aimed to present a SPL-based approach to support the instantiating of a Web XR app family. The approach consists of three phases: (i) domain analysis defines a model features that provides similarities and variabilities, especially from the multimodal interactions of the applications; (ii) domain design defines a set of generic and reusable software artifacts; and (iii) domain implementation defines a MetaSEE Features Model Editor interface to generate the code skeleton of a Web XR app family from the artifacts built in the previous phases.

A preliminary evaluation with 5 participants was conducted in order to validate the features model. Despite the small number of participants, we could see that the features model can represent the complexity of the multimodal interaction of Web XR apps.

As future work, we intend to increase the features model with other elements, such as User Interface (UI) for XR and multiple avatars. Consequently, the generic and reusable artifacts of the domain design as well as the MetaSEE Features Model Editor interface will be iterated and incremented. After these improvements, an evaluation with a significant number of participants will be conducted in order to validate the approach as a whole.
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