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Abstract

In this article we will introduce a new model to describe the leading order behavior of an ideal and axisymmetric fluid moving in a very narrow domain. After providing a formal derivation of the model, we will prove the well-posedness and provide a rigorous mathematical justification for the formal derivation under a new sign condition. Finally, a blowup result regarding this model will be discussed as well.
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1. Introduction

In various applications in meteorology, oceanography, atmospheric dynamics, blood flow and pipeline transport, the vertical or radial length scale of the underlying flow is usually small compared to the horizontal length scale. To study these problems, the standard approach is to apply the hydrostatic approximations. For example, when a two-dimensional ideal fluid moves in a fixed and very narrow channel, one can describe the leading order behavior of the fluid motion by the two-dimensional hydrostatic Euler equations, which can be formally derived by the hydrostatic limit [1, §4.6] or the least action principle [2]. Under the local Rayleigh condition, the formal derivation of the two-dimensional hydrostatic Euler equations via the hydrostatic limit was rigorously justified in [3, 4, 5]. Without the local Rayleigh condition, the formal derivation may not be valid [3, 5]. The local-in-time existence and uniqueness under the analyticity assumption [7], the local Rayleigh condition [8, 5], or their combinations in different regions [9] are also known, but the global-in-time existence is still open. Furthermore, for a general initial data, the two-dimensional hydrostatic Euler equations are somewhat ill-posed: see [10] for the linearized instability, and [11, 12] for the formation of singularities.

In this paper, we study the leading order behavior of axisymmetric and ideal flows moving in a very narrow domain in three spatial dimensions. The prime objectives of this paper are as follows:

(i) to formally derive the axisymmetric hydrostatic Euler equations, which describe the leading order behavior of axisymmetric Euler flows moving in a thin tube, via the hydrostatic limit (see Subsection 2.1);

(ii) to introduce a new sign condition (see inequality (2.8) below), which is an analogue of the local Rayleigh condition in two spatial dimensions, for the axisymmetric hydrostatic Euler equations in three spatial dimensions;

(iii) to prove the well-posedness of the axisymmetric hydrostatic Euler equations under the new sign condition (see Theorem 2.2, Sections 3 and 4, as well as Appendix C);
(iv) to provide a rigorous mathematical justification of the formal derivation for the axisymmetric hydrostatic Euler equations under the new sign condition (see Theorem 2.4 and Section 5);

(v) to discuss the finite time blowup of smooth solutions of the axisymmetric hydrostatic Euler equations (see Theorem 2.6 and Section 6).

To the best of our knowledge, these issues have not been studied in the literature.

The main difficulty for the study of axisymmetric hydrostatic Euler equations is the loss of the horizontal regularity. Similar to the two-dimensional hydrostatic Euler equations, the axisymmetric hydrostatic Euler equations are also derived by a singular limit process, called the hydrostatic limit in the literature. The hydrostatic limit/approximation usually simplifies the pressure term, but creates a loss of one horizontal derivative. Due to the regularity loss in the horizontal direction, standard energy methods do not apply in general.

The main novelty of this work is to introduce a new sign condition, which is an analogue of the local Rayleigh condition in two spatial dimensions. Under this sign condition, the horizontal regularity loss can be avoided by the nonlinear cancelation (2.9) below. As a result, the $H^s$ theory for the axisymmetric hydrostatic Euler equations can be established under this new sign condition by using the standard energy method. Furthermore, in order to simplify the computations, we will make use of new differential operator and dependent variables, which will be stated in (3.5) below. Under these new differential operator and dependent variables, the vorticity system for the axisymmetric hydrostatic Euler equations is equivalent to that for the two-dimensional hydrostatic Euler equations in a certain sense. Therefore, the analysis in this paper is similar to that in [4, 5].

The rest of this paper is organized as follows. First of all, we will provide the formal derivation of the axisymmetric hydrostatic Euler equations, introduce the new sign condition (i.e., inequality (2.8)) and state our main results (i.e., Theorems 2.2, 2.4 and 2.6) in Section 2. In Section 3 we will derive a priori estimates, and apply these estimates to prove the uniqueness and stability. The existence will be shown in Section 4. Using the entropy method, we will provide a rigorous mathematical justification of the formal derivation for the axisymmetric hydrostatic Euler equations in Section 5. Finally, the blowup result will be discussed in Section 6. For the sake of self-containedness, we will also provide elementary proofs in Appendices A-C.

Let us end this introduction by commenting on our notation. Throughout this paper, all constants with or without subscript(s) may be different in different lines. Unless mentioned otherwise, a constant with subscript(s) illustrates the dependence of the constant, for example, $C_{s,\sigma}$ is a constant depending on $s$ and $\sigma$ only.

2. Formal Derivation and Main Results

In this section, we will first provide a heuristic derivation of the axisymmetric hydrostatic Euler equations in Subsection 2.1 and then state the main results
of this paper in Subsection 2.2.

2.1. Formal Derivation

The aim of this subsection is to formally derive the axisymmetric hydrostatic Euler equations via a rescaling limit. This rescaling limit, called the hydrostatic limit, can be described as follows.

An ideal fluid moving in a periodic and narrow domain $\Omega \epsilon := \{(X, Y, Z); \; X \in T := \mathbb{R}/\mathbb{Z}, \; Y^2 + Z^2 < \epsilon^2\}$ is governed by the usual three-dimensional incompressible Euler equations:

$$\begin{align*}
\partial_t \vec{U}_\epsilon + \vec{U}_\epsilon \cdot \nabla \vec{U}_\epsilon &= -\nabla P_\epsilon \quad \text{in} \; (0, T) \times \Omega \\
\text{div} \, \vec{U}_\epsilon &= 0 \quad \text{in} \; (0, T) \times \Omega \\
\vec{U}_\epsilon \cdot \hat{n}|_{\partial \Omega_\epsilon} &= 0 \\
\vec{U}_\epsilon|_{t = 0} &= \vec{U}_0.
\end{align*}$$

(2.1)

where $\vec{U}_\epsilon$ is an unknown velocity field, $P_\epsilon$ is an unknown scalar pressure, $\vec{U}_0$ is a given initial velocity field, and $\hat{n}$ is the outward unit normal vector to the boundary $\partial \Omega_\epsilon$.

Now, let us assume that the underlying flow is axisymmetric without swirl. In other words, using the cylindrical coordinates

$$X := X, \quad Y := R \cos \Theta, \quad \text{and} \quad Z := R \sin \Theta,$$

we can express the velocity field $\vec{U}_\epsilon$ and the pressure $P_\epsilon$ as follows:

$$\begin{align*}
\vec{U}_\epsilon &= U^X(t, X, R)e_X + U^R(t, X, R)e_R \\
P_\epsilon &= P_\epsilon(t, X, R),
\end{align*}$$

(2.2)

where $e_X$ and $e_R$ are the unit vectors in the $X$ and $R$ directions respectively.

Under the assumption (2.2), the usual incompressible Euler equations (2.1) become the axisymmetric Euler equations: for $(t, X, R) \in (0, T) \times \mathbb{T} \times (0, \epsilon)$,

$$\begin{align*}
\partial_t U^X + U^X \partial_X U^X + U^R \partial_R U^X &= -\partial_X P_\epsilon \\
\partial_t U^R + U^X \partial_X U^R + U^R \partial_R U^R &= -\partial_R P_\epsilon \\
\partial_X U^X + \frac{1}{R} \partial_R (RU^R) &= 0 \\
U^R|_{R = \epsilon} &= 0 \\
U^X|_{r = 0} &= U^X_0.
\end{align*}$$

(2.3)

Here, we only have to impose the initial condition for $U^X_\epsilon$ because that for $U^R_\epsilon$ can be uniquely determined by using (2.3) $3$, $4$.

---

1In order to simplify our presentation, we only consider a periodic tube (i.e., $X \in T := \mathbb{R}/\mathbb{Z}$), but one could consider an infinite tube (i.e., $X \in \mathbb{R}$) or other physical domains.
In order to study the leading order behavior of the flow as the thickness $\epsilon$ goes to $0^+$, the standard approach is to rescale the physical domains into a uniform domain. More precisely, we apply the rescaling

$$
\begin{align*}
&x := X, \\
r := \frac{R}{\epsilon}, \\
&U^X_\epsilon(t, X, R) := u^x_\epsilon \left( t, X, \frac{R}{\epsilon} \right), \quad U^R_\epsilon(t, X, R) := \epsilon u^r_\epsilon \left( t, X, \frac{R}{\epsilon} \right), \\
P_\epsilon(t, X, R) := p_\epsilon \left( t, X, \frac{R}{\epsilon} \right),
\end{align*}
$$

(2.4)

to rewrite the system (2.3) as the axisymmetric rescaled Euler equations: for $(t, x, r) \in (0, T) \times \mathbb{T} \times (0, 1),$

$$
\begin{align*}
\partial_t u^x_\epsilon + u^x_\epsilon \partial_x u^x_\epsilon + u^r_\epsilon \partial_r u^x_\epsilon &= -\partial_x p_\epsilon \\
\epsilon^2 (\partial_t u^r_\epsilon + u^x_\epsilon \partial_x u^r_\epsilon + u^r_\epsilon \partial_r u^r_\epsilon) &= -\partial_r p_\epsilon \\
\partial_x u^r_\epsilon + \frac{1}{r} \partial_r (ru^r_\epsilon) &= 0 \\
u^r_\epsilon \big|_{r=1} &= 0 \\
u^x_\epsilon \big|_{t=0} &= u^x_{e0},
\end{align*}
$$

(2.5)

where $(u^x_\epsilon, u^r_\epsilon)$ and $p_\epsilon$ are unknowns, and $u^x_{e0}$ is the given initial horizontal velocity.

Formally, if $(u^x_\epsilon, u^r_\epsilon, p_\epsilon)$ converges to $(u^x, u^r, p)$ as $\epsilon$ goes to $0^+$, then $(u^x, u^r, p)$ will satisfy the axisymmetric hydrostatic Euler equations: for $(t, x, r) \in (0, T) \times \mathbb{T} \times (0, 1),$

$$
\begin{align*}
\partial_t u^x + u^x \partial_x u^x + u^r \partial_r u^x &= -\partial_x p \\
\partial_r p &= 0 \\
\partial_x u^r + \frac{1}{r} \partial_r (ru^r) &= 0 \\
u^r \big|_{r=1} &= 0 \\
u^x \big|_{t=0} &= u^x_{e0}.
\end{align*}
$$

(2.6)

It is worth noting that equation (2.6) is equivalent to the fact that the scalar pressure $p$ is independent of $r$, i.e., $p := p(t, x)$. Therefore, system (2.6) is equivalent to system (2.7) below provided that $p$ is assumed to be independent of $r$.

The system (2.6) formally describes the leading order behavior of axisymmetric and ideal flows moving in the narrow domain $\Omega_\epsilon$. The above limiting process is called the hydrostatic limit.

Let us end this subsection by explaining why the vorticity $\omega$ for the axisymmetric hydrostatic Euler equations (2.6) (or equivalently, (2.7)) is $\partial_r u^x$ as follows:
Remark 2.1 (Vorticity for the Axisymmetric Hydrostatic Euler Equations). It is well-known that the vorticity for the axisymmetric (without swirl) velocity field (2.2) is just 
\[-(\partial_R U^X_\epsilon - \partial_X U^R_\epsilon) e_\Theta,\]
where \(e_\Theta\) is the unit vector in the \(\Theta\) direction. Applying the rescaling (2.4), we have
\[\partial_R U^X_\epsilon - \partial_X U^R_\epsilon = \frac{1}{\epsilon} (\partial_r u^x - \epsilon^2 \partial_x u^r).\]

As \(\epsilon \to 0^+\), the quantity \(\partial_r u^x - \epsilon^2 \partial_x u^r\) converges to \(\partial_r u^x\) formally. Therefore, we denote the vorticity for the axisymmetric hydrostatic Euler equations (2.6) (or equivalently, (2.7)) as the scalar quantity \(\partial_r u^x\), which is corresponding to the leading order term of the vorticity as \(\epsilon \to 0^+\).

2.2. Main Results

In this subsection we will introduce the axisymmetric hydrostatic Euler equations, the new sign condition and our main results.

According to the formal derivation in Subsection 2.1, the leading order behavior of an axisymmetric (without swirl) ideal flow moving in a periodic and narrow channel can be described by the axisymmetric hydrostatic Euler equations: for \((t,x,r) \in (0,T) \times \mathbb{T} \times (0,1),\)
\[
\begin{aligned}
\partial_t u^x + u^x \partial_x u^x + u^r \partial_r u^x &= -\partial_x p \\
\partial_x u^r + \frac{1}{r} \partial_r (ru^r) &= 0 \\
u^r \big|_{r=1} &= 0 \\
u^x \big|_{t=0} &= u^x_0,
\end{aligned}
\] (2.7)
where the axisymmetric (without swirl) velocity field \(\bar{u} := u^x(t,x,r)e_x + u^r(t,x,r)e_r\) and the scalar pressure \(p := p(t,x)\) are unknowns, \(u^x_0 := u^x_0(x,r)\) is the given initial horizontal velocity, \(e_x\) and \(e_r\) are the unit vectors in the horizontal (i.e., \(x\)) and radial (i.e., \(r\)) directions respectively.

Regarding the axisymmetric hydrostatic Euler equations (2.7), there are at least three fundamental problems:
(i) the local-in-time well-posedness;
(ii) the mathematical justification of the formal derivation; and
(iii) the formation of singularity.

In this paper we address all these problems. More specifically, we will first introduce a new sign condition, under which we will prove the local-in-time well-posedness of \(H^s\) solutions to (2.7) and justify the formal derivation in the \(L^2\) sense. Furthermore, we will also show that for a certain class of initial data, smooth solutions to (2.7) blow up in finite time.

When studying the well-posedness and the mathematical justification of the formal derivation (i.e., problems (i) and (ii) above), one encounter the following
**Structural Difficulty:**

The radial velocity component \( u_r = -\frac{1}{r} \partial_r^{-1} (r \partial_x u^x) \) creates a loss of one \( x \)-derivative, so the standard energy methods typically fail.

This structural difficulty can be overcome if we consider the problems under the following sign condition:

\[
\frac{1}{r} \partial_r \left( \frac{1}{r} \partial_r u^x \right) \geq \sigma > 0
\]

for some constant \( \sigma \). To the best of our knowledge, the sign condition (2.8) is new, and analogous to the local Rayleigh condition for the two dimensional flow. Under the sign condition (2.8), we can avoid the structural difficulty by eliminating the problematic term during the estimation. This elimination is based on the following nonlinear cancelation for the axisymmetric hydrostatic Euler equations (2.7): defining the vorticity \( \omega := \partial_r u^x \), for any \( k = 0, 1, 2, \ldots \),

\[
\int_T \int_0^1 \partial_r \left( \partial_x u^x \right) \omega \ r \, dr \, dx = \frac{1}{2} \int_T \int_0^1 \partial_x \left( |\partial_x^k u^x|^2 \right) \ r \, dr \, dx = 0.
\]

This nonlinear cancelation is analogous to the nonlinear cancelation (2.3) stated in [5] for the two-dimensional flow as well.

Regarding the well-posedness (i.e., problem (i) above), we will solve the axisymmetric hydrostatic Euler equations (2.7) as long as the quantity \( L_r u^x := \frac{1}{r} \partial_r u^x \) belongs to the function space

\[
H^s_{L, \sigma} := \left\{ w : \mathbb{T} \times (0,1) \rightarrow \mathbb{R}; \; \| w \|_{H^s_L} < +\infty \mathrm{~and} \; \sigma \leq L_r w \leq \frac{1}{\sigma} \right\}
\]

for some integer \( s \geq 4 \) and constant \( \sigma \in (0,1) \), where the operator \( L_r := \frac{1}{r} \partial_r \), and the norm \( \| \cdot \|_{H^s_L} \) is defined by

\[
\| w \|_{H^s_L}^2 := \sum_{|\alpha| \leq s} \| \partial_x^\alpha L_r^{\alpha_2} w \|_{L^2_T(\mathbb{R} \, dr \, dx)}^2 := \sum_{|\alpha| \leq s} \int_T \int_0^1 |\partial_x^\alpha L_r^{\alpha_2} w |^2 \ r \, dr \, dx.
\]

Roughly speaking\(^2\), we require that the horizontal velocity component \( u^x \) satisfies the sign condition (2.8), and the quantity \( L_r u^x := \frac{1}{r} \partial_r u^x \) belongs to the function space

\[
H^s_L := \left\{ w : \mathbb{T} \times (0,1) \rightarrow \mathbb{R}; \; \| w \|_{H^s_L} < +\infty \right\}.
\]

More precisely, we will prove the following main theorem:

\(^2\)It is worth noting that if \( w \in H^4_L \), then the upper bound \( L_r w \leq \frac{1}{\sigma} \) can always be guaranteed by the Sobolev inequality (B.5) provided that \( \sigma > 0 \) is chosen to be sufficiently small. In particular, there is no mathematical or physical meaning for the upper bound \( \frac{1}{\sigma} \). In other words, one can choose other upper bounds instead. We just require the \( L^\infty \) boundedness for \( L_r w \) so that the \( H^4_L \) norm (2.11) is equivalent to the weighted \( H^4_L \) energy (3.13).
**Theorem 2.2** (Well-posedness for the Axisymmetric Hydrostatic Euler Equations (2.7)). For any integer \( s \geq 4 \) and constant \( \sigma > 0 \), if the given initial data \( u_0^s \) satisfies the following two hypotheses:

(i) (regularity and sign conditions) \( w_0 := L_r u_0^s := \frac{1}{r} \partial_r u_0^\sigma \in H^s_{L,2\sigma} \),

(ii) (compatibility condition) \( \int_0^1 u_0^s \, r \, dr = \lambda \equiv \text{constant} \),

then there exist a time \( T := T(s, \sigma, \|w_0\|_{H^s_L}) > 0 \), a unique axisymmetric velocity field \( \vec{u} := u^x e_x + u^r e_r \), and a unique (up to an additional function of \( t \)) scalar pressure \( p \) such that

(i) \( (\vec{u}, p) \) solves the axisymmetric hydrostatic Euler equations (2.7) classically,

(ii) \( w := L_r u^x := \frac{1}{r} \partial_r u^\sigma \in C((0, T]; H^s_{L,\sigma}) \cap C^1([0, T]; H^{s-1}_L) \), and

(iii) \( \int_0^1 u^x r \, dr = \int_0^1 u_0^s r \, dr = \lambda \equiv \text{constant} \).

Furthermore, the system (2.7) is stable in the following sense: for any integer \( s' \in [0, s) \), and any two solutions \( (\vec{u}_1, p_1) := (u_1^x e_x + u_1^r e_r, p_1) \) and \( (\vec{u}_2, p_2) := (u_2^x e_x + u_2^r e_r, p_2) \) of system (2.7), if \( w_i := L_r u_i^x := \frac{1}{r} \partial_r u_i^\sigma \in C((0, T]; H^s_{L,\sigma}) \cap C^1([0, T]; H^{s-1}_L) \) and \( \int_0^1 u_i^x r \, dr = \lambda \equiv \text{constant} \) for \( i = 1, 2 \), then there exists a constant \( C_{s,s',\sigma,T,M} > 0 \) such that

\[
\|w_1 - w_2\|_{C([0,T];H^{s-1}_L)} \leq C_{s,s',\sigma,T,M} \|w_1 - w_2\|_{L^2(rdrdx)} \quad (2.13)
\]

where \( M := \max \left\{ \sup_{[0,T]} \|w_1\|_{H^s_L}, \sup_{[0,T]} \|w_2\|_{H^s_L} \right\} \), and the \( H^s_L \) norm is defined by (2.11).

Moreover, for any \( t \in [0, T] \), the unique axisymmetric velocity field \( \vec{u}(t) \) is also a \( C^{s-2} \) vector field in three spatial dimensions.

**Remark 2.3.**

(i) (Intuition behind Norm (2.11)) Indeed, the norm (2.11) is natural for axisymmetric functions. First of all, viewing all axisymmetric functions as a special class of functions defined in a three-dimensional domain, one can see that the volume element is just a \( 2\pi \) multiple of \( rdrdx \) because axisymmetric functions are independent of the azimuthal coordinate \( \theta \). Therefore, \( rdrdx \) is an appropriate and natural measure for the axisymmetric physical quantities. Regarding the measure \( rdr \), the differential operator that can guarantee the fundamental theorem of calculus (3.1) is \( L_r := \frac{1}{r} \partial_r \), so it is also natural to measure the radial regularity for axisymmetric functions by using the differentiation with respect to \( L_r \) instead of \( \partial_r \).

(ii) (Structure of the Proof) The proof of Theorem 2.2 is long, and will be separated into different parts: in Section 3 we will derive a priori estimates and prove the uniqueness and stability; in Section 4 we will show the existence by using an approximate scheme (see Subsection 4.7) or a reduction argument (see Subsection 4.2); finally, we will verify the \( C^{s-2} \) regularity of \( \vec{u}(t) \) in Appendix C.
(iii) (Solvability in Non-periodic Domains) In Theorem 2.2 we solve the axisymmetric hydrostatic Euler equations (2.7) in the $x$-periodic domain $\mathbb{T} \times (0,1) := \{(x,r) \colon x \in \mathbb{T}, \ r \in (0,1)\}$. However, it is just for presentation convenience. For example, one may apply the result in Theorem 2.2 to solve the axisymmetric hydrostatic Euler equations (2.7) in other non-periodic domain like $\mathbb{R} \times (0,1)$. For this purpose, one should also consider the uniformly local $H^1$ spaces:

$$H_{1,\text{uloc}}^1 := \left\{ w : \mathbb{R} \times (0,1) \rightarrow \mathbb{R}; \sup_{t \in \mathbb{Z}} \|w\|_{H^1([t-1,t+1])} < \infty \right\},$$

where $\|w\|^2_{H^1([t-1,t+1])} := \sum_{|\alpha| \leq s} \int_{t-1}^{t+1} \int_0^1 |\partial_x^\alpha L_\rho w|^2 \ rdrdx$. We leave the details to the interested reader.

Regarding the mathematical justification of the formal derivation (i.e., problem (ii) above), we will show the following

**Theorem 2.4** (Mathematical Justification of the Formal Derivation of the Axisymmetric Hydrostatic Euler Equations (2.7)). For any $\epsilon > 0$, let $(u^\epsilon, w^\epsilon, p^\epsilon)$ and $(u, w, p)$ be smooth solutions to the axisymmetric rescaled Euler equations (2.5) and the axisymmetric hydrostatic Euler equations (2.7) respectively. Assume that $\epsilon > 0$ satisfies the sign condition (2.8) for some constant $\sigma > 0$. If there exist constants $C_0 > 0$ and $\beta \in (0, 4]$ such that

$$\int_\mathbb{T} \int_0^1 \left\{ |u^\epsilon_x - u^\epsilon|^2 + \epsilon^2 |u^\epsilon_r - u^\epsilon_r|^2 + |w^\epsilon - w|^2 \right\} \ rdrdx \bigg|_{t=0} \leq C_0 \epsilon^\beta,$$

where $w^\epsilon := \frac{1}{\epsilon} \partial_r u^\epsilon - \frac{\epsilon^2}{\epsilon} \partial_x u^\epsilon$ and $w := \frac{1}{\epsilon} \partial_r u^\epsilon$, then for all $t \in [0, T]$, we have

$$\int_\mathbb{T} \int_0^1 \left\{ |u^\epsilon_x - u^\epsilon|^2 + \epsilon^2 |u^\epsilon_r - u^\epsilon_r|^2 + |w^\epsilon - w|^2 \right\} \ rdrdx \leq \tilde{C} \epsilon^\beta,$$

where the constant $\tilde{C}$ depends only on $\sigma$, $\epsilon^\beta$, $w$, $C_0$ and $T$, but not on $\epsilon$ nor $(u^\epsilon, w^\epsilon, p^\epsilon)$.

The proof of Theorem 2.4 will be provided in Section 5.

**Remark 2.5.**

(i) (Existence of the Axisymmetric Rescaled Euler Equations (2.5)) Since the axisymmetric rescaled Euler equations (2.5) is obtained directly from the axisymmetric Euler equations (2.3) by applying the rescaling (2.4). Therefore, the global-in-time existence to the axisymmetric rescaled Euler equations (2.5) follows directly from that to the axisymmetric Euler equations (2.3). Indeed, the global-in-time existence of regular solutions (e.g., $U^\epsilon := U^\epsilon_x e_X + U^\epsilon_r e_R \in C([0,\infty); H^s) \cap C^1([0,\infty); H^{s-1})$ for $s > \frac{3}{2}$) to the axisymmetric Euler equations (2.3) is classical; see [13] and [14] for the case of $\mathbb{R}^3$, as well as [12] for the case of bounded domains in $\mathbb{R}^3$ for instance.
(ii) \((L^2 \text{ Mathematical Justification})\) Since the local-in-time solution for the axisymmetric hydrostatic Euler equations (2.7) obtained in Theorem 2.2 fulfills the hypotheses stated in Theorem 2.4, we justify mathematically rigorously in the \(L^2\) sense that the solution obtained in Theorem 2.2 provides a reasonable approximation of the leading order behavior of axisymmetric and incompressible fluids moving in a very thin tube.

Regarding the formation of singularity (i.e., problem (iii) above), we will prove the following

**Theorem 2.6** (Finite Time Blowup for Smooth Solutions to the Axisymmetric Hydrostatic Euler Equations (2.7)). Consider the axisymmetric hydrostatic Euler equations (2.7) in the physical domain \(\mathbb{R} \times (0,1) := \{(x, r); x \in \mathbb{R} \text{ and } 0 < r < 1\}\) instead of \(T \times (0,1)\). Let the initial data \(u_0^r := u_0^r(x, r)\) satisfy the following property: there exist a fixed position \(\hat{x} \in \mathbb{R}\) and a constant horizontal velocity \(\hat{u}_x \in \mathbb{R}\) such that

\[
\begin{cases}
  u_0^r(\hat{x}, r) \equiv \hat{u}^x & \text{for all } r \in [0, 1] \\
  \partial_x L_r u_0^r(\hat{x}, 0) = 0 & \text{or} \quad \partial_x L_r u_0^r(\hat{x}, 1) = 0
\end{cases}
\]

(2.14)

where \(L_r := \frac{1}{r} \partial_r\). Then there exist a finite time \(T > 0\) such that if a solution \((\bar{u}, p) := (u^x e_x + u^r e_r, p)\) to the axisymmetric hydrostatic Euler equations (2.7) remains smooth in the time interval \([0, T)\), then

\[
\lim_{t \to T^-} \max \{\|u^r(t)\|_{L^\infty}, \|\partial_x u^x(t)\|_{L^\infty}, \|\partial_x p(t)\|_{L^\infty}\} = \infty.
\]

(2.15)

The proof of Theorem 2.6 will be provided in Section 6.

**Remark 2.7.**

(i) \((\text{Periodic Domain vs. Infinite Tube})\) In Theorems 2.2 and 2.4 we consider the axisymmetric hydrostatic Euler equations (2.7) in the periodic physical domain \(T \times (0,1)\) for simplicity. However, in Theorem 2.6 we consider the fluids in the infinite tube \(\mathbb{R} \times (0,1)\) instead. It is worth noting that the result stated in Theorem 2.6 also applies to the fluids in the periodic domain \(T \times (0,1)\) because one may consider the solutions in the periodic domain \(T \times (0,1)\) as periodic flows in the infinite tube \(\mathbb{R} \times (0,1)\).

(ii) \((\text{Blowup})\) The finite time blowup (2.15) is in \(\|u^r\|_{L^\infty}, \|\partial_x u^x\|_{L^\infty}, \) or \(\|\partial_x p\|_{L^\infty}\). The first and last cases correspond to the infinite horizontal velocity and pressure gradient respectively; they are non-physical in a certain sense. The second case corresponds to the formation of singularity.

3. A Priori Estimates

The aim of this section is to derive the a priori energy estimates for proving the well-posedness of the axisymmetric hydrostatic Euler equations (2.7). We will derive these estimates in following three steps:
(i) in order to simplify our computations, the axisymmetric hydrostatic Euler equations (2.7) will be rewritten as the vorticity formulation in terms of the new differential operator and dependent variables (3.5) in Subsection 3.1;

(ii) the weighted $H^s$ energy estimates will be derived in Subsection 3.2 and

(iii) an $L^2$ comparison principle as well as its applications to uniqueness and stability will be provided in Subsection 3.3.

3.1. Vorticity Formulation in New Variables

In this subsection we will first rewrite the axisymmetric hydrostatic Euler equations (2.7) in the vorticity formulation so that we can avoid handling the scalar pressure $p$, which is a non-local quantity. After that, applying new dependent variables $u, v, w$ and differential operator $L_r$, we will further rewrite the vorticity formulation into a better form.

Let us begin by introducing the vorticity formulation for the axisymmetric hydrostatic Euler equations (2.7) as follows.

In order to derive estimates for system (2.7), one may encounter the technical difficulty that the scalar pressure $p := p(t, x)$ is a non-local quantity, which and the horizontal velocity component $u_x$ are related by an integral expression:

$$\partial_x p = -2 \partial_x \int_0^1 |u_x|^2 \, r dr.$$ 

Inspired by the usual Euler equations, we can avoid handling the scalar pressure $p$ by considering the vorticity formulation. For the axisymmetric hydrostatic Euler equations (2.7), the vorticity $\omega$ is defined by $\omega := \partial_r u^x$. Differentiating the momentum equation (2.7) with respect to $r$ and using the incompressibility condition (2.7)$_2$, we obtain the vorticity equation

$$\partial_t \omega + u^x \partial_x \omega + u^r \partial_r \omega = \frac{u^r}{r} \omega.$$ 

Or equivalently,

$$\left( \partial_t + u^x \partial_x + u^r \partial_r \right) \left( \frac{\omega}{r} \right) = 0.$$ 

Therefore, instead of studying equations (2.7) directly, we consider the following vorticity system: for $(t, r) \in (0, T) \times (0, 1)$,

$$\begin{cases}
\partial_t \omega + u^x \partial_x \omega + u^r \partial_r \omega = \frac{u^r}{r} \omega \\
u^x = -\frac{1}{r} \partial_r A \left( \frac{\omega}{r} \right) \\
u^r = \frac{1}{r} \partial_r A \left( \frac{\omega}{r} \right) \\
\omega|_{t=0} = \omega_0 := \partial_r u_0^x,
\end{cases} 
$$

(3.1)

See Remark 2.1 for the explanation.
where the Dirichlet solver $A$ is defined by

$$
A(f)(t, x, r) := -\frac{1}{4} \int_0^r \{|r^2 - \rho^2| - r^2 - \rho^2 + 2r^2\rho^2\} f(t, x, \rho) \rho d\rho,
$$

(3.2)

which is the unique solution to

$$
\begin{aligned}
-\frac{1}{r} \partial_r \left( \frac{1}{r} \partial_r A(f) \right) &= f \quad \text{for } (x, r) \in \mathbb{T} \times (0, 1) \\
A(f)|_{r=0,1} &= 0.
\end{aligned}
$$

Remark 3.1 (Biot-Savart Formulae). The equations (3.1) can be considered as the Biot-Savart formulae for the axisymmetric hydrostatic Euler equations (2.7).

According to the equivalence Lemma A.2, the axisymmetric hydrostatic Euler equations (2.7) and the vorticity system (3.1) are equivalent provided that the pole condition

$$
\lim_{r \to 0^+} ru^r(t, x, r) = 0,
$$

(3.3)

and the compatibility condition

$$
\int_0^1 u^r \, r \, dr = 0
$$

(3.4)

hold. Indeed, the pole condition (3.3) is just a minor and technical assumption because we are looking for regular solutions. Furthermore, without loss of generality, we can always assume the compatibility condition (3.4) because of the following

Remark 3.2 (Compatibility Condition (3.4)). Using the incompressibility condition (2.7), the boundary condition (2.7), and the pole condition (3.3), we know that at the initial time $t = 0$, the integral $\int_0^1 u^r \, r \, dr$ is independent of $x$, and hence, must be a constant. Indeed, this constant is the $\lambda$ stated in Theorem 2.2. Therefore, we can always fulfill the compatibility condition (3.4) at the initial time $t = 0$ by applying a suitable Galilean transformation. Due to Lemma A.1, the compatibility condition (3.4) also holds for all later times $t > 0$ since it does initially.

From now on until the end of Section 4, we will always assume (3.3) and (3.4), and consider the vorticity system (3.1) instead of the axisymmetric hydrostatic Euler equations (2.7). Now, in order to simplify our computations, we are going to further rewrite the vorticity system (3.1) in terms of new differential operators and dependent variables as follows. Using

$$
L_r := \frac{1}{r} \partial_r, \quad u := u^r, \quad v := ru^r, \quad \text{and} \quad w := \frac{\omega}{r} = L_r u,
$$

(3.5)
we can rewrite the vorticity system (3.1) as follows: for \((t, x, r) \in (0, T) \times \Omega \times (0, 1),\)

\[
\begin{aligned}
\partial_t w + u \partial_x w + v L_r w &= 0 \\
u &= -L_r A(w) \\
v &= \partial_x A(w) \\
w|_{t=0} &= w_0 := \frac{\omega_0}{r},
\end{aligned}
\]

where the Dirichlet solver \(A\) is defined by (3.2). In other words, \(A(w)\) is the unique solution to

\[
\begin{aligned}
-L_r^2 A(w) &= w \quad \text{for} \ (x, r) \in \Omega \times (0, 1) \\
A(w)|_{r=0,1} &= 0.
\end{aligned}
\]

Indeed, there are at least three advantages for considering the new vorticity system (3.6) instead of the original vorticity system (3.1):

(i) in terms of \(L_r, u\) and \(v\), the incompressibility condition (2.7) becomes a simpler form:

\[
\partial_x u + L_r v = 0; \quad (3.7)
\]

(ii) the system (3.6) is “almost” the same as the vorticity system for the two-dimensional hydrostatic Euler equations if we replace \(L_r\) by \(\partial_a\), see Subsection 4.2 for the details;

(iii) the unknowns \(u, v\) and \(w\) are better quantities in the following sense: if \(\vec{u} := u^x e_x + u^r e_r\) is a smooth vector field in three spatial dimensions, then the horizontal velocity component \(u^x\) is a smooth function, but the quantities \(u^r\) and \(\omega := \partial_r u^x\) may have singularities at the symmetric axis \(r = 0\). However, one may check that all three quantities \(u, v\) and \(w\) are smooth even at the symmetric axis \(r = 0\). As a result, we can estimate these new quantities relatively easier.

Due to the above three advantages, we will study the vorticity system (3.6) instead of the original vorticity system (3.1) in Subsections 3.2 and 3.3. Let us end this subsection by providing the following three remarks:

**Remark 3.3 (Relation between \(u\) and \(w\)).** It is also worth to mention that

\[
w = L_r u
\]

*in terms of the new differential operator and dependent variables (3.5).*

**Remark 3.4 (Boundary Condition for \(v\)).** Using the Biot-Savart formula (3.6) and the definition (3.2) of \(A\), one may check that

\[
v|_{r=0,1} \equiv 0.
\]

**Remark 3.5 (Sign Condition and Nonlinear Cancelation).** Using the new differential operator and dependent variables (3.5), we can express the sign condition (2.8) and the nonlinear cancelation (2.9) as (3.11) and (3.10) in Subsection 3.2 respectively.
3.2. Weighted Energy Estimates

The aim of this subsection is to derive the a priori $H^s_L$ energy estimates for the quantity $w := \frac{\omega}{r}$. As a direct consequence, we will also obtain an $L^\infty$ control on $L_r w$ as well. More precisely, we will prove Proposition 3.7 below.

The main idea of the $H^s_L$ energy estimates is to estimate the weighted energy (3.13) below instead of the original $H^s_L$ norm (2.11). Indeed, the weighted energy (3.13), which is well-defined under the sign condition (2.8) (or equivalently, (3.11) below), is well-chosen so that it can avoid the $x$-derivative loss, which is the structural difficulty that we mentioned in Subsection 2.2, by using the nonlinear cancelation (2.9) (or equivalently, (3.10) below), so the standard energy method works.

These a priori estimates only reply on the fact that if $(u, v, w)$ is a smooth solution to the vorticity system (3.6), then the quantities $u, v$ and $w$ will satisfy the following three mathematical structures:

(i) the first order system: for $(t, x, r) \in (0, T) \times T \times (0, 1),$

\[
\begin{cases}
\partial_t w + u \partial_x w + v L_r w = 0 \\
\partial_x u + L_r v = 0 \\
v |_{r=0,1} = 0 \\
w |_{t=0} = w_0 := L_r u_0;
\end{cases}
\]

(ii) the energy estimates for $u$ and $v$: for any integer $s \geq 0$, there exists a constant $C_s > 0$ such that

\[
\begin{cases}
\|D^\alpha_L u\|_{L^2(rdrdx)} \leq C_s \|w\|_{H^s_L} \quad \text{for any } |\alpha| \leq s, \\
\|D^\alpha_L v\|_{L^2(rdrdx)} \leq C_s \|w\|_{H^s_L} \quad \text{for any } |\alpha| \leq s \text{ with } D^\alpha_L \neq \partial^\alpha_x,
\end{cases}
\]

where $D^\alpha_L := \frac{\partial^{\alpha_1}}{\partial x_1} L^\alpha_2$, $L_r := \frac{1}{r} \partial_r$ and $\|\cdot\|_{H^s_L}$ is defined in (2.11); and

(iii) the nonlinear cancelation: for any $k = 0, 1, 2, \cdots,$

\[
\int_T \int_0^1 \partial_x^k v \partial_x^k w r dr dx = 0.
\]  

Remark 3.6 (Mathematical Structures). The above three mathematical structures can be easily verified as follows: let $(u, v, w)$ satisfy (3.6).

(i) Indeed, (3.6)$_1$ and (3.6)$_4$ are exactly the same as (3.8)$_1$ and (3.8)$_4$, so it suffices to verify the incompressibility condition (3.8)$_2$ and the boundary condition (3.8)$_3$. However, they are just direct consequences of the Biot-Savart formulae (3.6)$_2$-(3.6)$_3$ and the definition (3.2) of $A$;

(ii) Since $w = L_r u$ and $\partial_x u + L_r v = 0$, the energy estimates (3.9) just follow from the definition (2.11) of $H^s_L$ norm and the Poincaré inequality (B.4);
(iii) Using \( w = L_r u, \partial_x u + L_r v = 0 \), the integration by parts formula \([3.5]_3\), we have
\[
\int_T \int_0^1 \partial_x^k v \partial_x^k w \, rdrdx = \frac{1}{2} \int_T \int_0^1 \partial_x \left( |\partial_x^k u|^2 \right) \, rdrdx = 0,
\]
since \( u \) is periodic in \( x \).

Under the sign condition
\[
L_r w := L_r^2 u \geq \sigma > 0 \quad (3.11)
\]
for some constant \( \sigma \), the mathematical structures (i)-(iii) are sufficient to derive our a priori estimates for \( C_\infty \) solutions, where
\[
C_\infty^\sigma ([0, T] \times \mathbb{T} \times [0, 1]) := \{ w : [0, T] \times \mathbb{T} \times [0, 1] \to \mathbb{R} ; \partial_i \partial_j \partial_k L_r^\sigma w \text{ is continuous for any non-negative integers } i, j \text{ and } k \}.
\]

More precisely, we will prove the following

**Proposition 3.7 (A Priori Estimates).** For any integer \( s \geq 4 \) and constant \( \sigma > 0 \), let \( w \in C([0, T]; H^s_{L, \sigma}) \), and \( u, v, w \in C_\infty^\sigma ([0, T] \times \mathbb{T} \times [0, 1]) \). Assume that \( u, v \) and \( w \) satisfy system \((3.8)\), energy estimates \((3.9)\), and nonlinear cancelation \((3.10)\). Then we have the following estimates:

(i) *(Weighted Energy Estimate)* there exists a constant \( C_{s, \sigma} > 0 \) such that
\[
\|w(t)\|_{\tilde{H}^s_L} \leq \|w_0\|_{\tilde{H}^s_L} + C_{s, \sigma} \int_0^t \left\{ 1 + \|w(\tau)\|_{\tilde{H}^s_L} \right\} \|w(\tau)\|_{\tilde{H}^s_L}^2 \, d\tau, \quad (3.12)
\]
where the weighted energy \( \| \cdot \|_{\tilde{H}^s_L} \) is defined by
\[
\|w\|_{\tilde{H}^s_L}^2 := \left\| \frac{\partial_x^s w}{\sqrt{L_r w}} \right\|_{L^2(rdrdx)}^2 + \sum_{|\alpha| \leq s} \|D^\alpha_{L_r} w\|_{L^2(rdrdx)}^2, \quad (3.13)
\]
and \( D^\alpha_{L_r} := \partial_i^{\alpha_i} L_r^{\alpha_z} \); 

(ii) *(\( L^\infty \) Estimate)* there exist a time \( \tilde{T} := \tilde{T}(\sigma, \|w_0\|_{H^s_{L_r}}) \in (0, T] \) and a constant \( C_\sigma > 0 \) such that for any \( t \in [0, \tilde{T}] \), we have
\[
\min_{\mathbb{T} \times [0, 1]} L_r w_0 - C_\sigma \|w_0\|_{H^s_{L_r}}^2 t \leq L_r w(\tau, x, r) \leq \max_{\mathbb{T} \times [0, 1]} L_r w_0 + C_\sigma \|w_0\|_{H^s_{L_r}}^2 t, \quad (3.14)
\]
for all \((\tau, x, r) \in [0, t] \times \mathbb{T} \times [0, 1]\).

**Remark 3.8 (Equivalent Energies).** As long as \( w \in H^s_{L, \sigma} \), the norm \([2.11]_1\) is equivalent to the weighted energy \((3.13)\) because of the \( L^\infty \) boundedness of \( L_r w \). Therefore, the weighted energy estimate \((3.12)\) provides a control on \( \|w\|_{H^s_{L_r}} \) as well.
Proof of Proposition 3.7

(i) Inequality (3.12) follows directly from the standard energy method because one can apply the nonlinear cancelation (3.10) to avoid the $x$-derivative loss, which is caused by $v = -\partial_x L_r^{-1}u$. The details are as follows.

Differentiating equation (3.8) with respect to $D_\alpha L_w$, we have

$$\frac{\partial_t D_\alpha^2 L_w}{I} + u \frac{\partial_x D_\alpha^2 L_w}{I} + v L_r D_\alpha^2 L_w = -\sum_{0<\beta \leq \alpha} \left\{ D_{\beta}^2 u \partial_x D_{\alpha-\beta}^2 L - D_{\beta}^2 v L_r D_{\alpha-\beta}^2 L_w \right\}. \tag{3.15}$$

In the case that $|\alpha| \leq s$ and $\alpha_1 \neq s$, since all $D_{\beta}^2 v = -\partial_{x}^{\beta+1} L_r^{-1}u$ on the right hand side of (3.15) have no more than $s$ $x$-derivatives, we can apply the standard energy estimates, as well as using the Sobolev inequality (B.5) and energy estimates (3.9), to obtain

$$\frac{d}{dt} \|D_\alpha^2 L_w\|_{L^2(rdrdx)} \leq C_s \|w\|_{H^s_r}. \tag{3.16}$$

In the case that $\alpha = (s, 0)$, equation (3.15) becomes

$$\frac{\partial_t \partial_x^s w}{I} + u \partial_x^{s+1} w + v \partial_x^s L_r w = -\sum_{k=1}^{s} \left\{ \partial_x^{k} u \partial_x^{s-k+1} w - \sum_{k=1}^{s-1} \partial_x^{k} v \partial_x^{s-k} L_r w \right\}. \tag{3.17}$$

Now, we are going to make use of the nonlinear cancelation (3.10) to eliminate the problematic term $\partial_x^s v$, which has more than $s$ $x$-derivatives. Multiplying (3.17) by $\partial_x^s L_r w$, and then integrating over $T \times (0, 1)$ with respect to $rdrdx$, we have, via using the evolution equation for $L_r w$,

$$\frac{1}{2} \frac{d}{dt} \iint \frac{\partial_x^s w}{L_r w} rdrdx + \iint \partial_x^s v \partial_x^s w rdrdx$$

$$= -\sum_{k=1}^{s} \left\{ \int \frac{\partial_x^{k} u \partial_x^{s-k+1} w}{L_r w} rdrdx - \sum_{k=1}^{s-1} \int \frac{\partial_x^{k} v \partial_x^{s-k} L_r w}{L_r w} rdrdx \right\} \tag{3.18}$$

It follows from the nonlinear cancelation (3.10) that the second integral, which contains the problematic term $\partial_x^s v$, on the left hand side of (3.18) is equal to 0. Furthermore, using the Sobolev inequality (B.5), energy
estimates (3.9) and the fact that $0 < \sigma \leq L_r \leq \frac{1}{\sigma}$, we know that the first two terms and the last term on the right hand side of (3.18) are controlled by $\frac{C}{\sigma} \|\partial_s^2 w\|_{L^2}^2$ and $\frac{C}{\sigma^2} \|\partial_s w\|_{H^1}^2$, respectively. Therefore, we have

$$\frac{d}{dt} \|\partial_s^2 w\|_{L^2}^2 \leq C_{s,\sigma} (1 + \|w\|_{H^1}^2) \|w\|_{H^1}^3. \quad (3.19)$$

Using (3.16) and (3.19), and summing up over $\alpha$, we finally obtain

$$\frac{d}{dt} \|w\|_{H^1}^2 \leq C_{s,\sigma} (1 + \|w\|_{H^1}^2) \|w\|_{H^1}^3. \quad (3.20)$$

since $\|w\|_{H^1} \leq \frac{1}{\sqrt{\sigma}} \|w\|_{H^1}$. The weighted energy estimate (3.12) follows directly from (3.20).

(ii) The $L^\infty$ estimate (3.14) is a direct consequence of the weighted energy estimate (3.12). Indeed, inequality (3.12) implies that there exist a time $\tilde{T} := T(\sigma, \|w_0\|_{H^1}) \in (0, T]$ and a constant $C_{\sigma} > 0$ such that

$$\sup_{[0, T]} \|w\|_{H^1} \leq C_{\sigma} \|w_0\|_{H^1}. \quad (3.21)$$

Hence, using the evolution equation for $L_r w$, the Sobolev inequality (B.5), the energy estimates (3.9) and the uniform bound (3.21), we have the following pointwise control: for any $0 \leq t \leq \tilde{T}$,

$$|\partial_t L_r w| \leq |u \partial_x L_r w| + |v L_r^2 w| + |w \partial_y w| + |\partial_y u L_r w| \leq C \left( \sup_{[0, T]} \|w\|_{H^1} \right)^2 \leq C_{\sigma} \|w_0\|_{H^1}^2,$$

which implies the $L^\infty$ estimate (3.14) by a direct integration.

3.3. $L^2$ Comparison Principle and Its Applications to Uniqueness and Stability

In this subsection we will first show a $L^2$ comparison principle for two solutions. Using this comparison principle, we will also obtain the uniqueness and stability to the axisymmetric hydrostatic Euler equations (2.7).

Let us begin with the $L^2$ comparison principle. The $L^2$ comparison principle is based on the following two properties for the difference of two solutions:

(i) Energy Estimate:

$$\|u_1 - u_2\|_{L^2} \leq C \|w_1 - w_2\|_{L^2}.$$

(ii) $L^\infty$ Estimate:

$$\sup_{[0, T]} |u_1 - u_2| \leq C \|w_1 - w_2\|_{L^2}.$$
(ii) Nonlinear Cancelation:
\[ \int_T^1 \int_0^1 (v_1 - v_2)(w_1 - w_2) \, rdrdx = 0. \]  
(3.23)

Using arguments similar to part (ii) and (iii) of Remark 3.6, one can verify that both (3.22) and (3.23) hold for any two solutions \((u_1, v_1, w_1)\) and \((u_2, v_2, w_2)\) of the vorticity system (3.6). Using energy estimate (3.22) and nonlinear cancelation (3.23), we will prove the following

**Proposition 3.9** \((L^2\text{ Comparison Principle})\). For \(i = 1, 2\), let \(w_i \in C([0,T]; H^4_x) \cap C^1([0,T]; H^3_t)\) such that \(u_i, v_i, w_i\) satisfy system (3.8), energy estimates (3.9), (3.22), and nonlinear cancelation (3.23). If \(w_2\) satisfies \(0 < \sigma \leq L_r w_2 \leq \frac{1}{\sigma}\), then we have the following \(L^2\) comparison principle: there exists a constant \(C_{\sigma,M,T} > 0\) such that
\[ \|w_1 - w_2\|_{C([0,T]; L^2(rdrdx))} \leq C_{\sigma,M,T} \|w_1 - w_2\|_{L^2(rdrdx)}, \]  
(3.24)

where \(M := \max \left\{ \sup_{[0,T]} \|w_1\|_{H^4_x}, \sup_{[0,T]} \|w_2\|_{H^4_x} \right\} \).

**Proof.** Let \(\tilde{u} := u_1 - u_2, \tilde{v} := v_1 - v_2\) and \(\tilde{w} := w_1 - w_2\). Then \(\tilde{w}\) satisfies
\[ \partial_t \tilde{w} + u_1 \partial_x \tilde{w} + v_1 L_r \tilde{w} + \tilde{u} \partial_x w_2 + \tilde{v} L_r w_2 = 0. \]  
(3.25)

Now, we are going to eliminate the problematic term \(\tilde{v} = -\partial_x L_r^{-1} \tilde{u}\), which causes a loss of \(x\)-derivative, by using the nonlinear cancelation (3.23). Multiplying (3.25) by \(\frac{\tilde{w}}{L_r w_2}\), and then integrating over \(T \times (0,1)\) with respect to \(rdrdx\), we have
\[ \frac{1}{2} \frac{d}{dt} \left\| \frac{\tilde{w}}{L_r w_2} \right\|_{L^2(rdrdx)}^2 \]
\[ = \frac{1}{2} \int \int \left\{ \partial_t \tilde{w} + u_1 \partial_x \tilde{w} + v_1 L_r \tilde{w} \left( \frac{1}{L_r w_2} \right) \right\} |\tilde{w}|^2 rdrdx \]
\[ - \int \int \frac{\partial_t w_2}{L_r w_2} \frac{\tilde{w}}{L_r w_2} rdrdx - \int \int \tilde{v} \tilde{w} rdrdx \]
\[ \leq C_{\sigma,M} \left\| \frac{\tilde{w}}{\sqrt{L_r w_2}} \right\|_{L^2(rdrdx)}^2 + \|\tilde{u}\|_{L^2(rdrdx)}^2, \]  
(3.26)

where the last inequality is obtained by using the evolution equation for \(L_r w_2\), the Sobolev inequality (B.3), energy estimates (3.9) and the nonlinear cancelation (3.23).

Using energy estimate (3.22) and \(0 < \sigma \leq L_r w_2 \leq \frac{1}{\sigma}\), we have
\[ \|\tilde{u}\|_{L^2(rdrdx)}^2 \leq C \|\tilde{w}\|_{L^2(rdrdx)}^2 \leq C_{\sigma} \left\| \frac{\tilde{w}}{\sqrt{L_r w_2}} \right\|_{L^2(rdrdx)}^2. \]  
(3.27)
Combining (3.26) and (3.27), we obtain
\[
\frac{d}{dt} \left\| \frac{\tilde{w}}{L_r w_2} \right\|_{L^2(rdrdx)} \leq C_{\sigma,M} \left\| \frac{\tilde{w}}{L_r w_2} \right\|_{L^2(rdrdx)},
\]
(3.28)

Applying the Grönwall’s inequality to (3.28), we have
\[
\left\| \frac{\tilde{w}}{L_r w_2} \right\|_{L^2(rdrdx)} \leq C_{\sigma,M,T} \left\| \frac{\tilde{w}}{L_r w_2} \right\|_{L^2(rdrdx)},
\]
which implies (3.24) because $0 < \sigma \leq L_r w_2 \leq \frac{1}{\sigma}$.

Using the $L^2$ comparison principle (i.e., Proposition 3.9), we can immediately obtain the following corollary regarding the uniqueness and stability of the axisymmetric hydrostatic Euler equations (2.7).

**Corollary 3.10** (Uniqueness and Stability of the Axisymmetric Hydrostatic Euler Equations (2.7)). For $i = 1, 2$, let $(\tilde{u}_i, p_i) := (u_i^e e_x + u_i^r e_x, p_i)$ be classical solutions to the axisymmetric hydrostatic Euler equations (2.7) such that $\int_0^1 u_i^r \ r \ dr = \lambda \equiv \text{constant}$. For any integer $s \geq 4$ and constant $\sigma > 0$, if $w_1 := L_r u_1^r := \frac{1}{r} \partial_r u_1^r \in C([0,T]; H_{\sigma}^s) \cap C^1([0,T]; H_{\sigma}^{s-1})$, then we have the following:

(i) (Stability) for any integer $s' \in [0, s)$, there exists a constant $C_{s,s',\sigma,T,M} > 0$ such that the stability estimate (2.13) holds;

(ii) (Uniqueness) in addition, if both $(\tilde{u}_1, p_1)$ and $(\tilde{u}_2, p_2)$ satisfy the same initial data $u_0^r$, then $\tilde{u}_1^r \equiv \tilde{u}_2^r$ and $p_1 \equiv p_2 + \check{p}$ for some function $\check{p} := \check{p}(t)$.

**Proof.** Without loss of generality, we can assume that $\lambda = 0$, otherwise, we can always fulfill this by applying a suitable Galilean transformation. See Remark 3.2 for the details.

(i) Since both $(\tilde{u}_1, p_1)$ and $(\tilde{u}_2, p_2)$ are regular enough, one may apply boundary condition (2.7), compatibility condition (3.4), and elementary argument to show that both solutions satisfy the pole condition (3.3). By the equivalence Lemma A.2, both $(u_1^r, u_1^r, \omega_1)$ and $(u_2^r, u_2^r, \omega_2)$ satisfy the vorticity system (3.1). To show that both solutions satisfy the pole condition (3.3). By the equivalence Lemma A.2, both $(u_1^r, u_1^r, \omega_1)$ and $(u_2^r, u_2^r, \omega_2)$ satisfy the vorticity system (3.1) for $i = 1, 2$, equivalently, using the change of variables (3.5), we know that $(u_i, v_i, w_i) := (\tilde{u}_i^r, ru_i^r, \tilde{\omega}_i^r)$ satisfies the vorticity system (3.6) for $i = 1, 2$. Therefore, we can apply the $L^2$ comparison principle (i.e., Proposition 3.9) to obtain estimate (3.24). The stability estimate (2.13) follows directly from estimate (3.24) and the interpolation inequality (B.7).

(ii) Since both $(\tilde{u}_1, p_1)$ and $(\tilde{u}_2, p_2)$ satisfy the same initial data $u_0^r$, one can check that $w_1 \big|_{t=0} \equiv w_2 \big|_{t=0}$, where $w_i := \frac{1}{r} \partial_r u_i^r$ for $i = 1, 2$. Thus, applying the stability estimate (2.13), we obtain $w_1 \equiv w_2$. Using the Biot-Savart formulae (3.6) and (3.6), we also have $u_1 \equiv u_2$ and $v_1 \equiv v_2$. In terms of the original variables, we obtain $(u_1^1, u_1^r, \omega_1) \equiv (u_2^r, u_2^r, \omega_2)$, and hence, by the equivalence Lemma A.2, $p_1 \equiv p_2 + \check{p}$ for some function $\check{p} = \check{p}(t)$.
4. Existence

The aim of this section is to provide two independent constructions of the solutions to the axisymmetric hydrostatic Euler equations (2.7). In Subsection 4.1 we will first introduce an approximate scheme that keeps all a priori estimates derived in Section 3, and then construct the solution as the limit of approximate systems. In Subsection 4.2 we will construct the solution by a reduction argument.

4.1. Existence via Approximate Scheme

In this subsection we will first introduce an approximate scheme. Using this approximate scheme, we will outline the proof of existence to the axisymmetric hydrostatic Euler equations (2.7).

Let us begin by introducing the approximate systems as follows: for any positive integer \( N \), we consider, for \( (t,x,r) \in (0,T) \times T \times (0,1) \),

\[
\begin{aligned}
\partial_tw_N + u_N \partial_xw_N + v_N L_r w_N &= 0 \\
u_N &= -P_N L_r A(w_N) \\
v_N &= P_N \partial_x A(w_N) \\
w_N|_{t=0} &= w_0 := \frac{\omega_0}{r}.
\end{aligned}
\tag{4.1}
\]

Here, the Dirichlet solver \( A \) is defined by (3.2), and the projection operator \( P_N \) is defined by

\[
P_N f(t,x,r) := a_0(t,r) + \sum_{k=1}^N a_k(t,r) \left( \sqrt{2} \cos 2k\pi x \right) + \sum_{k=1}^N b_k(t,r) \left( \sqrt{2} \sin 2k\pi x \right),
\tag{4.2}
\]

where the coefficients are given by

\[
\begin{aligned}
a_0(t,r) &:= \int_T f(t,x,r) \, dx \\a_k(t,r) &:= \int_T f(t,x,r) \left( \sqrt{2} \cos 2k\pi x \right) \, dx \quad \text{for all } k = 1, 2, \ldots \\b_k(t,r) &:= \int_T f(t,x,r) \left( \sqrt{2} \sin 2k\pi x \right) \, dx \quad \text{for all } k = 1, 2, \ldots.
\end{aligned}
\]

The main advantage of the approximate system (4.1) is that for any fixed \( N \), the system (4.1) does not have the loss of \( x \)-derivative (i.e., the structural difficulty mentioned in Subsection 2.2) because the projection operator \( P_N \) regularizes \( v_N \) in the \( x \)-direction. As a result, for any fixed \( N \), one may construct the unique local-in-time solution to the approximate system (4.1) by classical...
methods. For example, one may first construct an iterative sequence of linearized solutions to (4.1), and then prove the convergence of these linearized solutions by using the energy method. Since the details are standard, we leave this to the interested reader.

It is worth noting that if we only apply the standard energy method to solve the approximate system (4.1), then the life-spans of the solutions may depend on $N$. This is due to the fact that the regularization effect of the projection $P_N$ becomes weaker and weaker for a larger and larger $N$. Therefore, in order to solve the approximate system (4.1) in a uniform (in $N$) life-span, one must derive a priori energy estimates without using the regularization effect of $P_N$. This can be done under the sign condition 3.11. More precisely, one may check that the solution $(u_N, v_N, w_N)$ of (4.1) indeed satisfies the mathematical structures (3.8)-(3.10), and hence, we can also apply the Proposition 3.7 to the solution $(u_N, v_N, w_N)$. As a result, weighted energy estimates (3.12) and $L^\infty$ estimate (3.14) also hold for $w_N$ as well. Since estimates (3.12) and (3.14) are uniform in $N$, one may apply the standard continuous induction argument to show that for any integer $s \geq 4, N = 1, 2, \cdots$ and $\sigma > 0$, if $w_0 \in H^s_{L, \sigma}$, there exist a uniform (in $N$) life-span $T > 0$ and a solution $w_N \in C([0, T]; H^s_{L, \sigma}) \cap C^1([0, T]; H^{-1}_L)$ to the approximate system (4.1). Furthermore, the solutions $w_N$ are uniformly bounded: there exists a constant $M > 0$, depending on $s, \sigma, T$, and $\|w_0\|_{H^s_L}$ but not on $N$ nor $w_N$, such that

$$\|w_N\|_{C([0, T]; H^s_L)} \leq M. \quad (4.3)$$

Finally, in order to solve the vorticity system (3.6), we have to prove the convergence of $w_N$ and the consistency of the limit. Regarding the convergence, one may follow a similar argument as in Subsection 3.3 to verify the $L^2$ convergence. However, for any two different approximate solutions, the nonlinear cancelation (3.23) does not hold in general. Indeed, we only have the almost nonlinear cancelation: for any integers $N_1 > N_2$,

$$\left| \int_T^1 \int_0^1 (v_{N_1} - v_{N_2}) (w_{N_1} - w_{N_2}) \ rdrdx \right| \leq \frac{C_M}{N_2^2} \|w_{N_1} - w_{N_2}\|_{L^2(rdrdx)}, \quad (4.4)$$

where the constant $C_M$ depends on the constant $M$ mentioned in inequality (4.3), but not on $N_1$ and $N_2$. As a result, if we follow the argument in the proof of Proposition (3.9) and use the fact that $w_{N_1}|_{t=0} \equiv w_{N_2}|_{t=0}$, then we can show, for any integers $N_1 > N_2$,

$$\|w_{N_1} - w_{N_2}\|_{C([0, T]; L^2(rdrdx))} \leq \frac{C_{\sigma, M, T}}{N_2^2}. \quad (4.4)$$

This proves the $C([0, T]; L^2)$ convergence. By the interpolation inequality (B.7), we obtain the $C\left([0, T]; H^{s'}_L\right)$ convergence of the approximate solutions $w_N$ as $N$ goes to $\infty$ for any integer $s' \in [0, s)$. Since we have the strong convergence, the consistency is obvious. Lastly, using the standard regularizing initial
data argument, one may also construct \( w \in C ([0,T];H^1_\sigma) \). Since the estimate (4.3) also holds for \( w \), we can verify by using the evolution equation for \( L_r w \) that if \( w_0 \in H^1_\sigma \), then \( w \in C ([0,T];H^1_\sigma) \) for some \( T > 0 \). This and the equivalence Lemma A.2 show the existence stated in Theorem 2.2.

Let us end this subsection by verifying the almost nonlinear cancelation (4.4) as follows:

**Proof of Inequality (4.4).** First of all, we can rewrite

\[
\int_T^1 \int_0^1 (v_{N_1} - v_{N_2}) \left( w_{N_1} - w_{N_2} \right) r \, dr \, dx = I_1 + I_2, \tag{4.5}
\]

where

\[
\begin{cases}
I_1 = \int_T^1 \int_0^1 (v_{N_1} - P_{N_1} \partial_x A(w_{N_1})) (w_{N_1} - w_{N_2}) \ r \, dr \, dx \\
I_2 = \int_T^1 \int_0^1 (P_{N_1} \partial_x A(w_{N_2}) - v_{N_2}) (w_{N_1} - w_{N_2}) \ r \, dr \, dx.
\end{cases}
\]

Using \( v_{N_1} = P_{N_1} \partial_x A(w_{N_1}) \) and \( w_{N_1} - w_{N_2} = -L_r^2 A (w_{N_1} - w_{N_2}) \), we can apply the integration by parts formula (B.2) to the integral \( I_1 \), and obtain

\[
I_1 = -\int_T^1 \int_0^1 P_{N_1} \partial_x A (w_{N_1} - w_{N_2}) L_r^2 A (w_{N_1} - w_{N_2}) \ r \, dr \, dx \\
= \int_T^1 \int_0^1 P_{N_1} \partial_x L_r A (w_{N_1} - w_{N_2}) L_r A (w_{N_1} - w_{N_2}) \ r \, dr \, dx \\
= \frac{1}{2} \int_T^1 \int_0^1 \partial_x \left| P_{N_1} L_r A (w_{N_1} - w_{N_2}) \right|^2 \ r \, dr \, dx \\
= 0. \tag{4.6}
\]

On the other hand, using \( N_1 > N_2 \) and \( v_{N_2} = P_{N_2} \partial_x A(w_{N_2}) \), we can estimate \( I_2 \) as follows:

\[
I_2 = \int_T^1 \int_0^1 \left\{ (P_{N_1} - P_{N_2}) \partial_x A(w_{N_2}) \right\} (w_{N_1} - w_{N_2}) \ r \, dr \, dx \\
\leq \| (P_{N_1} - P_{N_2}) \partial_x A(w_{N_2}) \|_{L^2(\mathcal{L} \, dr \, dx)} \| w_{N_1} - w_{N_2} \|_{L^2(\mathcal{L} \, dr \, dx)} \\
\leq \frac{C}{N_2^2} \| (P_{N_1} - P_{N_2}) \partial_x^2 A(w_{N_2}) \|_{L^2(\mathcal{L} \, dr \, dx)} \| w_{N_1} - w_{N_2} \|_{L^2(\mathcal{L} \, dr \, dx)} \tag{4.7}
\]

\[
\leq \frac{C}{N_2^2} \| w_{N_2} \|_{H^1_\sigma} \| w_{N_1} - w_{N_2} \|_{L^2(\mathcal{L} \, dr \, dx)} \\
\leq \frac{C_M}{N_2^2} \| w_{N_1} - w_{N_2} \|_{L^2(\mathcal{L} \, dr \, dx)},
\]

where the constant \( C_M \) depends on the constant \( M \) mentioned in inequality (4.3). Combining (4.5)-(4.7), we prove inequality (4.4). \( \square \)
4.2. Existence via Reduction

The aim of this subsection is to introduce a reduction argument which reduces the vorticity system \((3.6)\) to be the vorticity system for the two-dimensional hydrostatic Euler equations. As a result, we can obtain the solutions to the axisymmetric hydrostatic Euler equations \((2.7)\) by using that to the two-dimensional hydrostatic Euler equations, whose \(H^s\) well-posedness were shown in \([5]\) previously.

The main idea of the reduction argument is to use the cross-sectional area \(a\) instead of the radius \(r\) as an independent variable. To be more precise, let us begin with the following change of variable: define

\[ a := \frac{1}{2} r^2, \tag{4.8} \]

which is equivalent (up to a factor of \(2\pi\)) to the area of a two-dimensional disk of radius \(r\). It follows from \((4.8)\) that

\[ \partial_a = \frac{1}{r} \partial_r =: L_r \quad \text{and} \quad da = rdr. \tag{4.9} \]

Thus, using the change of variable \((4.8)\), we can rewrite the vorticity system \((3.6)\) as the following system: for \((t,x,a) \in (0,T) \times \mathbb{T} \times (0,\frac{1}{2})\),

\[
\begin{cases}
\partial_t w + u \partial_x w + v \partial_a w = 0 \\
u = -\partial_a A(w) \\
v = \partial_x A(w) \\
w|_{t=0} = w_0,
\end{cases}
\]

where the Dirichlet solver \(A\) is given by

\[
A(f)(t,x,a) := -\frac{1}{r} \int_0^\frac{1}{2} \{ |a - \hat{a}| - a - \hat{a} + 4a\hat{a} \} f(t,x,\hat{a}) \, d\hat{a}. \tag{4.11}
\]

In other words, \(A(f)\) defined in \((4.11)\) is the unique solution to

\[
\begin{cases}
-\partial_a^2 A(f) = f \quad \text{in } \mathbb{T} \times (0,\frac{1}{2}) \\
A(f)|_{a=0,\frac{1}{2}} = 0.
\end{cases}
\]

Rescaling the interval \((0,\frac{1}{2})\) to be \((0,1)\) and viewing the variable \(a\) as the length instead of area, one can recognize that the vorticity system \((4.10)\) is exactly the same as the vorticity system \((4.1)\) for the two-dimensional hydrostatic Euler equations. Furthermore, by \((4.9)\), the sign condition \((3.11)\) can be written as

\[ \partial_a w = \partial^2_a u \geq \sigma > 0, \]

\(^4\)See system \((2.1)\) in \([5]\) for instance.
which can also be seen as the local Rayleigh condition for the two-dimensional hydrostatic Euler equations.

As a result, it follows from Theorem 2.5 in [5] that for any integer $s \geq 4$ and constant $\sigma \in (0, \frac{1}{2})$, if the initial data $w_0 \in H^s_{\sigma}(\mathbb{T} \times (0, \frac{1}{2}))$, then the vorticity system (4.10) has a unique solution $w \in C([0, T); H^s_{\sigma}(\mathbb{T} \times (0, \frac{1}{2}))) \cap \mathcal{C}^1([0, T]; H^{s-1}(\mathbb{T} \times (0, \frac{1}{2})))$, where the life-span $T$ depends on $\|w_0\|_{H^s}, s$ and $\sigma$ only. Here, the function space $H^s_{\sigma}(\mathbb{T} \times (0, \frac{1}{2}))$ is defined by

$$H^s_{\sigma}(\mathbb{T} \times (0, \frac{1}{2})) := \left\{ w \in H^s(\mathbb{T} \times (0, \frac{1}{2})); 0 < \sigma \leq \partial_\alpha w \leq \frac{1}{\sigma} \right\},$$

and $H^s(\mathbb{T} \times (0, \frac{1}{2}))$ is the standard $H^s$ space defined on $\mathbb{T} \times (0, \frac{1}{2})$ equipped with the standard $H^s$ norm:

$$\|w\|^2_{H^s} := \sum_{|\alpha| \leq s} \int_0^{\frac{1}{2}} \int_T [|\partial_\alpha^1 \partial_\alpha^2 w|^2 \, dx \, da]. \quad (4.12)$$

Using (4.9), one can verify that the standard $H^s$ norm (4.12) with respect to $x$ and $a$ is equivalent to the $H^s$ norm defined in (2.11), and hence, the function spaces $H^s(\mathbb{T} \times (0, \frac{1}{2}))$ and $H^s_{\sigma}(\mathbb{T} \times (0, \frac{1}{2}))$ are equivalent to $H^s_{\alpha}$ defined in (2.12) and $H^s_{\alpha, \sigma}$ defined in (2.10) respectively. Therefore, the existence stated in Theorem 2.2 follows directly from Theorem 2.5 in [5] and the equivalence Lemma A.2.

5. Mathematical Justification of the Formal Derivation

The aim of this section is to provide a rigorous mathematical justification of the formal derivation of the hydrostatic Euler equations (2.7). In other words, we will verify the formal derivation introduced in Subsection 2.1 by proving Theorem 2.4.

Let us begin by rewriting the axisymmetric rescaled Euler equations (2.5) in terms of the differential operator $L_r := \frac{1}{r} \partial_r$ and new dependent variables $u_\epsilon, v_\epsilon$ and $w_\epsilon$, which are analogous to the variables $u, v$ and $w$ introduced in (3.5) previously. Define

$$u_\epsilon := u_\epsilon^x, \quad v_\epsilon := ru_\epsilon^r, \quad \text{and} \quad w_\epsilon := L_r u_\epsilon - \frac{\epsilon^2}{r^2} \partial_r v_\epsilon. \quad (5.1)$$

Using (5.1), we can express the axisymmetric rescaled Euler equations (2.5) as

---

5See inequality (2.2) in [5] for instance.
the following equations: for \((t,x,r) \in (0,T) \times \mathbb{T} \times (0,1)\),
\[
\begin{align*}
\partial_t u_\epsilon + u_\epsilon \partial_x u_\epsilon + v_\epsilon L_r u_\epsilon &= -\partial_x p_\epsilon \\
\epsilon^2 \left\{ \partial_t \left( \frac{v_\epsilon}{r} \right) + u_\epsilon \partial_x \left( \frac{v_\epsilon}{r} \right) + v_\epsilon L_r \left( \frac{v_\epsilon}{r} \right) \right\} &= -\partial_r p_\epsilon \\
\partial_x u_\epsilon + L_r v_\epsilon &= 0 \\
v_\epsilon|_{r=0,1} &= 0 \\
u_\epsilon|_{t=0} &= u_0 := u_0^r.
\end{align*}
\]
(5.2)

In terms of the change of variables (5.1), the corresponding vorticity system,
called the axisymmetric rescaled vorticity system, becomes: for \((t,x,r) \in (0,T) \times \mathbb{T} \times (0,1)\),
\[
\begin{align*}
\partial_t w_\epsilon + u_\epsilon \partial_x w_\epsilon + v_\epsilon L_r w_\epsilon &= 0 \\
\partial_x u_\epsilon + L_r v_\epsilon &= 0 \\
v_\epsilon|_{r=0,1} &= 0 \\
w_\epsilon|_{t=0} &= w_\epsilon^r := L_r u_0.
\end{align*}
\]
(5.3)

Now, the question becomes as follows: for any solution \((\vec{u},p) := (u^r e_x + u^r e_r, p)\) to the axisymmetric hydrostatic Euler equations (2.7), does there exist a sequence \(\{u_\epsilon, v_\epsilon, w_\epsilon\}_{\epsilon > 0}\) such that \((u_\epsilon, v_\epsilon, w_\epsilon)\) converges to \((u, v, w) := (u^x, ru^r, L_r u^x)\) as \(\epsilon\) goes to \(0^+\)? Under the sign condition (3.11), the answer is affirmative in the following \(L^2\) sense:

**Proposition 5.1 (Mathematical Justification of the Formal Derivation).** Under the hypotheses of Theorem 2.4, if there exist constants \(C_0 > 0\) and \(\beta \in (0,4]\) such that
\[
\int_{\mathbb{T}} \int_0^1 \left\{ |u_\epsilon - u|^2 + \epsilon^2 \left| \frac{v_\epsilon - v}{r} \right|^2 + |w_\epsilon - w|^2 \right\} r \, dr \, dx \bigg|_{t=0} \leq C_0 \epsilon^\beta,
\]
then for all \(t \in [0,T]\),
\[
\int_{\mathbb{T}} \int_0^1 \left\{ |u_\epsilon - u|^2 + \epsilon^2 \left| \frac{v_\epsilon - v}{r} \right|^2 + |w_\epsilon - w|^2 \right\} r \, dr \, dx \leq \tilde{C} \epsilon^\beta,
\]
(5.4)

where the constant \(\tilde{C}\) depends only on \(\sigma, u, v, w, C_0\) and \(T\), but not on \(\epsilon\) nor \((u_\epsilon, v_\epsilon, w_\epsilon)\).

It is worth noting that Theorem 2.4 is a direct consequence of Proposition 5.1. Following the approach in [4], we will prove Proposition 5.1 by using the entropy method. Under appropriate modifications, our proof is similar to the proof in [4], in which the formal derivation of the two-dimensional hydrostatic Euler equations was rigorously justified. These modifications are necessary because
the structure of the axisymmetric rescaled Euler equations (5.2) is different than that of the two-dimensional rescaled Euler equations.

Proof of Proposition 5.1. In this proof we will first define a convex functional that is equivalent to the left hand side of (5.4). Then we will derive a growth rate control on this convex functional. The main difficulty of this proof is that the terms involving $v_{\epsilon} - v$ may cause a loss of one $\epsilon$, which is corresponding to the $x$-derivative loss caused by the hydrostatic limit. However, this $\epsilon$ loss can be avoided by a well-chosen convex functional due to the nonlinear cancelation.

First of all, we are going to define the convex functional by using the following convex (in $w$) function:

Lemma 5.2 (Convex Function). For any given $u$ and $w$ satisfying the sign condition (3.11), there exist a constant $\kappa$, and a smooth and strongly convex function $F : [0, T] \times T \times \mathbb{R} \to \mathbb{R}$ such that for all $(t,x,r) \in [0, T] \times T \times [0,1],$

$$\partial_w^2 F(t,x,w(t,x,r)) = \frac{u(t,x,r) - \kappa}{L_{\epsilon}w(t,x,r)} \geq 1. \quad (5.5)$$

Here, the $C^3$ norm of $F$ depends on $u$, $w$, and the $\sigma$ stated in the sign condition (3.11), but the constant $\kappa$ depends on $u$ and $w$ only.

It is worth noting that both $\kappa$ and $F$ stated in Lemma 5.2 are independent of $\epsilon$ and $(u_\epsilon, v_\epsilon, w_\epsilon)$. Furthermore, the constant 1 stated in (5.5) is not a crucial value: the proof of Proposition 5.1 will also work if it is replaced by any other positive constant. Assuming Lemma 5.2 which will be shown at the end of this section, for the moment, we can define the convex functional by using the convex function $F$ as follows.

For any given $(u, v, w)$, we define the following convex functional

$$L_{\epsilon}(t) := L_{k,\epsilon}(t) + L_{c,\epsilon}(t), \quad (5.6)$$

where the kinetic energy part $L_{k,\epsilon}$ and the convex part $L_{c,\epsilon}$ are given by

$$\left\{\begin{array}{l}
L_{k,\epsilon}(t) := \frac{1}{2} \int_T \int_0^1 \left\{ |u_\epsilon - u|^2 + \epsilon^2 \frac{|v_\epsilon - v}{r}|^2 \right\} r dr dx \\
L_{c,\epsilon}(t) := \frac{1}{2} \int_T \int_0^1 \left\{ F(t, x, w_\epsilon) - F(t, x, w) \right. \\
\left. - \partial_w F(t,x,w)(w_\epsilon - w) \right\} r dr dx.
\end{array} \right. \quad (5.7)$$

---

6 More precisely, the axisymmetric rescaled Euler equations (5.2) is not equivalent to the two-dimensional rescaled Euler equations even if we apply the reduction argument stated in Subsection 4.2.

7 See equations (9.2) in [5] for instance.

8 Here, “smooth” means that for any fixed $(t,x) \in [0, T] \times T$, the functions $F$, $\partial_t F$ and $\partial_x F$ are twice continuously differentiable with respect to $w$, and the partial derivatives $\partial_w^2 F$, $\partial_t \partial_w^2 F$, $\partial_x \partial_w F$ and $\partial_x \partial_w^2 F$ are bounded in $[0, T] \times T \times \mathbb{R}$.

9 That is, there exists a constant $c > 0$ such that $\partial_w^2 F \geq c$. 
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Using the smoothness and convexity of $F$, one may verify that the convex functional $L_\epsilon$ is equivalent to the left hand side of (5.4), so in order to prove Proposition 5.1, it suffices to show

$$L_\epsilon(t) \lesssim \epsilon^\beta$$

for $\beta \in (0, 4]$ provided that $L_\epsilon(0)$ does initially.

A direct computation, which we leave to the interested reader, yields

**Lemma 5.3.**

$$\frac{d}{dt} L_{k,\epsilon} = I_1 + I_2 + Y + R$$

$$\frac{d}{dt} L_{c,\epsilon} = I_3 + I_4 + I_5 + X,$$

(5.8)

where

$$I_1 := -\frac{1}{2} \int_T \int_0^1 \partial_x u \left\{ |u_\epsilon - u|^2 + \epsilon^2 \left| \frac{v_\epsilon - v}{r} \right|^2 \right\} \, r \, dr \, dx,$$

$$I_2 := -\epsilon^2 \int_T \int_0^1 \partial_x \left( \frac{v}{r} \right) \left( |u_\epsilon - u| \right) \left( \frac{v_\epsilon - v}{r} \right) \, r \, dr \, dx$$

$$- \epsilon^2 \int_T \int_0^1 \partial_r \left( \frac{v}{r} \right) \left| \frac{v_\epsilon - v}{r} \right|^2 \, r \, dr \, dx,$$

$$I_3 := -\int_T \int_0^1 \partial_x F(t, x, w) w \left( u_\epsilon - u \right) \left( w_\epsilon - w \right) \, r \, dr \, dx,$$

$$I_4 := \int_T \int_0^1 \left\{ \partial_t F(t, x, w) \right\} \left( |u_\epsilon - u| \right) \left( w_\epsilon - w \right) \, r \, dr \, dx,$$

$$I_5 := \int_T \int_0^1 \left\{ \partial_x F(t, x, w) \right\} \left( |u_\epsilon - u| \right) \left( w_\epsilon - w \right) \, r \, dr \, dx,$$

$$X := -\int_T \int_0^1 \partial_x^2 F(t, x, w) \left( v_\epsilon - v \right) \left( w_\epsilon - w \right) \, r \, dr \, dx,$$

$$Y := \int_T \int_0^1 \left( u_\epsilon - v \right) \left( w_\epsilon - w \right) \, r \, dr \, dx,$$

$$R := -\epsilon^2 \int_T \int_0^1 \left( \partial_t + v L_r \right) \left( \frac{v_\epsilon - v}{r} \right) \, r \, dr \, dx.$$

Applying Lemma 5.3, we have

$$\frac{d}{dt} L_\epsilon = \frac{d}{dt} L_{k,\epsilon} + \frac{d}{dt} L_{c,\epsilon} = \sum_{i=1}^5 I_i + Z + R,$$

(5.9)

where $Z := X + Y$, that is,

$$Z = -\int_T \int_0^1 \left\{ \partial_x^2 F(t, x, w) \left( v_\epsilon - v \right) \left( w_\epsilon - w \right) \right\} \, r \, dr \, dx.$$
It is easy to check that for all $i = 1, 2, \cdots, 5$,

$$|I_i| \leq C_{\sigma,u,v,w} L_\epsilon, \quad (5.10)$$

so we only have to control $Z$ and $R$. Indeed, both $Z$ and $R$ have the factor $v_\epsilon - v$, which is problematic because it may create a loss of one $\epsilon$. Therefore, in order to obtain good estimates for $Z$ and $R$, one should eliminate the problematic factor $v_\epsilon - v$. This can be done by making use of the well-chosen convex function $F$ and the integration by parts argument as follows.

First of all, to deal with $Z$, we apply (5.5) to rewrite

$$Z = \kappa \int_T \int_0^1 (v_\epsilon - v) (w_\epsilon - w) \, rdrdx.$$

Using the identity

$$w_\epsilon - w = L_r (u_\epsilon - u) - \frac{\epsilon^2}{r^2} \partial_x v_\epsilon,$$

the integration by parts formula (B.2), and the incompressibility conditions (3.7) and (5.3), we have

$$Z = \kappa \int_T \int_0^1 (v_\epsilon - v) L_r (u_\epsilon - u) \, rdrdx - \kappa \epsilon^2 \int_T \int_0^1 \partial_x \left( \frac{v_\epsilon - v}{r} \right) \, rdrdx - \kappa \epsilon^2 \int_T \int_0^1 \partial_x \left( \frac{v_\epsilon - v}{r} \right) \, rdrdx = \frac{\kappa}{2} \int_T \int_0^1 \partial_x \left\{ |u_\epsilon - u|^2 - \epsilon^2 \left| \frac{v_\epsilon - v}{r} \right|^2 \right\} \, rdrdx - \kappa \epsilon^2 \int_T \int_0^1 \partial_x \left( \frac{v_\epsilon - v}{r} \right) \, rdrdx$$

since all $u_\epsilon, v_\epsilon, u$ and $v$ are periodic in $x$. It is worth noting that in (5.11) we applied the nonlinear cancelation argument to eliminate the leading order term. Combining (5.9) and (5.11), we have

$$\frac{d}{dt} L_\epsilon = \sum_{i=1}^5 I_i + Z + R \leq C_{\sigma,u,v,w} L_\epsilon + \tilde{R}, \quad (5.12)$$

where $\tilde{R}$ is defined by

$$\tilde{R} := -\epsilon^2 \int_T \int_0^1 \partial_t + \kappa \partial_x + v L_r \left( \frac{v_\epsilon - v}{r} \right) \, rdrdx.$$
Finally, we can estimate $\tilde{R}$ by a simple integration by parts argument. Define
\[
q(t, x, r) := \int_{0}^{r} \left( \partial_t + \kappa \partial_x + v L_r \right) \left( \frac{v}{r} \right) \bigg|_{(t,x,r)=(t,x,\tilde{r})} \, dr.
\]
Then using the integration by parts formula (B.2), and the incompressibility conditions (5.2) and (5.3), we have
\[
\tilde{R} = -\epsilon^2 \int_{0}^{T} \int_{0}^{1} L_r q \left( v - v \right) \, rdrdx = -\epsilon^2 \int_{0}^{T} \int_{0}^{1} q \partial_x \left( u - u \right) \, rdrdx \leq C q L_\epsilon + \epsilon^4. \tag{5.13}
\]
Combining (5.12) and (5.13), we obtain
\[
\frac{d}{dt} L_\epsilon \leq C_{\sigma, u, v, w} L_\epsilon + \epsilon^4.
\]
Applying the Grönwall’s inequality, we have
\[
L_\epsilon(t) \leq \left\{ L_\epsilon(0) + \epsilon^4 t \right\} e^{C_{\sigma, u, v, w} t},
\]
which implies (5.4) for $\beta \in (0, 4]$.

In order to complete the proof of Proposition 5.1, we will show Lemma 5.2 as follows:

**Proof of Lemma 5.2.** Following a similar argument in [1], we will construct the convex function $F$ as follows. Since $\frac{1}{r} \partial_r w = L_r w \geq \sigma > 0$, we know that for any fixed $(t, x)$, the mapping $r \mapsto w(t, x, r)$ is strictly increasing. Therefore, let
\[
\Omega := \{ (t, x, \tilde{w}) \in [0, T] \times \mathbb{T} \times \mathbb{R}; w(t, x, 0) \leq \tilde{w} \leq w(t, x, 1) \},
\]
and we can define a function $R : \Omega \to \mathbb{R}$ such that
\[
R(t, x, \tilde{w}) := r \quad \text{if} \quad w(t, x, r) = \tilde{w}.
\]
In other words, for any $(t, x, r) \in [0, T] \times \mathbb{T} \times [0, 1]$ and $(t, x, \tilde{w}) \in \Omega$, we have
\[
r = R(t, x, w(t, x, r)) \quad \text{and} \quad \tilde{w} = w(t, x, R(t, x, \tilde{w})).
\]
Now, for any fixed constant $\kappa \in \mathbb{R}$, we can define, via using this mapping $R$,
\[
G(t, x, \tilde{w}) := \frac{u(t, x, R(t, x, \tilde{w})) - \kappa}{L_r w(t, x, R(t, x, \tilde{w}))}
\]
for all $(t, x, \tilde{w}) \in \Omega$. We can further define $F$ by integrating $G$ twice with respect to $\tilde{w}$, and extending $F$ smoothly in the variable $\tilde{w}$. The extension here is not unique and not important in the proof of Proposition 5.1. To obtain inequality (5.5), $\kappa$ must be chosen appropriately, for example, we can choose $\kappa := \inf u - \sup L_r w$. Here, the choice of $\kappa$ is not unique as well. \qed
6. Formation of Singularity

In this section we will prove the blowup result (i.e., Theorem 2.6) for the axisymmetric hydrostatic Euler equations (2.7). The proof is based on the reduction argument introduced in Subsection 4.2 and the recent blowup result in [12].

Proof of Theorem 2.6. Using the new differential operator and dependent variables (3.5), we can rewrite the axisymmetric hydrostatic Euler equations (2.7) as follows: for \((t, x, r) \in (0, T) \times \mathbb{R} \times (0, 1),\)

\[
\begin{align*}
\frac{\partial}{\partial t} u + u \frac{\partial}{\partial x} u + v \frac{\partial}{\partial r} u &= -\frac{\partial}{\partial x} p \\
\frac{\partial}{\partial x} u + L_r v &= 0 \\
v|_{r=0,1} &= 0 \\
u|_{t=0} &= u_0.
\end{align*}
\]

(6.1)

Similar to Subsection 4.2, we can apply the change of variables \(\tilde{a} := r^2\) and \(\tilde{v} := 2v\) to rewrite (6.1) as the following equations: for \((t, x, \tilde{a}) \in (0, T) \times \mathbb{R} \times (0, 1),\)

\[
\begin{align*}
\frac{\partial}{\partial t} u + u \frac{\partial}{\partial x} u + \tilde{v} \frac{\partial}{\partial \tilde{a}} u &= -\frac{\partial}{\partial x} p \\
\frac{\partial}{\partial x} u + \frac{\partial}{\partial \tilde{a}} \tilde{v} &= 0 \\
\tilde{v}|_{\tilde{a}=0,1} &= 0 \\
u|_{t=0} &= u_0.
\end{align*}
\]

(6.2)

which is exactly the same as the two-dimensional hydrostatic Euler equations if we see \(\tilde{a}\) as the length instead of area.

Similarly, under the same change of variables, one may check that the hypothesis (2.14) becomes

\[
\begin{align*}
\hat{u}_0(\hat{x}, \tilde{a}) &\equiv \hat{u} \quad \text{for all } \tilde{a} \in [0, 1] \\
\text{either} &\quad \partial_{\tilde{a}} \partial_{\tilde{a}} u_0(\hat{x}, 0) = 0 \quad \text{or} \quad \partial_{\tilde{a}} \partial_{\tilde{a}} u_0(\hat{x}, 1) = 0 \\
\partial_{\tilde{a}} \partial_{\tilde{a}}^2 u_0(\hat{x}, \tilde{a}) &< 0 \quad \text{for all } \tilde{a} \in (0, 1),
\end{align*}
\]

(6.3)

where \(\hat{u} := \hat{u}^2\) is the given constant horizontal velocity. Without loss of generality, we can further assume that (6.3) is just

\[
\partial_{\tilde{a}} \partial_{\tilde{a}} u_0(\hat{x}, 0) = 0; \quad (6.4)
\]

otherwise, we can apply the change of variables \(\tilde{a} := 1 - \tilde{a}\) and \(\tilde{v} := -\tilde{v}\) as well.

Since the initial data \(u_0\) satisfies the hypotheses (6.3), by Theorem 2.1 in [12], there exists a finite time \(T > 0\) such that if a solution \((u, \tilde{v}, p)\) to the two-dimensional hydrostatic Euler equations (6.2) remains smooth in the time interval \([0, T]\), then

\[
\lim_{t \to T^-} \max \{\|u(t)\|_{L^\infty}, \|\partial_{\tilde{a}} u(t)\|_{L^\infty}, \|\partial_{\tilde{a}} p(t)\|_{L^\infty}\} = \infty. \quad (6.5)
\]

Indeed, (6.5) is equivalent to (2.15) under the above change of variables, so Theorem 2.6 is just a direct consequence of Theorem 2.1 in [12]. \(\square\)
A. Basic Properties for the Axisymmetric Hydrostatic Euler Equations

In this appendix we will study the basic properties for the solutions of the axisymmetric hydrostatic Euler equations (2.7). More precisely, we will show that the average horizontal velocity is conserved, and the axisymmetric hydrostatic Euler equations (2.7) and its vorticity system (3.1) are equivalent.

Lemma A.1 (Conservation of the Average Horizontal Velocity). Let \((\vec{u},p) := (u^x e_x + u^r e_r, p)\) be a classical solution to the axisymmetric hydrostatic Euler equations (2.7) in the periodic physical domain \(\mathbb{T} \times (0,1)\) such that the pole condition (3.3) holds. Then

\[
\int_0^1 u^x r \, dr \equiv \int_0^1 u_0^x r \, dr.
\]  

(A.1)

**Proof.** Integrating (2.7)\_1 and (2.7)\_2 with respect to \(r \, dr\) over \((0,1)\), we have, after applying integration by parts, the boundary condition (2.7)\_3 and the pole condition (3.3),

\[
\begin{cases}
\partial_t \int_0^1 u^x r \, dr + \partial_x \int_0^1 |u|^2 r \, dr = -\frac{1}{2} \partial_x p \\
\partial_x \int_0^1 u^x r \, dr = 0.
\end{cases}
\]  

(A.2)

It follows directly from (A.2)\_2 that \(\int_0^1 u^x r \, dr\) is independent of \(x\). Thus, integrating (A.2)\_1 with respect to \(x\) over \(\mathbb{T}\) and using the \(x\)-periodicity of the functions \(u^x\) and \(p\), we obtain

\[
\partial_t \int_0^1 u^x r \, dr = 0,
\]

which implies the identity (A.1).

Lemma A.2 (Equivalence Lemma). We have the following:

(i) Let \((u^x, u^r, \omega)\) be a classical solution to the vorticity system (3.1). Define

\[
p := -2 \int_0^1 |u^r|^2 r \, dr + \tilde{p},
\]

(A.3)

where \(\tilde{p}(t)\) is any arbitrary function of \(t\). Then \((\vec{u},p) := (u^x e_x + u^r e_r, p)\) solves the axisymmetric hydrostatic Euler equations (2.7), and satisfies the pole condition (3.3) and the compatibility condition (3.4).

(ii) Let the initial horizontal velocity \(u^x_0\) satisfy the compatibility condition (3.4) and \((\vec{u},p) := (u^x e_x + u^r e_r, p)\) be a classical solution to the axisymmetric hydrostatic Euler equations (2.7). If \(u^r\) satisfies the pole condition (3.3) and \(\omega := \partial_r u^x \in C^1([0,T] \times \mathbb{T} \times [0,1])\), then \((u^x, u^r, \omega)\) solves the vorticity system (3.1), and \(u^x\) satisfies the compatibility condition (3.4) for all later times \(t > 0\).
Proof. The proof is just a direct checking and will be outlined as follows.

(i) It follows directly from the Biot-Savart formulae \([3.1]_2, [3.1]_3\) and the definition \([3.2]_\omega\) of \(\omega = \partial_r u^r\), and \((\vec{u}, p)\) satisfies the incompressibility condition \([2.7]_2\), the boundary condition \([2.7]_3\), the pole condition \([3.3]\), as well as the compatibility condition \([3.4]\). It remains to show that \((\vec{u}, p)\) also satisfies the momentum equation \([2.7]_1\) and the initial condition \([2.7]_4\).

Substituting \(\omega = \partial_r u^r\) into the vorticity equation \([3.1]_1\) and using the incompressibility condition \([2.7]_2\), we have

\[
\partial_r \left\{ \partial_t u^x + u^x \partial_x u^x + u^r \partial_r u^x \right\} = 0,
\]

and hence, a direct integration yields, via using the boundary condition \([2.7]_3\),

\[
\partial_t u^x + u^x \partial_x u^x + u^r \partial_r u^x = q, \tag{A.4}
\]

where \(q := \{\partial_t u^x + u^x \partial_x u^x\} |_{r=1}\) is a function of \(t \) and \(x\) only. To see that \(q\) is actually equal to \(-\partial_x p\), we integrate \([A.4]\) with respect to \(rdr\) over \((0, 1)\), and obtain

\[
\frac{1}{2}q = \int_0^1 u^x \partial_x u^x + u^r \partial_r u^x \ r dr = \partial_x \int_0^1 |u^x|^2 \ r dr = -\frac{1}{2}\partial_x p. \tag{A.5}
\]

Here, we applied \([3.4]\) in the first equality. In the second equality, we applied integration by parts, \([2.7]_2, [2.7]_3\) and \([3.3]\). The third equality follows directly from formula \([A.3]\). Combining \([A.4]\) and \([A.5]\), we verify the momentum equation \([2.7]_1\).

Finally, using the Biot-Savart formula \([3.1]_2\) and \(\omega = \partial_r u^r\), we have

\[
u^x|_{t=0} = -\frac{1}{r}\partial_r A \left( \frac{\omega_0}{r} \right) = -\frac{1}{r}\partial_r A \left( \frac{1}{r}\partial_r u^x_0 \right) = v^x_0,
\]

where the last equality holds under the compatibility condition \([3.4]\). This verifies the initial condition \([2.7]_4\) and completes the proof of part (i).

(ii) First of all, a direct differentiation of initial condition \([2.7]_4\) with respect to \(r\) yields the initial condition \([3.1]_4\). Next, differentiating the momentum equation \([2.7]_1\) with respect to \(r\) and using the incompressibility condition \([2.7]_2\), we obtain the vorticity equation \([3.1]_1\).

According to Lemma \([A.1]\), the compatibility condition \([3.4]\) holds for all later times \(t > 0\) because it does initially. Finally, the Biot-Savart formulae \([3.1]_2, [3.1]_3\) can be verified by using the standard Green’s function technique because \(u^x\) and \(u^r\) are the unique solutions to

\[
\begin{align*}
\int_0^1 u^x \ r dr &= 0 \quad \text{and} \quad -\left( \frac{1}{r}\partial_r \right)^2 (ru^r) = \frac{\partial_x \omega}{r} \\
ru^r|_{r=0,1} &= 0
\end{align*}
\]

respectively.

\[\square\]
B. Properties for the Operator \( L_r \)

The aim of this appendix is to provide basic properties for the operator \( L_r \) and its corresponding measure \( rdr \). In particular, we will discuss the fundamental theorem of calculus, the integration by parts formula, the Poincaré type inequality, the Sobolev type inequality and the interpolation inequality.

Let us begin by stating without proof the following calculus facts for \( L_r \) and \( rdr \):

**Proposition B.1** (Calculus Facts for \( L_r \) and \( rdr \)). Define the operator \( L_r := \frac{1}{r} \partial_r \). Then we have

(i) (Fundamental Theorem of Calculus) for any continuously differentiable function \( f \), for any \( a, b \in [0, 1] \),

\[
f(b) = f(a) + \int_a^b L_r f \, rdr; \quad (B.1)
\]

(ii) (Integration by Parts Formula) for any continuously differentiable functions \( f \) and \( g \), for any \( a, b \in [0, 1] \),

\[
\int_a^b f L_r g \, rdr = [fg]_a^b - \int_a^b g L_r f \, rdr. \quad (B.2)
\]

The proof of Proposition B.1 is elementary, so we leave this to the reader. As long as an operator \( L \) and its corresponding measure \( \mu \) satisfy the fundamental theorem of calculus, the following Poincaré type inequality follows immediately.

In particular, inequality (B.4) below holds when \( L := L_r \) and \( d\mu := rdr \).

**Proposition B.2** (Poincaré Type Inequality). Let \( L \) be an operator and \( \mu \) be a measure on \([0, 1]\). Assume that the operator \( L \) and its corresponding measure \( \mu \) satisfy the fundamental theorem of Calculus: for any function \( f \) in the domain of \( L \), for any \( a, b \in [0, 1] \),

\[
f(b) = f(a) + \int_a^b Lf \, d\mu. \quad (B.3)
\]

If there exists a point \( r_0 \in [0, 1] \) such that \( f(r_0) = 0 \), then the following Poincaré type inequality holds:

\[
\int_0^1 |f|^2 \, d\mu \leq \mu([0, 1])^2 \int_0^1 |Lf|^2 \, d\mu. \quad (B.4)
\]

**Proof.** It follows from \( f(r_0) = 0 \) and (B.3) that for any \( r \in [0, 1] \),

\[
f(r) = \int_{r_0}^r Lf \, d\mu,
\]
and hence, by the Cauchy-Schwarz inequality,
\[ |f(r)|^2 \leq \left( \int_0^1 |Lf| \, d\mu \right)^2 \leq \mu([0,1]) \int_0^1 |Lf|^2 \, d\mu. \]

Integrating the above inequality with respect to the measure \( \mu \) over \([0,1]\), we prove inequality \( \text{(B.4)} \).

Furthermore, we also have the following Sobolev type and interpolation inequalities:

**Proposition B.3 (Sobolev Type Inequality).** Define \( L_r := \frac{1}{r} \partial_r \). There exists a universal constant \( C > 0 \) such that
\[ \|f\|_{L^\infty(\mathbb{R} \times [0,1])} \leq C \left\{ \|f\|_{L^2(\mathbb{R} \times [0,1])} + \|\partial_x f\|_{L^2(\mathbb{R} \times [0,1])} + \|L_r^2 f\|_{L^2(\mathbb{R} \times [0,1])} \right\}, \tag{B.5} \]
for any function \( f : \mathbb{T} \times (0,1) \to \mathbb{R} \).

*Outline of the Proof.* Let \( a := \frac{1}{2} r^2 \). Then \( \partial_a = \frac{1}{r} \partial_r = L_r \) and \( d\alpha dx = rdrdx \). Therefore, inequality \( \text{(B.5)} \) is equivalent to
\[ \|f\|_{L^\infty(\alpha dx)} \leq C \left\{ \|f\|_{L^2(\alpha dx)} + \|\partial_x f\|_{L^2(\alpha dx)} + \|\partial_a^2 f\|_{L^2(\alpha dx)} \right\}, \tag{B.6} \]
which can be shown by elementary methods. For instance, see Lemma B.2 in \cite{16} for the proof of \( \text{(B.6)} \) in a similar domain.

**Proposition B.4 (Interpolation Inequality).** For any integers \( s > 0 \) and \( s' \in [0,s) \), there exists a constant \( C_{s,s'} > 0 \) such that
\[ \|f\|_{H^{s'}(\alpha dx)} \leq C_{s,s'} \|f\|_{H^s(\alpha dx)}^{1-\frac{s'}{s}} \|f\|_{L^2(\alpha dx)}^{\frac{s'}{s}}, \tag{B.7} \]
where the norm \( \|\cdot\|_{H^s(\alpha dx)} \) is defined in \cite{2.11}.

*Outline of the Proof.* Similar to the proof of Proposition \( \text{B.3} \), we define \( a := \frac{1}{2} r^2 \). Since \( \partial_a = \frac{1}{r} \partial_r = L_r \) and \( d\alpha dx = rdrdx \), we have
\[ \|f\|_{H^s_L}^2 := \sum_{|\alpha| \leq s} \int_0^1 \int_0^1 |\partial_{x_1}^\alpha L_{r} \partial_{x_2}^\alpha f|^2 \, r dr dx \]
\[ = \sum_{|\alpha| \leq s} \int_0^1 \int_0^1 |\partial_{x_1}^\alpha \partial_{a}^\alpha f|^2 \, d\alpha dx =: \|f\|_{H^s(\alpha dx)}^2, \]
where \( \|\cdot\|_{H^s(\alpha dx)} \) is the standard \( H^s \) norm with respect to \( x \) and \( a \). As a result, the interpolation inequality \( \text{(B.7)} \) is equivalent to
\[ \|f\|_{H^{s'}(\alpha dx)} \leq C_{s,s'} \|f\|_{H^s(\alpha dx)}^{1-\frac{s'}{s}} \|f\|_{L^2(\alpha dx)}^{\frac{s'}{s}}, \]
which is just the standard interpolation inequality. Thus, \( \text{(B.7)} \) holds.
C. Properties for Three Dimensional Smooth Vector Fields

The aim of this appendix is to provide a brief explanation why the unique solution obtained in Theorem (2.2) is a smooth vector field in three spatial dimensions. We will first quote the characterization result in [17], and then, apply this to verify the regularity of our solution.

In [17], Liu and Wang gave a characterization of smoothness of axisymmetric and divergence-free vector fields in terms of the pole conditions (see (C.1) below), which are compatibility conditions at the axis of symmetry in a certain sense. Using the notation in this paper, we can restate a special case of Lemma 2 of [17] regarding axisymmetric vector fields without swirl as follows:

**Proposition C.1** (Special Case of Lemma 2 in [17]). Denote $r := \sqrt{y^2 + z^2}$. Let $e_x$ and $e_r$ be the unit vectors in the horizontal (i.e., $x$) and radial (i.e., $r$) directions respectively. As a three-dimensional vector field, $\vec{u} := u_x(x, r)e_x + u_r(x, r)e_r$ is divergence-free and belongs to $C^k(\mathbb{R}^3)$ if and only if there exists a scalar-valued function $\psi := \psi(x, r) \in C^{k+1}(\mathbb{R} \times \mathbb{R}^2)$ such that

$$
\begin{align*}
  u^x &= L_r(r\psi), \\
  u^r &= -\partial_x \psi, \\
  \partial_r^{2m} \psi \big|_{r=0^+} &\equiv 0 \quad \text{for all } 0 \leq 2m \leq k,
\end{align*}
$$

(C.1)

where $L_r := \frac{1}{r}\partial_r$.

Now, we are going to apply Proposition C.1 to provide a better understanding of our solutions to the axisymmetric hydrostatic Euler equations (2.7). Up to a Galilean transformation (c.f. Remark 3.2), the axisymmetric velocity field $\vec{u}$ obtained in Theorem 2.2 belongs to $V_{as}$ as $\{\vec{u} := u^x(x, r)e_x + u^r(x, r)e_r; \int_0^1 u^x r dr \equiv 0, \quad u^r|_{r=1} = 0, \\
\partial_x u^x + L_r(r u^r) = 0, \quad \text{and } w := L_r u^x \in H^s_L\}$, where $L_r := \frac{1}{r}\partial_r$, and the function space $H^s_L$ is defined in (2.12). Indeed, as a three-dimensional vector field, our solution $\vec{u}$ is $C^{s-2}$ at the axis of symmetry (i.e., $r = 0$) as well. More precisely, we have the following

**Proposition C.2** (Regularity of $V_{as}$ Vector Fields). Let $r := \sqrt{y^2 + z^2}$ and $\Omega := \{(x, y, z); \ x \in \mathbb{T}, \ y^2 + z^2 < 1\}$. For any integer $s \geq 2$,

$$
V_{as}^s \subseteq C^{s-2}(\Omega).
$$

(C.2)

Outline of the Proof. Define $\phi(x, r) := -\int_r^1 u^x(x, \tilde{r}) \tilde{r} d\tilde{r}$. Then we have

$$
  u^x = L_r \phi, \quad ru^r = -\partial_x \phi, \quad \text{and } \phi|_{r=0, 1} \equiv 0.
$$

\[\text{The way that we state Proposition C.1 is slightly different than the original way in [17]. For the original statement, please refer to [17].}\]
In other words, $\phi$ is equal to the scalar-valued function $\psi$ stated in Proposition C.1. Furthermore, using the Sobolev inequality (B.5), the Poincaré inequality (B.4) and the standard density argument, one may verify that $\phi$ is $C^{s-1}$ outside any neighborhood of $r = 0$, so is $\psi = \frac{\phi}{r}$.

According to Proposition C.1, it remains to verify the pole condition (C.1). It follows from a direct computation and L'Hôpital's rule that

$$\lim_{r \to 0^+} \frac{\partial^j_r \psi}{r^j} = \lim_{r \to 0^+} \frac{\partial^j_r \left( \phi \frac{1}{r} \right)}{r^j} = \lim_{r \to 0^+} \frac{(-1)^j j!}{r^{j+1}} \sum_{i=0}^{j} \frac{(-1)^i r^i \partial^i_r \phi}{i!} = \frac{1}{j+1} \lim_{r \to 0^+} \partial^{j+1}_r \phi.$$

Therefore, it suffices to show that $\lim_{r \to 0^+} \partial^{2m+1}_r \phi = 0$ for all non-negative integer $m \leq \frac{s}{2} - 1$. Since $\partial_r = r L_r$, a direct computation yields

$$\partial^{2m+1}_r \phi = \sum_{i=m+1}^{2m+1} a_{m,i} r^{2i-2m-1} L_i^r \phi,$$

for some constants $a_{m,i}$. Using the Sobolev inequality (B.5) and the Poincaré inequality (B.4), one may check that the absolute values of all $L_i^r \phi$ on the right hand side of (C.3) are bounded by $\|w\|_{H^s}$, and hence, passing to the limit $r \to 0^+$ in (C.3), we obtain $\lim_{r \to 0^+} \partial^{2m+1}_r \phi = 0$ for all non-negative integer $m \leq \frac{s}{2} - 1$. This completes the proof and verifies (C.2).
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