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Abstract—Denoising of clinical CT images is an active area for deep learning research. Current clinically approved methods use iterative reconstruction methods to reduce the noise in CT images. Iterative reconstruction techniques require multiple forward and backward projections, which are time-consuming and computationally expensive. Recently, deep learning methods have been successfully used to denoise CT images. However, conventional deep learning methods suffer from the 'black box' problem. They have low accountability, which is necessary for use in clinical imaging situations. In this paper, we use a Joint Bilateral Filter (JBF) to denoise our CT images. The guidance image of the JBF is estimated using a deep residual convolutional neural network (CNN). The range smoothing and spatial smoothing parameters of the JBF are tuned by a deep reinforcement learning task. Our actor first chooses a parameter, and subsequently chooses an action to tune the value of the parameter. A reward network is designed to direct the reinforcement learning task. Our denoising method demonstrates good denoising performance, while retaining structural information. Our method significantly outperforms state of the art deep neural networks. Moreover, our method has only two parameters, which makes it significantly more interpretable and reduces the 'black box' problem. We experimentally measure the impact of our intelligent parameter optimization and our reward network. Our studies show that our current setup yields the best results in terms of structural preservation.

I. INTRODUCTION

The radiation dose in clinical CT needs to be as low as reasonably achievable to warrant patient’s safety. Reducing radiation dose creates noise in the reconstructed images, which may obscure critical details and low contrast objects [1]. The non-stationary nature of CT noise means that simple filtering approaches are not always successful in denoising. Moreover, filtering also removes the edge information present in the image, particularly the small low-contrast features. Therefore, denoising the reconstructed images requires a more intelligent solution, and is currently an active area of research.

Non linear edge-preserving filters such as the bilateral filter have been used to denoise clinical CT data [2], [3]. Most clinically approved methods currently use iterative reconstruction methods [4] to denoise images [5]. [6]. Deep learning has also been successfully applied to the clinical CT denoising problem [7], [8], [9]. However, iterative reconstruction methods are time-consuming and computationally expensive. Deep learning methods, while outperforming iterative reconstruction, suffer from a lack of accountability, the so-called ‘black box’ problem. It is absolutely crucial for any denoising approach to be completely interpretable for possible clinical approval. A middle ground between the underperforming known methods and deep learning would be to use deep learning to tune or optimize the performance of known techniques, such as by optimizing the parameters [10] or altering the regularization strength [11].

In this paper, we aim to combine the strengths of both known operators and deep learning. We introduce a Joint Bilateral Filter (JBF) [2] with a deep learned guidance image to denoise the image. The JBF has two parameters, which are tuned by reinforcement learning [12]. The reinforcement learning scheme tunes our parameters pixelwise to obtain the best quality image overall. The JBF is applied iteratively for a given number of iterations. The parameters are optimized for every iteration. We compare our methods to state of the art deep learning networks for the task of low dose CT denoising. Our proposed method shows good denoising performance and preserves structural information. Furthermore, our method outperforms deep learning methods, while being significantly more interpretable.

II. MATERIALS AND METHODS

A. Joint Bilateral Filtering concept

We revisit the concept of the JBF for better explaining our methods. The JBF is a variant of the standard bilateral filter, which uses a separate guiding image to smooth the difference.
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in intensities. The operation of the JBF is defined by the following equation:

\[
I_f(x) = \frac{\sum_{o \in N(x)} I_n(o) G_{\sigma_i}(x-o) G_{\sigma_s}(I_g(x) - I_g(o))}{\sum_{o \in N(x)} G_{\sigma_i}(x-o) G_{\sigma_s}(I_g(x) - I_g(o))}
\]  

(1)

where \(I_n\) is the noisy image, \(I_f\) is the filtered image, \(x\) is the spatial coordinate, \(N(x)\) is the neighborhood of \(x\) taken into account for the filtering operation, \(I_g\) is the guidance image estimated by the method described in Section II-C and \(G_\sigma\) is a Gaussian operator. The first Gaussian operator in Equation (1) is a spatial filter, while the second operator is the range filter. The Gaussian operator is defined by

\[
G_{\sigma}(x) = \frac{e^{-x^2/2\sigma^2}}{2\sigma^2}
\]

(2)

where \(\sigma\) is a parameter controlling the level of smoothing. \(\sigma\) is usually a hand tuned parameter. Therefore, the JBF at any point has three inputs, the guidance image \(I_g\), and two \(\sigma\) parameters, \(\sigma_i\) for the range operator, and \(\sigma_s\) for the spatial operator. We used a Gaussian operator of size \(9 \times 9 \times 5\) across the entire image.

B. Quality Analysis

We train a CNN to estimate the Image Reconstruction Quality Metric (IRQM). We use the architecture and training hyperparameters described in Patwari et al. [13], with two differences (1) we leave out the batch normalisation layers (2) the output of the final neuron is passed through a sigmoid layer to constrain the output to \([0, 1]\). The network is trained using 4 CT volumes. Each volume was reconstructed with standard clinical dose, and with doses reduced by 50% and 75%. The gradient structural similarity score between the standard dose image and the reduced dose image is used as a proxy quality score for training. The heatmap loss is included as a secondary loss function. A network diagram is present in Fig. 2.

C. Estimating a Guidance Image

The guidance image is estimated to be a noise free image. We can solve the following optimization problem to find a noise removal function \(F\):

\[
\min_{F} ||I_{n_f} - F(I)||^2
\]

(3)

where \(I_{n_f}\) is the noise free image and \(I\) is the noisy image. Solving equation (3) will give us the ideal noise removal function \(F\). We parameterize \(F\) using a residual CNN (Fig. 3) [8]. The residual CNN has 4 convolutional layers and 4 deconvolutional layers, each with 32 filters. The convolutional layers have filters of size \(3 \times 3 \times 3\). No padding is applied, shrinking the input image in each dimension. The deconvolutional filters have filters of size \(3 \times 3\). This results in a receptive field of \(17 \times 17 \times 9\). A leaky ReLU activation follows each layer, except the final layer.

The network is trained using CT volumes of 10 patients. Each volume is reconstructed with the standard clinical dose and with simulated dose reductions. The standard dose images act as ground truth volumes \(I_{n_f}\). The reduced dose volumes are reconstructed at doses of 5%, 10%, 25% and 50% of the standard clinical dose, and are used as training volumes.

The network is trained using non-overlapping image patches of size \(64 \times 64 \times 9\). This is shrunk to \(56 \times 56 \times 1\) by the convolutional layers, and expanded to \(64 \times 64\) by the deconvolutional layers. The training took place over 70,000 iterations with 48 patches per iteration.

d. Tuning parameters via deep reinforcement learning

We introduce a convolutional network \(NET\) as our agent, which would choose a parameter and subsequently choose the action that affects this parameter. We limit the network to choose between the two \(\sigma\) parameters, and between the following five actions (1) increase by 50% (2) increase by 10% (3) do nothing (4) decrease by 10% (5) decrease by 50%.

The network is used to maximize a reward function \(r\). \(r\) in this case is the output of our quality network \(Q_n\), described in section II-B.

\[
r = Q_n(s') - Q_n(s)
\]

(4)

where \(s'\) is the image after the parameter tuning step and \(s\) is the original image. We create a loss which punishes deviations from the Bellman equation. The Bellman equation is given by

\[
Q^*(s, a) = r + \gamma \max_{a'} Q^*(s', a')
\]

(5)
where a is the action which changes s to s′ and γ is the discount factor for future rewards.

We parameterize the Q* function with our CNN NET. NET has three sets of parameters, θp which influence the parameter choosing, θt which control the parameter tuning, and θc, which are shared parameters. We split our target term into two target terms. Following standard reinforcement learning techniques [12], we use an older version of our policy network (NET) as a target.

\[ y_1 = r + \gamma \max_{p'} Q^*(s', p'; NET'(\theta_c, \theta_p)) \]
\[ y_2 = r + \gamma \max_{t'} Q^*(s', t'; NET'(\theta_c, \theta_t)) \]  

(6)

The network is trained by solving the following minimization problem:

\[ L_1 = [y_1 - Q(s, p; NET(\theta_c, \theta_p))]^2 \]
\[ L_2 = [y_2 - Q(s, t; NET(\theta_c, \theta_t))]^2 \]
\[ \min_{NET} L = L_1 + L_2 \]  

(7)

The network chosen (Fig. 4) has two paths, one which chooses the parameter to be tuned, and the other which tunes the parameters. The first path has 3 convolutional layers, one fully connected layer, and an output layer. The convolutional layers have 32, 64, and 64 layers. The fully connected layer has 128 neurons. There are two output neurons. The second path has 4 convolutional layers, one fully connected layer, and one output layer. The convolutional layers have 32, 64, 128 and 128 layers. The fully connected layer has 256 neurons. There are 5 output neurons. The first two convolutional layers are shared between the paths, and have 3 × 3 × 3 convolutions. All other convolutional layers have 3 × 3 convolutions. All layers except the output layers are followed by leaky ReLU activations.

The network is trained for 120,000 iterations. γ is fixed at 0.99. NET′ is updated to NET every 300 steps. We allow 20 tuning steps before application of the bilateral filter. The input to the network is an image patch of size 9 × 9 × 5.

The training set consists of 20 slabs of size 256 × 256 × 16 reconstructed at 25% dose. The parameter chosen, action chosen, slab, filtered slab, and increased quality score are calculated for each patch. 3200 patches are added at random into the training pool. 512 patches are chosen at random for training at each optimization step.

### III. Experiments and Results

#### A. Data and Evaluation Metrics

We used the data of the Grand Low Dose CT challenge [14] as our testing data. This dataset consists of body CT scans of 10 different patients, each reconstructed with both standard dose, and with 25% of the standard dose. We use the images reconstructed with 1mm slice thickness with a medium smooth B30 kernel. The reduced dose images are our input images, while the standard dose images are treated as reference images.

We use the PSNR and SSIM [15] as our metrics for noise removal and structural preservation respectively. The SSIM is a significantly more important predictor of the diagnostic quality of the image, as the PSNR promotes smoothing of images. Due to the limited number of patients, we use the Wilcoxon’s signed rank test to assess statistical significance. A p-value of less than 0.05 is considered as the threshold for statistical significance.

#### B. Denoising and comparison to state of the art

In our denoising experiments, we denoise the image by iterative application of the JBF. For each iteration, we allow five optimization steps to tune our parameters, before applying the bilateral filters. The parameters are reset to their original guesses and the optimization process starts anew for each iteration. We restrict the number of JBF iterations to four in our testing phase.

Our method significantly improved PSNR and SSIM compared to the noisy image (w = 0.000, p = 0.0051). This shows that our method reduces image noise while preserving the structural information present in the images. An example can be seen in Fig. 5. Our method outperforms state of the art deep learning networks such as CPCE3D [8] and GAN [7] in terms of SSIM. However, CPCE3D has a higher PSNR than our method. This could indicate superior denoising at the cost of feature preservation. The results can be viewed in Table 1.
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**Fig. 4.** Our RL network architecture with separate parameter choosing and parameter tuning paths. F represents the number of convolutional filters, N the number of neurons, and the dimensions the size of the outputs.
C. Ablation study

Impact of parameter tuning: We observe the impact of the JBF with and without parameter tuning. Use of parameter tuning improves the SSIM \((w = 0.000, p = 0.0051)\), but significantly decreases the PSNR \((w = 0.000, p = 0.0051)\). Therefore, the use of parameter tuning reduces the amount of denoising, but improves the amount of structural information preserved.

Using our reward network: We compare the use of our reward network (Section II-B) with the mean-squared-error based reward function used in Shen et. al.\[11\]. We call this method parameter tuning - ground truth (PT-GT). PT-GT reduces both the PSNR and the SSIM significantly \((w = 0.000, p = 0.0051)\). Therefore, the use of our reward network results in better CT image quality compared to PT-GT.

IV. CONCLUSION

In this study, we introduce a method which tunes JBF parameters to thoroughly denoise low dose CT images. Our method provides good denoising performance while retaining the structural information. The use of the JBF reduces noise, while the parameter optimization helps in retaining structures. Our method is outperformed several existing state of the art solutions for low dose CT denoising. Additionally, our method is significantly more interpretable, and reduces the black box problem that exists in deep learning, which improves applicability in clinical imaging.

REFERENCES

[1] A. Oppelt, “Noise in Computed Tomography,” in Imaging Systems for Medical Diagnostics, 2nd ed., S. Aktiengesselschaft, Ed. Publicis Corporate Publishing, 2005, ch. 13.1.4.2, p. 996.

[2] M. Manhart, R. Fahrig, J. Hornegger, A. Doerfler, and A. Maier, “Guided Noise Reduction for Spectral CT with Energy-Selective Photon Counting Detectors,” in Proceedings of the Third CT Meeting, no. 1, 2014, pp. 91–94.

[3] A. Manduca, L. Yu, J. D. Trzasko, N. Khaylova, J. M. Kofler, C. M. McCollough, and J. G. Fletcher, “Projection space denoising with bilateral filtering and CT noise modeling for dose reduction in CT,” Medical Physics, vol. 36, no. 11, pp. 4911–4919, 2009.

[4] P. Gilbert, “Iterative methods for the three-dimensional reconstruction of an object from projections,” Journal of Theoretical Biology, vol. 36, no. 1, pp. 105–117, 1972.

[5] J. C. Ramirez-Giraldo, K. L. Grant, and R. Raupach, “ADMIRE : Advanced Modeled Iterative Reconstruction,” 2015. [Online]. Available: https://www.siemens-healthineers.com/computed-tomography/technologies-innovations/admire

[6] E. Angel, “ADIR 3D Iterative Reconstruction : Integrated, Automated and Adaptive Dose Reduction,” 2012. [Online]. Available: https://us.medical.canon/download/adir-3d-yp-adir-2d

[7] J. M. Wolterink, T. Leiner, M. A. Viergever, and I. Isgum, “Generative Adversarial Networks for Noise Reduction in Low-Dose CT,” IEEE Transactions on Medical Imaging, vol. 36, no. 12, pp. 2536–2545, 2017.

[8] H. Shan, Y. Zhang, Q. Yang, U. Kruger, M. K. Kalra, L. Sun, W. Cong, and G. Wang, “3D Convolutional Encoder-Decoder Network for Low-Dose CT via Transfer Learning from a 2D Trained Network,” IEEE Transactions on Medical Imaging, vol. 37, no. 6, pp. 1522 – 1534, 2018.

[9] A. Maier and R. Fahrig, “GPU Denoising for Computed Tomography,” in Graphics Processing Unit-Based High Performance Computing in Radiation Therapy, 1st ed., J. Xun and S. Jiang, Eds. Boca Raton, Florida, USA: CRC Press, 2015, pp. 113–128.

[10] X. Zhu and P. Milanfar, “Automatic parameter selection for denoising algorithms using a no-reference measure of image content,” IEEE Transactions on Image Processing, vol. 19, no. 12, pp. 3116–3132, 2010.

[11] C. Shen, Y. Gonzalez, L. Chen, S. B. Jiang, and X. Jia, “Intelligent Parameter Tuning in Optimization-Based Iterative CT Reconstruction via Deep Reinforcement Learning,” IEEE Transactions on Medical Imaging, vol. 37, no. 6, pp. 1430–1439, 2018.

[12] R. S. Sutton and A. G. Barto, Reinforcement Learning, 2nd ed. Cambridge, Massachussets: MIT Press, 2014.

[13] M. Patwari, R. Gutjahr, R. Raupach, and A. Maier, “Measuring CT Reconstruction Quality with Deep Convolutional Neural Networks,” in Proceedings of the Second International Workshop on Machine Learning in Medical Image Reconstruction, F. Knoll, A. Maier, D. Rueckert, and J. Ye, Eds. Shenzhen: Springer, 2019, pp. 113–124.

[14] C. H. Mccollough, “Low Dose CT Grand Challenge,” 2016.

[15] Z. Wang, A. C. Bovik, H. R. Sheikh, S. Member, E. P. Simoncelli, and S. Member, “Image Quality Assessment : From Error Visibility to Structural Similarity,” IEEE Transactions on Image Processing, vol. 13, no. 4, pp. 600–612, 2004.