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CARLOS ESTEVE AND PHILIPPE SOUPLET

Abstract. We consider a well-known model for micro-electromechanical systems (MEMS) with variable dielectric permittivity, involving a parabolic equation with singular nonlinearity. We study the touchdown, or quenching, phenomenon. Recently, the question whether or not touchdown can occur at zero points of the permittivity profile \( f \), which had long remained open, was answered negatively for the case of interior points.

The first aim of this article is to go further by considering the same question at points of positive but small permittivity. We show that, in any bounded domain, touchdown cannot occur at an interior point where the permittivity profile is suitably small. We also obtain a similar result in the boundary case, under a smallness assumption on \( f \) in a neighborhood of the boundary. This allows in particular to construct \( f \) producing touchdown sets concentrated near any given sphere.

Our next aim is to obtain more information on the structure and properties of the touchdown set. In particular, we show that the touchdown set need not in general be localized near the maximum points of the permittivity profile \( f \). In the radial case in a ball, we actually show the existence of “M”-shaped profiles \( f \) for which the touchdown set is located far away from the maximum points of \( f \) and we even obtain strictly convex \( f \) for which touchdown occurs only at the unique minimum point of \( f \).

These results give analytical confirmation of some numerical simulations from the book [P. Esposito, N. Ghoussoub, Y. Guo, Mathematical analysis of partial differential equations modeling electrostatic MEMS, Courant Lecture Notes in Mathematics, 2010] and solve some of the open questions therein. They also show that some kind of smallness condition as above cannot be avoided in order to rule out touchdown at a point.

On the other hand, we construct profiles \( f \) producing more complex behaviors: in any bounded domain the touchdown set may be concentrated near two arbitrarily given points, or two arbitrarily given \((n-1)\)-dimensional spheres in a ball. These examples are obtained as a consequence of stability results for the touchdown time and touchdown set under small perturbations of the permittivity profile.

1. Introduction

1.1. Mathematical problem and physical background. We consider the problem

\[
\begin{align*}
\begin{cases}
u_t - \Delta u &= f(x)(1-u)^p, & t > 0, & x \in \Omega, \\
u &= 0, & t > 0, & x \in \partial \Omega, \\
u(0,x) &= 0, & x \in \Omega,
\end{cases}
\end{align*}
\]

where \( \Omega \) is a smooth bounded domain in \( \mathbb{R}^n \), \( n \geq 1 \), \( p > 0 \) and \( f \in E \), where

\[
E = \{ f : \overline{\Omega} \to [0, \infty); \ f \text{ is Hölder continuous} \}.
\]

Problem (1.1) with \( p = 2 \) is a known model for micro-electromechanical devices (MEMS) and has received a lot attention in the past 15 years. An idealized version of such device consists of two conducting plates, connected to an electric circuit. The lower plate is rigid and fixed while the upper one is elastic and fixed only at the boundary. Initially the plates are parallel and at unit distance from each other. When a voltage (difference of potential between the two plates) is applied, the upper plate starts to bend down and, if the voltage is large enough, the upper plate eventually touches the lower.
one. This is called touchdown phenomenon. Such device can be used for instance as an actuator, a microvalve (the touching-down part closes the valve), or a fuse.

In the mathematical model, \( u = u(t, x) \) measures the vertical deflection of the upper plate and the function \( f(x) \) represents the dielectric permittivity of the material which, as a key feature, may be possibly inhomogeneous. (Actually \( f \) is also proportional to the – constant – applied voltage.)

It is well known that problem (1.1) admits a unique maximal classical solution \( u \). We denote its maximal existence time by \( T = T_f \in (0, \infty) \]. Moreover, under some largeness assumption on \( f \), it is known that the maximum of \( u \) reaches the value 1 at a finite time, so that \( u \) ceases to exist in the classical sense, i.e. \( T < \infty \). This property, known as quenching, is the mathematical counterpart of the touchdown phenomenon.

A point \( x = x_0 \in \overline{\Omega} \) is called a touchdown or quenching point if there exists a sequence \( \{(t_n, x_n)\} \in (0, T) \times \Omega \) such that

\[
x_n \to x_0, \quad t_n \uparrow T \quad \text{and} \quad u(x_n, t_n) \to 1 \quad \text{as} \quad n \to \infty.
\]

The set of all such points is closed. It is called the touchdown or quenching set, denoted by \( T = T_f \subset \overline{\Omega} \).

MEMS problems, including system (1.1) and the related touchdown issues, have received considerable attention in the physical and engineering as well as in the mathematical communities. We refer to [6], [29] for more details on the physical background, and to, e.g., [16], [9], [28], [24], [10], [12], [13], [18], [22], [23], [25], [19], [35], [17], [21] for mathematical studies. See also [30], [26], [4], [15], [7], [8] for earlier mathematical work on the case of constant \( f \).

As a question of particular interest, it has long remained open whether touchdown could occur at zero points of the permittivity profile. This has been answered negatively in [21] for the case of interior points. This is by no means obvious since, for the analogous blowup problem \( u_t - \Delta u = f(x)u^p \) with \( f(x) = |x|^{\sigma} \), examples of solutions blowing up at the origin have been constructed in [9], [20] for suitable \( \sigma > 0 \), \( p > 1 \) and suitable initial data \( u_0 \geq 0 \).

To go further, natural questions are then:

- can one rule out touchdown at points of positive but small permittivity ?
- can one obtain more information on the structure and properties of the touchdown set ?

These are the main motivations of the present article.

1.2. Results (I): no touchdown at points of small permittivity. Our first main result shows that touchdown cannot occur at an interior point of small permittivity \( f(x_0) \), and we provide a suitable smallness condition in terms of \( f \) and \( x_0 \). In the sequel, we denote by

\[
\delta(x) := \text{dist}(x, \partial \Omega), \quad x \in \overline{\Omega},
\]

the function distance to the boundary.

**Theorem 1.1** (No touchdown at interior points of small permittivity). Let \( p > 0 \), \( \Omega \subset \mathbb{R}^n \) a smooth bounded domain and \( f \in E \). Assume

\[
\begin{align*}
T_f & \leq M, \quad \|f\|_{\infty} \leq M, \quad f \geq r \chi_B, \\
where M, r > 0 \text{ and } B \subset \Omega & \text{ is a ball of radius } r.
\end{align*}
\]

There exists \( \gamma_0 > 0 \) depending only on \( p, \Omega, M, r \) such that, for any \( x_0 \in \Omega \), if

\[
f(x_0) < \gamma_0 \delta^{p+1}(x_0),
\]

then \( x_0 \not\in T_f \).

As a drawback of Theorem 1.1, boundary points are not covered, and the threshold value vanishes when \( x_0 \) approaches the boundary. Actually, it remains an open problem whether touchdown can
Nontrivial touchdown sets occur on the boundary, including at boundary points of zero permittivity. Some partial results can be found in [22], [21], where \( f(x) \) is assumed to either be monotonically decreasing or to vanish sufficiently fast, as \( x \) approaches the boundary. Our second main result gives another contribution to that question. It shows that touchdown can be localized in any compact subdomain of \( \Omega \) under the assumption that \( f \) is small enough outside this subdomain. It is thus of a more global nature than the local criterion in Theorem 1.1 for interior points. As a consequence, it rules out touchdown on the boundary when \( f \) is small enough on a neighborhood of the boundary. We stress that for this result, unlike in [22], [21], we do not require any monotonicity or decay of \( f \) near \( \partial \Omega \).

**Theorem 1.2** (No touchdown for small permittivity near the boundary). Let \( p > 0, \Omega \subset \mathbb{R}^n \) a smooth bounded domain and \( f \in E \). Assume (1.3). There exists \( \gamma_0 > 0 \) depending only on \( p, \Omega, M, r \) such that, for any \( \omega \subset \subset \Omega \), if

\[
\sup_{x \in \mathbb{R}^n \setminus \omega} f(x) < \gamma_0 \text{dist}^{p+1}(\omega, \partial \Omega),
\]

then \( T_f \subset \omega \).

In view of Theorems 1.1 and 1.2, it is a natural question whether smallness conditions, such as (1.4) and (1.5), are actually necessary, or whether touchdown could be shown to occur only at or near the maximum points of the permittivity profile \( f \). This, among other related issues, is the subject of our next subsection, where a number of results on the structure and properties of the touchdown set are obtained.

1.3. Results (II): Nontrivial touchdown sets and “M”-shaped profiles. We will pay special attention to the following class of permittivity profiles. For \( \Omega = B_R \subset \mathbb{R}^n \) \((n \geq 1)\), we call “M”-shaped permittivity profile a function \( f \) such that

\[
f \text{ is radially symmetric, nondecreasing in } |x| \text{ on } [0, L] \\
\text{and nonincreasing in } |x| \text{ on } [L, R], \text{ for some } L \in (0, R).
\]

In the book [6, Section 7.4], for particular “M”-shaped profiles, numerical simulations were carried out, which suggest some interesting phenomena regarding the location of touchdown points. In this paper we are able to confirm some of them by rigorous analytical arguments. In this connection, we shall construct “M”-shaped profiles, and variants thereof, giving rise to various types of touchdown sets: single-point, touchdown set concentrated near a sphere, near two points, near two spheres. We point out that such properties may be useful in the practical design of MEMS devices, at least on a qualitative level.

To begin with, as a consequence of Theorems 1.1 and 1.2, we have the following corollary.

**Corollary 1.3.** Let \( p > 0, \Omega = B_R \subset \mathbb{R}^n \).

(i) (Touchdown containing a sphere.) Let \( f \in E \) be an “M”-shaped profile, i.e. (1.6) holds, and assume (1.3). If \( f(0) \) is small enough (depending only on \( p, n, R, M, r \)), then 0 is not a touchdown point. In particular, \( T_f \) contains an \((n-1)\)-dimensional sphere.

(ii) (Touchdown concentrated near a given sphere.) Let \( r > 0 \) and \( 0 < \varepsilon < \min(r, R-r) \). There exist two-bump, “M”-shaped profiles \( f \) such that \( T_f < \infty \) and

\[
T_f \subset \{ r - \varepsilon < |x| < r + \varepsilon \}.
\]

More precisely, there exist \( \eta, A > 0 \), depending only on \( p, R, r, \varepsilon \), such that this is true for any radially symmetric \( f \in E \) satisfying

\[
\begin{align*}
&f(x) \geq A, \quad \text{for } |x| \in [r-\varepsilon/2, r+\varepsilon/2], \\
&f(x) \leq \eta, \quad \text{for } |x| \in [0, r-\varepsilon] \cup [r+\varepsilon, R].
\end{align*}
\]
When $\Omega$ is a ball and $f$ is constant or radial nonincreasing, it is well known that touchdown can occur only at the origin (see [4], [15], [22]). In particular, this is the case if we take $f(0) = f(L)$ instead of $f(0)$ small in Corollary 1.3(i). A natural question is then, whether the assumption “$f(0)$ small enough” in Corollary 1.3(i) could be replaced by $f(0) < f(L)$. The following theorem, which shows the stability of single point touchdown under suitable perturbation of $f$, answers this question negatively. In the sequel we denote $\| \cdot \|_q = \| \cdot \|_{L^q(\Omega)}$ and

$$
\mu_0(p, n) := \frac{p^p}{(p + 1)^{p+1}} \lambda_1,
$$

where $\lambda_1$ is the first eigenvalue of $-\Delta$ in $H_0^1(B_1)$ and $B_1$ is the unit ball in $\mathbb{R}^n$. 
**Theorem 1.4** (Stability of single point touchdown under perturbation). Let \( p > 0, \Omega = B_R \subset \mathbb{R}^n \), 
1 \( \leq q \leq \infty \) with \( q > \frac{n}{2} \), \( M > 0 \), \( \rho \in (0, R) \). Let \( f \in E \cap C^1(\overline{B}_\rho) \) be radially symmetric nonincreasing, with \( f(r) > \mu_0(p, n)\rho^{-2} \) on \( \overline{B}_\rho \). There exists \( \varepsilon > 0 \) such that, if \( g \in E \cap C^1(\overline{B}_\rho) \) is radially symmetric and satisfies

\[
\|g\|_\infty \leq M, \\
-M \leq g'(r) \leq \varepsilon r, \text{ for all } r \in [0, \rho], \\
\|g - f\|_q \leq \varepsilon, 
\]

then \( T_g < \infty \) and \( \mathcal{T}_g = \{0\} \).

As a direct consequence of Theorem 1.4 there exist genuine “M”-shaped profiles \( g \) (i.e., such that \( g(0) < g(L) \), with \( g(0) \) close to \( g(L) \)), for which touchdown occurs at the single point \( x = 0 \) (see figure 1.3). This shows that some kind of smallness condition, such as (1.4) or (1.5), is required in order to rule out touchdown in a given region of the domain.

In turn, this provides examples of profiles \( f \) for which the touchdown set is located far away from the maximum points of \( f \). It also shows that the radial nonincreasing monotonicity of \( f \) is sufficient but not necessary for single point touchdown at the origin. This confirms some of the numerical predictions from [6] (see [6, Remark 7.4.2]). Such a behavior must be interpreted as an effect of the diffusion (and of the boundary conditions), since in the absence of diffusion the explicit computation immediately shows that touchdown occurs only at the maximum points of \( f \).

![Figure 1.3. An illustration of Theorem 1.4 in one space dimension for an “M”-shaped profile](image)

Another, rather surprising, consequence of Theorem 1.4 is the possibility of constructing strictly convex profiles producing single point touchdown at the unique minimum point of \( f \). Indeed, let \( f_\lambda(x) \) be the function defined in \( \Omega = B(0, R) \) by

\[
f_\lambda(x) := \mu + \lambda \frac{|x|^2}{R^2}, \quad \text{with } \mu > \mu_0(p, n)\rho^{-2} \text{ and } \lambda \geq 0.
\]

We see that \( f_0 \) is radially nonincreasing and, for \( \lambda > 0 \) small enough, \( f_\lambda \) satisfies the hypothesis of the Theorem. Therefore, the only touchdown point is the origin, i.e. the unique minimum point of \( f_\lambda \) (see figure 1.4). This solves negatively the open question in [6, Section 7.5], on whether the touchdown set must consist of an \((n - 1)\) dimensional sphere when \( f(x) = f(|x|) \) is increasing in \(|x|\). This example also shows that the monotonicity or decay hypotheses on \( f \) near the boundary are not necessary in general for the compactness of \( \mathcal{T}_f \).
In Corollary 1.3(ii) we saw that the touchdown set can be concentrated near any \((n-1)\)-dimensional sphere, where \(f\) achieves its maxima. As a consequence of the following result, which shows the stability of unfocused touchdown concentrated near the origin, we obtain profiles \(g\) whose touchdown set contains an \((n-1)\)-dimensional sphere and is arbitrarily concentrated near the origin, far away from the maxima of \(g\). Such \(g\) can take the form of an “M”-shaped profile with a narrow “well” near the origin (see fig. 1.5).

**Theorem 1.5** (Stability of unfocused touchdown concentrated near the origin). Let \(p > 0, \Omega = B_R \subset \mathbb{R}^n, 1 \leq q \leq \infty \) with \(q > \frac{n}{2}, 0 < \eta < R\). Let \(M, \rho > 0, B := B(x_0, \rho) \subset \Omega \) and \(\mu > \mu_0(n, p) \rho^{-2}\). Let \(f \in E\) be radially symmetric nonincreasing. There exists \(\varepsilon > 0\) such that, if \(g \in E\) is radially symmetric and satisfies

\[
\mu \chi_B \leq g \leq M,
\]

\[
g(0) < \varepsilon,
\]

\[
\|g - f\|_q \leq \varepsilon,
\]

then \(T_g < \infty\) and \(T_g \subset B_\eta \setminus \{0\}\). In particular \(T_g\) contains at least an \((n-1)\)-dimensional sphere.

In \([12]\), for “M”-shaped profiles in dimension one, situations similar to Corollary 1.3 and Theorem 1.4 (cf. figures 1.1, 1.3) were observed numerically, with respectively two and a single touchdown point. In the case of Corollary 1.3 we here do not know whether there are two points or more. On the other hand, for some other “M”-shaped profiles (roughly, intermediate between figure 1.1 and 1.3), touchdown on a whole interval containing \(0\) was observed numerically, which we are presently unable to confirm analytically. These seem to be difficult questions. In this connection, we stress that results asserting the finiteness of the singular set for one-dimensional or radial problems (see \([3]\), based on reflection techniques, are essentially restricted to the case of constant or monotone coefficients. Also, it was shown in \([33]\) that for the nonlinear heat equation in \(\mathbb{R}^n\) with constant coefficients, the blowup set has Hausdorff dimension at most \(n - 1\), but the methods in \([33]\) do not seem to apply to the present situation.
There exist positive profiles for which the touchdown set is concentrated near two arbitrarily given points. In the case when \( \Omega \) is a ball, we can construct radially symmetric profiles for which the touchdown set is concentrated near two arbitrarily given \((n-1)\)-dimensional spheres.

**Theorem 1.6.** Let \( p > 0 \). Let \( \Omega \subset \mathbb{R}^n \) a smooth bounded domain.

(i) (Touchdown set concentrated near two arbitrary points.) For any \( x_1, x_2 \in \Omega \) and any \( \rho > 0 \), there exist positive profiles \( f \in E \) such that
\[
\mathcal{T}_f \subset B(x_1, \rho) \cup B(x_2, \rho), \quad \mathcal{T}_f \cap B(x_1, \rho) \neq \emptyset, \quad \mathcal{T}_f \cap B(x_2, \rho) \neq \emptyset.
\]

(ii) (Touchdown set concentrated near two arbitrary spheres.) Let \( \Omega = B_R \subset \mathbb{R}^n \), \( 0 < r_1 < r_2 < R \), \( \rho > 0 \) and set \( A_i = \{x \in \mathbb{R}^n; |x| \in (r_i - \rho, r_i + \rho)\} \). There exist positive, radially symmetric profiles \( f \in E \) such that
\[
\mathcal{T}_f \subset A_1 \cup A_2, \quad \mathcal{T}_f \cap A_1 \neq \emptyset, \quad \mathcal{T}_f \cap A_2 \neq \emptyset.
\]
Remark 1.7. (i) In Theorem 1.6, the touchdown set in particular has at least two connected components if $\rho$ is sufficiently small (at least four if $n = 1$). The profile in Theorem 1.6(i) is obtained, by a limiting argument, by constructing a two-bump profile, where each bump is contained in $B(x_1, \rho)$, $B(x_2, \rho)$ respectively, and smoothly varying the height in each bump. For (ii), we follow the same idea but considering radially symmetric profiles and replacing balls with annuli.

(ii) In the case of the one-dimensional nonlinear heat equation with constant coefficients, for any prescribed finite set, it was shown in [27] that there exists an initial data for which the solution blows up exactly on this set. Such a construction does not seem easy to transpose to problem (1.1).

The proofs of the results in this subsection crucially depend on, rather delicate, stability properties of the touchdown set and time under small perturbations of the potential. We here state the following result, which may be of independent interest. Further results are given and proved in Section 5.

Theorem 1.8 (Continuity of the touchdown time and upper semi-continuity of the touchdown set). Let $p > 0$ and $\Omega \subset \mathbb{R}^n$ a smooth bounded domain. Let $1 \leq q < \infty$ with $q > \frac{n}{2}$, $B \subset \Omega$ a ball of radius $r > 0$, $M \geq \mu > \mu_0(p, n) r^{-2}$ and set

$$
E = \{ f \in E; M \geq f \geq \mu \chi_B \}.
$$

For all $f \in E$ with $T_f \subset \subset \Omega$ and all $\sigma > 0$, there exists $\varepsilon > 0$ such that,

$$
\text{if } g \in \tilde{E} \text{ and } \| g - f \|_q \leq \varepsilon, \text{ then } |T_g - T_f| \leq \sigma \text{ and } T_g \subset T_f + B(0, \sigma).
$$

On the other hand, we can show that the continuity of the touchdown set with respect to $f$ fails in general – see Proposition 5.6, which will be a consequence of the proof of Theorem 1.6. Actually, considering the profile constructed in that proof and depicted in fig. 1.6 for $n = 1$, it is shown that the touchdown points in the inner bumps immediately disappear as soon as the height of this plateau is decreased.

Remark 1.9. For results on continuity of the existence time in the case of blow-up problems, see [2], [14], [31], [32] and the references therein. For results on the semi-continuity of the blow-up set, see [27], [1]. We note that the latter are restricted to one-dimensional problems, due to the lack of estimates near every possible point in the blow-up set. We are here able to avoid such restriction in the case of quenching problems, taking advantage of a time integrability property of the RHS of the PDE in (1.1) up to the quenching time (see the first step of the proof of Theorem 5.3). However we have to face some additional difficulties due to the lack of a type I estimate up to the boundary.

The outline of the rest of the paper is as follows. In Section 2, we give some basic estimates for the touchdown time $T$, which will be useful in the sequel. Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2 based on refinements of the approach in [21]. Namely, in Section 3, we establish a type I estimate for the touchdown rate away from the boundary. In Section 4, we establish a no-touchdown criterion under an (optimal) smallness condition on $f$, assuming a local type I estimate. We then combine it with the estimate obtained in Section 3 to conclude the proof. In Section 5 we prove results on the continuity of the touchdown time and the semicontinuity of the touchdown set under small perturbations of the permittivity profile $f$. In Section 6, we then apply them, along with Theorem 1.1 and our type I estimate, to establish Theorems 1.4, 1.5 and 1.6.

2. Basic estimates for the touchdown time

The following simple estimates will be useful in the sequel.
Lemma 2.1 (Lower estimate for $T$). Let $u$ be the solution of (1.1). Then, $T \geq T_* := \frac{1}{(p+1)\|f\|_\infty}$ and, for any $\tau \in (0,1)$ we have $\|u(t_0)\|_\infty \leq 1 - \tau$, where $t_0 = t_0(\tau) = \frac{1 - \tau^{p+1}}{(p+1)\|f\|_\infty}$.

Proof. Let $y(t) \in C^1(0,T_*)$ be the solution of the problem

$$ \begin{cases} y' = \frac{\|f\|_\infty}{(1-y)^p}, & \text{for } t > 0, \\ y(0) = 0. \end{cases} $$

We have

$$ \int_0^t y'(1-y)^p \, dt = \|f\|_\infty t $$

that is,

$$ \frac{1}{p+1} - \frac{(1-y(t))^{p+1}}{p+1} = \|f\|_\infty t, \quad \text{for all } t \in [0,T_*). $$

Since, by the comparison principle, $T \geq T_*$ and $u(t,x) \leq y(t)$ for all $(t,x) \in [0,T) \times \Omega$, it follows that $\|u(t_0(\tau))\|_\infty \leq y(t_0(\tau)) = 1 - \tau$. \hfill \Box

Lemma 2.2 (Upper estimate for $T$). Assume that $B(0,r) \subset \Omega$, $f \geq \mu \chi_{B(0,r)}$, with $\mu > \mu_0(p,n)r^{-2}$, where $\mu_0(p,n)$ is defined in (1.1). Let $u$ be the solution of problem (1.1). Then $T < \infty$ and $T$ satisfies the upper bound

$$ T \leq \frac{1}{(p+1)(\mu - \mu_0(p,n)r^{-2})}. $$

Proof. Let $\tilde{\varphi}$ denote the first eigenfunction of $-\Delta$ in $H^1_0(B(0,r))$, with $\|\tilde{\varphi}\|_{L^2} = 1$ and set $\lambda_r$, the corresponding eigenvalue, i.e $\lambda_r = \lambda_1 r^{-2}$. Set $y(t) = \int_{B(0,r)} u(t)\tilde{\varphi}$ and note that $y < 1$ on $[0,T)$. Multiplying (1.1) by $\tilde{\varphi}$, integrating by parts over $B(0,r)$ and using Jensen’s inequality (in view of the convexity of the function $(1-s)^{-p}$), we obtain

$$ y'(t) \geq \mu(1-y(t))^{-p} - \lambda_r y(t), \quad 0 < t < T. $$

An elementary computation shows that

$$ \max_{0 \leq s \leq 1} s(1-s)^p = \max_{0 \leq X \leq 1} X^p - X^{p+1} = \frac{p^p}{(p+1)^{p+1}}. $$

It follows that

$$ y'(t) \geq \left(\mu - \frac{p^p}{(p+1)^{p+1}}\lambda_r\right)(1-y(t))^{-p}, \quad 0 < t < T. $$

The conclusion follows by integration. \hfill \Box

3. Qualitative Type I estimate

Following the approach in [21], a key ingredient in the proofs of Theorems 1.1 and 1.2 is the following type I estimate for $u$ away from the boundary.

Proposition 3.1 (type I estimate). Under assumption (I.3), the solution $u$ of problem (1.1) satisfies

$$ u(t,x) \leq 1 - \gamma \delta(x)(T-t)^{\frac{1}{p-1}}, \quad \text{for all } t \in [0,T) \text{ and } x \in \Omega, $$

where $\gamma$ depends only on $p, \Omega, M, r$. 

A similar estimate is given in [21] Theorem 1.2, except that the constant \( \gamma \) depends on \( u \) in an unspecified way. We stress that the precise dependence of \( \gamma \) is here a key feature, not only for the proofs of Theorems 1.1 and 1.2, but also in view of the stability results for the touchdown time and set in Section 5, which require uniform type I estimates with respect to the permittivity profile \( f \). Proposition 3.1 will be proved by means of the maximum principle applied to an auxiliary function of the form

\[
(3.2) \quad J(t, x) = u_t - \varepsilon a(x)h(u).
\]

We here follow the approach of [21], which was a modification of the Friedman-McLeod method ([11]; see also [15]). The main new ideas in [21] were to construct \( h \) as a suitable perturbation of the nonlinearity and \( a(x) \) as an appropriate function vanishing on the boundary. In order to obtain the precise dependence of \( \gamma \), special care is here necessary in the construction and in the estimates of the function \( a \).

3.1. Basic computation for the function \( J \). The basic computation for the function \( J \) is contained in the following lemma. Although it is close to [21] Lemma 2.1, we give the proof for convenience and completeness.

**Lemma 3.2.** Let \( a \in C^2(\Omega) \) be a positive function. Let \( u \) be the solution of (1.1) and let \( J \) be given by (3.2) in \((0, T) \times \Omega, \) where

\[
(3.3) \quad h(u) = (1 - u)^{-p} + 1, \quad 0 \leq u < 1.
\]

Then

\[
(3.4) \quad J_t - \Delta J - pf'(x)(1-u)^{-p-1}J = \varepsilon \Theta \quad \text{in} \quad (0, T) \times \Omega,
\]

where

\[
(3.5) \quad \Theta = pa(x)f(x)(1-u)^{-p-1} + ah''(u)|\nabla u|^2 + 2h'(u)\nabla a \cdot \nabla u + h(u)\Delta a.
\]

Moreover, we have \( h''(u) > 0 \) for all \( u \in [0, 1) \) and

\[
(3.6) \quad \Theta \geq \underbrace{pa(x)f(x)(1-u)^{-p-1}}_{\tau_1} + \underbrace{h(u)\Delta a}_{\tau_2} - \underbrace{\frac{h''(u)|\nabla a(x)|^2}{a(x)h''(u)}}_{\tau_3}.
\]

**Proof.** We compute

\[
J_t = u_t - \varepsilon a(x)h'(u)u_t, \\
\nabla J = \nabla u - \varepsilon (a(x)h'(u)\nabla u + h(u)\nabla a(x)), \\
\Delta J = \Delta u - \varepsilon (a(x)h''(u)\Delta u + a(x)h''(u)|\nabla u|^2 + 2h'(u)\nabla a(x) \cdot \nabla u + h(u)\Delta a(x)).
\]

Setting \( g(u) = (1-u)^{-p} \) and omitting the variables \( x, u \) without risk of confusion, we get

\[
J_t - \Delta J = (u_t - \Delta u)t - \varepsilon ah'(u_t - \Delta u) + \varepsilon (ah''|\nabla u|^2|\nabla u|^2 + 2h'\nabla a \cdot \nabla u + \Delta a) \\
= fg'ut - \varepsilon fah'g + \varepsilon (ah''|\nabla u|^2 + 2h'\nabla a \cdot \nabla u + \Delta a).
\]

Using \( u_t = J + \varepsilon ah \), we have

\[
J_t - \Delta J - fg'J = \varepsilon \Theta,
\]

where

\[
\Theta = f a(g'h - h'g) + ah''|\nabla u|^2 + 2h'(u)\nabla a \cdot \nabla u + \Delta a.
\]

On the other hand, we have

\[
(3.7) \quad h'(u) = p(1-u)^{-p-1},
\]

hence

\[
g'h - h'g = p(1-u)^{-p-1}(1-u)^{-p} - p(1-u)^{-2p-1} = p(1-u)^{-p-1},
\]
Lemma 3.3. Let
\[ r > 0, \quad y \in \Omega_{2r} \] and set \( B = B_r(y) \). Then there exists a function \( a \in C^2(\overline{\Omega}) \) with the following properties:

\[ hh''a \Delta a - h^2 |\nabla a|^2 \geq 0, \quad \text{for all } x \in \overline{\Omega \setminus B} \text{ and all } 0 \leq u < 1, \]
\[ C_1 \delta^{p+1}(x) \leq a(x) \leq C_2 \delta^{p+1}(x), \quad \text{for all } x \in \overline{\Omega}, \]
\[ \|a\|_{C^2(\overline{\Omega})} \leq C_3, \]

for some constants \( C_1, C_2, C_3 > 0 \) depending only on \( p, \Omega, r \) (and not on \( y \)).

Proof. Step 1. Construction of \( a(x) \) in \( \Omega \setminus B \) and proof of (3.10). We introduce a suitable harmonic function \( \phi = \phi_u \), the unique smooth solution of the problem

\[ \begin{cases} 
\Delta \phi = 0, & x \in \Omega \setminus B, \\
\phi = 0, & x \in \partial \Omega, \\
\phi = 1, & x \in \partial B.
\end{cases} \]

The function \( \phi \) is smooth, and by the strong maximum principle, we have \( 0 < \phi < 1 \) in \( \Omega \setminus B \). Now, we set
\[ a(x) = \phi^{p+1}(x), \quad x \in \overline{\Omega \setminus B} \]
and we compute
\[ \nabla a = (p + 1)\phi^p \nabla \phi, \quad \Delta a = (p + 1)p\phi^{p-1} |\nabla \phi|^2 + \frac{(p + 1)\phi^p \Delta \phi}{\partial B} \]
in \( \Omega \setminus B \). It follows that
\[ a \Delta a = (p + 1)p\phi^{p+1} \phi^{p-1} |\nabla \phi|^2 = \frac{p}{p + 1} |\nabla a|^2, \quad \text{in } \Omega \setminus B. \]
Since, on the other hand, we have
\[ hh'' = p(p + 1)(1 - u)^{-2p-2} + p(p + 1)(1 - u)^{-p-2} \geq \frac{p + 1}{p}(h')^2, \quad 0 < u < 1, \]
due to (3.9), property (3.10) follows.

**Step 2. Uniform estimates in \( \Omega \setminus B \).** We shall prove that
\[
(3.15) \quad a(x) \geq C_1 \delta^{p+1}(x) \quad \text{for all } x \in \Omega \setminus B,
\]
and
\[
(3.16) \quad \|a\|_{C^2(\Omega \setminus B)} \leq C_3,
\]
for some constants \( C_1, C_3 > 0 \) depending only on \( p, \Omega, r \).

For each \( y \in \Omega_{2r} \), the function \( \phi_y(y + \cdot) \) is harmonic in \( \{r < |z| < 2r\} \) with \( \phi_y(y + \cdot) = 1 \) on \( \{|z| = r\} \). Consequently, by elliptic regularity, there exists a constant \( C = C(n, r) > 0 \) such that
\[
\|\phi_y\|_{C^2(\{r \leq |x-y| \leq 3r/2\})} \leq C, \quad \text{for all } y \in \Omega_{2r}.
\]
Since \( \phi_y = 1 \) on \( \partial B_r(y) \), we deduce that there exists \( \sigma = \sigma(n, r) \in (0, r/6) \) such that
\[
(3.18) \quad \phi_y \geq 1/2 \quad \text{in } \{r \leq |x-y| \leq r + 3\sigma\}, \quad \text{for all } y \in \Omega_{2r}.
\]

Next we claim that there exists \( c > 0 \) such that
\[
(3.19) \quad -\frac{\partial \phi_y}{\partial \nu} \geq c \quad \text{on } \partial \Omega, \quad \text{for all } y \in \Omega_{2r}.
\]
Assume for contradiction that there exist sequences \( y_i \in \Omega_{2r} \) and \( x_i \in \partial \Omega \) such that
\[
(3.20) \quad \frac{\partial \phi_{y_i}}{\partial \nu}(x_i) \to 0.
\]
We may assume \( y_i \to y_0 \in \Omega_{2r} \) and \( x_i \to x_0 \in \partial \Omega \). Set
\[
d = \delta(y_0) - r - 2\sigma \geq r - 2\sigma > 0.
\]
For all large \( i \), we have \( \delta(y_i) > \delta(y_0) - \sigma \), hence \( \delta(y_i) - r > d + \sigma \), so that \( \phi_{y_i} \) is harmonic in \( \omega_{d+\sigma} \subseteq \Omega \setminus B_r(y_i) \) with \( \phi_{y_i} = 0 \) on \( \partial \Omega \). Applying elliptic regularity again, it follows that there exist \( \alpha \in (0, 1) \) and \( C > 0 \) such that
\[
(3.21) \quad \|\phi_{y_i}\|_{C^{2+\alpha}(\omega_d)} \leq C, \quad \text{for all large } i.
\]
Up to extracting a subsequence, if follows that
\[
(3.22) \quad \phi_{y_i} \to \phi \quad \text{in } C^2(\omega_d),
\]
where \( \phi \geq 0 \) is harmonic in \( \omega_d \) and satisfies \( \phi = 0 \) on \( \partial \Omega \). Moreover, by (3.20) we have \( \frac{\partial \phi}{\partial \nu}(x_0) = 0 \). By Hopf’s Lemma, we deduce that
\[
(3.23) \quad \phi \equiv 0 \quad \text{in } \omega_d.
\]
Now, for large \( i \), we have \( \delta(y_i) < \delta(y_0) + \sigma \), hence \( \delta(y_i) - r - 3\sigma < d \), so that
\[
\{r \leq |x-y_i| \leq r + 3\sigma\} \cap \omega_d \neq \emptyset.
\]
But (3.22) and (3.23) then yield a contradiction with (3.18). The claim (3.19) follows.

Now, arguing as for (3.21), we have
\[
(3.24) \quad \|\phi_y\|_{C^2(\omega_{r/2})} \leq C(\Omega, r), \quad \text{for all } y \in \Omega_{2r}.
\]
Combining this with (3.19), we deduce that there exists \( \eta \in (0, r/2) \) such that
\[
(3.25) \quad \phi_y(x) \geq \frac{c}{2} \delta(x), \quad \text{for all } x \in \omega_\eta \text{ and all } y \in \Omega_{2r}.
\]
Since \( \phi_y \) now satisfies
\[
\begin{align*}
\Delta \phi_y &= 0, & x &\in \Omega \setminus B_r(y) \\
\phi_y &\geq \frac{s}{\varepsilon} & x &\in \partial \Omega \setminus B_r(y) \\
\phi_y &= 1, & x &\in \partial B_r(y),
\end{align*}
\]
we deduce from the maximum principle that \( \phi \geq \frac{s}{\varepsilon} \) in \( \Omega \setminus B_r(y) \). This along with (3.25) guarantees (3.15).

Finally, for \( x \in \Omega \setminus B_{3r/2}(y) \), we observe that \( \phi_y \) is harmonic in \( B_r(x) \) with \( \varepsilon = \min(y, r/2) \) and \( 0 \leq \phi_y \leq 1 \). It follows from elliptic regularity that there exists a constant \( C > 0 \) such that
\[
\| \phi_y \|_{C^2(B_{r/2}(x))} \leq C, \quad \text{for all } x \in \Omega \setminus B_{3r/2}(y) \text{ and } y \in \Omega_{2r}.
\]
Property (3.16) is then a consequence of (3.15), (3.24) and (3.26).

**Step 3.** Extension to \( B \). Since \( a \in C^2(\overline{\Omega}_{2r}(y) \setminus B_r(y)) \) and \( a \) satisfies (3.16), by standard properties of extension operators, the function \( a \) can be extended in \( B_r(y) \) to a function \( \tilde{a} \) such that
\[
\| \tilde{a} \|_{C^2(\overline{\Omega}_{2r}(y))} \leq C.
\]
On the other hand, since \( a = 1 \) on \( \partial B_r(y) \), there exists \( r_1 \in (0, r) \) depending only on \( C_3 \) such that
\[
a(x) \geq 1/2 \quad \text{for } r_1 \leq |x - y| \leq r.
\]
Fix a cutoff function \( \psi \in C^2([0, \infty)) \) such that \( 0 \leq \psi \leq 1, \psi(s) = 0 \) for \( s \in [0, r_1] \) and \( \psi(s) = 1 \) for \( s \in [(r + r_1)/2, r] \), and define \( a \) in \( B_r(y) \) by
\[
a(x) := 1 + (\tilde{a}(x) - 1)\psi(|x - y|).
\]
We thus obtain a function which satisfies \( \|a\|_{C^2(\overline{\Omega}_r(y))} \leq C_4(p, \Omega, r) \) and \( a(x) \geq 1/2 \) in \( \overline{B}_r(y) \), owing to (3.27) and (3.28). This, along with (3.15) and (3.16), guarantees (3.12) and the lower estimate in (3.11). Finally, the upper estimate in (3.11) follows from (3.12), (3.14), (3.24) and \( \phi = 0 \) on \( \partial \Omega \). \( \square \)

### 3.3. Proof of Proposition 3.1

We shall also use the following lower bound for \( u_t \).

**Lemma 3.4.** Under assumption (1.3), for a given \( t_0 \in (0, T) \), the solution \( u \) of problem (1.1) satisfies
\[
u_t(t, x) \geq c_0 e^{-c_1 t} \delta(x), \quad \text{for all } t \in [t_0, T) \text{ and } x \in \Omega,
\]
with \( c_0 = c_0(\Omega, r, t_0) > 0 \) and \( c_1 = c_1(\Omega) > 0 \).

**Proof.** Let \( x_0 \in \Omega \) be such that \( B = B(x_0, r) \). First, we observe that the function \( v = u_t \) is a (classical) solution of the problem:
\[
\begin{align*}
&v_t - \Delta v = pf(x)(1 - u)^{-p-1}v, & \text{in } (0, T) \times \Omega, \\
v &= 0, & \text{in } [0, T) \times \partial \Omega, \\
v(0, x) &= f(x), & \text{in } \Omega.
\end{align*}
\]
By the maximum principle, we thus have
\[
u_t \geq e^{t\Delta_\Omega} f \quad \text{in } [0, T) \times \Omega.
\]
By (1.3), we deduce that
\[
u_t \geq r \int_{\Omega} G_\Omega(t, x, y) \chi_B(y) \, dy.
\]
Here, \( e^{t\Delta_\Omega} \) and \( G_\Omega \) are respectively the Dirichlet heat semigroup and heat kernel of \( \Omega \). It is known (see [5] and also [34]) that
\[
G_\Omega(t, x, y) \geq ce^{-c_1 t} \delta(x) \delta(y), \quad t \geq t_0
\]
with \( c = c(t_0, \Omega) > 0 \) and \( c_1 = c_1(\Omega) > 0 \). Consequently, since \( \delta(x_0) \geq r \), we have
\[
u_t \geq cre^{-c_1 t} \delta(x) \int_{B(x_0, r/2)} \delta(y) \, dy \geq \frac{cr^2}{2} |B(0, r/2)| e^{-c_1 t} \delta(x)
\]
and the lemma follows. \qed

**Proof of Proposition 3.7.** It is done in three steps.

**Step 1: Preparations.** Let \( J \) and \( h \) be given by (3.2) and (3.9). Owing to assumption (1.3), upon replacing \( r \) by \( r/2 \), we may assume that there exists \( y \in \Omega \) such that \( \delta(y) \geq 2r \) and

\[
(3.31) \quad f \geq r \quad \text{on } B := B_r(y).
\]

Consider the function \( a \in C^2(\overline{\Omega}) \) given by Lemma 3.3. By (3.11), we have

\[
(3.32) \quad \inf_{x \in B} a(x) \geq \sigma = \sigma(\Omega, p, r) := C_1 r^{p+1}.
\]

Next, let \( t_0 = \frac{1}{2(p+1)M} \), where \( M \) is given by (1.3). By Lemma 2.1 we have \( 0 < t_0 < T \) and

\[
(3.33) \quad \|u(t, \cdot)\|_\infty \leq 1 - 2^{-1/(p+1)}, \quad 0 \leq t \leq t_0.
\]

We split the cylinder \( \Sigma := (t_0, T) \times \Omega \) into three subregions as follows:

\[
(3.34) \quad \Sigma_1 = (t_0, T) \times (\Omega \setminus B), \quad \Sigma_2 = \{(t, x) \in (t_0, T) \times B; \ u(t, x) \geq 1 - \eta \}, \quad \Sigma_3 = \{(t, x) \in (t_0, T) \times B; \ u(t, x) < 1 - \eta \},
\]

where \( \eta \in (0, 1) \) will be specified later.

**Step 2: Parabolic inequality for \( J \) in the regions \( \Sigma_1 \) and \( \Sigma_2 \).** It follows from properties (3.6) in Lemma 3.2 and (3.10) in Lemma 3.3 along with \( a > 0, \ f \geq 0 \) in \( \Omega \), and \( h'' > 0 \), that

\[
(3.35) \quad J_t - \Delta J - pf(x)(1-u)^{-p-1}J \geq 0 \quad \text{in } \Sigma_1.
\]

Next, in view of (3.9) and property (3.12) in Lemma 3.3 we have

\[
|h\Delta a| \leq C_4(1-u)^{-p}, \quad |h'\nabla a| \leq C_4(1-u)^{-p-1} \quad \text{in } \Sigma,
\]

for some \( C_4 = C_4(\Omega, p, r) > 0 \). Also, from (3.9) and (3.32) we get

\[
ah'' \geq \sigma p(p+1)(1-u)^{-p-2} \quad \text{in } (0, T) \times B.
\]

Consequently, recalling the definition (3.5) of \( \Theta \), it follows from (3.6), (3.31), (3.32) that

\[
(1-u)^{p+1}\Theta \geq pf(x)(1-u)^{p+1} \geq \frac{(h'\nabla a)^2}{ah''}(1-u)^{p+1} \geq pr\sigma - C_5(1-u) \geq pr\sigma - C_5 \eta \quad \text{in } \Sigma_2,
\]

for some \( C_5 = C_5(\Omega, p, r) > 0 \). Choosing \( \eta = \eta(\Omega, p, r) \in (0, 1) \) small enough, we then deduce from (3.34) that

\[
(3.36) \quad J_t - \Delta J - pf(x)(1-u)^{-p-1}J \geq 0 \quad \text{in } \Sigma_2.
\]

**Step 3: Control of \( J \) on \( \Sigma_3 \) and conclusion.** Now that \( \eta \) has been fixed, using Lemma 3.4 and (1.3), (3.9), (3.11), (3.33), we may choose \( \varepsilon = \varepsilon(\Omega, p, r, M) > 0 \) small enough, such that

\[
(3.37) \quad J \geq \delta(x) \left[ c_0 e^{-c_1 M} - 2C_2 e^{\delta(x)}(1-u)^{-p} \right] \geq \delta(x) \left[ c_0 e^{-c_1 M} - 2C_2 e^{\delta(x)}(x)^{-p} \right] \geq 0 \quad \text{in } \Sigma_3^\prime
\]

and

\[
J(t_0, x) \geq \delta(x) \left[ c_0 e^{-c_1 M} - 2C_2 e^{\delta(x)}(1 - \|u(t_0, \cdot)\|_\infty)^{-p} \right] \geq \delta(x) \left[ c_0 e^{-c_1 M} - 2 e^{\delta(x)} C_2(1-x)^{-p} \right] \geq 0 \quad \text{in } \overline{\Omega},
\]

where \( c_0, c_1 \) are the constants in Lemma 3.4 and \( C_2 \) is the constant in (3.11). Observe now that, as a consequence of (3.37) and \( \Sigma = \Sigma_1 \cup \Sigma_2^\prime \cup \Sigma_3^\prime \), we have

\[
(3.39) \quad \{(t, x) \in \Sigma; \ J(t, x) < 0 \} \subset \Sigma_1 \cup \Sigma_2.
\]
Also, since \( a = 0 \) on \( \partial \Omega \), we have
\[
J = 0 \quad \text{on } (t_0, T) \times \partial \Omega.
\]
On the other hand, by standard parabolic regularity, we have
\[
J \in C^{1,2}(\Sigma) \cap C([t_0, T) \times \Omega).
\]
It follows from (3.35), (3.36), (3.38)-(3.40), and the maximum principle (see, e.g., [32], Proposition 52.4 and Remark 52.11(a)) that
\[
J \geq 0 \quad \text{in } \Sigma.
\]
Then, for \( t_0 < t < s < T \) and \( x \in \Omega \), we have
\[
u_t \geq \varepsilon a(x)h(u) \geq \varepsilon a(x)(1 - u)^{-p}
\]
and an integration in time gives
\[
(1 - u(t, x))^{p+1} \geq (p + 1) \int_t^s u_t(1 - u)^p \geq \varepsilon a(x)(s - t).
\]
Letting \( s \to T \), we get
\[
(1 - u(t, x))^{p+1} \geq (p + 1)\varepsilon a(x)(T - t) \quad \text{in } \Sigma.
\]
In view of (3.41), this implies (3.1) in \([t_0, T) \times \Omega \) with \( \gamma = \gamma(\Omega, p, r, M) > 0 \). Due to (3.33), (1.3), the estimate (3.1) is true in \([0, t_0) \times \Omega \) as well, for a possibly smaller constant \( \gamma = \gamma(\Omega, p, r, M) > 0 \).

4. Proof of Theorems 1.1 and 1.2

4.1. No touchdown criterion under a local type I estimate. The following lemma enables one to exclude touchdown at a given interior point or on a neighborhood of \( \partial \Omega \), under a suitable type I estimate and a smallness assumption on \( f \).

**Lemma 4.1.** Let \( u \) be the solution of problem (1.1). Let either
\[(i) \quad D = B(x_0, b) \subset \Omega \quad \text{and} \quad \Gamma = \partial D,
\]
or
\[(ii) \quad D = \Omega \setminus \omega \quad \text{for some } \omega \subset \Omega \quad \text{and} \quad \Gamma = \partial \omega,
\]
or
\[(iii) \quad \Omega = (-R, R), \quad D = (a, R) \quad \text{for some } a \in (-R, R) \quad \text{and} \quad \Gamma = \{a\}.
\]
Assume
\[
u \leq 1 - k(T - t)\frac{p+1}{p+1} \quad \text{on } [0, T) \times \Gamma
\]
for some \( k > 0 \). If
\[
\|f\|_{L^\infty(D)} < \frac{k^{p+1}}{p+1}
\]
then \( T \cap D = \emptyset \). In addition, in case (ii) we have \( T \cap \partial \Omega = \emptyset \), and in case (iii), \( R \notin T \).

**Remark 4.2.** Condition (4.2) is essentially optimal. Indeed, considering (1.1) with \( f(x) \equiv 1 \) and leaving the boundary conditions apart, we see that the ODE solution \( y(t) = 1 - [1 - (p + 1)t]^{1/(p+1)} \) satisfies (1.1) with \( k = (p + 1)^{1/(p+1)} \) and \( T = 1/(p+1) \), so that one could not take a larger value of the constant in the RHS of (4.2).
Proof. We use a simplification of a comparison argument from \[21\] (where the comparison was done with a selfsimilar supersolution, instead of a separated variable supersolution). We define the comparison function

\[ w(t,x) := y(t)\psi(x) \quad \text{for} \quad (t,x) \in [0,T) \times D, \]

where \( y(t) \) is defined by

\[ y(t) = 1 - k(T - t)^{-\frac{1}{p+1}}. \]

Here, in case (i), \( \psi \) is given by

\[ \psi(x) := 1 - \sigma \left( 1 - \left| \frac{x - x_0}{b} \right|^2 \right) \]

for \( \sigma \in (0,1) \) to be chosen below and, in case (ii), \( \psi \) is the solution of the problem

\[
\begin{aligned}
\Delta \psi &= 0, & x \in D, \\
\psi &= 1, & x \in \partial \omega, \\
\psi &= 1 - \sigma, & x \in \partial \Omega.
\end{aligned}
\]

Observe that

\[ 1 - \sigma < \psi(x) < 1, \quad x \in D, \]

by the strong maximum principle. In case (iii), similarly to (ii), we set \( \psi(x) = 1 - \sigma(x - a)/(R - a) \) for \( x \in [a,R] \). In particular, owing to \[12\], we note that in all cases,

\[ w \geq 0 \quad \text{in} \quad [0,T) \times \overline{\Omega}. \]

We compute, in \( (0,T) \times D \):

\[
w_t - \Delta w - f(x)(1-u)^{-p} = y'(t)\psi(x) - y(t)\Delta \psi(x) - f(x)(1 - y(t)\psi(t))^{-p} \\
\geq \frac{k}{p+1} (T - t)^{-\frac{p}{p+1}} \psi(x) - y(t)\Delta \psi(x) - f(x)(1 - y(t))^{-p} \\
= \left( \frac{k}{p+1} \psi(x) - f(x)k^{-p} \right) (T - t)^{-\frac{p}{p+1}} - y(t)\Delta \psi(x).
\]

Moreover, we have \( \Delta \psi = \frac{2\sigma}{b^2} \) in \( B(x_0,b) \) in case (i), and \( \Delta \psi = 0 \) in \( D \) in cases (ii) and (iii). In all cases, using assumption \[1.2\] and taking \( \sigma > 0 \) small enough, it follows that

\[ w_t - \Delta w - f(x)(1-u)^{-p} \geq \left( \frac{k}{p+1} (1 - \sigma) - f(x)k^{-p} \right) T^{-\frac{p}{p+1}} - \frac{2\sigma}{b^2} \geq 0 \quad \text{in} \quad [0,T) \times D. \]

We next look at the comparison on the parabolic boundary of \([0,T) \times D\). On the one hand, by \[4.3\], we have

\[ w(0,x) \geq 0 = u(0,x) \quad \text{in} \quad \overline{T}. \]

On the other hand, using \( \psi = 1 \) on \( \Gamma \) and \[4.1\], we have

\[ w(t,x) = 1 - k(T - t)^{-\frac{1}{p+1}} \geq u(t,x) \quad \text{in} \quad [0,T) \times \Gamma. \]

Moreover, in case (ii) (resp., (iii)), we have, by \[4.3\],

\[ w(t,x) \geq 0 = u(t,x) \quad \text{in} \quad [0,T) \times \partial \Omega \quad \text{resp.,} \quad [0,T) \times \{ -R \}). \]

By \[1.1\], \[4.3\], \[4.6\] and \[4.7\] (in cases (ii) and (iii)), along with the comparison principle and \( y(t) \leq 1 \) for all \( t \in [0,T) \), we conclude that

\[ u(t,x) \leq w(t,x) \leq \psi(x) \quad \text{in} \quad (0,T) \times D. \]

In all cases, since \( \psi \) is uniformly smaller than 1 in compact subsets of \( D \), it follows from \[4.8\] that \( T \cap D = \emptyset \). We also see that in case (ii), \( \psi \) is uniformly smaller than 1 in a neighborhood of \( \partial \Omega \), so we can rule out quenching at the boundary. For the case (iii), the conclusion follows similarly. □
4.2. Proof of Theorem 1.1 We shall apply case (i) of Lemma 4.1. Let \( \gamma \) be given by estimate (3.1), and assume
\[
f(x_0) < \frac{(\gamma \delta(x_0))^{p+1}}{p+1}.
\]
Pick \( k \in (0, \gamma \delta(x_0)) \) such that
\[
f(x_0) < \frac{k^{p+1}}{p+1} < \frac{(\gamma \delta(x_0))^{p+1}}{p+1}.
\]
By estimate (3.1), together with the continuity of \( f \), conditions (1.1) and (4.2) are satisfied in \( D = B(x_0, b) \) for \( b > 0 \) sufficiently small. We can then conclude from Lemma 4.1 that \( x_0 \notin T \), which proves Theorem 1.1 with \( \gamma_0 = \frac{\gamma^{p+1}}{p+1} \).

4.3. Proof of Theorem 1.2 Let \( \gamma \) be given by estimate (3.1), and assume (1.5) with \( \gamma_0 := \frac{\gamma^{p+1}}{p+1} \). Applying case (ii) of Lemma 4.1 with \( k = \gamma \text{dist}(\omega, \partial \Omega) \), it follows that \( T \subset \overline{\omega} \). Finally, we note that for any \( x \in \partial \omega \), our assumption implies \( f(x) < \gamma_0 \delta^{p+1}(x) \), so that \( x \notin T \) by Theorem 1.1. Therefore \( T \subset \omega \) and the theorem is proved.

4.4. Proof of Corollary 1.3 Assertion (i) follows from Theorem 1.1. Assertion (ii) follows by applying Theorems 1.1 and 1.2 and then Lemma 2.2.

5. Stability results for the touchdown time and touchdown set

One of the main ingredients in the proofs of Theorems 1.1, 1.2 and 1.3 is the stability of the touchdown time and touchdown set under small perturbations of the potential \( f \).

Recalling the definition in (1.2), we denote by \( U : E \ni f \mapsto U_f \) the semiflow generated by problem (1.1). Namely, \( u = U_f(t, \cdot) \) is the maximal classical solution of (1.1). We recall that its existence time and touchdown set are respectively denoted by \( T_f \in (0, \infty) \) and \( T_f \subset \Omega \). We start with a more or less standard continuous dependence property of the solution itself with respect to \( f \).

**Proposition 5.1** (Continuity of \( U \) from \( L^q \) to \( L^\infty \)). Let \( 1 \leq q \leq \infty \) with \( q > \frac{n}{2} \). Let \( f \in E \) and let \( 0 < t_0 < T_f \). For all \( \sigma > 0 \), there exists \( \varepsilon > 0 \) such that
\[
\text{if } g \in E \text{ and } \|g - f\|_q \leq \varepsilon, \text{ then } T_g > t_0 \text{ and } \sup_{t \in [0, t_0]} \|U_g - U_f\|_\infty \leq \sigma.
\]

For the stability of the touchdown time and set, the local type I estimate (3.1) in Proposition 3.1 plays a crucial role. A uniform version is actually needed. To this end, for given \( \gamma > 0 \), we set
\[
E_\gamma = \{g \in E; T_g < \infty \text{ and } U_g(t,x) \leq 1 - \gamma \delta(x)(T_g - t) + \frac{M}{p+1} \text{ for all } (t,x) \in [0, T_g) \times \Omega \}.
\]

**Proposition 5.2** (Continuity of the touchdown time). Let \( 1 \leq q \leq \infty \) with \( q > \frac{n}{2} \), \( \gamma > 0 \) and let \( f \in E \) be such that \( T_f < \infty \) and \( T_f \cap \Omega \neq \emptyset \). For all \( \sigma > 0 \), there exists \( \varepsilon > 0 \) such that
\[
\text{if } g \in E_\gamma \text{ and } \|g - f\|_q \leq \varepsilon, \text{ then } |T_g - T_f| < \sigma.
\]

**Theorem 5.3** (Upper semi-continuity of the touchdown set). Let \( 1 \leq q \leq \infty \) with \( q > \frac{n}{2} \), \( \gamma, M > 0 \) and let \( f \in E \) be such that \( T_f < \infty \) and \( T_f \subset \subset \Omega \). For all \( \sigma > 0 \), there exist \( \varepsilon, \kappa > 0 \) such that, if
\[
g \in E_\gamma, \quad \|g\|_\infty \leq M \text{ and } \|g - f\|_q \leq \varepsilon,
\]
then
\[
U_g(t,x) \leq 1 - \kappa \quad \text{in } [0, T_g) \times (\overline{\Omega} \setminus (T_f + B(0, \sigma))),
\]

hence in particular
\[
T_g \subset T_f + B(0, \sigma).
\]
Remark 5.4. The assumption \( g \in E_r \), i.e. estimate (5.1) with a uniform constant, can be guaranteed by assuming \( \mu \chi_B \leq g \leq M \), where \( M, r > 0 \), \( B \subset \Omega \) is a ball of radius \( r \) and \( \mu > \mu_0(p, n)r^{-2} \) (cf. Lemma 2.2). This is a consequence of Proposition 3.1.

Remark 5.5. (i) Theorem 5.3 in particular proves that \( \mathcal{T}_g \) is also a compact subset of \( \Omega \), provided \( g \) is close enough to \( f \) in \( L^q \) norm. It is unknown whether the compactness assumption on \( \mathcal{T}_f \) can be removed. This would be true if we knew the analogue of estimate (3.1) without the factor distance to the boundary.

(ii) To ensure that the touchdown set \( \mathcal{T}_f \) is compact, we can consider \( f \) small enough near the boundary (apply Theorem 1.2), or \( \Omega \) convex and \( f \) non-increasing near the boundary in the outer direction (this is proved in [22] by a moving planes argument). Also, if we consider \( 0 < p < 1 \), then the touchdown set is compact for any \( f \) (see [21]).

We note that Theorem 1.8 is a direct consequence of Proposition 5.2 and Theorem 5.3, together with Proposition 5.1.

The semi-continuity property of \( \mathcal{T}_f \) in Theorem 1.8 can be expressed as

\[
\bar{d}(\mathcal{T}_g, \mathcal{T}_f) \to 0, \quad \text{as } g \to f \text{ in } L^q, g \in \bar{E},
\]

where \( \bar{E} \) is defined in (1.11) and

\[
(5.1) \quad \bar{d}(A, B) = \sup_{x \in A} d(x, B)
\]
denotes the usual Hausdorff semi-distance. Our next result shows that the continuity of the touchdown set with respect to \( f \) fails in general.

**Proposition 5.6** (Non continuity of the touchdown set). Let \( p > 0 \) and \( \Omega = B_R \subset \mathbb{R}^n \). Let \( 1 \leq q < \infty \) with \( q > \frac{n}{2} \). One can find \( B \subset \Omega \) a ball of radius \( r > 0 \), \( M \geq \mu > \mu_0(p, n)r^{-2} \), a function \( f \in \bar{E} \) with \( \mathcal{T}_f \subset \subset \Omega \) and a sequence \( g_i \in \bar{E} \), such that

\[
g_i \to f \text{ in } L^q \quad \text{and} \quad \liminf_{i \to \infty} d(\mathcal{T}_f, \mathcal{T}_{g_i}) > 0.
\]

Proposition 5.6 will be proved in the next section, along with Theorem 1.6. 

**Proof of Proposition 5.7** Set \( h(z) = (1 - z)^{-p} \). Note that, for any \( 0 < M < 1 \), we have \( 0 < h'(z) < L(M) := p(1 - M)^{-p - 1} \) for \( 0 < z < M \). Now, fix

\[
M := \max_{0 \leq t \leq t_0} \|U_f(t)\|_{\infty} < 1
\]

and define

\[
\tau_g := \sup \left\{ t \in [0, T_g); \|U_g(s)\|_{\infty} \leq \frac{1 + M}{2} \quad \text{for all } s \in [0, t] \right\}.
\]

By the variation-of-constants formula and the \( L^p-L^q \)-estimates for the linear heat semigroup, we have

\[
\|(U_f - U_g)(t)\|_{\infty} \leq \int_0^t \|e^{(t-s)\Delta}(f(x)h(U_f) - g(x)h(U_g))\|_{\infty} \, ds
\]
\[
\leq \int_0^t \left(4\pi(t-s)^{-\frac{N}{2}}\right)^{-\frac{p}{2}} \|f(x)h(U_f) - g(x)h(U_g)\|_q \, ds.
\]

Now, for all \( 0 < t \leq \min\{t_0, \tau_g\} \), we obtain

\[
\|f(\cdot)h(U_f(t, \cdot)) - g(\cdot)h(U_g(t, \cdot))\|_q = \|f(\cdot)h(U_f(t, \cdot)) - f(\cdot)h(U_g(t, \cdot)) + f(\cdot)h(U_g(t, \cdot)) - g(\cdot)h(U_g(t, \cdot))\|_q
\]
\[
\leq \|f\|_q \|h(U_f(t)) - h(U_g(t))\|_{\infty} + \|h(U_g(t))\|_{\infty} \|f - g\|_q
\]
\[
\leq \|f\|_q L \left(\frac{1 + M}{2}\right) \|(U_f - U_g)(t)\|_{\infty} + \left(\frac{1 + M}{2}\right)^{-p} \|f - g\|_q.
\]
Therefore,
\[
\| (U_f - U_g)(t) \|_{\infty} \leq (4\pi)^{-\frac{d}{2}} \| f \|_q L \left( \frac{1 + M}{2} \right) \int_0^t (t - s)^{-\frac{d}{2}} \| (U_f - U_g)(s) \|_{\infty} \, ds \\
+ (4\pi)^{-\frac{d}{2}} \| f - g \|_q \left( \frac{1 - M}{2} \right)^{-p} \int_0^t (t - s)^{-\frac{d}{2}} \, ds \\
\leq C_1 \int_0^t (t - s)^{-\frac{d}{2}} \| (U_f - U_g)(s) \|_{\infty} \, ds + C_2 \| f - g \|_q,
\]
for all \( 0 < t \leq \min\{t_0, \tau_g\} \), where \( C_1, C_2 > 0 \) are two constants independent of \( g \). Now, applying Gronwall’s Lemma, we obtain
\[
(5.2) \quad \| (U_f - U_g)(t) \|_{\infty} \leq C_3 \| f - g \|_q.
\]
If we consider \( \varepsilon > 0 \) small enough, then, for all \( g \) such that \( \| f - g \|_q < \varepsilon \), we have
\[
\| (U_f - U_g)(t) \|_{\infty} \leq \frac{1 - M}{4}, \quad \text{for} \ 0 < t \leq t_1 \coloneqq \min\{t_0, \tau_g\}.
\]
Therefore, \( \| U_g(t_i) \|_{\infty} < \frac{1 + M}{2} \), hence \( \tau_g > t_1 \), i.e. \( \tau_g > t_0 \). We deduce that \( T_g > t_0 \) and the result then follows from (5.2). \( \square \)

Proof of Proposition 5.1. The lower semicontinuity of the touchdown time is a consequence of Proposition 5.1. Therefore we may always assume \( T_g > T_f \). By assumption, there exist sequences \( x_i \in \Omega \) and \( t_i < T_f \) such that \( x_i \rightarrow x_0 \in \Omega \), \( t_i \rightarrow T_f \) and \( U_f(t_i, x_i) \rightarrow 1 \). We may assume \( \delta(x_i) \geq c > 0 \).

Now fix \( 0 < \lambda < 1 \), pick \( i \) such that \( U_f(t_i, x_i) \geq \lambda \) and next take \( 0 < \alpha < 1 \). As a consequence of Proposition 5.1 there exists \( \varepsilon > 0 \) such that if \( \| g - f \|_q < \varepsilon \), then \( U_g(t_i, x_i) \geq \alpha \lambda \). Since \( g \in E_\gamma \), we have
\[
1 - \alpha \lambda \geq 1 - U_g(t_i, x_i) \geq c\gamma(T_g - t_i)^{\frac{1}{1 + \beta}} \geq c\gamma(T_g - T_f)^{\frac{1}{1 + \beta}}.
\]
Therefore,
\[
\limsup_{\| g - f \|_q \rightarrow 0} T_g \leq T_f + \left( \frac{1 - \alpha \lambda}{c\gamma} \right)^{p+1}.
\]
The result follows by letting \( \alpha \rightarrow 1 \) and then \( \lambda \rightarrow 1 \). \( \square \)

Proof of Theorem 5.2. The proof is more delicate. It is based on parabolic regularity, comparison arguments and uniform Hölder estimates in time for \( u \) up to the touchdown time. The latter follow from a key integrability property in time for the RHS of the PDE in (1.1) (see (5.4)), which is a consequence of the type I estimate.

Step 1. Uniform Hölder estimates in time. For each \( \eta > 0 \), we recall the notation
\[
\Omega_\eta \coloneqq \{ x \in \Omega; \delta(x) > \eta \}.
\]
We claim that for all \( \eta > 0 \) and \( \beta \in (0, 1/(p + 1)) \), there exists \( C(\eta, \beta) > 0 \) such that for all \( g \in E_\gamma \) with \( \| g \|_{\infty} \leq M \), we have
\[
(5.3) \quad U_g(T_g, x) \leq U_g(t, x) + C(\eta, \beta)(T_g - t)^{\beta}, \quad 0 < t < T_g, \ x \in \Omega_\eta.
\]
Set \( a = \frac{p}{p + 1} < 1 \) and take \( \eta > 0 \). Let \( g \in E_\gamma \) with \( \| g \|_{\infty} \leq M \). We have
\[
(5.4) \quad | \partial_t U_g - \Delta U_g | = g(x)(1 - U_g(t, x))^{-p} \leq C(\eta)(T_g - t)^{-a} \quad \text{in} \ (0, T_g) \times \Omega_{\eta/2},
\]
with \( C(\eta) > 0 \) independent of \( g \). Moreover, by Lemma 2.1 we have \( T_g \geq \tau_0 \) with \( \tau_0 \in (0, 1) \) independent of \( g \).
Now, for \( \tau \in (0, \tau_0/2) \), we define \( w(t, x) = r^\alpha U_g(t, x) \), which satisfies
\[
|w_t - \Delta w| \leq C(\eta) \quad \text{and} \quad 0 \leq w \leq 1 \quad \text{in} \quad (0, T_g - \tau) \times \Omega_{\eta/2},
\]
along with \( w(0, \cdot) \equiv 0 \). By interior parabolic regularity (see e.g. \cite[Theorem 48.1]{32}), for all \( r \in (1, \infty) \), we deduce
\[
\|w_t\|_{L^r(\Sigma_{g, r})} + \|D^2w\|_{L^r(\Sigma_{g, r})} \leq C(\eta, r), \quad \text{where} \quad \Sigma_{g, r} := (0, T_g - \tau) \times \Omega_{\eta},
\]
with \( C(\eta, r) > 0 \) independent of \( g \) and \( \tau \). Using Sobolev embedding in the time variable, we obtain, for all \( \alpha \in (0, 1) \),
\[
\|w\|_{C^\alpha(\Sigma_{g, r})} \leq C(\eta, r).
\]
Consequently, we have
\[
\text{(5.5) \quad U}_g(s, x) - U_g(t, x) \leq C(s - t)^\alpha (T_g - s)^{-a}, \quad 0 < t < s < T_g, \quad x \in \Omega_{\eta}.
\]
Here and until the end of Step 1, \( C > 0 \) denotes a positive constant, depending on \( \eta, \alpha \), but independent of \( g \).

Now, for fixed \( 0 < t < T_g \), we consider the sequence \( s_i = T_g - (T_g - t)2^{-i} \), which satisfies
\[
\text{(5.6) \quad s}_{i+1} - s_i = (T_g - t)2^{-i-1} = T_g - s_{i+1}.
\]
Fix \( \alpha \in (a, 1) \). From (5.5) and (5.6), we have
\[
U_g(s_{i+1}, x) - U_g(s_i, x) \leq C(s_{i+1} - s_i)^\alpha (T_g - s_{i+1})^{-a} = C(T_g - s_{i+1})^{\alpha-a} = C[(T_g - t)2^{-i-1}]^{\alpha-a}
\]
and iterating, we obtain
\[
U_g(s_{i+1}, x) - U_g(t, x) \leq C(T_g - t)^{\alpha-a} \sum_{j=0}^{i} 2^{-(j+1)(\alpha-a)}.
\]
Claim (5.3) follows by letting \( i \to \infty \).

**Step 2. No touchdown away from \( \mathcal{T}_f \) and from \( \partial \Omega \).** Let \( \sigma, \eta > 0 \). We claim that there exists \( \kappa = \kappa(\sigma) > 0 \) (independent of \( \eta \)) and \( \varepsilon = \varepsilon(\sigma, \eta) > 0 \), such that for all \( g \in E_\gamma \) with \( \|g\|_\infty \leq M \), if \( \|g - f\|_\eta \leq \varepsilon \), then
\[
\text{(5.7) \quad U}_g(T_g, x) \leq 1 - 2\kappa \quad \text{in} \quad \overline{\Omega_{\eta}} \setminus A_\sigma,
\]
where \( A_\sigma := \mathcal{T}_f + B(0, \sigma) \).

Choose any \( \beta \in (0, 1/(p+1)) \). As a consequence the definition of \( \mathcal{T}_f \), there exists \( \kappa = \kappa(\sigma) \in (0, 1/5) \) such that
\[
\text{(5.8) \quad U}_f(t, x) \leq 1 - 5\kappa \quad \text{in} \quad [0, T_f] \times (\Omega \setminus A_\sigma).
\]
Set \( t_0 = \max\{0, T_f - (\frac{\varepsilon}{C_\eta})^{1/\beta}\} \), where \( C_\eta = C(\eta, \beta) \) is given by (5.3). By Proposition 5.1 there exists \( \varepsilon = \varepsilon(\sigma, \eta) \) such that, for all \( g \in E \), if \( \|g - f\|_\eta \leq \varepsilon \), then
\[
U_g(t_0, x) \leq U_f(t_0, x) + \kappa \leq 1 - 4\kappa \quad \text{in} \quad [0, t_0] \times (\Omega \setminus A_\sigma).
\]
Applying (5.3), if follows that
\[
U_g(T_g, x) \leq U_g(t_0, x) + C_\eta (T_g - T_f)^\beta + C_\eta (T_f - t_0)^\beta \leq 1 - 3\kappa + C_\eta (T_g - T_f)^\beta \quad \text{in} \quad \overline{\Omega_{\eta}} \setminus A_\sigma.
\]
The Claim then follows from Proposition 5.2.

**Step 3. No touchdown near \( \partial \Omega \) and conclusion.** We shall use a supersolution argument to exclude touchdown on \( \Omega \setminus \Omega_\eta \) for \( g \) close to \( f \) and some \( \eta > 0 \) (independent of \( g \)).
Since $T_f \subset \subset \Omega$, we may fix $\sigma_0 > 0$ sufficiently small, such that $A_{\sigma_0} \subset \subset \Omega$. Set $\kappa = \kappa(\sigma_0)$, given by Step 2. Let $W(x) = 1 - 2\kappa + K\phi(x)$, where $K = M\kappa^{-p}$ and $\phi$ is the solution of $-\Delta \phi = 1$ in $\Omega$, with $\phi = 0$ on $\partial \Omega$. We can choose $\eta > 0$ small enough such that $K \phi(x) < \kappa$ in $\Omega \setminus \Omega_\eta$, so that

$$-\Delta W = K \geq \frac{M}{(1 - W)^p} \quad \text{in } \Omega \setminus \Omega_\eta.$$  

Taking $\eta > 0$ smaller if necessary, we may also assume $\partial \Omega_\eta \cap A_{\sigma_0} = \emptyset$. For all $g \in E_\gamma$ with $\|g\|_\infty \leq M$ and $\|g - f\|_q \leq \varepsilon(\sigma_0, \eta)$, it then follows from (5.7) and $\partial_t U_g \geq 0$ that

$$U_g(t,x) \leq 1 - 2\kappa \leq W(x) \quad \text{on } [0, T_g) \times \partial \Omega_\eta.$$  

Since $W \geq 0$, it follows from the comparison principle, applied on $[0, T_g) \times (\Omega \setminus \Omega_\eta)$, that

$$U_g(t,x) \leq W(x) \leq 1 - \kappa \quad \text{in } [0, T_g) \times (\Omega \setminus \Omega_\eta).$$  

Finally combining (5.9) and (6.2) with the $\eta$ just chosen and any $\sigma > 0$, we conclude that, for all $g \in E_\gamma$ with $\|g\|_\infty \leq M$, if $\|g - f\|_q \leq \min(\varepsilon(\sigma, \eta), \varepsilon(\sigma_0, \eta))$, then

$$U_g(t,x) \leq W(x) \leq 1 - \kappa \quad \text{in } [0, T_g) \times (\Omega \setminus \Omega_\eta).$$  

The Theorem follows. \hfill \Box

6. PROOF OF THEOREMS 1.4, 1.5 AND 1.6

Proof of Theorem 1.4. Step 1. Estimates of $U_g$. Let $g$ satisfy the assumptions of the Theorem for some $\varepsilon > 0$. Since $U_g$ (and $U_\phi$) is radially symmetric, we shall indifferently write $U_g(t,x)$ or $U_g(t,r)$ with $r = |x|$. It is known from [4], [15], [22] that $T_f = \{0\}$.

We first observe that, taking $\varepsilon > 0$ small enough, assumptions (1.9) and (1.10) guarantee that

$$g(x) > \mu_0 \rho^{-2} \quad \text{on } B_\rho.$$  

Indeed for given $\delta > 0$, we may choose $s_0 \in (0, (R - \rho)/2]$ sufficiently small (depending only on $f, \delta$), such that

$$\sup \{ |f(r + s) - f(r)|; 0 \leq r \leq \rho, 0 \leq s \leq 2s_0 \} \leq \delta/2.$$  

By (1.9), for all $r \in [0, \rho]$ and $s \in [0, 2s_0]$, we then have

$$g(r) \geq g(r + s) - \varepsilon R$$  

$$\geq f(r) - |f(r + s) - f(r)| - |g(r + s) - f(r + s)| - \varepsilon R$$  

$$\geq f(r) - |g(r + s) - f(r + s)| - \varepsilon R - \delta/2.$$  

Averaging in $s \in [s_0, 2s_0]$ and using Hölder’s inequality and (1.10), we obtain, for all $r \in [0, \rho]$,

$$g(r) \geq f(r) - s_0^{-1} \int_{s_0}^{2s_0} |g(r + s) - f(r + s)| ds - \varepsilon R - \delta/2$$  

$$\geq f(r) - s_0^{-n} \int_{s_0}^{2s_0} |g(r + s) - f(r + s)|(r + s)^{n-1} ds - \varepsilon R - \delta/2$$  

$$\geq f(r) - C(n, R, q)s_0^{-n}\|g - f\|_q - \varepsilon R - \delta/2 \geq f(r) - \delta,$$

for $\varepsilon > 0$ sufficiently small. In view of our assumptions on $f$, property (6.1) follows by choosing $\delta$ sufficiently small.

Owing to (6.1), we have $T_g < \infty$ and, by Remark 5.4, $g \in E_{\gamma}$ for some $\gamma > 0$ independent of $g$. Also, in view of Theorem 5.5, we may assume $T_g > t_0 := T_f/2$ and

$$U_g(t,x) \leq 1 - \kappa \quad \text{in } [0, T_g) \times \{\rho/4 \leq |x| \leq R\},$$  

for some $\kappa > 0$ independent of $g$. By parabolic estimates, it follows that

$$\|U_g\|_{C^{1+\nu/2, 2+\nu}[0, T_g] \times \{\rho/2 \leq |x| \leq R\}} \leq C_1.$$
for some $C_1, \nu > 0$ independent of $g$.

Next we claim that, for any given $t_1 \in (0, T_f)$, we have
\begin{equation}
(6.6) \quad T_g > t_1 \text{ and } U_g(t_1, \cdot) \text{ converges to } U_f(t_1, \cdot) \text{ in } C^2(\overline{B}(0, \rho/2)) \text{ as } \varepsilon \to 0.
\end{equation}

The fact that $T_g > t_1$ for $\varepsilon > 0$ small follows from Proposition 5.2. To prove the convergence, we first note that, by Proposition 5.1, we have
\begin{equation}
(6.5) \quad \sup_{t \in [0, t_1]} \|U_g(t, \cdot) - U_f(t, \cdot)\|_\infty \to 0, \quad \text{as } \varepsilon \to 0.
\end{equation}

In particular we can assume $\sup_{t \in [0, t_1]} \|U_g(t, \cdot)\|_\infty \leq c < 1$. Moreover, our assumptions guarantee that $\|g\|_{C^1(\overline{B}(0, \rho))} \leq C$, with $C > 0$ independent of $g$. It then follows from standard parabolic estimates that
\begin{equation}
\|U_g\|_{C^{\nu/2, \nu}(0, t_1) \times B(0, 3\rho/4)} \leq C
\end{equation}
for some $\nu > 0$, and next that
\begin{equation}
\|U_g\|_{C^{1+\nu/2, 2\nu}(0, t_1) \times B(0, \rho/2)} \leq C.
\end{equation}

Using compact embeddings, we deduce that, for any sequence $g_i$ satisfying the assumptions of the Theorem with $\varepsilon = \varepsilon_i \to 0$, there exists a subsequence of $U_g(t_1, \cdot)$ which converges in $C^2(\overline{B}(0, \rho/2))$ to some limit $W$. By (6.5) we must have $W = U_f(t_1, \cdot)$ and property (6.4) follows.

**Step 2. Monotonicity properties of $U_g$.** We first claim that
\begin{equation}
(6.6) \quad \partial_t U_f < -c_0 \rho \quad \text{in } [t_0, T_f] \times (0, \rho),
\end{equation}
for some constant $c_0 > 0$. To prove (6.6), we set $B_+(0, R) = B(0, R) \cap \{x_1 > 0\}$. It follows from our assumptions that $z(t, x_1) = \partial_x U_f$ in $B_+(0, R)$. Recalling that $f \in C^1(\overline{B}_\rho)$ and using parabolic regularity, we deduce that $z$ is a (strong) subsolution of the heat equation in $Q := (0, T_f) \times B_+(0, \rho)$, namely:
\begin{equation}
z_t - \Delta z = \frac{pf(0)z}{(1 - U_f)^{p+1}} \leq 0 \quad \text{a.e. in } Q.
\end{equation}

Since $z = 0$ on $\{x_1 = 0\}$ it follows from the strong maximum principle and the Hopf Lemma that
\begin{equation}
z(t, x_1, 0, \cdots, 0) \leq -c_0 x_1 \quad \text{for all } (t, x_1) \in [t_0, T_f] \times [0, \rho].
\end{equation}

Claim (6.6) follows by observing that $\partial_t U_f(t, x) = \partial_x U_f(t, |x|, 0, \cdots, 0)$.

We next choose $t_1 \in (t_0, T_f)$ such that
\begin{equation}
(6.7) \quad C_1 |T_f - t_1|^{\nu/2} \leq \frac{c_0 \rho}{8},
\end{equation}
where the constants $C_1, c_0$ are given by (5.3), (5.5), respectively. We claim that if $\varepsilon$ is sufficiently small, then
\begin{equation}
(6.8) \quad \partial_t U_g(t, \rho/2) \leq -\frac{c_0 \rho}{16} \quad \text{for all } t \in [t_1, T_g).
\end{equation}

To prove (6.8), we observe that, by (5.6) and (6.4), if $\varepsilon$ is sufficiently small, then we have
\begin{equation}
\frac{\partial_t U_g(t_1, \rho/2)}{\partial_t U_f(t_1, \rho/2)} \leq \partial_t U_f(t_1, \rho/2) + \frac{c_0 \rho}{4} \leq -\frac{c_0 \rho}{4}.
\end{equation}

Applying (5.3), (6.7) and Proposition 5.2, we deduce that, if $\varepsilon$ is sufficiently small then, for all $t \in [t_1, T_g)$,
\begin{align*}
\partial_t U_g(t, \rho/2) & \leq \partial_t U_g(t_1, \rho/2) + C_1 |T_f - t_1|^{\nu/2} + C_1 |T_g - T_f|^{\nu/2} \\
& \leq -\frac{c_0 \rho}{4} + \frac{c_0 \rho}{8} + C_1 |T_g - T_f|^{\nu/2} \\
& \leq -\frac{c_0 \rho}{4} + \frac{c_0 \rho}{8} + \frac{c_0 \rho}{16} = -\frac{c_0 \rho}{16},
\end{align*}
which proves (6.8).
Then we claim that there exists a constant $c_1 > 0$ such that, if $\varepsilon$ is sufficiently small,

\[(6.9) \quad \partial_r U_g(t_1, r) \leq -c_1 r, \quad \text{for all } r \in [0, \rho/2].\]

To prove (6.9), we note that, by (6.6), there exists $\ell \in (0, \rho)$ such that $\partial^2_r U_f(t_1, r) \leq -c_0/2$ for all $r \in [0, \ell]$ and $\partial_r U_f(t_1, r) \leq -c_0 \ell$ for all $r \in [\ell, \rho/2]$. By property (6.4), we deduce that if $\varepsilon$ is sufficiently small, then $\partial^2_r U_g(t_1, r) \leq -c_0/4$ for all $r \in [0, \ell]$, which, after integration, gives

$$\partial_r U_g(t_1, r) \leq -\frac{c_0}{4} r, \quad \text{for all } r \in [0, \ell].$$

Also by property (6.4), if $\varepsilon$ is small enough, we have

$$\partial_r U_g(t_1, r) \leq -\frac{c_0 \ell}{2} \leq -\frac{c_0 \ell}{\rho} r, \quad \text{for all } r \in [\ell, \rho/2].$$

Hence, (6.9) follows by taking $c_1 = \min \left\{ \frac{c_0}{4}, \frac{c_0 \ell}{\rho} \right\}$.

**Step 3. Auxiliary function and conclusion.** In what follows, omitting the subscript $g$ without risk of confusion, we will use the notation $u = U_g$. Following the method in [11], we define the auxiliary function

$$J(t, r) := w(t, r) + \eta a(r) h(u), \quad (t, r) \in [t_1, T_g) \times [0, \rho/2],$$

where $w(t, r) = r^{n-1} u_r, \quad a(r) = r^{n}, \quad h(u) = (1 - u)^{-\gamma}$ and $\eta, \gamma > 0$ are constants to be chosen later.

We first look at the parabolic boundary of $[t_1, T_g) \times (0, \rho/2)$. By (6.9), for all $r \in [0, \rho/2)$, we have

\[(6.10) \quad J(t_1, r) = r^{n-1} u_r(t_1, r) + \eta \frac{r^n}{(1 - u(t_1, r))^{\gamma}} \leq r^n \left( -c_1 + \frac{\eta}{(1 - \|u(t_1)\|_\infty)^{\gamma}} \right) \leq 0,
\]

provided $\eta \leq c_1 (1 - \|u(t_1)\|_\infty)^{\gamma}$. We also have $J(t, 0) = 0$, for all $t \in [t_1, T_g)$, and by (6.8) and (6.2), we have, for all $t \in [t_1, T_g)$,

\[(6.11) \quad J(t, \rho/2) = \left( \frac{\rho}{2} \right)^n r^{n-1} u_r(t, \rho/2) + \eta \frac{\left( \frac{\rho}{2} \right) u}{(1 - u(t, \rho/2))^{\gamma}} \leq \left( \frac{\rho}{2} \right)^n \left( -\frac{c_0}{8} + \frac{\eta}{\kappa^{\gamma}} \right) \leq 0,
\]

provided $\eta \leq \frac{c_0 \kappa^{-\gamma}}{8}$.

Next, we note that $u$ and $w$ respectively solve the equations

$$u_t - u_{rr} - \frac{n-1}{r} u_r = g(r) H(u),$$

$$w_t - w_{rr} + \frac{n-1}{r} w_r = g(r) H'(u) w + g'(r) r^{n-1} H(u),$$

where $H(u) = (1 - u)^{-p}$. Omitting the variables $r$ and $u$ from now on without risk of confusion, we compute

$$J_t = w_t + \eta a h' u_t,$$

$$J_r = w_r + \eta a h + \eta a h' u_r,$$

$$J_{rr} = w_{rr} + \eta a h + 2 \eta a h' u_r + \eta a h' u_r^2 + \eta a h' u_{rr}.$$
Using these identities and \( w = J - \gamma ah \), we obtain (a.e. in \([t_1, T_g) \times (0, \rho/2)\)):

\[
J_t - J_{rr} + \frac{n-1}{r} J_r = w_t - w_{rr} + \frac{n-1}{r} w_r + \gamma ah' (u_t - u_{rr} - \frac{n-1}{r} u_r)
+ \frac{n-1}{r} \gamma a' h - \gamma a'' h - 2 \gamma a' h u_r - \gamma a'' h u_r^2 + 2 \gamma ah' \frac{n-1}{r} u_r
= gH' w + g' r^{n-1} H + \gamma ah' gH - 2 \gamma h' w - \gamma ah'' u_r^2
\leq |pg(1-u)^{-p-1} - 2 \gamma \eta (1-u)^{-1-\gamma}| w + \gamma \eta g r^n (1-u)^{-\gamma-1} - g' r^{n-1} (1-u)^{-p}
= b(t, r) J + r^{n-1} (1-u)^{-p} [g' - (p-\gamma) \eta g r (1-u)^{-\gamma-1} + 2 \gamma \eta^2 r (1-u)^{2-\gamma-1}] 
= b(t, r) J + r^{n-1} (1-u)^{-p} [g' - \eta g r (1-u)^{-\gamma-1} ((p-\gamma) g - 2 \gamma \eta (1-u)^{-\gamma})],
\]

where \( b \) is a bounded function on \((0, \rho/2) \times [t_1, T_g - \tau)\) for each \( \tau > 0 \). For any \( \gamma \in [0, p) \), using assumption (1.9), it follows that

\[
J_t - J_{rr} + \frac{n-1}{r} J_r - b(t, r) J \leq r^{n-1} (1-u)^{-p} [\varepsilon - \eta (1-u)^{-\gamma-1} ((p-\gamma) g - 2 \gamma \eta)].
\]

Recalling from Step 1 that \( g \) is uniformly positive in \( B_\rho \), we can choose \( \eta \) small enough such that

\[
(p-\gamma) g(r) \geq 3 \gamma \eta \quad \text{on } B_{\rho/2}.
\]

Taking \( \varepsilon \leq \gamma \eta^2 \), we finally obtain

\[
J_t - J_{rr} + \frac{n-1}{r} J_r - b(t, r) J \leq r^{n-1} (1-u)^{-p} (\varepsilon - \gamma \eta^2) \leq 0 \quad \text{a.e. in } [t_1, T_g) \times (0, \rho/2).
\]

In view of this inequality, together with (6.10) and (6.11), it follows from the maximum principle that \( J \leq 0 \), hence

\[
u_r \leq -\eta r (1-u)^{-\gamma}, \quad \text{for all } (t, r) \in [t_1, T_g) \times (0, \rho/2).
\]

After integrating this inequality in space, we obtain

\[
(1-u(t(r)))^{\gamma+1} \geq \frac{\gamma + 1}{2} \eta r^2, \quad \text{for all } (t, r) \in [t_1, T_g) \times (0, \rho/2),
\]

which guarantees \( T_g = \{0\} \).

**Remark 6.1.** (i) In view of the previous proof, we obtain the following estimate of the final touchdown profile of the solution near the origin:

\[
1 - u(T, r) \geq cr^{\frac{\gamma+1}{\gamma+1}}, \quad \text{as } r \to 0,
\]

for any \( \varepsilon > 0 \) and \( c = c(\varepsilon) > 0 \). For more accurate results regarding the quenching profile in the case \( f = \text{Const.} \), see \[8\].

(ii) We point out that under the stronger, global assumption that \( g \in C^1(\Omega) \) and \(-M \leq g'(r) \leq \varepsilon r\) on \([0, R]\), we can prove single point touchdown at the origin without using the semicontinuity property of the touchdown set. To this end, in the above proof, one considers \( J \) on the whole cylinder \([t_1, T_g) \times (0, R)\) and uses the Hopf lemma to ensure \( J \leq 0 \) at \( r = R \). In this case, we only use Proposition 6.7, along with the hypothesis \( \|g - f\|_q \leq \varepsilon \), to ensure that \( J(t_1, \cdot) \leq 0 \) at some time \( t_1 < T_g \).

**Proof of Theorem 1.6.** It is a direct consequence of Theorem 5.3, Remark 5.4 and Theorem 1.1.

**Proof of Theorem 1.6 and Proposition 5.6.** We just need to prove assertion (i) of Theorem 1.6. Assertion (ii) follows by the same arguments together with the radial symmetry of the domain and profile.
In order to construct this example, we set \( B_i = B(x_i, 2r) \), with \( r < (\rho/2) \) chosen sufficiently small so that
\[
\min \left( \text{dist}(B_1, B_2), \text{dist}(B_1, \partial \Omega), \text{dist}(B_2, \partial \Omega) \right) > r.
\]
Denote \( \tilde{B}_i = B(x_i, r) \). Choose \( \mu > \mu_0(p, n) r^{-2} \). By Lemma 2.2
\begin{equation}
(6.12) \quad \text{for any } g \in E \text{ such that } g \geq \mu \chi_{\tilde{B}_i} \text{ with } i = 1 \text{ or } 2, \text{ we have } T_g \leq \frac{1}{(p+1)(\mu - \mu_0(p, n) r^{-2})} < \infty.
\end{equation}
Set
\[
\hat{\mathcal{E}} = \{ g \in E; 2\mu \geq g \geq \mu \chi_{\tilde{B}_i}, \text{ with } i = 1 \text{ or } 2 \}.
\]
By Theorems 1.1 and 1.2 we deduce the existence of \( \eta = \eta(p, \Omega, \mu, r) \in (0, \mu/2) \) such that
\begin{equation}
(6.13) \quad \text{if } g \in \hat{\mathcal{E}} \text{ and } g \leq 2\eta \text{ in } B_i \text{ for some } i \in \{1, 2\}, \text{ then } T_g \cap B_i = \emptyset
\end{equation}
and
\begin{equation}
(6.14) \quad \text{if } g \in \hat{\mathcal{E}} \text{ and } g \leq 2\eta \text{ in } \Omega \setminus [B_1 \cup B_2], \text{ then } T_g \subset B_1 \cup B_2.
\end{equation}
Now, for a fixed \( q \geq 1 \) and \( \frac{2}{q} < q < \infty \), we consider a continuous map \( h \mapsto f_h \) from \([\eta, 2\mu]\) to \((E, \| \cdot \|_q)\) with the following properties. Each \( f_h \) satisfies
\[
f_h(x) = \begin{cases} 
 h & \text{for } x \in \tilde{B}_1, \\
 2\mu + \eta - h & \text{for } x \in \tilde{B}_2, \\
 \eta & \text{for } x \in \Omega \setminus [B_1 \cup B_2],
\end{cases}
\]

\[
\max_{B_i} f_h = f_h(x_i), \quad \text{for } i = 1, 2.
\]
By \((6.12), (6.13)\), we have
\begin{equation}
(6.15) \quad T_{f_h} < \infty \quad \text{and} \quad T_{f_h} \subset B_1 \cup B_2, \quad \text{for all } h \in [\eta, 2\mu].
\end{equation}
In addition, by \((6.13), (6.14)\), we have
\begin{equation}
(6.16) \quad T_{f_h} \subset B_2, \quad \text{for all } h \in [\eta, 2\eta]
\end{equation}
and
\begin{equation}
(6.17) \quad T_{f_h} \subset B_1, \quad \text{for all } h \in [2\mu - \eta, 2\mu].
\end{equation}
Now, we define
\begin{equation}
(6.18) \quad h^* := \inf \{ h \in [\eta, 2\mu], \text{ such that } T_{f_h} \cap B_1 \neq \emptyset \}.
\end{equation}
By \((6.10), (6.17)\), we know that \( 2\eta \leq h^* \leq 2\mu - \eta \). By the definition of \( h^* \) and \((6.14)\), we have
\[
T_{f_h} \subset B_2, \quad \text{for all } h \in [\eta, h^*),
\]
and there exists a sequence \( h_i \downarrow h^* \) such that
\[
T_{f_{h_i}} \cap B_1 \neq \emptyset.
\]
Since \( h \mapsto f_h \) is continuous in \( L^q \) with \( q \) as above, we may apply Theorem 1.8 and \((6.15)\) to deduce that
\begin{equation}
(6.19) \quad T_{f_{h_i}} \cap B_1 \neq \emptyset \quad \text{and} \quad T_{f_{h_i}} \cap B_2 \neq \emptyset.
\end{equation}
This completes the proof of Theorem 1.6. Finally, in view of \((6.18)\) and the second part of \((6.19)\), Proposition 5.6 follows by considering the sequence \( g_i = f_{h^* - 1/i} \). \(\square\)
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