The squeezed Kerr oscillator: spectral kissing and phase-flip robustness
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By applying a microwave drive to a specially designed Josephson circuit, we have realized an elementary quantum optics model, the squeezed Kerr oscillator. This model displays, as the squeezing amplitude is increased, a cross-over from a single ground state regime to a doubly-degenerate ground state regime. In the latter case, the ground state manifold is spanned by Schrödinger-cat states, i.e. quantum superpositions of coherent states with opposite phases. For the first time, having resolved up to the tenth excited state in a spectroscopic experiment, we confirm that the proposed emergent static effective Hamiltonian correctly describes the system, despite its driven character. We also find that the lifetime of the coherent state components of the cat states increases in steps as a function of the squeezing amplitude. We interpret the staircase pattern as resulting from pairwise level kissing in the excited state spectrum. Considering the Kerr-cat qubit encoded in this ground state manifold, we achieve for the first time quantum nondemolition readout fidelities greater than 99%, and enhancement of the phase-flip lifetime by more than two orders of magnitude, while retaining universal quantum control. Our experiment illustrates the crucial role of parametric drive Hamiltonian engineering for hardware-efficient quantum computation.

The cross-over of a dynamical system from the quantum regime to the classical regime involves the competition between nonlinearity and dissipation. To illustrate this rather abstract statement, let us consider the simplest example with these two ingredients, namely the mechanical pendulum. The natural oscillation frequency of the pendulum decreases as a function of its total energy, and in the underdamped regime, for oscillation angles well below 90 degrees, the pendulum can be well-modeled as a simple harmonic oscillator with a so-called Kerr nonlinearity, i.e. a quartic dependence of the total energy with respect to the oscillation amplitude.

Besides its small oscillation frequency, the quantum version of the Kerr oscillator is characterized by another frequency: the change in oscillator frequency when one excitation quantum is added to the system, also known as the Kerr frequency. If the damping rate of the oscillator is well below this Kerr frequency, striking quantum effects can be observed: for instance, if the pendulum is displaced from its ground state, it will evolve into the quantum superposition of semiclassical coherent states, i.e. the so-called “cat states” in reference to Schrödinger’s cat [1–3]. In this regime, the residual dissipation will progressively decohere the superposition and reduce the cat state to a classical mixture.

The situation becomes more interesting when an oscillating driving force is applied to the pendulum. In the classical case, this introduces two extra parameters in the problem: the amplitude and the frequency of the drive. Richer consequences of nonlinearity can then be observed, as for example in the case of the classical Kapitza pendulum. The state of this pendulum, for large enough drive, bifurcates into two locally stable states and the system is described by a double-well Hamiltonian [4, 5].

In this work, we focus on the quantum regime of such phenomena taking place in a driven nonlinear system. The Hamiltonian we start from is

\begin{equation}
\hat{H}(t) = \omega_o \hat{a}^\dagger \hat{a} + \sum_{m=3}^{\infty} \frac{g_m}{m} (\hat{a}^m + \hat{a}^{\dagger m}) + i \Omega_d (\hat{a}^\dagger - \hat{a}) \cos \omega_d t,
\end{equation}

and describes a generic driven nonlinear oscillator. In this expression, \( \hat{a} \) is the bosonic annihilation operator. The parameters \( \omega_o \) and \( g_m \ll \omega_o \) are the bare oscillator frequency and the \( m \)-th order nonlinearity coefficients of the oscillator. The drive is specified by the amplitude \( \Omega_d \) and frequency \( \omega_d \).

This Hamiltonian is implemented experimentally in a superconducting circuit, which is the only engineerable platform for which the competition between nonlinearity and dissipation can be finely controlled in presence of a drive. The central element of the circuit is the Josephson tunnel junction, which is the exact electrical analog of a pendulum. In circuit quantum electrodynamics (cQED) [6, 7], driven Josephson circuits attain the fully quantum regime. In our experiment, the circuit is based on an array of charge-driven SNAIL [8] transmons (see Figure 1, left panels): it is the analog of an asymmetric pendulum with a third-order nonlinearity, or in other words, a system capable of 3-wave mixing. When the drive frequency approaches twice the natural oscillator frequency \( \omega_d \approx 2 \omega_o \), Eq. (1) exhibits a period doubling bifurcation whose ground state, in the quantum regime, leads to the Kerr-cat qubit [9] which is one representative of stabilized Schrödinger cat qubits [10–14]. After a canonical transformation and keeping terms beyond the rotating wave approximation (RWA) (see Supplementary and [5]), the evolution in the frame rotating at \( \omega_d/2 \) is given by the
Here the Kerr nonlinearity is given to leading order by \( K = -\frac{3g_a}{2} + \frac{10g_{ab}^2}{3\omega_a} \) where \( \omega_a \) is the the Lamb- and Stark-shifted small oscillation frequency. The associated bilinear term conserves solely the parity of the number of excitations and is governed by the squeezing amplitude \( \epsilon_2 = g_3 \frac{4Î\hbar}{\omega_a} \). Both the effective Kerr coefficient and the squeezing amplitude are functions of the bare nonlinearities and the drive parameters.

The Hamiltonian in Eq. (2) has received theoretical attention over the previous decades [15–21]. Pioneering experimental proposals involved optical platforms [16, 22] and trapped ions [17], but were not successfully realized. It is then natural to ask the questions: Can the static effective Hamiltonian Eq. (2) be realized in the cQED platform? And if so, how can we unequivocally demonstrate its properties experimentally? The answers to these questions are of interest to academic and industrial proposals for quantum information processing [21, 23–30].

The cross-over from a nondegenerate spectrum to a pairwise kissing spectrum as a function of the squeezing amplitude is the salient feature of \( \hat{H}_{SK} \) and to observe it we choose the parameters of the circuit of Figure 1 adequately. The array of SNAILs, flux biased at \( \Phi/\Phi_0 = 0.33 \), provides the target parameters of resonance frequency \( \omega_a/2\pi = 6.3 \) GHz and Kerr nonlinearity \( K/2\pi = 320 \) kHz. In absence of drive, this SNAIL-transmon has an excitation lifetime of \( T_1 = (20 \pm 3) \) μs and the superposition lifetime of its two lowest lying Fock states is \( T_2^* = (2.17 \pm 0.5) \) μs. We interpret the exponential kissing as the suppression of excited state quantum tunneling across the barrier separating a double-well energy surface and is in excellent agreement with theory predictions without free parameters. The suppression of excited state dynamical tunneling protects against phase-flips of the Kerr-cat qubit spanned by the two coherent states [9, 21]. This feature is a qualitative improvement over what was achieved in [9]. The realization of this Hamiltonian also allows high-fidelity, quantum nondemolition (QND) readout which is an important requirement for applications in quantum information.

In Figure 1 D, we show the Wigner phase space representation \( H_{SK}(a, a^\dagger) \) [31] of \( \hat{H}_{SK} \), which we also refer to as the metapotential of the system. The Wigner functions of the seven lowest lying energy states inhabiting the phase space Hamiltonian surface (grey) are also drawn. The ground state of the system is doubly degenerate and spanned by the even and odd Schrödinger cat states \( |\pm\rangle = (|+\rangle \pm |\alpha\rangle) \), where \( |\alpha|^2 = \frac{\epsilon_2}{K} \). We refer to these ground states as the Kerr-cat qubit computational states \( |\pm\rangle = (|\alpha^+\rangle \pm |\alpha^-\rangle) \) with Wigner functions shown in Figure 1 E for \( |\alpha|^2 = 8.5 \). Their equal weight superpositions \( |\pm\rangle \approx \pm |\alpha\rangle \) correspond, in the lab frame, to two oscillations of the circuit with a relative phase-shift of 180°.

Measurements of the oscillator state were performed through a separate on-chip readout resonator with frequency \( \omega_b/2\pi = 8.5 \) GHz and coupling rate \( \kappa/b/2\pi = 0.40 \) MHz to the quantum-limited measurement chain (see other parameters of the setup in Table II in the Supplementary material). In order to activate a frequency-converting beamsplitter interaction between the squeezed
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FIG. 2: QND measurement and quantum jumps. A, Top and middle: histogram of the readout resonator output field when performing $2.5 \times 10^8$ measurements after preparation in $|\pm \alpha\rangle$ with a previous, stringently thresholded measurement. Bottom: corresponding probability distribution along the $I$ quadrature, and Gaussian fits (solid lines) with standard deviation $\sigma$ used to scale the axes. Applying a fair threshold represented by the dashed vertical line yields a readout infidelity of 0.46%. B, Pulse sequence to performing repeated measurements, each with a duration of 4.44 µs. C, Example quantum jump trajectories (grey) under repeated measurements for $\epsilon_2 / K = 10.7$. Averages of trajectories conditioned on the first measurement of $|\pm \alpha\rangle$ (green/orange) fit with single exponentials (black) with decay time $T_X^{\text{jumps}} = (485 \pm 1)$ µs. D, State lifetime for $|\pm \alpha\rangle$ (green/orange) with no intermediate measurements (free decay). Black lines are single-exponential fits with decay time $T_X = (482 \pm 4)$ µs.

Kerr oscillator and the readout resonator, we apply an additional drive at $\omega_{BS} = \omega_b - \omega_d/2$. This transfers photons from the squeezed Kerr oscillator to the readout resonator, which are subsequently collected by the measurement chain. The strong squeezing drive ($\epsilon_2 > K$) replenishes these radiated photons, thereby maintaining a steady oscillation amplitude. This is a necessary condition for a quantum nondemolition (QND) measurement of the observable $\hat{X} \approx |+\alpha\rangle\langle+\alpha| - |-\alpha\rangle\langle-\alpha|$. In effect, the readout resonator is displaced conditioned on which of the two metastable wells is occupied.

In Figure 2A, we show a histogram of $X$ measurements. The single shot readout infidelity is 0.46%. Correlation measurements determined that the QND infidelity in our experiment is 1.5% (see Supplementary). These numbers mean that we can continuously monitor our system and reconstruct the trajectories associated with the quantum jumps of the well occupation.

In Figure 2B, we show the experimental protocol for measuring the quantum trajectories. The squeezing drive is first turned on and a series of measurements is then performed. The sequence of their outcomes constitutes a quantum trajectory record. Two examples of quantum trajectories are shown in shades of grey in Figure 2C. The green and orange data points correspond to averages of $5 \times 10^5$ trajectories, each conditioned on the initial measurement falling on the positive or negative side of a fair threshold defined by the demodulated field quadrature $I = 0$. The decay curve is fitted by a single exponential (black), yielding a (incoherent) delocalization timescale of $T_X^{\text{jumps}} = (485 \pm 1) \mu$s. We next compare these measurements to the free decay of the coherent states $|\pm \alpha\rangle$. This is obtained by performing only two measurements spaced by a variable idling time, in absence of continuous monitoring; the results are shown in Figure 2D. The decay is also fitted by an exponential whose lifetime is found to be $T_X = (482 \pm 4)$ µs, thus showing that continuous monitoring does not significantly modify the coherent state timescale $T_X$ in the metapotential.

To observe the cross-over to the pairwise degenerate spectrum, we perform spectroscopy of discrete quantum energy levels as a function of the squeezing amplitude. This is achieved by interrupting the idling time, now kept constant, between the readout pulses by a microwave probe tone at frequency $\omega_{pr}$. If the frequency of the probe tone coincides with the energy difference between the ground state and an excited state above the metapotential barrier, an interwell transition becomes likely. In Figure 3A-B we show the measurement of the survival probability for an initial coherent state as a function of squeezing amplitude $\epsilon_2 / K$ and probe frequency $\omega_{pr}$. In Figure 3C we show the fitted location of the spectroscopic lines as open purple dots. Here, in dashed lines, we also show a numerical diagonalization with no free parameters of the static-effective Hamiltonian Eq. (2). The agreement between theory and experiment is remarkable given the simplicity of the model. For $|\alpha|^2 \rightarrow 0$, we extrapolate the spectrum to that of the bare SNAIL-transmon exhibiting the expected Kerr anharmonic ladder. As the squeezing amplitude—and therefore $|\alpha|^2$—grows, the spectrum becomes pairwise degenerate with levels of different photon-number parity kissing each other in an exponential fashion. We measure the energy gap separating the ground states from the first pair of degenerate states scales as $-4K|\alpha|^2$, corresponding to two identical, independent wells that stiffen as the squeezing amplitude grows.

The (classical) limiting orbit bound inside the wells is the so-called Bernoulli lemniscate [18]. In an approximation along the lines of Bohr’s action quantization [32], its area in units of $\hbar$ counts the number $N$ of quantum states in the wells. Analytically, we find $N = \epsilon_2 / \pi K = |\alpha|^2 / \pi$. Every time $N$ coincides with an integer value, a new pair of excited states fits within the wells and a spectral kissing takes place (see Supplementary). The vertical dashed lines in Figure 3A-C correspond to this semi-classical condition. As they sink under the metapotential barrier, the pair of states captured by the wells are coupled only by quantum tunneling. The level splitting is exponentially suppressed with the squeezing amplitude...
controlling the height of the barrier $\hbar^2/2K$.

The most remarkable consequence of the pairwise degenerate spectrum is the staircase-shaped increase of the lifetime ($T_X$) of the coherent ground states as a function of the squeezing amplitude, as shown in Figure 3 D. This staircase-shaped dependence can be understood, to a first approximation, using Bohr’s action quantization. For $\epsilon_2 \ll K$, the measured lifetime corresponds to loss of coherence of the superposition between the ground state and the first excited state of a Kerr oscillator ($T_2^*$) and increases exponentially as each of the two metapotential wells becomes wide enough to host one action quantum each ($\epsilon_2/\pi K \sim 1$, first vertical dashed line). The exponential increase stops when excitations to the first pair of excited states (â†-like events) become the limiting factor. An excitation into these states will allow the transition between wells. The coherent state delocalization time thus plateaus at $\sim 250$ μs until Bohr’s quantization condition is met again and the first pair of excited states is captured by the metapotential wells ($\epsilon_2/2K \sim 2$, second vertical dashed line). At this point, the tunnel splitting between the first pair of excited states vanishes and the increase of lifetime resumes. This cycle repeats itself for the next pair of excited states as shown by the third rising slope in lifetime at $\epsilon_2/2K \sim 3$ (third vertical dashed line). We thus interpret the experimental data as a manifestation of the eigenspectrum and eigenfunctions influencing $T_X$ via thermal-like excitations associated with dissipation.

To improve the explanation of the staircase-shaped experimental data, we develop a simple model for the dissipation in our out-of-equilibrium driven quantum system. This model contains the Hamiltonian dynamics governed by Eq. (2) as well as Markovian single-photon gain and loss at the measured coupling rate $\kappa_1$ and with a phenomenological temperature given by a mean photon number in the bath $n_{th}$. This corresponds to a Lindbladian description under the RWA for the coupling to the environment.

We also include quasi-static dephasing noise in our model to reproduce the behaviour of our experimental data for $\epsilon_2/K = |\alpha|^2 \lesssim 2$. The phase-flip lifetime $T_X$ in this regime increases exponentially $\propto e^{2|\alpha|^2}$, a dependence that results from the competition between dephasing and nonlinear tunneling (see Supplementary and [21, 33]). Such dephasing ceases to be the limiting mechanism when the coherent states become nonoverlapping, a condition captured by Bohr’s quantization. Once quasi-static frequency errors become nondominant, the first plateau in Figure 3 D is reached. The insensitivity to low-frequency flux noise as $|\alpha|^2$ increases is one the assets of the Kerr-cat qubit [9] architecture.

For values of $|\alpha|^2$ between $\pi$ and $2\pi$, the lifetime of the states remains essentially constant, limited by thermal excitation towards the first pair of excited states that have energies superior to the metapotential barrier. The model including only single photon gain and loss predicts a simple expression for the lifetime saturation value that reads $T_X = (\kappa_1 n_{th})^{-1}$. The slight downward trend in the experimental saturation plateau can be accounted by introducing a phenomenological Markovian detuning-like noise with strength $\kappa_2 = 500$ s$^{-1}$ into the simple model defined above, keeping $n_{th}$ as an adjustable parameter. The prediction of this model are shown in the colored curves in Figure 3 D.

The model correctly predicts that the rising edge after the first plateau occurs at the value of $|\alpha|^2$ where the dissipation rate $\kappa_1$ overcomes the nonlinear tunnel splitting between the first pair of excited states $\delta_1$ (see Supplementary and [30]): a thermal excitation populating the first pair of nondegenerate excited states induces a tunnelling from one well to the other at rate $\delta_1$, while single-photon dissipation fights against this effect by bringing the population back to the ground state at rate $\kappa_1$. Thus, if $\delta_1 < \kappa_1$ the tunneling between wells via the first pair of excited states is suppressed by dissipation. This explains in quantitative terms why the elementary picture based on action quantization works well for our system: the nonlinear splitting of the $n^{th}$ pair of excited levels $\delta_n$ vanishes as the eigenstates are captured by the lemniscate. At that point, the splitting is exponentially reduced by the tunnel effect and fulfills the condition $\delta_n < \kappa_1$ almost immediately thereafter. Note that our experiments illustrate how the classical law of thermal activation across an energy barrier, known as the Arrhenius law, is modified by the quantum hypothesis. In the classical limit $\epsilon_2/K \gg 1$ (formally equivalent here to the licentia mathematica $h \to 0$), the expected smooth exponential behaviour is recovered in the model (see Supplementary).

While we have explained the presence and precise location of the plateaus in the measurements of the coherent state lifetime $T_X$, there is no quantitative agreement between the simple model and the data. The data traverse isotherms in Figure 3 D and seems to suggest that the simple model requires the introduction of extra heating terms. Trivial heating of the attenuators in the microwaves lines is improbable, as checked by changing the duty cycle of the measurement sequence. We remark that, in our experiment and regardless of this discrepancy, the phase-flips ($|+\alpha\rangle \leftrightarrow |-\alpha\rangle$) of our Kerr-cat qubit are robust to gate drives, readout drives, and flux noise as expected (see Supplementary and [28]). Further work, probably requiring beyond-RWA dissipators [5, 34], will be needed to improve the present state of our modeling.

We also measure the lifetime of the Schrödinger cat superposition of these coherent states. The results are shown in Figure 3 E. As expected, the lifetime of the cat states does not present a staircase structure and is well described by the straightforward dissipators. This is because the decoherence of cat states is dominated by single-photon-loss events while the system remains in
the ground state manifold. The experimental sequence used for this measurement is shown in Figure 3 F. The interruption of the stabilization drive for a period of 784 ns $\approx \pi/2K$ maps cat states into coherent states (and vice-versa) under free Kerr evolution for preparation and measurement (see Supplementary). The cat state lifetime ($T_{YZ}$) is measured as the decay time of oscillation between cat states. This is achieved by applying a drive at $\omega_d/2$ while the squeezing drive is on. Under these conditions the coherent states remain locked to the minima of the wells while the phase-space interference fringes of the cat states roll, continuously changing the cat parity from odd to even and producing an oscillatory behaviour in the data (see Supplementary and [9, 12]). The black line in Figure 3 E corresponds to a prediction with no adjustable parameters given by $T_1/2 \langle \bar{n} \rangle$ where $\langle \bar{n} \rangle = |\alpha|^2(1+e^{-4|\alpha|^2})/(1-e^{-4|\alpha|^2})$ is the time-averaged number of photons in the oscillation (see Supplementary). The gray band accounts for the uncertainty in the independently determined $T_1$.

Our results indicate that, depending on the requirements of a desired quantum information application, different experimental operating points can be selected. For example, if highest average qubit coherence is desired, we choose $\epsilon_2/K = 1.85$ for which we measure, as described in Figures 4 A and B, lifetimes of $T_X \gtrsim 97 \mu s$ (results shown in Figure 4 C) and $T_{YZ} \gtrsim 5.7 \mu s$ (Figure 4 D). At this point, the average decoherence rate over the six cardinal states of the Kerr-cat Bloch sphere is smaller than that of the Fock Bloch sphere in our system by an autonomous error protection gain factor of 2.8 (see Supplementary).

If applications instead require a “large error bias” ($T_X \gg T_{YZ} > 0$) [24–26, 28], one could choose to operate the Kerr-cat qubit at $\epsilon_2/K \approx 10$, where we measure $T_X \approx 500 \mu s$ ($T_X/T_2^* \approx 200$) and $T_{YZ} \approx 1 \mu s$. Note that for quantum applications, “large error bias” demands that the short time scale, here $T_{YZ}$, remains long enough to perform the required coherent operations and high fidelity measurements. The Kerr-cat qubit architec-
Global error protection and large error bias cat-qubits. A. Pulse sequence for measurement of $T_X$ coherent state lifetime in C and E. B. Pulse sequence for measurement of $T_{YZ}$ cat state lifetimes in D. C–D. Kerr-cat qubit operating at $(\Delta = 0$ and $\epsilon_2/K = 1.85)$ where average coherence surpasses that of the bare system. C. Green/orange data for preparation in $|\pm\alpha\rangle$ and black lines are single-exponential fits with decay time $T_{+X} = (101 \pm 4)$ ps and $T_{-X} = (103 \pm 4)$ ps. D. Cat state coherences for the two parityless cats (top yellow/pink) and for the even and odd parity cats (bottom red/blue). Black lines are single exponential fits with $T_{+Y} = (5.9 \pm 0.2)$ ps, $T_{-Y} = (6.5 \pm 0.2)$ ps and $T_{+Z} = (6.1 \pm 0.1)$ ps, $T_{-Z} = (6.2 \pm 0.4)$ ps respectively. E–F. High-biased operation point with drive detuning $\Delta/2\pi = -4.5$ MHz and $\epsilon_2/K = 8.9$ implying a mean photon number of 15. E. Lifetime measurement for $|\pm\alpha\rangle$ (green/orange). The black line is an exponential fit with timescale $T_{+X} = (1.102 \pm 0.008)$ ms. F. Oscillations between cat states as a function of single photon drive time and phase (pulse sequence as in Figure 3 F). Fits of the line cut at zero phase yield a coherent oscillation with decay time of $T_{YZ} = (0.76 \pm 0.08)$ ps.

At this point of the discussion, note that in addition to the drive amplitude, we can tune the drive frequency to exploit the rich nonlinear dynamics of our driven pendulum equivalent. By pumping the parametric squeezing off-resonantly, a quadratic static effective term arises in Eq. (2): $-\Delta a^\dagger a$ where $\Delta = \omega_d/2 - \omega_a$ is the drive detuning. Applying Bohr quantization to the separatrix in the new metapotential surface, we find that the number of bound semi-classical orbits now reads $N = \frac{\epsilon_2}{\pi K} - \frac{\Delta}{8K}$. We then reduce the squeezing amplitude, and thus the associated anomalous heating, to $\epsilon_2/K = 8.9$ and set $\Delta/2\pi = -4.5$ MHz to increase the number of captured states. In this condition, we measure a lifetime of $T_X = (1.102 \pm 0.008)$ ms—an increase of $T_X/T_X^* \sim 440$ times—while maintaining coherent control over the cat states for a time $T_{YZ} = (0.76 \pm 0.08)$ ps. We show these results in Figure 4 E and F. The finite cat lifetime and the large bias $(T_X/T_{YZ} \sim 1450)$ makes this system an excellent ancilla for fault-tolerant error syndrome detection [28]. Note, nonetheless, that interference effects between quantum phase-space trajectories take place for $\Delta < 0$ [35, 36] and contribute also to the lifetime enhancement. This provides the basis for a new type a cat-qubit protection. A detailed experimental study of lifetime control with the detuning parameter $\Delta$ will be communicated elsewhere [37].

In conclusion, we have experimentally realized a squeezed Kerr oscillator by applying a strong microwave drive to a SNAIL-transmon. The corresponding static effective Hamiltonian correctly accounts for the observed spectrum. We measured the spectroscopic fingerprint of pairwise kissing in agreement with theory without adjustable parameters. We also measured the related staircase-shaped lifetime increase of the coherent ground-state and its deviation from the RWA model for dissipation. We showed that Bohr's action quantization can be applied to an out-of-equilibrium driven system. Our experiment realizes a new cat-qubit with a coherent state lifetime beyond a millisecond while maintaining full quantum control and a QND readout fidelities surpassing 99%. The physics uncovered in our experiment may have a direct impact in the engineering of parametric gates and readout as well as in the engineering of alternative qubits.

Short term applications of our setup include the realization of a pair of strongly driven squeezed Kerr oscillators operated simultaneously and in interaction (see Figure 1). This Kerr-cat molecule will be of great interest for the implementation of single and multi-qubit gates in a quantum processor with reduced hardware overhead [23–27]. Another immediate use of our system is as a fault-tolerant ancilla [28] for other bosonic error correction codes [38, 39]. The large error bias and the possibility to perform fast Raman gates via the excited state spectrum are enabling assets of our implementation [40–42], leaving the squeezed Kerr oscillator poised for use in quantum information processing.

In the longer term, the setup presented in this work can be used to perform new experiments of fundamental interest. Among them we mention the demonstration of new dynamical Casimir effects and quantum heating [43, 44], dynamical tunneling and interference in the classically forbidden region [35], quantum simulation of excited-state phase transitions in nuclear and molecular systems [45, 46], and the exploration of quantum chaos in systems with a direct classical correspondence [16, 47–49].
NEF designed and fabricated the superconducting device and package with input from CL, BJC, SP and MHD. NEF and RGC designed experiments, built the setup, and took and analyzed the data. BJC and VRJ fabricated the quantum-limited amplifier used for readout. JV and XX proposed and insisted the on importance of off-resonant pumping and proposed the dynamical Bohr quantization to our system. QS and RGC developed numerical tools to analyze decoherence with support from NEF, SP, SMG, and MHD. RGC, NEF, JV, and MHD wrote the paper with input from all authors.
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A. DERIVATION OF THE STATIC-EFFECTIVE SQUEEZED KERR HAMILTONIAN

The SNAIL-transmon Josephson circuit [1] is well-modelled as a nonlinear oscillator. To compute the static-effective squeezed Kerr Hamiltonian, we consider the Hamiltonian of a driven nonlinear oscillator in the bosonic basis,}

\[
\frac{\hat{H}(t)}{\hbar} = \omega_o \hat{a}^\dagger \hat{a} + \sum_{m\geq 3} \frac{g_m}{m}(\hat{a} + \hat{a}^\dagger + \Pi e^{-i\omega dt} + \Pi^* e^{i\omega dt})^m,
\]}

where the oscillator is characterized by \(\omega_o\), its bare frequency, \(g_m/m\), its \(m\)th order nonlinearity, and \(\hat{a}^\dagger\) the bosonic creation operator satisfying the standard commutation relation between bosonic operators: \([\hat{a}, \hat{a}^\dagger] = 1\). The Hamiltonian in Eq. (1) is related to Eq. (A.1) by a displacement transformation into the linear response of the oscillator, where the effective amplitude of the displacement is \(\Pi = \frac{4\Omega}{\omega_o}\).

Next, we seek a transformed frame in which the nonlinear Hamiltonian rates are small compared to the drive subharmonic frequency \(\omega_d/2 \approx \omega_o\). We achieve this by going into a rotating frame induced by \(\frac{\omega_o}{2}\hat{a}^\dagger \hat{a}\), transforming Eq. (A.1) to

\[
\frac{\hat{H}(t)}{\hbar} = -\delta \hat{a}^\dagger \hat{a} + \sum_{n\geq 3} \frac{g_m}{m}(\hat{a} e^{-i\omega dt/2} + \hat{a}^\dagger e^{i\omega dt/2} + \Pi e^{-i\omega dt} + \Pi^* e^{i\omega dt})^m,
\]

where \(\delta = \frac{\omega_o}{2} - \omega_o \ll \omega_d\).

From Eq. (A.2), we compute, perturbatively, an effective Hamiltonian that captures the relevant dynamics in this displaced rotating frame. Here, we introduce \(\varphi_{zps} \ll 1\), the zero point spread of the phase across the Josephson junction which is the perturbative parameter of our expansion. The source of the nonlinearity being the Josephson potential guarantees a hierarchy in the Hamiltonian nonlinearities. The \(m\)-th nonlinearity is order \(m - 2\) in the perturbation, i.e., \(g_m/m = \mathcal{O}(\omega_o \varphi_{zps}^{m-2})\) for \(m \geq 3\). With the placement of our drive, we ensure that \(\delta \lesssim g_3\).

Following [2], we find an effective Hamiltonian with following structure:

\[
\hat{H}_{\text{eff}} = \sum_{n \geq 1} \hat{H}_{\text{eff}}^{(n)}; \quad \hat{H}_{\text{eff}}^{(n)} = \sum_{k \geq 0} \hat{H}_{\text{eff}}^{(n)}[\Pi]^{2k},
\]

where the superscript \(n\) denotes the order in the perturbation parameter and the subscript \(k\) denotes the number of participating drive excitation pairs.

At orders 1 and 2, we find the effective Hamiltonian takes the form

\[
\frac{\hat{H}_{\text{eff}}}{\hbar} = -\Delta \hat{a}^\dagger \hat{a} - K \hat{a}^\dagger \hat{a}^2 + \epsilon_2 \hat{a}^\dagger \hat{a} + \epsilon_2^* \hat{a}^2 + \mathcal{O}(\omega_o \varphi_{zps}^3),
\]

with

\[
\Delta = \sum_{n=1,2} \Delta^{(n)}; \quad K = \sum_{n=1,2} K^{(n)}; \quad \epsilon_2 = \sum_{n=1,2} \epsilon_2^{(n)}.
\]
where, we find:

\[-\Delta^{(1)} = -\delta, \quad -\Delta^{(2)} = - \sum_{k=0,1} \Delta^{(2)}_{[k]} \|\Pi\|^{2k}, \quad -\Delta^{(2)}_{[0]} = 3g_4 + \frac{10}{3} g_3^2 \omega, \quad -\Delta^{(2)}_{[1]} = 6g_4 + \frac{9}{2} g_3^2 \omega_a\]  

(A.6)

\[-K^{(1)} = 0 \quad -K^{(2)} = \frac{3g_4}{2} + \frac{5}{3} g_3^2 \omega_a, \quad \epsilon_1^{(1)} = g_3 \Pi \quad \epsilon_2^{(1)} = 0.\]

We remark that \(\Delta^{(2)}_{[0]}\) and \(\Delta^{(2)}_{[1]}\) are the well-known Lamb shift and AC Stark shift respectively. Similarly, the dependence of \(K^{(2)}\) and \(\epsilon_2^{(1)}\) on external flux have been previously verified in SNAIL parametric amplifiers [3, 4].

At order 3, following the notation introduced above, we find the effective Hamiltonian as

\[\hat{H}^{(3)}_{\text{eff}} = -\Delta^{(3)} \hat{a}^\dagger \hat{a} - K^{(3)} \hat{a}^\dagger \hat{a}^2 + \epsilon_2^{(3)} \hat{a}^3,\]  

(A.7)

where

\[\Delta^{(3)} = 0 \quad K^{(3)} = 0 \quad \epsilon_2^{(3)} = \left(6g_5 + \frac{141}{20} g_3 g_4 \right) \|\Pi\|^2 \Pi + \left(6g_5 + \frac{63}{8} g_3 g_4 \right) \Pi.\]  

(A.8)

(A.9)

Note that the Hamiltonian terms \(\propto \hat{a}^\dagger \hat{a}^\dagger \hat{a}^\dagger \hat{a}^3 = \hat{a}^\dagger (\hat{a}^\dagger \hat{a}) \hat{a}^\dagger \hat{a}^2\) represent a photon-number dependent squeezing interaction.

With this understanding, we remark that even at the third order the effective Hamiltonian contains no parasitic terms, a quantum manifestation of the robustness of the period-doubling bifurcation.

At order 4, we find a four-photon drive, and the first non-squeezing drive term, in the effective Hamiltonian:

\[\hat{H}^{(4)}_{\text{eff}} = -\Delta^{(4)} \hat{a}^\dagger \hat{a}^\dagger \hat{a}^\dagger \hat{a}^3 - \lambda^{(4)} \hat{a}^\dagger \hat{a}^3 + \epsilon_4^{(4)} \hat{a}^4 + \epsilon_4^* \hat{a}^4,\]  

(A.11)

where \(\Delta^{(4)} = \sum_{k=0,1,2} \Delta^{(4)}_{[k]} \|\Pi\|^{2k},\) \(K^{(4)} = \sum_{k=0,1} K^{(4)}_{[k]} \|\Pi\|^{2k},\) and displayed below, are analytical expressions for all the coefficients of Eq. (A.11):

\[-\Delta^{(4)}_{[0]} = 15g_6 + \frac{9}{2} g_3^2 \omega_a + \frac{110}{3} g_3 g_5 \omega_a + 47 \frac{g_3^2 g_4}{\omega_a^2} - \frac{6269}{324} g_3^4 \omega_a^3\]

\[-\Delta^{(4)}_{[1]} = 60g_6 + \frac{54}{5} g_3^2 \omega_a + 116 g_3 g_5 \omega_a + \frac{671}{10} g_3 g_4 \omega_a + 113 \frac{g_3^4}{\omega_a^3}\]

\[-\Delta^{(4)}_{[2]} = 30g_6 - \frac{9}{2} g_3^2 \omega_a + \frac{322}{5} g_3 g_5 \omega_a + \frac{15113}{600} g_3 g_4 \omega_a - \frac{297947}{32400} g_3^4 \omega_a^3\]

\[-K^{(4)}_{[0]} = 15g_6 + \frac{153 g_3^2}{16} \omega_a + \frac{42 g_3 g_5}{\omega_a} + 225 \frac{g_3^2 g_4}{\omega_a^2} + \frac{805}{36} g_3^4 \omega_a^3\]

\[-K^{(4)}_{[1]} = 30g_6 + \frac{27 g_3^2}{5} \omega_a + \frac{58 g_3 g_5}{\omega_a} + \frac{671}{20} g_3 g_4 \omega_a + \frac{113}{720} g_3^4 \omega_a^3\]

\[-\lambda^{(4)} = \frac{10}{6} g_6 + \frac{17 g_3^2}{8} \omega_a + \frac{28 g_3 g_5}{3 \omega_a} + 25 g_3^2 g_4 \omega_a + \frac{805}{162} g_3^4 \omega_a^3\]

\[\epsilon_4^{(4)} = \left(\frac{5}{2} g_6 + \frac{33 g_3^2}{8} \omega_a - \frac{1}{15} g_3 g_5 - \frac{101}{96} g_3 g_4 \omega_a - \frac{2009}{1296} g_3^4 \omega_a^3\right) \Pi^2.\]  

(A.12)

All in all, the squeezed Kerr Hamiltonian is not modified structurally by contributions beyond the rotating wave approximation (RWA), up to the fourth order. This theoretical understanding explains our clean experimental realization of the squeezed Kerr Hamiltonian with a driven SNAIL.
B. THE BLOCH-SPHERE FOR THE KERR-CAT QUBIT

The ground states of Hamiltonian Eq.(2) in the main text are exactly degenerate Schrödinger cat states $|C^\pm_\alpha\rangle$. Restricting our system to this two ground states we define a computational Kerr-cat qubit subspace. Its Bloch sphere is shown in Figure S1. The even and odd Schrödinger cat states are taken to be in the north and south poles of the sphere since they adiabatically map to the zero and one Fock states of the transmon Kerr oscillator as $\epsilon_2 \to 0$. This provides a physically realizable mapping [5] to standard Bloch sphere used in the superconducting circuit platform.

\[ |\alpha\rangle \]

FIG. S1: The adiabatic mapping of the Kerr-cat qubit Bloch sphere to the Fock encoding. The logical states in the Kerr-cat qubit and their parity conserving adiabatic mapping to the two-level transmon Bloch sphere.

Under this convention we define the basis for the computational space by

\[
|\pm Z\rangle = \sqrt{\frac{N_\alpha^\pm}{2}} (|C^+\alpha\rangle + (-1)^n |C^-\alpha\rangle) \tag{B.1}
\]

The mean photon number in these states is given by $\bar{n}_\pm = \langle C^+\alpha | \hat{a}^\dagger \hat{a} | C^\pm\alpha \rangle = r^{\pm2} |\alpha|^2$, and

\[
r = \frac{N_\alpha^+}{N_\alpha^-} = \frac{\sqrt{1 - e^{-2|\alpha|^2}}}{\sqrt{1 + e^{-2|\alpha|^2}}} \to 1 - e^{-2|\alpha|^2}, \tag{B.2}
\]

where the arrow corresponds to the expressions in the limit $\epsilon_2 \gg K$ ($|\alpha|^2 \gg 1$). We thus define the other two complementary and mutually non-biased Pauli basis as

\[
|\pm X\rangle = \frac{1}{\sqrt{2}} (|C^+\alpha\rangle \pm |C^-\alpha\rangle) \to |\pm \alpha\rangle \tag{B.3}
\]

\[
|\pm Y\rangle = \frac{1}{\sqrt{2}} (|C^+\alpha\rangle \mp i |C^-\alpha\rangle) \to \frac{1}{\sqrt{2}} (|\alpha\rangle \mp i |\alpha\rangle) \tag{B.3}
\]

The Pauli operators are then defined as

\[
\hat{X}_\alpha = |C^+\alpha\rangle \langle C^-\alpha| + |C^-\alpha\rangle \langle C^+\alpha| \\
\hat{Y}_\alpha = -i (|C^+\alpha\rangle \langle C^-\alpha| + i |C^-\alpha\rangle \langle C^+\alpha|) \\
\hat{Z}_\alpha = |C^+\alpha\rangle \langle C^+\alpha| - |C^-\alpha\rangle \langle C^-\alpha| \tag{B.4}
\]

and their scaling with $\alpha$ is shown in Table B.

I. Definition of autonomous error correction gain

Given that we have defined the Bloch sphere, we may also define the average coherence of the Bloch sphere as

\[
\gamma = \frac{1}{6} \sum_{i=\pm X,\pm Y,\pm Z} \frac{1}{T_i} \tag{B.5}
\]
the overarching design goal was to incorporate two capacitively coupled SNAIL-transmon circuits that could each be

\[
\text{TABLE I: Projection of some “local” (low order in } \hat{a} \text{ and } \hat{a}^\dagger \text{) phase space operators over the oscillator to the Kerr-cat logical manifold. They represent the main source of errors in bosonic codes. Besides the exact expression for all values of } \alpha \text{ we provide instructive limits for large and small photon-number. Note that in the large cat limit the operators contain corrections of at most } \mathcal{O}(\alpha^2 e^{-4|\alpha|^2}).
\]

\[
\begin{array}{ccc}
\alpha \rightarrow 0 & \alpha & \text{Large } |\alpha| \\
\hat{a} & \frac{1}{2}(\hat{X} + i\hat{Y}) & \alpha \left( \frac{\alpha}{2} \right) \hat{X} + \frac{i\alpha}{2} \hat{Y} \\
\hat{a}^\dagger & \frac{1}{2}(\hat{X} - i\hat{Y}) & \alpha^* \left( \frac{\alpha}{2} \right) \hat{X} - \frac{i\alpha}{2} \hat{Y} \\
\hat{a}^\dagger \hat{a} & \frac{1}{2}(I - \hat{Z}) & |\alpha|^2 \left( \frac{\alpha^2}{2} - \frac{i\alpha}{2} \right) \hat{I} + |\alpha|^2 \left( \frac{\alpha^2}{2} + \frac{i\alpha}{2} \right) \hat{Z}
\end{array}
\]

where \( T_i \) is the decay time constant for preparing the system in one of the six cardinal states (\(|i\rangle\)) of the Bloch sphere.

For the Fock qubit, we use the measured Ramsey decay to calculate \((1/T_{+X} + 1/T_{-X} + 1/T_{+Y} + 1/T_{-Y})/4 = 1/T_{2R},\) and the measured single excitation decay time to calculate \(1/T_{+Z} + 1/T_{-Z} = 1/T_1;\) this defines the average coherence of the Fock qubit.

For the Kerr-cat qubit, we either independently measure each cardinal state’s coherence or use \( T_{YZ} \) as in Figure 3 E to summarize the coherence on the \(YZ\) plane. The combination of these measurements allows us to define the autonomous quantum error correction gain factor \( \gamma_{\text{Fock}}/\gamma_{\text{cat}}, \) which efficiently summarizes the Kerr-cat qubit’s performance as a quantum memory relative to the bare Fock qubit encoding. At the bias point shown in Figure 4 C-D, this leads to an autonomous quantum error correction gain factor of 2.8 beyond break-even.

II. Photon loss

It is interesting to notice that in a realistic scenario, the presence of dissipation will slightly deform the computational states. We analyze this by considering only single and two photon loss. We generalize the Hamiltonian in Eq.(2) by casting the no-jump Hamiltonian of the open quantum system as

\[
\hat{H}_{SK}^\text{no-j} = \frac{\Delta}{\hbar} \hat{a}^\dagger \hat{a} - \frac{K}{2} |\alpha|^2 + \epsilon_2 (\hat{a}^2 + \hat{a}^\dagger^2).
\]

(B.6)

Here the Hamiltonian constants are complex numbers: generalized detuning \( \Delta = \Delta + i\kappa_1/2, \) and generalized Kerr \( K = K + i\kappa_2/2, \) where \( \kappa_1 \) and \( \kappa_2 \) are the single and two-photon loss rates in the system. The phase space center of mass of the new eigenstates is obtained by displacing this no-jump Hamiltonian by a complex amplitude \( \tilde{\alpha} = |\tilde{\alpha}| e^{-i(\epsilon_2/K)/2} e^{i\phi} \) and solving for null-linear terms in the displaced Hamiltonian. The dissipative eigenstates are found to be centered at

\[
|\tilde{\alpha}|^2 = \frac{1}{2|K|^2} \left( -\Delta K + \frac{\kappa_1 \kappa_2}{4} \right) \pm \sqrt{ \left( \frac{\epsilon_2}{2K} \right)^2 - \left( \frac{K \kappa_1 - \Delta \kappa_2}{4|K|^2} \right)^2 } ,
\]

(B.7)

\[
\sin \left( 2\phi \right) = \frac{K \kappa_1 - \Delta \kappa_2}{4|\epsilon_2| |K|},
\]

(B.8)

where the + solution is valid when \(|\epsilon_2|^2 \geq (\Delta^2 + \kappa_1^2/4)/4,\) which is beyond the parametric instability exploited for parametric amplification and inside the double-well regime of bifurcation relevant to this work (see [6] for in depth discussion). Note that the cat size also increases with \(-\Delta,\) and thus increases the protection of the coherent states to perturbations.

Examining the equation for \( \phi, \) the remarkable \( \pi\)-periodicity of the solutions is evident. This is the quantum manifestation of a classically robust period-doubling bifurcation and it contains the essence of the noise-resilient properties of the our cat qubit. The solutions are always maximally spaced in phase space forming an angle of 180°. For \( \Delta = 0 \) and in the bifurcation regime, we have that the ground-state manifold is spanned by the coherent states \(| \pm \tilde{\alpha} \rangle\) even in presence of dissipation.

C. THE SUPERCONDUCTING PACKAGE AND DESIGN CHOICES

In this section, we outline the key design principles for the superconducting package and cQED system. The overarching design goal was to incorporate two capacitively coupled SNAIL-transmon circuits that could each be
individually stabilized with a squeezing drive and independently read out. With such a system, we plan to implement
two qubit gates between two Kerr-cat qubits: specifically, a noise-bias preserving CNOT gate [7]. For the work
presented here, we address only one of the two chips with microwave drives and the modes from the other chip play
the role of spectators. Table C lists a few key design parameters.

| Parameter                                             | Value         | Method of estimate or measurement                |
|-------------------------------------------------------|---------------|--------------------------------------------------|
| Oscillator dipole capacitance $E_C/h$                 | 60 MHz        | Design simulation                                |
| Oscillator number of SNAILs                           | 2             | Design                                           |
| Oscillator SNAIL asymmetry $\alpha$                   | 0.1           | Room temperature resistance msmt.                |
| Oscillator inductance of 1 large junction              | 0.6 nH        | Room temperature resistance msmt.                |
| Oscillator inductance of 1 small junction              | 6 nH          | Room temperature resistance msmt.                |
| Oscillator oscillator frequency at $\Phi/\Phi_0 = 0$   | 6.668 GHz     | Two-tone spectroscopy                           |
| Oscillator oscillator frequency at $\Phi/\Phi_0 = 0.5$ | 5.815 GHz     | Two-tone spectroscopy                           |
| External flux bias point $\Phi/\Phi_0$                 | 0.33          | Two-tone spectroscopy                           |
| Oscillator frequency $\omega_0/2\pi$                  | 6.079 GHz     | Two-tone spectroscopy                           |
| Oscillator cubic nonlinearity $g_3/3/2\pi$            | $\approx 10$ MHz| Design simulation                               |
| Oscillator self-Kerr nonlinearity $K/2\pi$            | 320 kHz       | Coherent state refocusing experiment (Fig. S6)   |
| Oscillator single-photon decay time $T_1$              | $20 \pm 3$ µs | Std. coherence msmt. (w/ fluorescence readout)  |
| Oscillator Ramsey decay time $T_2^*$                   | $(2.17 \pm 0.5)$ µs | Std. Ramsey coherence msmt. (w/ fluorescence readout) |
| Oscillator Hahn echo decay time $T_{2E}$               | 13 µs         | Std. echo coherence msmt. (w/ fluorescence readout) |
| Readout resonator frequency $\omega_0/2\pi$           | 8.506 GHz     | Direct RF reflection measurement                 |
| Readout resonator linewidth $\kappa_0/2\pi$           | 0.40 MHz      | Direct RF reflection measurement                 |
| Readout resonator internal linewidth                   | $< 0.04$ MHz  | Direct RF reflection measurement                 |
| Readout to oscillator cross-Kerr $\chi_{ab}/2\pi$     | $\sim 10$ kHz| Direct RF reflection measurement                 |
| Purcell filter frequency                               | 8.703 GHz     | Design simulation                                |
| Purcell filter linewidth                               | 25 MHz        | Direct RF reflection measurement                 |
| Lowest box mode frequency                              | 12.46 GHz     | Design simulation                                |
| Spectator SNAIL-transmon frequency                     | 6.302 GHz     | Two-tone spectroscopy                           |
| Capacitive coupling btwn. oscillator & spectator       | 9.4 MHz       | Avoided crossing in two-tone spec. vs. flux     |
| Spectator SNAIL-transmon self-Kerr                     | 2.8 MHz       | Two-tone spectroscopy                           |
| Spectator SNAIL-transmon single-photon decay time      | 20 µs         | Std. coherence msmt. (w/ fluorescence readout)  |
| Spectator SNAIL-transmon Ramsey decay time             | 2 µs          | Std. Ramsey coherence msmt. (w/ fluorescence readout) |
| Spectator to oscillator cross-Kerr                     | $\approx 0.03$ MHz | Design simulation                             |
| Spectator readout resonator frequency                  | 8.775 GHz     | Direct RF reflection measurement                 |
| Spectator readout resonator linewidth                  | 0.58 MHz      | Direct RF reflection measurement                 |
| Spectator Purcell filter frequency                     | 8.890 GHz     | Direct RF reflection measurement                 |
| Spectator Purcell filter linewidth                     | 14 MHz        | Direct RF reflection measurement                 |
| Lowest spectator box mode frequency                    | 12.78 GHz     | Design simulation                                |
| Coupling between lowest box modes                      | $\approx 20$ MHz| Design simulation                             |

**TABLE II: Summary of device parameters.** All design simulations were performed with Ansys HFSS and black box
quantization [8, 9] including corrections to Kerr from cubic nonlinearities [6], which follow from similar corrections in lumped-
element calculations [3]. All parameters in the lower two sections correspond to the particular flux bias point $\Phi/\Phi_0 = 0.33$
common to all data in this work.

The design closely follows the coaxline architecture that includes a seam between the two package pieces for easy
assembly and multiplexing [10]. The package structure consists of two rectangular waveguide cavities designed with
lowest box mode at 12.46 GHz for the addressed system and 12.78 GHz for the spectator system. An aperture between
the two cavities couples the two spatially separate box modes weakly compared to their detuning, which helps keep
the box eigenmodes—and thus strong microwave drives applied to them—spatially separated while still allowing
for direct capacitive coupling between the two SNAIL-transmons. The aspect ratio of the boxes (tall and narrow)
restricts the on-chip eigenmodes from having significant participation in either the seam or the copper bottom piece.
The copper bottom piece is necessary (as opposed to aluminum) to allow penetration of magnetic flux to bias the
superconducting SNAIL loops via two small coils mounted within counterbored holes in the copper piece. Despite
superconducting aluminum’s propensity to reject magnetic fields, the necessary applied field to bias the SNAIL loops
at one $\Phi_0$ is similar to the same geometry made entirely of copper; as long as the coil area is smaller than magnetic
field’s entry hole in the aluminum, the magnetic field lines have a convenient return path back through the same hole
implying the presence of the aluminum actually has a focusing effect of the field toward the SNAIL loops. This results
in independent flux-biasing capabilities for two qubits in a 3D superconducting architecture with field crosstalk of
order 10⁻². Each sapphire chip is clamped to two copper posts with beryllium copper clips, and hosts three electromagnetic
modes of interest: SNAIL-transmon, readout resonator, and Purcell filter. A beryllium copper pin inserted into the cavity defines the readout port and sets the linewidth of the readout resonator and Purcell filter; a second weakly coupled pin serves for the application of all microwave drives.

Focusing on the design of the addressed SNAIL-transmon, the design change compared to previous work [5], where the coherent state lifetime saturated at $|\alpha|^2 = 2.6$, is a twenty-fold reduction in self-Kerr nonlinearity. We actuated this reduction by moving to a series array of $M = 2$ SNAILs, reducing the SNAIL junction asymmetry parameter [1], and working at a larger magnetic flux bias $\Phi/\Phi_0 = 0.33$ closer to (but not at) the Kerr-free flux point [3]. These changes resulted in coherent state lifetime saturation around $|\alpha|^2 = 10$ in the current device (for $\Delta = 0$). This trend is consistent across multiple (including unpublished) devices; namely, lower self-Kerr $K$ devices attain larger $|\alpha|^2$ before the coherent state lifetime saturates despite lower third-order nonlinearity $g_3$. The intuition for this result mirrors a similar intuition as to why SNAIL parametric amplifiers with lower self-Kerr handle more signal power before unwanted saturation effects occur [3, 4]. Specifically, although increasing $M$ reduces both $g_3$ and $K$, it also increases the maximum number of allowed photons in the nonlinear oscillator, which may be parameterized by $n_{\text{crit}} \approx 15M^2/p^2\varphi_{zps}$, where $p$ is the inductive participation ratio of the entire SNAIL array in the electromagnetic mode (see [6] for derivation). With the intuition backed by experiments that drive-induced heating becomes problematic at some fraction of $n_{\text{crit}}$, we may derive an expected increase in Kerr-cat size (at $\Delta = 0$) at which drive-induced heating becomes problematic:

$$|\alpha|^2 = \frac{|\xi|}{K} = \frac{|g_3\Pi/K|}{M\Pi} \propto \frac{M^2}{p^2\varphi_{zps}} \quad (C.1)$$

In the third line we assumed $|g_3/K| \propto M$ [3, 6] and in the last line that $n_{\text{crit}}$ scales the limit on $\Pi \propto M$. From this simple argument, we conclude that increasing the number of SNAILs to decrease Kerr nonlinearity effectively increases the experimentally achievable cat size.

Keeping in mind that gate speeds are limited by the gap in the excited state spectrum $4K|\alpha|^2$ and that $K \propto 1/M^2$, gate speeds are independent of the Kerr nonlinearity if the expected $|\alpha|^2$ increase is simultaneously achieved. The exception to this is the Kerr-refocusing gate, which takes time $\pi/2K$ irrespective of $|\alpha|^2$. Generally, the gate fidelity however will decrease under this optimization since the cat-state lifetime $T_{YZ} = 1/2|\alpha|^2T_1$. As such, we expect there to be an optimum Kerr nonlinearity for a given application depending on the tradeoff between achievable gate speed and noise bias. Improvements in gate design and control techniques will help increase gate speed for a given gap in the excited state spectrum [11], and thereby will allow designs with less nonlinearity to further increase coherent state lifetime and noise bias.

D. READOUT OF THE SQUEEZED KERR OSCILLATOR

It is critical for our implementation that we do not rely on the ordinary dispersive readout of the superconducting circuit platform. This means that our Kerr-cats are prepared, evolved, and detected without relying on standard Fock qubit operations or measurements. This ensures the high performance of a system with a weak bare nonlinearity. Instead of using the dispersive coupling of the SNAIL-transmon to the readout resonator we use a parametrically activated readout scheme with a large on-off ratio. The readout is enacted by applying a microwave pulse at the frequency difference in between the squeezed Kerr oscillator frame $\omega_d/2$ and readout resonator at $\omega_b$ while the stabilization drive is on. The nonlinear term providing the interaction originates from the SNAIL array that, when activated by a microwave tone of displacement amplitude $\xi_{BS}$ and frequency $\omega_{BS} = \omega_b - \omega_d/2$, transforms as

$$g_3 \left(\hat{a} + \frac{g_{ba}}{\Delta_{ba}}\hat{b} + \text{H.c.}\right)^3 \rightarrow g_3 \left(\hat{a}e^{-i\omega_d t/2} + \xi_{BS}e^{-i\omega_{BS}t} + \frac{g_{ba}}{\Delta_{ba}}\hat{b}e^{-i\omega_b t} + \text{H.c.}\right)^3 \approx 6g_3^2\frac{g_{ba}}{\Delta_{ba}} \left(\xi_{BS}\hat{a}\hat{b} + \xi_{BS}^*\hat{a}^\dagger\hat{b}^\dagger\right). \quad (D.1)$$

Here, we have used the RWA to get rid of fast rotating terms in a displaced and rotating frame for $\hat{a}$, $g_3$ is the third order nonlinearity of the SNAILs, $g_{ba}$ is the bare capacitive coupling in between the Kerr-oscillator and the readout resonator, $\hat{b}$ is the annihilation operator of the resonator, and $\Delta_{ba} = \omega_b - \omega_a$. The hybridization is given in the dispersive approximation for simplicity. Note, however, that the RWA approximation is unjustified—the detuning of the readout drive is of order the oscillator frequencies—and higher orders need to be considered (see section A). To
leading order, their effect is a renormalization of the beamsplitter coupling rate $g_{BS}$ in the effective interaction

$$g_{BS} \hat{a} \hat{b} + g_{BS}^* \hat{a}^\dagger \hat{b}^\dagger$$

which is the announced frequency-converting beamsplitter interaction.

When activated in presence of the stabilization drive, the photons in the squeezed Kerr oscillator displace the readout resonator with a resonant drive strength $\pm g_{BS} \alpha$, which subsequently radiates into a quantum-limited amplifier chain that we demodulate and monitor with a precision microwave measurement setup at room temperature. For sufficiently weak readout drive strength such that $|g_{BS}|^2 < 2K|\alpha|\kappa_b$, the photons emitted by the oscillator are replenished by the stabilization drive effectively preserving the photon number in the state. These photons should be thought as displacing the readout resonator by an amount $\beta = \pm 2g_{BS} \alpha / \kappa_b$, which is conditional on $\hat{a} \approx \pm \alpha$ and thus forcing the cat to collapse into one of its coherent state components. The process enacts then a quantum nondemolition (QND) measurement of the quadrature in the Kerr-cat qubit, thus named cat-quadrature readout (CQR) [5]. For nearly degenerate excited states within the metapotential wells, the readout resonator is similarly displaced conditioned on which well $\pm \alpha$. The readout gains no information on population within each well assuming $\kappa_b \ll 4K|\alpha|^2$, as is the case in our experiment. For excited states outside the metapotential wells, the readout drive is sufficiently off-resonance from any transitions such that the readout resonator is not appreciably displaced from its vacuum state.

Writing the Langevin equation for the coupled system and solving for the steady state amplitude in the readout resonator (see [5, 6]), we find, as derived [12] and verified [13] for conditional displacement readout, the voltage signal-to-noise ratio of the measurement, which is the square root of the usual power-defined SNR,

$$\sqrt{\text{SNR}}(\tau) = \sqrt{32\eta |g_{BS}\alpha| / \kappa_b} \left[ \kappa_b \tau - 4 \left( 1 - e^{-\kappa_b \tau / 2} \right) + \left( 1 - e^{-\kappa_b \tau} \right) \right]^{1/2}$$

where $\tau$ is the square measurement pulse time and $\eta$ is the quantum efficiency of the entire measurement chain. The expression here assumes the optimal demodulation envelope, as used in the experiment. The experimentally measured SNR may be read from histograms as $\text{SNR} = |I_{+\alpha} - I_{-\alpha}|^2 / 2\sigma^2$, where $I_{\pm \alpha}$ is the mean in-phase quadrature value for preparation in $|\pm \alpha\rangle$ and $\sigma$ is the standard deviation of the resultant histogram (c.f. main text Figure 2). Note, all information is aligned to the in-phase quadrature either by the demodulation envelope, or by choosing the readout drive phase such that $\arg(g_{BS}) = +\pi / 2$. Invoking the aforementioned drive strength limitation to prevent leakage to higher excited states, we may bound the SNR as

$$\text{SNR} \propto \frac{|g_{BS}\alpha|^2}{\kappa_b^2} \kappa_b \tau \ll 2K|\alpha|^3 \tau$$

in the long time $\kappa_b \tau \gg 1$ limit.

The expression favors large values of the mean photon number $|\alpha|^2$ in the oscillator. This is of technological relevance since obtaining high readout SNR is then consistent with the other two main desiderata for the Kerr-cat qubit. Namely, fast gate speed (limited by the gap to the first excited state in the spectrum measured here to scale as $\approx 4K|\alpha|^2$), and large noise-bias (found to increase with $|\alpha|^2$ in the decoherence studies presented here).

In Figure S2, we examine the measurement quality as function of squeezing drive amplitude and readout drive amplitude. To this end, we first calibrate the readout drive amplitude in terms of the induced beamsplitter rate $g_{BS}$ with the experimental pulse sequence of Figure S2 A. With the squeezing drive off ($\epsilon_2 = 0$), we prepare the Fock qubit on the equator of its Bloch sphere and turn on an uncalibrated readout drive (frequency $\omega_{BS} = \omega_0 - \omega_a$) to pitch the Fock qubit state out the overcoupled port of the readout resonator. This effectively performs a fluorescence readout of the Fock qubit [14], which is of higher fidelity than dispersive readout in this system. An example emitted signal measured via heterodyne detection is shown in Figure S2 B. In the limit $g_{BS} \ll \kappa_b$, the emitted field’s energy would decay exponentially at rate $4g_{BS}^2 / \kappa_b$, implementing a so-called “Q-switch” on the Fock qubit often used for cooling. However, in our experiment $g_{BS} \gtrsim \kappa_b$ so the photon swaps back and forth at rate $g_{BS}^2 / 2$ between the Fock qubit and the readout resonator before being emitted out the detection port. Fitting these oscillations (black) allows us to extract $g_{BS}$ (see [5, 15] for model derivation). Performing this experiment for different readout drive amplitudes, we extract $g_{BS}$ and fit the dependence to a line with no offset (Figure S2 C) as expected for this three-wave mixing process.

With readout amplitude calibration in hand, we apply the squeezing drive to assess the quality of readout. As in the main text, we follow the pulse sequence in Figure S2 D to repeatedly perform readout with the squeezing drive on to set the mean number of photons in the squeezed Kerr oscillator to $|\alpha|^2 = \epsilon_2 / K$ ($\Delta = 0$). We examine three readout metrics for three different squeezing strengths as a function of readout drive amplitude: fidelity in E, QNDness in F, and decay time during readout in G. We calculate the fidelity as $F = 1 - p(+|\alpha| - \alpha) - p(-|\alpha| + \alpha)$ where $p(\pm \alpha \neq \alpha)$ is the probability—as extracted from experimental histograms—of measuring the qubit in $|\pm \alpha\rangle$.
after initializing the opposite state $|\mp \alpha\rangle$ with a previous stringently thresholded measurement. We characterize the QNDness as $Q = \frac{P(+\alpha|+\alpha) + P(-\alpha|-\alpha)}{2}$ where $P(i|i)$ is the probability of obtaining measurement outcome $i$ in two successive fair measurements. We extract the decay timescale during measurement by averaging many measurement records together conditioned on the first initialization measurement and fitting to a single exponential decay (see main text Figure 2).

Focusing first on the readout drive amplitude dependence, both the fidelity and QNDness increase sharply at low amplitude as the blobs separate in IQ-space and the bare SNR increases. For a large region of readout drive amplitude, the fidelity and QNDness are both approximately constant until eventually degrading at higher amplitudes. We interpret the constant region to correspond the drive amplitudes where the fidelity is no longer limited by the bare SNR of the blob separation, but instead by the decay of one coherent to the other during readout. This interpretation is consistent with comparing the total time for a single measurement $\tau = 4.44 \mu s$ to the measured decay time during readout. The measured QNDness also saturates since the maximally extractable QNDness for this experimental definition depends on the readout fidelity. A fidelity-independent way to extract QNDness is to look at the extracted decay time during readout. The decay time decreases monotonically (ignoring the lowest amplitude points of low QNDness) with increasing readout drive amplitude. This is reminiscent of the same reduction of lifetime during readout with increased readout power—colloquially often referred to as “$T_1$ vs. $\bar{n}$”—that plagues most circuit QED systems [16–18].

Turning to the cat size $|\alpha|^2$ dependence on readout quality, the data clearly indicate increased fidelity, increased QNDness, and increased lifetime during readout for larger $|\alpha|^2$ in the range shown. The reason for this trend is three-fold: increasing $|\alpha|^2$ increases bare SNR (c. f. Eq. D.3), increasing $|\alpha|^2$ increases coherent state lifetime (c. f. main text Figure 3 D and Supplementary Section G), and increasing $|\alpha|^2$ increases robustness to external drives (c. f. Supplementary Section E). Generally, these trends continue until increasing $|\alpha|^2$ no longer increases the coherent state lifetime $T_X$, implying that designing systems with larger $T_X$ will correspondingly increase readout performance even in the regime of “$T_1$ vs. $\bar{n}$” type effects. Such considerations might lead future experiments to optimize readout performance by always performing readout at the highest $T_X$ bias point. For instance, an application that might wish to set $|\alpha|^2$ lower to optimize the breakeven metric may still wish to inflate $|\alpha|^2$ before readout by increasing

FIG. S2: Measurement calibration and robustness to readout power. A, Pulse sequence for readout drive amplitude calibration experiment (see B, C). Preparing the Fock qubit on the equator of the Bloch sphere (squeezing drive off), a readout pulse at $\omega_{BS} = \omega_b - \omega_d$ implements a fluorescence readout. B, Example time trace of readout resonator output field recorded as a heterodyne signal after amplification. Black lines are fits to extract beamsplitter strength $g_{BS}$. C, Extracted $g_{BS}$ (green circles) as a function of readout pulse amplitude fit to a line (black) with no offset. D, Pulse sequence for repeated measurement as in main text, where again $\omega_{BS} = \omega_b - \omega_d/2$. E-G, Fidelity, QNDness, and decay time during repeated measurements respectively as a function of readout drive amplitude for three different squeezing drive strengths on resonance. Lines connecting points are a guide to the eye.
FIG. S3: Bias robustness during gate operation. A Pulse sequence to measure $T_X$ in the presence of a strong cat Rabi drive at frequency $\omega_d/2$ with amplitude $\epsilon_x$ and phase set to zero to drive cat Rabi oscillations at rate $\Omega_x = \text{Re} \{4\epsilon_x \alpha^*\}$. B, The coherent state lifetime $T_X$ is unaffected by the strong Rabi drive. The two sets of points corresponds to a coherent state of $|\alpha|^2 = 10$ ($\Delta/2\pi = 0$, orange) and $|\alpha|^2 = 15$ ($\Delta/2\pi = -4.5$ MHz, blue).

$\epsilon_2$ adiabatically with respect to $4K|\alpha|^2$. Without increasing $T_X$, increasing readout speed would further increase readout fidelity (in the flat regime of readout amplitude where fidelity is otherwise limited by lifetime). The relatively conservative value of $\kappa_b/2\pi = 0.40$ MHz limited our readout time $\tau = 4.44$ $\mu$s and may be easily increased in future experiments.

E. PRESERVATION OF THE BIAS DURING CONTINUOUS CAT RABI GATE.

The metapotential describes a double well energy surface with nonlinear components in both the $x$ and $p$ quadratures. Regardless, around its minima $\tilde{\alpha}$ a harmonic approximation becomes increasingly good as $\epsilon_2 \gg K$. Defining the operator $\delta\hat{a} = \hat{a} - \tilde{\alpha}$ we use the generalized Taylor expansion for Hilbert space operators to write now the non-Hermitian Hamiltonian Eq.(B.6) as

$$\hat{H}_{SK}^{\text{noj}} / \hbar \approx -4K|\alpha|^2(\delta\hat{a})^2 \hat{K}(\delta\hat{a})^2(\delta\hat{a})^2 - 2K\delta\hat{a}(\delta\hat{a})^2 \delta\hat{a} + \text{H.c.} \quad (E.1)$$

which stands for an oscillator that becomes stiffer as $\epsilon_2$ grows while its Kerr non-linearity remains constant. This increasingly harmonic oscillator is described by an energy $\hbar\Delta_{\text{gap}} = -\hbar(4K + 2\epsilon_2)|\alpha|^2$. This energy limits the speed of operation of the Kerr-cat qubit and can be thought as the energy gap in between the degenerate logical space of the qubit and the first level out of the code space. We have reported the experimental verification of this scaling in the case $K \gg \kappa_2$ in the main text. In absence of Kerr ($K \ll \kappa_2$) it has been verified and reported in [19].

The operation speed limit is discussed in [5] but can be understood, alternatively, in the following way. The cat Rabi drive, in resonance with $\omega_d/2$ and of amplitude $\epsilon_x$, can be thought as drive detuned by $\Delta_{\text{gap}}$ over the stiff harmonic wells of the metapotential. In presence of single photon dissipation, such a detuned drive will stabilize, in the harmonic oscillators, a coherent state of amplitude $\epsilon_x/(\Delta_{\text{gap}} - i\kappa_1/2) \approx \epsilon_x/\Delta_{\text{gap}}$. The condition of perturbative drive is that the displacement of ground state is much smaller than the vacuum spread: $\epsilon_x/\Delta_{\text{gap}} \ll 1$. This condition ensures that the state will not “leak” out of the logical manifold into the excited states and limits the achievable Rabi rate $\Omega_x = \text{Re} \{4\epsilon_x \alpha^*\}$ to $|\Omega_x| \ll 4|\Delta_{\text{gap}}\alpha| = 16|\alpha|^3 \sqrt{K^2 + \kappa_2^2}/4$.

We further verify that the coherent state lifetime is not degraded by pushing the rate of the continuous cat Rabi gate towards this limit. In Figure S3, we observe that even past the largest gap involved in our experiments ($\sim 12$ MHz for $|\alpha|^2 \sim 10$), the coherent state lifetime $T_X$ is essentially unaffected. Naturally, for such high Rabi amplitudes the state undergoes coherent oscillations in between the ground state and the excited states of the metapotential (corresponding to leakage) and should be avoided during the operation of the Kerr-cat qubit. Importantly, at these high amplitudes where the drive is explicitly causing leakage, $T_X$ is unaffected because the leakage is primarily to pairwise degenerate state within the wells. This relaxes constraints on leakage errors during gates in applications that require the preservation of a large noise bias.
F. BOHR QUANTIZATION OF THE SQUEEZED KERR OSCILLATOR

In this section we will treat in a semiclassical fashion the squeezed Kerr oscillator and use Bohr’s quantization principle to find the number of bound states per well. We first take the invertible Wigner transform \( \mathcal{W} \) of the squeezed Kerr Hamiltonian operator in Eq.(2) in main text. The quantum phase space Hamiltonian reads [20–24]

\[
H_{SK}(x,p)/\hbar = (K - \Delta/2)(x^2 + p^2) - K/4(x^2 + p^2)^2 + \epsilon_2(x^2 - p^2),
\]

where we took \( \hat{a} = (\hat{x} + i\hat{p})/\sqrt{2} \) with \( [\hat{x}, \hat{p}] = i \) and neglected irrelevant additive constants. The frequency shift \( K(x^2 + p^2) \) is the expected McCoy [20, 23] correction and it has its origin in the familiar non-commutativity in between \( \hat{a} \) and \( \hat{a}^\dagger \). This correction is nothing but the Lamb-shift.

Following Dirac’s correspondence [25] we take the classical limit "\( \hbar \to 0 \)" to transform Eq.(F.1) into the fully classical phase space Hamiltonian

\[
H_{SK}^{cl}(x,p)/\hbar = -\Delta/2(x^2 + p^2) - K/4(x^2 + p^2)^2 + \epsilon_2(x^2 - p^2).
\]

As one can see in Figure S4 A, the equienergy contours defined by \( H_{SK}^{cl}(x,p) = E \), for \( \Delta = 2\epsilon_2 \), define trajectories that are Cassinian oval orbits [26]. The separatix dividing the bound states from the out-of-well states is given by \( E = 0 \) and describes a figure “8” curve known as Bernoulli’s lemniscate. The area enclosed by the tear-drop loop can be analytically computed to be

\[
\frac{1}{2\pi} \oint_{H_{SK}^{cl}=0} PdX = \hbar \left( \frac{\epsilon_2}{\pi K} + \frac{-\Delta}{8K} \right),
\]

where \( |\alpha|^2 = \epsilon_2/K \) and \( X \) and \( P \) are the dimensionated quadratures. Since Bohr’s quantization condition reads \( \frac{1}{2\pi} \oint PdX = \hbar N \), where \( N \) is the number of bound states, one finds \( N = \left( \frac{\epsilon_2}{\pi K} + \frac{\Delta}{8K} \right) \). This gives a new rule of thumb to estimate the degree of error protection of the coherent state in the Kerr-cat qubit as a function of its size.

To verify the semiclassical understanding we compare this prediction with a full quantum treatment that we show in Figure S4 B-D. First we consider the spectrum of \( \hat{H}_{SK} \) (Figure S4 B) and define the energy difference \( \Delta E^{(n)}_{SK} = E^{(2n+1)}_{SK} - E^{(2n)}_{SK} \) in between pairs of kissing lines. We see (Figure S4 C) that \( \Delta E^{(n)}_{SK} \) describe sigmoidal curves. For relatively small \( |\alpha|^2 \) the energy gap in between excited states remains approximately constant. At critical \( |\alpha|^2 \) values an exponential degeneration takes place. The inflection point (Figure S4 D) at which the rate of approach is maximal defines the kissing point after which the marginal splitting left vanishes towards infinity. This defines unambiguously the kissing point. Note, however, that since the approach is so abrupt the argument is largely independent of the exact definition of the kissing point and that any reasonable cutoff imposed over \( \Delta E^{(n)}_{SK} \) yields essentially the same result. We compare the fully quantum treatment (for \( \Delta = 0 \)) with the semiclassical argument in Figure S4 E to find remarkable agreement.

G. DECOHERENCE IN THE SQUEEZED KERR OSCILLATOR

I. The phase space formulation of quantum mechanics

The phase space Hamiltonian \( H_{SK} = \mathcal{W}(\hat{H}_{SK}) \) in Eq.(F.1) generates evolution of the Wigner function in phase space. The calculation of the expression for the equation of motion is elementary if one uses that the Hilbert space product of operators transforms into the phase space Groenwold’s star-product \( \mathcal{W} (\hat{F} \hat{G}) = \mathcal{W}(\hat{F}) \star \mathcal{W}(\hat{G}) \) [23]. It is defined to be the exponential of the Poisson bracket over the phase space-functions \( f(X,P) = \mathcal{W}(\hat{F}) \) and \( g(X,P) = \mathcal{W}(\hat{G}) \) as

\[
f \star g = e^{i\hbar \{ f(X,P), g(X,P) \}} = fg + \frac{i\hbar}{2} \{ f, g \} + O(\hbar^2).
\]

The Schrödinger equation transforms as

\[
\frac{\partial_t}{\partial t} \hat{\rho} = \frac{1}{i\hbar} [\hat{H}_{SK}, \hat{\rho}] \quad \xrightarrow{\mathcal{W}} \quad \partial_t \hat{W} = \{ H_{SK}, \hat{W} \}.
\]
FIG. S4: Bohr quantization of the squeezed Kerr oscillator. A, Equienergy contours of $H_{SK}^{(1)}$ describing Cassinian oval orbits, including a lemniscate of Bernoulli (red) taken for $\Delta = 0$. B, Quantum spectrum of the squeezed Kerr oscillator and C, the energy gap in between kissing eigenenergies as a function of the squeezing drive amplitude. D, The point of maximal rate of approach is defined as the kissing point and determined by the inflection point in the energy gaps. These are marked as blue dots in B. E, Comparison in between the quantum Hamiltonian treatment and Bohr’s quantization semiclassical argument.

The double brackets (denoting the Wigner transform of the quantum commutator) are known as the Moyal brackets and shows up naturally as a deformation of the Poisson bracket $\{H_{SK}, W \} = \{H_{SK}, W \} + O(\hbar)$. Note that the corrections to the Poisson bracket are directly proportional to the nonlinearities of the Hamiltonian making them essential to exhibit quantum behaviour.

It is sometimes convenient to express the relationship in terms of $a (= W(\hat{a}))$ and $a^* (= W(\hat{a}^\dagger))$. Then, the rewriting of the star-product as $\ast = \exp \left\{-\frac{1}{2} \left( \partial_a \partial_{a^*} - \partial_{a^*} \partial_a \right) \right\}$ is in order.

II. Extension to open quantum systems

The phase space formulation of quantum mechanics provides a convenient language for analysing decoherence of Schrödinger cats and other bosonic qubits. We exploit the star-product to transform the Lindblad equation\(^{1}\) for ordinary dissipation (single photon loss) $\partial_t \hat{\rho} = i\hat{H} \hat{\rho} + \kappa_1 (\hat{a} \hat{a} \hat{\rho} - \frac{1}{2} (\hat{a}^\dagger \hat{a} \hat{\rho} + \hat{\rho} \hat{a}^\dagger \hat{a}))$ into

---

\(^{1}\) We note that phase space Lindbladian can be computed by expanding the star-product directly or by absorbing it as Bopp’s shifts \([23]\).
\[ \partial_t W = \{ H, W \} + \frac{\kappa_1}{2} \left( \partial_x x + \partial_p p + \frac{1}{2} \left( \partial_x^2 + \partial_p^2 \right) \right) W, \] (G.2)

which we express in dimensionless coordinates for convenience. Note that the dissipation term is identical to the one expected classically [27, 28]. It is instructive to write the condition to observe the quantum effect of an \( n \)th order nonlinearity as

\[ \hbar^{2n} g_{2n+1} \left| \partial^{2n+1} W \right| \gg \kappa_1 \left| \partial^2 W \right|. \] (G.3)

where the vertical bars denote the typical magnitude of the Wigner derivative, \( g_{2n} \) is \( m \)th order nonlinearity of the Hamiltonian, and since the variables \( x \) and \( p \) are taken to be dimensionless \( h \) is understood as the dimensionless quantum of phase space area (sometimes referred to as zero-point spread). Higher order nonlinear effects are then increasingly fragile against dissipation and a strong function of the Wigner function’s rugosity.

In the presence of thermal photons, Eq.(G.2) acquires an additional term that reads

\[ \kappa_1 n_{th} \mathcal{D}(\hat{a}^\dagger) = \frac{\kappa_1 n_{th}}{2} \left( -\partial_x x - \partial_p p + \frac{1}{2} \left( \partial_x^2 + \partial_p^2 \right) \right) W. \] (G.4)

where \( \mathcal{D}(\hat{O}) = \hat{O} \hat{\rho} \hat{O}^\dagger - \frac{1}{2} (\hat{\rho} \hat{O}^\dagger \hat{O} + \hat{O}^\dagger \hat{O} \hat{\rho}) \) is the dissipator associated with jump operator \( \hat{O} \), and \( n_{th} \) the mean number of thermal photons. These expressions convey valuable intuition. Note, for example, that the diffusion terms in Eq.(G.2) and Eq.(G.4) have the same sign while the drag terms are of opposite signs. These terms appear then with prefactor of \( \kappa_1 (1 \pm n_{th}) \) in the equation of motion. Naturally, in presence of a thermal field the drag towards vacuum is reduced (for \( n_{th} < 1 \)) while the diffusion is always increased. Note that for \( n_{th} > 1 \) the “drag term” now pushes the state away from vacuum.

### III. Decoherence for our stabilized Schrödinger cat states

The evolution driven by mundane dissipation causes the Hamiltonian stabilized Kerr-cat states to decohere at the same rate as for any other cat state [29–32]. It is easy to see from Eq.(G.2) that the region containing the negative fringes of the cat’s Wigner function (producing the highest second order derivatives) is quickly erased by the diffusion terms \( (\partial_x^2) \). Using that the inter-fringe distance (their period) is \( \pi/2\sqrt{n} [31] \) and that at \( t = 0 \) the fringes saturate the bounds for the Wigner function \( (|W| \leq \pi/2) \) a back of the envelope calculation to estimate their concavity yields the diffusion rate \( \frac{\pi}{4} \left| \partial_x^2 W \right| \sim \frac{\pi^2}{4} \kappa_1 n \sim 2.06 \kappa_1 n \). A more refined treatment for non-stabilized cats [31] reveals the exact result for the initial diffusion rate \( (t \geq 0) \) is \( 2\kappa_1 n \). For large cat states the effect of temperature is only to accelerate this rate as \( \kappa_1 \rightarrow \kappa_{eff} = \kappa_1 (1 + 2n_{th}) \). Equivalently, one can then write the typical coherence time for the cat as \( T_1/2\bar{n} \). These results are valid in the case of the Kerr-cat for all times \( t > 0 \) and not only at short timescales since the amplitude of the population of the coherent states does not damp towards the origin of phase space. This guides the Kerr-cat’s coherence to follow an exponential damping while non-stabilized cats follow a more complicated law even in absence of thermal photons \( (\sim \exp\{2\bar{n}(1 - e^{-\kappa_1 t})\}) [31] \).

In Figure S5 we show the coherence damping of Rabi-like fringes while the Kerr-cat qubit oscillates in between the different cat parities as \( \mathcal{N}(t) (|\alpha\rangle + e^{i\Omega t} |\rangle - |\alpha\rangle) \). This is achieved by applying a resonant drive on the system while the squeezing drive is maintained on as depicted in Figure S5 A: the stabilization drive is on during a first QND measurement that is used to prepare a coherent state in the metapotential. The squeezing drive is then turned-off abruptly to perform a Kerr-gate [5] and prepare a Yurke-Stoler parity-less cat. After free Kerr evolution time of \( \pi/2K \) the stabilization drive is turned on again to “catch” the cat state. Then a resonant Rabi drive is applied on the qubit. The stabilization drive frustrates the displacement of the coherent components but causes the interference fringes of the Kerr-cat qubit to roll changing its parity as it exchanges photons, coherently and one-by-one, with the resonant drive. This is the mechanism used to perform the continuous X gate in the Kerr-cat qubit [5]. This continuous gate in between cat states can be understood as a quantum Zeno evolution [19] in the cat manifold here enforced not by measurement by the gap in between the ground states and the first excited states [33], not different to the isolation of qubit space in a generic nonlinear oscillator. The oscillation around the cat meridian of the Kerr-cat qubit Bloch-sphere for different values of the squeezing drive amplitude are show in Figure S5 B. Since the Rabi dynamics will perform a \( \pi \) pulse every time a “red” cat-fringe \( (W > 0, \text{see Figure 1 in the main text}) \) is displaced to the position previously occupied by a “blue” fringe \( (W < 0), \text{one expects the Rabi frequency to be a strong function of } |\alpha|^2; \text{as the cat states become larger, their fringes become narrower and a smaller displacement is required to enact the coherent} \)
FIG. S5: cat Rabi as a calibration tool. A, The experimental sequence used to perform Rabi oscillations in between oscillator states. B, We show 15 of the 101 cat Rabi oscillations, each for a different squeezing amplitude. The frequency of the oscillation is directly proportional to the square root of the cat size and the decoherence constant is inversely proportional to it. C, Fit of the cat Rabi frequency as a function of the voltage control parameter. D, Inverting the formula for the Rabi frequency we access directly by measurement the cat size of the ground state in the metapotential. E, Measurement of the cat-state lifetime. The solid line is a parameter-free theory prediction with shaded errorbars corresponding to the experimental uncertainty on the independently measured single photon lifetime.

parity-flip. By fitting the Rabi frequency \( \Omega_x(\alpha) \) we can calibrate the size of the cat as a function of digital control amplitude (DAC) controlling the stabilization drive \( \epsilon_2 \).

In the large cat limit, a drive term \( \hat{V}_x = \epsilon_x (\hat{a}^\dagger + \hat{a}) \) breaks the degeneracy in between the even and odd cat states by [5, 19]

\[
\Omega_x = 2\langle \alpha | \hat{V}_x | \alpha \rangle = 9\Re(4\epsilon_x \alpha^*)
\]

to first order in perturbation theory.

Extending this simple treatment to be valid for smaller values of \( |\alpha|^2 \) one gets \( \Omega_x \approx 9\Re(4\epsilon_x \sqrt{\bar{n}_{YS}}) \), where we have introduced a notation for the mean number of photons in the parity-less cats as \( \bar{n}_{YS} = \frac{1}{2}|\alpha|^2(r^2 - r^{-2}) \) with \( r \) being the ratio of the normalization constants for the even and odd cats as defined in Eq. B.2. The extension of this formula relies in the fact that the parity-less cats map naturally to the equatorial superposition of the Fock-state

\[ T_{\tau} \sim 1/\bar{n} \]

The amount of coherent operation over the Schrödinger cat superposition during a state’s lifetime grows as \( \sqrt{\bar{n}} \).

\[ \text{Note that the cat coherence times drops as } T_Z \sim 1/\bar{n}, \text{ the inter-fringe distance decreases as } \sim 1/\sqrt{\bar{n}} \text{ and the maximal Rabi rate as determined by the gap scales as } \Delta_{\text{gap}} \sim \bar{n}. \text{ Thus, the amount of coherent operation over the Schrödinger cat superposition during a state’s lifetime grows as } \sqrt{\bar{n}}. \]
Bloch-sphere, while at large values of \( \alpha \) the difference in photon number for different cats is vanishingly small. The maximal photon-number difference is in between the even and odd cat states and reads \( \langle n_+ - n_- \rangle \rightarrow -4|\alpha|^2 e^{-2|\alpha|^2} \) in the limit of large \( |\alpha|^2 \). In Figure S5 C we show the fit of the data with the generalized formula. The inverse of the same formula is used to calibrate directly the cat size of the Hamiltonian ground-state as a function of the digital control amplitude for the squeezing drive as shown in Figure S5 D. As expected the dependency becomes linear already at fairly low values of \( |\alpha|^2 \).

It is clear that the oscillations shown in Figure S5 B are not fully coherent. Indeed, their increasing decay rate with \( |\alpha|^2 \) is a characteristic of Schrödinger cat states and a signature of the quantum to classical transition [31]. In Figure S5 E we show the measured coherence time of the cat states for different values of \( |\alpha|^2 = \varepsilon_2 / K \). Since in a Kerr-cat Bloch-sphere with a given \( \alpha \) the mean photon number of the cat states is only the same if \( |\alpha|^2 \gtrsim 1 \), measuring the Rabi-like damping of the Kerr-cat Rabi oscillations (instead of monitoring the exponential relaxation of a cat with a given parity) provides us with an effective damping rate representative of the encoding, which we refer to as \( T_{YZ} \). The dots are experimental data and the lines are independently calibrated theory plots. The solid line represents the parameter-free curve \( T_{YZ} = T_1/2(\bar{n}) \), where \( \langle \bar{n} \rangle \) is the Bloch-sphere-average photon-number around the cat-meridian and reads \( \langle \bar{n} \rangle = \bar{n}_{YS} \). The dashed lines represent the uncertainty in the independently measured transmon lifetime \( T_1 = (20 \pm 3) \) ps.

IV. Decoherence of \( q \)-legged cats during free Kerr evolution (the Kerr-gate)

During the Kerr-gate [5] the state evolves under the native (undriven) Kerr Hamiltonian of the system. Turning off abruptly the squeezing drive, which stabilized the cat manifold, enacts a Yurke-Stoler evolution [34] transforming the state from a coherent state into a two-legged parity-less cat state after a time \( t = \pi/2K \). It is interesting to notice that the system visits a series of intermediate \( q \)-legged cat states every \( t = \pi/qK \) [31]. These multi-legged cats exhibit a complex pattern of interference fringes in phase space and their sharp phase space features exposes them to accentuated diffusion under dissipation (see Eq.(G.2)). This makes the fidelity of the Kerr-gate a strong function of the mean photon number, and thus a sensitive tool to study the decoherence in our system. It is important to notice that the high-frequency variation in the Wigner distribution of \( q \)-legged cat states is set by the square of their phase space diameter \( (D = 2\sqrt{\bar{n}}) \). Since the Kerr evolution preserves photon number, it follows from Eq.(G.2) that they all decohere at the same typical rate, regardless of how complex the phase space interference patterns may be at each time instant.

We here study experimentally the decoherence during the free Kerr evolution as a function of the cat size \( |\alpha|^2 \). Our measurement configuration allows us to easily access the mean value of the Kerr-cat qubit Pauli operator \( \hat{X} \approx |+\alpha\rangle\langle+\alpha| - |\alpha\rangle\langle\alpha| \) (see Eq. B.4). The experimental measurement sequence is shown in Figure S6 A. A preparation QND measurement performed in presence of the stabilization drive is followed by a period of free Kerr evolution before the final measurement is performed. The experimental results are show in Figure S6 B. We see that at the time of the phase refocusing \( \pi/K \) the degree of coherence decreases rapidly with the photon number up to the point that the state is largely dephased. By that time, the phase space distribution is expected to be essentially classical. The solid black line is a fit via simulation of a master equation including only single photons loss (setting \( \kappa_1 \rightarrow \kappa_{eff} \) in Eq.(G.2)). Including photon excitation in the simulation with a free thermal photon number as an additional free parameter achieves the same goodness of fit at the cost of a high uncertainty in the fit parameters. We thus exclude it from the analysis here. We find that a correct interpretation of the data is achieved by understanding \( \kappa_{eff} \sim \kappa_1(1 + 2n_{th}) \) as discussed above and verified numerically. The fitted parameters are shown in Figure S6 C, D, and E.

By giving the fit function complete freedom over the Hamiltonian parameters \( K \) and \( \varepsilon_2 \), we find that only a modulation of \( \sim 3\% \) is required to reproduce the complex free Kerr evolution for all values in a large range of \( |\alpha|^2 \). Moreover, we see from Figure S6 C that fitted values are consistent with independently performed calibrations discussed in the previous section and in the main text. We notice that in the free Kerr experiment the Kerr coefficient has a slight decreasing trend as the size of the cat states grows. As expected for larger values of \( |\alpha|^2 \), the refocusing signal becomes weaker. We see nonetheless a significant increase in the effective decoherence rate of \( \sim 200\% \) making \( 2\kappa_1 T_1 < T_1 = \kappa_{eff}^{-1} \). The fitted value for \( \kappa_{eff} \) is compatible with \( \kappa_1 = 1/20 \) ms and \( n_{th} \sim 0.3 \) for \( |\alpha|^2 < 4.9 \).

To clarify the quantum-to-classical transition of our qubit during the gate we show in Figure S7 A and B simulations of the Kerr evolution initialized in coherent states with \( \alpha = -\sqrt{2} \), and \( \alpha' = -\sqrt{6} \). For this illustration we set the simulation parameters to \( \kappa_1 = 1/20 \) ms and \( K/2\pi = 320 \) kHz. We see that for the smaller photon number, the phase-refocusing is comparatively efficient [36], while for the larger cat the enhanced diffusion degrades the contrast of the phase space interference. The destructive interference expected everywhere but at the initial phase is inefficient and a background halo appears. This doughnut-shaped distribution corresponds to that of the classical Kerr oscillator. In Figure S7 C we show also the fully classical evolution (\( \{H_{SK}, W\} \rightarrow \{H_{SK}, W\} \)) for a Gaussian distribution of Dirac deltas centered at \( \langle x \rangle = \alpha'\sqrt{2} \) and \( \langle p \rangle = 0 \). We additionally set the system to undergo a pure Liouvillian evolution
FIG. S6: The Yurke and Stoler experiment as a calibration tool. A. The experimental sequence of pulses allowing for the observation of the phase collapse and the phase revival in free Kerr oscillator. At times equal to $\pi/qK$, the system is in a $q$-legged Schrödinger cat state. B. The signal corresponds to the mean value of the operator $\hat{X} \approx |+\alpha\rangle\langle+\alpha| - |-\alpha\rangle\langle-\alpha|$. For large cats, the periodicity of the signal is lost due to decoherence. C. Fitting the cat size over the free Kerr evolution signal provides an efficient calibration of the drive parameters which is consistent with that obtained from the cat Rabi experiments discussed in Figure S5. D. The revival is expected at $\pi/K$ independently of the cat size and thus fitting the signals in B, provides a good calibration for the Kerr parameter $K$. It is found to be $K \sim 320$ kHz in agreement with independently performed spectroscopic experiments (see main text). E. The fitted effective dissipation rate as a function of the cat size. We find a non-trivial dependence on the dissipation rate for larger cats. This suggests an effective heating of the set-up for the larger squeezing amplitudes suggesting.
The Kerr oscillator in the quantum, quantum dissipative, and classical regimes. A. Evolution for a Kerr oscillator initialized in a coherent state under mundane dissipation (single photon-loss). The dissipation rate used for the numerical simulation was set to $\kappa_1 = (20 \text{ ms})^{-1}$ and the mean photon number in the initial state was set to $|\alpha|^2 = 2$. The formation of q-legged cats is an outstanding prediction of quantum theory [31, 35, 36]. B. The same system initialized now with a mean photon number of $|\alpha'|^2 = 6$. We see that the purity receives a harder hit from dissipation, which reveals in the enhancement of the background doughnut-shaped halo. The phase of the state vanishes as the distribution occupies the full $360^\circ$ around the origin of coordinates. C. The purely reversible ($\kappa_1 = 0$) classical evolution generated by the Hamilton’s equation via the Poisson bracket. This can be seen as the quantum to classical limit taking $O(\hbar) \to 0$ in Moyal’s equation of motion. The system is initialized in a Gaussian probability distribution, here represented by a sampling of Dirac deltas around $(x, p) = (-\sqrt{2}|\alpha'|, 0)$. The Liouville evolution deforms the state into a “banana”, making the “external” particles go at a higher angular velocity in phase space. After an initial spiral motion, the distribution loses its structure and becomes a circularly-symmetric doughnut. The motion of a continuous classical distribution is non-periodic due to the continuous spectrum of frequencies in its Fourier decomposition.

by setting the dissipation $\kappa_1$ to zero in Eq.(G.2). It should be clear that either by, i) waiting for longer times, ii) increasing the dissipation or simply by iii) increasing the cat size, the open quantum system evolution will yield a fully classical distribution (a doughnut).

In the purely quantum case, the periodic Kerr revivals are a direct consequence of the granularity of the electromagnetic field and the discretization of energies, much like in the collapse and revival of the Rabi oscillations of a two-level atom in a mesoscopic field [31]. The latter is the signature characteristic of the quantization of light in the Jaynes-Cummings model [37]. The main difference in between these two analogous processes is that the revival in the Jaynes-Cummings model is only approximate even in absence of decoherence. In the case of the free Kerr evolution, a perfect refocusing is expected, which allows the construction of a qubit gate out of this physical process. In the classical case, the continuous energy distribution lacks such a periodic behaviour altogether for fundamental reasons. In the intermediate case, the quantum dissipative scenario, the periodic behavior is degraded until it completely vanishes. This is a direct consequence of the broadening of the spectroscopic lines to the point in which they effectively allow the quantum system to have a continuous distribution of energies.

Note that the damping rate (setting the radius of rotation at time $t$ and in particular the radius of the doughnut in the last panel of the Figure) is given by $\kappa_1$, that the decoherence rate (yielding the erasure of the fringes and the loss of the phase coherence) is given by $2\kappa_1 \bar{n}$, and that the collapse of the phase (the onset of the fringe development) occurs after a characteristic time $T_{\text{coll}} = \pi/2\sqrt{\bar{n}K}$ [31]. This observation together with the comparison of the three scenarios in Figure S7 suggest that the transition to the classical appears in the limit $\kappa_1 \to 0$, $\bar{n} \to \infty$ while $\kappa_1\sqrt{\bar{n}} \gg K$. In this sense macroscopic states turn into a classical distribution almost immediately, at a time scale when the radius of rotation is unchanged and before the fringes develop. In this limit a quantum dissipative system naturally behaves as a classical conservative system without the need to enforce Dirac’s classical limit “$\hbar \to 0$” [38]. Conversely, the ideal conditions for the Kerr-cat qubit architecture are obtained deep in the quantum regime where $\kappa_1 \to 0$, $\bar{n} \to \infty$ and $\kappa_1\sqrt{\bar{n}} \ll K$. This is a particularly enlightening illustration of the fact that storing redundantly quantum information in the large quantum systems required for error-correction demands “fast” control in order to outpace the accentuated decoherence.
V. Decoherence of stabilized coherent states

The most striking result regarding the interplay of nonliterary and decoherence in our work is the experimental discovery of a stepped increase in the coherent state lifetime versus the mean photon-number in the logical state. This showcases the interplay in between nonlinearity and dissipation and the relevance of the excited state structure in our system to the error correcting properties of our qubit implementation. Every time that the quantity $|\alpha|^2/\pi$ hits an integer value the Kerr-cat qubit earns one more order of error protection. This is a direct consequence of the vanishing tunnel splitting as excited states sink into the wells of the metapotential and under the barrier. The qualitative effect over the decoherence in the system is largely independent of the specific error channels considered: a staircase in the lifetime is expected. On the other hand, quantitative predictions do depend on the dominating error channel at play. We here discuss some of the main features of decoherence of our coherent states can be explained by a simple model keeping RWA terms in the coupling to the environment which contains single photon loss ($\kappa_1 (1+n_{th})D[\hat{a}]$), thermal excitations ($\kappa_2 n_{th}D[\hat{a}^\dagger]$), and detuning type noise ($\kappa_\phi D[\hat{a}^\dagger \hat{a}]$). A non-Markovian contribution motivated by highly correlated magnetic flux noise threading the superconducting SNAIL-loops is also included.

We first provide a numerical model including single-photon loss, thermal excitations, dephasing, and non-Markovian low-frequency detuning noise. We then provide an analytical model to highlight the importance of the excited level spectrum, which we restrict to single-photon loss and thermal excitations for brevity.

A beyond-RWA Lindbladian model that explains quantitatively the data by deriving from first principle a set of exotic dissipators created by the interplay of nonlinearity and dissipation will be presented elsewhere.

1. RWA Lindbladian evolution

In Figure S8 A and B we show Markovian master equation simulations considering single-photon loss and a bath at constant temperature for two different magnitudes of white dephasing noise ($\kappa_\phi$). Here the colored dots are numerical simulation and the lines are a guide to the eye. The base temperature of our fridge is close to $30\text{ mK}$ but the radiation environment is believed to be at a higher temperature [5]. A thermal population of $n_{th} \sim 0.05$ was used as a lower bound since it corresponds to a black-body temperature at $\sim 6\text{ GHz}$ of $100\text{ mK}$, which is pessimistic for superconducting circuits ($n_{th} \sim 0.1$ corresponds to $\sim 120\text{ mK}$). In this oversimplified model, the temperature is scanned maintaining the single photon-lifetime fixed at $\sim 20\text{ µs}$. In view of the expected $1/f$ dependence of the flux noise, the computations in absence of dephasing noise is only a heuristic. We represent high-frequency flux noise that causes leakage with an effective white noise strength $\kappa_\phi$.

In all our simulations we observe a marked inflection point at $|\alpha|^2 \sim 2\pi$ and $|\alpha|^2 \sim 3\pi$ as expected form Bohr’s phase space quantization (see Section F). The first order protection happening at $|\alpha|^2 \sim \pi$ presents itself as a subtle inflection point. This is due to the fact that for small values of $|\alpha|^2 (\ll 1)$ the limiting factor is not thermal excitation to the first excited state. Instead, the limiting factor originates from the fact that the Hamiltonian wells are not sufficiently distant in phase space for the states $|\pm X\rangle$ to be well approximated by coherent states; the metapotential wells do not yet contain enough area to host two nonoverlapping states. As such, single-photon loss and dephasing still dominate the decoherence for $|\alpha|^2 \lesssim \pi$. Additionally, due to this lack of separation, coherent and incoherent tunneling represented by residual no-jump Hamiltonian terms $-(\Delta + i\kappa_1/2)\hat{a}\hat{a}^\dagger$ is not yet sufficiently suppressed. In this regime decoherence is also facilitated by errors in the calibration of the drive frequencies, slow fluctuations of the resonance condition in the setup, and by deterministic AC Stark-shifts over the SNAIL’s oscillator frequency due to the stabilization drive. These types of effect for non-zero effective detuning have been studied theoretically in [39] an explained via the WKB approximation as the opening up of phase space tunneling channels in between the wells. An in-depth experimental study of these physics in our system is left for a future work. We here restrict to the observation that these tunneling effects are suppressed in the Kerr-cat regime entered as $|\alpha|^2 > 1$ [40].

We see that in absence of Markovian dephasing noise ($\kappa_\phi = 0$) the plateaus are rather flat, while for $\kappa_\phi > 0$ they contain a downward slope that we recognize in our data. This downward trend implies a degradation of the coherence during the intervals where the mean photon number grows but the increase in area of the limiting orbit is not sufficient to host a new excited pair of levels. A steep increase is then observed when the Bohr’s quantization condition is fulfilled. This behaviour is expected analytically from the photon-number dependence of the dissipators associated with photon-loss (or gain) and the one causing detuning errors. The imaginary operator contribution of each of the involved dissipators to the no-jump non-Hermitian Hamiltonian is either $\propto |\alpha|^2$ or $\propto |\alpha|^4$ respectively (see Table I).

In Figure S8 C and D, we plot the behaviour for a few values of $\kappa_\phi$ at given sample temperatures. From Figure S8 C, we learn that phase-noise by itself cannot explain the qualitative behaviour of our data, even if we allow for a monotonic parameterization of $\kappa_\phi$ as a function of $|\alpha|^2$. This would represent the approximation of in-band white noise at a single relevant frequency. From Figure S8 D, we see that a finite temperature limits the coherent state
FIG. S8: **A**, Numerical simulations in absence of phase noise ($\kappa_\phi = 0$) for a set of different thermal populations. The steps in the coherence state lifetime originated by the discretization of phase space orbits are apparent. **B**, The lifetime study is performed in presence of white phase-noise for a range of temperatures keeping the coherent state lifetime in the region of interest. **C** The lifetime study is performed in absence of thermal photons for a set of white phase-noise amplitudes. **D**, For a given temperature, the effect of different phase-noise amplitude is compared. **E**, Experimental data compared with a sample of Markovian noise models. **F**, The low $|\alpha|^2$ behaviour of the data is reproduced by a non-Markovian toy model including low frequency components in the fluctuations of the Hamiltonian term $\Delta \hat{a}^\dagger \hat{a}$ (see Eq. (1) in the main text).

The delayed growth of the measured coherent state lifetime for $|\alpha|^2 < 2$ in comparison with the Lindbladian simulations suggest noise sources beyond the Markov approximation. This is confirmed experimentally by applying a spin-Echo sequences over the Fock-qubit that produced an increase from $T^*_2 \sim 2 \mu s$ to $T^*_E \sim 13 \mu s$ and reveals correlated noise in the experiment. A model for the noise relying on the assumption that the tunneling oscillations causes by $\Delta < 0$ are close to critically damped seems to explain well our observations (see Figure S8 F). To mimic this behaviour, we take the oscillator frequency from a random normal distribution and average over many realizations of the noise. The frequency fluctuations required to match the experiment ($\sim 10$ kHz) are below the spectroscopic linewidth resolution of the fundamental frequency of our SNAIL-transmon. As expected [5, 6, 40], this effects becomes unimportant for $|\alpha|^2 \gtrsim 1$ which is the Kerr-cat operation regime.

It is of notice that in our set-up, measurements can be reliably made for $|\alpha|^2 \gtrsim 20$, and a decrease in the of coherent state lifetime is observed beyond $|\alpha|^2 \gtrsim 10$. For illustrative purposes, we mention that the RWA Lindbladian models would suggest that for $|\alpha|^2 \sim 25$ the lifetime of the coherent state in our system should be $\sim 50$ minutes in realistic conditions. This in absence of dissipative two-photon stabilization [41] which would, theoretically, provide yet another large improvement factor.
2. RWA Lindbladian spectrum

We here elaborate a simplified (κφ = 0) treatment with the objective of developing further the relationship between the nonlinear spectrum of the Lindbladian and the decoherence properties of the system. This study is based on the fact that the lifetimes of excitations above the equilibrium states are obtained from the real part of the corresponding eigenvalue of the Lindbladian super-operator. This identification provides a fully quantum interpretation of the experimentally observed steps in the coherent state lifetime of our system, if still only qualitatively.

Diagonalization of the Lindbladian super-operator. We begin this analysis by introducing the notation for the spectrum of the resonantly squeezed (\(\Delta = 0\)) Kerr Hamiltonian Eq. (2): \(\hat{H}_{SK} = \hbar \omega_n^+ |\psi_n^+\rangle\rangle\). We choose the eigenstates \(|\psi_n^\pm\rangle\rangle\) to have overall real expansion coefficients in the Fock basis. For \(n = 0\) we have the degenerate cat state manifold \(|\psi_0^\pm\rangle\rangle = |\mathcal{C}_0^\pm\rangle\). We denote the energy differences by \(\delta^{jk}_nm = \omega_0^+ - \omega_0^-\), \((j, k = \pm)\). Here \(\delta_n = \delta^{+-}_n\) is the tunnel-splitting in between the even and odd parity states in the \(n\)th excited manifold in the well (see Figure S9) and decreases exponentially with \(|\alpha|^2\) after the kissing point, whereas the out-of-manifold energy gap \(\delta^{jk}_{n,n+1} \approx 4K|\alpha|^2\) increases linearly.

![FIG. S9: Tunnel-splitting for \(\hat{H}_{SK}\). \(|\psi_0^+\rangle\rangle\) and \(|\psi_0^-\rangle\rangle\) are exactly degenerate. The \(n\)th excited state manifold has tunnel-splitting \(\delta_n \equiv \delta^{+-}_n = \omega_0^+ - \omega_0^- < \delta_{n+1}\).](image)

Now we provide a physical interpretation of the eigenvalues of the Lindbladian super-operator. Under single photon loss and single photon gain, the Lindbladian that governs the evolution of the density operator is

\[
\mathcal{L} = \mathcal{L}_H + \mathcal{L}_D, \quad \mathcal{L}_H' = \frac{1}{i\hbar}[\hat{H}_{SK}, \cdot], \quad \mathcal{L}_D' = \kappa_1 (1 + n_{th}) \mathcal{D}[\hat{a}] \cdot + \kappa_1 n_{th} \mathcal{D}[\hat{a}^\dagger] \cdot . \quad (G.6)
\]

Here \(\kappa_1\) is the rate of single-photon loss to the environment and \(n_{th}\) is the average number of thermal photons. Then the lifetime of the longest-lived excitation is \(T_X = [-\text{Re}(\lambda)]^{-1}\), where \(\lambda\) is the eigenvalue of \(\mathcal{L}\) with the smallest non-zero real component. In Figure S10 A, we show the lifetime obtained from the eigenvalue of \(\mathcal{L}\) in agreement with that extracted from exponential fits (dots) of the time evolution, obtained as explained in the previous section from numerical time evolution of the master equation (see Figure S8).

First order perturbation theory. We carry the analysis further by exploiting the condition \(\kappa_1/K, n_{th} \ll 1\). In absence of dissipation, the Lindbladian reduces to \(\mathcal{L}_H\), whose eigenoperators are \(|\psi_n^j\rangle\langle\psi_m^k|\) with eigenvalues \(-i\delta^{jk}_{nm}\) directly determined by the energy differences. The differences are zero for all population eigenoperators \(|\psi_n^+\rangle\langle\psi_n^+|\) and cat state manifold coherence eigenoperators \(|\psi_n^\pm\rangle\langle\psi_n^\mp|\). We now treat dissipation as a perturbation to the unitary dynamics generated by \(\mathcal{L}_H\). Moreover, we observe that a truncation of the Lindbladian can be performed because the eigenoperators corresponding to \(\delta^{jk}_{nm} \gtrsim \kappa_1\) do not contribute to the first order perturbative expansion. That is to say that i) we exclude out-of-manifold coherence eigenoperators \(|\psi_n^j\rangle\langle\psi_m^k|\) when \(\delta^{jk}_{nm} \sim 4K(n - m)|\alpha|^2 > \kappa_1\), ii) we exclude the nondegenerate in-manifold coherence eigenoperators \(|\psi_n^j\rangle\langle\psi_n^k|\) when their tunnel-splittings have not reached the kissing point and \(\delta^{+-}_n \equiv \delta_n > \kappa_1\), whereas iii) we keep the population eigenoperators \(|\psi_n^+\rangle\langle\psi_n^+|\) because they correspond to zero energy difference, and iv) we keep the pairs of sufficiently degenerate in-manifold coherence eigenoperators \(|\psi_n^\pm\rangle\langle\psi_n^\mp|\) corresponding to \(\delta_n < \kappa_1\). In summary, at a fixed value of \(|\alpha|^2\) the number of tunnel-splittings that satisfy \(\delta_n < \kappa_1\) is \(\gamma\), which is a function of both \(|\alpha|^2\) and \(\kappa_1\). We then restrict the treatment to the quasi-degenerate subspace \(\mathcal{B} = \mathcal{B}_{\text{pop}} \cup \mathcal{B}_{\text{coh}}^{(\gamma)}\), where

\[
\mathcal{B}_{\text{pop}} = \{|\psi_n^+\rangle\langle\psi_n^+|, |\psi_n^-\rangle\langle\psi_n^-|, \cdots, \text{where } n \geq 0\}, \quad (G.7)
\]

\[
\mathcal{B}_{\text{coh}}^{(\gamma)} = \{|\psi_n^+\rangle\langle\psi_n^+|, |\psi_n^-\rangle\langle\psi_n^-|, \cdots, \text{where } 0 \leq n < \gamma\}. \quad (G.8)
\]
To further reduce the problem, we consider the initial state $\rho(0) = |X\rangle \langle X|$ (where we remind $|\pm X\rangle \equiv \frac{1}{\sqrt{2}}(|C_+\rangle \pm |C_-\rangle)$), which can be written as

$$
\rho(0) = \frac{1}{2} \left( |\psi^+_0\rangle \langle \psi^+_0| + |\psi^-_0\rangle \langle \psi^-_0| + \frac{1}{2} \left( |\psi^+_1\rangle \langle \psi^+_1| + |\psi^-_1\rangle \langle \psi^-_1| \right) \right). \quad (G.9)
$$

The first term belongs to the subspace $B_{pop}$ and closely approximates the sole steady state of the Lindbladian. Thus we expect any change in $\rho$ to result from variations in the second term which belongs to $B_{coh}^{(\gamma)}$. In addition, under perturbations proportional to $D[a]$ and $D[\hat{a}^\dagger]$ population and coherence operator subspaces are decoupled under the Lindbladian, due to parity. These two observations allow us to restrict to the $2\gamma$-dimensional subspace $B_{coh}^{(\gamma)}$ which we rewrite in the following order,

$$
B_{coh}^{(\gamma)} = \left\{ |\psi^+_0\rangle \langle \psi^+_0|, |\psi^-_0\rangle \langle \psi^-_0|, \ldots, |\psi^+_{\gamma-1}\rangle \langle \psi^+_{\gamma-1}|, |\psi^-_{\gamma-1}\rangle \langle \psi^-_{\gamma-1}|, \ldots, |\psi^+_1\rangle \langle \psi^+_1|, |\psi^-_1\rangle \langle \psi^-_1| \right\}. \quad (G.10)
$$

We thus construct the effective Lindbladian matrix $L_{eff}^{(\gamma)} = L_H^{(\gamma)} + L_D^{(\gamma)}$ with the elements of $L$ in $B_{coh}^{(\gamma)}$ as

$$
L_H^{(\gamma)} = \begin{pmatrix} -\Delta & 0 \\ 0 & \Delta \end{pmatrix},
$$

$$
L_D^{(\gamma)} = \kappa_1(1 + n_{th}) \begin{pmatrix} -A & B \\ B & -A \end{pmatrix} + \kappa_1 n_{th} \begin{pmatrix} -A - I & B^T \\ B & -A - I \end{pmatrix}, \quad (G.11)
$$

where $\Delta$, $A$, and $B$ are $\gamma \times \gamma$ matrices whose entries depend on $|\alpha|^2$ only,

$$
\Delta = \begin{pmatrix} 0 \\ i\delta_1 \\ i\delta_2 \\ \ddots \end{pmatrix}, \quad A = \begin{pmatrix} A_0 & A_1 \\ A_1 & A_2 \\ \vdots & \ddots \end{pmatrix}, \quad B = \begin{pmatrix} B_{00} & B_{01} & B_{02} & \cdots \\ B_{10} & B_{11} & B_{12} & \cdots \\ B_{20} & B_{21} & B_{22} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \quad (G.13)
$$

$$
\delta_n = \omega_n^+ - \omega_n^-, \quad A_n = \frac{1}{2} \left( |\psi^+_n\rangle \langle \hat{a}^\dagger \psi^+_n| + |\psi^-_n\rangle \langle \hat{a}^\dagger \psi^-_n| \right), \quad B_{mn} = \langle \psi^-_m | \hat{a} \psi^+_n \rangle \langle \psi^-_n | \hat{a}^\dagger \psi^+_m \rangle. \quad (G.14)
$$

The first order approximation to the coherent state lifetime is then $T_X \approx T_X^{(\gamma)} = [-\text{Re}(\lambda^{(\gamma)})]^{-1}$, where $\lambda^{(\gamma)}$ is the eigenvalue of $L_{eff}^{(\gamma)}$ with the smallest real component. In Figure S10 A we plot $T_X^{(\gamma)}$ as a function of $|\alpha|^2$ for $\kappa_1/K = 0.025$ and $n_{th} = 0.01$. While the level of truncation $\gamma$, as defined, should vary with $|\alpha|^2$, we here show the
full span for different fixed values of $\gamma$. We see, then, that each stepped increase in the coherent state lifetime $T_X$ can be associated to an excited state manifold; truncating at a particular value of $\gamma$ amounts to the assumption that $\delta_{n,>\gamma} \gg \kappa_1$. Thus, the tunneling associated to states with $n > \gamma$ is considered immediate, and $T_X^{(\gamma)}$ only approximates well $T_X$ if the number of degenerate levels ($N \approx |\alpha|^2/\pi$) is $\lesssim (\gamma + 1)$. If instead $|\alpha|^2 > \pi(\gamma + 1)$, $T_X^{(\gamma)}$ plateaus and informs the rate of excitation outside of the first $2\gamma$ states considered in the truncation.

To further illustrate the role of the tunnel-splittings in $T_X$ enhancement we set $L^{(n)}_\mu = 0$ and plot the lifetime extracted from $L_\gamma^n$ as grey curves in Figure S10 B. The double well structure is thus only encoded in the unperturbed eigenbases. The first observation we make is that stepped increase in lifetime vanishes in absence of the kissing spectrum. Secondly, we observe that for $|\alpha|^2$ smaller than the kissing point of the manifold $n = \gamma$, ($|\alpha|^2 < \pi(\gamma + 1)$), the tunneling due to finite splitting in the manifold $n = \gamma$ is a limiting factor for the lifetime [42, 43]. Finally we observe that the exponential trend shown by the lifetime as a function of $|\alpha|^2$ is largely independent of the particular Hamiltonian spectrum involved, provided the tunnel splitting vanishes for excited states progressively. This features defines “double-well” potentials. This is a property strictly related to the “non-local” character of the phase space double-well encoding in the classical limit $\epsilon_2 \gg K$.
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