Superfluid $^4$He as a rigorous test bench for different damping models in nanoelectromechanical resonators
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We have used nanoelectromechanical resonators to probe superfluid $^4$He at different temperature regimes, spanning over four orders of magnitude in damping. These regimes are characterized by the mechanisms which provide the dominant contributions to damping and the shift of the resonance frequency: tunneling two level systems at the lowest temperatures, ballistic phonons and rotons at few hundred mK, and laminar drag in the two-fluid regime below the superfluid transition temperature as well as in the normal fluid. Immersing the nanoelectromechanical resonators in fluid increases their effective mass substantially, decreasing their resonance frequency. Dissipationless superflow gives rise to a unique possibility to dramatically change the mechanical resonance frequency in situ, allowing rigorous tests on different damping models in mechanical resonators. We apply this method to characterize tunneling two-level system losses and magnetomotive damping in the devices.

I. INTRODUCTION

Nanoelectromechanical (NEMS) resonators have emerged in many fields of physics as ultra-sensitive probes of mass and force [1]. For instance, their extreme force resolution enabled measurements sensitive to magnetic field of a single nuclear spin [2]. Recently, detection of a single quantized vortex trapped on a NEMS device in superfluid $^4$He has been demonstrated [3]. Trapping of a single vortex on a NEMS device in $^3$He will open new avenues for exciting studies, for example on Majorana zero modes living in quantized vortex cores [4], the building blocks of a topologically protected quantum computer.

Full understanding of intrinsic device properties and device-fluid interactions is required for detailed analysis of high-precision measurements e.g. on vortex dynamics, and superfluid $^4$He is an excellent sandbox for studying those. In this work we provide detailed description of device properties and device-fluid interactions for NEMS resonators of different sizes immersed to the superfluid $^4$He, and analyze our results using existing theoretical models.

We compare the response of the same devices in vacuum and in superfluid, which provides additional information about the intrinsic device properties. Density of thermal excitations in superfluid $^4$He becomes vanishingly small at temperatures $T < 0.2$ K, and in absence of quantized vortices, it is practically an ideal fluid with frictionless superflow. The ideal flow of the liquid displaced by the device reduces the resonance frequency via an increase in the effective mass of the resonator, but it does not introduce extra damping. The ability to change both temperature and frequency of a mechanical resonance mode in the same device allows rigorous tests on different damping models. We apply these tests in particular to tunneling two level systems (TTLS) and magnetomotive damping mechanisms observed in our devices [5]. Beyond nanoelectromechanical resonators, TTLS affect damping, noise and decoherence in a wide range of quantum-limited measurements [6], for example in qubits [7] and in optomechanical systems [8]. As the dimensions of those devices are often smaller than the relevant phonon wavelengths, interest in TTLS properties in reduced dimensions extends beyond simple mechanical resonators [9].

Our experiments reveal that the different damping mechanisms scale differently with mass and frequency. In particular, damping rate $\Delta f$ due to magnetomotive damping is found to scale with the resonance frequency $f_0$ as $\Delta f \propto f_0^2 \propto 1/m$ due to increase in the effective mass $m$ of the device. Damping rate resulting from TTLS is found to scale approximately as $\Delta f \propto f_0 \propto 1/(mf_0)$ in the low-temperature regime where TTLS relaxation rate is slow compared to the device frequency. Such scaling is not expected from the currently adopted extensions of the standard tunneling model to reduced dimensions [5, 6, 9] without changes in the phonon-TTLS coupling parameter $\gamma$. We attribute the observed scaling to change in the coupling parameter $\gamma$ describing TTLS interaction with the strain field at the device frequency, while the coupling parameter $\gamma_2$ describing the TTLS relaxation via a pool of phonons is expected to remain unchanged. In our devices $\gamma_1$ scales approximately as $\gamma_1 \propto f_0^{-1/2}$. The proposed scalings with mass and frequency can be used as an aid when assessing damping in geometries where current theoretical models are not directly applicable.

A plethora of mechanical devices, including quartz tuning forks [10, 11], vibrating wires [12], grids [13], spheres [14], and recently MEMS and NEMS devices [15, 17] have been used to probe the properties of the quantum fluids $^3$He and $^4$He. The pursuit for higher sensitivity has led to dramatic reduction in the size of the devices, and an increase in the surface-area to volume ratio. Thus, the mass enhancement from the fluid is becoming more and
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more important. We hope that our systematic approach to account for the mass enhancement in the analysis will make comparison of results obtained with different types of devices more straightforward.

Density of thermal excitations in superfluid \(^4\)He increases with increasing temperature, and at \(T \gtrsim 0.2\) K, momentum exchange with ballistic quasiparticles takes over as the dominant dissipation mechanism in our devices. At \(T \gtrsim 0.7\) K, interactions between quasiparticles become important, and viscous drag dominates dissipation. We explain the devices’ response using existing models in all the temperature regimes, and achieve good understanding of device-fluid interactions. This is a prerequisite for detailed analysis of vortex dynamics in superfluid \(^4\)He, and in superfluid \(^3\)He where the physics is more involved. Remarkably, the devices are useful thermometers in all the temperature regimes, spanning over four orders of magnitude in dissipation.

II. METHODS

Suspended \(\Pi\)-shaped aluminum NEMS devices, comprising of two rectangular legs, and a rectangular paddle connecting the two legs, have been nanofabricated. Three different devices, shown in Fig. 1, have been studied in this work. The fabrication process and characterization of the devices in vacuum are described in Refs. \[5,8\] and the dimensions of the devices are tabulated in Table I.

Device motion is excited and measured magnetomotive, as shown in Fig. 1. The motion of the device is driven with the Laplace force \(F = ILB\), where \(L\) is the length of the beam perpendicular to the magnetic field \(B\), and \(I\) is the AC excitation current, produced by an arbitrary waveform generator connected in series with a resistor and the device. The motion of the device, \(\dot{x}\), induces voltage, \(V = \dot{x}LB\) which is measured with a lock-in amplifier that is phase-locked with the generator. Here \(x(t)\) is the displacement of the device paddle from the equilibrium position with the maximum amplitude \(x_0\). The velocity and displacement amplitude are related via \(v_0 = 2\pi f x_0\), where \(f\) is the frequency in Hz. We deduce in-phase and quadrature displacement amplitudes \(x_i\) and \(x_q\), respectively, from the phase-resolved measurement.

The equation of motion relevant for our NEMS resonators is \[5,19\]

\[
m(1 + m_1 x + m_2 x^2)\ddot{x} + m(m_1/2 + m_2)x\dot{x}^2 + 2\pi \Delta f m \dot{x} + k(1 + k_1 x + k_2 x^2)x = F_0 \cos(2\pi ft),
\]

where \(m\) and \(k\) are the (linear) effective mass and spring constant, \(\Delta f\) is the damping rate (in Hz), \(m_1\) and \(k_i\) are nonlinear coefficients of mass and spring constant, respectively, and \(F_0\) is the amplitude of the driving force. The wide devices \(W1\) and \(W2\) are always operated in the linear regime, and the nonlinear terms are irrelevant for these devices. The narrow device \(N1\) becomes nonlinear at the lowest temperatures in vacuum and in fluid. For the small oscillation amplitudes considered in this work, the damping rate \(\Delta f\) does not depend on the oscillation amplitude, but the resonance frequency changes due to the nonlinear terms. We fit the response as a function of frequency to a modified Lorentzian, taking into account

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Device & \(N1\) & \(W1\) & \(W2\) \\
\hline
\(L\) (\(\mu\)m) & 14.7 & 60 & 60 \\
\(H\) (\(\mu\)m) & 13.0 & 44 & 60 \\
\(w\) (\(\mu\)m) & 1.11 & 20 & 20 \\
\(d\) (\(\text{nm}\)) & 150 \(\pm\) 8 & 200 \(\pm\) 10 & 200 \(\pm\) 10 \\
\hline
\end{tabular}
\caption{The dimensions of the NEMS devices studied in this work. The dimension \(L, H, w\) are taken from electron micrographs such as shown in Fig. 1. The thickness \(d\) is given by quartz crystal microbalance installed in the electron beam evaporator.}
\end{table}
the nonlinear frequency shift \[19\]

\[x_s(f) = \frac{F_0}{m} \left(\frac{1}{2\pi}\right)^2 \frac{(\Delta f)f}{(f^2 - f_0^2)^2 + (\Delta f^2)f^2} \]

and

\[x_c(f) = \frac{F_0}{m} \left(\frac{1}{2\pi}\right)^2 \frac{f^2 - f_0^2}{(f^2 - f_0^2)^2 + (\Delta f^2)f^2} \]

where the resonance position \(f_r\) is a function of the squared displacement amplitude \(x^2 = (x_0)^2 + (x_1)^2\)

\[f_r = \sqrt{f_0^2 + 2f_0Dx_0^2} \approx f_0 + Dx_0^2, \]

where \(D\) is, to a first approximation, a constant. For a linear response \(D = 0\). We extract from the fits the resonance frequency \(f_0\) and the damping rate \(\Delta f\) of the mechanical resonator. The linear resonance frequency is given by

\[f_0 = \frac{1}{2\pi} \sqrt{\frac{k}{m}}. \]

Example responses are shown in Fig. 2. In the experiments we study how the response is affected by the temperature, magnetic field, and the presence of superfluid \(^4\)He. Especially changes in the damping rate \(\Delta f\) and resonance frequency \(f_0\) extracted from the fits are particularly useful, as they give direct information about dissipative and reactive forces acting on the device.

The devices are installed in a hermetically sealed container, which is attached to a mixing chamber stage of a dilution refrigerator. The temperature of the mixing stage is monitored with a ruthenium oxide thermometer and controlled with a resistive heater mounted on the mixing chamber plate. The container is connected via a thin capillary to a gas handling system at room temperature. For vacuum measurements, the container is first flushed at room temperature with helium gas, and then pumped with a turbomolecular pump for at least 10 hours before cooling down the cryostat. The container has on its bottom a silver sinter with area \(\sim 10 \text{m}^2\) for thermalizing the fluid. In vacuum measurements, the sinter acts as a cryopump for residual \(^4\)He gas. For fluid measurements, helium gas with a nominal purity of 6.0 (impurity content \(< 1 \text{ ppm}\)) is admitted to the container slowly via a capillary filling line while the container is kept at a low temperature \((T < 1 \text{ K})\). This filling procedure is expected to limit amount of remnant vortices in the experimental cell [12].

The sample N1 was measured at 2.6 bar fluid pressure and the the samples W1 and W2 were measured at 3.0 bar fluid pressure, taken at \(T = 20 \text{ mK}\). The volume of fluid in the capillary filling line is negligible compared to the volume in the experimental cell, and while the pressure changes as a function of temperature, fluid density is assumed to be constant. The fluid density and velocity of sound is obtained from Ref. [20], using for the zero-pressure reference density the value given in Ref. [21]. For roton properties, we use results of recent high-resolution neutron scattering experiments, Ref. [22]. The normal fluid ratio at elevated pressures is obtained by interpolating the tabular data in Refs. [21] [23], setting the normal fluid ratio to unity at the lambda-transition temperature. The temperature of the lambda transition at elevated pressures is obtained from Ref. [24]. For the viscosity, we use the values at saturated vapor pressure, Ref. [21], where we scale the viscosity with the fluid density used in our experiments, and the temperatures with the superfluid transition temperature corresponding to the pressure in the experiment.

### III. Theory

Damping rate of a NEMS device has contributions from different mechanisms, such as tunneling two-level systems damping, magnetomotive damping, damping due to ballistic phonons and rotons, hydrodynamic drag, and possible other contributions, like temperature-independent clamping losses. We assume that the different contributions to the damping rate are additive.

In our experiments, we change the effective mass, \(m\), of the resonator substantially by immersing the device in superfluid \(^4\)He. The expected effective mass enhancement in the fluid is [10]

\[
\left(\frac{m_{\text{He}}}{m_{\text{vac}}}ight) = 1 + \beta \frac{\pi w}{4d} \frac{\rho_{\text{He}}}{\rho_{\text{Al}}} + \frac{BA}{\rho_{\text{Al}}V} \sqrt{\frac{\rho_{\text{He}}}{\pi f_0}},
\]

where \(\rho_{\text{He}}\) is the density of the fluid, \(\rho_{n}\) is the density associated with only the normal component of the fluid, \(\rho_{\text{Al}}\) is the density of aluminum, \(A\) and \(V\) are the surface area and volume of the device, and \(\beta\) and \(B\) are numerical constants of the order of unity [25]. At low temperatures, \(T \lesssim 0.7 \text{ K}\), density of quasiparticles is low, inter-quasiparticle interactions leading to viscosity are irrelevant, and the last term in the right-hand side of Eq. 6 can be neglected. Experimentally, the mass enhancement...
is determined from the ratio of resonance frequencies in vacuum and in fluid
\[
\left( \frac{m_{\text{LHe}}}{m_{\text{vac}}} \right) = \left( \frac{f_{0,\text{vac}}}{f_{0,\text{LHe}}} \right)^2.
\]
(7)
The proportionality is obtained from Eq. [1], assuming \( k \) remains constant. In our experiments, a few solid layers of \( ^4\text{He} \) formed on the device surface, when immersed in superfluid \( ^4\text{He} \) are expected to have negligible contribution to \( k \) [20].

At the lowest temperatures \( ^4\text{He} \) does not contribute to dissipation, which allows us to compare intrinsic damping mechanisms at different mass and frequency for the same mechanical mode. Thus, care has to be taken to use proper scaling when converting the parameter \( \Delta f \) obtained from the measurements to relevant physical quantities. Dissipative forces that are proportional to the velocity are generally called laminar drag, and the drag force is given by the term
\[
F_d = 2\pi \Delta f m \dot{x}
\]
in the dynamics equation [1]. The corresponding dissipated power is \( P_d = F_d \dot{x} \). Examples of laminar drag are viscous drag at low velocities, drag due to momentum transfer with ballistic quasiparticles, magnetomotive damping, and intrinsic TTLS damping in the devices. For drag forces explicitly proportional to the velocity, we have
\[
\Delta f \propto 1/m \propto f_0^2
\]
(9) for the same drag force \( F_d \) or dissipated power \( P_d \). At high velocities, turbulent drag force proportional to the squared velocity is expected [27]. We restrict this work to the laminar regime where \( \Delta f \) is independent of the velocity.

Quite often, damping is characterized via the inverse quality factor, \( Q^{-1} = \Delta f/f_0 \), which relates the energy lost per cycle to the energy stored in the oscillations. For damping mechanisms explicitly proportional to the velocity, mass enhancement is expected to increase the intrinsic quality factor via the additional energy stored in the oscillations.

### A. Temperature-independent damping

Temperature independent contributions to the damping have been identified in Ref. [5]. A significant contribution results from the magnetomotive damping
\[
\Delta f_m = a_m B^2,
\]
(10) where \( a_m \) is a device- and measuring-circuit-dependent parameter and \( B \) is the magnetic field strength. In [5], an analytical expression for \( a_m \) relevant to our device geometry is given:
\[
a_m = \frac{L^2 d}{3m\rho_e} \left( \frac{w}{H+w} \right)^2,
\]
(11) where \( \rho_e \) is the electrical resistivity of aluminum at low temperature. Magnetomotive damping is predicted to be independent of frequency, and should scale with the effective mass as \( \Delta f_m \propto 1/m \).

In vacuum, the wide devices W1 and W2 demonstrate additional temperature-independent contribution to the damping [5], possibly via acoustic emission to the substrate. When device is immersed in a fluid, acoustic emission to the fluid is possible as well. A dipole emission model for acoustic emission of NEMS devices is suggested in Ref. [10], resulting in
\[
Q_{ac}^{-1} = \frac{\pi^3 \rho_{\text{He}}}{2} \left( \frac{d_{\text{eff}} f_0}{c_p^2} \right)^2
\]
(12) where \( d_{\text{eff}} \approx w \) is the effective beam diameter, and \( c_p \) is the speed of sound in the fluid [20]. For our devices, this expression predicts \( Q_{ac}^{-1} \) in the range \( 10^{-5} - 10^{-6} \), which is negligible compared to other damping mechanisms.

### B. TTLS damping

Our devices have been characterized in vacuum before immersing into \( ^4\text{He} \). It has been found that the main dissipation mechanism at low temperatures is TTLS damping [5]. The thermal phonon wavelength, \( \lambda_{\text{ph}} = (hc)/(k_BT) \), exceeds transverse dimensions of NEMS devices at low temperatures, and the dominant contribution to TTLS relaxation occurs via flexural phonon modes [5, 6, 9]. In the wider devices W1 and W2, the wavelength \( \lambda_{\text{ph}} \) exceeds only the thickness \( d \), making these devices quasi-2D devices. In the narrow device N1, the wavelength \( \lambda_{\text{ph}} \) exceeds also the beam width \( w \), making it a quasi-1D device.

At low temperatures, TTLS relaxation rate is slow compared to the oscillation frequency of the device, and TTLS damping in 1D devices is given by [5, 6]
\[
\Delta f_{\text{TTLS,1D}} \approx 0.30 \frac{P_0 \gamma^4}{E^2} \frac{1}{c_{\text{eff}}^3} \frac{(k_BT)^{1/2}}{\hbar^{3/2}},
\]
(13) where \( P_0 \) is the TTLS density of states, \( \gamma \) is the TTLS-phonon coupling, \( E \) is the Young’s modulus, and \( c = \sqrt{E/\rho_{\text{Al}}} \) is the speed of sound in the aluminum beams. In 2D devices the TTLS damping rate is given by [5, 6]
\[
\Delta f_{\text{TTLS,2D}} = \frac{\pi}{8\sqrt{3}} \frac{P_0 \gamma^4}{E^2} \frac{1}{cd^2} \frac{k_BT}{\hbar^2}.
\]
(14)

As the temperature is increased, the TTLS relaxation rate increases, and becomes approximately equal to the resonance frequency at a threshold temperature \( T^* \) [28]. Frequency dependence of \( T^* \) in different dimensions is discussed in Appendix A. For temperatures above \( T^* \), for all the dimensionalities, TTLS damping saturates to a temperature independent value [6]
\[
\Delta f_{\text{TTLS,HT}} = \frac{\pi f_0}{2} \frac{P_0 \gamma^2}{E}.
\]
(15)
In experiments, saturation of damping sets in at a temperature \( T_s \), which is expected to be close to the value \( T^* \).

The TTLS contribute to frequency shift of the NEMS devices via relaxation \( \delta f_{\text{rel}} \) and resonant \( \delta f_{\text{res}} \) absorption mechanisms, and the total frequency shift is a sum of the two effects \( \delta f = \delta f_{\text{rel}} + \delta f_{\text{res}} \). The resonant absorption contributes a positive frequency shift \( \delta f_{\text{res}} = f_0 - f_{0,r} = f_0 - \frac{P_0 \gamma^2}{E} \ln \left( \frac{T}{T_r} \right) \), \( (16) \)

where \( f_{0,r} \) is the resonance frequency taken at the reference temperature \( T_r \). In devices where TTLS damping is governed by coupling to bulk phonons, negative frequency shift from relaxation absorption becomes dominant at temperatures \( T \gtrsim T^* \), producing a maximum in frequency at approximately \( T^* \) \( [28] \). In 1D systems, contribution from the relaxation absorption to the frequency shift is small, and the frequency is expected to increase past \( T^* \) \( [5, 9] \). To our knowledge, prediction for the frequency shift in the 2D case is not found in the literature. In our NEMS devices, a maximum in frequency is observed at a temperature \( T_m \), which corresponds to a temperature where negative frequency shift from relaxation absorption of 2D or bulk phonons starts dominating over the positive frequency shift from the resonant absorption mechanism \( [5] \).

**C. Damping from ballistic quasiparticle scattering**

At low temperatures, the mean free path of quasiparticles is long, and they do not interact with each other at length scales smaller than the characteristic size of the device. Thus, their propagation is ballistic. As a device moves through a superfluid at low temperatures, quasiparticles scatter from its surfaces and exchange momentum with it. The scattering rate of quasiparticles on either side of the moving device is different, and this results in a net drag force acting on the device \( [14, 29, 30] \). The difference in scattering rates is proportional to the quasiparticle density \( \rho_q \) and the volume swept by the device per unit time. The volume is obtained by integrating the device velocity over the area of the device

\[
A_p \dot{x} = \int_A \dot{x}(y, z)dydz.
\]

Here \( \dot{x}(y, z) \) is the velocity at any point on the device surface, and \( \dot{x} \) (without explicit position coordinates) refers to the velocity of the paddle. The average momentum exchanged per quasiparticle is expected to be proportional to the average momentum of the quasiparticles \( \langle p_q \rangle = m_q \langle v_q \rangle \), where \( m_q \) and \( \langle v_q \rangle \) are the mass and average speed of the quasiparticles. We characterize this proportionality with a scattering efficiency \( Q_q \), which is the ratio of momentum exchanged with the device per quasiparticle. In this notation, the drag force resulting from scattering of ballistic quasiparticles is

\[
F_d = Q_q A_p \rho_q \langle v_q \rangle \dot{x}, \quad (17)
\]

and the corresponding damping rate is

\[
\Delta f_q = \frac{Q_q A_p}{2\pi m} \rho_q \langle v_q \rangle. \quad (18)
\]

In the so called simple Landau model, the density of phonons is given by \( [22] \)

\[
\rho_p = \frac{2\pi^2 k_B T^4}{45\hbar^3 c^3} \quad (19)
\]

and the same for rotons is

\[
\rho_r = \frac{\hbar k_r^4 (m_r)^{1/2}}{3\sqrt{2}\pi^{3/2}(k_B T)^{1/2}} \exp \left( -\frac{\Delta_r}{k_B T} \right), \quad (20)
\]

where \( k_r(\rho_{He}) \) is the roton wavenumber, \( \Delta_r(\rho_{He}) \) is the roton gap, and \( m_r \) is the effective mass of the roton. The phonon and roton densities obtained from the above expressions agree within 10% with measured densities in Ref. \( [22] \) in the regimes where they give the dominant contribution to the damping. For phonons, \( \langle v_p \rangle = c_p \), and the damping rate is

\[
\Delta f_p = \frac{Q_p A_p \pi (k_B T^4)}{m} 45\hbar^3 c_p^3. \quad (21)
\]

For rotons, \( \langle v_r \rangle = \sqrt{2k_B T/m_r} \), and the damping rate is

\[
\Delta f_r = \frac{Q_r A_p \hbar k_r^4}{6\pi^3} \exp \left( -\frac{\Delta_r}{k_B T} \right). \quad (22)
\]

Scattering efficiencies close to unity were found for the microspheres studied in Refs. \( [14, 30] \). Deviation from these values in our devices can arise e.g. due to different shape of the device and different scattering conditions on the device surface (specular or diffuse).

Damping due to \( ^3\text{He} \) impurities in the superfluid \( ^4\text{He} \) can be treated in a similar manner as damping from quasiparticles \( [31] \). The number of \( ^3\text{He} \) atoms per unit volume is small, and Maxwell-Boltzmann statistics with the dispersion relation \( \epsilon_3 = p^2/(2m_3) \) and average velocity \( v_3 = \sqrt{2k_B T/m_3} \) is assumed. Here \( m_3 \) is the effective mass of \( ^3\text{He} \) particles in superfluid \( ^4\text{He} \), which is approximately 2.4 times the bare atom mass \( [32] \). The contribution to the damping rate from \( ^3\text{He} \) impurities is

\[
\Delta f_3 = Q_3 \frac{1}{2\pi} \frac{A_p}{m} \sqrt{\frac{2k_B T}{\pi m_3}} \rho_3, \quad (23)
\]

where \( \rho_3 \) is the mass density of \( ^3\text{He} \) atoms. Notably, this contribution has the same functional form on temperature as TTLS damping in 1D devices, Eq. \( (13) \). Assuming \( ^3\text{He}/^4\text{He} \) ratio 1 ppm \( [33] \), and \( Q_3 = 1 \), we find that the damping predicted by Eq. \( (23) \) contributes approximately 2% increase in the damping at low temperatures, where the major contribution to the damping is given by Eq. \( (13) \).
FIG. 3. (a–c) Ratio of effective masses in superfluid $^4$He and vacuum, as a function of temperature. The mass ratio is determined from Eq. (7) using the measured resonance frequencies in vacuum and in fluid. Solid lines are fits to Eq. (6). Viscous effects are negligible at $T \lesssim 0.7$ K. Dashed lines are fits to Eq. (6), neglecting the viscous term. (d – f) Detailed view of the resonance frequency shift as a function of temperature, measured in vacuum (empty symbols) and in the fluid (filled symbols). The observed maximum in frequency at temperature $T_m$ is a consequence of combined effect of resonant and relaxation TTLS mechanisms to the frequency shift. Below $T_m$, the frequency increases logarithmically due to the resonant TTLS mechanism. Lines are fits to Eq. (16). Notably, the slope is practically the same in vacuum and in fluid. Above $T_m$, negative frequency shift contribution from TTLS relaxation process starts dominating over positive frequency shift contribution from the resonant TTLS mechanism, and frequency decreases. In fluid, the resonance frequency is lower, and relaxation process starts dominating at a lower temperature.

D. Viscous flow

When the mean free path of excitations becomes small compared to the device dimensions, viscous effects become important. The viscous penetration depth, expressed here for the normal fluid component, is:

$$\delta_n = \sqrt{\frac{2\eta}{\rho_n \omega}}.$$  

(24)

where $\eta$ is the dynamic viscosity and $\rho_n$ is the density. For the device frequency $\sim 30$ kHz, and at temperatures above the $\lambda$-transition, the viscous penetration depth takes a value $\delta_n \approx 0.5$ $\mu$m, which is larger than the device thickness $d$, but smaller than the device width $w$. Below the $\lambda$-transition temperature the density of the normal fluid component decreases with decreasing temperature and the viscous penetration depth increases.

We take the width of the beam $w$ as the characteristic size of the body, as suggested in Ref. [25]. For small oscillation amplitudes ($x_0 \ll d$), damping rate due to the hydrodynamic drag is given by:

$$\Delta f_h = \frac{C S}{2m} \sqrt{\frac{\rho_n \eta f_0}{\pi}},$$

(25)

where $C$ is a numerical constant of the order of unity, and $S$ is the total surface area of the oscillating body.

IV. RESULTS

The response of the devices W1, W2, and N1 has been measured as a function of temperature in vacuum and in superfluid $^4$He. We start our discussion from the mass enhancement in the fluid and changes in the temperature-independent contributions, as these are used in the subsequent analysis. The following subsections then describe the temperature-dependent damping contributions from TTLS, ballistic quasiparticles and viscous flow. Finally, changes in observed temperature of frequency maxima and temperature of saturation of TTLS damping are discussed. Physical quantities obtained from the fits in the different temperature regimes are tabulated in Table II.

A. Mass enhancement

The temperature dependence of the resonance frequency, and the ratio of effective masses in vacuum and in superfluid $^4$He for all the three devices W1, W2, and N1 is shown in Fig. 3. The mass enhancement follows well the theoretical model, Eq. (6), where at the lowest temperatures the last term involving viscosity can be neglected. The geometric constants $\beta$ and $B$ are tabulated in Table II. We were not able to measure device N1 at $T > 0.8$ K in superfluid $^4$He, as the signal amplitude be-
suring the device damping rate $\Delta f$ and is subtracted from the measured damping rates for motive damping is also independent of temperature \[5\], of frequency, as expected from Eq. (11). The magneto-magnetic field, and fitting the measured data to Eq. (10), including in the fitting an additional constant, $\Delta f_c$, is included in the fitting. The values $\Delta f_c$ for the devices W1 and W2 are tabulated in Table II. The damping rates $\Delta f_c$ are almost the same in vacuum and in fluid, but the corresponding drag force $F_d = 2\pi m \Delta f_c \dot{x}$ and dissipated power $P_d = F_d \dot{x}$ are much higher in the fluid, as the device effective mass is enhanced (see Fig. 3). This is clearly manifested as an offset between the parallel lines in Fig. 4(b), measured at $T = 20 \text{ mK}$, where temperature-dependent contributions to the damping rate are small.

Acoustic emission to the carrier silicon chip does not seem like a reasonable explanation for the increased dissipated power, as the carrier chip does not support acoustic modes at the frequencies where the wide devices are operated. If the increased dissipation was due to acoustic emission to the fluid, we would expect to see it also in the device N1, according to Eq. (12). In principle, the weak $\Delta f_3 \propto T^{1/2}$ temperature dependence expected from $^3$He impurities could be mistaken for a temperature-independent contribution. However, at $T < T_s$ damping rate due to $^3$He impurities $\Delta f_3 \lesssim 0.3 \text{ Hz}$, obtained from Eq. (23), is small compared to $\Delta f_c$.

A possible explanation for the observed temperature-independent contribution is that the entire carrier chip moves due to the elasticity of the glue holding it in place. The resonator exerts a periodic force $F_s = k x$ on its support, which drives the motion of the chip. In fluid, the resonance frequency is lower, and the peak displacement per peak device velocity is higher ($x_0 / v_0 = (2\pi f)^{-1}$). Consequently, the force $F_s$ per unit velocity of the device is higher in the fluid. The oscillations of the chip are expected to be highly damped due to the properties of the glue. For highly overdamped resonator, the amplitude of oscillations is expected to increase towards lower frequencies. Thus, both the force $F_s$ driving the dissipative mechanism, and the velocity of the chip and thus the absorbed power, are expected to increase when the device is immersed in the fluid. We conclude that oscillations of the carrier chip driven by the device motion can qualitatively explain the observed increase in temperature-independent contribution to the damping in fluid.
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**Figure 4.** (a) Magnetic field dependence of the damping rate of the device W1, measured in vacuum (empty symbols) and in superfluid $^3$He (filled symbols) at $T = 20 \text{ mK}$. Lines are fits to Eq. (10), including in the fitting an additional constant, which is the field-independent damping rate at that particular temperature. The damping rate decreases in the fluid due to the added mass, as expected from Eq. (9). (b) Magnetic field dependence of the coefficient $m \Delta f$ which is proportional to the drag force in Eq. (5), in vacuum and fluid. The slopes of the fit lines are approximately equal, showing that the drag force resulting from magnetomotive damping is independent of frequency, as expected from Eq. (11).

B. Temperature-independent damping

The magnetomotive damping is determined by measuring the device damping rate $\Delta f$ as a function of the magnetic field, and fitting the measured data to Eq. (10), as shown in Fig. 4. The prefactors $c_m$ obtained from the fits for all the devices are tabulated in Table II. The fits show that the magnetomotive damping is independent of frequency, as expected from Eq. (11). The magnetomotive damping is also independent of temperature [5], and is subtracted from the measured damping rates for further analysis.

We fit the damping rate with magnetomotive contribution subtracted, $\Delta f - \Delta f_m$, below the saturation temperature, $T < T_s$, to the TTLS model, Eqs. (13) and (14). For the narrow device N1, no extra contributions compared to Eq. (13) are found. For the wide devices W1 and W2, an additional temperature-independent contribution $\Delta f_c$ is included in the fitting. The values $\Delta f_c$ for the devices W1 and W2 are tabulated in Table II. The damping rates $\Delta f_c$ are almost the same in vacuum and in fluid, but the corresponding drag force $F_d = 2\pi m \Delta f_c \dot{x}$ and dissipated power $P_d = F_d \dot{x}$ are much higher in the fluid, as the device effective mass is enhanced (see Fig. 3). This is clearly manifested as an offset between the parallel lines in Fig. 4(b), measured at $T = 20 \text{ mK}$, where temperature-dependent contributions to the damping rate are small.

Acoustic emission to the carrier silicon chip does not seem like a reasonable explanation for the increased dissipated power, as the carrier chip does not support acoustic modes at the frequencies where the wide devices are operated. If the increased dissipation was due to acoustic emission to the fluid, we would expect to see it also in the device N1, according to Eq. (12). In principle, the weak $\Delta f_3 \propto T^{1/2}$ temperature dependence expected from $^3$He impurities could be mistaken for a temperature-independent contribution. However, at $T < T_s$ damping rate due to $^3$He impurities $\Delta f_3 \lesssim 0.3 \text{ Hz}$, obtained from Eq. (23), is small compared to $\Delta f_c$.

A possible explanation for the observed temperature-independent contribution is that the entire carrier chip moves due to the elasticity of the glue holding it in place. The resonator exerts a periodic force $F_s = k x$ on its support, which drives the motion of the chip. In fluid, the resonance frequency is lower, and the peak displacement per peak device velocity is higher ($x_0 / v_0 = (2\pi f)^{-1}$). Consequently, the force $F_s$ per unit velocity of the device is higher in the fluid. The oscillations of the chip are expected to be highly damped due to the properties of the glue. For highly overdamped resonator, the amplitude of oscillations is expected to increase towards lower frequencies. Thus, both the force $F_s$ driving the dissipative mechanism, and the velocity of the chip and thus the absorbed power, are expected to increase when the device is immersed in the fluid. We conclude that oscillations of the carrier chip driven by the device motion can qualitatively explain the observed increase in temperature-independent contribution to the damping in fluid.

C. TTLS regime

The damping rate as a function of temperature in vacuum and in fluid for the three devices is shown in Fig. 5. The temperature-independent contributions $\Delta f_m$ and $\Delta f_c$ discussed in the previous section, and tabulated in Table II, have been reduced from the data, and the damping rate in the fluid has been scaled with the
FIG. 5. Damping rate, $\Delta f$, of the devices W1 (a), W2 (b), and N1 (c) as a function of temperature, measured in vacuum (empty symbols), and in superfluid $^4$He (filled symbols). The damping rate in the fluid is scaled with the ratio of effective masses $m = m_{\text{He}}$ and $m_{\text{vac}}$. Temperature-independent contributions to the damping have been subtracted. Dashed lines are fits to Eqs. (13–15), with additional contribution from phonons, and rotons, Eq. (22), included. The saturation temperature $T_s$ marks the transition from temperature-dependent TTLS-damping, governed by Eqs. (13) and (14), to the saturated, temperature-independent, TTLS-damping regime governed by Eq. (15). At $T \gtrsim 0.8\, \text{K}$ the damping is governed by viscous flow. Full lines are fits to the viscous drag, Eq. (25), including the constant TTLS contribution at $T > T_s$. The same model works well in fluid and superfluid phases of $^4$He.

Below 0.2\,K, contribution from ballistic quasiparticles to the damping rate is negligible, and damping is governed by the intrinsic TTLS damping mechanism. As seen in Fig. 5, the damping rate has the same functional form in vacuum and in fluid in this temperature regime, i.e. $\Delta f \propto T$ for the wide 2D-devices W1 and W2, and $\Delta f \propto T^{1/2}$ for the narrow 1D-device N1. However, the drag force and the corresponding dissipated power are higher in the fluid, manifested as an offset between the parallel lines in the TTLS regime. This corresponds to an increase in the product $P_0\gamma^4$ in Eqs. (13) and (14).

Transition to the saturated damping regime is somewhat masked by the contribution from phonons and rotons in the fluid, but is still visible as a small kink in the data around $T_s$. Also the saturated damping regime shows increased dissipation, indicating an increase in the product $P_0\gamma^2$ in Eq. (15).

We note that the value $P_0$ describing the TTLS density of states is a property of the TTLS distribution in the material of the device and is not expected to change with immersion of the device into fluid. It is also expected to be energy-independent in the relevant range. While a possible energy dependence $P_0 \propto \epsilon^\mu$ in some mesoscopic systems has been suggested, it should manifest as deviations from the observed temperature dependences of damping, producing $\Delta f_{\text{TTLS,1D}} \propto T^{1/2+\mu}$, $\Delta f_{\text{TTLS,2D}} \propto T^{1+\mu}$ and $\Delta f_{\text{TTLS,HT}} \propto T^\mu$.

| Device | N1 | W1 | W2 |
|--------|----|----|----|
| $f_{0,\text{vac}}$ (kHz) | 395.2 | 73.8 | 68.0 |
| $f_{0,\text{LHe}}$ (kHz) | 337.8 | 34.4 | 31.0 |
| $\Delta f_{0,\text{vac}}$ (Hz) | 4 ± 1 | 124 ± 2 | 67 ± 2 |
| $\Delta f_{0,\text{LHe}}$ (Hz) | 2 ± 3 | 26.1 ± 0.5 | 12.8 ± 0.9 |
| $\Delta f_{c,\text{vac}}$ (Hz) | - | 12 ± 3 | 4 ± 3 |
| $\Delta f_{c,\text{LHe}}$ (Hz) | - | 8 ± 1 | 4 ± 1 |
| $P_{0,\text{vac}}$ ($10^{-44}\,\text{J}^{-1}\,\text{m}^{-3}$) | 0.49 ± 0.05 | 7.5 ± 1.3 | 6.3 ± 1.5 |
| $\gamma_{\text{vac}}$ (eV) | 2.9 ± 0.1 | 0.93 ± 0.04 | 0.78 ± 0.05 |
| $\gamma_{\text{LHe}}/\gamma_{\text{vac}}$ | 1.20 ± 0.04 | 1.58 ± 0.28 | 1.63 ± 0.39 |
| $\gamma_{\text{LHe}}/\gamma_{\text{vac}}$ | 1.06 ± 0.09 | 1.78 ± 0.39 | 1.82 ± 0.52 |
| $Q_p$ [Eq. (21)] | 2.24 ± 0.25 | 1.66 ± 0.08 | 1.57 ± 0.10 |
| $Q_r$ [Eq. (22)] | 0.64 ± 0.08 | 0.11 ± 0.04 | 0.20 ± 0.08 |
| $C$ [Eq. (25)] | - | 0.94 ± 0.01 | 1.05 ± 0.03 |
| $B$ [Eq. (6)] | - | 1.61 ± 0.08 | 1.64 ± 0.08 |
| $\beta$ [Eq. (6)] | 1.15 ± 0.06 | 0.82 ± 0.04 | 0.88 ± 0.04 |

a Eqs. (13) and (14)

b Eq. (15)
FIG. 6. Inverse quality factor of the devices W1 (a), W2 (b) and N1 (c) in the TTLS damping regime in vacuum (empty symbols) and fluid (filled symbols). Temperature-independent contributions to the damping have been subtracted. Fit lines are the same as in Fig. 5 but scaled with the frequency of the device. At \( T < 0.2 \text{K} \), contributions from phonons and rotons are negligible, and the quality factors obtained in vacuum and fluid almost collapse on the same line. Thus, TTLS damping in the low-temperature regime scales approximately as \( \Delta f_{\text{TTLS}} \propto f \). At \( T > 0.2 \text{K} \), contribution from phonons starts visibly affecting the device response in the fluid, and the damping increases beyond the intrinsic values.

low-frequency mode corresponding to the device oscillations, and, in the case of relaxation absorption, with phonon bath at high frequencies (see Appendix B). In derivation of Eqs. (13–16), it is assumed that the coupling \( \gamma \) is the same for all modes. We generalize the approach and allow different couplings: \( \gamma_1 \) for the device-frequency mode and \( \gamma_2 \) for high-frequency modes. Then in Eqs. (13–14), \( \gamma^4 \) is replaced by \( \gamma_1^2 \gamma_2^2 \), and in Eq. (15), \( \gamma^2 \) is replaced by \( \gamma_1^2 \). In vacuum, \( \gamma_1 = \gamma_2 = \gamma_{\text{vac}} \). In liquid, we expect \( \gamma_2 \) not to change significantly (see Appendix B and below), and we determine value of \( \gamma_1 \) from the low-temperature behavior of damping, Eqs. (13–14), or from the saturated value of damping, Eq. (15), assuming \( P_0 \) and \( \gamma_2 \) to keep their values obtained in vacuum. Results are shown in Table II and both methods give approximately equal values of \( \gamma_1 \) in helium. Remarkably, we empirically find scaling \( \gamma_1 \propto f_0^{-1/2} \). Such scaling implies that the inverse quality factor \( Q^{-1} \) does not change on immersion of the device to the ideal fluid. This property is verified in Fig. 6.

We note that the frequency shift data shown in Fig. 3 suggest that the product \( P_0 \gamma^2 \) does not change when the devices are immersed in the fluid. Here, the slope of the frequency shift at temperatures \( T < T_m \) is proportional to \( P_0 \gamma^2 \) according to Eq. (16). TTLS at energies close to \( k_B T \) give the dominant contribution to the frequency shift [28]. Thus, the \( \gamma \) obtained from the frequency shift is relevant for phonons at high thermal frequencies, that is \( \gamma_2 \) in our notation. The frequency data thus supports our assumption that \( \gamma_2 \) does not change when the devices are immersed to fluid.

The temperatures \( T_s \) (temperature of onset of TTLS damping saturation in Fig. 5) and \( T_m \) (temperature of the frequency maxima in Fig. 3), are plotted as a function of the device frequency in Fig. 7. The values of \( T_s \) are expected to scale as \( T^* \) for the particular device, when the frequency of the device changes. Also the values \( T_m \) are expected to decrease with frequency, but here the distinction between different regimes is not so clear (see Section III B). For the 1D-device N1, \( T_s \) and \( T_m \) change more rapidly as a function of frequency than for the 2D-devices W1 and W2, as expected for the change in \( T^* \) (see Appendix A).

D. Ballistic regime

The roton and phonon scattering efficiencies \( Q_p \) and \( Q_r \) for the different devices are extracted from the fits shown in Fig. 5 and the values are tabulated in Table II. The phonon scattering efficiencies \( Q_p \sim 2 \) for all the devices. For spheres oscillating in superfluid \( ^4\text{He} \), this value has been found to be close to unity [30], where the difference is perhaps explained by the different geometry of the device, or different scattering conditions (specular or diffuse) on the device surface. For rotons, we find that the scattering efficiency \( Q_r \) is smaller than unity for all the devices. Due to the differences in \( Q_p \) and \( Q_r \) between the devices, calibration is required if one wishes to use the devices for thermometry in superfluid \(^4\text{He} \) in the ballistic regime.

E. Viscous regime

In the viscous regime, above 800 mK, where data on fluid properties is readily available, we fit the device W1 and W2 response to Eqs. (8) and (25), as shown in Figs. 3 and 5. The parameters \( B, \beta, \) and \( C \) are tabulated in Table II. The parameter \( C \) for both the devices is very close to unity, and perhaps these devices could be used
The temperature of the frequency maximum, $T_m$, and saturation temperature of damping, $T_s$, as a function of device frequency, extracted from Figs. 3 and 4 respectively. Empty and filled symbols mark data taken in vacuum and fluid, respectively. The saturation damping temperature $T_s$ is expected to scale similarly as the threshold temperature $T^*$. The lines are guides to the eye, showing the $T^* \propto f_0$ and $T_s \propto f_0^2$ dependences expected for 2D and 1D devices, respectively (see Appendix A). The change in $T_s$ as a function of frequency for the 1D device N1 is much steeper than for the 2D devices W1 and W2, as expected from the theory. The temperature of the frequency maximum, $T_m$, is expected to scale similarly as $T^*$ for bulk amorphous insulators. For the 1D and 2D devices, it is expected to mark temperature where either 2D or 3D phonon processes start dominating the TTLS relaxation process. We observe that the value for the frequency maximum $T_m$ scales similarly as $T_s$ for the wide devices W1 and W2, but much more steeply for the narrow device N1.

for thermo- or viscometry in a fluid even without free parameters. It is also notable that the variation of the parameters $B$ and $\beta$ between the devices are small, so the frequency could be used as an alternative measuring technique, perhaps without free parameters.

V. CONCLUSIONS

We have measured the damping and frequency shift of three NEMS resonators in vacuum and in superfluid $^4$He at temperatures from 20 mK to 4 K. Our measurements span over four orders of magnitude in damping, enabling a rigorous test on the existing models describing device-intrinsic damping and device-fluid interactions.

The dominant device-intrinsic damping mechanism in our devices is TTLS damping. Beyond nanoelectromechanical resonators, TTLS affect noise, dissipation, and decoherence in a wide range of quantum-limited measurements, e.g., in qubits and optomechanical systems. Immersing mechanical resonators in superfluid $^4$He gave us the possibility to study TTLS damping in a setting, where the frequency of the mechanical mode could be reduced in situ by up to about 50% via mass enhancement from the fluid without adding extra dissipation. We find that the damping rate due to TTLS scales approximately as $\Delta f \propto f_0$, while scaling $\Delta f \propto 1/m \propto f_0^2$ is expected from mass loading only. Thus, intrinsic drag due to TTLS is increased in the fluid. We attribute the increased damping to a TTLS-phonon coupling parameter $\gamma_1$ taken at the device frequency $f_0$, and scaling approximately as $\gamma_1 \propto f_0^{-1/2}$. In future, systematic studies on the parameter $\gamma_1$ as a function of device frequency could be done by measurements at various fluid densities, which allows further tuning of the frequency of the devices by up to 7%.

Another important damping mechanism in our devices is magnetomotive damping. We find that magnetomotive damping is independent of frequency in the frequency range 30 kHz to 400 kHz, and the corresponding damping rate is inversely proportional to the effective mass of the resonator. In addition, changing the frequency allowed us to study the previously unidentified temperature-independent damping mechanism in our devices [5], and we propose overdamped oscillations of the carrier chip as a possible explanation for the observed damping.

In our devices, large frequency tuning by mass loading from fluid is achieved by making devices with large aspect ratio, where the ratio of beam width to thickness is $\sim 100$ in wider devices. As mechanical resonators are the most sensitive to forces acting on the device at the mechanical resonance frequency, the frequency tuning has many potential applications in studying effects that occur at specific frequencies. Examples of such effects are resonant Kelvin waves on quantized vortices in superfluids [35, 36], acoustic modes in cavities [37], and vortex-core-bound states in superfluid $^3$He [4]. Beyond superfluids, the frequency tuning could be utilized for instance in NEMS based nuclear magnetic resonance measurements [2].

At $T > 0.2$ K contributions from thermal excitations of $^4$He, namely phonons and rotons, increase the damping of the NEMS devices. Good agreement with existing theory is found, but with some differences in the scattering efficiencies found between the devices, perhaps due to different surface roughness conditions. The devices are very sensitive to the quasiparticles due to the large surface area and small mass, and the calibrated devices could be used for precise thermometry in superfluid $^4$He. As the temperature is increased further, above $T > 0.8$ K, viscous effects become important. The obtained geometrical parameters are close to unity, as expected, and agreement between different devices is good. The same geometrical parameters work in the normal and superfluid states of $^4$He. This shows that similar devices could be used for viscometry, and thermometry in superfluid $^4$He, with good precision without free parameters.
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Appendix A: TTLS saturation temperature $T^*$ in different dimensions

The spatially and orientationally averaged TTLS relaxation rate is [5, 6]

$$\langle \tau_1^{-1}(\epsilon) \rangle_V = \frac{1}{V} g(\epsilon) \frac{\Delta^2}{\epsilon E h^2} \coth \left( \frac{\epsilon}{2k_B T} \right), \quad (A1)$$

where $g(\epsilon)$ is the phonon density of states, and $\epsilon = \sqrt{\Delta_0^2 + \Delta^2}$ is the TTLS energy, $\Delta_0$ is the tunneling strength and $\Delta$ is the double well asymmetry. The density of states for flexural phonons in 1D and 2D are given by $g_{1D}(\epsilon) \propto \epsilon^{-1/2}$ and $g_{2D}(\epsilon) \propto \epsilon^{9/2}$, respectively [5, 6], and for bulk phonons $g_{3D}(\epsilon) = \epsilon^2$ [28]. The minimum relaxation time $\tau_{1, \text{min}}$ is obtained for the TTLS states with $\epsilon = \Delta_0$. Inserting the density of states in Eq. (A1), we get

$$\tau_{1, \text{min},1D} \propto \epsilon^{-1/2} \coth^{-1} \left( \frac{\epsilon}{2k_B T} \right) \propto \epsilon^{1/2} \big| \epsilon < k_B T \right.$$  

$$\tau_{1, \text{min},2D} \propto \epsilon^{-1} \coth^{-1} \left( \frac{\epsilon}{2k_B T} \right) \propto \epsilon^0 \big| \epsilon < k_B T \right.$$  

$$\tau_{1, \text{min},3D} \propto \epsilon^{-3} \coth^{-1} \left( \frac{\epsilon}{2k_B T} \right) \propto \epsilon^{-2} \big| \epsilon < k_B T \right., \quad (A2)$$

where only the states up to $\epsilon \approx k_B T$ are relevant [5]. For the states with $\epsilon = k_B T$, we have

$$\tau_{1, \text{min},1D}(\epsilon = k_B T) \propto (k_B T)^{-1/2}$$  

$$\tau_{1, \text{min},2D}(\epsilon = k_B T) \propto (k_B T)^{-1}$$  

$$\tau_{1, \text{min},3D}(\epsilon = k_B T) \propto (k_B T)^{-3}. \quad (A3)$$

We require that

$$2\pi f_0 \tau_{1, \text{min}}(\epsilon = k_B T^*) = 1,$$

which results in

$$T_{1D}^* \propto f_0^2$$  

$$T_{2D}^* \propto f_0$$  

$$T_{3D}^* \propto f_0^{1/3}. \quad (A4)$$

The expressions are useful when comparing changes in $T^*$ within devices of the same dimensionality, but some caution is advised if the same are to be applied to devices of different dimensionalities. It follows from the right-hand-side terms in Eq. (A2) that in 1D, $\tau_{1, \text{min},1D}(\epsilon = k_B T_{1D}^*)$ is a maximum, i.e. if the TTLS with $\epsilon < k_B T$ have shorter relaxation times. Thus, $T_{1D}^*$ marks the temperature above which practically all TTLS have $2\pi f_0 \tau_{1}^* \lesssim 1$. Similarly, it follows that in 2D $\tau_{1, \text{min},2D}(\epsilon)$ is almost independent of the energy and $T_{2D}^*$ marks the temperature where practically all TTLS have $2\pi f_0 \tau_{1}^* \sim 1$. In 3D, $\tau_{1, \text{min},3D}(\epsilon = k_B T_{3D}^*)$ is a minimum, i.e. the TTLS with $\epsilon < k_B T$ have longer relaxation times and marks the temperature below which practically all TTLS have $2\pi f_0 \tau_{1}^* \gtrsim 1$.

Appendix B: Added mass contribution to phonon dispersion relation

Analytical expressions for TTLS damping in reduced dimensions usually rely on expressions derived from phonon dispersion relation for a simple geometry, such as a beam or plate in vacuum [5, 6, 9]. Here, we extend these models from the simplest case of a beam in vacuum to a beam in fluid, taking into account change in the phonon dispersion relation due to increase in the effective mass.

The dispersion relation for flexural phonons in a rectangular cantilever beam is given by

$$\omega = k_{ph}^2 \sqrt{\frac{EI}{\rho A wd}}, \quad (B1)$$

where $k_{ph}$ is the phonon wavenumber, $E$ is the Young’s modulus, $I_x = wd^3/12$ is the second moment of inertia, $w$ is the beam width, and $d$ is the thickness. Strictly speaking, Eq. (B1) is valid only in vacuum, and in fluid it should be modified by the presence of the fluid via mass loading.

The flexural phonon frequencies given by Eq. (B1) are closely related to the natural frequencies of a fixed-free cantilever beam. For a beam of length $H$, width $w$, and thickness $d$, the natural frequencies are given by [28]

$$\omega_n = k_n \sqrt{\frac{EI}{\rho A wd}}, \quad (B2)$$

where $k_n$ are the roots of the equation $\cos(\sqrt{k_n}) \cosh(\sqrt{k_n}) + 1 = 0$, where $n$ is the mode number. For example, for the first three modes $k_1 \approx 3.32$, $k_2 \approx 22.0$, and $k_3 \approx 61.7$. The free end of the
beam is an anti-node, and consequently the eigenmodes are odd multiples of the quarter wavelength of the corresponding flexural phonons. This is seen by setting $k_{ph} = (2n - 1) \pi / (2H)$ in Eq. (B1), which produces values close to that of Eq. (B2), with decreasing deviation as the mode number $n$ increases.

When a device is immersed in a fluid, its effective mass increases, and its resonance frequency decreases according to Eq. (5). Our experiments show that the mass-enhancement at low temperatures results solely from the potential flow of the fluid (second term in Eq. (6), on the right-hand side). The parameter $\beta$ describing the potential flow is by first principles obtained by integrating the fluid velocity field around the device [34]. Due to the close resemblance between flexural phonon modes and the mechanical eigenmodes of the device, we believe that flexural phonons with sufficiently low frequencies should scale similarly as the mechanical mode, when immersed in the fluid

$$\omega_{\text{LHe}} = \left( \frac{\omega_{0,\text{LHe}}}{\omega_{0,\text{vac}}} \right) \omega. \quad \text{(B3)}$$

In terms of the parameters appearing in Eqs. (13), (14), (B1) and (B2), the change in the frequency can be conveniently incorporated in an effective speed of sound $c_{\text{LHe}} = (\omega_{0,\text{LHe}}/\omega_{0,\text{vac}})c$.

At sufficiently high frequencies, the velocity along the beam varies at a length scale which is shorter than the beam width, which sets the relevant hydrodynamic length scale [25]. In this case, fluid can take a shortcut by moving from antinode to antinode, rather than around the beam. With increasing frequency the distance between antinodes decreases, and we expect that the mass enhancement from the potential flow diminishes. For the wide devices W1 and W2, the flexural phonon wavelength becomes smaller than the beam width at around 5 MHz, and for the narrow device N1, at around 1 GHz. At higher phonon frequencies, the vacuum phonon dispersion relation given by Eq. (B1) is expected to hold.

Eqs. (13) and (14) describing TTLS losses in 1D and 2D devices, respectively, are derived from an integral of the form [6]

$$\Delta f \propto \frac{1}{k_B T} \int_0^\infty d\epsilon \left[ g(\epsilon) \text{csch} \left( \frac{\epsilon}{k_B T} \right) \right], \quad \text{(B4)}$$

where $\epsilon$ is the TTLS energy, and $g(\epsilon)$ is the phonon density of states introduced in Appendix A. The $\text{csch}(\epsilon/k_B T)$-term imposes a temperature-dependent cutoff frequency. For the wide 2D devices W1 and W2, the dominant contribution to this integral at $T > 1$ mK comes from phonons with frequency above 5 MHz. Thus, we expect that mass enhancement in fluid is irrelevant for the expression given in Eq. (14). For the narrow 1D device N1, a substantial fraction to the integral is contributed by phonon states below 1 GHz, and they give the dominant contribution to the integral at $T < 0.2$ K. The relative importance of the mass-scaled phonon frequencies decreases with increasing temperature due to the temperature-dependent cutoff frequency. The maximum relative error in damping resulting from using the vacuum speed of sound in Eq. (13) for the device N1 is

$$1 - \sqrt{c/c_{\text{LHe}}} = 1 - \sqrt{f_{0,\text{vac}}/f_{0,\text{LHe}}} \approx -8\%.$$  

The expected effect for the narrow device N1 is on par with other error sources.
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