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Abstract

The aims of this paper is to propose a new approach for fitting a three-parameter weibull distribution to data from an independent and identically distributed scheme of sampling. This approach use a likelihood function based on the \(n - 1\) largest order statistics. Information loss by dropping the first order statistic is then retrieved via an MM-algorithm which will be used to estimate the model’s parameters. To examine the properties of the proposed estimators, the associated bias and mean squared error were calculated through Monte Carlo simulations. Subsequently, the performance of these estimators were compared with those of two concurrent methods.
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1. Introduction

The Weibull distribution is a continuous probability distribution orginaly used as a model for material breaking strength. Today, it’s commonly used to assess product reliability, analyze life data and model failure times. Two versions of the Weibull probability density function (pdf) are in common use: the two parameter pdf and the three parameter pdf. In this paper, our interest will focus on the latest version. A cumulative distribution function (cdf) is indexed by a vector of three real parameters \(\theta = (\lambda, \beta, \nu)\) and is defined as follows:

\[
F(x, \theta) = 1 - \exp \left\{ - \left( \frac{x - \nu}{\beta} \right)^{\lambda} \right\}
\]

The corresponding probability density function (pdf) is

\[
f(x|\theta) = \frac{\lambda}{\beta} \left( \frac{x - \nu}{\beta} \right)^{\lambda-1} \exp \left\{ - \left( \frac{x - \nu}{\beta} \right)^{\lambda} \right\}
\]

where \(\beta > 0, \lambda > 0\) and \(\nu < x\) are the scale, shape and threshold parameters respectively.

If the threshold parameter \(\nu\) is to estimate, the three-parameter Weibull distribution is non-regular and several undesirable situations can then arise when the maximum likelihood method is used to fit the model to data. About this, Griffiths (1980) point out that the log-likelihood is unbounded when the shape parameter is smaller than unity and the location one closed to the smallest order statistic. In the recent past some several works including those of Cheng and Iles (1990); Cheng (1987); Smith (1985) & al. Nagatsuka and Balakrishnan (2012) have developed methods that aim to provide with reliable estimators as those based on complete and censored samples.

In this article, we develop an estimation method using the likelihood based on the \(n - 1\) largest values of a sample of size \(n\) from a three-parameter Weibull distribution. A similar likelihood function has been experiment by Etienne Ouindllassida Jean Ouedraogo and Dossou-Gbete (2017) for fitting gamma distribution to its data. But taking into account the lost information linked to the absence of the first order statistic had not been sufficiently clarified. In this paper a section has
The rest of the paper is organized as follows. The next section describes the proposed method while the third section deals with the minorizing function obtained via an MM approach. Monte-Carlo simulation results are presented in the fourth section. The last section is devoted to a discussion.

2. The Method

2.1 Rationale for the Methodology

In information theory it is clear that deleting an observation leads to the loss of the information it holds. However, for the precise case of location-scale models family including the Weibull distribution, several works including those of Hill (1963), Griffiths (1980) and Smith (1994) motivate the suppression of the first order statistic. Indeed in Griffiths (1980) it’s argued that when traditional likelihood function used, the maximum likelihood is $+\infty$ and is attained when threshold parameter is sufficiently closed to the first order statistic. To get around this problem, a likelihood function marginalized by the first order statistic will be proposed in this paper.

Once the marginalized likelihood function defined, it will be necessary to find a suitable algorithm for the model parameters estimation. In inference statistical litterature several methods are generally used, including Newton-Raphson algorithm, scoring method and MM-algorithm. Regarding this paper the last one has been retained and this choice of the MM-algorithm is strategic. Indeed, in addition to being an efficient tool for estimating model parameters, this algorithm allows taking into account of information lost when the first order statistic omitted in the initialization of the method discussed here. In our concern, we focus on Minorization-Maximization version of the MM approach to computing the unknown parameters vector. Consider $f(x_1, \cdots, x_n)$ is the sequence of the non-decreasing sorted values. An marginalized log-likelihood function based on the $n - 1$ largest order statistics is given as follows:

$$
\ell(\theta \mid x_{2:n}, \cdots, x_{n:n}) = \ln (n!) + (n - 1) \ln \lambda - (n - 1) \lambda \ln \beta - \sum_{r=2}^{n} \ln (x_r - \nu) + \lambda \sum_{r=2}^{n} \ln (x_r - \nu) - \sum_{r=2}^{n} \left( \frac{x_r - \nu}{\beta} \right)^{\lambda} - \left( \frac{x_{2:n} - \nu}{\beta} \right)^{\lambda} + \ln \exp \left( \left( \frac{x_{2:n} - \nu}{\beta} \right)^{\lambda} - 1 \right)
$$

**Proof.** Let $(X_i)_{i=1}^{n}$ be an independent and identically distributed (i.i.d) sequence. Consider $f(x \mid \theta)$ is the marginal density function of Weibull distribution and denote $(X_{i:n})_{i=1}^{n}$ the associated sequence of order statistics. It is well known that the joint density of $(X_{i:n})_{i=1}^{n}$ is

$$
f(X_{i:n})_{i=1}^{n} = n! \prod_{i=1}^{n} f(x_i \mid \theta) 1_{\{x_1 < x_2 < \cdots < x_n\}} (x),
$$

where $x = (x_1, x_2, \cdots, x_n)$. The joint density of the sequence $(X_{i:n})_{i=2:n}$ is therefore defined by

$$
f(X_{i:n})_{i=2:n} = n! F(x_2 \mid \theta) \prod_{i=2}^{n} f(x_i \mid \theta) 1_{\{x_1 < x_2 < \cdots < x_n\}} (x)
$$

where $F(x \mid \theta)$ is the cumulative distribution function (cdf) of weibull distribution. For detailed exposition of order statistics properties reader may consult the work of David (2003). Viewing the joint density (3) as the likelihood function, the
Let's denote

\[ L(x, \theta) = n! F(x_{2:n} | \theta) \prod_{r=2}^{n} f(x_{r:n} | \theta) \]

Appealing (1)-(2) and taking logarithms of each side in (4), we complete the proof. □

3. Derivation of a Minorizing Function

The design of an MM algorithm requires a judicious choice of a minimizing function that is easier to maximize. This minorizing function must be constructed in accordance with the following definition proposed by Lange and Yang (2000).

**Definition 3.1.** A function \( Q(\theta | \theta') \) is said to minimize the function \( f(\theta) \) at \( \theta' \) provided if

\[
\begin{align*}
  f (\theta') &= Q (\theta' | \theta') \\
  f (\theta) &\geq Q (\theta | \theta')
\end{align*}
\]

for all \( \theta \). In Lange and Yang (2000); Hunter and Lange (2004); Lange (2013), it proved that the MM principle has huge advantages as parameters separation, linearization of an optimization problem.

The subsection below is devoted to derive an minorizing function for our log-likelihood function.

3.1 Design of a Minorizing Function for the Marginalized Log-likelihood

Let’s denote

\[
\begin{align*}
l_1 (\theta | x_{2:n}, \cdots, x_{n:n}) &= (n-1) \ln \lambda - (n-1) \lambda \ln \beta - \sum_{r=2}^{n} \ln (x_{r:n} - \nu) + \lambda \sum_{r=2}^{n} \ln (x_{r:n} - \nu) \\
l_2 (\theta | x_{2:n}, \cdots, x_{n:n}) &= - \sum_{r=2}^{n} \left( \frac{x_{r:n} - \nu}{\beta} \right)^d - \left( \frac{x_{n:n} - \nu}{\beta} \right)^d \\
l_3 (\theta | x_{2:n}) &= \ln \left( \exp \left( \frac{x_{n:n} - \nu}{\beta} \right)^d \right) - 1
\end{align*}
\]

One has \( l(\theta | x_{2:n}, \cdots, x_{n:n}) = \ln (n!) + l_1 (\theta | x_{2:n}, \cdots, x_{n:n}) + l_2 (\theta | x_{2:n}, \cdots, x_{n:n}) + l_3 (\theta | x_{2:n}) \)

In the sequel \( \theta' = (\lambda', \beta', \nu') \) will denote a parameters' vector provided and \( Q (\theta | \theta', \cdots) \) an minorizing function at \( \theta' \).

**Proposition 3.1.** \( l_1 (\theta | x_{2:n}, \cdots, x_{n:n}) \) \( \geq \) \( Q_1 (\theta | \theta', (x_{2:n})_{i=1:n}) \) where

\[
\begin{align*}
  Q_1 (\theta | \theta', (x_{2:n})_{i=1:n}) &= (n-1) \ln \lambda + \lambda (n-1) (1 - \log (\beta')) \\
  + \lambda \left\{ \sum_{r=2}^{n} \ln (x_{r:n} - \nu') + \sum_{r=2}^{n} \left[ x_{1:n} - \nu' \right] \right\} - \frac{\lambda^2}{2!} \left\{ (n-1) + \sum_{r=2}^{n} \left[ x_{1:n} - \nu' \right] \right\} \\
  - \frac{(x_{1:n} - \nu')^3}{(x_{1:n} - \nu')^2} \sum_{r=2}^{n} \frac{1}{x_{r:n} - \nu'} + \sum_{r=2}^{n} \frac{\nu' - \nu'}{x_{r:n} - \nu'} - (n-1) \lambda' \beta' \frac{2\nu'}{2\beta'^2} - \sum_{r=2}^{n} \ln (x_{r:n} - \nu')
\end{align*}
\]

**Proof.** See Appendix A.2 □

**Proposition 3.2.** Let \( (x_{r:n})_{i=1:n} \) be a sequence of the non-decreasing sorted values derived from the three-parameter Weibull distribution with the parameters vectors \( \theta = (\lambda, \beta, \nu) \). The following statement hold: \( l_2 (\theta | x_{2:n}, \cdots, x_{n:n}) \) \( \geq \) \( Q_2 (\theta | \theta', (x_{2:n})_{i=1:n}) \) where
\[ Q_2 (\theta | \theta', (x_{i:n})_{i=1:n}) = -\frac{1}{3} \sum_{r=2}^{n} \exp \left\{ 3\lambda \left[ \ln (x_{r:n} - v') - 2 - \ln \beta' \right] + \frac{3\lambda^2}{\lambda'} \right\} \]
\[ -\frac{1}{3} \exp \left\{ 3\lambda \left[ \ln (x_{2:n} - v') - 2 - \ln \beta' \right] + \frac{3\lambda^2}{\lambda'} \right\} - \frac{n}{3} \exp \left\{ \frac{3}{\beta^2} \lambda' \right\} \]
\[ -\frac{1}{3} \sum_{r=2}^{n} \exp \left\{ \frac{3\lambda' (x_{r:n} - v')^2}{2 (x_{r:n} - v')^2} \right\} - \frac{1}{3} \exp \left\{ \frac{3\lambda' (x_{2:n} - v')^2}{2 (x_{2:n} - v')^2} \right\} \]
\[ -\frac{1}{3} \sum_{r=2}^{n} \exp \left\{ -2\lambda' \ln (x_{r:n} - v') + 3\lambda' + 2\lambda' \ln \beta' \right\} - \frac{2}{3} \sum_{r=2}^{n} \exp \left\{ \lambda' \ln (x_{r:n} - v') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right\} \]
\[ -\frac{1}{3} \exp \left\{ -2\lambda' \ln (x_{2:n} - v') + 3\lambda' + 2\lambda' \ln \beta' \right\} - \frac{2}{3} \exp \left\{ \lambda' \ln (x_{2:n} - v') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right\} \]

**Proof.** See Appendix A.3

---

**Proposition 3.3.** \( L_1 (\theta | x_{2:n}) \geq Q_3 (\theta | \theta', x_{1:n}, x_{2:n}) \) where

\[ Q_3 (\theta | \theta', x_{1:n}, x_{2:n}) = a \lambda \left( \ln (x_{2:n} - v') - \ln (\beta') + 1 + \frac{x_{1:n} - v'}{x_{2:n} - v'} \right) - a \left[ 1 + \frac{x_{1:n} - v'}{x_{2:n} - v'} \right] \frac{\lambda^2}{2\lambda'} \]

\[ + \frac{b}{3} \exp \left\{ 3\lambda \ln (x_{2:n} - v') - 6\lambda + \frac{3\lambda^2}{2\lambda'} - 3\lambda \ln \beta' \right\} - a \left[ \frac{x_{1:n} - v'}{x_{2:n} - v'} \right] \frac{\lambda^2 (x_{1:n} - v')^2}{2 (x_{2:n} - v')^2} \]

\[ + \frac{b}{3} \exp \left\{ (x_{2:n} - v')^2 \frac{3\lambda'}{2 (x_{2:n} - v')^2} \right\} \exp \left( \lambda' \ln (x_{2:n} - v') - \frac{3}{2} \lambda' - \lambda' \log \beta' \right) \]

\[ + \frac{b}{3} \exp \left\{ \frac{\lambda' (x_{2:n} - v')^2}{2 (x_{2:n} - v')^2} \right\} \exp \left( \lambda' \ln (x_{2:n} - v') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) - a \lambda' \frac{\beta^2}{2\theta^2} \]

and the constant terms \( a, b \) and \( c \) are given by

\[ a = \frac{\Pi^2 (\theta' | x_{2:n}) \exp (\Pi (\theta' | x_{2:n}))}{[\exp (\Pi (\theta' | x_{2:n})) - 1]^2} + \frac{\Pi (\theta' | x_{2:n}) \exp (\Pi (\theta' | x_{2:n}))}{\exp (\Pi (\theta' | x_{2:n})) - 1} \]

\[ b = -\frac{\Pi (\theta | x_{2:n}) \exp (\Pi (\theta | x_{2:n}))}{\exp (\Pi (\theta | x_{2:n})) - 1} \]

and

\[ c = \log (\exp (\Pi (\theta' | x_{2:n})) - 1) - a \log (\exp (\Pi (\theta' | x_{2:n})) - 1) - b \Pi (\theta' | x_{2:n}) \]

with \( \Pi (\theta | x_{2:n}) = \left( \frac{x_{2:n} - v}{\beta} \right)^{x_{2:n}} \)

**Proof.** See Appendix A.4

Since

\[ l (\theta | x_{2:n}, \cdots, x_{n:n}) = \ln (n!) + l_1 (\theta | x_{2:n}, \cdots, x_{n:n}) + l_2 (\theta | x_{2:n}, \cdots, x_{n:n}) + l_3 (\theta | x_{2:n}) \]

one has:

\[ l (\theta | x_{2:n}, \cdots, x_{n:n}) \geq \ln (n!) + Q (\theta | \theta', (x_{i:n})_{i=1:n}), \text{ where } Q (\theta | \theta', (x_{i:n})_{i=1:n}) = Q_1 (\theta | \theta', (x_{i:n})_{i=1:n}) + Q_2 (\theta | \theta', (x_{i:n})_{i=1:n}) + Q_3 (\theta | \theta', x_{1:n}, x_{2:n}) \]

with \( Q_1 (\theta | \theta', (x_{i:n})_{i=1:n}), Q_2 (\theta | \theta', (x_{i:n})_{i=1:n}) \) and \( Q_3 (\theta | \theta', x_{1:n}, x_{2:n}) \) given previously.
3.2 Some Properties of the Obtained Minorizing Function

After rearrangements, first derivatives of the $Q$–function are obtained as follow:

\[
\begin{align*}
\frac{\partial Q}{\partial \nu} (\theta \mid \theta', (x_i)_{i=1:n}) &= -\lambda' \left( \frac{1}{x_{1:n} - \nu} \right) \left\{ \sum_{r=2}^{n} \frac{1}{x_{r,n} - \nu} + \frac{a}{x_{2:n} - \nu} \right\} \\
&\quad + \sum_{r=2}^{n} \lambda' \frac{x_{r,n} - \nu}{(x_{r,n} - \nu)^2} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad + \frac{\lambda' (x_{2:n} - \nu)}{(x_{2:n} - \nu)^2} \exp \left( \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{2:n} - \nu}{2(x_{2:n} - \nu)^2} \right) \right) \left\{ 1 - b \exp \left( \frac{\lambda'}{2} - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) \right\} \\
&\quad + \sum_{r=2}^{n} \frac{1}{x_{r,n} - \nu} \\
\frac{\partial Q}{\partial \alpha} (\theta \mid \theta', (x_i)_{i=1:n}) &= \frac{(n-1)}{\lambda} - \frac{\lambda}{\alpha} \left\{ \sum_{r=2}^{n} \frac{x_{r,n} - \nu}{(x_{r,n} - \nu)^2} + a \left[ 1 + \frac{x_{r,n} - \nu}{x_{2:n} - \nu} \right] \right\} \\
&\quad - \sum_{r=2}^{n} \left\{ \log (x_{r,n} - \nu) - 2 - \log \beta' + \frac{2}{\lambda} \right\} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad - \left\{ \log (x_{r,n} - \nu) - 2 - \log \beta' + \frac{2}{\lambda} \right\} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad + b \left\{ \log (x_{r,n} - \nu) - 2 + \frac{2}{\lambda} - \log \beta' \right\} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad + a \left\{ \log (x_{r,n} - \nu) - 3 + \frac{x_{r,n} - \nu}{x_{2:n} - \nu} \right\} + (n-1) \left( 1 - \log \beta' \right) \\
&\quad + \sum_{r=2}^{n} \log (x_{r,n} - \nu) + \sum_{r=2}^{n} \frac{x_{r,n} - \nu}{x_{r,n} - \nu} \\
\frac{\partial Q}{\partial \beta} (\theta \mid \theta', (x_i)_{i=1:n}) &= -\lambda' \left[ n - 1 + a \right] \\
&\quad + \frac{\beta'^2 \lambda'}{\beta^2} \exp \left( \frac{3}{2} \lambda' - \frac{3}{2} \lambda' \ln \beta' \right) \left\{ n - b \exp \left( \frac{\lambda'}{2} - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) \right\} \\
\end{align*}
\]

**Proposition 3.4.** The function $\theta \rightarrow Q(\theta \mid \theta', (x_i)_{i=1:n})$ admits a unique global maximum for any fixed $\theta'$.

**Proof.** Hessian matrix of the function $\theta \rightarrow Q(\theta \mid \theta', (x_i)_{i=1:n})$ is diagonal with nonzero components as follows:

\[
\begin{align*}
\frac{\partial^2 Q}{\partial \nu^2} (\theta \mid \theta', (x_i)_{i=1:n}) &= -\frac{3}{(x_{1:n} - \nu)^4} \lambda' \sum_{r=2}^{n} \frac{x_{r,n} - \nu}{x_{r,n} - \nu} - \frac{3a}{(x_{1:n} - \nu)^3} \frac{\lambda' (x_{1:n} - \nu)}{(x_{1:n} - \nu)^3} \\
&\quad - \sum_{r=2}^{n} \frac{\lambda'}{(x_{r,n} - \nu)^2} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad - \sum_{r=2}^{n} \frac{\lambda'}{(x_{r,n} - \nu)^2} \exp \left\{ \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right\} \\
&\quad + \frac{b \lambda'}{(x_{r,n} - \nu)^2} \exp \left( \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right) \left\{ \lambda' \ln (x_{r,n} - \nu) - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right\} \\
&\quad + 3b \left[ \lambda' (x_{r,n} - \nu) \right] \exp \left( \frac{3}{2} \left( \frac{3}{2} \lambda' \frac{x_{r,n} - \nu}{2(x_{r,n} - \nu)^2} \right) \right) \exp \left( \lambda' \ln (x_{r,n} - \nu) - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) \\
&\quad + \sum_{r=2}^{n} \frac{1}{x_{r,n} - \nu} \\
\frac{\partial^2 Q}{\partial \alpha^2} (\theta \mid \theta', (x_i)_{i=1:n}) &= -\frac{3}{(x_{1:n} - \nu)^4} \lambda' \sum_{r=2}^{n} \frac{x_{r,n} - \nu}{x_{r,n} - \nu} - \frac{3a}{(x_{1:n} - \nu)^3} \frac{\lambda' (x_{1:n} - \nu)}{(x_{1:n} - \nu)^3} \\
\end{align*}
\]
\[
\frac{\partial^2 Q (\theta | \theta', (x_{1:n})_{i=1:n})}{\partial \theta^2} = -\frac{(n-1)\lambda'}{\beta^2} - \frac{a\lambda'}{\beta^2} - 3n\beta^2\lambda' \exp\left\{ \frac{3(\beta^2\lambda')^2}{\beta^2} \right\} - 3n\left( \frac{(\beta^2\lambda')^2}{\beta^2} \right) \exp\left\{ \frac{3(\beta^2\lambda')^2}{\beta^2} \right\}
\]

\[
+ 3b \left\{ \frac{(\beta^2\lambda')^2}{\beta^2} + \left( \frac{\beta^2\lambda'}{\beta^2} \right)^2 \right\} \exp\left( \frac{3(\beta^2\lambda')^2}{\beta^2} \right) \exp\left( \lambda' \ln (x_{2:n} - \nu') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right)
\]

\[
\frac{\partial^2 Q (\theta | \theta', (x_{1:n})_{i=1:n})}{\partial \lambda^2} = -\frac{(n-1)}{\lambda^2} - \frac{1}{\lambda^2} \left\{ (n-1) + \sum_{r=2}^{n} \left[ \frac{x_{1:n} - \nu'}{x_{r:n} - \nu'} \right] \right\}
\]

\[
- 3n \sum_{r=2}^{n} \left\{ \ln \left( \frac{x_{r:n} - \nu'}{x_{r:n} - \nu'} \right) - 2 \ln \beta' + \frac{2\lambda'}{\lambda'} \right\} \exp \left\{ 3\lambda \left\{ \ln \left( \frac{x_{r:n} - \nu'}{x_{r:n} - \nu'} \right) - 2 \ln \beta' + \frac{3\lambda^2}{\lambda'} \right\} \right\}
\]

\[
- 3 \left\{ \ln \left( \frac{x_{r:n} - \nu'}{x_{r:n} - \nu'} \right) - 2 \ln \beta' + \frac{2\lambda'}{\lambda'} \right\} \exp \left\{ 3\lambda \left\{ \ln \left( \frac{x_{r:n} - \nu'}{x_{r:n} - \nu'} \right) - 2 \ln \beta' + \frac{3\lambda^2}{\lambda'} \right\} \right\}
\]

\[
- a \left[ 1 + \left( x_{1:n} - \nu' \right) \right] \frac{1}{\lambda' + \frac{2b}{\lambda'} \exp \left\{ 3\lambda \left( \ln \left( \frac{x_{2:n} - \nu'}{x_{2:n} - \nu'} \right) - 3\lambda' + 2\lambda' \ln \beta' \right) \right\} \right]
\]

\[
+ 3b \left[ \ln \left( \frac{x_{2:n} - \nu'}{x_{2:n} - \nu'} \right) - 2 \ln \beta' \right] \exp \left\{ 3\lambda \left( \ln \left( \frac{x_{2:n} - \nu'}{x_{2:n} - \nu'} \right) - 3\lambda' + 2\lambda' \ln \beta' \right) \right\}
\]

It’s clear that all components are negatives since \( a \) and \( b \) are positive and negative respectively. Thus, the Hessian matrix is negative-semidefinite. This complete the proof. \( \square \)

Require: \( k, \theta_k = \langle \lambda_k, \beta_k, \nu_k \rangle \)

Output: \( k + 1, \theta_{k+1} = \langle \lambda_{k+1}, \beta_{k+1}, \nu_{k+1} \rangle \)

Do:

- until a stopping criteria is fulfilled:
  - \( \lambda (\theta_{k+1}) = \langle \lambda_k, \beta_k, \nu_k \rangle \)
    - \( \lambda_k = \arg \max_{\lambda} \left\{ Q \left( \lambda (\theta_{k+1}) \mid \theta_k \right) \right\} \)
    - \( \theta'_k = \langle \lambda_k, \beta_k, \nu_k \rangle ;k \)
  - \( \beta (\theta_{k+1}) = \langle \lambda_k, \beta_k, \nu_k \rangle \)
    - \( \beta_k = \arg \max_{\beta} \left\{ Q \left( \beta (\theta_{k+1}) \mid \theta'_k \right) \right\} \)
    - \( \theta''_k = \langle \lambda_k, \beta_k, \nu_k \rangle ;k \)
  - \( \nu (\theta_{k+1}) = \langle \lambda_k, \beta_k, \nu_k \rangle \)
    - \( \nu_k = \arg \max_{\nu} \left\{ Q \left( \nu (\theta_{k+1}) \mid \theta''_k \right) \right\} \)
    - \( \theta''_k = \langle \lambda_k, \beta_k, \nu_k \rangle ;k \)

End:

Algorithm 1: Parameters’ updating scheme
3.3 Updating Scheme

3.3.1 Updating Procedure for the Parameter $\nu$

For ease of notations, one can write $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \nu} = k(\nu | \theta')$ where $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \nu}$ is given in subsection 3.2.

To solve the equation $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \nu} = 0$ is equivalent to $k(\nu | \theta') = 0$. It is clear that $k$ is a monotonically decreasing function on the domain $] - \infty, x_{1:n}[$. Thus if $a \geq 0$, $b \leq 0$ and $(x_{r} - \nu') > 0$ for $r \geq 1$. Moreover $\lim_{\nu' \to \infty} k(\nu | \theta') = -\infty$ and $\lim_{\nu' \to -\infty} k(\nu | \theta') = +\infty$. It comes that equation $k(\nu | \theta') = 0$ admits an unique solution in $] - \infty, x_{1:n}[$. As well as the equation $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \nu} = 0$.

3.3.2 Updating procedure for the parameter $\beta$

One can notices that

$$
\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \beta} = \frac{1}{\beta} g(\beta | \theta')
$$

with

$$
g(\beta | \theta') = \lambda' \left[ \frac{n - 1 + a}{\beta^2} \right] \beta^3
- \beta^2 \lambda' \exp \left( \frac{3}{\beta^2} \beta^2 \lambda' \right) \left\{ n - b \exp \left( \lambda' \ln (x_{2:n} - \nu') - \frac{3}{2} \lambda' - \lambda' \ln \beta \right) \right\}
$$

The assertion $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \beta} = 0$ holds if and only if $g(\beta | \theta') = 0$, the latter being equivalent to finding root of the function $\beta \to g(\beta | \theta')$. The derivative $g'(\beta | \theta')$ of this function is

$$
g'(\beta | \theta') = 4 \lambda' \left[ \frac{n - 1 + a}{\beta^2} \right] \beta^3
+ \frac{3 \beta^4 \lambda^2}{\beta^3} \exp \left( \frac{3}{\beta^2} \beta^2 \lambda' \right) \left\{ n - b \exp \left( \lambda' \ln (x_{2:n} - \nu') - \frac{3}{2} \lambda' - \lambda' \ln \beta \right) \right\}
$$

since $b < 0$, $g'(\beta | \theta') \geq 0$ and then the function $\beta \to g(\beta | \theta')$ is monotonically increasing on the domain $]0, +\infty[$. Moreover $\lim_{\beta \to 0} g(\beta | \theta') = -\infty$ and $\lim_{\beta \to +\infty} g(\beta | \theta') = +\infty$. Thus the equation $g(\beta | \theta') = 0$ has an unique solution in $]0, +\infty[$ and the same for the equation $\frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \beta} = 0$.

3.3.3 Updating Procedure for the Parameter $\lambda$

For ease of use let us denote $h(\lambda | \theta') = \frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \lambda}$. Then $h(\lambda | \theta')$ is $h'(\lambda | \theta') = \frac{\partial Q(\theta | \theta', (x_{n})_{i=1,n})}{\partial \lambda}$. It is shown in Proposition 3.2 that $h'(\lambda | \theta') \leq 0$ for all $\lambda$ in $]0, +\infty[$. Then, the function $\lambda \to h(\lambda | \theta')$ is monotonically decreasing on the domain $]0, +\infty[$. Moreover, without difficulty one must see that $\lim_{\lambda \to 0} h(\lambda | \theta') = +\infty$ and $\lim_{\lambda \to +\infty} h(\lambda | \theta') = -\infty$. Thus the equation $h(\lambda | \theta') = 0$ has an unique solution in $]0, +\infty[$.

4. Simulation Study

In this section, we use Monte Carlo simulations to evaluate the performance of the estimators provided by the MosLE method. We use an sampling design comparable to that of Nagatsuka et al. (2013). As in Nagatsuka et al. (2013), the following values of the shape parameter $\lambda$: 0.5, 1.0, 2.0, 3.0, and 4.0 are selected when the location and the scale parameters are fixed to $\nu = 0$ and $\beta = 1$ respectively. The sample size is taken to be 20, 50 and 100. The obtained results are compared to those reported in the paper by Nagatsuka et al. (2013), for Location and Scale Parameters Free Maximum Likelihood method (LSPF-MLE) and the Bayesian Likelihood (BLE) method proposed in Hall and Wang (2005). All computations were carried out with R computing environment (R Core Team, R Core Team (2015)).

4.1 Graphical Analysis of the Simulation Study Results

As announced earlier, in this section we compare the results of simulations of the proposed method with those of the LSPF-MLE proposed in Nagatsuka et al. (2013) and BLE in Hall and Wang (2005). The discussion is based on the bias and the root mean squared error estimated (RMSE).
The bias of the shape parameter estimate is positive for the three methods in competition and increases with the theoretical value of this parameter. Proof that the three methods overestimate the shape parameter. For small values of the shape parameter ($\lambda \leq 1$), the magnitude of the bias in the estimate of the shape parameter is similar for all three methods. However, the bias decreases more rapidly in the case of the method proposed here as the sample size increases. Moreover, the analysis of the graph suggests that the estimator proposed by the MosLE method is more stable than those of the other methods within the meaning of the RMSE.
When sample size is small the proposed method underestimates the location parameter for large value of the shape parameter as the BL method while the LSFP method overestimates the location. For value of the shape parameter larger than 1.5, MosLE estimator provide the smallest bias of the location parameter among the methods in competition. The graphics suggest also the magnitude of the RMSE is comparable between the LSFP method and our method and outperform the BL method.
The estimator of the scale parameter provided by the MosLE method appears to be more biased than those of the other two methods. However, the magnitude of RMSE is similar for all three methods and increases with the theoretical value of the shape parameter. It can also be noted that the RMSE decreases for the three methods as the sample size increases.

5. Concluding Remarks

In this paper we propose an approach based on an marginalised likelihood function to estimate the parameters of the three-parameters Weibull distribution. To maximise the obtained likelihood function, an MM-algorithm is used. Efficiency of the obtained estimator is compared with those of two alternative methods: the location and scale parameters free maximum likelihood estimators (LSPF-MLE) method proposed by Nagatsuka et al. (2013), and the Bayesian Likelihood (BLE) method by Hall and Wang (2005). The following points are worth noting:

- In terms of bias and RMSE, the estimator of the shape parameter proposed is outperforming those of the two
concurrent methods.

- If the bias of the proposed estimator of the shape parameter is close to that of the other methods when the theoretical value of the shape parameter does not exceed 1.5, it should be noted that the MosLE method provides the smallest bias when the theoretical values of the shape parameter become large.

- Although the proposed estimator of the scale parameter is biased, it presents performances comparable to those of the other two methods in terms of RMSE.
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A. Appendix

A.1 Some basic inequalities

Let $u, v, u'$ and $v'$ be strictly positive real numbers. The following assertions hold

1. $-\ln (v) \geq -\ln (v') - \frac{1}{v'} (v - v')$
2. $-uv \geq -\frac{u^2}{2} \frac{v'}{v} - \frac{v'}{2} u'$
3. $\ln (u + v) \geq \ln (u + v') + \frac{v'}{u + v'} \ln \left(\frac{v}{v'}\right)$

As a consequence of the inequalities (1) and (2) stated above one has

\[ u \ln (v) \geq u \ln (v') + u - \frac{u^2}{2v'} \frac{v'}{v} \]

since $\ln (v) = -\ln \left(\frac{1}{v}\right) \geq \ln (v') - v' \left(\frac{1}{v} - \frac{1}{v'}\right)$.

A.2 Proof of Proposition 3.1

Lemma A.1.

\[-\ln (x_{r,n} - v) \geq -\ln (x_{r,n} - v') + \frac{v - v'}{x_{r,n} - v'}\]

\[-\lambda \ln (\beta) \geq -\lambda \ln (\beta') + \lambda - \frac{\lambda^2}{2\beta'} - \lambda' \frac{\beta^2}{2\beta'}\]

Proof. By applying the convexity inequality to the $-\ln$ function one obtains

\[-\ln (x_{r,n} - v) \geq -\ln (x_{r,n} - v') + \frac{v - v'}{x_{r,n} - v'}\]

Moreover

\[-\lambda \ln (\beta) \geq \lambda \left\{-\ln (\beta') - \frac{1}{\beta'} (\beta - \beta')\right\} \geq -\lambda \ln (\beta') + \lambda - \frac{1}{\beta'} \left(\frac{\lambda^2}{2} \lambda' + \frac{\beta^2}{2} \beta'\right) \geq -\lambda \ln (\beta') + \lambda - \frac{\lambda^2}{2\lambda'} - \lambda' \frac{\beta^2}{2\beta'}\]

Lemma A.2.

\[\lambda \log (x_{r,n} - v) \geq \lambda \ln (x_{r,n} - v') + \left[\frac{x_{1,n} - v}{x_{r,n} - v'}\right] \lambda - \frac{\lambda^2}{2\lambda'} - \left[\frac{x_{1,n} - v'}{x_{r,n} - v'}\right] \frac{(x_{1,n} - v')^2}{2}\]

Proof. use inequality A.1

Appealing the Lemma above one has:

\[Q_1 (\theta | \theta', (x_{r,n})_{i=1,n}) = (n - 1) \ln \lambda + (n - 1) \left[-\lambda \ln (\beta') + \lambda - \frac{\lambda^2}{2\lambda'} - \lambda' \frac{\beta^2}{2\beta'}\right]
\]

\[= - \sum_{r=2}^{n} \ln (x_{r,n} - v') + \sum_{r=2}^{n} \frac{v - v'}{x_{r,n} - v'}
\]

\[+ \lambda \sum_{r=2}^{n} \ln (x_{r,n} - v') + \sum_{r=2}^{n} \left[\frac{x_{1,n} - v'}{x_{r,n} - v'}\right] \lambda - \sum_{r=2}^{n} \left[\frac{x_{1,n} - v}{x_{r,n} - v'}\right] \frac{\lambda^2}{2\lambda'}
\]

\[= - \sum_{r=2}^{n} \left[\frac{x_{1,n} - v'}{x_{r,n} - v'}\right] \frac{(x_{1,n} - v')^2}{2}\]
After rearrangements, the result hold.

A.3 Proof of Proposition 3.2

Lemma A.3.

\[ \lambda \ln (x_r, n - \nu) - \lambda \ln \beta \leq \lambda \ln (x_r, n - \nu') - 2 \lambda + \frac{\lambda^2}{\lambda'} - \lambda \log \beta' + \frac{1}{\beta^2} \frac{\beta'^2 \lambda'}{2} + (x_r, n - \nu')^2 \frac{\lambda'}{2(x_r, n - \nu')^2} \]

Proof. since \(-\ln (x) + \ln (x') \geq 1 - \frac{1}{e}\), one can derive

\[ \lambda \ln (x_r, n - \nu) - \lambda \ln (x_r, n - \nu') \leq \lambda \ln (x_r, n - \nu) - \lambda + \frac{A(x_r, n - \nu)}{(x_r, n - \nu')} \]

From

\[ \frac{\lambda (x_r, n - \nu)}{(x_r, n - \nu')} \leq \frac{\lambda^2}{2 \lambda'} + (x_r, n - \nu)^2 \frac{\lambda'}{2(x_r, n - \nu')^2} \]

one has

\[ \lambda \ln (x_r, n - \nu) - \lambda \ln (x_r, n - \nu') \leq \lambda \ln (x_r, n - \nu) - \lambda + \frac{\lambda^2}{2 \lambda'} + (x_r, n - \nu)^2 \frac{\lambda'}{2(x_r, n - \nu')^2} \]

Moreover

\[ -\lambda \ln \beta = \lambda \ln \frac{1}{\beta} \leq -\lambda \ln \beta' - \lambda + \frac{\lambda^2}{2 \lambda'} + \frac{1}{\beta^2} \frac{\beta'^2 \lambda'}{2} \]

After rearrangements, the result hold. □

Let's denote

\[ A(\lambda) = \lambda \ln (x_r, n - \nu') - 2 \lambda \lambda + \frac{\lambda^2}{\lambda'} - \lambda \ln \beta' \]

\[ B(\beta) = \frac{1}{\beta^2} \frac{\beta'^2 \lambda'}{2} \]

and

\[ C(\nu) = (x_r, n - \nu)^2 \frac{\lambda'}{2(x_r, n - \nu')^2} \]

Using the fact that \(-\left(\frac{x_r, n - \nu}{\beta}\right)^4 = -\exp (\lambda \ln (x_r, n - \nu) - \lambda \ln \beta)\) and by appealing lemma A.3 one has

\[ -\left(\frac{x_r, n - \nu}{\beta}\right)^4 \geq -\exp (A(\lambda)) \exp (B(\beta)) \exp (C(\nu)) \]

By the arithmetic-geometric mean inequality, one derived that
Lemma A.6. Results from the convexity of the function $\frac{\sum_{i=1}^{n} (x_{i:n} - y)^{\lambda}}{\theta}$.

Proof. By replacing $A(\lambda), B(\beta)$ and $C(\nu)$ with their values and after rearrangement one has

$$l_{2}(\theta | x_{2:n} \cdots x_{n:n}) = - \sum_{i=2}^{n} \left( \frac{x_{i:n} - y}{\beta} \right)^{\lambda} \geq Q_{2}(\theta | \theta', (x_{i:n})_{i=1:n})$$

where $Q_{2}(\theta | \theta', (x_{i:n})_{i=1:n})$ is given in Proposition 3.1

A.4 Proof of Proposition 3.3

Lemma A.4. Let denote $\Pi(\theta | x_{2:n}) = \left( \frac{x_{2:n} - y}{\beta} \right)^{\lambda}$. One has

$$-\Pi(\theta | x_{2:n}, \theta') \geq - \exp \left[ 3 \ln \left( \frac{x_{2:n} - y}{\beta} \right) - 6 \lambda + \frac{3 \lambda}{\gamma} - 3 \lambda \ln \beta' \right] - \exp \left( \lambda' \ln \left( \frac{x_{2:n} - y}{\beta} \right) - \frac{3 \lambda}{2} \lambda' - \lambda \ln \beta' \right) - \exp \left( \lambda' \ln \left( \frac{x_{2:n} - y}{\beta} \right) - \frac{3 \lambda}{2} \lambda' - \lambda \ln \beta' \right) - \frac{\gamma}{3} \left( \frac{x_{2:n} - y}{\beta} \right)^{2}$$

Proof. Direct application of inequality (A.2) \hfill \Box

Lemma A.5.

$$l_{3}(\theta | x_{2:n}) = \ln \left( \exp (\Pi(\theta | x_{2:n})) - 1 \right) \geq a \ln (\Pi(\theta | x_{2:n})) + b \Pi(\theta | x_{2:n}) + c$$

where

$$a = \Pi^{2}(\theta' | x_{2:n}) \exp (\Pi(\theta' | x_{2:n})) \left[ \exp (\Pi(\theta' | x_{2:n})) - 1 \right] + \Pi(\theta' | x_{2:n}) \exp (\Pi(\theta' | x_{2:n}))$$

and

$$b = - \frac{\Pi(\theta' | x_{2:n}) \exp (\Pi(\theta' | x_{2:n}))}{\exp (\Pi(\theta' | x_{2:n})) - 1}$$

$$c = \ln (\exp (\Pi(\theta' | x_{2:n})) - 1) - a \ln (\Pi(\theta' | x_{2:n})) - b \Pi(\theta' | x_{2:n})$$

Proof. Results from the convexity of the function $x \rightarrow \ln (\exp (x) - 1)$ \hfill \Box

Lemma A.6.

$$a \ln (\Pi(\theta | x_{2:n})) \geq a \lambda \left( \ln (x_{2:n} - y) - \ln (\theta') + 1 + \frac{x_{2:n} - y}{x_{2:n} - y} \right) - a \left[ 1 + \frac{x_{2:n} - y}{x_{2:n} - y} \right] \partial^{2}$$

$$\partial \left( \frac{x_{2:n} - y}{x_{2:n} - y} \right)^{3} - a A^{2} \frac{\partial^{2}}{\partial^{2}}$$
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Proof.

\[ a \ln (\Pi (\theta | x_2)) = a \left[ \lambda \ln (x_{2,n} - \nu) - \lambda \ln \beta \right] \]

Applying lemma A.1 and A.2, the result hold, since \( a > 0 \) \( \Box \)

Lemma A.7.

\[ b \Pi (\theta | x_2) \geq \frac{b \exp \left[ 3 \lambda \ln (x_{2,n} - \nu') - 6 \lambda + \frac{3 \lambda^2}{\beta'} - 3 \lambda \ln \beta' \right]}{3 \exp (2 \lambda' \ln (x_{2,n} - \nu') - 3 \lambda' - 2 \lambda' \ln \beta')} \]

\[ + \frac{b \exp \left( \frac{3 \beta^2 \lambda}{\beta' - 2} \right)}{3} \exp \left( \lambda' \ln (x_{2,n} - \nu') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) \]

\[ + \frac{b \exp \left( \frac{(x_{2,n} - \nu)^2}{3} \right)}{3} \frac{3 \lambda'}{2 (x_{2,n} - \nu')^2} \exp \left( \lambda' \ln (x_{2,n} - \nu') - \frac{3}{2} \lambda' - \lambda' \ln \beta' \right) \]

Proof. Applying lemma A.4 and taken account that \( b < 0 \), the result hold. \( \Box \)

To complete the proof of the Proposition 3.3, remember that \( l_3 (\theta | x_{2,n}) = \ln \left( \exp \left( \left( \frac{x_{2,n} - \nu}{\beta} \right)^3 \right) - 1 \right) \). Appealing precedents Lemmas, the result hold.
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