The importance of sound velocity determination for bathymetric survey
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ABSTRACT

Bathymetric surveys are carried out whenever there is a need to know the exact morphological trend of the seabed. For a correct operation of the echo sounder, which uses the principle of acoustic waves to scan the bottom and determine the depth, it is important to accurately determine the sound velocity in water, as it varies according to specific parameters (Density, Temperature, and Pressure). In this work, we want to analyse the role of sound velocity determination in bathymetric survey and its impact on the accuracy of depth measurement. The experiments are conducted on data set provided by “Istituto Idrografico della Marina Militare Italiana” (IIM), the official Hydrographic Office for Italy, and acquired in the Ligurian sea. In our case, the formulas of Chen & Millero (UNESCO), Medwin, and Mackenzie were applied. The introduction of errors on chemical-physical parameters of the water column (Temperature, Pressure, Salinity, Depth) simulating inaccurate measurements, produces considerable impacts on sound velocity determination and subsequently a decrease of the depth value accuracy. The results remark the need to use precise probes and accurate procedures to obtain reliable depth data.

1. INTRODUCTION

As reported in Huet (2009), “Hydrography is the branch of applied sciences, which deals with the measurement, and description of the physical features of oceans, seas coastal areas, lakes and rivers, as well as with the prediction of their evolution, for the primary purpose of safety of navigation and all other marine activities, including economic development, security and defence, scientific research, and environmental protection” [1].

According to IHO, International Hydrographic Organization [2], hydrographic survey can be defined as the survey of an area of water, but in modern use it includes many other objectives such as measurements of tides, currents, and determination of the physical and chemical properties of water. The main objective is to obtain essential data for the edition of nautical charts with particular interest in the characteristics that may influence navigation [3]. In addition, the hydrographic surveys aim to acquire the information necessary for marine navigation products and for the management, engineering, and science of coastal areas.

The bathymetric surveys belong to the family of hydrographic surveys and are carried out whenever there is a need to precisely know the morphological trend of the seabed [4], [5]. They are therefore preliminary to the realization of maritime and river works and in the case of works already supplied, they are indispensable to verify continuously water heads and dredging volumes [6].

Generally, hydrographic surveys are carried out using a vessel equipped with a precision echo sounder, which uses the principle of acoustic waves to sound the bottom and determine the depth. An accurate determination of the vessel position and attitude as well as a correct functioning of the echo sounder are both fundamental for the quality of the survey results. Using satellites techniques, differential corrections with code measurements allow accuracies estimated to a few meters. Currently, one of the
most widely used techniques for high-precision positioning of vessels in bathymetric survey is the RTK mode (phase measurements) [7] which allow to achieve centimetre accuracy on the horizontal and vertical plane. Since the effects of the vessel motion on the accuracy of the observed depths and their positioning, attitude (roll, pitch, and heading) and heave must be measured using appropriate instruments, such as inertial sensors that can be also integrated with GPS [8]. A correct functioning of the echo sounder is very important for accurate depth measurement, but an accurate determination of the sound velocity in water is necessary [9]. Once the instrument is activated, the transmitter sends a small amount of electrical energy towards the transducer, which switches it into a sound pulse and sends it towards the seabed. Once it reaches the sea-bottom, the signal goes back to the transducer. Therefore, the instrument is used to measure the time interval between the transmission and reception of the signal [10], [11]. Two principal types of echo sounder are available, namely the Single beam and the Multibeam. The substantial difference is that the Single beam emits a single sound impulse, while the Multibeam emits a beam of sound impulses, which allow to obtain a greater and more detailed acquisition of the seabed [12].

The Single beam and Multibeam are basic instruments of acoustical oceanography, the discipline that describes the role of the ocean as an acoustic medium by relating oceanic properties to the behaviour of underwater acoustic propagation, noise, etc [13]. The sound velocity in a medium is mostly influenced by the medium itself [14], [15], so it is affected by the conditions of the sea-bottom boundaries as well as by the variation of the chemical-physical parameters of the water volume [16]. In fact, the sound velocity in seawater is defined as a function of the isothermal compressibility, the ratio of specific heats of seawater at constant pressure and constant volume, and the density of seawater [17]. Particularly, the sound velocity in sea water increases with an increase in temperature, salinity or pressure [18]. Temperature decreases from the sea-surface to the seabed, but there are different local variations. The sound velocity profile is very variable near the surface according to the seasons and the hours of the day, due to the heat exchange with the atmosphere, which modifies the temperature and salinity of the sea [16]. If temperature is constant, the velocity sound increases with depth due to the pressure gradient [19].

Normally in literature, the average value of the sound velocity in water is accepted as 1500 m/s, calculated taking as reference the nominal conditions of the water, characterized by a temperature of 0 °C, a salinity of 35 ppt (parts per thousand) and a pressure of 760 mmHg [20], [21]. This average value, however, can oscillate according to the characteristics of the water, varying between 1387 m/s and 1529 m/s [17].

Local velocity measurements are quite difficult to perform accurately, whereas its constitutive parameters are more easily quantified. Particular probes, bar check method and empirical formulas, permit to determine the sound velocity. Empirical formulas require physical and chemical parameters, such as depth (D), temperature (T), salinity (S), pressure (P). These parameters can be measured with different types of instruments. There are many different formulas available to calculate the sound velocity in water, and the most popular and accurate are Chen & Millero (1977) [22]-[25], Del Grosso (1974) [26]-[28], Mackenzie (1981) [29]-[31] and Medwin (1975) [32], [33].

2. SOUND VELOCITY DETERMINATION

The determination of the sound velocity in water can be obtained through direct or indirect measurements. Among the systems commonly used to measure the sound velocity in situ, we find the depth velocimeter, which directly measures the sound velocity for a high frequency wave transmitted over an accurately regulated distance. Among the systems commonly used to determine the sound velocity in indirect way, we find specific probes capable of measuring chemical-physical parameters of water as input data. For example, the bathythermograph or the XBT probe [34], [35] measures the water temperature only as a function of depth; to deduce the sound velocity, it is necessary to have the salinity data independently, so it is measured simultaneously by a conductivity meter, integrated in the same device.

The echo sounder is calibrated for water temperature and salinity, or directly to a known depth using the "Bar Check" method (measurement of the immersion depth of a metal bar or disc lowered below the transducer and suspended a graduated cable). This method consists in immersing under the echo sounder transducer, a plate with a square base of edge equal to 60 cm supported by a chain that has centimetre subdivisions. Dive depths are generally set at 5 m, 10 m, 15 m, 20 m [36]. Then you go to operate on the settings of the sound velocity in the water proceeding with the measurements until the correct depth value is obtained. This type of operation is repeated for the various control depths at least twice on each depth, and an arithmetic average is calculated on the obtained sound velocity values and set on the instrument. Some systems, however, use all the values read at the various depths. This method is conveniently carried out in shallow water with low currents, gives a mean velocity to the observed depth and simultaneously checks the calibration of the sounder [37].

When indirect measurements are carried out and chemical-physical parameters of water are available, the application of formulas that permit to calculate sound velocity is necessary. Different formulas are used depending on the depth values, i.e.:

1. Chen & Millero is only used for depths less than 1000 m;
2. Del Grosso is used only for depths greater than 1000 m;
3. Mackenzie for quick calculations in ocean waters up to 8000 m depth;
4. Medwin is used for quick calculations in ocean waters up to 1000 m depth [38].

A range of validity of physical and chemical parameters characterizes every empirical formula. Normally, depths are measured in meters, temperatures are measured in °C, salinity is measured in ppt (part for thousand) and pressure is measured in bar. A brief description of each formula is reported below.

The formula Chen & Millero is denominated as the international algorithm adopted by UNESCO; accurate models than others characterize it, and the equation is the following:

\[ c = C_w(T,P) + A(T,P)S + B(T,P)S^{3/2} + D(T,P)S^2, \]  

where

\[ C_w(T,P) = C_{00} + C_{01} T + C_{02} T^2 + C_{03} T^3 + C_{04} T^4 + C_{05} T^5 + (C_{10} + C_{11} T + C_{12} T^2 + C_{13} T^3 + C_{14} T^4)P + (C_{20} + C_{21} T + C_{22} T^2 + C_{23} T^3 + C_{24} T^4)P^2 + (C_{30} + C_{31} T + C_{32} T^2)P^3 \]  
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A(T, P) = A_{00} + A_{01} T + A_{02} T^2 + A_{03} T^3 + A_{04} T^4 +
(A_{10} + A_{11} T + A_{12} T^2 + A_{13} T^3 + A_{14} T^4) P +
(A_{20} + A_{21} T + A_{22} T^2 + A_{23} T^3 + A_{24} T^4) P^2 +
(A_{30} + A_{31} T + A_{32} T^2 + A_{33} T^3 + A_{34} T^4) P^3,
B(T, P) = B_{00} + B_{01} T + (B_{10} + B_{11} T) P,
D(T, P) = D_{00} + D_{10} P.

This formula is valid for temperature values included in the range
0 °C < T < 40 °C, salinity values included in the range
0 ppt < S < 40 ppt, and pressure values included in the range
0 bar < P < 1000 bar [39].

The coefficients in the equations are reported in Table 1.
The Del Grosso equation is used as an alternative to
UNESCO algorithm. The formula is the following:
c(S, T, P) = C_{000} + \Delta C_T + \Delta C_S + \Delta C_P + \Delta C_{STP},
where
\Delta C_T(T) = C_{T1} T + C_{T2} T^2 + C_{T3} T^3,
\Delta C_S(S) = C_{S1} S + C_{S2} S^2,
\Delta C_P(P) = C_{P1} P + C_{P2} P^2 + C_{P3} P^3,
\Delta C_{STP}(T, S, P) = C_{STP1} T P + C_{STP2} T^2 P + C_{STP3} T^3 P +
C_{STP4} T^2 S + C_{STP5} T S^2 + C_{STP6} T^2 S^2 +
C_{STP7} S^2 P + C_{STP8} S^2 P^2 + C_{STP9} S^2 P^3 + C_{STP10} S^2 P^4 +
\Delta C_{STP}(S, T, P) = C_{STP11} S^2 T + C_{STP12} S^2 T^2 +
C_{STP13} S^2 T^3.
The coefficient values are shown in Table 2.
This formula is valid for temperature values included in the range
0 °C < T < 30 °C, salinity values included in the range
30 ppt < S < 40 ppt, and pressure values included in the range
0 bar < P < 980.665 bar.

Unlike Chen & Millero and Del Grosso, Mackenzie uses depth
in the formula for velocity calculation. The formula is:
c(D, S, T) = 1449.92 + 4.67 T - 0.055 T^2 + 0.00029 T^3 +
(1.34 - 0.010 T)(S - 35) + 0.016 D.

This formula is valid for temperature values included in the range
2 °C < T < 30 °C, salinity values included in the range
25 ppt < S < 40 ppt, and depth values included in the range
0 m < D < 8000 m [38].

Medwin is the simplest formula, and it is given as:
c = 1449.2 + 4.67 T - 0.055 T^2 + 0.00029 T^3 +
(1.34 - 0.010 T)(S - 35) + 0.016 D.

This formula, instead, is valid for temperature values included in the range
0 °C < T < 35 °C, salinity values included in the range
0 ppt < S < 40 ppt and Depth values included in the range
0 m < D < 1000 m.

3. APPLICATIONS

3.1. Hydrographic data

The “Istituto Idrografico della Marina Militare Italiana (IIM)”
provided the data set for this work. The ship used for the survey
is the Nave Magnaghi, a hydro-oceanographic ship. The
hydrographic activity carried out by the Unit is concretized in the
realization of port, coastal and offshore surveys through sounding
operations, research of minimum depths and wrecks,
determination of the topography of the coastline and port works,
study of the nature of the seabed etc. The sampling point is
localized near the Ligurian coast named “Riviera di Levante” and
has the following coordinates referred to World Geodetic System
84 (WGS-84): p = 43°55′17″.53 N, λ = 9°40′55″.4 E
(Figure 1). This type of data set was obtained by using the "CTD
Idronaut-Ocean Seven 316 plus" probe which measures chemical-
physical parameters of water providing in output the values of
pressure, temperature, conductivity, salinity, depth and velocity.
Particularly, data are provided about every meter of depth, in
order to be able to determine the correct vertical profile of the
sound velocity. The analysed depths range from 0.99 m to 324.12 m,
the pressure values are provided by the probe in db (decibar),
the temperature in degrees Celsius (°C) and the salinity in parts
per thousand (ppt). As reported in the probe technical
specification document, pressure and Temperature are directed
measured as well as other parameters e. g. conductivity and pH.

Table 2. Coefficients of Del Grosso formula.

| C_{000} | 1402.392 |
| C_{T1} | 5.01E-00 |
| C_{T2} | -5.51E-02 |
| C_{T3} | 2.22E-04 |
| C_{T4} | 1.33E+00 |
| C_{T5} | 1.29E-04 |
| C_{P1} | 0.1560592 |
| C_{P2} | 2.45E-05 |
| C_{P3} | -8.83E-09 |
| C_{P4} | -1.28E-02 |
| C_{P5} | 6.35E-03 |
| C_{S1} | 2.66E-08 |
| C_{S2} | -1.59E-06 |
| C_{S3} | 5.22E-10 |
| C_{S4} | -4.38E-07 |
| C_{S5} | 1.62E-09 |
| C_{S6} | 9.69E-05 |
| C_{S7} | 4.86E-06 |
| C_{STP} | 3.41E-04 |

Table 1. Coefficients of Chen & Millero formula.

| A_{00} | 1.389 |
| B_{00} | -0.01922 |
| C_{STP} | 2.60E-08 |
| A_{01} | -0.01262 |
| B_{01} | -4.40E-05 |
| C_{0} | -2.50E-10 |
| A_{02} | 7.16E-05 |
| B_{02} | 7.36E-05 |
| C_{1} | 1.04E-12 |
| A_{03} | 2.01E-06 |
| B_{03} | 1.79E-07 |
| C_{2} | -9.80E-09 |
| A_{04} | -3.20E-08 |
| B_{04} | 1402.388 |
| C_{3} | 3.85E-10 |
| A_{05} | 9.47E-05 |
| B_{05} | 5.03E+01 |
| C_{4} | -2.40E-12 |
| A_{06} | -1.30E-05 |
| B_{06} | -0.05809 |
| C_{5} | 0.001727 |
| A_{07} | -6.50E-08 |
| B_{07} | 0.000334 |
| C_{6} | -8.00E-06 |
| A_{08} | 1.05E-08 |
| B_{08} | -1.50E-06 |
| C_{7} | 3.15E-09 |
| A_{09} | -2.00E-10 |
| B_{09} | 0.155363 |
| C_{8} | 0.00069 |
| A_{10} | 9.10E-09 |
| B_{10} | -8.20E-06 |
| C_{9} | 1.36E-07 |
| A_{11} | 7.99E-12 |
| B_{11} | 6.10E-10 |
| C_{10} | 3.13E-05 |
| A_{12} | 6.65E-12 |
| B_{12} | -1.70E-06 |
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Other parameters such as salinity and Water Density are obtained using specific algorithms available in literature [40]. The probe is characterized by the following accuracy values for direct measurements:
- 5.00E-04 bar for pressure;
- 2.00E-03 °C for temperature.

In consideration of the adopted approach of the indirect measurement of the salinity, the accuracy is better than 0.005 ppt.

3.2. Results

In this work, we proceeded with the calculation of the sound velocity in water using three of the formulas previously described (Del Grosso formula is not applicable because the analyzed depths are less than 1000 m). Table 3 shows a selection of data supplied by “IDRONAUT CTD” acquired at different depths along the investigated water column, as well as the relative sound velocity values $U_C$, $U_M$, $U_M$, calculated using respectively the UNESCO formula, the Medwin formula and the Mackenzie formula.

Table 3. A selection of values of pressure, temperature and salinity supplied by CTD probe and corresponding velocity of the sound in water calculated by using UNESCO, Medwin and Mackenzie formulas.

| P (bar) | D (m) | T (°C) | S (ppt) | $U_C$ (m/s) | $U_M$ (m/s) | $U_M$ (m/s) |
|---------|-------|--------|---------|-------------|-------------|-------------|
| 0.1     | 0.990 | 23.397 | 38.1408 | 1533.889    | 1533.924    | 1534.569    |
| 0.2     | 1.980 | 23.396 | 38.147  | 1533.910    | 1533.945    | 1534.591    |
| 0.3     | 2.980 | 23.398 | 38.151  | 1533.934    | 1533.968    | 1534.615    |
| 0.4     | 3.970 | 23.397 | 38.154  | 1533.953    | 1533.987    | 1534.635    |
| 0.5     | 4.960 | 23.398 | 38.156  | 1533.974    | 1534.006    | 1534.655    |
| 0.6     | 5.950 | 23.397 | 38.160  | 1533.994    | 1534.026    | 1534.676    |
| 0.7     | 6.940 | 23.389 | 38.163  | 1533.994    | 1534.024    | 1534.676    |
| 0.8     | 7.940 | 23.380 | 38.166  | 1533.990    | 1534.020    | 1534.672    |
| 0.9     | 8.930 | 23.369 | 38.171  | 1533.987    | 1534.016    | 1534.669    |
| 1       | 9.920 | 23.361 | 38.176  | 1533.988    | 1534.017    | 1534.671    |
| 5.1     | 50.580| 16.426 | 38.046  | 1515.445    | 1515.598    | 1515.984    |
| 10.1    | 100.170| 14.034 | 38.180  | 1508.991    | 1509.145    | 1509.458    |
| 20.2    | 200.280| 13.944 | 38.519  | 1510.773    | 1510.865    | 1511.252    |
| 32.7    | 324.120| 14.007 | 38.660  | 1513.210    | 1513.216    | 1513.672    |

Table 4 shows the statistics (Mean, Standard Deviation, Minimum and Maximum values) of sound velocity values supplied by the adopted formulas.

The sound velocity calculated with the UNESCO formula oscillates between a minimum equal to 1508.988 m/s and a maximum equal to 1533.994 m/s, with an average value equal to 1513.543 m/s. The velocity calculated with the Medwin formula oscillates between a minimum equal to 1509.142 m/s and a maximum equal to 1534.026 m/s, with an average value equal to 1514.043 m/s. Finally, the sound velocity calculated with the Mackenzie formula oscillates between a minimum equal to 1509.455 m/s and a maximum equal to 1534.676 m/s, with an average value equal to 1514.043 m/s.

In the Table 5, the statistical values of the residuals produced by the comparison between the adopted formulas are reported.

Once the sound velocity was calculated, a systematic error was introduced in each chemical-physical parameter of the water, i.e. temperature, salinity, pressure and depth, in order to evaluate the impact on the determination of the sound velocity. By systematic error we mean, in this case, an incorrect sampling of the parameters in question, simulating probe or human errors during the measurement. The introduced errors are: 0.1, 0.5 and 1 °C.

Table 4. Statistics of sound velocity values supplied by the adopted formulas.

|          | $U_C$ (m/s) | $U_M$ (m/s) | $U_M$ (m/s) |
|----------|-------------|-------------|-------------|
| Mean     | 1513.543    | 1513.636    | 1514.043    |
| St. Dev. | 6.686       | 6.666       | 6.747       |
| Min      | 1508.988    | 1509.142    | 1509.455    |
| Max      | 1533.994    | 1534.026    | 1534.676    |

Table 5. Statistical values of the residuals produced by the comparison between the adopted formulas.

|          | $C_M - U_M$ (m/s) | $C_M - U_C$ (m/s) | $C_M - U_M$ (m/s) |
|----------|------------------|------------------|------------------|
| Mean     | 0.094            | 0.501            | 0.407            |
| St. Dev. | 0.050            | 0.063            | 0.087            |
| RMSE     | 0.106            | 0.505            | 0.416            |
| Min      | 0.006            | 0.462            | 0.312            |
| Max      | 0.165            | 0.694            | 0.666            |
Table 6. Statistical values of the residuals produced by systematic errors for the temperature (0.1-0.5-1°C) introduced in the adopted formulas.

| Parameter | Mean | St. Dev. | RMSE | Min | Max |
|-----------|------|----------|------|-----|-----|
| Δc (m/s) (0.1 °C) | 0.311 | 0.020 | 0.312 | 0.249 | 0.321 |
| Δc (m/s) (0.1 °C) | 0.310 | 0.021 | 0.311 | 0.247 | 0.320 |
| Δc (m/s) (0.1 °C) | 0.315 | 0.021 | 0.315 | 0.250 | 0.325 |
| Δc (m/s) (0.5 °C) | 1.549 | 0.102 | 1.553 | 1.239 | 1.597 |
| Δc (m/s) (0.5 °C) | 1.542 | 0.104 | 1.546 | 1.227 | 1.591 |
| Δc (m/s) (1 °C) | 1.565 | 0.107 | 1.569 | 1.240 | 1.616 |
| Δc (m/s) (1 °C) | 3.079 | 0.203 | 3.085 | 2.461 | 3.174 |
| Δc (m/s) (1 °C) | 3.063 | 0.207 | 3.070 | 2.437 | 3.161 |
| Δc (m/s) (1 °C) | 3.110 | 0.213 | 3.117 | 2.463 | 3.210 |

Table 7. Statistical values of the residuals produced by systematic errors for the salinity (0.1-0.5-1 ppt) introduced in the adopted formulas.

| Parameter | Mean | St. Dev. | RMSE | Min | Max |
|-----------|------|----------|------|-----|-----|
| Δc (m/s) (0.1 ppt) | 0.117 | 0.002 | 0.117 | 0.109 | 0.118 |
| Δc (m/s) (0.1 ppt) | 0.119 | 0.003 | 0.119 | 0.111 | 0.120 |
| Δc (m/s) (0.1 ppt) | 0.133 | 0.000 | 0.133 | 0.133 | 0.133 |
| Δc (m/s) (0.5 ppt) | 0.584 | 0.012 | 0.584 | 0.547 | 0.590 |
| Δc (m/s) (0.5 ppt) | 0.594 | 0.013 | 0.594 | 0.553 | 0.600 |
| Δc (m/s) (0.5 ppt) | 0.664 | 0.000 | 0.664 | 0.664 | 0.664 |
| Δc (m/s) (1 ppt) | 1.169 | 0.025 | 1.169 | 1.094 | 1.181 |
| Δc (m/s) (1 ppt) | 1.188 | 0.027 | 1.189 | 1.106 | 1.201 |
| Δc (m/s) (1 ppt) | 1.328 | 0.000 | 1.328 | 1.328 | 1.328 |

Table 8. Statistical values of the residuals produced by systematic errors for the pressure (0.1-0.5-1 bar) introduced in the adopted formulas.

| Parameter | Mean | St. Dev. | RMSE | Min | Max |
|-----------|------|----------|------|-----|-----|
| Δc (m/s) (0.1 bar) | 0.017 | 0.000 | 0.017 | 0.017 | 0.017 |
| Δc (m/s) (0.1 bar) | 0.017 | 0.000 | 0.017 | 0.017 | 0.017 |
| Δc (m/s) (0.5 bar) | 0.083 | 0.000 | 0.083 | 0.083 | 0.083 |
| Δc (m/s) (0.5 bar) | 0.083 | 0.000 | 0.083 | 0.083 | 0.083 |
| Δc (m/s) (1 bar) | 0.166 | 0.001 | 0.166 | 0.166 | 0.167 |
| Δc (m/s) (1 bar) | 0.166 | 0.001 | 0.166 | 0.166 | 0.167 |
| Δc (m/s) (1 bar) | 0.166 | 0.001 | 0.166 | 0.166 | 0.167 |

Table 9. Statistical values of the residuals produced by systematic errors for the depth (0.1-0.5-1 m) introduced in the adopted formulas.

| Parameter | Mean | St. Dev. | RMSE | Min | Max |
|-----------|------|----------|------|-----|-----|
| Δc (m/s) (0.1 m) | 0.002 | 0.000 | 0.002 | 0.002 | 0.002 |
| Δc (m/s) (0.1 m) | 0.002 | 0.000 | 0.002 | 0.002 | 0.002 |
| Δc (m/s) (0.5 m) | 0.008 | 0.000 | 0.008 | 0.008 | 0.008 |
| Δc (m/s) (0.5 m) | 0.008 | 0.000 | 0.008 | 0.008 | 0.008 |
| Δc (m/s) (1 m) | 0.016 | 0.000 | 0.016 | 0.016 | 0.016 |
| Δc (m/s) (1 m) | 0.016 | 0.000 | 0.016 | 0.016 | 0.016 |

Table 10. Statistical values of the residuals produced by combination of systematic errors for temperature and salinity (0.1 °C-0.1 ppt, 0.5 °C-0.5 ppt, 1 °C-1 ppt), introduced in the adopted formulas.

| Parameter | Mean | St. Dev. | RMSE | Min | Max |
|-----------|------|----------|------|-----|-----|
| Δc (m/s) (0.1 °C-0.1 ppt) | 0.428 | 0.023 | 0.429 | 0.358 | 0.439 |
| Δc (m/s) (0.1 °C-0.1 ppt) | 0.429 | 0.024 | 0.429 | 0.357 | 0.440 |
| Δc (m/s) (0.1 °C-0.1 ppt) | 0.447 | 0.021 | 0.448 | 0.382 | 0.458 |
| Δc (m/s) (0.5 °C-0.5 ppt) | 2.131 | 0.114 | 2.134 | 1.784 | 2.185 |
| Δc (m/s) (0.5 °C-0.5 ppt) | 2.134 | 0.117 | 2.137 | 1.777 | 2.189 |
| Δc (m/s) (0.5 °C-0.5 ppt) | 2.229 | 0.107 | 2.232 | 1.904 | 2.280 |
| Δc (m/s) (1 °C-1 ppt) | 4.237 | 0.227 | 4.244 | 3.547 | 4.344 |
| Δc (m/s) (1 °C-1 ppt) | 4.242 | 0.233 | 4.248 | 3.533 | 4.352 |
| Δc (m/s) (1 °C-1 ppt) | 4.437 | 0.213 | 4.442 | 3.790 | 4.538 |

Table 11 shows the RMSE values of the differences between the known and the calculated depths by using different sound combination of the systematic errors on temperature and salinity. The results of this calculation are shown in the table 10.

In the end, the estimate of the errors on the depths was calculated. To provide the reader with an idea of this error dimension, average values of sound velocity in water were taken, calculated using the three formulas, every 100 m, 200 m and a single average value over the entire column of water, both with and without systematic errors.

Figure 2 shows the variability of the sound velocity in the case of UNESCO formula application, when we introduced systematic errors on temperature (0.5 °C), salinity (0.5 ppt) and both (0.5 °C-0.5 ppt).

Table 11 shows the RMSE values of the differences between the
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velocity values, those obtained from different approaches, i.e. using UNESCO formula (RMSEu), Medwin formula (RMSEMa) and Mackenzie formula (RMSEMa), averaging the sound velocity values on sections (100 m) or on the entire water column, injecting errors in temperature (0.1-0.5-1 °C), salinity (0.1-0.5-1 ppt) or both.

3.3. Discussions

The results highlight how the values of sound velocity in water obtained by means of the three formulas are like each other. In particular, as reported in Table 5, it is possible to see how the UNESCO formula and the Medwin formula are very similar to each other, as they show a very small RMSE, while the Mackenzie formula, compared to the other two, approximates how the sound velocity values differently in the same conditions.

From the results shown in the previous tables, temperature and salinity are the parameters that have the greatest effect on the determination of the sound velocity in water. In fact, the introduction of systematic errors on them produces impacts greater than depth and pressure. As regards the temperature, the parameter that has the greatest influence compared to the others, there is an increase in the RMSE value, in particular with the presence of an error of 1 °C, an RMSE equal to 3.088 m/s is obtained, as shown in Table 6. These results are approximately similar for all formulas. For salinity, another parameter with strong influence, as shown in Table 7, we can see that the results obtained by using the UNESCO formula and the Medwin formula are very similar, while regarding the Mackenzie formula, we can see how an important variation of the velocity values is obtained, but this remains constant along the water column. This result is highlighted by the standard deviation values.

For the pressure and the depth, the situation is the opposite, as they are the parameters that have minor effects on the determination of the velocity, in fact the impact produced by the introduction of systematic errors can be considered almost negligible. For pressure, we have an RMSE much smaller compared to the one seen previously. It can be noted that even with the presence of a systematic error equal to 1 bar, the RMSE is almost negligible, showing a value of 0.16 m/s as shown in Table 8. Finally, for the depth, as shown in Table 9, we get the smallest values of RMSE. Also for these two parameters, the formulas show similar values.

In the case of the worst combination generated by the simultaneous introduction of systematic errors on temperature and salinity, Table 10 shows very important results. The incorrect determination of these parameters, combined with each other, leads to an RMSE ranging from 0.428 m/s (for a systematic error of 0.1 °C - 0.1 ppt) up to 4.248 m/s (for a systematic error of 1 °C - 1 ppt). Also in this case, the values obtained by the formulas of UNESCO and Medwin are similar, while the Mackenzie formula shows a slight increase in the obtained values.

In the end, Table 11 shows the RMSE values for the depth associated with the resulting velocity values. In particular, it can be noted that, as more velocity values are taken along the water column, the RMSE value tends to decrease. In fact, for a single velocity value over the entire water column, an RMSE equal to 0.260 m is obtained, while for velocity values taken every 100 m, an RMSE equal to 0.110 m is obtained. We can also note that a systematic error on velocity naturally leads to an error on depth, even taking multiple velocity values along the water column, generating an RMSE equal to 0.560 m in the worst possible case, i.e. with the presence of a systematic error on both temperature and salinity.

4. Conclusions

Bathymetric surveys are typically carried out using techniques that exploit the propagation of acoustic waves in water. Therefore, the correct determination of the sound velocity in water is of fundamental importance. It was found that an error on the chemical-physical parameters of the water (temperature, pressure, salinity, depth) due to an inaccurate instrument calibration, or, rather, to the use of a wrong model for one of them, can impact significantly on sound velocity determination. In particular, this article provides a measurement of the errors that can be produced.

For our application, the formulas of UNESCO, Medwin and Mackenzie have been taken into consideration and systematic errors on the four parameters have been simulated. The inaccuracy of temperature and salinity measurements produces the greatest effects. Particularly, the results remark that the sound velocity is very sensitive to the variation of the temperature.

An error on the determination of the sound velocity in water leads to a non-negligible error on the depth. It has been seen that using a single sound velocity value over the entire water column, affected by a combination of systematic errors for temperature and salinity, generates errors that can reach about 0.5 m. Of course, taking more different velocity values as reference along the water column allows you to determine the depth of the bottom more accurately, but even in this case, you risk having non negligible errors.

It is possible to conclude that the sound velocity in water represents a very important parameter in bathymetric surveys, and therefore it must necessarily be determined with the highest possible accuracy. Our experiments do not permit to evaluate the best method for indirect measurement of sound in water: the

| Velocity values taken on:       | RMSEu (m) | RMSEMa (m) | RMSEMa (m) |
|---------------------------------|-----------|------------|------------|
| Entire water column            | 0.260     | 0.250      | 0.263      |
| Every 100 m                    | 0.111     | 0.107      | 0.121      |
| Entire water column (0.1 °C)   | 0.246     | 0.236      | 0.243      |
| Entire water column (0.5 °C)   | 0.245     | 0.243      | 0.248      |
| Entire water column (1 °C)     | 0.353     | 0.356      | 0.360      |
| Every 100 m (0.1 °C)           | 0.116     | 0.116      | 0.128      |
| Every 100 m (0.5 °C)           | 0.216     | 0.224      | 0.229      |
| Every 100 m (1°C)              | 0.388     | 0.397      | 0.401      |
| Entire water column (0.1 ppt)  | 0.254     | 0.244      | 0.251      |
| Entire water column (0.5 ppt)  | 0.237     | 0.229      | 0.234      |
| Entire water column (1 ppt)    | 0.235     | 0.231      | 0.239      |
| Every 100 m (0.1 ppt)          | 0.111     | 0.109      | 0.123      |
| Every 100 m (0.5 ppt)          | 0.130     | 0.134      | 0.148      |
| Every 100 m (1 ppt)            | 0.178     | 0.188      | 0.207      |
| Entire water column (0.1 °C-0.1 ppt) | 0.241 | 0.233      | 0.239      |
| Entire water column (0.5 °C-0.5 ppt) | 0.276 | 0.277      | 0.286      |
| Entire water column (1 °C-1 ppt) | 0.470 | 0.477      | 0.497      |
| Every 100 m (0.1 °C-0.1 ppt)   | 0.121     | 0.123      | 0.134      |
| Every 100 m (0.5 °C-0.5 ppt)   | 0.279     | 0.290      | 0.302      |
| Every 100 m (1°C-1 ppt)        | 0.526     | 0.538      | 0.560      |
paper highlights the impact of inaccurate determination of temperature, pressure and salinity on the bathymetric survey results. Extremely precise probes for direct measurement now available are to prefer to improve the depth determination.
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