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Abstract

Since the pre-trained language models are widely used, retrieval-based open-domain dialog systems, have attracted considerable attention from researchers recently. Most of the previous works select a suitable response only according to the matching degree between the query and each individual candidate response. Although good performance has been achieved, these recent works ignore the comparison among the candidate responses, which could provide rich information for selecting the most appropriate response. Intuitively, better decisions could be made when the models can get access to the comparison information among all the candidate responses. In order to leverage the comparison information among the candidate responses, in this paper, we propose a novel and plug-in Self-attention Comparison Module for retrieval-based open-domain dialog systems, called SCM. Extensive experiment results demonstrate that our proposed self-attention comparison module effectively boosts the performance of the existing retrieval-based open-domain dialog systems. Besides, we have publicly released our source codes for future research¹.

1 Introduction

Building a intelligent chatbot, or open-domain dialog system that can talk with human naturally is a very important task of the natural language process. In terms of implementation, existing open-domain dialog systems can be divided into two categories: generative and retrieval-based. In this paper, we only focus on the retrieval-based open-domain dialog systems. By pre-training large scale language models, e.g. BERT (Devlin et al., 2019), on vast corpus and subsequently fine-tuning these models on downstream corpus, recently, researchers have achieved state-of-the-art results in retrieval-based open-domain dialog systems (Humeau et al., 2020; Tahami et al., 2020; Gu et al., 2020).

The existing state-of-the-art retrieval-based open-domain dialog systems calculate the matching degrees between one given conversation context and multiple candidate responses, and select the response that have the highest matching degree with the context. Although great progress has been made, the existing works ignore the comparison information among the candidate responses, which could provide rich information for selecting the most appropriate response. Intuitively, the model can make better decisions as long as it can get access to all of the candidate responses information, especially the comparison information among them.

In order to leverage the rich comparison information among the candidate responses, in this paper, we propose a novel and plug-in Self-attention Comparison Module for the retrieval-based open-domain dialog systems, called SCM. Specifically, we first separately concatenate the representation of the given conversation context and multiple candidate representations, and use a transformer encoder (Vaswani et al., 2017) to obtain the comparison information among the existing retrieval-based open-domain dialog systems. Besides, we have publicly released our source codes for future research¹.

¹https://github.com/xxx/xxx
as follows:

- To our best knowledge, we are the first one to leverage the rich comparison information among candidate responses to boost the performance on retrieval-based open-domain dialog systems.

- We propose a novel and plug-in self-attention comparison module to effectively leverage the rich comparison information, which contains three important submodules.

- Extensive experiment results prove the effectiveness of our proposed SCM module, and our source codes have been publicly released for future research.

2 Related Work

2.1 Retrieval-based Open-domain Dialog Systems

Retrieval-based open-domain dialog systems, or response selection task, is a very important technique in the open-domain dialog systems. Compared with the generative open-domain dialog system, retrieval-based open-domain dialog system is very easy to implement, and could select more diverse and fluent responses from the pre-constructed corpus, which is very popular in real application scenarios.

Over the past few years, retrieval-based open-domain dialog systems have been greatly developed and a large number of classical and powerful modeling methods have been proposed (Wu et al., 2017; Zhang et al., 2018; Zhou et al., 2018; Tao et al., 2019b; Gu et al., 2019; Tao et al., 2019a; Yuan et al., 2019). Especially with the help of the large scale pre-trained language model, e.g. BERT (Devlin et al., 2019), the retrieval-based open-domain dialog systems achieve the state-of-the-art results. So far, there are two kinds of approaches to leverage the pre-trained language models in retrieval-based open-domain dialog systems (Humeau et al., 2020; Tahami et al., 2020): (1) cross-encoder: cross-encoder (Whang et al., 2019; Gu et al., 2020) performs full (cross) self-attention over the concatenation of one given context and each candidate response. (2) bi-encoder: bi-encoder (Humeau et al., 2020; Tahami et al., 2020; Henderson et al., 2020) first uses pre-trained language models to obtain the semantic representations of one given conversation context and multiple candidate responses separately. Then the matching degree are obtained by calculating the dot production between one context representation and candidate representations. In this paper, we only focus on the bi-encoder models, the reason are shown as follows. For cross-encoders in the comparison settings, one given conversation context should be concatenated with all of the multiple candidate responses. For example, 16 candidate responses (1 positive response and 15 negative responses) leads to 16 times increase in the size of training dataset, which is very hard to train for pre-trained language model. However, for bi-encoders, in-batch negatives approach (Mazaré et al., 2018; Humeau et al., 2020) allows for much faster and effective training in comparison settings.

In this paper, we choose two state-of-the-art bi-encoder models, bi-encoder and poly-encoder (Humeau et al., 2020) as the backbone of our retrieval-based open-domain dialog systems, and our proposed self-attention comparison module is added on them to boost the performance further.

2.2 Transformer Architecture

Transformer model (Vaswani et al., 2017) has been proved to be a very effective architecture to process sequential data, for example, the natural language. The transformer model consists of multiple blocks, and calculation flow of each block is shown as follows:

\[
\begin{align*}
y &= \text{MultiHead}(x, x, x) \\
y &= \text{LayerNorm}(x, y) \\
z &= \text{FFN}(y) \\
z &= \text{LayerNorm}(y, z)
\end{align*}
\]

where \(x \in \mathbb{R}^{m \times d}\) is the input tensor (\(d = 768\) BERT embedding size, \(m\) is the length of the sequence), \(\text{FFN}\) is a fully connected feed-forward network, and \(\text{LayerNorm}\) is the layer normalization mechanism (Ba et al., 2016). The details of the multi-head self-attention \(\text{MultiHead}\) are:

\[
\begin{align*}
\text{Attention}(Q, K, V) &= \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V \\
h_i &= \text{Attention}(Q W^Q_i, KW^K_i, V W^V_i) \\
\text{MultiHead}(Q, K, V) &= [h_1, h_2, ..., h_k] W^O
\end{align*}
\]

where \(k\) is the number of the heads, and \(W^O, W^Q, W^K, W^V\) is the parameters of the transformer block. \([\cdot;\cdot]\) denotes the concatenation operator.
For other natural language process task, the input tensor $x$ is usually the sequence that contains many token embeddings. But in our proposed SCM model, the input tensor $x$ is a group of $m$ candidate response representations.

### 2.3 Candidate Comparison

To the best of our knowledge, the comparison information is first implemented in multi-choice reading comprehension task (MRC) (Ran et al., 2019; Zhang et al., 2020), which requests to choose the right answer from a set of candidate options according to given passage and question. However, there are two important differences between their methods and ours: (1) In most of MRC corpus, there are very few candidate options according to the given passage and question (Zhang et al., 2020), for example four options in RACE corpus (Lai et al., 2017). In the retrieval-based open-domain dialog systems, there are typically hundreds candidate responses, and it is much more complex for retrieval-based open-domain dialog systems to leverage the comparison information; (2) The model they proposed to leverage the comparison information is very complex to implement. In this paper, we use the popular transformer architecture (Vaswani et al., 2017) to model the comparison information, which is very easy and effective.

### 3 Task Formulation

Given one conversation context $c$ as the query and $m$ candidate responses $\{r_i\}_{i=1}^m$, the retrieval-based open-domain dialog system should select one candidate $r_j$ as the final response, which has the highest matching degree with $c$.

### 4 Methods

The overview of our proposed retrieval-based open-domain dialog system that leverages the comparison information is shown in Figure 1. Our proposed model contains three modules: (1) Semantic representation module: it leverages the BERT model as the backbone to obtain the semantic representations of utterances (conversation context and candidate responses), which is the same as the previous works (Whang et al., 2019; Humeau et al., 2020; Tahami et al., 2020); (2) Self-attention comparison module: it contains three submodules to model rich comparison information among candidate response representations: (a) context-aware representations; (b) candidate comparison; (c) gated mechanism. In Section 4.2, we will describe these three submodules in details; (3) Response selection: it use the context representation and candidate response representations that contains rich comparison information to compute the matching degree, and select the most appropriate candidate as the final response.

#### 4.1 Semantic Representation Module

In this paper, we use two BERT (Devlin et al., 2019) models to obtain the conversation context representation and the candidate response representations separately. Each BERT model has 12 layers, 12 attention heads, and a hidden size of 768. The semantic representations can be obtained by:

\[
\begin{align*}
    u_c &= \text{BERT}_{\text{context}}(c) \\
    u_{r_i} &= \text{BERT}_{\text{response}}(r_i), i \in \{1, 2, ..., m\} 
\end{align*}
\]

where $u_c, u_{r_i} \in \mathbb{R}^{768}$ is the semantic representations of conversation context and candidate responses $i$. $m$ is the number of the candidate responses. BERT$_{\text{context}}$ and BERT$_{\text{response}}$ are two BERT-base-chinese model (Devlin et al., 2019). It should be noted that these two BERT models parameters will be optimized separately during the training procedure.

#### 4.2 Self-attention Comparison Module (SCM)

After obtaining the representations $u_c$ and $\{u_{r_i}\}_{i=1}^m$ by semantic representation module, we leverage the novel, easy, plug-in, and effective self-attention comparison module to model the comparison among the candidate response representations, which has the following three submodules.

**Context-aware Representations:** First of all, before comparing the candidate responses, the conversation context $u_c$ must be considered. Without considering the conversation context, the comparison information doesn’t make sense. In this paper, the context-aware representations are constructed by the following steps:

\[
\begin{align*}
    U_i &= [u_c, u_{r_i}] \in \mathbb{R}^{768 \times 2} \\
    H_i &= \tanh(\text{FFN}(U_i)), H_i \in \mathbb{R}^{768} 
\end{align*}
\]

where $\{H_i\}_{i=1}^m \in \mathbb{R}^{m \times 768}$ is the context-aware representations, and $[\cdot;\cdot]$ denotes concatenation operator. $m$ is the number of the candidate responses. FFN is a fully connected network which squeezes the size of the representations from $768 \times 2$ to 768.
Candidate Comparison: Then, we leverage the popular transformer model (Vaswani et al., 2017) that has multiple layers to process context-aware representations \( \{H_i\}_{i=1}^m \in \mathcal{R}^{m \times 768} \), and obtain the comparison information among all the candidate responses. The computation procedure is already shown in formula (1), and \( \{H_i\}_{i=1}^m \in \mathcal{R}^{m \times 768} \) is the input tensor \( x \). With the help of the multi-head self-attention mechanism in the transformer model, each candidate response can receive the representations from other candidate responses, and capture the difference among them effectively and elegantly. After the processing by the self-attention comparison module, The comparison information \( \{O_i\}_{i=1}^m \in \mathcal{R}^{m \times 768} \) is obtained.

Gated Mechanism: Although \( \{O_i\} \in \mathcal{R}^{m \times 768} \) is already a good representations of candidate responses, it may lose some important information that is in the original representation of each candidate. In order to effectively combine the original representations and the comparison information, we employ the gated mechanism (Hochreiter and Schmidhuber, 1997):

\[
o_i = [u_c | u_c | O_i], o_i \in \mathcal{R}^{768 \times 3}
g_i = \text{sigmoid}(\text{FFN}(o_i)), g_i \in \mathcal{R}^{768}
f_i = \text{LayerNorm}(g_i \ast u_{r_i} + (1 - g_i) \ast O_i)
\]

where FFN is the fully connected network that squeezes the size of \( o_i \) from \( 768 \times 3 \) to 768. \( g_i \) is a gate unit, which learns to save the important information of the original representations and comparison information. \( \ast \) is the element-wise product operator. Finally, \( \{f_i\}_{i=1}^m \in \mathcal{R}^{m \times 768} \) are obtained, which contains both candidate response representations and the comparison information among them.

4.3 Response Selection

So far, we already have the context representations \( u_c \in \mathcal{R}^{768} \) and the candidate representations \( \{f_i\}_{i=1}^m \in \mathcal{R}^{m \times 768} \). Then, the matching degrees can be obtained by calculating the dot production \( \{\text{degree}_i\}_{i=1}^m = \{f_i\}_{i=1}^m \cdot u_c \in \mathcal{R}^m \). During training, we minimize the cross-entropy loss:

\[
\text{loss} = - \sum_{i=1}^{m} \text{prob}_i \log(p_i)
\]

(6)

where \( m \) is the number of the candidate responses, and \( p_i \) is the label of the candidate response \( i \). If \( i \)-th candidate response is the ground-truth response, \( p_i = 1 \), otherwise, \( p_i = 0 \). During inference, the candidate response \( i \) that has the highest \( \text{degree}_i \) will be sampled as the final response to the given conversation context \( c \).
5 Experiments

5.1 Datasets

We test our proposed model on two widely used multi-turn response selection datasets, the E-Commerce Corpus (Zhang et al., 2018) and Douban Corpus (Wu et al., 2017), and one open-domain dialog dataset Zh50w\(^2\). Data statistics are in Table 1.

| Data statistics | Douban | E-Commerce | Zh50w |
|-----------------|-------|------------|-------|
| Sessions number | 0.5M  | 667        | 1K    |
| Avg turns per context | 7.09  | 7.23      | 6.51  |
| Avg words per utterance | 24.73 | 26.59     | 11.37 |

Table 1: Data statistics of Douban, E-Commerce, Zh50w Corpus.

Douban Corpus contains dyadic dialogs crawled from the Douban group\(^3\), which is a popular social networking service in China. It should be noted that each conversation context in Douban Corpus test dataset may have multiple ground-truths, and we ignore these cases in this paper, which squeezes the test dataset size from 1000 to 667.

E-Commerce Corpus is collected from real world conversations between customers and customer service staff from Taobao\(^4\), the largest e-commerce platform in China.

Zh50w Corpus is a chinese open-domain dialog corpus between two persons. Compared with Douban Corpus and E-Commerce Corpus, the conversations in Zh50w Cropus are more casual. It should be noted that the negative samples in test dataset of Zh50w Corpus are retrieved from Elasticsearch\(^5\) index set, which is the same as the Douban Corpus.

It should be noted that, for Douban Corpus and E-Commerce Corpus train datasets, there are one positive and one negative sample for each conversation context. But in this paper, we select the bi-encoder instead of the cross-encoder as our base model, which treats responses in the same batch as the negative samples (Humeau et al., 2020), and doesn’t need the negative samples in the original train dataset. So the size of E-Commerce and Douban Corpus train datasets are squeezed from 1M to 0.5M.

5.2 Evaluation Metrics

Following the previous works (Zhang et al., 2018; Zhou et al., 2018; Tao et al., 2019b; Gu et al., 2019; Tao et al., 2019a; Humeau et al., 2020), we employ recall at position k in \(m = 10\) candidates \(R_n(\hat{k})\) and MRR (Mean Reciprocal Rank) as the evaluation metrics. It should be noted that we also conduct the extended experiments on these datasets, which is closer to the real scene settings. In the extended experiments, each conversation context have more candidate responses in test dataset \((m\) is larger than 10, and \(n\) is 50, 100, 150, 200, 250, 300).

5.3 Parameters Settings

All the models in this paper was implemented by PyTorch (Paszke et al., 2017). We use the transformers toolkit (Wolf et al., 2019) to construct the BERT model, and the BERT-base-chinese model parameter is used because the datasets are chinese. The apex toolkit\(^6\) is used to speed up. More parameters can be found in Table 2.

| Param | Value | Param | Value |
|-------|-------|-------|-------|
| BERT learning ratio | 5e-5  | BERT embedding size | 768 |
| gradient clip | 1.0  | epoch | 5 |
| batch size | 16  | random seed | 50 |
| dropout ratio | 0.1  | warmup step ratio | 0.1 |
| Poly\(_{m}\) | 16  | max utterance length | 256 |
| SCM encoder layer | 4  | SCM head number | 8 |
| SCM dim ffd | 512 | SCM learning ratio | 5e-4 |

Table 2: Parameters in this paper.

It should be noted that, for bi-encoder models, the bigger batch size (bigger negative samples) is used, the better performance can be achieved. In this paper, due to the memory size limitation of our devices, we select the batch size 16.

5.4 Models

We select two state-of-the-art bi-encoder models (Humeau et al., 2020): bi-encoder and poly-encoder models, as the base models. As shown in Figure 1, the bi-encoder and poly-encoder models only have the context bert encoder, response bert encoder, and the response selection module. Then we add our proposed self-attention comparison module (SCM module) on these two

---

\(^2\)https://github.com/yangjianxin1/GPT2-chitchat
\(^3\)https://www.douban.com/group
\(^4\)https://www.taobao.com
\(^5\)https://github.com/elasticsearch
\(^6\)https://github.com/NVIDIA/apex
base models, which have three important submodules: (1) context-aware representation; (2) candidate comparison; (3) gated mechanism, denotes as bi-encoder+SCM and poly-encoder+SCM.

Besides, we also conduct the ablation study to analyze the contributions of two submodules in our proposed SCM module: (1) context-aware representation; (2) gated mechanism. Specifically, we first remove each submodule in poly-encoder+SCM model, which leads to two new models: (1) poly-encoder+SCM-\{context-aware\}; (2) poly-encoder+SCM-gated. Then their performances are measured on three datasets. It should be noted that we don’t remove the candidate comparison submodule, the reasons are as follows: (1) The candidate comparison is the core module in our proposed SCM module, and it doesn’t make sense to remove this submodule; (2) The candidate comparison is between the other two submodules. After removing this submodule, the context-aware representations will be directly fed into the gated mechanism, which is unreasonable.

5.5 Results

5.5.1 Overall Comparison

Table 3 shows the overall comparison among all the compared models on three popular response selection corpus. Referring to the results in Table 3, our proposed SCM module significantly boosts the performance of these two state-of-the-art retrieval-based open-domain dialog models, which proves the effectiveness of SCM module. It can be found that bi-encoder+SCM and poly-encoder+SCM achieve more than 3% average absolute improvement on $R_{10}@1$ compared with with bi-encoder and poly-encoder models, which demonstrate that our proposed SCM module could effectively boost the performance.

5.5.2 Extended Experiments

In E-Commerce, Douban, Zh50w Corpus, there are only 10 candidates (1 positive and 9 negative) for a given conversation context. But in real scenarios, hundreds candidate responses are very usual. Intuitively, more candidate responses could provide lots of noises, and a large number of candidate responses information will easily drown out valuable information, which may bring great difficulties to our proposed SCM module. So whether our proposed model is still better than the base models on real scenarios still remains questionable. In order to answer this question, in this subsection, we extend more candidate responses for one given conversation context to make the test dataset more difficult, which is very close to the real scenarios. Specifically, first of all, we save all the utterances in each corpus into the pre-constructed database. Then, the mature toolkit Elasticsearch\(^7\) is used to retrieve lots of coherent utterances from the pre-constructed database, which will be treated as the extended negative samples.

In this paper, we separately test 50, 100, 150, 200, 250, 300 candidate responses for one given conversation context. As shown in Table 4, we can make the following conclusions:

- Though there are more candidate responses for one given conversation context, our proposed SCM module still boosts the performance further in most cases. Even when the number of the candidate responses is extreme, our proposed model still outperforms the corresponding base model, which proves the robustness of SCM module.

- It can be found that, in some cases, our proposed model is slightly worse than its corresponding base model on $R_x@1$ and $R_x@2$ metric. After serious analysis, we think the reason is that, the elasticsearch toolkit retrieves some very good candidate responses from the pre-constructed database as the extended samples. Referring to the results on $R_x@5$, $R_x@10$, and MRR metric, even there are some good responses in the candidate set, our proposed model can still improve ranking of the ground-truth significantly, which is very important in real scene.

5.5.3 Adversarial Experiment

Previous work (Whang et al., 2020) shows that, BERT-based models tends to give higher probability score to the response which is more semantically related to the context rather than consistent response. Following the previous work, we conduct the adversarial experiment to investigate whether these models are trained properly. Specifically, for one test sample that contains 1 conversation context, 1 ground-truth response, and 9 negative responses, we replace one of the negative responses with an adversarial response that is randomly extracted from the conversation context, and we could

\(^7\)https://github.com/elastic/elasticsearch
Table 3: The overall comparison on E-Commerce, Douban, and Zh50w Corpus test datasets (10 candidate responses).

| Models                  | E-Commerce Corpus | Douban Corpus | Zh50w Corpus |
|-------------------------|-------------------|---------------|--------------|
|                         | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ |
| bi-encoder              | 0.483    | 0.462    | 0.442    | 0.408    | 0.1073  | 0.1499  | 0.1923  | 0.138  | 0.0736  | 0.1358  | 0.1838  | 0.1354  |
| bi-encoder+SCM          | 0.501    | 0.535    | 0.547    | 0.624    | 0.3335  | 0.3864  | 0.4594  | 0.345  | 0.2554  | 0.3379  | 0.4109  | 0.3472  |
| poly-encoder            | 0.529    | 0.621    | 0.743    | 0.855    | 0.3583  | 0.3853  | 0.4517  | 0.293  | 0.2802  | 0.3292  | 0.3175  | 0.2715  |
| poly-encoder+SCM        | 0.543    | 0.661    | 0.789    | 0.961    | 0.3583  | 0.3853  | 0.4517  | 0.293  | 0.2802  | 0.3292  | 0.3175  | 0.2715  |

Table 4: The extended experiment on E-Commerce, Douban, and Zh50w Corpus test datasets (50, 100, 150, 200, 250, 300 candidate responses).

| Models                  | E-Commerce Corpus | Douban Corpus | Zh50w Corpus |
|-------------------------|-------------------|---------------|--------------|
|                         | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ |
| bi-encoder              | 0.483    | 0.462    | 0.442    | 0.408    | 0.1073  | 0.1499  | 0.1923  | 0.138  | 0.0736  | 0.1358  | 0.1838  | 0.1354  |
| bi-encoder+SCM          | 0.501    | 0.535    | 0.547    | 0.624    | 0.3335  | 0.3864  | 0.4594  | 0.345  | 0.2554  | 0.3379  | 0.4109  | 0.3472  |
| poly-encoder            | 0.529    | 0.621    | 0.743    | 0.855    | 0.3583  | 0.3853  | 0.4517  | 0.293  | 0.2802  | 0.3292  | 0.3175  | 0.2715  |
| poly-encoder+SCM        | 0.543    | 0.661    | 0.789    | 0.961    | 0.3583  | 0.3853  | 0.4517  | 0.293  | 0.2802  | 0.3292  | 0.3175  | 0.2715  |

Table 5: Ablation study of context-aware representation and gated mechanism submodules in proposed SCM module on E-Commerce Corpus.

| Model                  | $R_{@1}$ | $R_{@2}$ | $R_{@5}$ | $MR_{R}$ |
|------------------------|----------|----------|----------|----------|
| poly-encoder+SCM       | 0.766    | 0.882    | 0.975    | 0.8537   |
| -(context-aware) -gated | 0.708    | 0.854    | 0.968    | 0.8178   |
| poly-encoder           | 0.710    | 0.865    | 0.972    | 0.8221   |

obtain 1 ground-truth response, 1 adversarial response, 8 negative responses. It should be noted that the adversarial response is semantically related to the context, but is not appropriate. Then, these models are measured on the these new test samples. Referring to the Table, we can make the following conclusions:

- The performance of all of the models drop sharply, which demonstrates that all of the BERT-based models confused by the adversarial responses. Researchers should pay more attention to this fatal weakness of current state-of-the-art models.

- It can be found that, our proposed models still significantly outperforms these base models. For example, The results prove the robustness of our proposed SCM module.

5.5.4 Ablation Study
In this subsection, we conduct the ablation study to analyze the contributions of two submodules in our proposed SCM module: (1) context-aware representation; (2) gated mechanism. Due to the page limitation, we only show partial results in Table, and more results can be found in Appendix.
It should be noted that the results in three datasets are consistent. Referring to the Table, we can make the following conclusions:

- **Context-aware representation** and **gated mechanism** are necessary and important, and the performance drops sharply when these submodules are removed.

- Based on the size of the performance decline, it can be observed that, the most important sub-module in our proposed SCM module is **context-aware representation** and then **gated mechanism**.

### 5.5.5 Hyperparameters Analysis

In this subsection, we will analyze three important hyperparameters of our proposed SCM module in **poly-encoder+SCM** model on E-Commerce Corpus: (1) the number of the transformer layers \(n\); (2) the number of the heads in each transformer layer \(n_{head}\); (3) the dimension feed-forward in each transformer layer \(dim_{ffd}\). Due to the page limitation, we only show partial results in Table, more details can be found in **Appendix**. Referring to the results in Table 10, we can make the following conclusions:

- For different datasets, the optimal parameters setting for our proposed SCM module is a little bit different. But, except for few cases, it can be found that our proposed SCM boosts the performance further in most of parameters settings, which prove the robustness of our model.

- For these three hyperparameters, too

| models       | \(R_{10@1}\) | \(R_{10@2}\) | \(R_{10@5}\) | MRR  |
|--------------|--------------|--------------|--------------|------|
| poly-encoder | 0.601        | 0.83         | 0.968        | 0.7588 |
| poly-encoder+SCM | 0.7976      | 0.877        | 0.973        | 0.8392 |
| bi-encoder   | 0.58         | 0.821        | 0.968        | 0.7466 |
| bi-encoder+SCM | 0.601        | 0.84         | 0.963        | 0.7605 |

| models       | \(R_{10@1}\) | \(R_{10@2}\) | \(R_{10@5}\) | MRR  |
|--------------|--------------|--------------|--------------|------|
| poly-encoder | 0.1514       | 0.4123       | 0.7976       | 0.4175 |
| poly-encoder+SCM | 0.1649      | 0.4513       | 0.8276       | 0.4456 |
| bi-encoder   | 0.58         | 0.821        | 0.968        | 0.7466 |
| bi-encoder+SCM | 0.601        | 0.84         | 0.963        | 0.7605 |

#### Table 6

(c) Hyperparameter \(n_{head} = 6\) and \(dim_{ffd} = 512\).

| poly-encoders+SCM | \(R_{10@1}\) | \(R_{10@2}\) | \(R_{10@5}\) | MRR  |
|-------------------|--------------|--------------|--------------|------|
| poly-encoder      | 0.718        | 0.871        | 0.971        | 0.8275 |
| \(n = 2\)         | 0.738        | 0.878        | 0.973        | 0.8392 |
| \(n = 4\)         | 0.794        | 0.877        | 0.973        | 0.8305 |
| \(n = 6\)         | 0.703        | 0.828        | 0.962        | 0.8088 |
| \(n = 8\)         | 0.752        | 0.885        | 0.967        | 0.8468 |

#### Table 7: Three important hyperparameters analysis of **poly-encoder+SCM** model on E-Commerce Corpus.

### 6 Conclusions

In this paper, we propose a novel and plug-in self-attention comparison module (SCM) for the state-of-the-art retrieval-based open-domain dialog systems. Extensive experiment demonstrate that our proposed SCM module significantly boosts the performance on three popular open-domain response selection corpus. Moreover, the extended experiments that we conduct also prove the effectiveness of SCM module in real scenarios. Besides, we have publicly released the source codes of our proposed model in this paper for future research.
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### A Appendices

#### A.1 Ablation Study

| Model                  | $R_{10@1}$ | $R_{10@2}$ | $R_{10@5}$ | MRR     |
|------------------------|------------|------------|------------|---------|
| poly-encoder+SCM       | 0.766      | 0.882      | 0.975      | 0.8537  |
| -{context-aware}-gated | 0.708      | 0.854      | 0.968      | 0.8178  |
|                        | 0.73       | 0.859      | 0.97       | 0.8298  |
| poly-encoder           | 0.71       | 0.865      | 0.972      | 0.8221  |

| Model                  | $R_{10@1}$ | $R_{10@2}$ | $R_{10@5}$ | MRR     |
|------------------------|------------|------------|------------|---------|
| poly-encoder+SCM       | 0.766      | 0.882      | 0.975      | 0.8537  |
| -{context-aware}-gated | 0.708      | 0.854      | 0.968      | 0.8178  |
|                        | 0.73       | 0.859      | 0.97       | 0.8298  |
| poly-encoder           | 0.71       | 0.865      | 0.972      | 0.8221  |

Table 8: Ablation study of context-aware representation and gated mechanism submodules in proposed SCM module. Base model is poly-encoder.
### A.2 Hyperparameters

(a) Hyperparameter $n_{head} = 8$ and $dim_{ffd} = 512$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $n = 2$           | 0.3463           | 0.5502           | 0.8681           | 0.553  |
| $n = 4$           | 0.3718           | 0.5517           | 0.8591           | 0.5652 |
| $n = 6$           | 0.3523           | 0.5442           | 0.8756           | 0.5555 |
| $n = 8$           | 0.3178           | 0.4936           | 0.8276           | 0.5201 |

(b) Hyperparameter $n_{head} = 4$ and $dim_{ffd} = 512$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $n_{head} = 2$    | 0.3538           | 0.5502           | 0.8411           | 0.5545 |
| $n_{head} = 4$    | 0.3298           | 0.5427           | 0.8531           | 0.5428 |
| $n_{head} = 6$    | 0.3718           | 0.5517           | 0.8591           | 0.5652 |
| $n_{head} = 8$    | 0.3523           | 0.5472           | 0.8561           | 0.5548 |

(c) Hyperparameter $dim_{ffd} = 4$ and $n_{head} = 8$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $dim_{ffd} = 128$ | 0.3508           | 0.5412           | 0.8546           | 0.5542 |
| $dim_{ffd} = 512$ | 0.3523           | 0.5472           | 0.8561           | 0.5548 |
| $dim_{ffd} = 1024$| 0.3343           | 0.5112           | 0.8351           | 0.5352 |
| $dim_{ffd} = 2048$| 0.3133           | 0.4813           | 0.8141           | 0.513 |

Table 9: Three important hyperparameters analysis of poly-encoder+SCM model on Douban Corpus.

(a) Hyperparameter $n_{head} = 8$ and $dim_{ffd} = 512$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $n = 2$           | 0.3463           | 0.5502           | 0.8681           | 0.553  |
| $n = 4$           | 0.3718           | 0.5517           | 0.8591           | 0.5652 |
| $n = 6$           | 0.3523           | 0.5442           | 0.8756           | 0.5555 |
| $n = 8$           | 0.3178           | 0.4936           | 0.8276           | 0.5201 |

(b) Hyperparameter $n_{head} = 4$ and $dim_{ffd} = 512$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $dim_{ffd} = 128$ | 0.3538           | 0.5502           | 0.8411           | 0.5545 |
| $dim_{ffd} = 512$ | 0.3298           | 0.5427           | 0.8531           | 0.5428 |
| $dim_{ffd} = 1024$| 0.3718           | 0.5517           | 0.8591           | 0.5652 |
| $dim_{ffd} = 2048$| 0.3523           | 0.5472           | 0.8561           | 0.5548 |

(c) Hyperparameter $dim_{ffd} = 4$ and $n_{head} = 8$.

| poly-encoder+SCM | $R_{10^{0.01}}$ | $R_{10^{0.02}}$ | $R_{10^{0.05}}$ | MRR  |
|-------------------|------------------|------------------|------------------|------|
| poly-encoder      | 0.3343           | 0.5262           | 0.8501           | 0.5372 |
| $dim_{ffd} = 128$ | 0.3508           | 0.5412           | 0.8546           | 0.5542 |
| $dim_{ffd} = 512$ | 0.3523           | 0.5472           | 0.8561           | 0.5548 |
| $dim_{ffd} = 1024$| 0.3343           | 0.5112           | 0.8351           | 0.5352 |
| $dim_{ffd} = 2048$| 0.3133           | 0.4813           | 0.8141           | 0.513 |

Table 10: Three important hyperparameters analysis of poly-encoder+SCM model on Zh50w Corpus.