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Quantum information science and engineering (QISE)—which entails the use of quantum mechanical states for information processing, communications, and sensing—and the area of nanoscience and nanotechnology have dominated condensed matter physics and materials science research in the 21st century. Solid-state devices for QISE have, to this point, predominantly been designed with bulk materials as their constituents. This review considers how nanomaterials (i.e., materials with intrinsic quantum confinement) may offer inherent advantages over conventional materials for QISE. The materials challenges for specific types of qubits, along with how emerging nanomaterials may overcome these challenges, are identified. Challenges for and progress toward nanomaterials-based quantum devices are considered. The overall aim of the review is to help close the gap between the nanotechnology and quantum information communities and inspire research that will lead to next-generation quantum devices for scalable and practical quantum applications.

1. Introduction
1.1. Quantum Information Science and Engineering

Quantum information science and engineering (QISE) encompasses the use and dissemination of qubits—bits of information encoded in quantum, two-level physical systems with a finite energy splitting—for computation and measurement. For this review, we divide the broad field of QISE into three branches: i) quantum computing, ii) quantum communications, and iii) quantum sensing. We start by introducing two concepts that are universal in QISE: qubits and entanglement.

While classical bits of information correspond to continuous variables in macroscopic physical systems, qubits are stored in the quantum state of a two-level physical system with a finite energy difference or any linear superposition of these states. These quantum states can be labeled \( |0 \rangle \) and \( |1 \rangle \) (Figure 1a). The Bloch sphere (Figure 1b) is a useful representation of a single qubit. Any arbitrary quantum state in a 2D Hilbert space, \( |\psi\rangle = \alpha|0\rangle + \beta|1\rangle \) where \( \alpha^2 + \beta^2 = 1 \), can be represented as a unit vector on the Bloch sphere. In a general N-qubit quantum system, the state exists in a superposition of all possible permutations of the system: \( |\psi\rangle = \sum_{n=0}^{N-1} c_n |n\rangle \), where \( \sum |c_n|^2 = 1 \). While qubits are two-level quantum systems, the concept can be extended to qutrits (three-level systems) and further to qudits (any \( d > 2 \)) which are many level systems. Due to its multi-level nature, a qudit provides a larger state space to store and process information. There have been limited physical demonstrations of qudits, so we focus on qubits in this review.

Quantum entanglement—a phenomenon that arises between states in an inseparable composite quantum system—is one of the core elements of quantum information processing. Entanglement is possibly the most "non-classical" tenet of quantum physics and can connect two or more states anywhere in space–time; it is impossible to act on one of these states without affecting the other(s). Entanglement can be used to accelerate quantum computing, assist and secure the transmission of qubits, and improve quantum sensing resolution.

1.1.1. Quantum Computing

Quantum computing offers several potential advantages over classical computing:

- Classical algorithms cannot adequately model the dynamics of physical quantum systems, particularly with multipartite entanglement and other highly "non-classical" behavior. Quantum computers are therefore an excellent platform to simulate physical systems that behave nonclassically.
- Quantum computers enable factorization algorithms and eigensolvers for problems that would be too slow or otherwise intractable on a classical computer.
- Quantum computers have a larger computational space per bit: an N-bit classical system has a computational space of size \( 2^N \), while an N-qubit quantum system has a computational space of size \( 2^N \).

We have reached the beginning of the Noisy Intermediate-Scale Quantum (NISQ) technology era[13] with 50–100 qubit
processors that are not fault tolerant. In 2019, “quantum supremacy” was first demonstrated when a 53 qubit computer based on superconducting qubits was used to sample the output of a pseudo-random quantum circuit: the quantum processor was shown to take 200 s to sample the output of the superconducting qubit circuits one million times to produce a set of random bit-strings with high fidelity (i.e., a high degree of randomness)—a task that would have taken a classical supercomputer 10 000 years with a similar degree of randomness.

This was a very specific task tailor-made for a quantum computer, but it still highlights both the progress made on quantum information processing and its future potential. While it is unlikely that quantum computation will replace conventional computation, it is indisputable that it will eventually be extremely useful as a complementary technology to solve specific problems more efficiently.

Quantum computation requires the use of quantum logic gates that act on qubits, analogous to classical logic gates. Unlike classical logic gates, which are Boolean operators, quantum logic gates are unitary operators that act on single or multiple qubits. Operations on single qubits can be represented as rotations on the Bloch sphere. When the system is driven at the Larmor frequency by applying an external field, the qubit oscillates between the two possible states at the Rabi frequency, \( f_{\text{Rabi}} \). A state can therefore be rotated a controlled amount by applying a pulsed field at the Larmor frequency. The larger the \( f_{\text{Rabi}} \), the faster gate operations can be performed.

A logic gate that acts on a 2\(^N\) Hilbert space is a unitary transformation that can be represented as a 2\(^N\) × 2\(^N\) matrix. A set of quantum gates is considered universal if any possible operation can be performed using some combination of the gates. For an arbitrarily large number of qubits, any operation can be performed using a combination of the 2-qubit controlled-NOT (CNOT) gate and single-qubit unitary operators.

The physical implementation of a quantum computer requires a scalable system of qubits that meet DiVincenzo’s criteria:[14] i) the state has discrete energy levels with some energy splitting, ii) the qubit can be initialized to a known state, iii) the decoherence time of the qubit is longer than the time it takes to perform a quantum gate operation on it, iv) a set of universal quantum gates exist for the qubit(s), v) error correction is possible, and vi) the state can be read-out.

Several metrics are used to evaluate the performance of qubits and the gates that operate on them. The relaxation time, \( T_1 \), is a measure of the qubit lifetime. For example, it is the time it takes for an excited state to relax to the ground state. The coherence time of a qubit, \( T_2 \), is the most important figure of merit for individual qubits. The coherence time is the duration for which a qubit “survives” in a pure quantum state. There are various kinds of \( T_2 \) measurements. The time it takes for a qubit to dephase is denoted \( T_2^{*} \). This can be extended by the Hahn echo sequence[15] and the Carr-Purcell-Meiboom-Gill (CPMG) sequence.[16,17] We list the coherence time as the maximum coherence time unless otherwise specified. Quantum gates are characterized by their speed and fidelity. Gate speed is characterized by the time it takes to perform a certain gate operation and is limited by the Rabi frequency, \( f_{\text{Rabi}} \), as mentioned above. It is desirable to maximize the number of gate operations that can be performed while a qubit is coherent (i.e., within \( T_2 \)). Therefore, when considering different qubit types and platforms, it is the ratio of \( T_2 / T_{\text{Gate}} \) that should be focused on instead of the individual values. The fidelity of a quantum gate, \( F \), is how accurately the gate projects the actual state, \( |\psi\rangle \), onto the target state, \( |\psi_0\rangle \): \( F = |\langle \psi | \psi_0 \rangle|^2 \). In practice, quantum tomography is used to reconstruct the state using a series of measurements on an ensemble of qubits, allowing a density matrix, \( \rho = |\psi\rangle \langle \psi | \), to be measured. \( F \) is extracted from comparing the measured density matrix with the density matrix of the target state, \( \rho_0 = |\psi_0\rangle \langle \psi_0 | \):

\[
F = \left( \frac{1}{2} \left( \text{tr} \left( \sqrt{\rho} \sqrt{\rho_0} \right) \right) \right)^2
\]  

where “tr” is the trace of the matrix. Because \( F \) is a measure of probability, its ideal value is 1.

The ultimate goal of quantum computing research is to develop a fault-tolerant system. Various sources of errors exist for quantum computers (and classical for that matter), notably coherent gate inaccuracies and decoherence due to the environment. While errors should be minimized, a non-zero error rate is inevitable. A fault-tolerant computer can withstand these mistakes if the error rate is below some threshold.[18] Analogous to the redundant coding concept in classical error correction, quantum error correction (QEC) codes have been developed that use a string of entangled physical qubits to encode one logic
qubit.[19–21] Encoding of logical qubits has been experimentally demonstrated in superconducting circuits[22] and ion trap processors.[23] These logical qubits, of course, require gates that act on them in addition to the physical qubits that they are composed of. Circuits for error correction and gates acting on logical qubits become increasingly complex and are beyond the scope of this review. The interested reader is encouraged to read ref. [24]. The complexity of these circuits and the importance of error correction should underscore the importance of fast, high fidelity quantum gate operations and long coherence times.

Quantum memories are a crucial component in QIP. In quantum computing, like classical computing, it is necessary to store data long enough for various operations and QEC.[25] Quantum memories must have long coherence times, and states must be able to be swapped into and read out of the memory with high fidelity. It is also ideal to use quantum memories that can be optically addressed so they can also serve as a spin–photon interface.[26] Error correction codes must also be implemented for the memory to prevent against decoherence and other errors.[29]

The major platforms currently being explored for quantum computing are semiconductor quantum dots (QDs),[27] spin defects in wide-bandgap materials,[28] superconducting qubits,[29] topologically protected solid-state systems,[30] Rydberg atoms,[31] ion trap systems,[32] and photonic quantum computing.[33] In this review, we introduce these qubit technologies (except for ion trap qubits and Rydberg atoms as these are not solid state and hence emerging low-dimensional materials do not apply) and discuss the current materials systems used to implement these qubits before discussing how low-dimensional materials may be used in them and what advantages or benefits do they offer.

1.1.2. Quantum Communications

Quantum communications aim to transfer a quantum state between two spatially separated nodes with high fidelity and security. The quality of a quantum communications system is characterized by fidelity of the transferred state as compared to the initial state. Photons are widely accepted as the best platform for traveling qubits[34–35] as they interact minimally with their environment and can be transmitted through free space or existing fiber-optic infrastructure, covering long distances within their coherence times. Quantum states are commonly encoded in the photon polarization,[36,37] but states can also be encoded in the orbital angular momentum[38,39] or—for energy-time entangled photons[40]—the time-bin or phase of the photon.[41] The ultimate goal of quantum communications is to realize a distributed quantum internet of spatially separated nodes, analogous to our existing internet and—potentially—utilizing its existing infrastructure. A quantum internet has two main advantages over the classical counterpart. First, the size of the state space for a network of $k$ quantum nodes, each with $n$ qubits, is $2^{kn}$ when connected by quantum channels, compared to $k2^n$ when connected by classical channels.[14] This enables greater computational power in the form of distributed quantum computing. The second advantage is security. One of the most widely used classical security protocols relies on the difficulty of factoring a large number into two prime numbers.[42] However, Shor demonstrated that this kind of factorization is tractable on a quantum computer,[43] rendering this form of public key encryption defenseless against an attack by a quantum computer. In fact, no known classical security protocol is unconditionally secure against an attack by a quantum computer.[4] Thankfully, the field of quantum cryptography has emerged and grown alongside quantum computation, and protocols exist that are secure against attacks by quantum computers.

Quantum cryptography is a major focus of quantum communications and leverages the unique laws of quantum physics to secure information against eavesdroppers bound by those same laws. Quantum key distribution (QKD) is the most well known and widely used quantum cryptographic scheme. The initial QKD protocol was first developed by Bennett and Brassard in 1984 (BB84).[43] Modern implementations of QKD[44–46] commonly use a decoy-state protocol,[47] which is a modified version of BB84 that overcomes a photon-splitting attack.[48] QKD is analogous to public key distribution, but information is encrypted and secured by basic principles of quantum mechanics: i) any measurement of a quantum system affects the system, ii) the no-cloning theorem—a quantum state cannot be copied—prevents an eavesdropper from obtaining a perfect copy of a qubit, and iii) the uncertainty principle limits the accuracy at which conjugate continuous variables (e.g., position/momentum, energy/time, etc.) can be determined simultaneously. Consequently, an adversary cannot eavesdrop on a signal without being detected.

Entangled photon pairs (also called EPR pairs) created in one of four maximally entangled Bell states:

$$|\psi^\pm\rangle = \frac{|01\rangle \pm |10\rangle}{\sqrt{2}}$$

(2)

or

$$|\Phi^\pm\rangle = \frac{|00\rangle \pm |11\rangle}{\sqrt{2}}$$

(3)

are a resource for quantum communications and enable protocols that can aid in the transmission of a state or improve information density.[1,3] The quality of entanglement, or entanglement fidelity, is given by the overlap between the density matrix of the state, $\rho = |\psi\rangle\langle \psi|$, with the density matrix of some Bell state, $\rho_B = |B\rangle\langle B|$, where $|B\rangle = |\psi^\pm\rangle$ or $|\Phi^\pm\rangle$:

$$F = \left( \text{tr} \left( \sqrt{\rho_B} \sqrt{\rho} \sqrt{\rho_B} \right) \right)^2$$

(4)

A Bell state measurement (BSM) is a measurement performed on two entangled particles to determine which of the four Bell states the particles are in. The key hardware component in a BSM is a photodetector sensitive enough to detect a single photon. BSMS are a crucial part of any quantum communications protocol that uses entangled photon pairs. A reliable single-photon detector is therefore a necessity.

Quantum teleportation, introduced by Bennett et al. in 1993,[5] is a cornerstone of quantum communications and is particularly useful when direct transmission cannot preserve
the coherence of a state. In a traditional teleportation scheme, Alice begins with particle 1 in some state, \( |\psi\rangle = a|0\rangle + b|1\rangle \), that she wishes to send to Bob. A pair of entangled states (particles 2 and 3) is created at a third location in the Bell state \( |\psi^+\rangle \), and particle 2 is sent to Alice while 3 is sent to Bob. Alice performs a BSM on particles 1 and 2. At this point, particle 3 can be in one of 3 states. Alice must now communicate the results of her BSM via a classical channel. Bob then performs a unitary operation on particle 3, bringing it into the initial state \( |\psi\rangle \).

Alice no longer maintains the initial state because particle 1 is in an entangled state. \( |\psi\rangle \) has therefore disappeared from Alice and appeared at Bob, hence the name teleportation. In this process, no information is revealed about the initial state \( |\psi\rangle \), and Alice does not maintain a copy of \( |\psi\rangle \); the no-cloning theorem is therefore not violated. Because the process requires a classical channel for verification, information is not communicated faster than the speed of light allows. Teleportation was first experimentally demonstrated in 1997 by Bouwmeester et al. using polarization-entangled photons.\(^{59}\) Since, teleportation has been demonstrated via optic fibers and free space connections at distances >100 km.\(^{51,52}\) and quantum teleportation by satellite has also been shown.\(^{53}\)

Photon loss and other sources of decoherence in optical fibers limit the scalability of quantum networks. Photon losses, and therefore error probabilities, increase exponentially with channel length.\(^{54}\) Channel lengths significantly longer than the coherence length of a traveling qubit reduce the fidelity of state transfer to levels below those that can be purified. Due to the no-cloning theorem, a weak signal cannot be amplified. Instead, a device called a quantum repeater (QR) must be used. A QR is an intermediate node, B, inserted into a quantum channel (between A and C) that, in addition to effectively relaying information from node A to C, actively corrects for photon losses and other errors that deteriorate the state.\(^{55}\) QRs use protocols based on either entanglement generation/purification\(^{54,56,57}\) or QEC\(^{58,59}\) to correct for photon losses and operational errors. The former requires a quantum memory while the latter does not. Both approaches require a few-qubit processor and a single-photon source.

The practical realization of quantum communications clearly relies on the development of single-photon sources, EPR pair sources, reliable quantum repeaters (with or without an optically addressable quantum memory), and single-photon detectors.

### 1.1.3. Quantum Sensing

Quantum states are often highly sensitive to their environment. For quantum computing and communications, this is a negative because it leads to decoherence, but this attribute can be exploited for sensors with better resolution than classical devices. Quantum sensors measure some physical quantity \( V(t) \) that makes some contribution, \( H_V(t) \), to the total Hamiltonian

\[
H_{\text{tot}}(t) = H_0 + H_{\text{ctrl}}(t) + H_V(t)
\]

where \( H_0 \) is the intrinsic Hamiltonian of the qubit and \( H_{\text{ctrl}}(t) \) is the control Hamiltonian related to qubit manipulation. A simplified quantum sensing procedure initializes a qubit or ensemble of qubits in a known state, \( |\psi\rangle = c_0|0\rangle + c_1|1\rangle \). \( |\psi\rangle \) is then transformed via a unitary operation to a state convenient for a certain measurement: \( |\psi\rangle = U_1|\psi\rangle \). The state then evolves under the influence of \( V(t) \) for some time \( t \).

\[
|\psi(t)\rangle = U(t)|\psi(t=0)\rangle
\]

\( |\psi(t)\rangle \) is then transformed into some superposition of observable states:

\[
|\psi_i\rangle = U_i|\psi\rangle = c_0'|0\rangle + c_1'|1\rangle
\]

The state is then projectively read out as either \( |0\rangle \) with probability \( (|\langle 0|\psi\rangle|^2 \) or as \( |1\rangle \) with probability \( (|\langle 1|\psi\rangle|^2 \). Repeating this process, the state \( |\psi\rangle \) is reconstructed. The probability of a transition, corresponding to the measurement of some physical parameter, is extracted from the overlap of the final state with the initial state.\(^{7}\)

The sensitivity is inversely proportional to the transduction parameter, \( \gamma \), and the square root of the coherence time: \( s \propto (\sqrt{\gamma T_v})^{-1} \). Therefore, like the aforementioned branches of QIP, minimizing decoherence is critical. The transduction parameter, \( \gamma = \frac{\partial E}{\partial V(t)} \), is effectively a coupling parameter that relates the change in transition energies of the system to changes in the physical quantity, i.e., an electric or magnetic field, \( V(t) \).\(^{7}\) Qubits generally best transduce the same kinds of fields that can be used to manipulate them: spin qubits are most sensitive to magnetic fields, charge qubits are most sensitive to electric fields, etc. For physical implementation, DiVincenzo’s criteria related to discrete energy levels, state initialization, and state readout apply to quantum sensors.

Common quantum sensing platforms include atomic vapors,\(^{60}\) trapped ions,\(^{61}\) superconducting qubits,\(^{62}\) superconducting quantum interference devices (SQUIDs),\(^{63}\) spin defects in solids,\(^{64}\) among others. Some of these technologies—such as SQUIDs and nuclear spin ensembles—date back over 50 years, while others—namely spin defects in solids—are emerging. Photonic quantum sensing is another related, broad field that largely uses interference measurements between photons. The only components for photonic quantum sensing that are relevant to this review are quantum light sources and single-photon detectors, which we discuss primarily in the context of quantum communications. Therefore, our discussion of quantum sensing in this paper focuses on the use of stationary qubits.

Entanglement can be utilized to achieve improved resolution in quantum metrology. An ensemble of \( N \) unentangled states has a sensitivity that improves with \( \sqrt{N} \), but ensembles can also introduce decoherence due to state-state interactions; an ensemble of \( N \) entangled states improves the sensitivity by a factor of \( N \), improving the resolution to below the shot-noise limit and approaching the Heisenberg limit.\(^{7}\) Some photonic quantum sensing techniques make use of photonic entanglement to enable resolution below the Rayleigh limit.\(^{6} \)

For quantum sensing, qubits that have both high transduction and long coherence times are needed. Additionally,
the ability to operate entangled ensembles of states provides enhanced sensitivity. Finally, single-shot readout by an application-suitable means is crucial.

1.2. Nanomaterials

Sources of decoherence are clearly undesirable when it comes to QIP. It is therefore imperative to have high purity materials with interfaces free of defects and trap states. In solid-state quantum systems, it is somewhat intuitive to consider new materials with intrinsic quantum properties themselves.

We define nanomaterials as materials that have intrinsic quantum confinement in at least one dimension which is also reflected in their electronic structure and other physical properties as well. Materials are classified according to the number of dimensions along which they do not experience quantum confinement (i.e., a 1D material is quantum confined in two dimensions). In addition to inherent quantum confinement, one immediate benefit of nanomaterials is that the surfaces are intrinsically or extrinsically (via capping ligands) passivated, allowing for high purity interfaces. Below we consider emerging nanomaterials that are potentially useful for QIP.

1.2.1. 0D Materials

0D semiconducting quantum dots (QDs) are confined in all dimensions and exhibit atomic-like optical transitions due to the reduced density of states, which discretizes the energy levels. The discrete energy levels are dependent on the size of the QD due to “particle in a box” effects, where the level spacing is inversely proportional to the dimensions of the system. The ultra-sharp and size-tunable optical properties make QDs particularly popular for photonic applications. For this section, we only consider intrinsically 0D materials, so we ignore lithographically defined dots and electrostatically defined QDs.

We divide QDs into two classes based on the synthetic method: epitaxially grown (also called self-assembled) quantum dots (eQDs) and colloidal quantum dots (cQDs). eQDs are most commonly II–VI and III–V compound semiconductor materials grown as epitaxial islands on a substrate by molecular beam epitaxy (MBE) or metal organic vapor phase epitaxy (MOVPE).[66] The most common eQDs are based on III–V heterostructures such as GaAs/AlGaAs and InAs/GaAs.[67] cQDs, conversely, are solution-processed and capped with ligands. The most common cQDs are II–VI semiconductor and lead-halide perovskites.

III–V eQDs are grown to have band alignments that lead to the formation of quantum wells. The emission from eQDs is tunable by stoichiometry of alloys within the III–V system and quantum well dimensions. III–V eQDs are commonly used for diode lasers,[68] and other optoelectronic devices.[69,70]

cQDs have high quantum efficiencies, strong and tunable absorption, inexpensive and highly scalable processing, and emission properties that can be tuned by size.[71,72] II–VI semiconductors are often grown as core–shell nanoparticles, in which a II–VI semiconductor shell is grown around a quantum dot core composed of a different II–VI material. Tuning the band structure of these heterostructures allows control of the optoelectronic properties. These heterostructures can also be grown as nanoplatelets,[73] which have a layered 2D structure but still have nanoscale lateral dimensions. Lead halide perovskites are another class of cQDs. This includes inorganic CsPbX₃ (X = Cl, Br, I) perovskites[72] and hybrid organic-inorganic perovskites (HOIP) such as formamidinium lead halide perovskites (FAPbX₃) and methylammonium lead halide perovskites (MAPbX₃).[74] Both II–VI cQDs and perovskites are exciting for light emission[75]—both lasing[76] and light-emitting diodes (LEDs).[77] They have also been explored for photovoltaics,[78] photodetection, and photocatalysis[79]

1.2.2. 1D Materials

Semiconductor nanowires (NWs) and nanotubes are 1D structures. The 1D structure leads to highly anisotropic electronic, optical, and mechanical properties. Carbon nanotubes (CNTs) are one of the most well-known and most-studied nanomaterials. Semiconducting CNTs have found a wide range of applications including nanoelectronics,[80] photonics,[81] and sensors.[82,83] Semiconducting III–V nanowires grown by MBE and MOVPE exhibit high carrier mobilities and have been extensively studied for nanoelectronics,[84] optoelectronics,[85,86] and—as we will discuss—quantum applications. Group IV nanowires have similarly been heavily studied for electronics.[87,88]

1.2.3. 2D Materials

Since the discovery of graphene,[89] an atomically thin sheet of sp²-hybridized carbon with outstanding electrical[90] and optical properties,[91–93] the prediction, synthesis, and use of novel 2D materials has quickly become one of the most active fields in condensed matter and materials science research. In addition to graphene, other elemental 2D materials, often referred to as x-enes, have been studied, notably phosphorene (also known as black phosphorus, or BP), a direct bandgap semiconductor with a high carrier mobility and layer-dependent bandgap.[94,95]

In 2010, monolayer MoS₂, a direct bandgap semiconductor in the monolayer limit, was isolated.[96] Transition metal dichalcogenides (TMDs) have been widely explored in the past decade due to their promise for electrical[97–100] optical[101–108] and electrochemical[109,110] applications. While 2H-phase, group VI TMDs (MX₂, M = Mo, W; X = S, Se, Te) are the prototypical TMDs and the most studied, the chalcogenides of transition metals from other groups and other classes of 2D material have also recently garnered interest for plasmonics,[111] charge density waves,[112,113] and superconductivity,[114] among other properties/applications.[108–110,113] 2D (anti)ferromagnets,[115] ferro-electrics,[121–123] multiferrics,[124] topological insulators,[125] and quantum Hall materials[126] have been discovered.

Small flakes of 2D materials are commonly prepared via mechanical exfoliation from bulk crystals, but techniques for synthesizing monolayer/few-layer films via metal-organic chemical vapor deposition (MOCVD),[127,128] CVD,[129,130] molecular beam epitaxy (MBE),[131] etc. have been developed, and
synthesis of large area 2D materials and their heterostructures has been an active field of research.

The properties of the materials used in quantum devices—or any device, for that matter—create inherent limitations on device performance. Materials synthesis poses additional limitations on the types of devices that can be realized and the degree to which they can be scaled. In this review, we consider materials-related challenges to the realization of devices for quantum information science, and we identify how emerging nanomaterials may be able to address these challenges. Further, we identify recent advances in nanomaterial-based quantum devices and nanomaterials synthesis that may enable future devices, and we consider nanomaterials-specific challenges for future quantum devices.

2. Quantum Dot Qubits

Carriers confined in semiconductor quantum dots (QDs), typically 10–100 nm in diameter, are a potential platform for quantum computing. QD-based quantum computers are a strong platform for quantum simulation of many-body systems,[132] and QD qubit arrays have recently been used to simulate Fermi–Hubbard models[133] and Nagaoka ferromagnetism[134]—problems that are intractable on modern classical computers. Single electrons (or holes) can be confined geometrically or electrostatically; the latter is the more common approach to form planar QDs. Electrostatic confinement requires a high mobility semiconductor with a high mobility and clean interfaces.[135] Various qubit types can be realized in QD platforms.

Charge qubits—encoded in the presence of an electron in the left, |L>, or right, |R>, dot in a double quantum dot (DQD) system, then forming bonding and antibonding states when there is an interdot tunnel coupling—are the simplest type of semiconductor QD qubit.[136] Charge qubits can be rapidly controlled by voltage pulses, but charge coherence is highly sensitive to charge noise, limiting coherence times to several nanoseconds to hundreds of nanoseconds. The conversion of other qubits to charge noise, limiting coherence times to several nanoseconds to hundreds of nanoseconds.[147] Spin–charge hybrid qubits—implemented in three-electron, DQD systems—are similar to single-triplet qubits but combine the speed of charge qubits with the coherence times of spin qubits.[147] Spin–charge hybrid qubits offer fast electrical control with more efficient operation than EO qubits. Moreover, the two-dot device structure reduces the optimization of the charge noise “sweet spot” to one parameter. Russ and Burkhard cover triple-electron-spin qubits in greater detail.[141]

Early implementations of QD electron spin qubits were demonstrated in gate-defined, lateral quantum dots in a 2D electron gas (2DEG) in III–V heterostructures.[148,149] 2DEGs in III–V heterostructures have high mobilities and high-quality III–V heterostructures can be grown with relative ease, but hyperfine interaction between electron spins and the non-zero nuclear spins of group III and V elements leads to decoherence in III–V quantum dots.[150] Nevertheless, coherent control of spin qubits in multiple III–V QDs has been demonstrated, albeit with limited T2.

Si/SiGe QD devices have largely replaced III–V heterostructures as the leading technology over the past several years. The low abundance (~4.7%) of spin-½ 29Si isotopes in natural silicon and the ability to synthesize isotopically pure layers of spin-0 28Si nuclei[151] help Si-based devices overcome the main decoherence issue of III–V QDs and achieve coherence times of T2 = 28 ms.[152] The bonus of CMOS-compatible processing...
enables greater scalability of Si/SiGe devices. Single qubit gate fidelities >99.9%[154] and two-qubit gate fidelities >99%[155] have been demonstrated in Si/SiGe QDs. While Si/SiGe spin qubit gates have been demonstrated with high fidelity, required micromagnets or integrated striplines for ESR are obstacles for scaling. Importantly, ESR-driven systems can be difficult to scale because the electromagnetic fields cannot be localized to single qubits.[156] Additionally, the process of ESR is slow compared to electrical manipulation. All-electrical control of spin qubits under a static magnetic field is thus significantly more practical for scalable quantum computation.

Hole spins in Ge have emerged as a promising alternative to III–V- and Si-based platforms. Semiconductor holes have high SOC, enabling fast, all-electrical manipulation of spins via EDSR. Moreover, the use of hole states eliminates complications resulting from valley degeneracies in the conduction band. Silicon's band alignment is not conducive to confining holes, but strained Ge/SiGe quantum wells can be formed with relative ease, and confined holes exhibit carrier mobilities of \( \approx 10^6 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \)[157] Germanium maintains the benefit of possible isotopic purification for zero nuclear spins. All-electrical, universal control of qubits with Rabi frequencies exceeding 100 MHz[158] and coherence times up to 150 \( \mu \text{s} \)[159] have been demonstrated. Recently, a four-qubit Ge-based quantum processor was demonstrated with all-electrical logic gates and single qubit gate fidelities up to 99.9%[160] comparable to Si-based technologies. Ge qubit technologies are less mature than Si/SiGe but show promise. Ge quantum technologies are reviewed in more detail in ref. [161].

### 2.1. 2D Materials for QD Qubits

#### 2.1.1. Graphene Quantum Dots (GQDs)

While electron and hole-based 2D charge carrier gases in confined III–V and group V quantum wells are attractive, electrostatic confinement of the wavefunction in thickness dimension is still limited by the physical layer thickness. In contrast, graphene is an atomically thin sheet of sp²-hybridized carbon and is a type-I Dirac semimetal with highly tunable electrical properties and a high mobility, thereby making it the thinnest 2DEG system.[90,162] Graphene's low intrinsic spin–orbit coupling and negligible hyperfine interaction make it a promising material for quantum dot spin qubits with potentially long coherence times.[163] Like silicon, graphene can be isotopically purified to further reduce hyperfine interactions. For graphene to be used as a host for spin qubits, two conditions must be satisfied: i) a bandgap must be opened, and ii) the valley degeneracy must be lifted. Graphene nanoribbons (GNRs) with armchair boundaries are semiconducting and lack the valley degeneracy of bulk graphene.[164] Alternatively, a gate-tunable bandgap can be created in bilayer graphene (BLG) with the application of an out-of-plane electric field[165] while an out-of-plane magnetic field must be applied to lift the valley degeneracy.[166]

In addition to the spin degree of freedom, graphene offers a binary valley degree of freedom that emerges due to broken inversion symmetry. Spin–valley coupling results in two Kramer pairs: \( |\uparrow, K\rangle \) and \( |\downarrow, K\rangle \), and \( |\uparrow, K'\rangle \) and \( |\downarrow, K'\rangle \). A large, tunable valley splitting is needed for practical realization of valley qubits. The valley splitting under an applied magnetic field, \( B_\perp \), is given by \( \Delta E_{K,K'} = g_s \mu_B B_\perp \) where \( g_s \) is the valley analog of the spin Landé g-factor, \( g_s \). The \( g_s \) factor in GQDs has been demonstrated to be electrostatically tunable from 20 to 90[166] resulting in a valley splitting an order of magnitude greater than Si/SiGe systems.[166] One challenge for spin–valley qubits in graphene is the low intrinsic SOC. The spin–valley coupling in single-electron QQDs was recently determined to be dominated by Kane–Mele SOC[167] with a coupling of approximately 60 \( \mu \text{eV} \). This suggests that the spin–valley coupling can be enhanced by boosting the weak intrinsic SOC of graphene by the proximity effect.[168]

Schematics of a typical device structure for a graphene double quantum dot (DQD) device and the corresponding band structure is shown in Figure 2a. A BLG channel is encapsulated by layered hexagonal boron nitride (hBN). Side split-gate electrodes laterally confine carriers to a narrow channel region while top finger gate electrodes control the formation of QDs. In single QDs, three finger electrodes are needed: two side barrier electrodes for confinement and a center “plunger” electrode that controls the accumulation or depletion of electrons. In a double quantum dot (DQD) device, there is one plunger for each dot, two side barrier electrodes, and a middle barrier electrode that can be used to tune the tunnel coupling, \( J(V(t)) \), between dots. In Figure 2a, the red dotted line shows the barrier lowered, increasing the coupling, while the blue line shows the coupling decreased. While the schematic shows the DQD device for electrons in the conduction band, hole QDs in the valence band can also be generated, allowing for ambipolar operation—as evidenced by the charge stability diagram in Figure 2b.[165]

Recent results have fulfilled important prerequisites for the realization of QG spin and valley qubits. Banszerus et al.[169] performed transport measurements through a triple point at the single-electron level in a BLG DQD, determining the capacitive interdot coupling in this regime and the effects of detuning on the channel conductance (Figure 2c,d). Understanding carrier transport through the device in the single electron regime is necessary for device optimization and qubit manipulation. Recently, gate-tunable tunnel coupling in a BLG DQD device was also reported for the (2.0)–(1,1) transition and the (4,2)–(3,3) transition, where \( (x,y) \) indicates the number of electrons in the left and right dots in a DQD device.[170] This control over tunnel coupling is a crucial step toward various qubit types in GQDs. Understanding the complex interplay between spin and valley states, particularly in coupled dots, is another important task.

It has been determined that in two-carrier GQDs, the ground state is best expressed as a spin-triplet valley-singlet state at low magnetic fields.[171] In the high field regime, however, it was recently reported that the ground state switches to the spin-singlet valley-triplet state.[172] Finally, a crucial prerequisite is the ability to read-out and manipulate spins. One common method of readout for spin states is spin-to-charge conversion via Pauli blockade. Spin and valley blockade was recently shown in a graphene DQD system[173] and dispersive charge readout was also recently shown for graphene charge states.[174] The combination of these two advances could allow readout of spin or valley states via spin-to-charge conversion.

While most studies have focused on gate-defined GQDs, the bottom-up synthesis of graphene nanostructures is another
approach to generate quantum confinement in graphene. Recent theoretical work has suggested the formation of Moiré potential-induced quantum dots in twisted bilayer graphene (tBLG) at low twist angles.[174] The CVD synthesis of tBLG with controlled twist angle has been demonstrated,[175] and could allow the experimental realization of intrinsic GQDs in tBLG.

Another approach utilizing geometric confinement is the formation of in-plane hBN-G heterostructures with clean edges synthesized by catalytic conversion of hBN to graphene with patterned Pt layers.[176] Kim et al.[177] used this approach to synthesize lateral heterostructures of sub-15 nm GQDs embedded in an hBN host layer using dense arrays of self-assembled Pt nanoparticles as the catalyst (Figure 2e). This enabled the fabrication of vertical single-electron tunneling transistors of the structure 30 nm hBN/G/2L-hBN/GQD-hBN/2L-hBN/G/20 nm hBN on SiO₂, the band diagram of which is shown in Figure 2f. The conductance plot in Figure 2g verifies the single electron transport for a low-density array of GQDs. The Coulomb diamonds overlap more as the GQD array density increases. Demonstrating and controlling tunnel coupling between neighboring dots in a similar matrix structure could eventually allow the synthesis of a scalable many-qubit system useful for futuristic quantum computation, simulation, or basic scientific research on many-body systems in coupled GQDs.

Semiconducting graphene nanoribbons (GNRs) are another potential system for GQD qubits. Several early studies used lithographically defined GNRs to form GQDs. However, charge localization at impurities along etched GNR edges causes decoherence.[178] GNRs, however, offer their own advantages: the intrinsic lifting of the valley degeneracy allows the operation of qubits without the need for an applied magnetic field to lift the degeneracy, offering greater potential scalability; widths as small as 10 nm[179] also offer greater lateral confinement. Recent advances in the bottom-up (i.e., lithography free) growth of GNRs with pristine armchair edges and controllable placement/orientation make the development of GQD devices in GNRs more feasible.[180–183]

The next milestones for GQD-based qubits are the measurement of coherence times for spin/valley states and the coherent control of qubits. The lower bound of the relaxation time for charge states[184] and spin states[185] have been estimated using pulsed-gate spectroscopy to be on the order of hundreds of nanoseconds, likely limited by the measurement technique. Single-shot readout is needed to more accurately measure lifetime and coherence times of states in GQDs.[185]

2.1.2. Transition Metal Dichalcogenide (TMD) QDs

Monolayer and bilayer TMDs and their heterostructures have been identified as other promising 2D material hosts for gate-defined QD spin–valley qubits.[186] Recent theoretical studies...
have further described gate operations on single spin qubits\cite{187} and both one- and two-spin–valley\cite{188} and valley\cite{189} qubit systems in TMDs. Figure 3a shows the atomic structure of a prototypical TMD, 2H-MoS$_2$. TMDs exhibit a strong intrinsic SOC due to the metal atoms’ d orbital electrons; strong SOC offers the potential for all-electrical control of qubits via EDSR. TMDs also demonstrate Rashba SOC that can be tuned by an electric field.\cite{186} The strong SOC also causes strong spin–valley coupling. Monolayer group-IV TMDs (MX$_2$ where M = Mo, W and X = S, Se) have a direct bandgap at the K and −K valleys and have an intrinsic broken inversion symmetry which results in valley-dependent optical selection rules for circularly polarized light.\cite{190,191} Figure 3b shows this phenomenon schematically. σ$^+$ (σ$^-$) polarized light has allowed transitions at the K (−K) points. The valence and conduction bands have spin-dependent splitting at the two K points under an applied B-field due to the Zeeman effect. The SOC and valley-dependent optical selection rules importantly combine to allow the selective optical initialization and read-out of spins.\cite{192} This intrinsic spin–photon interface is one of the primary benefits of TMD spin–valley qubits.

Gate-defined QDs have been demonstrated in WSe$_2$\cite{193,194}, WS$_2$,\cite{195} and MoS$_2$\cite{196–198} monolayers and MoS$_2$ nanotubes.\cite{199} Davari et al. demonstrated a gate-defined QD in WSe$_2$ sandwiched between layers of hBN (Figure 3c).\cite{194} They observed a Coulomb blockade in the conductance plot for the device (Figure 3d), and the blockade peak was found to increase linearly with temperature at zero bias, which was concluded to be indicative of single-level transport. Despite evidence of single-level transport, confinement down to the single electron/hole limit has not yet been achieved in TMDC-based gate-defined quantum dots.

There are potential approaches to confining carriers in TMDs beyond electrostatic gating. Quantum dots of TMDs with radii small enough to only allow single carrier confinement and coupled via tunnel barriers, optical channels, or other means could be realized with sufficient advances in materials processing. Recently, sub-20 nm MoS$_2$ quantum dots were created by rapid thermal annealing\cite{200} and heterostructures of ReS$_2$ quantum dots in a MoS$_2$ matrix were realized.\cite{201} We imagine that confinement of single spins in bottom-up synthesized TMD quantum dots could eventually be useful for QIP. Like in graphene, moiré potentials formed in twisted bilayers of TMDs or TMD heterostructures offer another route to charge confinement in TMDs.

An active field of research within TMD spin–valley devices is using ferromagnetic and/or ferroelectric heterostructures to...
lift the valley degeneracy of the TMD layer, inducing a spontaneous valley polarization. Promising heterostructures have been identified using ab initio methods, including WSe$_2$/CrI$_3$ and WSe$_2$/CrSnSe$_3$. “Ferrovalley” 2D materials—direct bandgap semiconductors that are also ferromagnetic or ferroelectric, leading to an intrinsic valley polarization—have also been predicted theoretically, notably 2H-VSe$_2$, a ferromagnetic semiconductor that can be controlled electrically by heterostructuring it with Sc$_2$CO$_3$. While ab initio predictions look promising for 2H-VSe$_2$, the IT phase is the most thermodynamically stable. Synthesis of 2H phase VSe$_2$ monolayers must be accomplished before any experimentation on it for valleytronics or valley qubits can be done.

Research toward spin–valley qubits in TMD-based gate-defined QDs is still in its infancy. Confinement of single free electrons (holes) has yet to be demonstrated in TMD QDs, and spin and valley state coherence times have not been determined. Blockade measurements on TMD QDs are made challenging by the difficulty in making ohmic contacts to TMDs at low temperatures. Finding suitable 2D/3D ohmic contacts is therefore a crucial materials challenge for TMD-based QD devices. Optical readout may be an alternative. An additional challenge in TMDs is the synthesis of high-quality large-area TMD monolayers. This is not currently a limiting factor as exfoliated flakes have been used instead in single devices, but future scalability of TMD quantum devices will require large-area, single-crystalline monolayers with minimal defects.

2.1.3. Other 2D Materials

Silicene is the 2D allotrope of silicon, and it therefore has minimal nuclear spins and can be isotopically purified. Silicene and other nongraphene 2D materials, germanene and stanene, have a slightly buckled, nonplanar structure, leading to strong intrinsic SOC. The attraction of long coherence times due to minimal nuclear spins and SOC-enabled electrical control have inspired theoretical research on electrostatic QD qubits in silicene. Despite the experimental synthesis of silicene, silicene QD devices have—to our knowledge—not yet been experimentally realized.

2.2. 1D Materials for QD Qubits

Semiconducting nanowires (NWs) and nanotubes (NTs) have highly anisotropic electronic structures and strong spin–orbit interaction. The intrinsic lateral confinement of carriers simplifies device design, and the strong SOC enables fast, all-electrical control. NWs and NTs can also be (relatively) easily integrated with superconducting microcavities. Circuit cavity quantum electrodynamics (cQED) uses superconducting microwave resonators to entangle spatially separated superconducting qubits. This same approach can be applied to couple spatially separated QDs in nanowires/nanotubes suspended across the cavity. This is a scalable approach to manipulate and readout spin and charge qubits in NWs, and it can act as a quantum bus to connect spatially separated multi-QD NWs. Additionally, suspending NWs/NTs across cavities reduces the decohering effects of charge noise and can extend the relaxation time by reducing the spontaneous phonon emission rate.

2.2.1. Ge–Si Core–Shell NWs (CSNWs)

Type-II band alignment in Ge–Si CSNWs results in a 1D hole gas (1DHG) in the germanium core (Figure 4a,b). This enables the formation of hole QDs that are, like their 2DHG counterparts, promising for hole spin qubits. Strong, gate-tunable SOC is a primary benefit of the CSNW structure as compared to planar Ge. The ultrastrong SOC allows for ultrafast, all electrical spin manipulation. Dephasing times up to 180 ns have been demonstrated for hole spins in Ge–Si CSNWs, consistent with a combined mechanism of scattered nonzero-spin Ge nuclear isotopes and a SOC mechanism, suggesting improvement with isotopic purification. Recently, Froning et al. demonstrated ultrafast control of hole spins in Ge–Si CSNWs with gate-tunable Rabi frequencies (Figure 4c), with a maximum $f_R$ of 435 MHz, approximately four times faster than planar Ge. This result in spin-flipping times of $\approx 1$ ns. Moreover, they showed a coherence time extended up to 250 ns using a Hahn echo pulse sequence; the driven coherence time ranged from 7 to 59 ns depending on the gate voltage, respectively. It is expected that charge noise or other sources of fluctuating electric fields are also a source of decoherence. The “sweet spot” for minimal charge noise occurs when the direct Rashba spin–orbit coupling (DRSOC) is zero. Coherence times may be improved by only switching “on” the DRSOC via applied gate voltage for logic gates. The impact of the Ge–Si interface has not been explored, to our knowledge, but given the high surface to volume ratio of the Ge core and the sensitivity to charge noise, it is possible that interfacial defects and trap states may contribute to decoherence.

Ge–Si CSNWs are typically grown by the vapor–liquid–solid (VLS) method using Au nanodroplets to catalyze the growth of vertical CSNW arrays. This process can lead to Au atoms diffusing to the surface of the germanium core, preventing the formation of clean interfaces with Si and degrading electronic properties. One solution to this problem is growing a small layer of Si between the Au and Ge to act as a diffusion barrier. Recently, more effort has been focused on self-seeded growth of Ge-based nanowires, but the various processes attempted so far still result in an entangled mesh. A self-seeded growth process for horizontal, aligned arrays of Ge–Si CSNWs or individual Ge CSNWs with deterministic placement would be an important step towards Ge–Si CSNW-based quantum devices. Overcoming the processing challenges and eliminating sources of decoherence would make Ge–Si CSNWs a viable platform for QD qubits.

2.2.2. In–V NWs

Indium antimonide and indium arsenide have attracted attention for quantum devices due to their high electron mobility, large Landé g-factor, and strong spin–orbit coupling. While In–V NWs have primarily been studied for topological
systems, as we discuss in a later section, fast, all-electrical initialization and manipulation of spin–orbit qubits make InSb and InAs NWs promising for future QD devices. Single,[228,231] double,[232,233] and multi-QD devices[234] have been realized in InSb/As nanowires, and a spin–orbit qubit in an InSb NW QD was demonstrated with fast Rabi oscillations (104 MHz) and a coherence time up to \( \approx 35 \text{ ns} \).[229] Coupling of In–V NWs to superconducting microcavities has been demonstrated.[215,232,235] Figure 4d shows a InAs double quantum dot coupled to a microwave resonator. Hyperfine decoherence, as in planar III–V heterostructures, limits the potential promise of In–V NWs for pure QD qubits. Compared to group IV-based 1D materials, it is unlikely that In–V NWs will be useful for practical applications of QD spin qubits. However, In–V NWs remain promising for topological and Andreev qubits.

### 2.2.3. Carbon Nanotubes (CNTs)

Carbon nanotubes, like other group IV semiconductors, have low hyperfine interactions between electronic and nuclear spins that can be further reduced with isotopic purification. CNTs additionally have a high SOC that results in a zero-field splitting, enabling all electrical control of spins.[236] Ultralong coherence times have made CNTs another attractive nanomaterial platform for QD qubits.

Spin–valley qubits can be formed in bent CNT DQD devices.[237,238] Although there have been considerably fewer efforts in this area than other potential QD qubit platforms, coherence times up to 198 ns have been demonstrated.[238] Charge noise contributes to dephasing, but the dominant source is hyperfine interactions.[239] This suggests that isotopic purity is especially crucial for CNT spin qubits.

It has been theoretically predicted that spins in CNT QDs can be initialized and manipulated optically when coupled to a cQED system.[240] These CNT/microcavity structures can be fabricated using a dry stamping technique to transfer CNTs from a growth substrate to the microcavity.[241] Cubaynes et al.[216] recently demonstrated the coupling of a single electron spin in a DQD device to a microwave photon in a superconducting cQED setup. By contacting a CNT with ferromagnetic electrodes, an artificial spin–orbit interaction is introduced, several orders of magnitude larger than natural SOC. Coherence times on the order of several microseconds were demonstrated, even without isotopic purification.

CNT QD qubits are promising for various types of quantum sensing. A charge qubit in a CNT positioned on a scanning probe tip (Figure 4e) demonstrated high sensitivity to electric...
and magnetic fields (Figure 4g). CNTs have quantized flexural modes that can be coupled to spin and charge states in CNT QDs. Collectively, CNT nanomechanical-QD hybrid qubits could be utilized for next-generation scanning probe microscopy techniques.

Recent advances in CNT processing have enabled dense, wafer-scale arrays of aligned nanotubes, making CNTs a feasible material system for large-scale applications. The hyperfine interaction-driven decoherence can be minimized by using isotopically purified 13C sources for CNT growth.

CNT QDs are a highly versatile platform with potential for quantum computing and quantum sensing. CNT QD qubits coupled to superconducting microcavities exhibit long coherence times and may be controlled optically or electrically. Further, the ability to couple CNTs to cQED systems will enable entanglement of many spatially separated CNT QDs. The sensitivity of CNT QD devices to force and electromagnetic fields and the ability to integrate the devices on a scanning probe tip have the potential to enable next-generation quantum scanning probe microscopy techniques.

3. Spin Qubits in Defects

Spin defects in wide-bandgap crystals are a promising system for qubits in quantum computation, quantum networks, and quantum sensing. Electronic spin defects can be rapidly initialized through optical pumping and then magnetically controlled via ESR, then readout of states can be performed optically. Defect center qubits offer two primary advantages over QD and superconducting qubits: room-temperature operation and an intrinsic spin–photon interface. Coherence times of defect spin qubits are also generally longer than QD qubits. The optical properties and single-photon emission from defect centers are discussed in more detail in the next section. The sensitivity of electronic defect states to magnetic field, strain, and temperature makes them particularly attractive for quantum sensing applications. Weber et al. identify the criteria spin defects must meet to be used as qubits:

I. Long-lived paramagnetic defect states with a spin-dependent energy splitting.
II. Polarizable by optical pumping with spin-selective transitions with one or more nonradiative transitions between states with different spins.
III. Luminescence that differs between qubit sublevels by intensity, energy, etc.
IV. Optical readout without transitions that interfere with energy levels of host (i.e., the defect states must be within the bandgap of the host).
V. Energy level splitting must be large enough to avoid thermal excitation.

Like electron spins in QD qubits, spin–orbit interaction and hyperfine interactions with nuclei decohere spins. Hence, high-quality crystals with minimal nonzero nuclear spins are desirable. Group-IV, wide-bandgap materials are therefore ideal candidates to act as hosts.

The leading technology for defect-based quantum information processing is the nitrogen vacancy (NV−) in diamond, an electronic spin defect. Silicon (SiV−) and other defect centers have been explored in diamond, but NV− centers remain the most mature technology. NV− centers can be manipulated and read out by optically detected magnetic resonance (ODMR), a double-resonance technique that combines ESR with optical readout. Electrical and microwave cavity schemes are also possible. NV− centers exhibit room-temperature coherence times up to 2.4 ms, limited by electron–phonon interactions. The coherence time is extended to >1 s at cryogenic temperatures. NV− centers can be coupled to other NV− centers or 13C nuclear spins (as many as 27 13C nuclear spins have been addressed by a single NV− center) via magnetic dipole interactions, but are not optically active. Optically addressable NV− centers coupled to dark nuclear spins with long storage times form a promising platform for quantum memories and entanglement swapping procedures. NV− centers coupled to 13C quantum memories have also been shown to improve quantum sensing sensitivity.

Silicon carbide (SiC) is another potential host for defect spin qubits. SiC is a wide bandgap semiconductor with many polytypes, the most common being hexagonal 4H-SiC. 4H-SiC is commonly used in microelectronic devices and is a more mature material than diamond from a processing standpoint. Because of the low naturally occurring percentage of nonzero nuclear spins for Si and C, SiC can be grown from isotopically purified precursors to minimize hyperfine interaction. While isotopically pure SiC crystals have been produced, their use in spin-qubit engineering is still in its nascent yet remains a promising direction. The negatively charged silicon vacancy (V0) and various neutral divacancies (VV0) are the most studied defects in SiC. Like diamond color centers, SiC color centers are optically active electronic defects. Due to spin-locking, SiV centers in SiC have shown coherence times up to 20 ms. Additionally, entanglement between optically active electronic defects and nuclear spins was demonstrated for divacancy centers. The same group exhibited control over single qubits with a fidelity exceeding 99.98%. Due to the high temperature growth of SiC crystals, many impurities and intrinsic defects are present, leading to fluctuating charge and spin states in unintended defects that can lead to decoherence.

Kane proposed using the nuclear spins of shallow donor atoms in Si as qubits, with rotations performed by gate voltages and spin readout via a spin-polarized current. While Kane’s exact proposal has not yet been realized, dopant spins in Si have been explored with success. Qubits encoded in the nuclear spins of 31P dopant atoms in 28Si have been demonstrated with coherence times >30 s and single qubit gate fidelities >99.995%. Until recently, donor spins have been controlled using ESR, which—as mentioned early—is slow and requires...
bulky striplines. Electrical control of a high-spin ($S = 7/2$) $^{123}$Sb donor in Si was recently demonstrated with a dephasing time, $T_2^*$, of $\approx 0.1$ s.[279] The electron bound to the Sb donor in its unionized state could be used to form a “flip-flop” qubit out of the electron spin and nuclear spin states of the donor.[275] Acceptor dopant nuclear spins and acceptor-bound hole spins have also been explored. Like QD-based qubits, acceptor-bound hole spins can be manipulated via EDSR.[276] Rabi frequencies on the order of GHz are attainable for acceptor-bound light hole states in group IV quantum wells, with strong manipulability near charge noise sweet spots.[277] This approach leverages the minimal hyperfine and spin–orbit interaction present in Si and the maturity of CMOS fabrication techniques. These defect spins can be introduced into gate-defined Si/ SiGe quantum dots for additional functionality.[278] One downside of Si dopant qubits is that they are not optically active. Without optical addressability and readout, the applications of a quantum memory formed from the long-lasting nuclear states are limited. Moreover, the location of the dopant near the edge of the conduction (valence) band for a donor (acceptor) requires operation at cryogenic temperatures, unlike other defect qubits.

Rare earth ions (REIs) are another type of interesting extrinsic defect and exhibit highly coherent states in the 4f orbital that are shielded from the environment by a full 5d shell. 4f optical transitions that are normally parity-forbidden become allowed in the presence of an inversion symmetry-breaking crystal field.[279] The interaction between the 4f electron states and the high-spin nuclei leads to a high density of states with long coherence times as long as several milliseconds.[280] The and the high-spin nuclei leads to a high density of states with long coherence times as long as several milliseconds.[280] The quantum memory formed from the long-lasting nuclear states and the high-spin nuclei leads to a high density of states with long coherence times as long as several milliseconds.[280] The

c) ODMR contrast versus frequency, demonstrating the coherence properties, density of states, and ability to write and read out states with high fidelity make single REI and ensembles of REI dopants particularly attractive for quantum memories.[281,282] Unlike many of the s- and p-hybridized defect states commonly found in wide-gap semiconductors (NV$^-$:diamond, VS$^-$:VC$^-$:SiC, etc.), f states have weak oscillator strengths and, thus, are significantly less optically active.[279] The light–matter coupling can be enhanced by incorporating the dopants in nanophotonic cavities.[281,283]

3.1. 2D Host: Hexagonal Boron Nitride (hBN)

hBN is a vdW wide-bandgap semiconductor with an indirect bandgap of $\approx 6$ eV.[284] Negatively charged boron vacancies ($V_b$) are stable up to 600 K[285] and can be deterministically created by electron beam irradiation,[286] a focused ion beam (FIB)[287] or femtosecond laser pulses[288]—as seen in Figure 5a. The van der Waals layered structure of hBN allows better spatial control of defect placement than in bulk crystals, and having defects at or near the surface offers the potential for easier integration with photonic nanostructures to enhance light–matter coupling. The 2D structure also may allow hBN spin defects to be integrated in vdW heterostructures with other 2D materials, offering optical readout of QD spins or other qubits.[289] hBN additionally has low SOC due to the small atomic masses of B and N.

Figure 5b schematically shows the energetic structure of the $V_b$ spin defect. The spin-triplet ground state, $^1A$, is split into...
\( m_s = 0 \) and ±1 substates. At zero magnetic field, the \( m_s = 0 \) substate is split from the \( m_s = \pm 1 \) substates by the ZFS energy \( \delta_{\text{GS}} \). The degeneracy of the \( m_s = \pm 1 \) substates is lifted by a magnetic field. The system can be optically pumped (green arrows) to the excited state \( ^1\text{B} \), from which there are two decay pathways: radiative decay to the bright \( m_s = 0 \) state (red arrow) or nonradiative decay via intersystem crossing into the metastable \( ^1\text{A} \), singlet state to the ground state (black dashed lines).

Recently, Gottscholl et al. used microwave pulses at low magnetic fields to demonstrate coherent manipulation of spins in VB defects in hBN at room temperature.\(^\text{290}\) ODMR contrast results as a function of microwave frequency (Figure 5c) demonstrate transitions from the \( m_s = 0 \) ground state to the nondegenerate \( m_s = \pm 1 \) states. ODMR contrast results as a function of pulse length (Figure 5d) show Rabi oscillations on the order of 10 MHz. They further measured \( T_1 \) to be 18 \( \mu \text{s} \) at 300 K and increase to 12 ms at 20 K. This first demonstration of coherent control in hBN spin defects is an important step towards the potential realization of VB spin qubits.

It was recently observed via ODMR measurements that the V\(_{\text{G}}\) ground state ZFS varies with temperature and lattice strain. The change in the ground state ZFS due to temperature, \( \Delta \delta_{\text{GS}} \), for hBN has a significantly higher coupling constant (\( \sim 623 \text{ kHz K}^{-1} \)) than NV\(^-\)diamond (\( \sim 74 \text{ kHz K}^{-1} \)) and defects in SiC (\( \sim 1.1 \text{ kHz K}^{-1} \)).\(^\text{302}\) However, diamond has temperature and magnetic field resolutions of four orders of magnitude better than hBN, likely due to stronger PL emission and improved measurement protocols and contrast. Notably, while the dominant mechanism for the \( \Delta \delta_{\text{GS}} \) in diamond is believed to be electron–phonon interactions,\(^\text{302}\) it has been suggested that the \( \Delta \delta_{\text{GS}} \) in hBN is likely due to thermal expansion-related strain.\(^\text{303}\) Once again, this suggests that the 2D structure of hBN could be leveraged to enable a next-generation strain sensor integrated in novel geometries.

Current diamond and SiC devices offer coherence times orders of magnitude longer than hBN. It should be noted, however, that control of VB defects as spin qubits is largely unexplored, and further research is needed to determine both fundamental and practical limitations of the coherence times in hBN. One clear issue is the non-zero spins of B and N nuclei, but spectral hole burning may mitigate this problem.\(^\text{290}\) If coherence times in hBN cannot be extended to times comparable with diamond or SiC, spin defects in hBN may still be useful for quantum sensing and single-photon emission, as discussed in a later section.

3.2. 0D Hosts

3.2.1. Nanodiamond

Diamond nanocrystals, like bulk diamond, are an excellent host for defect centers. We discussed the phenomenal properties of NV\(^-\) centers in diamond in this section’s introduction. Diamond has high chemical stability and is biocompatible, so NV\(^-\) centers in nanodiamonds have been explored primarily for quantum biosensing.\(^\text{293,294}\) NV\(^-\) centers are highly sensitive to magnetic fields, allowing single-molecule nuclear magnetic resonance and sensing of biomolecular signals.\(^\text{295}\) Obtaining NV\(^-\) nanodiamond coherence times comparable to NV\(^-\) centers in bulk diamond have been a challenge due to surface spin states and a greater density of N impurities in nanodiamonds. Nanodiamonds for quantum applications are typically synthesized by milling of bulk high-pressure-high-temperature (HPHT) diamond or by plasma-assisted CVD.\(^\text{293}\) HPHT diamond tends to have a large amount of naturally occurring N impurities that can lead to decoherence. Using dynamic decoupling, a coherence time of 67 \( \mu \text{s} \) was demonstrated in a milled nanodiamond,\(^\text{296}\) still significantly shorter than in the bulk. Synthesis of nanodiamonds with controlled N doping and passivated surfaces is necessary to improve the coherence times—therefore the sensitivity—of color centers in nanodiamond, making this a materials challenge. Achieving coherence times comparable to those NV\(^-\) centers in bulk diamond would not only improve the sensitivity of NV\(^-\): nanodiamond for biosensing, but also potentially allow nanodiamond to replace bulk diamond altogether. This would be highly advantageous from a cost standpoint and would also allow easier integration for sensing applications beyond biological systems.

3.2.2. Magnetic Dopants in II–VI QDs

Individual magnetic transition metal (TM) dopants in semiconducting II–VI quantum dots are another promising technology for spin qubits and qudits (multilevel quantum states). The hyperfine interaction of \( d \) electrons with the nuclei results in a zero-field splitting into a multilevel quantum system with a Hilbert space of more than 2 dimensions, enabling greater computational and memory capabilities. Moreover, \( d \) electrons are decoupled from the environment, potentially offering long coherence times for nuclear and electronic spins. Like REI dopants, TM dopants have weak oscillator strengths. It is therefore desirable to enhance the light-matter coupling of single TM dopants in an environment that does not decohere spin states.

Semicontacting II–VI QDs are highly optically active and have zero-spin nuclei that can be isotopically purified. TM dopants like Mn\(^{2+}\), Fe\(^{2+}\), and Cr\(^{3+}\) can be easily incorporated into II–VI cQDs at low dopant concentrations.\(^\text{297}\) Dopant spins in II–VI QDs can be controlled electrically.\(^\text{298,299}\) optically,\(^\text{300,301}\) or via pulsed electron paramagnetic resonance (EPR).\(^\text{102}\) Because of the confinement, the wavefunction overlap of the spin defect and an exciton localized in the QD enables spin–photon coupling through the engineered interactions of the exciton with the defect.\(^\text{103}\) Enhancement of the optical properties can also be done by incorporating the doped cQDs in optical nanocavities. With improvements in the positioning of individual nanoparticles,\(^\text{297,303,304}\) this has become a viable approach.

Mn\(^{2+}\) dopants have an \( S = 1/2 \) electron and an \( I = 5/2 \) nucleus. The hyperfine interactions between these spins split the \( m_s = \pm 1/2 \) states into two separate six-level systems, between which there are six allowed transitions. This state space can be exploited for quantum computing and quantum memory. NOT and SWAP universal quantum gates have been experimentally realized for qudits in Mn\(^{2+}\)-doped cQDs. Using electron double resonance-detected nuclear magnetic resonance (EDNMR), coherent manipulation of Mn\(^{2+}\) qudits between various states...
was demonstrated. Coherence times of approximately 8 µs were shown, with \( \pi / 2 \) pulse times of approximately 24 ns.\(^{[109]} \)

The multidimensional Hilbert space and optical addressability make TM:QDs systems interesting for optical quantum memories. Understanding and eliminating the sources of decoherence will be necessary to make these systems viable for practical applications. In addition to hosting TM dopant qubits, II–VI QDs show potential as single-photon sources, as we discuss in the next section. This may present a unique platform to explore a spin–photon interface in which the mechanism for photon emission is excitonic emission from the host and not transitions of the defect qubit.

### 3.2.3. Organic Molecular and Radical Spins

Organic molecules have emerged as an unconventional potential qubit system. This includes the spins of molecular nanomagnets (MNMs), photogenerated states, and radical spins. The chemical tunability of these complexes is a unique feature that allows greater room for optimization and molecular design.

MNMs are metalorganic molecules with one\(^{[306,307]} \) or multiple\(^{[308]} \) TM/RE ions, surrounded by organic ligands. MNMs can be processed in solution and then sublimated as ordered monolayers\(^{[309]} \). As discussed above for TM and REI dopants in solids, hyperfine interaction of an electron with a high-spin nuclei produces a high-dimensional Hilbert space. Leuenberger and Loss\(^{[310]} \) proposed the use of MNMs as qubits. Since coherent control via EPR has been demonstrated for various types of MNM qubits,\(^{[306–312]} \)

A promising application of MNMs is quantum memories with embedded QEC.\(^{[308,313,314]} \) Multiple ancilla qubits can be encoded in the multilevel system and can be used to encode one logical qubit.\(^{[314]} \) Additionally, molecules can be designed to have multiple coupled qubits or qutrits, one of which serves as a memory while the rest act as a processor or ancilla bit for QEC. Lockyer et al.\(^{[308]} \) proposed and synthesized a molecule with a \( S = 1/2 \) Cr,Ni ring coupled via an exchange interaction to a Cu ion, composed of an electronic spin coupled by hyperfine interaction to the \( I = 3/2 \) nuclear spin. In this scheme, the Cr,Ni qubit serves as a processor, the electron spin is an ancilla qubit, and the nuclear qutrit acts as the quantum memory, respectively. Alternatively, Macaluso et al.\(^{[311]} \) proposed implementing a 3-qubit phase-flip repetition code using a molecule containing a Er–Ce–Er complex. This scheme uses the center Ce ion as a quantum memory and the two Er ions as ancilla bits. The ability to design single molecules with a quantum memory and built-in error correction makes the pursuit of MNM qubits and qutrits worthwhile.

MNMs and qutrits are limited by relatively short coherence times. Coherence times are greatly influenced by the presence of nuclear spins in both the organic ligands and the surrounding environment, and, with careful tuning of molecular structure and choice of a solvent with minimal nuclear spins, coherence times up to 0.7 ms have been demonstrated in a \([\text{V(C_{8}S_{8})}]^{3-}\) system in a \( \text{C}_{60} \) solvent.\(^{[315]} \) However, coherence times for other complexes have been limited to several microseconds or less.\(^{[307,312]} \) Given the particular interest in these systems for quantum memories, it is crucial to improve \( T_2 \).

Photogenerated states in organic molecules are another emerging molecular platform for qutrits. Coherent control of photogenerated quartet states in organic molecules was recently demonstrated with coherence times up to 1.8 µs.\(^{[316]} \) Recently, Wang et al. utilized the photoexcited triplet state of a \( \text{C}_{70} \) fullerene molecule as a qutrit (three-level analog of a qubit). The quantum state interference a function of time while applying pulsed electron paramagnetic resonance was interpreted as coherent evolution of the qutrit states.\(^{[317]} \)

### 4. Superconducting Qubits

Superconducting circuits (SCs) are one of the most explored solid-state technologies for quantum computing. In this platform, qubits are encoded in the energy eigenstates of SCs. Compared to other platforms for quantum computing, SCs are macroscopic. Supercurrents are carried by Cooper pairs—paired electrons with zero net spin—sharing one macroscopic wavefunction with some phase, \( \phi \).\(^{[318]} \) The single wavefunction and the quantization of magnetic flux, \( \Phi \), in a superconducting ring result in SCs behaving as microscopic quantum systems despite a macroscopic size. In this way, SCs are like artificial atoms with quantum properties that can be designed.\(^{[29]} \)

The Josephson Junction (JJ) is the building block of SCs. A JJ is a nonlinear device in which two superconductors are joined by a thin (<5–10 nm) nonsuperconducting material—the weak link (aka tunnel barrier)—through which Cooper pairs can coherently tunnel. The current, \( I \), and voltage, \( V \), are related to the difference, \( \delta \), in the superconducting phase across the junction:

\[
I = I_C \sin \delta \tag{10}
\]

\[
V = \frac{\Phi_0}{2 \pi} \delta \tag{11}
\]

where \( \Phi_0 \) is the flux quantum, \( I_C \) the critical current, and \( \delta \) the time derivative of the phase difference, respectively. The Hamiltonian for this system can be found from the above Josephson relations to be:\(^{[319]} \)

\[
H = 4E_C n^2 - E_I \cos \phi \tag{12}
\]

where \( E_C = \epsilon^2 / (2C_I) \) is the charging energy with \( C_I \) the total junction capacitance; \( n = Q/(2e) = \Phi/2\pi \) is the excess number of Cooper pairs; \( E_I = I_C \Phi_0 / (2\pi) \) is the Josephson energy; and \( \phi = 2\pi \Phi / \Phi_0 \) is the reduced flux. One can therefore see that this system is essentially a perturbed quantum harmonic oscillator (QHO). Unlike a QHO, however, the anharmonicity causes unequal energy spacings between the energy eigenstates of the oscillator, enabling transitions between energy levels to be selectively addressed. Qubit operations are conducted by applying pulses of microwave radiation.

JJs are typically made using superconducting metal thin films (typically Al or Nb) with a thermal oxide (AlO\(_x\)) as the weak link. Different types of superconducting qubits can be formed from different circuit configurations. Common qubit types include the transmon,\(^{[320]} \) X-mon,\(^{[321]} \) flux qubit,\(^{[322]} \) and
fluxonium.\textsuperscript{[323]} These different types of qubits arise from differences of how JJJs are shunted in a circuit. (Circuit-level analysis of superconducting qubits is covered in a recent review\textsuperscript{[309]}). Larsen et al. introduced a new type of qubit—the gatemon—using an InAs–Al core–shell NW.\textsuperscript{[324]} In this device, the insulating “normal” material in a superconductor–normal–superconductor (SNS) JJ is replaced with a semiconductor. In a JJ with the N material being an insulator, \( E_I \) is fixed. However, if the N material is a semiconductor, \( E_I \) can be tuned by a gate voltage. A qubit based on this kind of JJ is called a gatemon. Electrostatic control of qubits instead of flux-based control reduces resistive dissipation.

Readout of superconducting qubits is most commonly done by dispersive readout using superconducting microcavity waveguides.\textsuperscript{[325]} In these systems, superconducting qubits are entangled with cavity photons, enabling long distance coupling, qubit control, and operations on multiple logical qubits.\textsuperscript{[326]} State-of-the-art superconducting quantum computers have qubits with \( T_1 \) and \( T_2 \) on the order of \( 10^2 \) to \( 10^3 \) µs, with two-qubit gate times \( 10^3 \) orders of magnitude shorter.\textsuperscript{[325,327]} Two-qubit gate fidelities of 99% have been demonstrated on logical qubits.\textsuperscript{[328]} Superconducting NISQ processors have been realized as well, including the computer that was used to demonstrate quantum supremacy.\textsuperscript{[329]} Scalability and technological maturity make SCs very promising for quantum computation.

Two-level systems (TLSs) are the dominant source of noise and decoherence in superconducting quantum devices.\textsuperscript{[329]} These parasitic systems have electric dipoles that couple to the superconducting resonator, leading to dissipation and dephasing. TLSs can arise from the spins of molecular adsorbates on the surface, contaminants, and structural damage.\textsuperscript{[330]} The dominant source of decoherence, however, is dielectric loss.\textsuperscript{[331]} These sources arise from defects in the dielectric layer, oxidation, and impurities/damage induced during the fabrication process. It is therefore clear that solving decoherence issues in superconducting qubits is largely a materials science challenge.

### 4.1.1. 2D Materials as the Weak Link

JJJs based on 2D materials as a weak link between bulk superconductors have been explored in recent years. vdW materials lack dangling bonds and therefore eliminate TLSs arising from these defects. Additionally, atomically sharp interfaces can be created. Finally, atomically thin tunneling barriers make this interface transparent to superconductors.

Devices using graphene as the weak link between bulk superconducting metals have been demonstrated. A gatemon made from Al electrodes contacting a gated graphene channel (Figure 6a) was shown with a coherence time of 55 ns\textsuperscript{[332]} (Figure 6b). Lee et al.\textsuperscript{[333]} demonstrated a qubit with a vertically stacked JJ composed of Al superconducting leads and few-layer MOCVD-grown MoS\(_2\). The coherence time was limited to 12 ns but could likely be improved by optimizing the junction dimensions, eliminating polymer residue on the MoS\(_2\) from the transfer process, and by improving the quality of the growth material. MoS\(_2\) (and other TMD semiconductors) could also be used for gatemon qubits or other superconductor–semiconductor hybrid devices.\textsuperscript{[334]} hBN is another potential weak link material due to its low dielectric loss, lack of dangling bonds, and robustness as a tunnel barrier.\textsuperscript{[335]}

Heterostructures of 2D materials have also been explored as the weak link material. It was demonstrated Gr/WS\(_2\) heterostructures exhibited greater critical magnetic fields due to the enhancement of the spin–orbit interaction in graphene by the TMD.\textsuperscript{[336]} Signatures of quasi-ballistic edge states in graphene stabilized by spin–orbit interaction were seen for longer lengths of the normal material. This suggests that heterostructures of 2D materials as the weak link in a lateral JJ could be used to study topological effects.

### 4.1.2. 2D Superconductors

Superconductivity has been discovered in various TMD materials, at interfaces, in topological systems, and in twisted heterostructures. Superconductivity at the 2D limit was first demonstrated in monolayers of Pb atoms on a Si surface.\textsuperscript{[337]}

Superconductivity in 2D TMDs has been demonstrated and obeys conventional Bardeen–Cooper–Schrieffer (BCS) theory.\textsuperscript{[338]} NbSe\(_2\),\textsuperscript{[339]} TaS\(_2\),\textsuperscript{[340]} IrTe\(_2\),\textsuperscript{[341]} etc. are intrinsic superconductors, and superconductivity can be induced in other TMDs by ion-gating,\textsuperscript{[342]} doping,\textsuperscript{[343,344]} or the proximity effect.\textsuperscript{[345]} Large Ising spin–orbit coupling (SOC) in TMDs allows large in-plane critical magnetic fields due to Ising spin–orbit protection.\textsuperscript{[346]} Superconductivity down to the monolayer limit has been demonstrated in NbSe\(_2\) and TaS\(_2\). The effect of thickness on the critical temperature, \( T_C \), differs for these materials: \( T_C \) increases with decreasing thickness for TaS\(_2\), while the opposite occurs for NbSe\(_2\)\textsuperscript{[340]} (Figure 6e). While group V-b TMDs oxidize readily, they can be encapsulated with hBN in an inert environment to protect from oxidation and create a surrounding dielectric environment with low loss due to hBN’s high crystallinity and lack of dangling bonds. Group V-b TMDs tend to exhibit competition/interplay between the charge density wave (CDW) phases and superconducting phases.\textsuperscript{[347,348]} In both NbSe\(_2\) and TaS\(_2\), it is found that applying compressive pressure favors the formation of the superconducting phase.\textsuperscript{[349,350]} Understanding the interplay between these two phases in these materials may elucidate the unconventional superconductivity in these systems.
Superconductivity has been shown in other classes of 2D materials as well. 2D transition metal carbides (TMCs) such as Mo₂C have been fabricated and exhibit superconductivity in few-layer films. Monolayer FeSe grown on SrTiO₃ (STO) and other oxide substrates has emerged as a high-$T_C$ superconductor, with a $T_C$ exceeding 100 K in some experiments. Unconventional superconductivity was discovered in Moiré superlattices of graphene (and graphene with hBN) arising from flat minibands. tBLG has a low density of carriers compared to most superconductors, indicating ultrastrong correlation between paired electrons. Interestingly, tBLG and twisted trilayer graphene (tTLG) enable electrostatic tuning of the superconducting phase. This makes twisted graphene structures an exciting system for studying novel superconducting physics and highly correlated electron states. Tian et al. fabricated hybrid Nb/Au/NbSe₂ Josephson Junctions in which an Au weak link was sandwiched between one Nb metal contact and one 2D vdW contact, NbSe₂. This device demonstrated supercurrent inhomogeneity, likely due to the roughness of the Nb/Au surface. By using an all-2D structure, surface roughness should be negligible.

4.1.3. All-2D JJs

All-2D JJs have been fabricated, combining some of the above 2D superconductors with 2D weak link materials. With large-area CVD synthesis of 2D superconductors, all-2D superconducting circuits are feasible. Strong proximity coupling in all-2D NbSe₂/Gr/NbSe₂ JJs provides a system with high transparency displaying promise for coherent qubits to be formed from these devices. Figure 6f shows a vertical vdW...
JJ constructed with a graphene weak link between several-layer NbSe$_2$ superconducting leads. Similarly, Xu et al. made an all-2D JJ using graphene as the weak link between 2D superconducting Mo$_2$C, again displaying strong coupling and transparent interfaces.\cite{369} Ai et al. recently fabricated vdW JJs using NbSe$_2$ as the superconductor and Cr$_2$Ge$_2$Te$_6$ (CGT), a 2D ferromagnetic insulator, as the weak link.\cite{366} These devices exhibited a hysteretic response of the supercurrent and resistance in an in-plane applied magnetic field and also showed evidence of $\pi$-phase coupling. This result hints at the promise of using the vast and ever-expanding catalog of (anti)ferromagnetic and multiferroic vdW insulators and semiconductors in vdW JJs.

To our knowledge, neither coherence time measurements nor coherent control of qubits based on all-2D JJs have been demonstrated. Despite this, all-2D JJs are an intriguing platform for future devices with high coherence and for the studies of exotic quantum transport due to the unconventional superconductivity and other potential topological effects.

### 5. Topological Qubits and Superconductor–Semiconductor Hybrid Devices

Non-Abelian anyons are topological states of matter that are neither fermionic nor bosonic and obey non-Abelian braiding statistics. Kitaev theoretically proposed that non-Abelian anyons could be utilized for inherently fault-tolerant computation, using anyon braiding to protect against decoherence.\cite{364} Topological quantum computation with anyons has since become a long-term goal and ideal approach for fault-tolerant quantum computation. A physical implementation of a topological quantum computer requires that non-Abelian anyons be found, manipulated/braided, and read out.\cite{330} Abelian anyons—anyons that obey Abelian statistics—have been experimentally demonstrated in $\nu = 1/3$ fractional quantum Hall (FQH) states in 2DEGs,\cite{365} and Nakamura et al. recently observed anyonic braiding.\cite{366}

Discovery of non-Abelian anyons is the current challenge. Degeneracies of Majorana bound states (MBSSs) have been proposed for discovering non-Abelian anyons. Majorana fermions are particles that are their own antiparticle. Majorana bound states have been predicted in vortices of p-wave superconductors,\cite{367} at topological insulator-semiconductor interfaces,\cite{368} and at the end of superconductor-proximitized semiconductor NWs (Josephson NWs).\cite{369} The $\nu = 5/2$ FQH state was also predicted to be non-Abelian.\cite{370} However, experimental reports of Majorana bound states and non-Abelian anyons have been controversial.\cite{371} In this section, we briefly introduce MBSSs and then consider novel topological materials that may potentially be used to realize these states.

#### 5.1. Hybrid Semiconductor–Superconductor Devices

Hybrid semiconductor–superconductor devices are one potential platform for the realization of a type of MBS called Majorana zero modes (MZMs). In general, hybrid semiconductor–superconductor devices have been primarily explored using nanowires, but 2D materials can also be used. We introduced the gateon qubit in Section 4. This device can be modified by electrostatically defining quantum dots in the semiconductor weak link of the JJ. The resulting confinement results in the emergence of hybrid states.

Andreev reflection occurs when an electron traveling in a normal metal is incident on a superconductor. In this situation, a Cooper pair is injected into the superconductor and a hole is reflected back into the normal material. This enables conductance through a JJ below the superconducting gap. Under confinement, this process yields discrete Andreev bound states (ABSs). Despite sometimes exhibiting a zero-bias conductance peak, these states are topologically trivial.\cite{372} Chtchelkatchev and Nazarov predicted that quasi-particles in ABSs could be brought into long-lasting spin-1/2 states that, with spin–orbit interaction, have a spin-dependence coupling to the supercurrent carried by the Andreev levels.\cite{373} Coherent control of an Andreev spin qubit (ASQ) in an InAs Josephson NW was recently demonstrated.\cite{374}

It is predicted that narrow-bandgap semiconductor nanowires with strong Rashba SOC and a hard superconducting gap proximity induced by superconducting leads can undergo a topological phase transition resulting in the existence of Majorana fermions at the ends of the NW.\cite{369} Experimental realization of this requires defect-free, transparent superconductor–semiconductor interfaces.\cite{135} InAs and InSb NWs have strong Rashba SOC, and superconducting metals can be epitaxially grown on these materials.\cite{375} Therefore, these materials are the leading candidate for devices in the search for Majorana fermions.\cite{136,377}

Majorana fermions have also been theoretically predicted in Ge–Si core–shell nanowires (CSNW) with superconducting leads.\cite{378} On the experimental side, helical states—a prerequisite for Majorana fermions—have also been demonstrated in Ge–Si CSNWs.\cite{379} Moreover, Ge–Si CSNW Josephson junctions have been demonstrated with high-quality interfaces and coherent transport, indicating promise for Andreev qubits and Majorana devices.\cite{380,381} As discussed in Section 2.2.1, however, improved quality of Ge–Si CSNWs and growth without Au diffusion is necessary for potential topological devices, likely more so than for spin qubits.

Similarly, CNTs exhibit promise for topological superconductor–semiconductor hybrid devices. It has been theoretically predicted that proximity-induced superconductivity and gapless topological states can be induced in CNTs, enabling Majorana fermions/quasi-particles.\cite{382–385} Recently, Desjardins et al. used a proximal ferromagnetic multilayer to enhance spin–orbit coupling in a CNT contacted by superconducting electrodes; they observed oscillations of subgap states with applied magnetic field and a zero-bias peak.\cite{386} Bäuml et al. have since demonstrated supercurrent and phase slips in a bundle of CNTs encapsulated by h-BN and 2D NbSe$_2$.\cite{387} These recent results indicate promise for CNTs in superconductor–semiconductor hybrid devices and—potentially—also for confirming presence of Majorana states in devices.

#### 5.2. 2D Topological Materials

##### 5.2.1. 2D Topological Insulators (2DTIs)

A seminal work by Kane and Mele predicted that spin–orbit coupling in graphene would open a topological gap in the
bulk and convert graphene into a quantum spin Hall insulator (QSHI) with metallic edge states. The Kane–Mele model can be generalized to other 2D systems with a similar honeycomb lattice. 2D materials exhibiting a spin–orbit topological gap and metallic edge states are referred to as 2D topological insulators (2DTIs). Unlike 3D topological insulators, which have a 2D metallic surface and insulating bulk, 2DTIs have 1D metallic states that are protected against weak disorder.

The topological gap predicted in graphene is on the order of $\approx 10^{-3}$ meV due to the minimal intrinsic SOC. Instead, other 2D materials with a similar honeycomb lattice but greater SOC have been suggested. Silicene, germanene, and stanene are elemental group-IV 2D materials with a honeycomb lattice-like graphene, but the slightly buckled structure and greater atomic mass lead to greater SOC; these materials have been predicted as QSHIs with greater spin–orbit gaps than graphene. Various other emerging 2D materials have been experimentally shown to be QSHIs: bilayer bismuth, antimonene, MBE-grown monolayer 1T-WS2, a 2D In–Sb compound grown on Si, ZrTe5, etc. Various other 2D QHSIs have been theoretically predicted. Notably, phosphorene was theoretically shown to have an electric-field induced topological insulator phase. Similarly, graphene nanoribbons were predicted to have an electric-field tunable topological phase.

Work remains to synthesize the theoretically predicted QHSIs and to further characterize the topological states of the QHSIs that have been experimentally realized.

5.2.2. 2D Topological Superconductivity

p-wave superconductivity is desirable for the realization of Majorana fermions, but materials exhibiting p-wave superconductivity are rare in nature. Alternatively, heterostructuring topological insulators (or other materials exhibiting strong Rashba SOC) with s-wave superconductors can lead to p-wave-like topological superconducting states via the proximity effect. 2D materials are an excellent candidate for this approach for several reasons: i) 2D materials can be easily stacked together via dry transfer to form ultraclean interfaces, eliminating the need for direct growth of dissimilar materials on one another; ii) many 2D materials, particularly transition metal compounds or xenes with a buckled structure, exhibit high Rashba SOC; and iii) because proximity induced superconductivity occurs at interfaces, 2D materials inherently lack any undesirable contribution of bulk states.

Proximity-induced topological superconductivity has been demonstrated in heterostructures of 1T'-WTe2/NbSe2 ultrathin Bi/NbSe2, Bi2Te3/NbSe2 etc. Continuing to explore heterostructures of QHSIs and s-wave superconductors will most likely yield more candidates for topological superconductivity.

FeSe/STO, which we discussed previously as a high temperature superconductor, was shown to have an antiferromagnetic quantum spin Hall insulating gap of $\approx 40$ meV with topological edge states. The discovery of topological states and high-temperature superconductivity in one material makes this system interesting for exotic devices and studies of fundamental physics.

As mentioned in Section 4.1.1, using a graphene/TMD heterostructure as the weak link in a JJ resulted in spin–orbit stabilized quasi-ballistic edge states in graphene. Exploring heterostructures of 2D materials with exhibiting a spin–orbit proximity effect as the weak link in a JJ may result in the discovery of new topological modes.

6. Nanomaterials for Quantum Communications and Photonic Quantum Computing

6.1. Single-Photon Sources

Traveling qubits encoded in the polarization of single photons are an important resource for quantum information processing and can be utilized for all-optical quantum computation, quantum simulation, photonic quantum sensing, and quantum communications. Single photons can also be used to interface with stationary qubits such as spins in quantum dots, spin–valley qubits, and spins in defects. Thus, a reliable single-photon source is crucial for the realization of many quantum technologies.

A quantum emitter (QE) must demonstrate bright, deterministic emission of high-purity, indistinguishable single photons with high extraction efficiencies. Photon brightness is characterized by the emission rate, $10^{9}$ photons s$^{-1}$ brightness is generally desired. Deterministic operation requires coherent absorption and emission and is crucial for read/write-based protocols. Perfect coherence requires that the optical coherence time $T_2 = 2T_1$ where $T_1$ is the radiative lifetime; this is demonstrated by Fourier transform (FT)-limited linewidths: the spectral linewidth of the emitter is limited by the FT of its PL lifetime.

Photon indistinguishability is directly related to coherence and is how identical (emission energy and polarization) the individual photons are to each other. Hong-Ou-Mandel (HOM) interference measurements can be used to determine indistinguishability, $I$. For perfectly indistinguishable photons, $I = 1$. Indistinguishability is not a crucial metric for QKD, but $I > 0.99$ is required for photonic quantum computing and all-optical quantum repeaters. Indistinguishability is related to the linewidth, spectral broadening, and dephasing of an emitter. The linewidth of an emitter ($\Gamma$) depends on the radiative decay rate ($\gamma$), dephasing rate ($\gamma^\ast$), and spectral broadening ($\Delta \delta$): $\Gamma = \gamma + \gamma^\ast + \Delta \delta$. To maximize $I$, $\gamma^\ast + \Delta \delta$ must be negligibly small compared to $\gamma$. Emission is coherent and photons are indistinguishable when the linewidth is approximately equal to the radiative decay rate, therefore, demonstration of Fourier transform (FT)-limited linewidths demonstrates coherence and spectral indistinguishability. At room temperature, $\gamma^\ast$ is typically between $10^{-5}$ and $10^{-7}$ for most emitters. Therefore, $\Gamma \approx \gamma$ and $I$ approaches zero. By operating at lower temperatures, $\gamma^\ast$ is reduced. Indistinguishability can also be significantly improved by integrating the emitter with an optical cavity. Use of optical cavities also enhances the extraction efficiency and increases the emission rate by Purcell enhancement. For integrated photonics, this is done by incorporating the emitter in a dielectric cavity, photonic crystal, or plasmonic
microcavity/nanoantenna. Choosing materials platforms for QEs that can easily be integrated with cavities is therefore crucial for practical applications.

Narrow linewidths can be achieved in solid-state sources by emission into zero-phonon lines (ZPLs). The percent of emission into the ZPL is called the Debye–Waller factor and should be maximized. For applications requiring transmission over long distances through fiber optic cables, it is ideal to have photon emission at a wavelength in one of the telecom bands, so it is ideal to find single-photon sources with a ZPL in the 1.3–1.55 μm range.

The purity of a photon source is determined from Hanbury-Brown-Twiss (HBT) interferometry and characterized by the resulting second-order autocorrelation function value at a time 0, $g^2(0)$. The threshold for single-photon emission is $g^2(0) < 0.5$. Quantum key distribution requires $g^2(0) < 0.1$, but other photonic quantum applications require a $g^2(0) < 0.001$. Finally, extraction efficiencies should be >99%.

Defect-based single-photon emission (SPE) is one of the most common mechanisms. Various defect centers in large bandgap materials (diamond, SiC, etc.) exhibit SPE up to room temperature. NV$^-$ centers in diamond, which we mentioned in the context of defect spin qubits in Section 3, are among the most widely explored single-photon sources. NV$^-$ centers have a relatively high quantum efficiency of ~70%, but a Debye–Waller factor of 0.04 limits the linewidths that are achievable closer to room temperature. The electron–phonon coupling-based change in the ZFS energy and electric dipole cause the emission energy of NV$^-$ centers to be highly sensitive to strain and temperature. As discussed in the previous section, this is useful for quantum sensing, but it is not ideal for most applications of QEs. SiV centers are an alternative with a large Debye–Waller factor of 0.8 and preserved inversion symmetry. Silicon vacancies also have a shorter radiative lifetime (~1 ns) than NV$^-$ centers, but they have a low quantum efficiency that limits the brightness. SiC color centers also are single-photon sources. SiC color centers emit closer to telecom wavelengths: the ZPL for the $V_{si}$ center ranges from 861 to 916 nm and the ZPL for the $V_{C}V_{O}$ center ranges from 1037 to 1149 nm.

### 6.2. EPR Pair Sources

The emission of polarization-entangled photon pairs is the building block of quantum communications, as discussed above in the introduction. Spontaneous parametric downconversion (SPDC) is among the oldest and most commonly used EPR pair sources. In SPDC, a pump photon with frequency $\omega_p$ incident on a crystal with a susceptibility of quadratic order may spontaneously split into signal and idler photons. Energy and momentum conservation introduce two phase-matching conditions that must be satisfied for SPDC to occur:

$$\omega_{sig} + \omega_{idle} = \omega_p$$

and

$$k_{sig} + k_{idle} = k_p$$

The signal and idler photons are produced in an entangled state. SPDC is categorized by the polarizations of the two output photons. If the signal and idler photons share the same polarization to each other, it is Type I SPDC. If the signal and idler photons have perpendicular polarizations, it is deemed Type II SPDC. While this process is simple and produces EPR pairs with high-fidelity entanglement, it is Poissonian and therefore not reliable for practical applications. Greatly improved SPDC efficiency with compact, integrable sources or another EPR pair source is clearly needed for a large-scale quantum internet.

Biexciton decay in semiconductor quantum dots is the leading technology for integrated EPR pair emission. Biexcitons localized in the QD decay radiatively from the XX state to one of two X states, then from X to ground. Depending on the spin of the intermediate X state, the photons are emitted as $|L\rangle_\alpha |R\rangle_\beta$, denoting a left-hand-circularly polarized (LHCP) photon emitted from the XX $\rightarrow$ X transition and RHCP photon emitted via the X $\rightarrow$ G, or $|R\rangle_\alpha |L\rangle_\beta$, denoting the inverse pathway. Assuming that the two intermediate X states are degenerate, the state of the emitted photons can be rewritten in the basis of horizontal (H) and vertical (V) polarization as the maximally entangled Bell state $|\Phi^+\rangle = \frac{1}{\sqrt{2}} (|HH\rangle + |VV\rangle)$. In
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reality, strain, asymmetry, and concentration gradients in the dots cause the two $X$ states to hybridize into bonding and antibonding states with a fine-structure splitting, $S$.\cite{420} This introduces a phase shift between the two decay pathways, making them no longer equivalent and therefore degrading the entanglement fidelity (Figure 7b). $S$ can be tuned and minimized by applying strain or an electric or magnetic field.\cite{421–423}

6.3. 2D-Material-Based QEs

6.3.1. QEs in hBN

Defects in hBN were discussed as spin qubits in the previous section. Here we focus on their optical properties and their potential as a room-temperature single-photon source. hBN-based defects emit polarized single photons with a high quantum efficiency (87 ± 7%)\cite{424} high purity, and narrow linewidths. Additionally, the emission energy is highly tunable by the Stark effect,\cite{425} surface acoustic waves,\cite{426} and strain.\cite{427} Defects can be created with near-deterministic placement in hBN flakes using femtosecond laser pulses,\cite{288} focused ion beam (FIB) radiation,\cite{287,428} electron beam radiation,\cite{429,430} transferring of flakes onto nanopillars,\cite{431} direct growth of hBN by CVD on nanopillars,\cite{432} and annealing of arrays of hBN nanocrystals.\cite{433} Most of these techniques result in large spectral inhomogeneities. Recently, Fournier et al.\cite{430} used E-beam radiation to fabricate arrays of emitters in hBN with high spectral homogeneity (Figure 8a,b). Continued improvement over the deterministic creation and placement of emitters is crucial.

Identifying the nature of defect emitters in hBN is a current challenge that is complicated by the many potential defect types. A variety of defect emitters in hBN have been reported with different emission wavelengths.\cite{286,434–436} Figure 8a shows common emission peaks. The $V_{B}$ defect investigated primarily as a spin defect has a broad emission peak at $\approx$1.5 eV,\cite{437} and the origins of the ZPLs at 2.0, 2.1, and 4.1 eV have been proposed to be boron dangling bonds,\cite{438,439} a $V_{CB}$ defect,\cite{440} and a carbon dimer, $C_{6}C_{N}$,\cite{441} respectively. The atomic structure of the boron dangling bond defect is shown in Figure 8b. Its proposed electronic structure is a singlet ground ($1\text{A}^{\prime}$) and excited state ($1\text{B}^{\prime}$) with an intersystem crossing to a metastable triplet state ($\text{3B}^{\prime}$) (Figure 8c). More studies are needed to solidify the understanding of the active defects and their electronic structures. Additionally, it is crucial to understand how to deterministically create specific defects with control over position.

Defects in hBN have a high Debye–Waller factor\cite{435} and a low Huang-Rhys factor, enabling narrow linewidths even at room temperature. Resonant excitation has been used to demonstrate room-temperature emission at $\approx$635.5 nm with

---

**Figure 8.** Single-photon sources in hBN. a) Common ZPLs from defects in hBN. b) The atomic structure and c) the calculated electronic structure of the boron dangling bond defect in hBN, the defect proposed to be responsible for the $\approx$2 eV ZPL. d) PL map and e) PL spectra of an array of position-controlled emitters in hBN. All peaks are within a 0.7 nm window. f) A schematic of a $V_{B}$ defect (upper left inset) integrated with a bullseye resonator and the enhancement of the emission due to the resonator (upper right inset). a) Adapted with permission.\cite{445} Copyright 2021, The Authors, published by AIP Publishing. b,c) Adapted with permission.\cite{439} Copyright 2021, The Authors, published by AIP Publishing. d,e) Adapted under the terms of the CC-BY Creative Commons Attribution 4.0 International license (https://creativecommons.org/licenses/by/4.0).\cite{430} Copyright 2021, The Authors, published by Springer Nature. f) Reproduced with permission.\cite{444} Copyright 2021, American Chemical Society.
linewidths at the FT limit. This result suggests the potential for hBN color centers to be sources of highly indistinguishable single photons at room temperature.

The 2D structure of hBN allows it to be easily integrated with various structures and on arbitrary substrates. Additionally, it causes emitters to be located at—or close to—the surface. These two factors allow hBN QEs to be integrated into optical cavities with relative ease, which enhance the properties of the emitters. Emitters in a DBR cavity exhibited a reduction in the $g^2(0)$ from 0.051 to 0.018, a reduction in the PL lifetime from 837 to 366 ps, and a reduction in linewidth by a factor $>25$, as compared to bare emitters. Metal-dielectric antennas coupled to hBN emitters increased the extraction efficiency to 98%. The $V_S^\perp$ spin defect considered for spin qubits has a relatively weak, broadband emission peak on its own. However, Fröch et al. recently demonstrated that coupling a $V_S^\perp$ spin qubit to a bullseye cavity (Figure 8f) can enhance emission intensity and linewidth with negligible effects on the spin coherence time. As spectral homogeneity improves, coupling hBN emitters to cavities will continue to improve the properties of hBN QEs even more.

One advantage of hBN over bulk hosts for defect QEs is the ability to transfer hBN layers to arbitrary substrates and integrate them in vdW heterostructures. The incorporation of hBN QEs in heterostructures with graphene QD spin qubits or other 2D spin qubits could enable a spin–photon interface and allow for optical readout of spins.

Understanding of the origin and structure of QEs in hBN is currently well behind that of QEs in more mature hosts like diamond and SiC. Improved understanding of SPE defect types and their electronic structures will allow improved spectral homogeneity, deterministic defect placement, and improved control of defect qubits and QEs in hBN. Improving the spectral homogeneity will also make it easier to design integrated nanophotonic cavities for Purcell enhancement of the emitters. Despite the current limits of understanding, FT-limited linewidths sub-nanosecond radiative lifetimes and near-unity extraction efficiencies have already been demonstrated in hBN. As the understanding of the physics, chemistry, and materials science related to the defects improves, hBN is expected to become competitive with diamond and SiC for practical applications.

### 6.3.2. QEs in TMDs

2D TMDs are another promising 2D host for QEs. Group-VI-b TMDs have direct bandgaps in the monolayer limit and are highly excitonic due to quantum confinement and reduced dielectric screening. The two-dimensionality of TMDs allows QEs to be more easily integrated with nanophotonic cavities to enhance emission rates. SPE has been demonstrated or theoretically predicted using defects, strain, moiré potentials, or combinations of the above. Figure 9a shows the different effects of defects and localized strain on the electronic band structure. Defect sites create bright states in the bandgap of the TMD into which a carrier in the conduction band continuum can relax before recombining. Meanwhile, localized strain creates a spatially small well in the conduction band into which one or few electrons can relax, depending on the size of the quantum-confined area.

Like hBN, arrays of defect-based QEs can be deterministically created in TMDs using a helium-ion FIB or e-beam irradiation. The optically active defects have been shown to be chalcogen vacancies. Barthelmi et al. used a He-ion beam to create sulfur vacancies in hBN-encapsulated MoS$_2$ (Figure 9d). Ultrasharp emission was shown from these defects with relatively high purity (Figure 9e), indicating $S$ vacancies in MoS$_2$ are promising new color center for SPE. The ability to deterministically position defect emitters with sub-10 nm accuracy is conducive to embedding emitters in photonic nanostructures. Hötger et al. showed SPE from an array of defect QEs in hBN-encapsulated monolayer MoS$_2$ created with a He-ion source could be electrically tuned by applying a gate voltage, the emission could be switched between defect-related single photons, the neutral exciton, and trions.

Localized strain is typically created by transferring TMD flakes onto arrays of patterned nanostructures. Gold nanostars (AuNSs) with tip radii $<5$ nm dispersed on the surface of 1L-WSe$_2$ were used by Peng et al. to create strain-localized emitters. In addition to creating multiple localized QEs per site through applying compressive strain to the TMD, the AuNS plasmonic resonance coupled to the emitter and reduced the radiative lifetime compared to using dielectric nanodots up to 11.2 ± 1.67 to 5.3 ± 0.66 ns via Purcell enhancement, improving brightness. Recently, Zhao et al. showed site controlled, tunable telecom-wavelength SPE from a MoTe$_2$ monolayer transferred onto a nanoapillary array at temperatures up to 77 K. A $g^2(0)$ value of 0.058 ± 0.03 (at 11 K) indicates high purity, but a radiative lifetime of $\approx 20$ ns must be improved upon. Nevertheless, this is a promising step toward high purity, telecom wavelength SPE from TMDs.

Recently, Parto et al. used a combination of defect and strain engineering to demonstrate excitonic and biexcitonic SPE in hBN-encapsulated WSe$_2$ at temperatures up to 150 K. They transferred hBN-encapsulated WSe$_2$ onto SiO$_2$ nanopillars to create strain, then irradiated the strained regions with an e-beam to create a defect level inside the bandgap. Figure 9b shows this structure schematically, and the PL maps show emission not corresponding to the bulk exciton is localized at the strain/defect locations. The exciton, $X$, and biexciton, $XX$, emission peaks and the fine structure splitting between the horizontally (H) and vertically (V) polarized emission peaks are seen in Figure 9c. The second-order correlation plots in Figure 9c and extracted $g^2(0)$ values of 0.05 ± 0.04 for exciton emission and 0.09 ± 0.05 for the biexciton emission confirm high purity single photons. The biexciton decay emission in a TMD is an exciting result as it could allow for the emission of entangled photon pairs. For this, more studies are needed to investigate the origins of the finite structure splitting, $S$, in the device and how $S$ can be tuned. The ability to tune $S$ could allow the ability to switch between SPE or high-fidelity entangled pair emission in TMD QEs.

SPE has also recently been demonstrated from interlayer excitons (IXs) in twisted type-II TMD heterobilayers. Type-II band alignment in heterobilayers leads to the formation of IXs. Depending on the in-plane twist angle between the two layers, carriers are spatially localized by the confining moiré potential,
forming arrays of bound excitons. Because of the permanent dipole, IX energy can be tuned by the DC stark effect by as much as 40 meV. Moiré superlattices are therefore an intriguing route to tunable SPE.

Realizing reliable single-photon emission from TMDs currently faces several challenges. First, linewidths are 1–2 orders of magnitude higher than FT-limited linewidths in the TMD emitters that have been demonstrated so far; this can potentially be improved with resonant excitation and Purcell enhancement. Additionally, brightness must be improved. For defect-based emission, greater understanding of the defect photophysics is necessary for this novel system.

The emission of biexcitons in WSe$_2$ and MoSe$_2$ makes these materials candidates for entangled photon emission. Price et al. proposed that lateral heterostructures of smaller-gap TMD QDs <20 nm in diameter embedded in a matrix of a larger-gap TMD could be an optimal platform for the room-temperature confinement of massive Dirac fermions. By forming these QDs in type-I heterostructures with optimal size and shape, the room-temperature quantum confinement of biexcitons could be experimentally realized, potentially enabling the emission of entangled photon pairs via biexciton decay. This is, first and foremost, a synthesis challenge, and an appropriate example of how advances in materials synthesis could enable next-generation quantum technologies.

While most efforts on QEs in 2D semiconductors have focused on group VI-b TMDs, other 2D semiconductors have been explored in a limited capacity. Tonndorf et al. demonstrated SPE from layered GaSe thin films in which Se nanoclusters create local strain. A following paper used GaSe thin films on a rib/slot waveguides to as waveguide-coupled, strain-induced QEs. A $g^2(0)$ under 0.1 has yet to be demonstrated for this system. Despite the various classes of 2D metal-chalcogenide semiconductors, studies of quantum emitters in 2D semiconductors beyond group Mo and W chalcogenides are scarce.

6.4. 1D-Material-Based QEs

6.4.1. QEs in CNTs

CNTs are a promising platform for room-temperature quantum emission. CNTs have a high exciton binding energy due to limited Coulomb screening, enabling exciton stability at room temperature. In pristine CNTs, rapid exciton diffusion results in multiphoton emission, and a collection of dark states lower in energy than the single bright exciton state leads to many nonradiative decay processes, resulting in low quantum efficiency (Figure 10a). Localizing excitons within CNTs allows for
room-temperature SPE with improved quantum yield. Excitons can be localized by functionalizing nanotubes with organic color centers (OCCs) or by noncovalently decorating nanotubes with molecular adsorbents. Both OCCs and molecular adsorbents localize excitons, but the mechanisms differ.

OCCs are sp³ defects that behave as two-level systems within the host. The excited state, $E_{11}^*$, is lower in energy than the dark exciton states, $E_D$, preventing the nonradiative decay processes that plague pristine CNTs (Figure 10a). The electronegativity of the functional molecule determines the depth of the quantum well and also adjusts the energies of the LUMO and HOMO states that form the two-level system. SPE in the telecom range has been demonstrated from OCCs in nanotubes with purities exceeding 99% at room temperature (Figure 10c).

Unlike OCCs, molecular adsorbents do not create distinct two-level defect states. There is also no sp³ bonding involved between molecular adsorbents and CNTs. Instead, SPE from this platform relies on the process of exciton–exciton annihilation (EEA): mobile excitons undergo an Auger recombination process until a single exciton remains, which can finally recombine radiatively. Mobile excitons in a pristine CNT can emit single photons at room temperature via EEA, but the efficiency is still limited by nonradiative processes. Molecular adsorbents create a well lower in energy than the dark states. Excitons diffusing along the nanotube enter this well, undergo EEA, and then recombine radiatively. CNTs decorated with pentacene were recently shown to produce an improvement in PL emission over pristine nanotubes for room-temperature SPE, but $g^2(0)$ approaching 0.5 indicate poor single-photon purity relative to OCCs and even pristine nanotubes. By using molecules that create deeper wells, the purity may be improved.

Optical cavities may enable new applications for CNT-based SPE. Hybrid exciton–polariton formation resulting from the coupling of pristine CNTs to optical cavities enhances PLQY from CNTs due to the emission from a lower polariton (LP) branch at a lower energy than the dark exciton states. Interestingly, the polariton branch structure is not changed when the CNTs are functionalized with OCCs. Further, strong coupling of photons in an optical cavity with CNTs to bright excitons and phonon-brightened dark excitons hybridizes these states, potentially enabling the addressability and manipulation of dark states in a CNT optical cavity via cavity photons. It may be possible to apply a similar scheme to functionalized CNTs. Quantum emitters in CNTs are very promising due to high purity, chemical tunability, SWIR emission, and

Figure 10. Carbon nanotubes as a platform for single-photon emission. a) In a pristine nanotube, the single bright exciton state, $E_B$, is higher in energy than the dark states, $E_D$, resulting in relaxation and nonradiative decay, in turn causing the bright transition, $E_{11}$, to have low quantum yield. The addition of an OCC creates a two-level system and a bright state lower in energy than the band of dark excitonic states. The emission from the LUMO to the HOMO of the OCC, $E_{11}^*$, is therefore significantly more efficient. b) Structure of sp³ OCC defects. Altering the functionalization chemistry and the nanotube chirality changes the emission energy. c) Emission telecom c-band from the OCH₃-Dz defect on a (10,3) chiral CNT. d) HBT measurements results yielding a $g^2(0)$ of 0.01, indicating high-purity SPE. e) Time-resolved PL demonstrating ultrafast radiative lifetimes of 107 ps. b–e) Adapted with permission. Copyright 2017, Springer Nature.
Figure 11. Comparison of quantum light emission platforms. Scatterplot of the radiative lifetime in ns versus the second-order autocorrelation function for quantum emitters based on silicon carbide (blue “X”, ref. [541]), hBN (green diamonds, refs. [286,430,435,443]), TMDs (violet diamonds, refs. [448,454,456,459,460,542]), carbon nanotubes (black triangles, refs. [475,543,544]), III–V epitaxial QDs (red circles, refs. [488,545,546]), II–VI colloidal QDs (orange circles, refs. [510–513]), perovskites (labeled PVSK, cyan circles, refs. [517,524,532,547]), and graphene quantum dots (blue star, ref. [540]). $g^{(2)}(0) < 0.5$ indicates quantum emission, but $g^{(2)}(0) < 0.1$ is required for QKD. Ideally, both the lifetime and $g^{(2)}(0)$ would be minimized. The desired corner ($g^{(2)}(0) < 0.1$, lifetime < 1 ns) for quantum communications applications is highlighted in pink.

room-temperature SPE with short radiative lifetimes. However, much work remains to be done with regards to QEs in nanotubes since they need to have improved brightness and reduced linewidths to be useful for quantum information applications. Current CNT brightness ($10^5$ to $10^7$ photons s$^{-1}$) is comparable to diamond but is still a couple orders of magnitude less than the desirable $10^9$ photons s$^{-1}$ brightness. The radiative lifetimes of nanotubes are comparable to those of III–V QDs (Figure 11), so $10^9$ photons s$^{-1}$ brightness is possible with improved quantum efficiency. Coupling to an optical cavity may improve the extraction efficiency and brightness, but the inability to deterministically place molecular defects may make it difficult to effectively integrate QEC QEs in photonic nanostructures such as cavities or waveguides. Deterministic creation and placement of single OCCs in CNTs with high yield will be a significant step towards realizing functionalized CNTs as a practical platform for room-temperature SPE. Photochemical functionalization$^{480}$ may enable a process similar to lithographic patterning for generation of OCCs, offering a potential route to overcoming this issue.

6.5. 0D QEs

0D platforms for light emission are attractive due to the inherent quantum confinement, yielding atomic-like transitions. These structures generally can support individual excitons and biexcitons, making them excellent candidates for both SPE and EPR pair emission. QD QEs generally have high quantum efficiencies, high brightness, and emission that is tunable by varying size and composition.

6.5.1. III–V Epitaxial QDs

III–V eQDs are one of the most promising technologies for SPE and EPR pair emission. Processing techniques for III–V self-assembled eQDs and optoelectronics in general are well defined, and the ability to form different heterostructures and alloys within the III–V system yields tunable properties. Emission of entangled photon pairs via biexciton decay in III–V eQDs compares favorably to the probabilistic process of SPDC.

Self-assembled InAs QDs at a buried GaAs interface have long been a leading technology for single photon or entangled photon pair emission in the telecom range. Emission can be triggered electrically, and single-photon LEDs$^{481}$ and entangled-LEDs$^{482}$ were demonstrated over a decade ago. Despite the ability to electrically trigger emission, pulsed resonant two-photon excitation is a better approach to prepare biexcitons for highly entangled, indistinguishable photons.$^{483}$

Impurities due to strain and concentration gradients in InAs/GaAs QDs, however, result in a fine structure splitting that leads to a degradation of entanglement fidelity. Strain and concentration gradients resulting from the Stranski–Krastanov (SK) growth method and the large nuclear spin of In, which interacts with electrons in the QD, create the Overhauser field responsible for the fine structure splitting.$^{428}$ As discussed in Section 6.2., it is ideal to minimize this fine structure splitting.

The SK method has been replaced with alternate synthetic approaches in recent years that aim to reduce strain. High-quality InAs eQDs emitting in the telecom C-band can be grown by metal organic vapor phase epitaxy (MOVPE) on a metamorphic buffer layer on a GaAs substrate.$^{484}$ Phonon-assisted two-photon resonant excitation of dots grown by this method was shown to trigger entangled photon pairs with an indistinguishability of approx. 99% and a fidelity of approx. 95%—a significant improvement over SK-grown QDs.

Another growth method—droplet epitaxy (DE)$^{485}$—improves QD quality by reducing strain and improving the symmetry of the dots.$^{486}$ Unlike QDs grown by the SK method, which is commonly done on a (100) surface having $C_{3v}$ symmetry, DE is performed on a (111) surface, which has triangular $C_{3v}$ symmetry and therefore yields symmetric hexagonal eQDs.$^{487}$

GaAs eQDs grown on AlGaAs by droplet epitaxy method have also shown promise, with the highest entanglement fidelities and indistinguishability values shown for any III–V eQD system so far. Droplet epitaxy produces QDs with negligible strain or concentration gradients, and the lower nuclear spins of Ga and Al relative to In result in smaller Overhauser fields and, therefore, a smaller intrinsic $S^{488}$ Consequently, GaAs QDs produce single photons and entangled photon pairs with ultrahigh purity, high indistinguishability, and high entanglement fidelity. With piezoelectric strain tuning and the application of a magnetic field to eliminate $S$, indistinguishability $>0.97$ and an entanglement fidelity of 0.978 were demonstrated from GaAs eQDs.$^{422}$ GaAs QDs were recently used to demonstrate quantum teleportation with a fidelity of 0.842.$^{489}$
demonstrating their potential for deployment in a quantum network. $g^{(2)}(0)$ values on the order of $10^{-5}$ have been observed for this system, demonstrating ultra-high purity SPE.[496]

GaAs QDs currently face two challenges for scalability. First, emission typically occurs in the 750–800 nm range, not in a low-loss telecom band. This emission, however, can be tuned to transitions in $^{87}$Rb atoms; $^{87}$Rb atomic vapors are commonly used as quantum memories.[491–493] Second, the devices are operated at $\approx 5$ K, potentially limiting scalability. By reducing dephasing rates and careful integration in nanophotononic cavities, the operating temperature could theoretically be increased.[412]

III-nitride epitaxial quantum dots have also attracted attention as single photon sources at room temperature.[494–497] Like III-As heterostructure eQDs, III-N heterostructure eQDs have a type-I band alignment that localizes both holes and electrons, enabling the formation of single biexcitons under certain conditions. III-N emitters are highly versatile due to their room-temperature operation, ability to grow on Si and SiC substrates, and high emission energy tunability.[498] However, purity and linewidths are behind those of their III-As relatives.

Achieving $g^{(2)}(0) < 0.1$ in III-N QDs has been a challenge, but $g^{(2)}(0)$ values of $< 0.05$ were recently achieved in InGaN/GaN QDs using near-resonant, pulsed, low-power excitation.[498] III-N QDs have excitons with relatively large dipole moments and are consequently sensitive to charge fluctuations in the surrounding environment, leading to dephasing and therefore broadened linewidths and reduced indistinguishability.[500] Currently, emission rates are on the order of several $10^6$ photons s$^{-1}$,[499,500] but sub-nanosecond emission lifetimes indicate the potential for larger emission rates.[499] Still, this has yet to be realized and the current performance is well behind III-As QEs.

While III-As QDs have biexciton states with spin $S_{xx} = 0$, allowing radiative decay into $S_e = \pm 1$ states, Hönig et al. proposed that electrons in III-N QDs experience piezo- and pyro-electric fields that result in the formation of a hybrid-biexciton state with a spin of $S_{xx} = \pm 1$.[502] Conservation of angular momentum then requires the existence of dark exciton states with $S_e = \pm 2$ in addition to the bright exciton with $S_e = \pm 1$. Dark excitons then require a phonon-assisted spin-flip process to transition into the bright state and emit light.[493] This complicated and inefficient process would make III-N eQDs poor candidates for entangled light emission. We note, however, that Arita et al. demonstrated GaN/AlGaN eQDs with a $g^{(2)}(0)$ of $\approx 0.02$ and did not see evidence of this complicated biexcitonic decay mechanism.[496] However, they did observe a large FSS that must be reduced for EPR pair emission.

To summarize the different III–V eQD materials systems, In(Ga)As/GaAs QDs emit entangled photons in the telecom range, and emerging growth techniques are enabling improved indistinguishability and fidelity. GaAs/AlGaAs QDs grown by droplet epitaxy produce entangled photon pairs with the highest indistinguishability, fidelity, and purity, but they do not emit in the telecom range. III-N systems have a larger bandgap and therefore are usable up to room temperature, but emission quality is not yet up to the standards of III-As QDs due to inherent, system-specific challenges. More research into the biexciton decay physics in III-N eQDs is needed.

III–V quantum dots embedded in site-controlled III–V nanowires have emerged as an interesting single photon and EPR pair source. The nanowire behaves as a cavity/waveguide that enhances the extraction efficiency of the emitters.[503] Moreover, narrow linewidths have been demonstrated at temperatures as high as 140 K.[504] $g^{(2)}(0)$ values $< 0.005$ have been demonstrated for InAsP QDs in InP NWs.[505] Haffouz et al. demonstrated InAsP QD emitters embedded in an InP nanoware waveguide with tunable wavelength throughout the telecom range.[506] In dot-in-nanowire systems, multiple quantum dots can be vertically stacked and—by tuning the composition of the dot—can be a source of frequency-multiplexed single photons.[507] So far, entanglement fidelities on par with eQDs at buried interfaces have not been demonstrated, but enhanced extraction efficiencies and frequency multiplexing nonetheless make this system promising as a single-photon source.

### 6.5.2. Colloidal Nanocrystal Emitters

Solution-processed colloidal quantum dots (cQDs) are attractive 0D materials for room-temperature quantum emission due to high quantum efficiency. Solution processing is a scalable, inexpensive means of fabrication, and recent advancements in the deterministic placement of cQDs make this a practical platform for integrated quantum nanophotonics. Fluorescent blinking—intermittent periods of high PL brightness (on) and low brightness (off)—is a challenge for both II–VI and perovskite QDs. II–VI cQDs: II–VI cQDs were one of the first systems for which SPE was reported.[508] SPE in this system is the result of quantum confinement. While SPE has been explored in this system due to high quantum efficiency and room-temperature operation, II–VI cQDs face three challenges: i) a large dephasing rate, $\gamma^*$, ii) long radiative lifetimes, and iii) blinking.

For bare (i.e., not coupled to a cavity) cQDs, $\gamma^* = 10^3 \gamma y$ at room temperature,[509] resulting in $I \approx 10^{-3}$: unusable for practical applications. Excitonic radiative lifetimes in bare II–VI cQDs are on the order of 10–100 ns,[510,511] far longer than other systems. It is therefore clear that Purcell enhancement is necessary to improve both the brightness and indistinguishability of II–VI QDs. Coupling of CdSe/ZnS core–shell QDs to Ag nanocube plasmonic nanocavities on an Au surface was shown to drastically enhance emission rate via Purcell enhancement, achieving a PL lifetime of $\approx 10$ ps at room temperature.[512] However, this approach had the adverse effect of increasing $g^{(2)}(0)$ from 0.17 to 0.32 as compared to the same particles on glass. Another approach to enhance single-photon emission rates is to highly charge the QDs using an electrochemical cell.[510] This was shown to enhance the PL decay rate by a factor of 140, but it reduced the quantum yield by a factor of 2 and worsened $g^{(2)}(0)$. It is imperative to achieve a means of enhancing emission rate without increasing $g^{(2)}(0)$. Lin et al. recently demonstrated that electroluminescence enables shorter lifetimes for SPE in CdSe/CdS core–shell QDs due to the shorter lifetimes of trions than excitons.[513] This approach enabled the lifetime to be reduced while maintaining a $g^{(2)}(0)$ value of $< 0.05$ at room temperature. While electrically triggered SPE may enhance brightness, it will still be necessary to couple emitters to a cavity to reduce dephasing.
II–VI cQDs have yet to demonstrate sufficient indistinguishability; bright but pure emission; and blinking-free performance. Further, precise placement of individual cQDs in arrays or at desired locations with uniform emission characteristics has not been realized. Until these challenges have been overcome, it is difficult to envision II–VI cQDs being reliable single photon sources for any practical quantum application.

**OD Perovskites**: Lead halide perovskites with chemical formula APbX₃ (X = Cl, Br, I) are solution-processable compounds for SPE applications. The A-site element can be either organic (methylammonium, MA or formamidium, FA) or inorganic atoms (Cs) to form organic–inorganic or fully inorganic perovskite, respectively. Further, the dimension of the perovskites can be widely varied from 3D to 2D to 1D and 0D. For SPE applications, 0D cubes and 2D nanosheets have been extensively studied. The ground state exciton emission from PQDs was confirmed to be a bright triplet state, while the singlet state is dark. Further, the photoluminescence (PL) emission from PQDs at low temperatures shows multiple emission peaks with polarization dependence below the exciton emission. PL recorded by varying PQDs size and excitation fluence shows that multiple emissive states originate from exciton, biexciton, trion, and two longitudinal-optical modes. PQDs possessing rich PL features are promising for single-photon emission applications only after meeting the stringent demands such as optical coherence and reduced fluorescent blinking as discussed below. For discussion on compatibility with electrical injection, the readers are referred to prior review articles.

Single-particle spectroscopy studies at room temperature have shown strong antibunching with $g^0(0) = 0.05$ from PQDs confirming their potential single-photon emission; however, fluorescence blinking (ON/OFF) due to charging/discharging of the PQDs was observed. Charging/discharging of PQDs originates from exciton–trion formation, which is called type-A blinking. Blinking is reduced upon cooling to 6 K. From several studies, the origin for fluorescence blinking was ascribed to Auger nonradiative recombination, memory effect due to ion migration, or combination of Auger recombination, trap states, and hot-carrier relaxation. Similar blinking mechanism applies to 2D perovskites nanosheets whereby concluding that fluorescence blinking is present irrespective of the semiconductor dimensionality. Blinking was suppressed in PQDs by halide ion and organic ligand vacancy filling, which resulted in a long exciton lifetime and high PL intensity.

Beyond fluorescence blinking, optical coherence is an important parameter to leverage the application of PQDs for QIP applications demanding single photons or entangled photon pairs. For these applications, the optical coherence of the emitter must achieve twice the spontaneous exciton decay time ($T_2 = 2T_1$). Phonon scattering and spin-noise often limit $T_2 \ll 2T_1$. Further, the charge density perturbation in the environment results in shifting the emission or spectral diffusion, which causes decoherence. Using photon-correlation Fourier spectroscopy, the $T_2$ was ≈80 ps, and $T_1$ was ≈210 ps, a ratio of ≈0.19 which approaches the transform limit and is two orders of magnitude higher than other low-dimensional semiconductor systems and is comparable to epitaxial QDs. Placing PQDs in nanocavities is also a viable strategy to enhance indistinguishable photons for SPE applications. From the above discussion, the origin of multiple emissive states from PQDs is clear at this point. However, the optical coherence in PQDs needs to be addressed to implement them in quantum optics and remains an area for future research exploration.

**Other Colloidal Emitters**: Silicon is well known to have an indirect bandgap in bulk form, resulting in poor emission. However, Si nanoparticles become emissive due to quantum confinement and passivation with organic ligands. Si NPs have been shown to have high quantum efficiency. The mechanism for emission is a charge transfer state between the ligand and the Si NP surface. This charge transfer emission has been shown to produce nonclassical light, as photon antibunching measurements have shown $g^{(2)}(0)$ values as low as 0.05 with high dependence on the substrate and ligand.

Zhao et al. have shown room-temperature SPE from graphene quantum dots. Unlike the GQDs discussed in Section 2.1.1, these GQDs are carbon nanodots that are 0D in structure and were chemically synthesized. Chemical functionalization with Cl instead of alkyl groups enabled the tuning of the emission peak by 100 nm. The $g^{(2)}(0)$ for these emitters was found to be ≈0.05, indicating high purity, and the emission lifetime was on the order of a few nanoseconds. These results suggest that colloidal GQDs could be promising for chemically tunable, bright emission with high single-photon purity.

### 6.6. Nanoscale Nonlinear Materials for SPDC

In the introduction of this section, we briefly introduced spontaneous parametric downconversion (SPDC); we discuss it in more detail here. SPDC was first demonstrated in 1967 and first shown to produce nonclassical light in the late 1980s. Simplicity, high indistinguishability, stability, high entanglement fidelity, and room-temperature operation make SPDC sources advantageous for many quantum optics experiments and applications in quantum cryptography, quantum simulation, quantum metrology, as well as for testing fundamental laws of physics in quantum materials.

$\chi^{(2)}$, the quadratic order optical susceptibility, is typically small (on the order of $10^{-12}$ m V⁻¹), limiting the efficiency of the SPDC process: the highest efficiency obtained for the SPDC process is $4 \times 10^{-6}$ in periodically poled lithium niobate waveguides. The lack of efficiency makes the process stochastic and limits the brightness. Therefore, enhancement of efficiency is necessary. Efficiency can be improved by choosing materials with a larger $\chi^{(2)}$, higher optical density of states, or by Purcell enhancement to enhance emission and modify the phase-matching conditions. The latter can be achieved using metamaterials. Davoyan and Atwater have analytically shown that hyperbolic metamaterials can enable nonresonant,
broadband, phase-mismatch-free Purcell enhancement of spontaneous nonlinear light emission.\[551\]

Low dimensional materials open an opportunity for compact optical cavities for Purcell enhancement of SPDC. Tokman et al. theoretically describe the process of parametric down-conversion coupled to a subwavelength 2D cavity made from 2D nonlinear materials.\[524\] They predicted a significant reduction in the parametric instability threshold can be achieved in this structure made from MoS$_2$. While the above theoretical efforts have indeed shown that engineering of materials on the nanoscale to enhance light–matter interactions can help improve SPDC efficiencies, nanostructuring nonlinear optical materials is still in its infancy. Therefore, this provides an important opportunity for materials and nanophotonic engineers to design and experimentally demonstrate compact and efficient SPDC sources.

### 7. Single-Photon Detectors

Photodetectors sensitive to single photons are a key component in quantum communications and optical quantum computing. In general, single-photon detectors (SPDs) should have a low dark current, high signal-to-noise ratio, and low timing jitter.\[596\] For quantum information, it is also ideal to be able to resolve the number of incident photons.

The single-photon avalanche diode (SPAD) one of the most common solid-state SPD technologies. Avalanche photodiodes (APDs) are heavily doped p-n junctions operating under a large reverse bias. Electron–hole pairs (EHPs) created by a single incident photon in the depletion region experience a large electric field, causing them to accelerate and generate additional carriers, which then further excite more carriers. However, SPADs have detection efficiencies well below unity, high timing jitter, and high dark count rates.\[557–559\]

Superconducting SPDs are another general class of detectors that generally exhibit high efficiency at telecom wavelengths and low timing jitter.\[560\] This includes superconducting nanowire SPDs and transition-edge superconducting (TES) detectors. Superconducting nanowire SPDs (SNSPDs) are the most studied type of SPD based on low-dimensional materials. In this device, an incident photon creates a normal “hotspot” region within the superconductor. This region quickly grows to block supercurrent in the superconductor, resulting in an increase in resistance that is detected as a voltage pulse. The transition from normal to superconductor then occurs on the order of picoseconds.\[561\] Despite the name, these devices are not true nanowires but rather ≈100 nm wide strips patterned in a thin film of a superconducting material such as NbN, MoSi, or WSi.\[561\] TES detectors operate as bolometers: an incident photon interacting with the material introduces a small amount of heat that takes the superconductor above its critical temperature, introducing a finite resistance that can be read as a voltage pulse.\[562\] This method enables photon number resolution. While superconducting SPDs exhibit high efficiencies, low timing jitter, and fast operation, cryogenic operation is not ideal.

Another type of SPD can be made utilizing the photogating effect, which is unique to low-dimensional semiconductors and semimetals. The photogating effect involves the local gating of a channel by photoinduced filling of trap states.\[563\] This increases the carrier lifetime and increases the conductance of the channel, offering high gain.

#### 7.1. 2D Materials for SPDs

The ability to form vdW heterostructures with various different band alignments, ultrasharp interfaces, and thicknesses smaller than the mean-free path of carriers make 2D materials promising for APDs.\[560\] Gao et al. demonstrated APDs based on InSe/BP exhibiting ballistic avalanche breakdown at low voltages enabled by the thin device structure and band alignment engineering.\[565\] One issue, however, is interlayer recombination of carriers in 2D APDs. By inserting a graphene layer between InSe and BP, Wang et al. showed a suppression of interlayer carrier recombination while maintaining a relatively high sensitivity.\[566\] Neither of the two aforementioned devices demonstrated single-photon-level sensitivity, but these results are nonetheless important starting points in this infant field.

2D materials exhibit strong photogating effects due to the strong sensitivity to interfacial effects.\[567–569\] Roy et al. developed a number-resolved BLG/MoS$_2$ SPD operated at ≈100 K with simultaneously high gain, low noise, and low dark count, outperforming common, established technologies in these areas.\[570\] One challenge, however, for this device is a quantum efficiency of < 4%, limited by absorption.

Despite the high absorption coefficient and strong light–matter interaction in 2D materials, absorption is limited due to the ultrathin structure. The absorption must be maximized to achieve an improvement in quantum efficiency. Various approaches can be taken to improve the absorption of 2D materials, including using back reflectors, dielectric spacer layers, dielectric/plasmonic resonators, or a combination of the above.\[572\] Another approach is the formation of superlattices that maintain the low-dimensional electronic structure but enhance absorption.\[573\]

As discussed in Section 4, various 2D materials have been shown to exhibit superconductivity or to be high-performance weak-link layers in a JJ. Atomically thin superconductors will have a lower heat capacity than the bulk and therefore could be more sensitive to single photons.\[559\] Recently, Walsh et al. utilized the localized surface plasmon modes of graphene to couple light to a graphene-based JJ.\[571\] Incident single photons couple to plasmons in the graphene and break Cooper pairs in the superconductor, forming quasiparticles that, in turn, induce a diffusion current across the junction, enabled by quasi-ballistic transport through graphene. This enabled detection of single telecom wavelength photons. We expect this paper to inspire more research on 2D materials for superconducting SPDs, a largely unexplored field.

#### 7.2. 1D Materials for SPDs

The narrow channel and high surface-to-volume ratio of 1D semiconductor nanowires make these materials particularly interesting for photogating (PG) SPDs. 1D materials...
have anisotropic optical properties that result in polarization-dependent absorption,[573] which is potentially useful for Bell state measurements. Bottom-up synthesized 1D materials have been used for PG SPDs and 1D-APDs. Luo et al. fabricated a CdS core–shell nanowire (CdS core with a self-assembled photogate shell) photogate SPD demonstrating sensitivity to single photons at room temperature.[574] This device displayed a very low dark count rate and high gain, with polarization-selective performance. Farrell et al. recently demonstrated 1D-APDs based on vertical InGaAs–GaAs nanowire arrays with low dark count rates, low timing jitter, and photon count rates higher than commercial InP–InGaAs SPADs.[575] In this structure, each nanowire is an individual photodiode, this opens the possibility of using each photodiode as a pixel with high spatial density, enabling increased information density via spatial multiplexing. While this device was not sensitive to single photons, it is a step towards 1D-SPADs. As for 2D materials, single-photon detection based on bottom-up synthesized 1D materials is still an emerging, largely unexplored field.

7.3. 0D Materials for SPDs

Quantum dot field effect transistors (QDFETs) are FETs gated by an array of semiconductor quantum dots—typically III–Vs. Shields et al. demonstrated in 2000 that QDFETs can detect single photons: the QDs trap photoexcited carriers, modulating Shields et al. demonstrated in 2000 that QDFETs can detect single photons: the QDs trap photoexcited carriers, modulating

8. Conclusions and Outlook

We have discussed various aspects of quantum information science and engineering applications with a focus on low-dimensional nanomaterials as the key ingredients or platforms for next-generation quantum devices. QIP requires long coherence times and fast, high-fidelity gate operations, and minimizing sources of decoherence requires high-quality materials with clean interfaces. This places enormous emphasis on materials synthesis and interface engineering and creates an opportunity for the introduction of novel materials. In addition, high-resolution structural and electronic characterization of buried interfaces is equally important. To conclude, we highlight some of the critical needs for future research and developments in terms of materials in various QISE applications.

Spin qubits in gate-defined semiconducting quantum dots are one of the more mature quantum computing platforms, with few-qubit processors already demonstrated.[568] For QD-based qubits, Ge/Si core–shell NWs are a potential nanomaterial candidate to further explore since they inherit the advantages of group-IV materials while also having strong Rashba spin–orbit coupling, enabling ultra-fast all-electrical control.[213] Understanding all sources of decoherence and improving synthetic methods would make this system potentially competitive for all-electrical QD-based qubits. While In-V NWs similarly exhibit the potential for electrical control over spins,[579] coherence times of spins are inherently limited by hyperfine interactions with the non-zero nuclear spins of group III and group V elements. Therefore, pure spin qubits in In-V NWs are impractical for scalable computing applications. Despite having been explored minimally, carbon nanotube-based QD qubits also present an opportunity for spin and spin–valley qubits.[237] Optical control over spins in CNT QDs coupled to superconducting microwave cavities is a potentially scalable approach to QD computing with long coherence times,[216] especially with isotopic purification of the carbon precursor. Additionally, nanomechanical-charge/spin hybrid qubits in CNT QDs exhibit promise for a quantum sensing analog of scanning probe microscopy.[242–244] 2D materials are still in their infancy in terms of QD-based qubits. Graphene is currently the most promising 2D material for quantum computation based on spin qubits in QDs due to its ultra-high mobility, minimal hyperfine interaction, and minimal intrinsic spin–orbit coupling.[163] Valley qubits may also be realized in graphene due to the large valley g-factor.[165] Spin–valley qubits in graphene quantum dots could theoretically be viable, but this will require significant enhancement of the spin–orbit coupling. Recent experiments have demonstrated the prerequisites for the use of graphene quantum dots as qubits,[169,172,173] but coherent control of spins and the measurement of coherence times remains the next task. While recent experiments have focused on bulk bilayer graphene, graphene nanoribbons grown by bottom-up methods are also worth exploring for spin/valley qubits due to the inherent lateral confinement, lifting of the valley degeneracy, and bandgap.[163] 2D transition metal chalcogenides are interesting for spin–valley QD qubits due to strong spin–valley coupling and valley-dependent optical selection rules,[191,192] potentially enabling spin–valley qubits with an intrinsic spin–photon interface. Despite single-particle level transport having been demonstrated in gate-defined TMD QDs,[193,194,580] the readout and coherence times of spin/valley states in these devices have not yet been demonstrated, likely due to high contact resistance at low temperatures. Moreover, it is difficult to confine individual carriers electrostatically in TMDs due to lower carrier mobilities than graphene and other QD materials such as SiGe and III–Vs. Other means of confinement therefore continue to be explored and present a rich avenue for future research directions.

Defect spin qubits have shown some of the longest coherence times of any solid-state system—particularly in diamond,[256,257,259]—and exhibit promise for quantum sensing.[149,250,267] Research on defect spins in hexagonal boron nitride is in its infancy. Despite deterministic defect placement[588] and coherent manipulation of defect spins in hBN,[296] the nonzero nuclear spins of boron and nitrogen make achieving coherence times as long as those in diamond and SiC speculative at best. The high surface to volume ratio also may lead to greater noise and limit coherence times. Defect centers in low dimensional materials are highly attractive for quantum
sensing as qubits exist at or near the surface, compared to color centers in bulk crystals, which are buried. This enables qubits to be placed closer to the system of interest. Despite the challenges of hBN for quantum computing, we expect hBN to be useful for quantum sensing. hBN can be easily integrated into vdW heterostructures and transferred to arbitrary substrates, and defects in hBN exhibit strong sensitivity to external parameters.[296] hBN can also be synthesized as nanoplatelets,[433] expanding the potential for sensing. NV centers in nanodiamond can maintain the strong sensing capabilities of NV centers in bulk diamond while overcoming the geometric limitation of the bulk. Nanodiamonds are particularly exciting for quantum biosensing due to the nanoscale dimensions and biochemical stability.[294,581] However, synthesizing nanodiamonds with controlled shape, size, and nitrogen concentration is necessary to realize the potential of this technology. Rare earth element (REE) and transition metal (TM) magnetic dopants are another form of defect qubits and are promising for quantum memory application.[582] II–VI CQDs are a promising host for magnetic TM dopant spins, as they can be doped with single TM dopants and provide an inherent optical interface via excitonic sp–d interaction.[583] This possibly will allow for optically addressable TM quantum memories with a multidimensional Hilbert space. Likewise, halide perovskites are also amenable to TM and REE doping.[584–587] There is also an opportunity to explore TM and REE dopants in 2D semiconductors.

Superconducting (SC) Josephson junction qubits are the most mature of all solid-state qubit technologies and have been integrated into fully functional NISQ processors which can run primitive quantum algorithms.[13,325] Two-level systems in the dielectric tunnel junction and surrounding dielectric environment are the primary source of noise and decoherence in SC qubits.[329] Materials and interface engineering of both the superconductor and weak link layer are therefore crucial for increasing coherence times in SC qubits. In this regard, 2D materials provide a notable advantage and research opportunity due to their atomically controlled thicknesses and dangling bond-free surfaces. 2D superconductors demonstrate the potential for eventual use in superconducting qubits: TMD superconductors such as NbSe2 have a large critical field due to Ising SOC,[340,361,588] and monolayer FeSe epitaxially grown on oxide substrates is a novel high critical temperature superconductor.[353,354] All-2D JJs with highly transparent interfaces on oxide substrates is a novel high critical temperature superconductor devices. Emerging 2D quantum spin-Hall insulators[125,391,394] and/or topological superconductors[138,406] may eventually be ideal for topological quantum computation. Theoretical predictions and experimental demonstrations of novel 2D materials exhibiting topological edge states, the fractional quantum Hall effect, and topological superconductivity will continue to be important discoveries as the search for non-Abelian anyons continues.

III–V eQDs are—by far—the most advanced solid-state source for quantum emission. Purity (g2(0) < 10−4),[490] indistinguishability (>0.97),[422] and entanglement fidelity (0.978) in this system are currently unparalleled. Among III–V eQDs, GaAs QDs grown by droplet epitaxy and InAs QDs grown on a metamorphic buffer layer currently exhibit greater promise than III-N and III-P systems. III–V eQDs are currently limited to cryogenic operating temperatures due to rapid dephasing rates at higher temperatures. With integration in well-designed, cascaded cavities, increased operation temperature without reducing indistinguishability is feasible.[412] Otherwise, it is worth identifying single photon and entangled photon pair sources that can perform at higher temperature for future applications. While room-temperature SPE has been shown from II–VI CQDs,[522,531] we are not optimistic about II–VI CQDs as quantum emitters due to difficulties with indistinguishability, blinking, and demonstrating the coexistence of purity and brightness. Use of II–VI CQDs as QEs requires that these issues be resolved. Perovskite QDs have exhibited some of the same issues with blinking, but short (some <1 ns) radiative lifetimes, relatively high coherence,[538] and high purity make PQDs worth exploring for room-temperature quantum emission.[523] CNTs functionalized with organic color centers are a viable platform for high-purity SPE at room temperature with high chemical tunability and short (~100 ps) radiative lifetimes.[479] With controlled defect placement and enhanced brightness and indistinguishability via Purcell enhancement, OCCs in CNT could realistically become a practical single-photon source. We note that CNTs have displayed promise for QD qubits, quantum sensing, hybrid and topological quantum devices, and SPE. Despite research interest in CNTs having waned significantly over the past decade, prior decades of research in controlled growth,[589–591] purification,[592–594] placement,[241,246] and chemistry[595,596] of semiconducting CNTs is expected to pay off as CNTs with their highly confined 1D electronic structure and seamless atomic structure exhibit the potential to be highly useful in QISE. We therefore expect a CNT Renaissance, of sorts, in the nanomaterials and QISE research communities. 2D materials are promising hosts for quantum emitters as the atomically thin structure enables easier integration with nanophotonic cavities and deterministic creation/placement of emitters via defect, strain, or both.[597] Defects in hBN have a large Debye–Waller factor and low electron–phonon coupling[438] and are therefore promising for room-temperature single-photon emission with transform-limited linewidths,[410] sub-nanosecond radiative lifetimes,[443] and near-unity extraction efficiencies.[442,443] Emitters in 2D TMDs are interesting in this application given the ease of tunability, control (via strain and electric fields), and integration with nanophotonic elements. However, the purity (0.05 < g2(0) < 0.3)
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