SUBCONVEXITY BOUND FOR $GL(2)$ L-FUNCTIONS: $t$–ASPECT
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ABSTRACT. Let $f$ be a holomorphic Hecke eigenform or a Hecke-Maass cusp form for the full modular group $SL(2, \mathbb{Z})$. In this paper we shall use circle method to prove the Weyl exponent for $GL(2)$ $L$-functions. We shall prove that

$$L\left(\frac{1}{2} + it\right) \ll f, (1 + |t|)^{1/3+\epsilon},$$

for any $\epsilon > 0$.

1. Introduction

Estimating the central values of $L$-functions is one of the most important problems in modern number theory. In this paper we shall deal with the $t$-aspect of subconvexity bound for $GL(2)$ $L$-functions. Let $f$ be a holomorphic Hecke eigenform, or a Maass cusp form for the full modular group $SL(2, \mathbb{Z})$ with normalised Fourier coefficients $\lambda_f(n)$. The $L$-series associated to $f$ is given by

$$L(s, f) = \sum_{n=1}^{\infty} \frac{\lambda_f(n)}{n^s} = \prod_p (1 - \lambda_f(p)p^{-s} + p^{-2s})^{-1} \quad (\Re s > 1).$$

It is well known that the series $L(s, f)$ extends to an entire function and satisfies a functional equation relating $L(s, f)$ to $L(1 - s, f)$. The convexity problem in $t$-aspects deals with the size of $L(s, f)$ on the central line $\Re s = 1/2$. The functional equation together with the Phragmén-Lindelöf principle and an asymptotic formula for the gamma functions gives us the convexity bound, or the trivial bound, $L(1/2 + it, f) \ll t^{1/2+\epsilon}$. The subconvexity bound problem is to obtain a bound of the form $L(1/2 + it, f) \ll t^{1/2-\delta}$ for some $\delta > 0$.

In this paper we shall prove the following theorem:

**Theorem 1.1.** Let $f$ be either a holomorphic Hecke eigenform or a Maass cusp form for the full modular group $SL(2, \mathbb{Z})$. On $\Re s = 1/2$, we have the bound

$$L\left(\frac{1}{2} + it, f\right) \ll (|t| + 2)^{1/3+\epsilon},$$

for any $\epsilon > 0$.

This bound was first established by Anton Good [4] for holomorphic forms, and later extended by M. Jutila [19] in the case of Maass forms. In this paper, we shall prove this bound by yet another way. We briefly recall the history of the $t$-aspect subconvexity bound for $L$-functions. The convexity bound for the Riemann zeta function is given by

$$\zeta\left(\frac{1}{2} + it\right) \ll t^{1/4+\epsilon}, \quad \text{for } \epsilon > 0. \quad (1.1)$$
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Lindelöf hypothesis asserts that the exponent $1/4 + \epsilon$ can be replace by $\epsilon$. Subconvexity bound for $\zeta(s)$ was first proved by Hardy and Littlewood, and by Weyl independently. Establishing a bound for certain exponential sums, Weyl (see [27] and also [26, page 99, Theorem 5.5]) proved that

$$
\zeta(1/2 + it) \ll t^{1/6} \log^{3/2} t.
$$

(1.2)

It was first written down by Landau in a slightly refined form, and has been generalized to all Dirichlet $L$-functions. Since then it has been improved by several authors. The best known result for the exponent is $13/84 \approx 0.15476$ due to J. Bourgain [2]. Let $\chi$ be a Dirichlet character of conductor $q$. Using cancellations in character sums over short intervals, Burgess [3] proved that for square-free $q$, $L(1/2, \chi) \ll q^{3/16+\epsilon}$.

Heath-Brown [13] proved a hybrid bound (uniformly in both the parameters, $q$ and $t$) of the same strength.

Saving the log-factors, the bound in Theorem 1.1 is of the same strength as the bound (1.2) in the GL(2) setting. Therefore it is also known as the Weyl bound. For holomorphic forms, this was first proved by Good [4] using the spectral theory of automorphic functions. Jutila [18] gave an alternate proof based only on the functional properties of $L(f, s)$ and $L(f \otimes \psi, s)$, where $\psi$ is an additive character. The arguments used in his proof were flexible enough to be adopted for the the Maass cusp forms, as shown by Meruman [25], who proved the result for Maass cusp forms. Good’s mean value estimate itself was extended by Jutila [19] to prove the Weyl bound for Maass cusp forms in yet another way.

However, very little is known about the $t$-aspect subconvexity bound for $L$-functions of higher rank groups. Subconvexity bounds for the symmetric square lifts of $\text{SL}(2,\mathbb{Z})$ forms or a self-dual Maass form for $\text{SL}(3,\mathbb{Z})$ is known due to the fundamental work of X. Li [22]. Assuming $f$ to be a self-dual Hecke-Maass cusp form for $\text{SL}(3,\mathbb{Z})$, she proved (see [22, page 3, Corollary 1.2])

$$
L(1/2 + it, f) \ll_{\epsilon, f} (1 + |t|)^{\frac{3}{4} - \frac{1}{16} + \epsilon},
$$

(1.3)

for any $\epsilon > 0$. Later, using a different approach based on a conductor lowering mechanism (see equation (1.6)), Munshi [7] obtained the same exponent for general Hecke-Maass cusp forms for $\text{SL}(3,\mathbb{Z})$. The aim of this paper is to adopt the method of [7] in the context of GL(2) $L$-functions. We aim to obtain the Weyl exponent, which has previously obtained in the same context by A. Good [4] and M. Jutila [18] via the more traditional route. However, we note that the method of [7] does not easily extend to our context, and one needs to use a more refined stationary phase analysis (Lemma 3.3), and establish more refined bounds for some exponential integrals (subsection 7.3). Without these refinements, one obtains the bound $t^{3/8+\epsilon}$ in place of $t^{1/3+\epsilon}$.

To prove our theorem, we first use the following general result for an approximate functional equation of $L(f, s)$ (see [16, page 98 Theorem 5.3]).

**Theorem 1.2.** Let $G(u)$ be any function which is holomorphic and bounded in the strip $-4 < \Re u < 4$, even, and normalised by $G(0) = 1$. Then for $s$ in the strip $0 \leq \Re s \leq 1$, we have

$$
L(f, s) = \sum_n \frac{\lambda(n)}{n^s} V_s \left( \frac{n}{X} \right) + \epsilon(s, f) \sum_n \frac{\overline{\lambda}(n)}{n^{1-s}} V_{1-s} (nX),
$$

(1.4)

where $V_s(y)$ is a smooth function defined by

$$
V_s(y) = \frac{1}{2\pi i} \int_{(3)} y^{-u} G(u) \frac{\gamma(f, s + u)}{\gamma(f, s)} \frac{du}{u},
$$
$\varepsilon(f)$ is the root number and

$$
\varepsilon(f, s) = \varepsilon(f) \frac{\gamma(f, 1 - s)}{\gamma(f, s)}.
$$

Using this approximate functional equation at $\Re s = 1/2$ and properties of $V_{\delta}(y)$ (see [16, Proposition 5.4]), we have

$$
L(1/2 + it, f) \ll t^{\varepsilon} \sup_{N \in \mathbb{N}^{+}} \frac{|S(N)|}{N^{1/2}} + O_{A}(t^{-A}).
$$

(1.5)

Here $S(N)$ is a dyadic sum given by

$$
S(N) := \sum_{n=1}^{\infty} \lambda_{f}(n) n^{-it} V \left( \frac{n}{N} \right),
$$

where $V(x)$ is a smooth bump function supported on the interval $[1, 2]$ and satisfies $x^{j} V^{(j)}(x) \ll_{j} 1$. We normalize $V(x)$ so that $\int_{\mathbb{R}} V(y) dy = 1$. We shall use the conductor lowering mechanism introduced by Munshi [7] to estimate the sum $S(N)$. To that end, we introduce an extra integral with a parameter $K$, with $t^{\varepsilon} \ll K \ll t^{1-\varepsilon}$ to be chosen later and arrive at

$$
S(N) = \frac{1}{K} \int_{\mathbb{R}} V \left( \frac{u}{K} \right) \sum_{m,n=1}^{\infty} \lambda_{f}(n) \left( \frac{n}{m} \right)^{iv} m^{-it} V \left( \frac{n}{N} \right) U \left( \frac{m}{N} \right) du.
$$

(1.6)

Here $U$ is a smooth bump function supported in the interval $[3/4, 9/4]$, with $U(x) \equiv 1$ for $x \in [1, 2]$ and satisfies $x^{j} U^{(j)}(x) \ll_{j} 1$. We now use Kloosterman’s version of the circle method (equation (1.8)) to detect equation $n - m = 0$. For $n \in \mathbb{Z}$, let

$$
\delta(n) = \begin{cases} 
1 & \text{if } n = 0, \\
0 & \text{otherwise}. 
\end{cases}
$$

(1.7)

For a real number $Q > 0$, we have (see [16, page 470, Proposition 20.7])

$$
\delta(n) = 2 \Re e \left[ \int_{0}^{1} \sum_{1 \leq q \leq Q} \sum_{1 \leq \nu \leq Q} \frac{1}{aq} e \left( \frac{na}{q} \right) \right].
$$

(1.8)

We choose $Q = (N/K)^{1/2}$. Substituting the expression for $\delta(n)$ from (1.8) into (1.6), we obtain

$$
S(N) = S^{+}(N) + S^{-}(N),
$$

with

$$
S^{\pm}(N) = \frac{1}{K} \int_{0}^{1} \int_{\mathbb{R}} V \left( \frac{u}{K} \right) \sum_{1 \leq q \leq Q} \sum_{1 \leq \nu \leq Q} \frac{1}{aq} \sum_{m,n=1}^{\infty} \lambda_{f}(n) n^{iv} m^{-it} \nu \left( \frac{n}{N} \right) U \left( \frac{m}{N} \right) dv \ dx.
$$

(1.9)

In the rest of the paper we shall estimate the sum $S^{+}(N)$ since estimates on the sum $S^{-}(N)$ are similar. We shall establish the following bound to prove Theorem 1.1.

**Proposition 1.3.** Let $S^{\pm}(N)$ be given by equation (1.9). We have

$$
S^{\pm}(N) \ll \begin{cases} 
N^{1+\varepsilon} & \text{if } N \ll t^{2/3+\varepsilon} \\
N^{1/2} t^{1/2+\varepsilon} \left( \frac{N}{K} + \frac{1}{N^{3/5} K^{1/8} + \frac{K^{1/2}}{t^{1/2}}} \right) & \text{if } t^{2/3+\varepsilon} \ll N \ll t^{1+\varepsilon}, \ N^{3/5} \ll K \ll N^{1-\varepsilon}. 
\end{cases}
$$
Substituting the above bound into equation (1.5) and choosing \( K = t^{2/3} \), we obtain

\[
L(1/2 + it, f) \ll t^\epsilon \sup_{N \in i^{1+\epsilon}} \frac{|S(N)|}{N^{1/2}} + t^{-\lambda} \ll t^{1/2 + \epsilon}.
\]

We observe that the trivial estimate is \( S^\pm(N) \ll N^{2 + \epsilon} \). To obtain the subconvexity bound as stated in the Theorem 1.1, we are require to save \( N^{7/6} \) from the sum \( S^\pm(N) \). We shall briefly explain the method of the proof in the following steps. For simplicity, we assume that \( t \asymp N \) and \( q \asymp Q \) (where \( \alpha \asymp A \) means there exist constants \( 0 < c_1 < c_2 \) such that \( c_1 A < |\alpha| < c_2 A \).

**Step 1- Poisson summation formula:** We start by applying Poisson summation formula to the \( m \)-sum. The initial length of the \( m \)-sum is of size \( N \). The ‘analytic conductor’ for \( m^{(t+v)} \) has size \( t \) and the ‘arithmetic conductor’ has size \( q \). Therefore roughly, the conductor for the \( m \)-sum has size \( tQ \). After the application of Poisson summation formula, we observe that up to an arbitrarily small error, the dual sum is of length \( \ll tq/N \). The dual side also yields a congruence condition which determines \( a \mod q \) uniquely. The total saving after the first step is

\[
\sqrt{\frac{N}{Qt/N}} \times Q^{1/2} = \frac{N}{\sqrt{t}}.
\]

We have used the stationary phase method for the resulting exponential integral to get this saving. After the first step, we have a sum of the form

\[
\int_{\mathbb{R}} \sum_{q \equiv Q \mod Qt/N} \sum_{(m,q) = 1} \left( \frac{(t+v)aq}{2\pi eN(x-ma)} \right)^{-i(t+v)} \sum_{n=N} A_f(n)n^\nu e \left( \frac{nm}{q} \right) e \left( -\frac{nx}{aq} \right) dv.
\]

**Step 2- Voronoi summation formula:** Next, we apply the Voronoi summation formula to the \( n \)-sum. The ‘analytic conductor’ for \( n^\nu \) is of size \( K \) and the ‘arithmetic conductor’ for \( e(nm/q) \) is of the size \( Q \), which gives us a total conductor of size \( KQ \). The dual sum has size \( (QK)^2/N \). So the saving in second step is \( N/QK = \sqrt{N/K} \). To get this saving, we use the second derivative bound for certain exponential integrals (see subsection 6.1). A trivial estimate after the second step give us \( S^+(N) \ll \sqrt{NKt} \).

**Step 3- Integration over \( v \):** We first simplify some integral transforms (see Section 6) by the stationary phase analysis. Trivially, the integration over \( v \) has size \( K \). Stationary phase analysis on the integration over \( v \) gives a saving of size \( \sqrt{K} \). We are left with a sum of the form

\[
\sum_{n = K} A_f(n) \sum_{q \equiv Q \mod \frac{m}{q} \equiv aq/N} \left( \frac{mn}{q} \right) \int_{-K}^K n^{-it} f(q, m, \tau) d\tau,
\]

where \( f(q, m, \tau) \) is a highly oscillatory function of size \( O(1) \). Trivial estimate gives \( S^+(N) \ll \sqrt{Nt} \asymp t \) (as \( N \asymp t \)) which would give the convexity bound. To obtain an additional saving, we apply the Cauchy–Schwarz inequality and Poisson summation formula to the \( n \)-sum. This is where the introduction of \( K \) helps us beat the convexity bound.

**Step 4-Cauchy inequality and Poisson summation:** We first apply the Cauchy–Schwarz inequality to the \( n \)-sum to get rid of the Fourier coefficients \( A_f(n) \). We open the absolute value squared and interchange the order of summation. We then apply the Poisson summation formula to the \( n \)-sum. This saves \( \sqrt{K} \) from the diagonal term and \( t/K \) from the off-diagonal term. The total saving is \( \min \{ \sqrt{K}, t/K \} \). By setting \( \sqrt{K} = t/K \), the optimal choice for \( K \) turns out to be \( K = t^{2/3} \). Since the Cauchy–Schwarz inequality...
squares the amount we need to save, we observe that the saving in this step is of the size $K^{1/4} = t^{1/6}$. Hence we obtain

$$S^+(N) \ll t^{\frac{\sqrt{Nt}}{t^{1/6}}} \ll \sqrt{Nt}^{1/3+\epsilon}.$$ 

2. Preliminaries

In this section we recall some basic facts about $SL(2,\mathbb{Z})$ automorphic forms (for details, see [14] and [16]). Our requirement is minimal, in fact Voronoi summation formula and Rankin-Selberg bound (see Lemma 3.2) is all that we use.

2.1. Holomorphic cusp forms. Let $f$ be a holomorphic Hecke eigenform of weight $k$ for the full modular group $SL(2,\mathbb{Z})$. The Fourier expansion of $f$ at $\infty$ is

$$f(z) = \sum_{n=1}^{\infty} \lambda_f(n)n^{(k-1)/2}e(nz),$$

where $e(z) = e^{2\pi iz}$ and $\lambda_f(n)$ are the normalized Fourier coefficients. Deligne proved that $|\lambda_f(n)| \leq d(n)$, where $d(n)$ is the divisor function. The $L$-function associated with a form $f$ is given by

$$L(s, f) = \sum_{n=1}^{\infty} \frac{\lambda_f(n)}{n^s} = \prod_{p \text{ prime}} (1 - \lambda_f(p)p^{-s} + p^{-2s})^{-1} \quad (\Re s > 1).$$

Hecke proved that $L(s, f)$ admits an analytic continuation to the whole complex plane, given by

$$\Lambda(s, f) = (2\pi)^{-s} \Gamma\left(s + \frac{k-1}{2}\right)L(f, s) = \pi^{-s} \Gamma\left(\frac{s + (k + 1)/2}{2}\right)\Gamma\left(\frac{s + (k - 1)/2}{2}\right) L(f, s),$$

and satisfies the functional equation

$$\Lambda(s, f) = \varepsilon(f) \Lambda(1 - s, \overline{f}),$$

where $\varepsilon(f)$ is a root number and $\overline{f}$ is the dual cusp form. We now state the Voronoi summation formula for holomorphic cusp forms (see [24]).

**Lemma 2.1.** Let $\lambda_f(n)$ be as above. Let $g$ be a smooth function with compact support on the positive real numbers. Mellin transform of $g$ is defined by $\tilde{g}(s) = \int_0^{\infty} g(x)x^{s-1}dx$. Let $a, q \in \mathbb{Z}$ with $(a, q) = 1$. We have

$$\sum_{n \geq 1} \lambda_f(n)e\left(\frac{an}{q}\right)g(n) = q \sum_{n \geq 1} \frac{\lambda_f(n)}{n} e\left(-\frac{\overline{a}n}{q}\right) G\left(\frac{n}{q^2}\right),$$

(2.1)

where $\overline{a} \equiv 1 \mod q$ and for $\sigma > -(k + 1)/2$, $G(x)$ is given by

$$G(x) = t^{k-1} \frac{1}{2\pi^2} \int_{(\sigma)} (\pi^2 x)^{-s} \gamma(s, k)\tilde{g}(-s) \, ds,$$

where $\gamma(s, k)$ is given by

$$\gamma(s, k) = \frac{\Gamma\left(\frac{1+s+(k+1)/2}{2}\right)\Gamma\left(\frac{1+s+(k-1)/2}{2}\right)}{\Gamma\left(-s+(k+1)/2\right)\Gamma\left(-s+(k-1)/2\right)}.$$ 

(2.2)

**Proof.** See [8, Equations 1.12 and 1.15]. At first glance, the function $\gamma(s, k)$ above seems to be different from what is given in [8]. We apply the identity $\Gamma(s)\Gamma(1-s) = \pi \csc(\pi s)$ to arrive at the formula as written above. $\square$
2.2. Maass cusp forms. Let $f$ be a weight zero Hecke-Maass cusp form with Laplace eigenvalue $1/4 + v^2$. The Fourier series expansion of $f$ at $\infty$ is given by
\[ f(z) = \sqrt{y} \sum_{n \neq 0} \lambda_f(n) K_{iv}(2\pi|n|y)e(nx), \]
where $K_{iv}(y)$ is a Bessel function of second kind. Ramanujan-Petersson conjecture predicts that $|\lambda_f(n)| \ll n^\epsilon$. Kim and Sarnak [21] proved $|\lambda_f(n)| \ll n^{7/64 + \epsilon}$. $L$-function associated to the form $f$ is similarly defined by $L(s, f) := \sum_{n=1}^{\infty} \lambda_f(n)n^{-s} \ (\Re s > 1)$. It also extends to an entire function and satisfies the functional equation $\Lambda(s, f) = \epsilon(f)\Lambda(1 - s, f)$, where $|\epsilon(f)| = 1$. The completed $L$-function $\Lambda(s, f)$ is given by
\[ \Lambda(f, s) = \pi^{-\frac{s}{2}} \Gamma \left( \frac{s + iv}{2} \right) \Gamma \left( \frac{s - iv}{2} \right) L(f, s). \]

We need the following Voronoi summation formula for the Maass forms. This was first established by Meurman [24] for full level.

**Lemma 2.2. Voronoi summation formula:** Let $\lambda_f(n)$ be as above. Let $h$ be a compactly supported smooth function in the interval $(0, \infty)$. Let $a, q \in \mathbb{Z}$ be such that $(a, q) = 1$. We have
\[ \sum_{n=1}^{\infty} \lambda_f(n)e_q(\bar{a}n)h(n) = q \sum_{n=1}^{\infty} \lambda_f(n)e_q(\bar{a}n)H^\pm \left( \frac{n}{q^2} \right), \tag{2.3} \]
where $\bar{a} \equiv 1 \mod q$, and
\[ H^\pm(y) = \frac{-i}{4\pi^2} \int_{(\sigma)} (\pi^2 x)^{-s} \left( C^+(-s) \pm C^-(s) \right) \tilde{g}(-s) \ ds, \]
with
\[ C^+(s) = \frac{\Gamma \left( \frac{1-s+iv}{2} \right) \Gamma \left( \frac{1-s-iv}{2} \right)}{\Gamma \left( \frac{s+iv}{2} \right) \Gamma \left( \frac{s-iv}{2} \right)}, \quad C^-(s) = \frac{\Gamma \left( \frac{2-s+iv}{2} \right) \Gamma \left( \frac{2-s-iv}{2} \right)}{\Gamma \left( \frac{1+s+iv}{2} \right) \Gamma \left( \frac{1+s-iv}{2} \right)}. \]

**Proof:** See [6, Page 44 equation (A.14)]. We have substituted the change of variable $1 - s/2 = -u$ to arrive at the formula in above form. \qed

3. Some Useful Lemmas

In this section, we state some results that we will use. We start by recalling the following version of Stirling’s formula.

**Lemma 3.1.** Let $0 < \delta < \pi$ be a fixed positive number. Then in the sector $|\arg s| < \pi - \delta, |s| \geq 1$, we have
\[ \Gamma(s) = \sqrt{2\pi} \exp \left( (s - 1/2) \log s - s \right) \left( 1 + O(|s|^{-1}) \right). \]
Also in any vertical strip $A_1 \leq \sigma \leq A_2, |t| \geq 1, s = \sigma + it$ we have
\[ \Gamma(s) = \sqrt{2\pi t^{1/2}} \exp \left( -\frac{1}{2} \pi t - it + \frac{1}{2} \pi (\sigma - 1/2)i \right) \left( 1 + O(|t|^{-1}) \right), \tag{3.1} \]
and
\[ |\Gamma(s)| = \sqrt{2\pi t^{1/2}} e^{-\frac{\pi}{4}|t|} \left( 1 + O \left( |t|^{-1} \right) \right). \]

We now recall the Rankin-Selberg bound for Fourier coefficients of Hecke-Maass cusp forms in the following lemma.
Lemma 3.2. Let \( \lambda_f(n) \) be Fourier coefficients of a holomorphic or Hecke-Maass cusp form. For any real number \( x \geq 1 \), we have

\[
\sum_{1 \leq n \leq x} |\lambda_f(n)|^2 \ll_{f, \epsilon} x^{1+\epsilon}.
\]

We also require to estimate the exponential integral of the form:

\[
\mathcal{I} = \int_a^b g(x)e(f(x))dx,
\]

where \( f \) and \( g \) are real valued smooth functions on the interval \([a, b]\). Suppose on the interval \([a, b]\) we have \(|f'(x)| \geq B, |f^{(j)}(x)| \leq B^{1+\epsilon} \) for \( j \geq 2 \) and \(|g^{(j)}(x)| \ll_j 1 \). Then by a change of variables

\[
f(x) = u, \quad f'(x) \, dx = du,
\]

we obtain

\[
\mathcal{I} = \int_{f(a)}^{f(b)} \frac{g(x)}{f'(x)} e(u) \, du.
\]

Applying integration by parts, differentiating \( g(x)/f'(x) \) \( j \)-times and integrating \( e(u) \), we have

\[
\mathcal{I} \ll_{j, \epsilon} B^{-j+\epsilon}.
\]

We use this bound at several place to show that in absence of stationary phase point certain integrals are negligibly small. Next we consider the case when stationary phase exists i.e., when \( f'(x) = 0 \) for some \( x \) in the interval \((a, b)\).

Lemma 3.3. Let \( f \) and \( g \) be smooth real valued functions on the interval \([a, b]\) that satisfy

\[
f^{(i)} \ll \frac{\Theta_f}{\Omega_f^5}, \quad g^{(j)} \ll \frac{1}{\Omega_g}, \quad f^{(2)} \gg \frac{\Theta_f}{\Omega_f^2},
\]

for \( i = 1, 2 \) and \( j = 0, 1, 2 \). Suppose that \( g(a) = g(b) = 0 \).

(a) Suppose \( f' \) and \( f'' \) do not vanish on the interval \([a, b]\). Let \( \Lambda = \min_{x \in [a, b]} |f'(x)| \). Then we have

\[
\mathcal{I} \ll \frac{\Theta_f}{\Omega_f^3 \Lambda^3} \left( 1 + \frac{\Omega_f}{\Omega_g} \right) + \frac{\Omega_f^2}{\Theta_f^3} + \frac{\Lambda}{\Theta_f^{3/2} \Omega_g^2}. \tag{3.3}
\]

(b) Suppose \( x_0 \in [a, b] \) is the unique point where \( f'(x_0) = 0 \). Moreover, let \( f' \) change sign from negative to positive at \( x = x_0 \). Let \( \kappa = \min\{b-x_0, x_0-a\} \). Further suppose that bound in equation (3.4) holds for \( i = 4 \). Then we have the following asymptotic expansion of \( \mathcal{I} \)

\[
\mathcal{I} = \frac{g(x_0) e(f(x_0) + 1/8)}{\sqrt{f''(x_0)}} \left( \frac{\Omega_f^4}{\Theta_f^3} + \frac{\Omega_f}{\Theta_f^{3/2} \Omega_g^2} \right).
\]

(c) Let \( x_0 \) be as above and \( f, g \) be smooth functions with bounds on derivatives as above. We will also need the expansion of \( \mathcal{I} \) up to the the second main term,

\[
\mathcal{I} = \frac{e(f(x_0) + 1/8)}{\sqrt{f''(x_0)}} \left( \frac{g(x_0)}{4\pi f''(x_0)} - \frac{i (g(x_0) f^{(4)}(x_0) + g'(x_0) f^{(3)}(x_0))}{16 \pi f''(x_0)^2} + \frac{5i g(x_0) f^{(3)}(x_0)^2}{48 \pi f''(x_0)^3} \right)
\]

\[
+ O \left( \frac{\Omega_f^5}{\Omega_g^2 \Theta_f^{3/2}} + \frac{\Omega_f}{\Theta_f^5 \Omega_g^2} \sum_{j=0}^3 \frac{\Omega_f^7}{\Theta_f^{3j/2} \Omega_g^2} + \frac{\Omega_f}{\Theta_f^{7/2} \Omega_g^2} \sum_{j=0}^5 \frac{\Omega_f}{\Theta_f^{j/2} \Omega_g^2} \right). \tag{3.4}
\]
Proof. For (1) and (2), see Theorem 1 and Theorem 2 of [5]. For (3), we use Proposition 8.2 of [1] and expand the expression up to $n = 4$. The $n = 0, 1, 2, 3$ terms contribute to the main term and the terms $n = 3, 4, 5$ give the error term.

We shall also require the following estimates on oscillatory integrals in two variables. Let $f(x, y)$ and $g(x, y)$ be two real valued smooth functions on the rectangle $[a, b] \times [c, d]$. Consider the following exponential integral in two variables,

$$
\mathfrak{N}(2) := \int_a^b \int_c^d g(x, y)e(f(x, y)) \, dx \, dy.
$$

(3.5)

Suppose there exist two positive parameters $r_1$ and $r_2$ such that

$$
\frac{\partial^2 f}{\partial x^2} \gg r_1^2, \quad \frac{\partial^2 f}{\partial y^2} \gg r_2^2, \quad \frac{\partial^2 f}{\partial x^2} \frac{\partial^2 f}{\partial y^2} - \left[ \frac{\partial^2 f}{\partial x \partial y} \right] \gg r_1 r_2,
$$

(3.6)

for all $x, y \in [a, b] \times [c, d]$. Then we have (See [9, Lemma 4])

$$
\int_a^b \int_c^d e(f(x, y)) \, dx \, dy \ll \frac{1}{r_1 r_2}.
$$

Further suppose that $\text{Supp}(g) \subset (a, b) \times (c, d)$. The total variation of $g$ equals

$$
\text{var}(g) := \int_a^b \int_c^d \left| \frac{\partial^2 g(x, y)}{\partial x \partial y} \right| \, dx \, dy.
$$

(3.7)

We have the following result (see [10, Lemma 5]).

**Lemma 3.4.** Let $f$ and $g$ be as above and let $f$ satisfy the conditions given in (3.6). Then

$$
\int_a^b \int_c^d g(x, y)e(f(x, y)) \, dx \, dy \ll \frac{\text{var}(g)}{r_1 r_2},
$$

with an absolute implied constant.

3.1. **A Fourier-Mellin transform.** Let $U$ be a smooth real valued function supported on the interval $[a, b] \subset (0, \infty)$ and satisfying $U^{(j)} \ll_{a, b, j} 1$. Let $r \in \mathbb{R}$ and $s = \sigma + i\beta \in \mathbb{C}$. We consider the following integral transform

$$
U^2(r, s) = \int_0^\infty U(x) e(-rx)x^{s-1} \, dx.
$$

(3.8)

We are interested in the behaviour of this integral in terms of parameters $\beta$ and $r$ (assuming that $a, b$ and $\sigma$ are fixed). The integral $U^2(r, s)$ is of the form given in equation (3.2) with

$$
g(x) = U(x)x^{\sigma-1} \quad \text{and} \quad f(x) = \frac{1}{2\pi} \beta \log x - rx.
$$

Derivatives of $f(x)$ are given by

$$
\begin{align*}
\frac{d}{dx} f(x) &= -r + \frac{\beta}{2\pi x}, \\
\frac{d}{dx} f^{(j)}(x) &= (-1)^{j-1}(j-1)! \frac{\beta}{2\pi x^j} \quad \text{for} \ j > 1.
\end{align*}
$$

The unique stationary point is given by

$$
f'(x_0) = 0 \quad \text{i.e.} \quad x_0 = \frac{\beta}{2\pi r}.
$$

We can write $f'(x)$ in terms of $\beta$ and $r$ as

$$
f'(x) = \frac{\beta}{2\pi} \left( \frac{1}{x} - \frac{1}{x_0} \right) = r \left( \frac{x_0}{x} - 1 \right).
$$
Let us first assume that \( x_0 \notin [a/2, 2b] \). In this case we observe that \( |f'(x)| \gg_{a,b,\sigma} \max\{|r|, |\beta|\} \) and \( f^{(j)}(x) \ll_{a,b,\sigma,j} |\beta| \) for \( x \in [a, b] \). Using equation (3.8), \( U^2(r, s) \ll \min\{|r|^{-j}, |\beta|^{-j}\} \). Let us now consider the case when \( x_0 \in [a/2, 2b] \). In this case we observe that \( |r| \approx_{a,b} |\beta| \). We use Lemma 3.3 with \( \Theta_f = |\beta| \) and \( \Omega_f = \Omega_x = 1 \) to conclude

\[
U^2(r, s) = \frac{e(f(x_0) + 1/8)}{\sqrt{f''(x_0)}} \left( g(x_0) + \frac{ig''(x_0)}{4\pi f''(x_0)} - \frac{i(g(x_0)f^{(4)}(x_0) + g'(x_0)f^{(3)}(x_0))}{16\pi f''(x_0)^2} + \frac{5ig(x_0)f^{(3)}(x_0)^2}{48\pi f''(x_0)^3} \right) + O_{a,b,\sigma,j} \left( \min\{|\beta|^{-1}, |r|^{-1}\} \right).
\]

We record the above results in the following lemma.

**Lemma 3.5.** Let \( U \) be a smooth real valued function with \( \text{supp}(U) \subset [a, b] \subset (0, \infty) \) that satisfies \( U^{(j)}(x) \ll_{a,b,j} 1 \). Let \( r \in \mathbb{R} \) and \( s = \sigma + i\beta \in \mathbb{C} \). We have

\[
U^2(r, s) = \frac{\sqrt{2\pi}e(1/8)}{\sqrt{-\beta}} \left( \frac{\beta}{2\pi r} \right)^{i\beta} \left[ U_0(\sigma, \frac{\beta}{2\pi}) - \frac{i}{12\beta} U_1(\sigma, \frac{\beta}{2\pi}) \right] + O_{a,b,\sigma,j} \left( \min\{|\beta|^{-1}, |r|^{-1}\} \right),
\]

where

\[
U_0(\sigma, x) = x^\sigma U(x) \quad \text{and}
\]

\[
U_1(\sigma, x) = U_0(\sigma, x) + 3x^2 \frac{d}{dx} \left( \frac{U_0(\sigma, x)}{x} \right) + 6x^3 \frac{d^2}{dx^2} \left( \frac{U_0(\sigma, x)}{x} \right).
\]

Integrating equation (3.8) by parts, we also have

\[
U^2(r, s) = O_{a,b,\sigma,j} \left( \min\left\{ \left( \frac{1 + |\beta|}{|r|} \right)^j, \left( \frac{1 + |r|}{|\beta|} \right)^j \right\} \right).
\]

In the following sections we outline the details of the proof. We give details when \( f \) is a holomorphic form. The case for Maass forms is similar, the only difference being the arguments of the gamma function.

4. Applying Poisson summation formula (Step 1)

We apply Poisson summation formula to the \( m \)-sum in equation (1.9). Writing \( m = \alpha + lq \) and then applying the Poisson summation formula to sum over \( l \), we have

\[
\sum_{m=1}^{\infty} m^{-i(t+v)} e \left( -\frac{ma}{q} \right) e \left( -\frac{mx}{aq} \right) U \left( \frac{m}{N} \right) = \sum_{\alpha \mod q} e \left( -\frac{\alpha a}{q} \right) \sum_{l \in \mathbb{Z}} (\alpha + lq)^{-i(t+v)} e \left( -\frac{(\alpha + lq)x}{aq} \right) U \left( \frac{\alpha + lq}{N} \right)
\]

\[
= \sum_{\alpha \mod q} e \left( -\frac{\alpha a}{q} \right) \sum_{m \in \mathbb{Z}} \int_{\mathbb{R}} (\alpha + yq)^{-i(t+v)} e \left( -\frac{(\alpha + yq)x}{aq} \right) U \left( \frac{\alpha + yq}{N} \right) e(-my)dy
\]

\[
= N^{1-i(t+v)} \sum_{m \equiv \alpha \mod q} \int_{\mathbb{R}} U(u) u^{-i(t+v)} e \left( -\frac{N(x - ma)}{aq} u \right) du.
\]
We observe that \( a \mod q \) is uniquely determined by the above congruence relation. We first examine the contribution of \( m = 0 \). We have \( |N(aq)^{-1}x| \ll q^{-1}(NK)^{1/2} \) (since \( a \asymp Q \) and we will choose \( Q = (NK)^{1/2} \)). From the congruence relation given in equation (4.1) we have \((m,q) = 1\), hence for the case \( m = 0 \), only \( q = 1 \) can occur. Applying the second statement of the Lemma 3.5 with \( \beta = t+v \approx t \) and \( r = (NK)^{1/2} \), we observe that the contribution of \( m = 0 \) is negligibly small if \((NK)^{1/2}/t \ll 1 \). This follows since we choose \( t^\epsilon \ll K \ll t^{1-\epsilon} \). Let us now consider the case where \( m \neq 0 \). In this case we have \( |N(aq)^{-1}(am-x)| \approx Nq^{-1}|m| \). Applying the second statement of Lemma 3.5 with \( \beta = t+v \approx t \) and \( r = Nq^{-1}|m| \), we see that the contribution is negligibly small if \( t/(q^{-1}N|m|) < 1 \), that is if \( |m| \gg q^{1+\epsilon}/N \).

Therefore, it suffices to consider \( m \) in the range \( 1 \leq |m| \ll q^{1+\epsilon}/N \). We split the sum over \( q \) into dyadic subintervals of the form \([C,2C]\), with \( 1 \ll C \ll Q \). We record the above result in the following lemma.

**Lemma 4.1.** Let \( N \) and \( K \) be as above. We have

\[
S^+ = \frac{N}{K} \sum_{1 \ll C \ll Q \atop \text{dyadic}} S^+(N,C) + O_A(t^{-A}),
\]

where

\[
S^+(N,C) = \int_0^1 \int_\mathbb{R} N^{-i(t+v)} V \left( \frac{v}{K} \right) \sum_{C<q \ll 2C} \sum_{(m,q)=1} \frac{1}{aq} U_{\hat{a}q} \left( \frac{N(ma-x)}{aq}, 1 - i(t+v) \right)
\]

\[
\times \sum_{n=1}^{\infty} \lambda_f(n) e \left( \frac{nm}{q} \right) n^\nu e \left( -\frac{nx}{aq} \right) V \left( \frac{n}{N} \right) dv dx.
\]

Here \( a \in (Q,q+Q) \) is uniquely determined by the congruence relation given in equation (4.1).

5. **Applying Voronoi summation formula (Step 2):**

We next apply the Voronoi summation formula to the sum over \( n \). Using \( g(n) = n^\nu e(-nx/aq)V(n/N) \) in Lemma 2.1, we obtain

\[
\sum_{n=1}^{\infty} \lambda_f(n) e \left( \frac{nm}{q} \right) n^\nu e \left( -\frac{nx}{aq} \right) V \left( \frac{n}{N} \right) = qN^\nu \sum_{n \gg 1} \lambda_f(n) e \left( -\frac{mn}{q} \right) G \left( \frac{n}{q^2}, \frac{x}{aq} \right),
\]

where

\[
G(r,r_1) = i^{k-1} \frac{1}{2\pi^2} \int_{(\sigma)} (\pi^2 r)^{-s} \gamma(s,k) \int_0^\infty y^{\nu} e \left( -r_1 Ny \right) V(y) y^{-s-1} N^{-s} dy ds
\]

\[
= c \int_{(\sigma)} (Nr)^{-s} \gamma(s,k) V_s(Nr_1, -s + iv) ds.
\]

Here \( s = \sigma + iv \), \( \gamma(s,k) \) is defined in Lemma 2.1 and \( V_s \) is given by equation (3.8). By Lemma 3.1,

\[
\gamma(s,k) \ll_{f,\sigma} 1 + |\tau|^{2\sigma+1}.
\]

Using the second statement of Lemma 3.5 with \( r = Nx/aq \approx (NK)^{1/2}/q \) and \( \beta = |\tau - v| \), we have

\[
V^{\hat{s}} \left( \frac{Nx}{aq}, -s + iv \right) \ll_{f,\sigma} \min \left\{ 1, \left( \frac{(NK)^{1/2}}{|q| |\tau - v|} \right) \right\}.
\]
Shifting the line of integration to $\sigma = M$ and choosing $j = 2M + 3$, we have

$$G \left( \frac{n}{q^2}, \frac{x}{aq} \right) \ll \left( \int_M \left( \frac{nN}{q^2} \right)^{-M} |\tau|^{2M+1} \left( \frac{(NK)^{1/2}}{q|\tau|} \right)^{2M+3} d\tau \right) \sim (NK)^{3/2} \left( \frac{K}{n} \right)^M.$$  

Letting $M \to \infty$, we observe that the dual sum is negligibly small if $n \gg K$. For $n \ll K$, we move the line of integration to $\sigma = -1/2$ to obtain

$$G \left( \frac{n}{q^2}, \frac{x}{aq} \right) = C \left( \frac{nN}{q^2} \right)^{1/2} \int_{\mathbb{R}} \left( \frac{nN}{q^2} \right)^{-i\tau} \gamma(s,k) V^2 \left( \frac{N}{aq} \cdot \frac{1}{2} - i\tau + iv \right) W_j(\tau) d\tau,$$

where $C$ is an absolute constant and $\mathcal{F}$ is collection of $O(\log t)$ many real numbers in the interval $[(NK)^{1/2}e/C, (NK)^{1/2}e/C]$ containing 0. For each $j$, $W_j$ is a smooth partition of unity satisfying

$$y^k W_j^{(k)}(y) \ll_k 1 \text{ and } \sum_{j \in \mathcal{F}} W_j(x) = 1 \text{ for } x \in [(NK)^{1/2}e/C, (NK)^{1/2}e/C].$$

Further, $W_0(x)$ is supported on $[-1, 1]$ and satisfies the bound $W_0^{(k)}(x) \ll_k 1$. For each $j > 0$ (respectively $j < 0$), $W_j(x)$ is supported on $[j, 4j/3]$ (respectively $[4j/3, j]$). Here we do not require the precise definition of the functions $W_j$. After applying Poisson and Voronoi summation formulae followed by a change of variable $v \mapsto Kv$, we have the following expression for $S^+(N,C)$.

**Lemma 5.1.** Let $N$, $K$ and $C$ be as above. Then,

$$S^+(N,C) = cN^{1/2 - \epsilon} K \sum_{j \in \mathcal{F}} \sum_{n \ll K} \lambda_f(n) n^{1/2} \sum_{\substack{C < q \leq 2C, (m,q) = 1 \atop 1 \leq \delta | q^{1+\epsilon}/N}} e \left( \frac{-ma}{aq} \right) G(q,m,n) + O_A \left( t^{-A} \right),$$

where $c$ is an absolute constant and

$$G(q,m,n) = \int_{\mathbb{R}} \left( \frac{nN}{q^2} \right)^{-i\tau} \gamma(s,k) G_1(q,n,m,\tau) W_j(\tau) d\tau,$$

with

$$G_1(q,m,\tau) = \int_0^1 \int_{\mathbb{R}} V(v) U^2 \left( \frac{N(ma-x)}{aq}, 1 - i(t+Kv) \right) V^2 \left( \frac{Nx}{aq} \cdot \frac{1}{2} - i\tau + iKv \right) dv dx. \quad (5.2)$$

In the next section we use Lemma 3.5 to analyse the integral $G_1(q,m,\tau)$.

6. Analysis of $G_1(q,m,\tau)$

6.1. **Stationary phase analysis for $U^2$ and $V^2$**. We apply Lemma 3.5 with $r = N(ma-x)/aq$ and $s = 1 - i(t+Kv)$ to get

$$U^2 = \frac{\sqrt{2\pi} e^{1/8}}{(t+Kv)^{1/2}} \left( \frac{(t+Kv)aq}{2\pi eN(x-ma)} \right)^{-(t+Kv)} U_0 \left( 1, \frac{(t+Kv)aq}{2\pi eN(x-ma)} \right) - \frac{i}{12(t+Kv)} U_1 \left( 1, \frac{(t+Kv)aq}{2\pi eN(x-ma)} \right) + O(t^{-5/2}). \quad (6.1)$$
With \( r = N x / a q \) and \( s = 1 / 2 - i \tau + i K v \) we also have

\[
V^2 = \frac{\sqrt{2 \pi} e(1/8)}{(\tau - K)^{1/2}} \left( \frac{(K v - \tau) a q}{2 \pi e N x} \right)^{i(K v - \tau)} \left[ V_0 \left( \frac{1}{2} \frac{(K v - \tau) a q}{2 \pi N x} \right) \right. \\
- \left. \frac{i}{12(\tau - K)} V_1 \left( \frac{1}{2} \frac{(K v - \tau) a q}{2 \pi N x} \right) \right] + O \left( \min \left\{ \left( \frac{a q}{N x} \right)^{5/2}, \frac{1}{|\tau - K|^{5/2}} \right\} \right). \tag{6.2}
\]

We note that in (6.1), \( (t + K v) \approx t \), therefore the main term is bigger than the error term. However, in (6.2), the main term will be smaller than the error term if \( |\tau - K| < 1 \). Support of \( V \) forces \( K v - \tau \approx N x / a q \). Therefore we bound \( V^2 \) by \( O(1) \) when \( N x / a q < 1 \), that is, \( x < a q / N \). Support of \( V \) restricts the length of the interval over \( v \) to \( |N x / a q| \leq 1 / K \) (as \( |K v - \tau| a q / 2 \pi N x \leq 2 \Rightarrow -4 \pi N x / a q K + \tau / K < v < 4 \pi N x / a q K + \tau / K \)). In the range \( x \in [0, a q / N] \), using the facts \( u^* U(u) \ll 1 \), \( v^* V(v) \ll 1 \) and estimating integral over \( v \) trivially, we have

\[
\int_0^{a q / N} \int_0^\infty V(v) U_1^2 \left( \frac{N(x - ma)}{a q}, 1 - i(t + K v) \right) \left( \frac{N x}{a q}, \frac{1}{2} - i \tau + i K v \right) d v d x \ll \frac{a q}{N K \sqrt{t}}.
\]

When \( x \in [a q / N, 1] \), we substitute the expressions of \( U_1^2 \) and \( V^2 \) from (6.1) and (6.2) into equation (5.2). Then \( G_1(q, m, \tau) \) is given by

\[
G_1(q, m, \tau) = 2 \pi i \left( \frac{a q}{N t} \right)^{1/2} \int_{a q / N}^{1} \int_{x / 2}^{1} \int \left( \frac{1}{\tau - K v} \right)^{1/2} \left( \frac{t + K v}{(t + K v)^{1/2}} \left( \frac{N x}{a q} \right) \right)^{-i(t + K v)} \\
\times \left( \frac{K v - \tau a q}{2 \pi e N x} \right)^{i(K v - \tau)} V(v) \left( U_0 V_0 - \frac{i}{12(\tau + K v)} U_1 V_1 \right) d v d x + O \left( E(\tau) + r^{-5/2 + \epsilon} \frac{a q}{N K \sqrt{r}} \right), \tag{6.3}
\]

where the arguments of \( U_i, V_j \) are as in (6.1), (6.2) and \( E(\tau) \) is given by

\[
E(\tau) = \frac{1}{t^{1/2}} \int_{a q / N}^{1} \int_{1}^{2} \min \left\{ \left( \frac{a q}{N x} \right)^{5/2}, \frac{1}{|\tau - K|^{5/2}} \right\} d v d x. \tag{6.4}
\]

To estimate error term \( E(\tau) \), we first perform the \( v \)-integral by splitting into two cases. In first case, the first term of integrand in equation (6.4) is smaller than second,

\[
\left( \frac{a q}{N x} \right) < \frac{1}{|\tau - K|} \Leftrightarrow \frac{\tau}{K} - \frac{N x}{a q K} < v < \frac{\tau}{K} + \frac{N x}{a q K}. \tag{6.5}
\]

We observe that the range of integration over \( v \) is bounded by \( N x / a q K \). We split the range of \( v \) in two parts, \( |\tau| \leq 100 K \) and \( |\tau| \geq 100 K \). When \( |\tau| \leq 100 K \), we bound the length of \( v \)-integral by \( N x / a q K \). When \( |\tau| \geq 100 K \), we bound the length of \( v \)-integral by \( O(1) \). Hence in the first case, \( E(\tau) \) bounded by

\[
\frac{1}{\sqrt{t}} \int_{a q / N}^{1} \left( \frac{a q}{N x} \right)^{5/2} \frac{N x}{a q K} d v + \frac{1}{\sqrt{t}} \int_{a q / N}^{1} \left( \frac{a q}{N x} \right)^{3/2} \left( \frac{a q}{N x} \right) 1_{|v| \leq 100 K} d x \\
\ll \frac{1}{\sqrt{t}} \left( \frac{a q}{N x} \right)^{3/2} \left( \frac{1}{K} \int_{a q / N}^{1} \frac{1}{x^{3/2}} 1_{|v| \leq 100 K} d x + \frac{1}{|\tau|} \int_{a q / N}^{1} \frac{1}{x^{3/2}} 1_{|v| \geq 100 K} d x \right) \ll \frac{a q t e}{N K \sqrt{t}} \min \left\{ 1, \frac{100 K}{|\tau|} \right\}.
\]

Here we use the fact that for \( |\tau| \geq 100 K \), in the range of \( v \) this interval does not intersect \([1, 2]\) unless \( N x / a q \approx |\tau| \). Here \( 1_{v} \) denotes the indicator function of the statement. The bound for \( E(\tau) \) in the second
case, when the second term of the integrand in equation (6.4) dominates, is given by
\[
\begin{align*}
\frac{1}{\sqrt{t}} \int_{|\tau-K\nu|>N/\sqrt{N}} \frac{1}{|\tau-K\nu|^{5/2}} dv^2 dx &\ll \frac{1}{\sqrt{t}} \int_{|\tau-K\nu|>N/\sqrt{N}} \left( \frac{aq}{N} \right)^{3/2+\epsilon} \left( \int_{|\tau-K\nu|^{1-\epsilon}} dv \right) dx \\
&\ll \frac{1}{\sqrt{t}} \left( \frac{aq}{N} \right)^{3/2} \int_{|\tau-K\nu|>N/\sqrt{N}} \left( 1_{\tau<100K} \frac{1}{|\tau-K\nu|^{1-\epsilon}} + 1_{\tau>100K} \frac{1}{|\tau-K\nu|^{1-\epsilon}} \right) dv \\
&\ll \frac{aq\epsilon}{NK\sqrt{t}} \min \left\{ 1, \frac{100K}{|\tau|} \right\}.
\end{align*}
\]
Since we choose $K \ll t^{1-\epsilon}$,
\[
E(\tau) + \frac{aq}{NK\sqrt{t}} + \frac{t\epsilon}{K^2\sqrt{t}} \ll \frac{aq}{NK\sqrt{t}} + \frac{t\epsilon}{K^2\sqrt{t}} \min \left\{ 1, \frac{100K}{|\tau|} \right\}.
\]
Substituting this bound for $E(\tau)$ into equation (6.3), we have
\[
G_1(q, m, \tau) = 2\pi i \left( \frac{aq}{Nt} \right)^{1/2} \int_{|\tau-K\nu|>N/\sqrt{N}} \int_{\mathbb{R}} \frac{i^{1/2}(t + Kv)^{-1/2}(N\nu)^{1/2}}{\nu^{3/2}} \left( \frac{(t + Kv)aq}{2\pi eN(x - ma)} \right)^{\nu(i + Kv)} \\
\times \left( \frac{(Kv - \tau)aq}{2\pi eN\nu} \right)^{i(Kv - \tau)} V(\nu) U_0 V_0 - \frac{i}{12(t + Kv)} U_1 V_0 - \frac{i}{12(t + Kv)} U_0 V_1 \\
- \frac{1}{144(t + Kv)(Kv - \tau)} U_1 V_1 \right) dv^2 dx + O \left( \frac{t\epsilon}{K^2\sqrt{t}} \min \left\{ 1, \frac{100K}{|\tau|} \right\} \right).
\]

6.2. **Step 3: Integration over** $\nu$. The integral over $\nu$ is a stationary phase integral of the form
\[
\int_{\mathbb{R}} G(\nu)e(F(\nu)) \, d\nu
\]
with
\[
G(\nu) = \frac{i^{1/2}(t + Kv)^{-1/2}(N\nu)^{1/2}}{(\nu - \tau)^{1/2}(aq)^{1/2}} V(\nu) U_0 V_0 - \frac{i}{12(t + Kv)} U_1 V_0 - \frac{i}{12(t + Kv)} U_0 V_1 \\
- \frac{(t + Kv)^{-1}}{144(\nu - \tau)} U_1 V_1,
\]
and
\[
F(\nu) = -\frac{t + Kv}{2\pi} \log \left( \frac{(t + Kv)aq}{2\pi eN(x - ma)} \right) + \frac{Kv - \tau}{2\pi} \log \left( \frac{(Kv - \tau)aq}{2\pi eN\nu} \right).
\]

The argument of $V_i, U_j$ are the same as in (6.1) and (6.2). Our goal is to apply Lemma 3.3 to the above integral. We have
\[
F'(\nu) = -\frac{K}{2\pi} \log \left( \frac{(t + Kv)aq}{(x - ma)(Kv - \tau)} \right),
\]
\[
F^{(j)}(\nu) = -\frac{(j - 1)!(-K)^j}{2\pi} \frac{1}{(t + Kv)^{j-1}} - \frac{1}{(Kv - \tau)^{j-1}} \quad (j \geq 2).
\]

The stationary phase point is given by $F'(\nu_0) = 0$, i.e.,
\[
\nu_0 = \frac{(t + \tau)x - \tau ma}{Kma}.
\]

For later calculations, it helps to note that
\[
\frac{(Kv_0 - \tau)aq}{2\pi N\nu} = \frac{(t + Kv_0)aq}{2\pi N(x - ma)} = \frac{-(t + \tau)q}{2\pi Nm}.
\]
Since $V(v)$ is supported on $[1,2]$, we observe that the weight functions $V_i((Kv - \tau)aq/2\pi N x)$ vanish unless $(Kv - \tau) \approx N x/aq$. Using this in equation (6.9), in support of the integral we have

$$F^{(j)}(v) = \frac{N x}{aq} \left( \frac{Kaq}{N x} \right)^j \quad (j \geq 2),$$

and

$$G^{(j)}(v) \ll \left( 1 + \frac{Kaq}{N x} \right)^j \quad \text{as} \quad U^{(j)}(x) \ll j \quad \text{and} \quad V^{(j)}(x) \ll j.$$  

Using the expression of $v_0$, we can write the derivative of $F$ as

$$F'(v) = \frac{K}{2\pi} \log \left( 1 + \frac{K(v_0 - v)}{(t + Kv)} \right) - \frac{K}{2\pi} \log \left( 1 + \frac{K(v_0 - v)}{(Kv - \tau)} \right). \quad (6.10)$$

Using the fact that $N \ll t^{1+\epsilon}$ and $(Kv - \tau) \approx N x/aq$, we have $0 < Kv - \tau < N/aq \ll K^{1/2}t^{1+\epsilon}/N^{1/2}$. Since $V$ is supported on $[1,2]$, there is no stationary phase if $v_0 \notin [3/4, 9/4]$. Using the inequality $\log(1 + x) \geq x/2$ for $0 \leq x \leq 1$ in equation (6.10) in the support of integral, we obtain

$$|F'(v)| \geq K^{1-\epsilon} \min \left\{ 1, \frac{Kaq}{N x} \right\},$$

When $v_0 \notin [3/4, 9/4]$, we apply Lemma (3.3) with

$$\Theta_F = \frac{N x}{aq}, \quad \Omega_F = \frac{N x}{Kaq}, \quad \Omega_G = \min \left\{ 1, \frac{N x}{Kaq} \right\}, \quad \text{and} \quad \Lambda = K^{1-\epsilon} \min \left\{ 1, \frac{Kaq}{N x} \right\}. \quad (6.11)$$

When $x < Kaq/N$, $\Omega_G = N x/Kaq$ and $\Lambda = K^{1-\epsilon}$. Using the second statement of Lemma 3.3, we obtain

$$\int_{\mathbb{R}} G(v)e(F(v)) \, dv \ll \frac{aq}{Kn x}.$$  

Then

$$\left( \frac{aq}{N t} \right)^{1/2} \int_{aq/N}^{Kaq/N} \frac{aq}{Kn x^{3/2}} \, dx \ll \frac{aq}{NK t^{1/2}}. \quad (6.12)$$

On the other hand, if $x > Kaq/N$, then $\Omega_G = 1$ and $\Lambda = K^{2-\epsilon}aq/N x$, so that

$$\int_{\mathbb{R}} G(v)e(F(v)) \, dv \ll \frac{1}{K^2} \left( \frac{N x}{Kaq} \right)^3.$$  

Integrating over $x$,

$$\left( \frac{aq}{N t} \right)^{1/2} \int_{Kaq/N}^{1} \frac{1}{K^2} \left( \frac{N x}{Kaq} \right)^3 \, dx \ll \frac{t^\epsilon}{t^{1/2}} \left( \frac{N}{K^{2}aq} \right)^{5/2}. \quad (6.13)$$

If $v_0 \in [3/4, 9/4]$ there still may not be a stationary phase. When there is no stationary phase, by similar calculations as above, the error contribution is bounded by (6.12) and (6.13). When there is a stationary phase, we use the second statement of Lemma 3.3 and estimate the integral over $x$ trivially. As earlier, if $aq/N \leq x \leq Kaq/N$, then from equation (6.11), we have $\Omega_F = \Omega_G$ and $\Lambda = K^{1-\epsilon}$. In this case, the error term in the second part of Lemma 3.3 is bounded by $O((aq)^{1/2}/(N x)^{1/2}K)$. Then,

$$\left( \frac{aq}{N t} \right)^{1/2} \int_{aq/N}^{Kaq/N} \frac{(aq)^{1/2}}{N^{1/2}xK} \, dx \ll \frac{aq}{NK t^{1/2}}. \quad (6.14)$$
On the other hand, if \( x > Kaq/N \), then \( \Omega_G = 1 \) and \( \Delta = K^{2-\epsilon}aq/Nx \). If we choose \( K > N^{1/3} \), the corresponding error term in the second part of Lemma 3.3 is bounded by \( O((Nx/K^{2}aq)^{3/2}) \). Then,

\[
\left( \frac{aq}{Nt} \right)^{1/2} \int_{Kaq/N}^{1} \frac{N^{3/2}x}{(K^{2}aq)^{3/2}} \, dx \ll \frac{N}{aqK^{3}t^{1/2}}. \tag{6.15}
\]

If we choose \( K > N^{3/5} \), then the bound in (6.15) is bigger than the bound in (6.13). Considering the error term in (6.6) and the bounds (6.12) and (6.15), we conclude that

\[
\left( \frac{aq}{tN} \right)^{1/2} \int_{aq/N}^{1} \frac{1}{\sqrt{x}} \int_{\mathbb{R}} G(y)e(F(v)) \, dy \, dx = \left( \frac{aq}{tN} \right)^{1/2} \int_{aq/N}^{1} \frac{1}{\sqrt{x}} G(v) e(F(v) + 1/8) \sqrt{F''(v)} \, dx \tag{6.16}
\]

By substituting the value of \( v_0 \) we have

\[
F(v_0) = -\frac{t + \tau}{2\pi} \log \left( \frac{-(t + \tau)q}{2\pi enm} \right), \quad F''(v_0) = \frac{(Kma)^2}{2\pi(t + \tau)(x - ma)x},
\]

and

\[
G(v_0) = \frac{aq}{N} \left( \frac{-(t + \tau)}{ma(x - ma)} \right)^{1/2} V \left( \frac{\tau}{K} - \frac{(t + \tau)x}{Kma} \right) U \left( \frac{-(t + \tau)q}{2\pi nm} \right) V \left( \frac{-(t + \tau)q}{2\pi nm} \right) + O \left( \frac{aq}{N} \right) \delta \left( m \approx \frac{qt}{N} \right).
\]

Substituting the above and using the identity \( U(z)V(z) = V(z) \), the main term of (6.16) can be written as

\[
c_1 \left( \frac{q}{mN} \right)^{3/2} V \left( \frac{-(t + \tau)q}{2\pi nm} \right) \left( \frac{-(t + \tau)q}{2\pi nm} \right)^{-(l+\gamma)} \int_{aq/N}^{1} V \left( \frac{\tau}{K} - \frac{(t + \tau)x}{Kma} \right) \, dx,
\]

with some absolute constant \( c_1 \) (note that \( m < 0 \) and \( |m| \approx qt/N \)). Since this stationary phase occurs when \( aq/N < x < 1 \), we can replace the error term of \( G(v_0) \) by \( O(aqt^\epsilon/Nx^{1-\epsilon}) \). The contribution of this error term is bounded by

\[
\left( \frac{aq}{Nt} \right)^{1/2} \int_{1}^{1} \frac{aq^\epsilon}{x^{1/2}N^{x^{1-\epsilon}}} \frac{(t + \tau)^{1/2}(x - ma)^{1/2}x^{1/2}}{Kma} \, dx \ll \frac{aq^\epsilon}{NK^{1/2}t^{1/2}}.
\]

We now extend the range of \( x \)-integral in the main term to \([0, 1]\). This contributes an error term bounded by

\[
\ll \frac{1}{K} \left( \frac{1}{\sqrt{t + \tau}} \right) \left\{ \left( \frac{-(t + \tau)q}{mN} \right)^{3/2} V \left( \frac{-(t + \tau)q}{2\pi nm} \right) \right\} \left( \frac{\tau}{K} - \frac{(t + \tau)x}{Kma} \right) \, dx
\]

\[
\ll \frac{aq^\epsilon}{NK^{1/2}t^{1/2}}.
\]

This is dominated by the error term given in equation (6.6). Collecting the error terms given in equations (6.6) and (6.16), and recalling that \( a \approx (N/K)^{1/2} \) and \( q \approx C \), we define

\[
E(C, \tau) := \frac{t^\epsilon}{t^{1/2}K^2} \min \left\{ 1, \frac{100K}{|\tau|} \right\} + t^\epsilon \frac{QC}{NK^{1/2}} + t^\epsilon \frac{N}{QCK^{1/2}}. \tag{6.17}
\]

We observe that

\[
\int_{(N/K)^{1/2}}^{t^\epsilon} E(C, \tau) \, d\tau \ll \frac{t^\epsilon}{K^{1/2}} \left( 1 + \frac{N}{C^2K} \right) \ll \frac{N}{C^2K^{3/2}t^{1/2}}. \tag{6.18}
\]
We summarize this section in the following lemmas.

**Lemma 6.1.** Let $C$, $N$ and $K$ be as above. We have
\[ G_1(q, m, \tau) = G_2(q, m, \tau) + G_3(q, m, \tau), \]
with
\[ G_2(q, m, \tau) = \frac{c_2}{(t + \tau)^{1/2} K} \left( \frac{-(t + \tau)q}{2\pi N m} \right)^{3/2} \int_0^1 V \left( \frac{\tau}{K} - \frac{(t + \tau)x}{K m} \right) dx \]
for some absolute constant $c_2$ and
\[ G_3(q, m, \tau) = G_1(q, m, \tau) - G_2(q, m, \tau) = O(E(C, \tau)^{t^\ell}), \]
where $E(C, \tau)$ is given in equation (6.17).

Substituting the decomposition of $G_1(q, m, \tau)$ in Lemma (5.1), we get the following result.

**Lemma 6.2.** We have
\[ S^+(N, C) = \sum_{j \in \mathcal{F}} \{ S^+_{1,j}(N, C) + S^+_{2,j}(N, C) \} + O_A(t^{-A}), \]
where
\[ S^+_{\ell,j}(N, C) = N^{1/2-\epsilon} K \sum_{n \leq K} \lambda_j(n) n^{1/2} \sum_{C < q \leq 2C, (m, q) = 1} \sum_{1 \leq |m| < q^{1+\epsilon}/N} \frac{1}{aq} e \left( -\frac{an}{q} \right) G_{\ell,j}(q, m, n) + O_A(t^{-A}), \]
where for $\ell = 2, 3$ we have
\[ G_{\ell,j}(q, m, n) = \int_{\mathbb{R}} \left( \frac{nN}{q^2} \right)^{-i\tau} \gamma(s, k) G_{\ell}(q, m, \tau) W_j(\tau) d\tau, \]
with $G_{\ell}(q, m, \tau)$ is as defined in the above lemma.

7. Cauchy inequality and Poisson summation formula (Step 4:)

7.1. **First application of Cauchy inequality and Poisson summation formula.** In this subsection we shall estimate
\[ S^+_2(N, C) := \sum_{j \in \mathcal{F}} S^+_2(N, C), \]
where $S^+_2(N, C)$ is given in Lemma 6.2. Taking the dyadic division of summation over $n$ and using the trivial bound for the gamma function, we have
\[ S^+_2(N, C) \leq t^\epsilon N^{1/2} K \sum_{\ell \in \mathcal{L}_{\text{dyadic}}} \sum_{n \leq K} \lambda_j(n) n^{1/2} U \left( \frac{n}{\ell} \right) \sum_{C < q \leq 2C, (m, q) = 1} \sum_{1 \leq |m| < q^{1+\epsilon}/N} e \left( -\frac{an}{q} \right) G_{2,j}(q, m, \tau) d\tau. \]

Here and afterwards, $e_q(\alpha) = e(\alpha/q)$. We now apply Cauchy inequality to the $n$-sum to get
\[ S^+_2(N, C) \leq t^\epsilon N^{1/2} K \sum_{\ell \in \mathcal{L}_{\text{dyadic}}} \sum_{n \leq K} L^{1/2} \left[ S^+_2(N, C, \ell) \right]^{1/2} d\ell, \quad (7.1) \]
Expanding the absolute value squared and interchanging the summation, we obtain

$$S_2^+(N, C, L, \tau) = \sum_{n \in \mathbb{Z}} U \left( \frac{n}{L} \right) \left| \sum_{C < q \leq 2C, (m,q)=1} \sum_{1 \leq |m| < q^{1+\epsilon}/N} e_q(-an) aq^{-1-2ir} G_{2,j}(q,m,\tau) \right|^2.$$  

where

$$D = \sum_n \frac{1}{n} U \left( \frac{n}{L} \right) e \left( -\frac{an}{q} \right) e \left( \frac{an}{q_1} \right). \quad (7.2)$$

Writing \( n = \alpha + lqq_1 \) and applying Poisson summation to the \( l \)-sum,

$$D = \frac{1}{qq_1} \sum_{n \mod qq_1} \sum_{\alpha \mod qq_1} e \left( -\frac{aa}{q} + \frac{a\alpha}{q_1} + \frac{na}{qq_1} \right) \int_{\mathbb{R}} U(z) e \left( -\frac{nLz}{qq_1} \right) dz.$$  

Integrating by parts, we observe that the integral is negligibly small if \( \frac{an}{qq_1} < 1 \) i.e. if \( n \gg \frac{C^2q}{L} \). Evaluating the exponential sum, we have

$$D = \sum_{n \leq C^2/\tau L} \int_{\mathbb{R}} \frac{1}{z} U(z) e \left( -\frac{nLz}{qq_1} \right) dz + O_A(t^{-A}).$$

Substituting the bound for \( D \), we get that up to a negligible error, the sum \( S_2^+(N, C, L, \tau) \) is dominated by

$$\frac{K}{NC^2} E(C, \tau)^2 \sum_{C < q \leq 2C, (m,q)=1} \sum_{C < q_1 \leq 2C, (m_1,q_1)=1} \sum_{1 \leq |m| < q^{1+\epsilon}/N} \sum_{1 \leq |m_1| < q_1^{1+\epsilon}/N} 1.$$  

(7.3)

We have to analyze the cases \( n = 0 \) and \( n \neq 0 \) separately. When \( n = 0 \), the congruence condition above gives \( q = q_1 \) and \( \alpha = a_1 \). For a given \( m \), this fixes \( m_1 \) up to a factor of \( t^{1+\epsilon}/N \). Moreover, in the case \( Q^2 < K \), that is, \( K > N^{1/2} \), we’ll have only \( n = 0 \) for \( L > C^2 \). Therefore for \( n \neq 0 \), we will let \( L \) go up to \( \min\{C^2, K\} \). We note that the congruence condition implies \( q|(n - aq_1) \) and \( q_1|(n + a_1q) \). Since \( a \) and \( a_1 \) lie in an interval of length \( q \), fixing \( n, q \) and \( q_1 \) fixes both \( a \) and \( a_1 \). That saves \( q, q_1 \) in the \( m, m_1 \)-sums respectively. Moreover, since \( q_1|(n + aq) \), there are only \( t^{\epsilon} \)-many \( q_1 \) for a fixed \( q \). Then,

$$S_2(N, C, L, \tau) \ll t^{1/2} E(C, \tau) \left[ 1 + \frac{C}{L} \right] \left[ \frac{K^2 E(C, \tau)^2}{N^{3/2}} \right.$$  

Therefore,

$$S_2(N, C) \ll t^{N^{1/2}} K \int_{\tau = (N^{1/2})}^{\tau = (N^{1/2})} \left[ \sum_{1 \leq L \leq K^\epsilon} L^{1/2} \frac{K^{1/2} t E(C, \tau)}{N^{3/2}} \right] d\tau.$$  

If \( K \geq N^{1/3} \), then the contribution of the second term is smaller than that of the first. So we neglect the second term. Summing over \( L \), and using (6.18), \( S_2(N, C) \ll t^{1/2+\epsilon}/C^2 \). Multiplying by \( N^{1/2}/K \) and
summing over $C$ dyadically,
\[
\frac{S_2(N)}{N^{1/2}} \ll 1^{1/2+\epsilon} N^{1/2} K. \tag{7.4}
\]

### 7.2. Second application of Cauchy inequality and Poisson summation formula.

We shall estimate
\[
S^+_j(N, C) := \sum_{j \in C} S^+_1(N, C).
\]

As in the previous case, we split the summation over $n$ into dyadic segments. This time we keep the $\tau$ integral inside the absolute value to get
\[
S^+_1(N, C, L) \leq t^e N^{1/2} K \sum_{1 \leq L \ll K \text{ dyadic}} \sum_{n} \frac{|\lambda_j(n)|}{n^{1/2}} U \left( \frac{n}{L} \right) \left| \int_{\mathbb{R}} (nN)^{-ir} \gamma(-1/2 + i\tau) d\tau \right|.
\]

We apply the Cauchy-Schwarz inequality to get
\[
S^+_1(N, C, L) \leq t^e N^{1/2} K \sum_{1 \leq L \ll K \text{ dyadic}} L^{1/2} \left[ S^+_1(N, C, L) \right]^{1/2},
\]  
(7.5)

where $S^+_1(N, C, L) = \sum_{n} \frac{1}{n} U \left( \frac{n}{L} \right) \left| \int_{\mathbb{R}} (nN)^{-ir} \gamma(-1/2 + i\tau) d\tau \right|^2.$

Expanding the absolute value squared and interchanging the summation over $n, S^+_1(N, C, L)$ becomes
\[
\int_{\mathbb{R}^2} N^{-i(\tau - \tau')} \gamma(-1/2 + i\tau) \gamma(-1/2 + i\tau') W_j(\tau) W_j(\tau') \sum_{C < q \leq 2C, (m, q) = 1} \sum_{1 \leq |m| < q^{1+\epsilon}/N} \frac{e_q(-an)}{aq^{1-2\epsilon}} G_2(q, m, \tau) W_j(\tau) d\tau d\tau',
\]
where
\[
D = \sum_{n} \frac{1}{n^{1-i(\tau - \tau')}} U \left( \frac{n}{L} \right) e \left( \frac{-an}{q} \right) e \left( \frac{a_1 n}{q_1} \right).
\]

As in the previous case, breaking the summation modulo $q_1$, applying Poisson summation formula, and making a change of variable $(a + yqq_1)/L = w$, we get
\[
D = \sum_{a_1 \in \mathbb{Z}} \sum_{a \mod q_1} L^{-i(\tau - \tau')} U^2 \left( \frac{nl}{qq_1}, -i(\tau - \tau') \right).
\]

where $U^2$ is defined by equation (3.8). Recall that $|\tau - \tau'| \ll (NK)^{1/2}t^e/C$ and $q, q_1 \gg C$. Applying Lemma 3.5 we observe that the integral is negligibly small if $n \gg C(NK)^{1/2}t^e/L$. Substituting value of $D$ we have the following lemma.
Lemma 7.1. We have
\[
S_{1,j}^+(N, C, L) = \frac{K}{NC^2} \sum_{C < q \leq 2C} \sum_{m|q} \sum_{C < q_1 \leq 2C} \sum_{(m_1, q_1) = 1} \sum_{1 \leq |m| \leq Cq_1^{1/2} / N} \sum_{1 \leq |m_1| \leq Cq_1^{1/2} / N} \left( \mathcal{S}(0) + \sum_{0 \neq n \in C(NK)^{1/2} \mathbb{A}} \frac{1}{\tau} \right) + O_A(t^{-A}) := S_{1,j}^+(N, C, L, 0) + S_{1,j}^+(N, C, L, 1) + O_A(t^{-A}),
\]
where \(S_{1,j}^+(N, C, L, 0)\) corresponds to contribution of \(\mathcal{S}(0)\), \(S_{1,j}^+(N, C, L, 1)\) corresponds to contribution of \(\mathcal{S}(n)\) for \(n \neq 0\), and
\[
\mathcal{S}(n) = \int_{\mathbb{R}^2} \gamma(-\frac{1}{2} + i\tau, k) \gamma(-\frac{1}{2} + i\tau', k) W_j(\tau) W_j(\tau') \frac{(LN)^{-i(\tau - \tau')}}{q^{2} q_1^{2\tau}} G_2(q, m, \tau) G_2(q_1, m_1, \tau') U^2 \left( \frac{nl}{qq_1}, -i(\tau - \tau') \right) d\tau d\tau'.
\]

By using the value of \(G_2(q, m, \tau)\) as given in Lemma 6.1, we have
\[
\mathcal{S}(n) = \frac{|c_1|^2}{K^2} \int_{\mathbb{R}^2} \gamma(-\frac{1}{2} + i\tau, k) \gamma(-\frac{1}{2} + i\tau', k) W_j(q, m, \tau) W_j(q_1, m_1, \tau') \frac{(LN)^{-i(\tau - \tau')}}{q^{2} q_1^{2\tau}} \times \left( \frac{(t + \tau)q}{2\pi Nm} \right)^{-i(t + \tau)} \left( \frac{-(t + \tau)q_1}{2\pi Nm_1} \right)^{-i(t + \tau')} U^2 \left( \frac{nL}{qq_1}, -i(\tau - \tau') \right) d\tau d\tau',
\]
where
\[
W_j(q, m, \tau) = \frac{c_1}{(t + \tau)^{1/2} K} \left( \frac{-(t + \tau)q}{2\pi Nm} \right)^{3/2} V \left( \frac{-(t + \tau)q}{2\pi Nm} \right) \int_0^1 V \left( \frac{\tau}{K} - \frac{(t + \tau)x}{Kma} \right) dx.
\]
We have
\[
\frac{\partial}{\partial \tau} W_j(q, m, \tau) \ll \frac{1}{t^{1/2}|\tau|}.
\]
We shall first evaluate the integral transform \(U^2\). For \(n = 0\), using Lemma 3.5 with \(r = 0\) and \(\beta = |\tau - \tau'|\) we observe that integral \(U^2\) is negligibly small if \(|\tau - \tau'| \gg t^r\). We denote
\[
\frac{\tau}{K} - \frac{(t + \tau)x}{Kma} = P
\]
The integrand is non-vanishing only when \(P \in [1, 2]\). Hence the range of the \(x\)-integral is of size
\[
\frac{Kma}{t + \tau} \approx \frac{Kma}{t} \approx \frac{CK^{1/2}}{N^{1/2}}, \quad \text{as} \quad a \approx \sqrt{N/K} \quad \text{and} \quad m \ll \frac{qT}{N}.
\]
Substituting the above bound and using \(u^{3/2}V(u) \ll 1\), we obtain
\[
W_j(q, m, \tau) \ll t^{r} \frac{CK^{1/2}}{\sqrt{N}^{1/2}}.
\]
Now, using above bound for \(W_j(q, m, \tau)\), trivial bound for Gamma function \(\gamma(s, k) \ll 1, u^{3/2}V(u) \ll 1\), along with the fact that \(\tau \in \left[-(NK)^{1/2}\epsilon'/C, (NK)^{1/2}\epsilon'/C\right]\), we obtain that the contribution of the term \(n = 0\) is bounded above by
\[
\mathcal{S}(0) \ll \frac{1}{K^2} \frac{(NK)^{1/2}\epsilon}{Ci} \frac{CK^{1/2}}{N^{1/2}} \approx \frac{t^r}{Ki}.
\]
We need to save little more, as we do in the following subsection.
7.3. **Analysis of $\mathcal{Z}(0)$**. $\mathcal{Z}(0)$ is negligibly small if $|\tau - \tau'| \gg t^\ell$. Writing $\tau' = \tau + h$, with $|h| \ll t^\ell$ and using Stirling’s approximation for Gamma function (Lemma 3.1), we have

$$\mathcal{Z}(0) = \frac{c}{K^2} \int_{|h| \ll t^\ell} \int_{|\tau| \ll (NK)^{1/2}/C} G(\tau, h) e(F(\tau, h)) d\tau dh,$$

where

$$G(\tau, h) = \Phi_+(\tau)\Phi_+(\tau + h)W_j(q, m, \tau)W_j(q_1, m_1, \tau + h)$$

and

$$F(\tau, h) = 2\tau \log \left( \frac{\tau}{e\pi} \right) - 2(\tau + h) \log \left( \frac{\tau + h}{e\pi} \right) - h \log LN + 2\tau \log q - 2(\tau + h) \log q_1$$

$$\times - (t + \tau) \log \left( \frac{-(t + \tau)q}{2\pi eNm} \right) + (t + \tau + h) \log \left( \frac{-(t + \tau + h)q_1}{2\pi eNm_1} \right)$$

$$= 2\tau \log \left( \frac{\tau}{e\pi} \right) - 2(\tau + h) \left\{ \log \left( \frac{\tau}{e\pi} \right) + \log \left( 1 + \frac{h}{\tau} \right) \right\} + h \log LN + 2\tau \log \left( \frac{q}{q_1} \right) - 2h \log q_1$$

$$- (t + \tau) \left\{ \log \left( \frac{q m_1}{q_1 m_1} \right) + \log \left( \frac{t + \tau}{t + \tau + h} \right) \right\} + h \log \left( \frac{-(t + \tau + h)q_1}{2\pi eNm_1} \right)$$

$$= \tau \log \left( \frac{q m_1}{q_1 m_1} \right) - 2h \log \left( 1 + \frac{h}{\tau} \right) + h \log LN - 2h \log q_1 - 2h \log \tau + H(h).$$

$H(h)$ is a function of $h$ defined appropriately. Substituting the above expression into equation (7.10), we have that the integral over $\tau$ is given by

$$\int_{|\tau| \ll (NK)^{1/2}/C} G(\tau, h) \tau^{-2ih} \left( \frac{q m_1}{q_1 m_1} \right)^{2i\tau} d\tau \ll_j \left( \frac{h}{(NK)^{1/2}/C \log \left( \frac{q m_1}{q_1 m_1} \right)} \right)^j.$$

This bound is obtained using repeated integration by parts. We observe that integration over $\tau$ is negligibly small if

$$\frac{(NK)^{1/2}}{C} \log \left( \frac{q m_1}{q_1 m_1} \right) \ll t^\ell \Rightarrow \log \left( \frac{q m_1}{q_1 m_1} \right) \ll \frac{t^\ell C}{(NK)^{1/2}}$$

$$\Rightarrow q_1 m_1 e^{-(NK)^{1/2} \ell} \ll q m_1 \ll q_1 m_1 e^{-(NK)^{1/2} \ell} \Rightarrow |qm - q_1 m_1| \ll \frac{t^\ell C^2 m}{(NK)^{1/2}}.$$ 

As in equation (7.9), integrating over $\tau$ and $h$, we obtain $\mathcal{Z}(0) \ll t^\ell (Kt)^{-1}$. We record this result in the following lemma.

**Lemma 7.2.** Let $\mathcal{Z}(n)$ be as given in equation (7.7). Then $\mathcal{Z}(0)$ is negligibly small except for

$$|qm - q_1 m_1| \ll \frac{t^\ell C^2 m}{(NK)^{1/2}}.$$ 

In the above range we have

$$\mathcal{Z}(0) \ll \frac{t^\ell}{Kt} := E_1(C, 0).$$ (7.11)
Substituting this into equation (7.6) we obtain that the contribution of $\mathcal{I}(0)$ in Lemma 7.1 is given by

$$S_{1,j}^+(N, C, L, 0) = \frac{K}{NC^2} \sum_{C < q_1 \leq 2C} \sum_{1 \leq |q_1| \leq |q_1| + 1} |\mathcal{I}(0)| + O_A \left( t^{-A} \right).$$

Since $(a, q) = (a_1, q_1) = 1$, the congruence condition modulo $qq_1$ implies $q = q_1$ and $a = a_1$. Therefore $m \equiv m_1$ mod $q$. The condition $|qm - q_1m_1| \leq t^\epsilon C^2m/(NK)^{1/2}$ becomes $|m - m_1| \leq Cm/(NK)^{1/2}$. Given the condition

$$t < NK$$

we see that $Cm/(NK)^{1/2} < C$. Therefore choosing $m$ fixes $m_1$. The above sum is therefore bounded by

$$\frac{K}{NC^2} \sum_{C < q_1 \leq 2C} \sum_{1 \leq |q_1| \leq |q_1| + 1} |\mathcal{I}(0)| \ll \frac{K}{NC^2} \cdot C \cdot \frac{Ct}{N} \cdot \frac{t^\epsilon}{Kt} \ll \frac{t^\epsilon}{N^2}.$$

We record this result in the following lemma.

**Lemma 7.3.** Let $S_{1,j}^+(N, C, L, 0)$ be as given in equation (7.6). We have

$$S_{1,j}^+(N, C, L, 0) \ll \frac{t^\epsilon}{N^2},$$

for any $\epsilon > 0$.

In the following subsection we consider the case when $n \neq 0$.

### 7.4. Analysis of $\mathcal{I}(n)$ for $n \neq 0$

We apply Lemma 3.5 and use

$$\beta^{-3/2}U_1(\sigma, \beta/2\pi r) \ll O_{a,b,r}(\min\{|\beta|^{-3/2}, |r|^{-3/2}\})$$

to get

$$U^2 \left( \frac{nL}{qq_1}, -i(\tau - \tau') \right) = \frac{c_3}{(\tau' - \tau)^{1/2}} U \left( \frac{(\tau' - \tau)qq_1}{2\pi nL} \right) \frac{\left( (\tau' - \tau)qq_1 \right)^{-i(\tau - \tau')}}{2\pi nL} + O \left( \min \left\{ \frac{1}{|\tau - \tau'|^{3/2}}, \frac{C^3}{(|nL|^{3/2})} \right\} \right),$$

(7.14)

where $c_3$ is an absolute constant which depends on the sign of $n$. We shall first estimate the contribution of the error term towards $\mathcal{I}(n)$. Using $\gamma(s, k) \ll 1$, $u^{3/2}V(u) \ll 1$, $W_j(q, m, \tau) \ll t^{-1/2}$ and that $\tau$ range is bounded by $J := (NK)^{1/2} t^\epsilon/C$, we have the error contribution bounded by

$$\ll \frac{1}{K^2t} \int_{[J/2,J]^2} \min \left\{ \frac{1}{|\tau - \tau'|^{3/2}}, \frac{C^3}{(|nL|^{3/2})} \right\} d\tau d\tau'.$$

In the first case, where the first term is smaller that the second, the contribution is bounded by

$$\ll \frac{1}{K^2t} \int_{[J/2,J]^2} \frac{1}{|\tau - \tau'|^{3/2}} d\tau d\tau' \ll \frac{t^\epsilon}{K^2t} \frac{C}{(|nL|^{1/2})} \int_{[J/2,J]^2} \frac{1}{|\tau - \tau'|^{1-\epsilon}} d\tau d\tau'.$$

$$\ll \frac{t^\epsilon}{K^2t} \frac{C}{(|nL|^{1/2})} J \ll \frac{t^\epsilon}{K^{3/2}t} \frac{N^{1/2}}{(|nL|^{1/2})}.$$
In the second case, when the second term is smaller, we have the bound on error term
\[
\ll \frac{1}{K^2 t} \int_{[\tau/2]} C^3 (|nL|^{3/2})^2 dt d\tau' \ll \frac{1}{K^2 t (|nL|)^{1/2}} \ll \frac{t^\epsilon}{K^{3/2}} (|nL|)^{1/2}.
\]

For \( n \neq 0 \) we set the error term
\[
E_1(C, n) = \frac{t^\epsilon}{K^{3/2}} (|nL|)^{1/2}.
\]  

(7.15)

Next we consider the contribution of the main term of equation (7.14). By Stirling’s approximation (Lemma 3.1) we have
\[
\gamma(-\frac{1}{2} + i\tau, k) = \left(\frac{|\tau|}{e\pi}\right)^{2i} \Phi_\pm(\tau) \text{ with } \Phi_\pm(\tau) \ll \frac{1}{|\tau|}.
\]

By Fourier inversion formula, we have
\[
\left(\frac{2\pi nL}{(\tau - \tau')qq_j}\right)^{1/2} U \left(\frac{(\tau - \tau')qq_j}{2\pi nL}\right) = \int U^2 \left(z, \frac{1}{2}\right) e \left(\frac{(\tau - \tau')qq_j}{2\pi nL} z\right) dz. \quad (7.16)
\]

From equations (7.7), (7.14), (7.15), and (7.16), we have
\[
\mathcal{Z}(n) = \frac{c_4}{K^2} \left(\frac{qq_j}{|nL|}\right)^{1/2} \int U^2 \left(z, \frac{1}{2}\right) \int G(\tau, \tau')e(F(\tau, \tau')d\tau d\tau' + O(E_1(C, n)) \quad (7.17)
\]

with some absolute constant \( c_4 \),
\[
2\pi F(\tau, \tau') = 2\tau \log \left(\frac{\tau}{e\pi}\right) - 2\tau' \log \left(\frac{\tau'}{e\pi}\right) - (\tau - \tau') \log L + 2\tau \log 2\tau' \log q_1 + (t + \tau) \log \left(-\frac{(t + \tau)q_1}{2\pi eN}\right) + (t' + \tau') \log \left(-\frac{(t' + \tau')q_1}{2\pi eN}\right) + (\tau - \tau') \log \left(\frac{(\tau' - \tau)qq_j}{2\pi eN}\right) + (\tau' - \tau)qq_j
\]

and
\[
G(\tau, \tau') = \Phi_+(\tau)\Phi_+(\tau')W_j(q, m, \tau)W_j(q, m, \tau').
\]

Differentiating with respect to \( \tau \) and \( \tau' \),
\[
2\pi \frac{\partial^2}{\partial \tau^2} F(\tau, \tau') = \frac{2}{\tau} - \frac{1}{t + \tau} + \frac{1}{\tau' - \tau} - \frac{1}{t' + \tau'} + \frac{1}{\tau' - \tau} \quad (7.18)
\]

and
\[
2\pi \frac{\partial^2}{\partial \tau \partial \tau'} F(\tau, \tau') = -\frac{1}{\tau' - \tau}. \quad (7.19)
\]

Now using the fact that \( \text{Supp } W_j \subset [j, 4j/3] \) and \( j \ll t^{1-\epsilon} \), by an explicit computation we have
\[
4\pi^2 \left[\frac{\partial^2}{\partial \tau \partial \tau'} \frac{\partial^2}{\partial \tau^2} \right] F(\tau, \tau') = \frac{4}{\tau^2} + O \left(\frac{1}{t^j}\right).
\]

Our goal is to apply Lemma 3.4. For this, we first compute the total variation of function \( G(\tau, \tau') \) defined as in equation (3.7). Using \( \Phi'(\tau) \ll |\tau|^{-1} \) and \( \frac{\partial}{\partial \tau} W_j(q, m, \tau) \ll t^{-1/2} |\tau|^{-1} \), we have \( \text{var}(G) \ll t^{-1+\epsilon} \). We
apply Lemma 3.4 with \( r_1 = \tau^{-1/2} \asymp j^{-1/2} \) and \( r_2 = \tau'^{-1/2} \asymp j^{-1/2} \), we observe that the double integral is bounded by
\[
\frac{t^{1+\epsilon}}{j^{-1/2}j^{1/2}} \ll t^{1+\epsilon}j.
\]
Substituting this bound for the double integral, estimating the integral over \( z \) trivially and using \( j \ll (NK)^{1/2}/C \), we have that the total contribution of leading term is bounded by
\[
\frac{t^{\epsilon}C}{K^2(|n|L)^{1/2}} \frac{(NK)^{1/2}}{C} \frac{1}{t} \ll E_1(C,n).
\]
We summarize the contribution of the leading term and the error term in the following lemma.

**Lemma 7.4.** Let \( n \neq 0 \). For any \( \epsilon > 0 \), we have
\[
\mathcal{A}(n) \ll \frac{t^{\epsilon}N^{1/2}}{K^{3/2}L(|n|L)^{1/2}}.
\]
Substituting the bound for \( \mathcal{A}(n) \) (for \( n \neq 0 \)) in Lemma 7.1 and reasoning exactly as we did to bound (7.3), we obtain that \( S_{1,j}^+(N,C,L,1) \) is bounded above by
\[
\ll \frac{K}{NC^2} \sum_{C < q_1 < 2C} \frac{\delta_{q_1}}{\delta_{q_1}} \sum_{1 \leq |a| < q_1^{1/2}/N} \sum_{1 \leq |b| < q_1^{1/2}/N} \sum_{n \in C(NK)^{1/2}/L} t^{\epsilon} \frac{N^{1/2}}{k^{3/2}L^2} \ll \frac{t^{1+\epsilon}}{LN^{9/4}K^{1/4}C^{1/2}}.
\]
We record this bound for \( S_{1,j}^+(N,C,L) \) in the following lemma.

**Lemma 7.5.** Let \( S_{1,j}^+(N,C,L,1) \) be as given in equation (7.6). We have
\[
S_{1,j}^+(N,C,L,1) \ll \frac{t^{1+\epsilon}}{LN^{9/4}K^{1/4}C^{1/2}}.
\]
Substituting the bounds of Lemma 7.3 and Lemma 7.5 into Lemma 7.1, we obtain the following lemma.

**Lemma 7.6.** Let \( S_{1,j}^+(N,C,L) \) be as given in equation (7.5). We have
\[
S_{1,j}^+(N,C,L) \ll \frac{t^{1+\epsilon}}{LN^{9/4}K^{1/4}C^{1/2}} + \frac{t^{\epsilon}}{N^{2}}.
\]
Substituting the bound for \( S_{1,j}^+(N,C,L) \) in the equation (7.5),
\[
S_{1,j}^+(N,C) \ll N^{1/2}K \sum_{L \leq K \text{ dyadic}} \frac{t^{\epsilon}t^{1/2}}{L^{1/2}N^{9/8}K^{1/8}C^{1/4}} + \frac{t^{\epsilon}}{N} \ll t^{\epsilon}N^{1/2}K \left( \frac{t^{1/2}}{N^{9/8}K^{1/8}C^{1/4}} + \frac{K^{1/2}}{N} \right). \tag{7.18}
\]
Substituting the bound for \( S_{1,j}^+(N,C) \) from equation (7.18),
\[
S_{1,j}^+(N,C) \ll \frac{t^{1/2}}{N^{9/8}K^{1/8}C^{1/4}} + \frac{K^{1/2}}{N}.
\]
Substituting the bound for $S_1^+(N, C)$ and using $C \ll N^{1/2}/K^{1/2}$, we have

$$\frac{S_1^+(N)}{N^{1/2}} \ll \frac{N^{1/2}}{K} \sum_{1 \leq C \leq Q_{dyadic}} S_1^+(N, C) \ll t^{1/2+\epsilon} \left( \frac{1}{N^{1/8}K^{1/8}} + \frac{K^{1/2}}{t^{1/2}} \right).$$  \hfill (7.19)

Combining the bounds (7.4) and (7.19), we get Proposition 1.3.
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