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Abstract—A smart home energy management system (HEMS) can contribute towards reducing the energy costs of customers; however, HEMS suffers from uncertainty in both energy generation and consumption patterns. In this paper, we propose a sequence to sequence (Seq2Seq) learning-based supply and load prediction along with reinforcement learning-based HEMS control. We investigate how the prediction method affects the HEMS operation. First, we use Seq2Seq learning to predict photovoltaic (PV) power and home devices’ load. We then apply Q-learning for offline optimization of HEMS based on the prediction results. Finally, we test the online performance of the trained Q-learning scheme with actual PV and load data. The Seq2Seq learning is compared with VARMA, SVR, and LSTM in both prediction and operation levels. The simulation results show that Seq2Seq performs better with a lower prediction error and online operation performance.

Index Terms—Seq2Seq learning, smart home, prediction-based operation

I. INTRODUCTION

A smart home energy management system (HEMS) can provide an efficient way to use energy by reducing costs. HEMS controller automatically monitors, controls, and manages home devices, including solar panels, smart appliances, and energy storage systems. For example, the controller may shift some load from the peak energy price period to the off-peak period by controlling the on/off status of smart appliances, e.g., washing machine and dishwasher, and reduce the electricity costs [1]. However, the HEMS is highly affected by uncertainties. For energy generation, the output power of solar panels changes with time and weather. On the other hand, energy consumption depends on consumers’ living habits, which change from one customer to the other [2].

Machine learning and deep learning-based models are becoming more common as a way to solve the limitations of statistical approaches. Deep learning models are known for learning from historical data and making future decisions to handle these non-linear relationships. Consequently, employing deep learning models in aggregated load demand forecasting has received much attention during past years [3], [4]. Forecasting energy demand for appliances in a household whose use is largely determined by user preferences, such as washing machines, dishwashers, and other appliances, remains a challenge. Deep learning models, such as the Long Short-Term Memory (LSTM), are better suited to predicting appliance energy consumption during the day accurately using smart meter data [5]. More sophisticated techniques, such as sequence-to-sequence learning, can also be used to produce more reliable outcomes with fewer contextual data, such as outdoor temperature.

Meanwhile, reinforcement learning (RL) techniques provide opportunities for HEMS control. Given the uncertainty of energy generation and consumption, it is hard for traditional methods to build a dedicated optimization model. However, this complexity is avoided in model-free RL by a uniform Markov decision process (MDP). The agent interacts with the environment and gets rewards by choosing different actions. By exploring possible action combinations, the agent learns the best action sequence to maximize the long-term reward.

Although various prediction methods are proposed in the literature, their comparison is mainly limited with the metrics level, such as Root Mean Squared Error (RMSE), and does not consider the consequence of prediction errors on control systems.

In this paper, we investigate the performance of control operations in relation to various prediction techniques. First, we compare several forecasting algorithms, including Vector Auto-Regressive Moving Average (VARMA), Support Vector Regression (SVR), Long-Short Term Memory (LSTM), and sequence-to-sequence learning (Seq2Seq). Q-learning is then applied for HEMS, which utilizes the forecasting results for offline training. Finally, we test the trained Q-learning with real-world data and observe how different prediction methods affect the operation cost.

The rest of this paper is organized as follows. Section II is the related work. Section III presents the system architecture and the proposed method, including the sequence-to-sequence learning forecasting and Q-learning based smart home HEMS. Section IV describes the simulation settings and results, and Section V concludes the paper.

II. RELATED WORK

Statistical approaches, machine learning-based, deep learning-based, and hybrid models have been mostly used to forecast short-term load in residential buildings. Most common statistical forecasting methods include
Autoregressive Integrated Moving Average (ARIMA) [6], Gray Model (GM) [7], and the Kalman Filtering method [8]. Most of the works in the literature focus on daily overall load demand on the building or house level. Li et al. [9] propose a Convolutional Long Short-Term Memory based neural network with selected autoregressive features to improve floor-level load prediction accuracy for residential buildings. Haq et al. [10] classify electrical appliance load into daily, weekly, monthly, and total energy consumption and use a hybrid machine learning method for load forecasting and peak demand. Shomski et al. [11] propose a sequence-to-sequence learning method to predict the total energy consumption of commercial buildings with 1 hour and 15 minutes resolution.

Lu et al. [12] propose an hour-ahead demand response method for HEMS to minimize the energy cost, which involves a neural network for energy price prediction. An IoT-based self-learning HEMS, proposed by Li et al. [13], utilizes a long-short-term-memory network to predict energy price. A multi-agent RL-based method for HEMS is introduced by Xu et al. [14] to reduce energy cost, in which the feed-forward neural network will predict energy price and solar generation. Although various prediction and operation methods are proposed for HEMS, the relationship between load and solar generation prediction along with operation is not investigated, e.g., how different load/supply forecasting methods will affect the operation. This paper differs from existing works in two aspects. First, an advanced forecasting method, namely sequence-to-sequence learning, is applied for a device-level load prediction using real-world data. Second, based on several baseline algorithms, we further investigate how the prediction accuracy will affect HEMS at the operation level.

III. SYSTEM MODEL AND PROPOSED PREDICTION AND CONTROL SCHEME

A. Sequence-to-Sequence Encoder/Decoder Model

Sustkever et al. [15] presented an end-to-end method for encoding an input sequence to a fixed-length vector and then decoding the vector to produce an output sequence, named sequence-to-sequence learning. They used a multilayered LSTM for both encoder and decoder networks. This network architecture is proposed with the primary goal of managing length differences between phrases while translating from one language to another, which deep neural networks cannot do because they require the dimensionality of the inputs and outputs to be specified and defined.

Let \((x_1, x_2, \ldots, x_n)\) be the input sequence fed into the encoder, \(v\) (fixed-length vector) the final hidden state of the LSTM encoder network, and \((y_1, y_2, \ldots, y_m)\) be the corresponding output sequence, where \(n\), history window, and \(m\), predicting window, may vary, the LSTM decoder network, takes \(v\) as the initial hidden state and computes the conditional probability of:

\[
p(y_1, \ldots, y_m|x_1, \ldots, x_n) = \prod_{t=1}^{m} p(y_t|v, y_1, \ldots, y_{t-1})
\]

B. Load Forecasting with sequence-to-sequence Learning

Inspired by the Sustkever network, we used a sequence-to-sequence learning model for smart home appliances load forecasting. The load forecasting problem can be considered analogous to translating from one language to another in that the history window and the prediction window are not necessarily the same. Also, sequence-to-sequence learning has shown the potential to produce positive outcomes [16].

To perform load forecasting, the proposed model, as depicted in Fig. 1, uses the load demand history over the past 24 hours without specifying the type of appliance and predicts load demand for the hour ahead for each appliance. We have used a Bi-directional LSTM (Bi-LSTM) layer in our encoder module. Bi-LSTMs are a type of Bi-directional Recurrent Networks (Bi-RNN) [17] and benefit from using two independent LSTMs reading input data both in forward and backward directions. In the case of load forecasting, this architecture offers prominent perspectives for the network to understand and preserve underlying relationships from the past and future, for example, on-off time, and encode that information into the fixed-length vector. The decoder module’s LSTM layer takes the fixed-length vector and regenerates the input sequence in reverse order, emphasizing recent data. Since the appliance type is not given as an input, the LSTM decoder predicts it, forcing the network to learn each appliance usage pattern. Finally, the LSTM layer in the generator module forecasts the load demand for the prediction window.

C. Q-learning based HEMS control

In this section, we introduce a centralized HEMS model that uses the prediction methods of the previous section as inputs. The smart home consists of PV panels, loads, and an energy storage system (ESS). Based on the PV power and load prediction results, the controller aims to maximize the profit of smart home operations. The system is described as following:

\[
\begin{align*}
\max \quad & \sum_{t=1}^{T} (P_{\text{E}}^l + P_{\text{PV}}^l - P_{\text{S}}^t) (\alpha p_{\text{sell}}^t + (1 - \alpha) p_{\text{buy}}^t) \\
\text{s.t.} \quad & \alpha = 1 (P_{\text{E}}^t + P_{\text{PV}}^l - P_{\text{S}}^t > 0) \\
& P_{\text{E}}^t = P_{\text{char}} q_t \\
& S_{t+1} = S_{t} - \frac{P_{\text{E}}^t}{C_{\text{E}}} \\
& S_{\text{min}} \leq S_{t} \leq S_{\text{max}} \\
& P_{\text{S}}^t = \sum_{l=1}^{D} \pi_l G_{l,t} \\
& w_{l,t} \leq w_{l,\text{max}} \\
\end{align*}
\]

where \(P_{\text{E}}^t\), \(P_{\text{PV}}^l\), and \(P_{\text{S}}^t\) denote the power of ESS, PV and load, \(p_{\text{sell}}^t\) and \(p_{\text{buy}}^t\) denote the price of selling and buying electricity, respectively. \(\alpha = 1\) when \(P_{\text{E}}^t + P_{\text{PV}}^l - P_{\text{S}}^t > 0\) to sell energy, otherwise \(\alpha = 0\) to buy energy. \(P_{\text{char}}\) is the charging power of ESS, \(C_{\text{E}}\) is ESS capacity, \(q_t = -1, 0, 1\) when charge, unchanged and discharge. Constraint (2c) is the ESS state of charge (SOC) updating constraints, and (2d) is the SOC upper and lower limit constraint. \(P_l\) is the power of home device \(l\), \(D\) is the number of devices, and \(G_{l,t}\) is the on/off status. In this work, we
consider the demand side management, in which the controller can defer the operation time of some devices without affecting customer comfort. However, the devices have a waiting time limit shown as (2f), in which \( w_{l,t} \) is the waiting time of device \( l \), and \( w_{l,max} \) is the max waiting time.

Here, we use Q-learning-based control for HEMS operation. The agent state is defined as \( \{ t, S_t, w_{l,t} \} \), and the action is \( \{ g_l, G_{l,t} \} \). In this algorithm, we first perform prediction-based learning, which utilizes the prediction results of Seq2Seq learning. The trained action combinations are applied in actual PV and load data to verify the performance. The Q-learning-based algorithm is summarized in Algorithm 1.

**Algorithm 1 Q-learning for Smart Home Economic Dispatch**

1. **Prediction-based training:**
2. **Initialize:** Q-learning and smart home parameters
3. Load Seq2Seq PV and load prediction results
4. for **episode = 1 to E**
5. for **t = 1 to T**
6. With probability \( \epsilon \) choose action \( a \) randomly. Otherwise, \( a = \arg \max(Q(s, a)) \)
7. Agent calculates reward based on equation (2).
8. Update agent state \( \{ t, S_t, w_{l,t} \} \) and Q-value:
9. \[ Q(s, a) = (1 - \alpha)Q(s, a) + \alpha(r + \gamma \max Q(s', a')) \]
10. end for
11. end for
12. Get predicted reward
13. **Test with actual data:**
14. Load real PV and load data
15. Apply the trained Q-learning and get actual reward

We assume that the capacity of ESS in a smart home is 16 k-Wh, and the charge power is 4kW. The energy trading price is given in [19], where peak/off-peak pricing is applied. The Q-learning discount factor is 0.99, and the learning rate is 0.95. The initial \( \epsilon \) value is 0.1, and it decreases with iterations. The prediction-based training contains 7000 iterations, and then it is applied to actual data.

**B. Performance Indices**

We picked three of the most common error measures in the literature to determine the accuracy of forecasts produced by the proposed Seq2Seq forecasting model and the other models. The error measure is given in the following equation:

\[ \text{Error} = \frac{1}{N} \sum_{t=1}^{N} |\hat{y}_t - y_t| \]

where \( \hat{y}_t \) is the predicted value and \( y_t \) is the actual value. The performance indices are summarized in Table 1.
baseline models. The Weighted Mean Absolute Percentage Error (wMAPE) is defined as Equation 3 and is a variant of Mean Absolute Percentage Error that overcomes the divide by zero that occurs in MAPE when the base is zero. Another commonly used point error measure that is scale-dependent is Root Mean Square Error (RMSE). We have also used Normalized Root Mean Square Error (nRMSE) to compare the models’ performance across different appliances with different scales. RMSE and nRMSE are defined according to Equations 4–5, where \( n \) is the total number of predictions, \( y_j \) is the actual value and \( \hat{y}_j \) is the predicted value, \( \max(y_j) \) and \( \min(y_j) \) refer to the maximum and minimum energy consumption recorded for the appliance \( j \) in the data, respectively.

\[
\text{wMAPE} = \frac{\sum_{i=1}^{n} |y_j - \hat{y}_j|}{\sum_{i=1}^{n} |y_j|} \quad (3)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_j - \hat{y}_j)^2} \quad (4)
\]

\[
\text{nRMSE} = \frac{\text{RMSE}}{\max(y_j) - \min(y_j)} \quad (5)
\]

C. Data Preprocessing

The dataset contains energy consumption data with a sampling frequency of five minutes. We smooth out the energy consumption of appliances over \( T=10 \) minutes without compromising generality. The selected house has about 594 days of data after data processing. We divide data into training, validation, and test sets using a 70%, 20%, and 10% ratio. Since each appliance has its energy consumption fluctuation range, spanning from 0W to 15000W, it is critical to normalize data before feeding it to predictor models for the best performance.

Historical energy consumption data of a household is a rich source of knowledge that reveals profound insights into the activities and preferences of its inhabitants, which is valuable to HEMS systems. Hence, we used a sequence of 144 data points (from the previous 24 hours at 10-minute intervals) as input data, along with the day of the week.

D. Prediction Results

RMSE, nRMSE, and wMAPE are calculated based on the prediction results of the baseline models and presented in Tables I–III. Figures 2.a–e demonstrates load predictions versus actual load demand for HiFi system and routers, dishwasher, PV power production, tumble dryer, washing machine, and overall energy consumption during a typical day using VARMA, SVR, LSTM and Seq2Seq models. Forecast results illustrate that the Seq2Seq model has the lowest error rate among all four models; in other words, it provides closer predictions to the actual demand. However, the RMSE and nRMSE of the LSTM model for tumble dryer and washing machine is 2.5% and 0.5% lower than the Seq2Seq model, which is insignificant considering the fact that the Seq2Seq has lower wMAPE for both mentioned appliances.

| Appliance               | VARMA | SVR  | LSTM  | Seq2Seq |
|------------------------|-------|------|-------|---------|
| HiFi System and Router | 31.53 | 65.50| 12.38 | 11.58   |
| Dishwasher             | 203.90| 248.93| 162.24| 159.99  |
| PV Power Production    | 1933.6| 2086.1| 879.65| 683.69  |
| Tumble Dryer           | 97.73 | 90.92| 53.50 | 54.88   |
| Washing Machine        | 198.92| 232.16| 149.41| 150.25  |
| Total Power Consumption| 1588.1| 1444.6| 1025.7| 1017.2  |

E. Operation Results

In this section, we will show the HEMS operation results under different prediction methods. Based on the PV and load prediction results of each day, Algorithm 1 produces both predicted and actual daily profit. This simulation is implemented in MATLAB, and each day is repeated ten runs to achieve the average value. Fig. 3 shows the 40 days prediction-based results and actual data test results of Seq2Seq and LSTM. The prediction-based results and actual data test results of Seq2Seq are close, while the prediction-based profit of LSTM is relatively lower than actual data test results.

Fig. 4 presents the performance of VARMA and SVR, in which both algorithms have a noticeable error between prediction-based profit and actual data test profit. This error can be explained by Fig. 2c, where the VARMA and SVR have a much lower predicted power for PV. The lower predicted power naturally leads to lower prediction-based results. However, in the actual data test period, the actual PV power is much higher, and a high profit is observed. Fig. 5 presents the actual data test results of different forecasting methods, which is the primary concern of consumers. We also used the actual data for Q-learning-based HEMS as an optimal baseline, which means a prediction method with no error. Seq2Seq and LSTM based HEMS benefit from the high forecasting accuracy, and a higher profit is observed. The Seq2Seq learning method has a comparable profit curve with an optimal baseline, while
Fig. 2: Energy consumption prediction for 24 hours with a 10-minute resolution.
operation performance. VARMA and SVR have a significant difference between prediction-based results. LSTM also results in good algorithms with actual data test performance and a narrow error margin in actual operation. On days 6, 28, 30, and 37, all algorithms have a comparable performance. A proposed model outperforms other algorithms, with its operation results indicating that the online performance of the optimization model is tested using the ground-truth values. Operation results illustrate the superior performance of the proposed model. The outputs of the models are further fed into a Q-learning model for offline HEMS optimization, and the proposed model outperforms other algorithms, with its narrow error margin between online and offline operations.

V. CONCLUSION

In this paper, we proposed a sequence-to-sequence learning-based HEMS. The proposed Seq2Seq model forecasts energy consumption for home appliances and the PV power production for the next hour with a 10-minute resolution. The forecasting accuracy of the proposed model is compared against VARMA, SVR, and LSTM on a real-world dataset. Evaluation results illustrate the superior performance of the proposed model. The outputs of the models are further fed into a Q-learning model for offline HEMS optimization, and the online performance of the optimization model is tested using the ground-truth values. Operation results indicate that the proposed model outperforms other algorithms, with its narrow error margin between online and offline operations.
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