Topological classification of vortex-core structures of spin-1 Bose-Einstein condensates
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We classify vortex-core structures according to the topology of the order parameter space. We develop a method to characterize how the order parameter changes inside the vortex core. We apply it to spin-1 Bose-Einstein condensates and show that the vortex-core structures are classified by winding numbers that are locally defined in the core region. We also show that a vortex-core structure with a nontrivial winding number can be stabilized under a negative quadratic Zeeman effect.
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I. INTRODUCTION

One of the salient features of superfluidity is the quantization of vortices. Due to the single-valuedness of the macroscopic wavefunction, the circulation of a scalar superfluid is quantized in units of $\hbar/M$, where $\hbar$ is the Planck constant and $M$ is the mass of the constituent particles. However, the situation changes in a very significant manner when the system has internal degrees of freedom.

Since spinor Bose-Einstein condensates (BECs), namely, BECs with spin degrees of freedom, have been realized in ultracold atomic systems, a number of studies have been conducted to understand macroscopic quantum phenomena, including experimental [1–6] and theoretical [7–12] studies on quantized vortices. In a spinor BEC, the circulation is quantized in units of a rational fraction of $\hbar/M$, or not quantized at all. This is because the spin and gauge degrees of freedom are coupled in a nontrivial manner. Examples include half-quantum vortices in the spin-1 polar phase [13] and 1/3-quantum vortices in the spin-2 cyclic phase [14,15].

Vortices in spinor BECs have been extensively investigated and classified using homotopy theory [17–21]. However, the conventional homotopy theory does not tell us much about the structure of a vortex core. For the case of a scalar BEC, the particle number density should vanish at the vortex core in order to avoid the phase singularity. We call such a vortex, i.e., a vortex accompanied by a density hole, a singular vortex. In contrast, for the case of a spinor BEC, the particle density does not have to vanish at the vortex core. Since the spinor BEC is described with a multi component order parameter, even when one component has a phase singularity, other components can fill the vortex core. As a whole, the particle density may become nonzero. We call this type of vortex a nonsingular vortex. A nonsingular vortex was realized in a spin-1 ferromagnetic BEC [9]. Recently, vortex-core structures have been numerically investigated for spin-2 BECs [22].

In this paper, we classify the vortex-core structure from the point of view of topology. Here, we define the vortex core and the core structure as follows. In general, a spontaneously broken-symmetry state is characterized by a coset space $G/H$, where $G$ is the full symmetry of the system and $H$ is a remaining symmetry of the broken-symmetry state (isotropy group). This coset space is called an order parameter manifold (OPM). We denote it as $\mathcal{M}_1 \simeq G/H$ in this article. In general, the classification of vortices is given by calculating the fundamental group of the OPM $\mathcal{M}_1$. However, this classification is applicable only to a region which is far away from the vortex because, close to the vortex core, the kinetic energy associated with the circulating current increases and the order parameter goes out of the OPM. We define the vortex core as the region in which the order parameter leaves the OPM, and the term vortex-core structure is meant to represent how the order parameter changes in the vortex core region. A topological method of classifying the vortex core structure was first proposed by Mermin et al. [24] and Lyuksyutov [25]: this method tells us whether a vortex is singular or nonsingular. However, there remains a question as to what the vortex-core structure is when the vortex is nonsingular. We address this question in the present paper by developing a general method to classify the vortex-core structure of a nonsingular vortex. Our method gives all topologically possible vortex-core structures. We then apply our method to spin-1 BECs and find that the vortex core can accommodate not just one state but many different types of states which are arranged in a concentric fashion. We characterize such a complex structure by introducing a local winding number along the concentric circle. Because the homotopy theory can enumerate possible states but cannot demonstrate their existence, we show that such vortex-core structures can indeed be realized by solving a time-dependent Gross-Pitaevskii equation numerically.

The paper is organized as follows. In Sec. III, we review the classification of vortex singularities according to Refs. [24,25] and apply it to spin-1 BECs. In Sec. III, we generalize the method in order to classify the vortex-core structure. In Sec. IV, we apply our classification method to spin-1 BECs. We show that vortex cores are made up of concentric patterns in different states. In
we verify that these vortex-core structures can indeed be realized as energetically stable configurations by numerical simulations under a magnetic field. Finally, in Sec. VII we summarize our results.

II. REVIEW OF THE CLASSIFICATION OF THE VORTEX CORE

A mathematical scheme to classify a state at a vortex core was first proposed by Mermin et al. [24] and Lyubysutov [25] who applied the scheme to classify vortex-core structures in the superfluid Helium-3 and those in a liquid crystal, respectively. In this section, we briefly review their classification method and illustrate the method for the case of a spin-1 BEC.

A. Classification of the vortex core

We start with the energy functional given by

\[ E = \int dr (\epsilon_{\text{kin}} + \epsilon_{\text{int}}), \]

where \( \epsilon_{\text{kin}} \) is the kinetic energy density and \( \epsilon_{\text{int}} \) is the interaction energy density. Suppose that the interaction energy density can be decomposed into two terms, \( \epsilon_1 \) and \( \epsilon_2 \), as

\[ \epsilon_{\text{int}} = \epsilon_1 + \epsilon_2, \]

and that the energy scales of these terms are quite different, say, \( |\epsilon_1| \ll |\epsilon_2| \). The ground state in a uniform system is given by minimizing the interaction energy \( \epsilon_{\text{int}} \). Note that when the symmetry of the system is spontaneously broken in the ground state, we cannot uniquely determine the ground state. Instead, we can construct a degenerate space of order parameters that minimize \( \epsilon_{\text{int}} \). For example, if the global \( U(1) \) gauge symmetry is spontaneously broken, all states obtained by applying \( U(1) \) gauge transformations to a ground fluid also minimize the interaction energy. Such a degenerate space of order parameters is called an OPM, which is defined by

\[ \mathcal{M}_1 := \{ g\psi |^y g \in G/H_\psi \} \simeq G/H_\psi, \]

where \( \psi \) is a ground state of \( \epsilon_{\text{int}} \). We define a full symmetry group of system \( G \), the action of which does not change the interaction energy, and an isotropy group of \( \psi \), which makes \( \psi \) invariant under a group action:

\[ H_\psi = \{ g \in G | g\psi = \psi \}. \]

We also introduce an enlarged OPM \( \mathcal{M}_2 \) as a space of the order parameters that minimize \( \epsilon_2 \), where \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) satisfy

\[ \mathcal{M}_1 \subseteq \mathcal{M}_2. \]

In the presence of a vortex, the order parameter becomes space-dependent, and the kinetic energy density is roughly given by \( \epsilon_{\text{kin}} \approx \hbar^2n/(2Mr^2) \), where \( n \) is the particle-number density, \( M \) the mass of the particle, and \( r \) the distance from the vortex core. Hence, the kinetic energy density becomes negligible far from the vortex core and the order parameter in that region belongs to \( \mathcal{M}_1 \). On the other hand, close to the vortex core, the kinetic energy density becomes comparable to the interaction energy density. In the region of \( |\epsilon_1| \lesssim \epsilon_{\text{kin}} \lesssim |\epsilon_2| \), \( \epsilon_{\text{kin}} \) dominates the weaker interaction energy \( \epsilon_1 \) and the order parameter belongs no longer to \( \mathcal{M}_1 \) but to an enlarged OPM \( \mathcal{M}_2 \).

According to the homotopy theory [17–21], a topologically stable vortex is labeled with an element of the fundamental group \( \pi_1(\mathcal{M}_1) \). Since the OPM near the vortex core is enlarged to \( \mathcal{M}_2 \), the topological structure near the core is classified with \( \pi_1(\mathcal{M}_2) \). Here, we consider a loop \( l \) in the OPM \( \mathcal{M}_1 \) that cannot continuously shrink to a point in \( \mathcal{M}_1 \). The homotopy equivalent class of \( l \) characterizes a vortex. The loop \( l \) is embedded in the enlarged OPM \( \mathcal{M}_2 \). If the loop \( l \) shrinks to a point in \( \mathcal{M}_2 \), the core is nonsingular because the state in the core is specified by a point in \( \mathcal{M}_2 \). On the other hand, if the loop \( l \) cannot continuously shrink to a point in \( \mathcal{M}_2 \), the corresponding vortex is topologically stable near the vortex core. Thus, the vortex can shrink to a point when we extend the enlarged OPM \( \mathcal{M}_2 \) to the entire degrees of freedom of the order parameter, which includes a point at which the order parameter vanishes. Therefore, the vortex core is singular. The above statement can be expressed by using an inclusion map from \( \pi_1(\mathcal{M}_1) \) to \( \pi_1(\mathcal{M}_2) \):

\[ \Phi : \pi_1(\mathcal{M}_1) \rightarrow \pi_1(\mathcal{M}_2). \]

For a given \( \gamma \in \pi_1(\mathcal{M}_1) \), if \( \Phi(\gamma) = 1 \), the vortex labeled \( \gamma \) is nonsingular, whereas if \( \Phi(\gamma) \neq 1 \), the core becomes singular. Here, \( 1 \) is an identity element of \( \pi_1(\mathcal{M}_2) \). The singularity is characterized by an image of \( \Phi \).

B. Application to spin-1 BECs

We apply the above method to spin-1 BECs. The order parameter of a spin-1 BEC is given by

\[ \psi = (\psi_1, \psi_0, \psi_{-1})^T \in \mathbb{C}^3, \]

where \( \psi_m \) \((m = 1, 0, -1) \) describes a macroscopic wave function for atoms in the magnetic sublevel \( m \). The mean-field energy functional for a uniform system is given by

\[ E = \int dr (\epsilon_{\text{kin}} + \epsilon_{\text{int}}), \]
where $\epsilon_{\text{kin}}$ and $\epsilon_{\text{int}}$ are respectively given by

$$
\epsilon_{\text{kin}} = \frac{1}{2} \sum_{m=-1}^{1} \frac{\hbar^2}{2M} |\nabla \psi_m|^2, \quad (9a)
$$

$$
\epsilon_{\text{int}} = \frac{c_0 n^2}{2} + \frac{c_1 n^2}{2} |F|^2. \quad (9b)
$$

Here, the first and second terms in Eq. (9a) represent the spin-independent and spin-dependent energy densities, respectively, and $n$ and $|F|$ are the local density and local magnetization, given by

$$
n = \frac{1}{\pi} \sum_{m=-1}^{1} |\psi_m|^2, \quad (10)
$$

$$
|F| = \frac{1}{n} \left( \sum_{m,m'=-1}^{1} \psi_m(f) \psi_{m'}^* \right)^{1/2}, \quad (11)
$$

respectively, with $f = (f_x, f_y, f_z)$ being a vector of the spin-1 matrices given by

$$
f_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (12)
$$

$$
f_y = \frac{i}{\sqrt{2}} \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (13)
$$

$$
f_z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}. \quad (14)
$$

The coefficients of $c_0$ and $c_1$ are given by

$$
c_0 = \frac{4\pi \hbar^2}{M} \left( 2a_0 + 2a_2 \right) - \frac{4\pi \hbar^2}{M} \frac{a_2}{3}, \quad (15)
$$

$$
c_1 = \frac{4\pi \hbar^2}{M} \frac{a_2}{3} - \frac{a_0}{3}, \quad (16)
$$

where $a_S$ ($S = 0, 2$) is the s-wave scattering length for the spin channel $S$. In order for the system to be stable, the interaction coefficients should satisfy $c_0 > 0$.

The mean-field energy $E$ is invariant under the $U(1)$ gauge transformation and $SO(3)$ spin rotation, namely, the full symmetry $G$ of the system is given by

$$
G = U(1)_\phi \times SO(3)_f, \quad (17)
$$

where $\phi$ and $f$ stand for the gauge and the spin rotation symmetry, respectively. An element $g \in G$ acts on the order parameter $\psi$, where $g$ is represented by

$$
g = e^{i\phi} e^{-i\alpha f_x} e^{-i\beta f_y} e^{-i\gamma f_z}. \quad (18)
$$

Here, $\phi$ describes the gauge degree of freedom, and $\alpha$, $\beta$, and $\gamma$ denote the Euler angles in the spin space.

The ground state of the total energy [13] is known to be a ferromagnetic (FM) state for $c_1 < 0$ and a polar state for $c_1 > 0$, where their representative order parameters are given by

$$
\psi_F = \sqrt{n} (1, 0, 0)^T \quad (c_1 < 0), \quad (19)
$$

$$
\psi_P = \sqrt{n} \left( \frac{1}{2}, 1, 0 \right)^T \quad (c_1 > 0). \quad (20)
$$

These order parameters are invariant under the following operations:

$$
H_F = \{(e^{i\gamma}, e^{-i\alpha f_x}) | \gamma \in [0, 2\pi)\}, \quad (21a)
$$

$$
\cong U(1)_{\phi+f_x}, \quad (21b)
$$

$$
H_P = \{(1, e^{-i\alpha f_x}) (e^{i\beta}, e^{-i\alpha f_x}) | \beta \in [0, 2\pi)\}, \quad (21c)
$$

$$
\cong SO(2)_{f_x} \times (Z_2)_{\phi+f_x}, \quad (21d)
$$

Here, $H_F$ represents the $U(1)$ spin-gauge symmetry and $H_P$ is constructed from a rotation symmetry around the $y$ axis in the spin space and the spin-gauge coupled $Z_2$ symmetry. The subscript $\phi \pm f_x$ means the spin-gauge symmetry in terms of an operation $(e^{i\gamma}, e^{-i\alpha f_x})$. The element of $H_F(\psi)$ describes a group action on $\psi$ such that

$$
(e^{i\theta}, e^{-i\alpha f_x}) \psi : = e^{i\theta} e^{-i\alpha f_x} \psi \quad \forall \theta, \gamma \in [0, 2\pi), \quad (22)
$$

where $\nu = x, y, z$. Therefore, the OPMs are given by [27, 28]

$$
G/H_F \cong (U(1)_\phi \times SO(3)_f) / U(1)_{\phi+f_x} \cong SO(3)_{\phi-f_x}, \quad (23a)
$$

$$
G/H_P \cong (U(1)_{\phi} \times SO(3)_f) / (SO(2)_{f_x} \times (Z_2)_{\phi+f_x}) \cong (U(1)_\phi \times SO(2)_f) / (Z_2)_{\phi+f_x}. \quad (23b)
$$

For real systems such as $^{87}$Rb and $^{23}$Na, the interaction coefficients satisfy $c_0 \gg |c_1|$, which leads to

$$
\frac{c_0 n^2}{2} \gg \frac{|c_1 n^2}{2} |F|^2. \quad (24)
$$

Thus, $\epsilon_1$ and $\epsilon_2$ are defined by

$$
\epsilon_1 = \frac{c_1 n^2}{2} |F|^2, \quad (25)
$$

$$
\epsilon_2 = \frac{c_0 n^2}{2}. \quad (26)
$$

The enlarged OPM $\mathcal{M}_2$ is given by minimizing $\epsilon_2$, where the minimum is attained when the local density is constant. In this case, the enlarged OPM is given by

$$
\mathcal{M}_2 \simeq S^5. \quad (27)
$$

To compare energy scales, we define characteristic lengths for $\epsilon_{\text{kin}} \sim \epsilon_1, \epsilon_2$ as

$$
\xi_0 = \frac{\hbar}{2 \sqrt{2c_0 n M}}, \quad (28)
$$

$$
\xi_s = \frac{\hbar}{2 |c_1| n M}, \quad (29)
$$

where $\xi_0$ and $\xi_s$ represent the healing length and the spin healing length, respectively. For $c_0 \gg |c_1|$, we have

$$
\xi_0 \ll \xi_s. \quad (30)
$$

The $r$ dependence of the OPM for $c_0 \gg |c_1|$ is reported in Table I, where $r$ is the distance from the core.
TABLE I: The enlarged order parameter manifold in spin-1 BECs in the regions $r \lesssim \xi_0$, $\xi_0 \lesssim r \lesssim \xi_s$, and $\xi_s \lesssim r$. Here, $r$ is the distance from the vortex core, and $\xi_0$ and $\xi_s$ are defined by Eqs. (29) and (30), respectively. In the rightmost four columns, we list the homotopy group for each enlarged OPM. Homotopy groups $\pi_1$, $\pi_2$, and $\pi_3$ characterize the nonsingular vortex. For such an enlarged OPM, the particle density is nonzero at any point, and three-dimensional Skyrmions in the three-dimensional space, respectively. The enlarged OPM for the superfluid helium-3 is discussed in Ref. [20].

| Phase | (Enlarged) OPM | $\pi_0$ | $\pi_1$ | $\pi_2$ | $\pi_3$ |
|-------|----------------|--------|--------|--------|--------|
| FM $\xi_s \lesssim r$ | $U(1)_{\phi} \times S_1^2/(Z_2 \oplus Z)$ | [29] 0 | Z | Z | Z |
| Polar $\xi_s \lesssim r$ | SO(3)$_{\psi}$ $\rightarrow$ $\rightarrow$ $\rightarrow$ | 0 | Z | Z | Z |
| $r \lesssim \xi_s$ | $S_1^5$ | 0 | 0 | 0 | 0 |
| $\xi_0 \lesssim r \lesssim \xi_s$ | $\mathbb{C}^+$ | 0 | 0 | 0 | 0 |

Since the fundamental group of the enlarged OPM is trivial, i.e., $\pi_1(S^2) \cong 0$, elements of $\pi_1(M_1)$ are always mapped to an identity element:

$$\Phi: \gamma \rightarrow 1, \quad \forall \gamma \in \pi_1(M_1),$$

that is, vortices are nonsingular. In fact, by the numerical calculation, the energetically stable vortex-core structures in spin-1 BECs have been achieved by mixing of the FM state and the polar state [12].

III. GENERAL THEORY FOR CLASSIFYING VORTEX-CORE STRUCTURES

As we have seen in the preceding section, whether or not a vortex is singular is determined by the inclusion map $\mathcal{G}$. Thus, it is natural to ask what the state inside the vortex core is when the vortex is nonsingular. To investigate the vortex-core structure, we generalize the classification method explained in the previous section.

We consider an enlarged OPM which does not include a zero point of the order parameter in order to characterize the nonsingular vortex. For such an enlarged OPM, the particle density is nonzero at any point, which implies that the enlarged OPM is homotopic to $S^{2s-1} = \{\psi|\sum_{n=1}^{s}|\psi_n|^2 = \text{const.}\}$ for a given order parameter $\psi = (\psi_1, \cdots, \psi_s) \in \mathbb{C}^s$. Therefore, without loss of generality, we define the maximally enlarged OPM as

$$\mathcal{V} := S^{2s-1}. \quad (29)$$

The conventional OPM $\mathcal{M}_1$, which is given by minimizing the interaction energy Eq. (9), is included in or equal to the maximally enlarged OPM $\mathcal{V}$:

$$\mathcal{M}_1 \subseteq \mathcal{V}. \quad (30)$$

In the case of spin-$f$ BECs, the maximally enlarged OPM is given by

$$\mathcal{V} = S^{4f+1}. \quad (31)$$

In the following discussion, we classify the core states and the structure of the order parameter inside the vortex core. We first decompose the maximally enlarged OPM $\mathcal{V}$ according to the symmetry property. Let $G$ be the full symmetry group of the system under consideration, and we consider a $G$ action on $\mathcal{V}$. The $G$-orbit of $\psi \in \mathcal{V}$ is defined by

$$[\psi] = \{g\psi|g \in G\}. \quad (32)$$

A set of all orbits in $\mathcal{V}$ is called an orbit space, which is denoted $\hat{\mathcal{V}}$ in this paper:

$$\hat{\mathcal{V}} := \mathcal{V}/G = \{[\psi]|\psi \in \mathcal{V}\}. \quad (33)$$

In addition, we define an isotropy group of $\psi \in \mathcal{V}$ by Eq. (4). From the definition of the $G$ orbit, elements of the $G$ orbit $[\psi]$ are constructed by applying $g \in G$ to a representative order parameter $\psi$. Since $\psi$ is invariant under the isotropy group $H_\psi$, we should subtract $H_\psi$ from $G$ to obtain the $G$ orbit. That is, the $G$ orbit $[\psi]$ is equivalent to $G/H_\psi$:

$$[\psi] \simeq G/H_\psi. \quad (34)$$

When $\psi$ is the ground state that minimizes the interaction energy $\epsilon_{\text{int}}$, $G/H_\psi$ is identical to the OPM $\mathcal{M}_1$. If $\psi$ and $\psi'$ belong to the same orbit, their isotropy groups are conjugate to each other, i.e.,

$$H_\psi = gH_\psi g^{-1}, \quad \exists \ g \in G. \quad (35)$$

Note, however, that even when $\psi$ and $\psi'$ do not belong to the same orbit, their isotropy group may be conjugate to each other, which implies that different orbits may have the same property. Therefore, we categorize the $G$ orbits according to the conjugacy class of their isotropy groups:

$$\langle \psi \rangle := \{\psi'|\langle \psi \rangle|H_\psi = gH_\psi g^{-1}, \quad \exists \ g \in G\}. \quad (36)$$

Such a category is called a stratum. Then, the orbit space $\hat{\mathcal{V}}$ is described as a union of $\langle \psi \rangle$:

$$\hat{\mathcal{V}} = \bigcup_{\psi \in \mathcal{V}} \langle \psi \rangle. \quad (37)$$

If $\mathcal{V}$ is compact, number of the strata is finite. Moreover, since all isotropy groups for the order parameter in the same stratum are isomorphic to each other, $H_\psi$ can be replaced with a representative one $H_\psi$. Then, from Eqs. (33) and (37), we obtain

$$\mathcal{V} \simeq \bigcup_{\psi \in \mathcal{V}} (G/H_\psi \times \langle \psi \rangle). \quad (38)$$

Next, we consider a map from a two-dimensional disk $D^2$ with radius $R$ to $\mathcal{V}$:

$$\Theta: D^2 \rightarrow \mathcal{V}. \quad (39)$$

Here, we assume that the vortex is placed at the center of $D^2$ and the configuration of the order parameter on
Accordingly, when \(r\) of \(\Theta(r, \theta)\) same stratum, \(\Theta(r, \theta)\) case, the homotopy equivalence class of \(\Theta(r, \theta)\) axisymmetric about the vortex line, loop \(\Theta(r, \theta)\) assumption that the configuration of the order parameter which is continuously deformed from \(\Theta(r, \theta)\) several possibilities for the map \(\Theta(r, \theta)\) the fundamental group \(\pi\).

Therefore, the loop \(\Theta(r, \theta)\) for every \(r\) is classified with the fundamental group \(\pi_1(G/\psi)\).

Since \(G/\psi\) is invariant as long as \(\psi\) belongs to the same stratum, \(\Theta(r_1, \theta)\) is homotopic to \(\Theta(r_2, \theta)\) if \([\psi(r)]\) does not change the stratum for \(r_1 < r < r_2\). In the case, the homotopy equivalence class of \(\Theta(r_1, \theta)\) and that of \(\Theta(r_2, \theta)\) belong to the same element of \(\pi_1(G/\psi)\).

Accordingly, when \(r\) varies from \(R\) to 0, a nontrivial change of \(\Theta(r, \theta)\) may occur when it crosses the boundary of strata. The nontrivial deformation of a loop can be characterized by a map between the fundamental groups \(\pi_1(G/H(\psi))\) of the different strata. Hence, the vortex-core structure is characterized by a sequence of strata and by the map between their fundamental groups.

In the following discussion, we define a map between the fundamental groups at the boundary of strata. We start by introducing the universal covering space of \(G\), which we denote as \(\tilde{G}\). The universal covering space is a simply connected space, namely, it satisfies

\[
G \subseteq \tilde{G}, \quad \pi_1(\tilde{G}) \cong 0. \tag{44b}
\]

If \(G\) is a simply connected space, we define \(G = \tilde{G}\). Associated with the lift from \(G\) to \(\tilde{G}\), the isotropy group \(H(\psi)\) is also lifted to \(\tilde{H}(\psi)\) so as to satisfy

\[
G/H(\psi) \simeq \tilde{G}/\tilde{H}(\psi). \tag{45}
\]

Note that \(\tilde{H}(\psi)\) is not simply connected. When \(\tilde{G}\) is simply connected, the fundamental group satisfies the relations

\[
\pi_1(\tilde{G}/\tilde{H}(\psi)) \cong \pi_0(\tilde{H}(\psi)) \cong \tilde{H}(\psi)/\tilde{H}(\psi)_0, \tag{46}
\]

where \((\tilde{H}(\psi)_0)\) is a set of components that are connected to the identity element. Therefore, the map between \(\pi_0\)'s is defined as a map between \(\tilde{H}(\psi)'\)’s. We further note that the isotropy group of one of adjoining strata is bigger than or smaller than the isotropy group of the other, as proved by Michel. It then follows that, when we consider a map from \(\tilde{H}(\psi)\) to \(\tilde{H}(\psi')\), there are only two possibilities: (a) \(H(\psi) \subsetneq H(\psi')\), and (b) \(H(\psi) \supsetneq H(\psi')\). If \(H(\psi) \subsetneq H(\psi')\) \((H(\psi) \supsetneq H(\psi')\), the lifted isotropy group also satisfies \(\tilde{H}(\psi) \subsetneq \tilde{H}(\psi')\) \((\tilde{H}(\psi) \supsetneq \tilde{H}(\psi')\)). Then, the map from \(\tilde{H}(\psi)\) to \(\tilde{H}(\psi')\) is defined as follows.

![FIG. 1: (Color online) We consider two-dimensional disk \(D^2\) covering a cylindrically symmetric vortex configuration in a real system, where the core is placed at the center and the radius \(R\) is much greater than the healing length. Disk \(D^2\) is mapped into the maximally enlarged OPM \(\mathcal{V}\), where the boundary \(\partial D^2\) is mapped onto the conventional OPM denoted \(\Theta(R, \theta)\) with \(\theta \in [0, 2\pi]\). With decreasing \(r\) from \(R\) to 0, the interaction energy increases because the loop enclosing the vortex gradually moves out of the OPM in order to shrink to a point. Finally, \(\Theta(0, \theta)\) is mapped onto the core state in the enlarged OPM.](image-url)
(a) For the case of \( \tilde{H}(\psi) \subseteq \tilde{H}(\psi') \), the map from \( \tilde{H}(\psi) \) to \( \tilde{H}(\psi') \) is defined by an inclusion map,

\[
i : \tilde{H}(\psi) \to \tilde{H}(\psi'), \quad a \mapsto a, \quad \forall a \in \tilde{H}(\psi).
\] (47a)

(b) For the case of \( \tilde{H}(\psi) \supseteq \tilde{H}(\psi') \), we first decompose \( \tilde{H}(\psi) \) into a set of connected spaces \( \{X_i\} \) such that

\[
\tilde{H}(\psi) = \bigcup_{i \in J} X_i, \quad X_i \cap X_j = \emptyset, \quad \forall i, j \in J,
\] (48)

where \( J \) is a set of indices labeling \( X_i \). When \( H(\psi) \) is a connected space, \( J \) includes only one element. We then define a map from each \( X_i \) to \( H(\psi') \) as a constant map to an element \( b \) in the intersection of \( X_i \) and \( \tilde{H}(\psi') \):\

\[
c_b^{(i)} : X_i \to \tilde{H}(\psi'), \quad b \in X_i \cap \tilde{H}(\psi'),
\] (49a)

\[
a \mapsto b, \quad \forall a \in X_i.
\] (49b)

For each \( X_i \), the number of constant maps is equivalent to that of elements of \( X_i \cap \tilde{H}(\psi') \) [30].

The map \( \pi_0(\tilde{H}(\psi)) \) and \( \pi_0(\tilde{H}(\psi')) \) is induced by maps \( [i(a)] \) and \( [c_b^{(i)}(a)] \) on \( \tilde{H}(\psi) \), respectively.

\[
i_*([a]) := [i(a)], \quad \forall a \in \tilde{H}(\psi),
\] (50a)

\[
(c_b^{(i)})_*([a]) := [c_b^{(i)}(a)], \quad \forall a \in X_i.
\] (50b)

where \([a]\) denotes an element of \( \tilde{H}(\psi)/(\tilde{H}(\psi))_0 \). Note that map \( i \) is determined uniquely and its induced map is a homomorphism, whereas map \( c_b^{(i)} \) is not a homomorphism.

The vortex-core structure is specified by giving all elements of \( \tilde{H}(\psi) \). When \( H(\psi) \) is decomposed into three strata given in Eqs. (50a) and (50b). Suppose that as \( r \) decreases, the order parameter moves on the strata along the following sequence:

\[
\langle \psi_{BS} \rangle \to \langle \psi_1 \rangle \to \langle \psi_2 \rangle \to \cdots \to \langle \psi_{l-1} \rangle \to \langle \psi_l \rangle.
\] (51)

Accordingly, the OPM changes from \( G/H(\psi_{BS}) \) to \( G/H(\psi_1) \), and from \( G/H(\psi_1) \) to \( G/H(\psi_2) \), and so on. Then, the vortex-core structure is defined as a sequence of maps between the fundamental groups of \( G/H(\psi) \), which is equivalent to the sequence

\[
\pi_0(\tilde{H}_{BS}) \xrightarrow{\Omega} \pi_0(\tilde{H}_1) \xrightarrow{\Omega} \cdots \xrightarrow{\Omega_{l-1}} \pi_0(\tilde{H}_l) \xrightarrow{\Omega_l} \pi_0(\tilde{H}_l),
\] (52)

where \( \tilde{H}_k := \tilde{H}_{(\psi_k)} \) (\( 1 \leq k \leq l \)) is the lifted isotropy group of \( H(\psi_k) \) and \( \Omega_k \) is a map defined in Eq. (50a) or (50b). In order for loop \( \Theta(r, \theta) \) to shrink in the manifold \( G/H_l \) at \( r = 0 \), sequence (52) should satisfy

\[
\Omega_{l-1} \circ \Omega_{l-2} \circ \cdots \circ \Omega_1([h]) \neq [e],
\] (53a)

\[
\Omega_l \circ \Omega_{l-1} \circ \cdots \circ \Omega_1([h]) = [e],
\] (53b)

where \([h]\) is the element of \( \pi_0(\tilde{H}_{BS}) \) that characterizes the vortex under consideration, \( e \) is the identity element of \( H_l \) and the composition between maps is defined by

\[
\Omega_k \circ \Omega_{k-1}([h]) = \Omega_k(\Omega_{k-1}([h])).
\] (54)

We call the final state of sequence, i.e., \( \langle \psi_l \rangle \), a core state and the sequence in Eq. (52) a core structure. In the following sections, we apply the above classification method to a spin-1 BEC.

IV. VORTEX-CORE STRUCTURE IN A SPIN-1 BEC

A. Decomposition of \( S^5 \)

From Sec. [13] the maximally enlarged OPM is \( S^5 \) in a spin-1 BEC. In this section, we introduce the \( G \) orbit and the orbit space of \( S^5 \).

The order parameter in the spin-1 BEC is given by Eq. (6), which includes six independent variables. The full symmetry is given by Eq. (14). i.e., the energy functional is invariant under a gauge transformation and a spin rotation in the spin space.

To derive the orbit space of \( S^5 \), we consider a transformation of variables. The physical quantities that characterize the state of the spin-1 BEC are the number density \( n \) and the magnetization \( |F| \). It can be shown that these quantities, overall phase \( \phi \), and Euler angles \( \alpha \), \( \beta \), and \( \gamma \) completely specify the spin-1 order parameter. In general, the state of the spin-1 BEC is described by

\[
\psi = \sqrt{n} e^{i\phi} e^{-i\theta} e^{-i\alpha} e^{-i\beta} e^{-i\gamma} \left( \frac{1 + |F|}{2} \right) \left( \frac{1 - |F|}{2} \right).
\] (55)

where \( \theta, \alpha, \gamma \in [0, 2\pi), \beta \in [0, \pi], \) and \( 0 \leq |F| \leq 1 \). The derivation of Eq. (55) is shown in Appendix A. Equation (55) tells us that the orbit space is spanned by \( n \) and \( |F| \). When \( n \) is a constant, the total degrees of freedom of the order parameter is equal to those of the five-dimensional sphere \( S^5 \), which corresponds to the maximally enlarged OPM. Thus, the orbit space is parametrized by the local magnetization \( 0 \leq |F| \leq 1 \), and hence, given by

\[
\hat{\mathcal{V}} = [0, 1].
\] (56)

The orbit space \( \hat{\mathcal{V}} \) is decomposed into three strata:

\[
\langle \psi_1 \rangle \simeq \{0\},
\] (57a)

\[
\langle \psi_{BS} \rangle \simeq \{0, 1\},
\] (57b)

\[
\langle \psi_F \rangle \simeq \{1\},
\] (57c)
corresponding to the polar state ($|F| = 0$), the $C_2$ state ($0 < |F| < 1$) [31], and the FM state ($|F| = 1$). The order parameter and the isotropy group for the FM state are given by Eqs. (16) and (18), respectively, and those for the polar state are given by Eqs. (21a) and (21b), respectively. By Eq. (61), the coset space for the FM state is decomposed as follows:

$$G/HC_2 \simeq (U(1)_φ × SO(3))_F/(Z_2)_φ + f_x.$$  

(59)

Here, $1_d$ denotes an $n \times n$ unit matrix. Note that the $C_2$ state cannot be the ground state of the system in the absence of a magnetic field (the magnetic field specifies not only the magnitude but also the direction of the spontaneous magnetization [32]). In other words, contrary to the FM and polar states which become the ground states for $c_1 < 0$ and $c_1 > 0$, respectively, the $C_2$ state involves excitations such as vortices.

By the isotropy groups $H_F$ and $H_P$, OPMs for the FM and polar states are given in Eqs. (21a) and (21b), respectively. By Eq. (59), the coset space for the $C_2$ state is given by

$$G/HC_2 \simeq (U(1)_φ × SO(3))_F/(Z_2)_φ + f_x.$$  

(60)

for fixed $|F|$. From the above discussion, we find that $S^3$ can be decomposed in the form of Eq. (58). When the local density is constant, $S^3$ is decomposed as follows:

$$S^3 \simeq (G/H_P \times \{0\}) \cup (G/HC_2 \times (0, 1)) \cup (G/H_P \times \{1\}),$$  

(61)

where $[0, 1]$ represents the amplitude of local magnetization $|F|$. We show the decomposition of $S^3$ graphically in Fig. 2.

### B. Construction of maps

We calculate the fundamental group of each state and derive the map $i$ and $c_{m}^{(i)}$ defined in Eqs. (17b) and (19b), respectively. We begin by calculating elements of the fundamental group using Eq. (16). Since the symmetry group $G = U(1)_φ \times SO(3)_f$ in the spin-1 BEC is not simply connected, we lift it to its universal covering space:

$$\tilde{G} = R_φ \times SU(2)_f.$$  

(62)

Associated with the lift, the isotropy group $H_q$ ($q = F, P, C_2$) is also lifted to $\tilde{H}_q$. As a result, $\tilde{H}_F, \tilde{H}_P$, and $\tilde{H}_{C_2}$ are given by

$$\tilde{H}_F := \{(x, ±e^{-i2\phi_ρ})|x \in \mathbb{R}\},$$  

(63a)

$$\tilde{H}_P := \{(πn, e^{-i2\phi_ρ}e^{-iπχβ})|n \in \mathbb{Z}, β \in [0, 4π]\},$$  

(63b)

$$\tilde{H}_{C_2} := \{(πn, ±e^{-i2\phi_ρ})|n \in \mathbb{Z}\},$$  

(63c)

where $σ_ν$, ($ν = x, y, z$) are the Pauli matrices. The derivations of Eqs. (63a), (63b), and (63c) are given in Appendix B. Here, we add the factor $π$ in front of $n \in \mathbb{Z}$ for the sake of convenience. In the following discussion, we describe each lifted isotropy group by the representation of Eqs. (63a)-(63c).

In the FM state, a set of components connected to $(0, 1_2), (\tilde{H}_F)_0$, is given by

$$\tilde{H}_F_0 = \{(x, e^{-i2\phi_ρ})|x \in \mathbb{R}\}.$$  

(64)

Hence, the zeroth homotopy group of the FM state is given by

$$π_0(\tilde{H}_F) \cong \tilde{H}_F/(\tilde{H}_F)_0 = \{(0, 1_2), (0, -1_2)\} \cong Z_2.$$  

(65)

The nontrivial element $(0, -1_2)$ represents a spin vortex. The structure of $\tilde{H}_F$ is illustrated schematically in Fig. 3(a).

For the polar state, $(\tilde{H}_P)_0$ is given by

$$\tilde{H}_P_0 = \{(0, e^{-i2\phi_ρ}β)|β \in [0, 4π]\},$$  

(66)

from which the zeroth homotopy group is given by

$$π_0(\tilde{H}_P) \cong \tilde{H}_P/(\tilde{H}_P)_0 = \{(2nπ, 1_2), ((2n + 1)π, e^{-i2\phi_ρ})|n \in \mathbb{Z}\} \cong Z.$$  

(67)

Hence, vortices in the polar state are classified by an integer: $(2nπ, 1_2)$ describes a gauge vortex, whereas $((2n + 1)π, e^{-i2\phi_ρ})$ represents a half-integer vortex (or Alice vortex). The structure of $\tilde{H}_P$ is shown in Fig 3(b).

For the $C_2$ state, since $\tilde{H}_{C_2}$ is a discrete subgroup of $\tilde{G}$, $(\tilde{H}_M)_0$ is composed of the identity element alone:

$$(\tilde{H}_{C_2})_0 = \{0, 1_2\}.$$  

(68)
Therefore, the zeroth homotopy group is isomorphic to 
\( \tilde{H}_{C_2} \):
\[
\pi_0(\tilde{H}_{C_2}) \cong \tilde{H}_{C_2}
\]
\[
= \left\{ (2\pi n, \pm 12), (2n + 1)\pi, \pm e^{-i\frac{\pi}{2}} \mid n \in \mathbb{Z} \right\},
\]
(69)

Comparing Eq. (63) with Eqs. (68) and (67), \( \pi_0(\tilde{H}_{C_2}) \) includes the elements of \( \pi_0(H_{F}) \) and those of \( \pi_0(H_{P}) \). These structures are important to characterize the vortex-core structures as discussed in Sec. IV C. The structure of \( \tilde{H}_{C_2} \) is shown in Fig. 3 (c).

Let us construct the map between \( \pi_0 \)'s of each lifted isotropy group. The lifted isotropy groups \( \tilde{H}_{F}, \tilde{H}_{P}, \) and \( \tilde{H}_{C_2} \) satisfy
\[
\tilde{H}_{C_2} \subset \tilde{H}_{F}, \tilde{H}_{P}.
\]
(70)

Since \( \langle \psi_{F(P)} \rangle \) does not adjoin \( \langle \psi_{F(P)} \rangle \), we have to pass through the \( C_2 \) state. Therefore, we need to define only four types of maps: (a) from \( H_{F} \) to \( H_{C_2} \), (b) from \( H_{C_2} \) to \( H_{P} \), (c) from \( H_{F} \) to \( H_{C_2} \), and (d) from \( H_{C_2} \) to \( H_{P} \):
\[
\begin{align*}
\tilde{H}_{F} & \xleftarrow{c_{nn}^{(\pm)}} \tilde{H}_{C_2} \xrightarrow{i_{P}} \tilde{H}_{P} \xrightarrow{c_{nn}^{(-)}} \tilde{H}_{C_2} \xrightarrow{i_{F}} \tilde{H}_{F}.
\end{align*}
\]
(71)

Each map is denoted \( c_{nn}^{(\pm)} \), \( i_{F} \), \( c_{nn}^{(\pm)} \), and \( i_{P} \), and defined as follows:

(a) \( c_{nn}^{(\pm)} \): Since \( \tilde{H}_{F} \supset \tilde{H}_{C_2} \) and \( \tilde{H}_{F} \) consists of two connected spaces \( X_{+} = \{(x, e^{-i\frac{\pi}{2}}x) \mid x \in \mathbb{R} \} \) and \( X_{-} = \{(x, -e^{-i\frac{\pi}{2}}x) \mid x \in \mathbb{R} \} \), the map is defined by
\[
\tilde{H}_{F} \xleftarrow{c_{nn}^{(\pm)}} \tilde{H}_{C_2} \xrightarrow{i_{P}} \tilde{H}_{P} \xrightarrow{c_{nn}^{(-)}} \tilde{H}_{C_2} \xrightarrow{i_{F}} \tilde{H}_{F}.
\]
(72)

(b) \( i_{P} \): Since \( \tilde{H}_{C_2} \subset \tilde{H}_{F} \), the map is given by the inclusion map
\[
\tilde{H}_{C_2} \xrightarrow{i_{P}} \tilde{H}_{F},
\]
(73)

where \( x \in \mathbb{R} \) and \( n_{p} \in \mathbb{Z} \) specifies an element of \( \tilde{H}_{C_2} \).

(c) \( c_{nn}^{(np)} \): Since \( \tilde{H}_{P} \supset \tilde{H}_{C_2} \) and \( \tilde{H}_{P} \) consists of infinite connected spaces labeled by an integer \( n_{p} \):
\[
\tilde{H}_{P} \xrightarrow{c_{nn}^{(np)}} \tilde{H}_{C_2},
\]
(74)

where \( i_{F} \) is determined uniquely.

(d) \( i_{P} \): Since \( \tilde{H}_{C_2} \subset \tilde{H}_{P} \), the map is given by the inclusion map
\[
\tilde{H}_{C_2} \xrightarrow{i_{P}} \tilde{H}_{P},
\]
(75)

where \( i_{P} \) is determined uniquely.
Using these maps $c_{n_p}^{(±)}$, $i_\mathcal{F}$, $c_{n_f}^{(n_p)}$, and $i_\mathcal{P}$, the maps between $\pi_0$’s are induced as follows:

\begin{align}
(c_{n_p}^{(±)})_* & : \pi_0(\tilde{H}_\mathcal{F}) \to \pi_0(\tilde{H}_\mathcal{C}_2), \\
(i_\mathcal{F})_* & : \pi_0(\tilde{H}_\mathcal{C}_2) \to \pi_0(\tilde{H}_\mathcal{F}), \\
(c_{n_f}^{(n_p)})_* & : \pi_0(\tilde{H}_\mathcal{P}) \to \pi_0(\tilde{H}_\mathcal{C}_2), \\
(i_\mathcal{P})_* & : \pi_0(\tilde{H}_\mathcal{C}_2) \to \pi_0(\tilde{H}_\mathcal{P}).
\end{align}

The definition of the induced map is given by Eqs. (80a) and (80b).

**C. Classification of a vortex-core structure**

1. **FM state**

For the case of $c_1 < 0$, the boundary state becomes the FM state,

\[ \psi_{BS} = \psi_\mathcal{F} = \sqrt{n}(1, 0, 0)^T. \]  \hspace{0.5cm} (81)

The nontrivial element of $\pi_0(\tilde{H}_\mathcal{F})$ is given by $[[0, -1_2]]$. Here, $[\cdots]$ represents the homotopy equivalent class. In what follows, we derive all possible vortex-core structures with the ferromagnetic boundary state. First, by using the map $(c_0^{-})_*$, we obtain

\[ (i_\mathcal{P})_* \circ (c_0^{-})_*([[0, -1_2]]) = (i_\mathcal{P})_*([[0, -1_2]]) = [[0, -1_2]] \in \pi_0(\tilde{H}_\mathcal{P}), \]  \hspace{0.5cm} (82)

where $(0, 1_2)$ is the identity element of $\tilde{H}_\mathcal{P}$ ($q = \mathcal{F}, \mathcal{P}, \mathcal{C}_2$). For the last equality in Eq. (82), we use the homotopy equivalence relation in $\tilde{H}_\mathcal{P}$,

\[ (0, 1_2) \sim (0, -1_2) \in (\tilde{H}_\mathcal{P})_0. \]  \hspace{0.5cm} (83)

The deformation process in Eq. (82) is illustrated schematically in Fig. 4 (a). Equation (82) shows that there exists a vortex whose core structure is given by $(0, -1_2)$, schematically in Fig. 4 (a). Equation (82) as

\[ \{\langle \psi_\mathcal{F} \rangle \to \langle \psi_{\mathcal{C}_2} \rangle \to \langle \psi_\mathcal{P} \rangle \}. \]  \hspace{0.5cm} (86)

**FIG. 4:** (Color online) Deformation processes for (a) the polar-core vortex with $n_p = 0$ and (b) the FM-core vortex with $n_p = 1$ in the FM state. (a) The vortex, which is topologically stable in the FM state, shrinks to a point in the polar state. In the intermediate region, we run through the $C_2$ state. (b) The vortex shrinks to a point in the FM state. In the intermediate region, we pass through the $C_2$ state and the polar state. The polar state has a nontrivial winding.
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FIG. 5: (Color online) Deformation process for the case of (a) a FM-core vortex with \( n_f = 0 \) and (b) a polar-core vortex with \( n_f = 1 \) in the polar state. (a) The vortex, which is topologically stable in the polar state, shrinks to a point in the FM state. In the intermediate region, we run through the \( C_2 \) state. (b) The vortex shrinks to a point in the polar state. In the intermediate region, we pass through the \( C_2 \) state and the FM state. The FM state has a nontrivial winding.

We call Eq. (89) a polar-core vortex, which was observed experimentally [6].

Next, by using the map \( (c_0^{(n_p)})_* \) \( (n_p \neq 0) \), we can obtain different types of vortex-core structures. We obtain the following:

\[
(i_\nu)_* \circ (c_0^{(n_p)})_* \circ (ip)_* \circ (c_0^{(-)})_* ([0, -1_2])
\]

\[
= (i_\nu)_* \circ (c_0^{(n_p)})_* \circ (ip)_* \circ (c_0^{(-)})_* ([\pi n_p, -e^{-i \frac{2\pi}{n} \pi n_p}])
\]

\[
= (i_\nu)_* \circ (c_0^{(n_p)})_* \circ (i_\nu)_* \circ (c_0^{(-)})_* ([\pi n_p, -e^{-i \frac{2\pi}{n} \pi n_p}])
\]

\[
= (i_\nu)_* \circ (c_0^{(n_p)})_* \circ (i_\nu)_* \circ (c_0^{(-)})_* ([0, -1_2])
\]

\[
= \pi_0(\tilde{H}_F),
\]

where the last equality in Eq. (87) is obtained by the homotopy equivalence relations [see Eq. (64)],

\[
(0, 1_2) \sim (n_p \pi, e^{-i \frac{2\pi}{n} \pi n_p}) \in (\tilde{H}_F)_0.
\]

The deformation process of Eq. (87) is illustrated in Fig. 4 (b). Hence, Eq. (87) implies that there is a vortex whose core structure is given by

\[
\pi_0(\tilde{H}_F) \xrightarrow{(c_0^{(n_p)})_*} \pi_0(\tilde{H}_C_2) \xrightarrow{(ip)_*} \pi_0(\tilde{H}_F)
\]

\[
\pi_0(\tilde{H}_C_2) \xrightarrow{(c_0^{(1)}_*)} \pi_0(\tilde{H}_F)
\]

\[
(\psi_F) \rightarrow (\psi_{C_2}) \rightarrow (\psi_F) \rightarrow (\psi_{C_2}) \rightarrow (\psi_F) \rightarrow \cdots.
\]

Since the core state is the FM state, we call Eq. (89) a FM-core vortex, which is considered as a new vortex-core structure. From Eqs. (84) and (89), we can achieve the vortex-core state when the map \( (c_0^{(n_p)})_* \) or \( (c_0^{(n_p)})_* \) appears in the sequence. Thus, if these maps do not appear, we can construct a long sequence of vortex-core structure such as

\[
\{ (\psi_F) \rightarrow (\psi_{C_2}) \rightarrow (\psi_F) \rightarrow (\psi_{C_2}) \rightarrow (\psi_F) \rightarrow \cdots \}. \tag{91}
\]

However, we do not discuss such structures further in this paper because the extension to this case is straightforward.

As a result, the core structure depends on the first choice of \( (c_0^{(n_p)})_* \), and we can interpret \( n_p \) as a quantum number of the core. In practice, \( n_p \) is equivalent to the winding number along a ring of the polar state in the core. The FM-core vortex is accompanied by a surrounding polar state with a nontrivial winding number \( n_p \neq 0 \) in the core. We call such a vortex, whose core structure
has a nontrivial winding number, an *excited core state*. In Sec. V we show that a FM-core vortex is energetically stable under the quadratic Zeeman effect.

2. Polar state

For the case of $c_1 > 0$, the boundary state becomes the polar state,

$$\psi_{BS} = \psi_P = \sqrt{\frac{n}{2}}(1, 0, 1)^T.$$

(93)

Since $\pi_0(\hat{H}_P) \cong \mathbb{Z}$, it is possible to create infinite types of vortices. The vortex is characterized by $[(\pi p_n, e^{-i\frac{\pi}{2}\pi n})] \in \pi_0(\hat{H}_P)$ ($n_p \in \mathbb{Z}$). In what follows, we consider a vortex with the winding number $n_p$. First, by using $(\epsilon_0^{(n_p)})_\ast$, we obtain

$$(i_P)_\ast \cdot (1_P)^{(c_0^{(n_p)})_\ast}([(\pi n_p, e^{-i\frac{\pi}{2}\pi n})]) = (i_P)_\ast([(\pi n_p, e^{-i\frac{\pi}{2}\pi n})]) = [(0, 1_2)].$$

(94)

The last equality in Eq. (94) is given by the homotopy equivalence relation given in Eq. (88). The deformation process Eq. (94) is shown in Fig. 3(a). Therefore, Eq. (94) means that there is a vortex whose core structure is given by

$$\pi_0(\hat{H}_P) \xrightarrow{(\epsilon_0^{(n_p)})_\ast} \pi_0(\hat{H}_C) \xrightarrow{(i_P)_\ast} \pi_0(\hat{H}_F),$$

(95)

where the sequence satisfies Eqs. (53a) and (53b):

$$(\epsilon_0^{(n_p)})_\ast([(\pi n_p, e^{-i\frac{\pi}{2}\pi n})]) = [(\pi n_p, e^{-i\frac{\pi}{2}\pi n})],$$

(96a)

$$(i_P)_\ast \cdot (1_P)^{(c_0^{(n_p)})_\ast}([(\pi n_p, e^{-i\frac{\pi}{2}\pi n})]) = [(0, 1_2)], \quad \forall n_p \in \mathbb{Z}.$$  

(96b)

The order of strata is given by

$$\{\psi_P \rightarrow \psi_{C_2} \rightarrow \psi_F\}.$$

(97)

Accordingly, this type of vortex-core structure has an intermediate state involving the $C_2$ state. By using $(\epsilon_1^{(n_p)})_\ast$, we obtain

$$(i_P)_\ast \cdot (1_P)^{(c_0^{(-)})_\ast} \cdot (i_P)_\ast \cdot (1_P)^{(c_1^{(n_p)})_\ast}([(\pi n_p, e^{-i\frac{\pi}{2}\pi n})]) = (i_P)_\ast \cdot (1_P)^{(c_0^{(-)})_\ast} \cdot (i_P)_\ast \cdot (1_P)^{(c_1^{(n_p)})_\ast}([(\pi n_p, -e^{-i\frac{\pi}{2}\pi n})]) = (i_P)_\ast \cdot (1_P)^{(c_0^{(-)})_\ast}([(\pi n_p, -e^{-i\frac{\pi}{2}\pi n})]) = (i_P)_\ast([(0, -1)]) = [(0, -1)] = [(0, 1)].$$

(98)

The order of strata is given by

$$\{\psi_P \rightarrow \psi_{C_2} \rightarrow \psi_F\}.$$

(97)

Similarly to the FM state, we can prove the extension of Eq. (99) to the long sequence vortex-core structure, but we only state the result without discussing such a core structure: there are two types of vortex-core structures, which depend on which of $(\epsilon_0^{(n_p)})_\ast$ and $(\epsilon_1^{(n_p)})_\ast$ operates first. Similarly to the FM state, the label $n_f = \{0, 1\}$ is interpreted as a quantum number characterizing the core, and it is equivalent to the winding number along a ring of the FM state in the core. Therefore, there exists an excited state of the core in the polar state.

V. ENERGETIC STABILITY OF VORTEX CORE STATES

In this section, we discuss the energetic stability of a vortex-core state. We show that a vortex whose core structure has a nontrivial winding number can be realized experimentally. We consider a system with a negative quadratic Zeeman energy. The mean-field energy with the negative quadratic Zeeman term is given by

$$E = \int dr \left(\epsilon_{\text{kin}} + \epsilon_{\text{int}} + \epsilon_{\text{zeeman}}\right),$$

(102)

where $\epsilon_{\text{kin}}$ and $\epsilon_{\text{int}}$ are given by Eqs. (58a) and (59), and the quadratic Zeeman energy density $\epsilon_{\text{zeeman}}$ is given by

$$\epsilon_{\text{zeeman}} = -|q|(\psi_1|^2 + \psi_{-1}|^2).$$

(103)

Here, $q$ is the coefficient of the quadratic Zeeman term. The negative quadratic Zeeman is experimentally realized by the technique of microwave dressing [33].

To investigate the energetic stability of the vortex state, we solve the Gross-Pitaevskii equation and seek a stationary vortex state under a fixed boundary condition. We calculate the two-dimensional Gross-Pitaevskii equation for spin-1 BECs in a uniform system with the Clank-Nicolson method. The time-dependent Gross-Pitaevskii...
equations in the presence of a quadratic Zeeman effect are given by

\[ i\hbar \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2}{2M} \nabla^2 + c_0n + |q| \right) \psi_1 + c_1n(f_-)\psi_0, \tag{104a} \]

\[ i\hbar \frac{\partial \psi_0}{\partial t} = \left( -\frac{\hbar^2}{2M} \nabla^2 + c_0n \right) \psi_0 + c_1n(f_+)\psi_1 + \langle f_- \rangle \psi_1, \tag{104b} \]

\[ i\hbar \frac{\partial \psi_{-1}}{\partial t} = \left( -\frac{\hbar^2}{2M} \nabla^2 + c_0n - |q| \right) \psi_{-1} + c_1n(f_+)\psi_0, \tag{104c} \]

where \( \langle f_\pm \rangle \) and \( \langle f_- \rangle \) are given by

\[ \langle f_\pm \rangle := \frac{1}{\sqrt{2}} \sum_{mn=-1}^{1} \psi_m^* (f_x \pm if_y)_{mn} \psi_n, \tag{105a} \]

\[ \langle f_- \rangle := \sum_{mn=-1}^{1} \psi_m^* (f_z)_{mn} \psi_n, \tag{105b} \]

respectively. We seek stable solutions by an imaginary time propagation with the fixed boundary condition. We assume \( c_0 \gg |c_1| \). Therefore, the maximally enlarged OPM is \( S^5 \), which is consistent with our classification method discussed above.

For the FM state \( (c_1 < 0) \), we choose the boundary condition as

\[ \psi_F = \sqrt{m}(e^{i\varphi}, 0, 0)^T, \tag{106} \]

where \( \varphi \) is the azimuthal angle in the two-dimensional space. The numerical results are shown in Fig. 6(a) where we show stable solutions for \( q = 0 \) and \( q < q_c \), respectively. Here, \( q_c \) is a transition point from the polar-core vortex to the FM-core vortex. At \( q = 0 \), the vortex core is filled with the polar state as shown in Fig. 6(b). The vortex-core state is given by \( \psi_P = (0, \sqrt{m}, 0)^T \). Since the intermediate region is covered by the \( C_2 \) state, this is the polar-core vortex whose vortex-core structure corresponds to Eq. (84) and the order of strata is given by Eq. (85). The polar-core vortex has been realized experimentally \( \Re \), and our classification method is consistent with both the experimental observation and the numerical simulation.

On the other hand, at \( q < q_c \), the vortex core is filled with the FM state. As shown in Fig. 6(c), we have a ring of the polar state in the intermediate region. Because the component \( \psi_0 \) is negligible for \( q < q_c \) due to \( E_{\text{Zeeman}} \propto |q|/|\psi_0|^2 \), hence, the core state becomes \( \psi_F = (0, 0, \sqrt{m})^T \) and the polar state on the ring is given by

\[ \psi_P = \sqrt{\frac{m}{2}} (e^{i\varphi}, 0, 1)^T. \tag{107} \]

Here, Eq. (107) represents the half-quantum vortex. Therefore, the core structure corresponds to Eq. (89) and the corresponding order of strata is given by Eq. (91).

FIG. 6: (Color) (a) Plots of \( |\psi(\theta, \phi)| \) for the FM state, the \( C_2 \) state, and the polar state, where \( \psi(\theta, \phi) = \sum_{m=-1}^{1} Y_{1m}(\theta, \phi) \psi_m \). Here, \( Y_{1m} \) is a rank-1 spherical-harmonic function and colors represent the phase of \( \psi(\theta, \phi) \). (b) and (c) Vortex-core structures of the polar-core vortex and the FM-core vortex. (105) Half-quantized vortex (106) magnetization (107) polar-core vortex (108) FM-core vortex (109)
with \( n_p = 1 \). Since the vortex core has nontrivial winding, it is an excited state of the core.

Next, in the polar state \((c_1 > 0)\), we choose a boundary condition as the half-quantum vortex in Eq. (107). For \( q \leq 0 \), the vortex-core is always filled with the FM state \( \psi_F = (0, 0, \sqrt{\pi})^T \). The order parameter in the intermediate region is always the \( C_2 \) state. Hence, the vortex-core structure corresponds to Eq. (95) and the order of strata is given by Eq. (77). This vortex-core structure has been discussed numerically in Refs. 8 and 12. The excited core state is unstable at least in the presence of a negative quadratic Zeeman effect.

VI. SUMMARY AND DISCUSSION

In this paper, we have developed a method to classify vortex-core structures. Our classification generalizes the previous works [24, 25] so as to identify the state that fills the vortex core when the vortex is nonsingular. Our classification method is formulated as follows: first, we define the maximally enlarged OPM, which is determined by a constant particle density, and decompose this maximally enlarged OPM into strata. By defining the map between the strata, we have characterized the vortex-core structure.

We have applied this method to the spin-1 BEC, and as a result, we have found that the vortex-core structure is made up of several states which are aligned in a concentric fashion and, as a whole, becomes an excited state of the core. Each state of the concentric ring has a local bending number which constitutes a quantum number characterizing the vortex-core structure.

For the case of the FM state, the vortex-core structure is formed from the concentric pattern of the FM state, the \( C_2 \) state, and the polar state. Under the minimal concentric patterns, the vortex-core structure is classified by an integer, which represents a winding number defined along a ring of the polar state in the core. For the case of the polar state, the vortex-core structure is also composed of the FM state, the \( C_2 \) state, and the polar state. There exists one nontrivial vortex-core excitation. We have numerically examined the energetic stability of the vortex-core structure that has a nontrivial winding number and found that it can be stabilized in the FM state under the negative quadratic Zeeman effect.

In this paper, we have focused on the spin-1 BEC; however, our method can also be applied to the case of higher spins. These applications will be discussed elsewhere. We comment here on the role of linear Zeeman shift. Since the cold-atom systems always conserve the total spin, the linear Zeeman shift merely induces the Larmor precession, which can be eliminated by moving onto the rotating frame of reference in spin space. However, if we consider the case in which the total spin is not conserved, we cannot ignore the linear Zeeman shift. In this case, the direction of the magnetization becomes parallel to the magnetic field, and therefore the order parameter is described by a single component. Hence, the maximally enlarged OPM is \( S^1 \). Since \( \pi_1(S^1) \cong \mathbb{Z} \), the vortex core is singular.

Finally, we discuss yet another application of our classification method to the stability of a vortex under the transition between two ordered phases. We can easily modify our scheme from the classification of the vortex core to the stability of a vortex under the transition by replacing distance \( r \) with time \( t \). If we apply our method to the stability of a vortex under the transition, there exists another deformation process because the initial state need not have the winding number. For example, when the initial state is the FM state and the final state is the polar state, we run though the \( C_2 \) state at an intermediate stage. It is possible to change to the \( C_2 \) state with a nontrivial winding number \( n_p \) even when the FM state is uniform.

Note added in proof. Recently, a related work by J. Lovegrove, et al. [34] appeared which discuss as energetically stable vortex state in a spin-1 BEC.
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Appendix A: CALCULATION OF EQ. (55)

Let us describe the calculation of Eq. (55). A spin-1 parameter is given by

\[
\psi = (\psi_1, \psi_0, \psi_{-1})^T \in \mathbb{C}^3,
\]  

where \( \psi_m \) (\( m = 1, 0, -1 \)) are described by

\[
\psi_1 = x_1 + ix_2, \\
\psi_0 = x_3 + ix_4, \\
\psi_{-1} = x_5 + ix_6.
\]

(A2a)

(A2b)

(A2c)

Here, \( x_i \in \mathbb{R} \) (\( i = 1, 2, 3, 4, 5, 6 \)). To derive Eq. (55), we operate \( e^{i f_{\beta}^\alpha} e^{i f_{\alpha}} \) on \( \psi \):

\[
e^{i f_{\beta}^\alpha} e^{i f_{\alpha}} \psi = \begin{pmatrix} e^{i\alpha \cos^2 \frac{\beta}{2}} e^{-i\alpha \sin^2 \frac{\beta}{2}} & \frac{\sin \beta}{\sqrt{2}} & e^{-i\alpha \sin^2 \frac{\beta}{2}} \\ -e^{-i\alpha \sin^2 \frac{\beta}{2}} \cos \beta & e^{i\alpha \sin^2 \frac{\beta}{2}} & e^{-i\alpha \sin^2 \frac{\beta}{2}} \\ e^{i\alpha \sin^2 \frac{\beta}{2}} & -\frac{\sin \beta}{\sqrt{2}} & e^{-i\alpha \cos^2 \frac{\beta}{2}} \end{pmatrix} \begin{pmatrix} x_1 + ix_2 \\ x_3 + ix_4 \\ x_5 + ix_6 \end{pmatrix}.
\]

(A3)
We determine $\alpha$ and $\beta$ so that the $m = 0$ component vanishes. Hence, we obtain $\alpha$ and $\beta$ for $x_3 \neq 0$ and $x_4 \neq 0$ as

$$\alpha = \cos^{-1} \left[ \frac{x_4(x_2 + x_6) + x_3(x_1 + x_5)}{\sqrt{(x_4(x_5 - x_1) - x_3(x_6 - x_2))^2 + (x_4(x_2 + x_6) + x_3(x_1 + x_6))^2}} \right],$$

(A4a)

$$\beta = \cot^{-1} \left[ \frac{1}{\sqrt{2}} \frac{x_2^2 - x_1^2 + x_6^2 - x_2^2}{\sqrt{(x_4(x_5 - x_1) - x_3(x_6 - x_2))^2 + (x_4(x_2 + x_6) + x_3(x_1 + x_6))^2}} \right].$$

(A4b)

Therefore, the remaining components are described by $x_1', x_2', x_5'$, and $x_6'$

$$e^{i\Psi} e^{i\theta} \Psi = \begin{pmatrix} x_1' + ix_2' \\ 0 \\ x_5' + ix_6' \end{pmatrix},$$

(A5)

Next, we operate $e^{-i\phi} e^{i\phi} \gamma$ on Eq. (A5) and we give $\phi$ and $\gamma$ in order for the remaining components to be real as

$$\gamma = \frac{\theta_1 - \theta_{-1}}{2},$$

(A6a)

$$\phi = -\frac{\theta_1 + \theta_{-1}}{2},$$

(A6b)

where $\theta_1$ and $\theta_{-1}$ are defined by

$$\theta_1 = \tan^{-1} \frac{x_1'}{x_2'},$$

(A7a)

$$\theta_{-1} = \tan^{-1} \frac{x_6'}{x_5'}. $$

(A7b)

Giving $\alpha$, $\beta$, $\gamma$, and $\phi$ as Eqs. (A4a), (A4b), (A6a) and (A6b), the remaining components become $\sqrt{x_1'^2 + x_2'^2}$ and $\sqrt{x_5'^2 + x_6'^2}$. Using Eqs. (10) and (11), the order parameter is given by using $n$ and $|F|$ as

$$e^{-i\phi} e^{i\gamma} e^{i\phi} \Psi = \sqrt{n} \begin{pmatrix} \sqrt{1 + |F|^2} \\ 0 \\ \sqrt{1 - |F|^2} \end{pmatrix}.$$  

(A8)

Thus, we obtain Eq. (A5).

**Appendix B: CALCULATION OF $\tilde{H}_F$, $\tilde{H}_P$, AND $\tilde{H}_C_2$**

In this section, we give the calculation of the lifting isotropy group for each $G$-orbit. Each isotropy group is given by Eqs. (18), (19), and (59). The universal covering space of $G$ is given by Eq. (15). To calculate $\tilde{H}_q$, we define two projection maps $p_1$ and $p_2$. First, the map $p_1$ is defined by the map from $\tilde{G}$ to $G$ such that

$$p_1 : \tilde{G} \rightarrow G,$$

$$(x, e^{-i\phi} \gamma) \mapsto (e^{i\phi}, e^{-i\phi} \gamma) \forall x \in \mathbb{R}, \theta \in [0, 4\pi),$$

(B1)

where $\nu = x, y, z, \sigma_{\nu}$ is a Pauli matrix, and $p_1$ is a surjective and homomorphic map. Hence, since $e^{i2\theta} = 1$ and $e^{i\phi} = 1$, we can obtain a kernel of $p_1$ as

$$\ker p_1 = \{(2\pi n, 1), (2\pi n, -1) | n \in \mathbb{Z} \}.$$

(B2)

Second, $p_2$ is defined by the map from $G$ to $G/H_q$ such that

$$p_2 : G \rightarrow G/H_q,$$

$$(e^{i\phi}, e^{-i\phi} \gamma) \mapsto [(e^{i\phi}, e^{-i\phi} \gamma)]_q \forall \phi, \alpha \in [0, 2\pi),$$

(B3)

where $\gamma^{\alpha} = \gamma$ represents an equivalence class defined by

$$gg^{\alpha} = g \mapsto g'$$ for any $g, g' \in G$. 

(B4)

Here, $p_2$ is also a surjective and homomorphic map. By definition we obtain the kernel of $p_2$ by

$$\ker p_2 = H_q.$$  

(B5)

By using $p_1$ and $p_2$, we make up the map from $\tilde{G}$ to $G/H_q$

$$p_2 \circ p_1 : \tilde{G} \rightarrow G/H_q.$$  

(B6)

Thus, $\tilde{H}_q$ is rewritten as

$$\tilde{H}_q = \ker p_2 \circ p_1.$$  

(B7)

To calculate $\tilde{H}_q$, we define the inclusion map from $G$ to $\tilde{G}$ as follows:

$$\iota_{(-2\pi, 1_2)} : (e^{i\phi}, e^{-i\phi} \gamma) \mapsto (\phi - 2\pi, e^{-i\phi} \gamma) \forall \phi, \gamma \in [0, 2\pi),$$

$$\iota (0, 1_2) : (e^{i\phi}, e^{-i\phi} \gamma) \mapsto (\phi, e^{-i\phi} \gamma),$$

$$\iota (2\pi, 1_2) : (e^{i\phi}, e^{-i\phi} \gamma) \mapsto (\phi + 2\pi, e^{-i\phi} \gamma),$$

$$\cdots$$
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