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SUMMARY Histogram-based image features such as HoG, SIFT and histogram of visual words are generally represented as high-dimensional, non-negative vectors. We propose a supervised method of reducing the dimensionality of histogram-based features by using non-negative matrix factorization (NMF). We define a cost function for supervised NMF that consists of two terms. The first term is the generalized divergence term between an input matrix and a product of factorized matrices. The second term is the penalty term that reflects prior knowledge on a training set by assigning predefined constants to cannot-links and must-links in pairs of training data. A multiplicative update rule for minimizing the newly-defined cost function is also proposed. We tested our method on a task of scene classification using histograms of visual words. The experimental results revealed that each of the low-dimensional basis vectors obtained from the proposed method only appeared in a single specific category in most cases. This interesting characteristic not only makes it easy to interpret the meaning of each basis but also improves the power of classification.
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1. Introduction

Histogram-based features such as HoG [1], SIFT [2], and bag-of-features representations using visual words [3]–[5] have been used for a broad range of applications; for instance, human detection, image matching, scene classification, and many more. Histogram-based features are generally represented by a few hundred [2], [3] to one million [4], [5] dimensional vectors. Because of the high dimensionality of the features, techniques of reducing dimensionality have often been applied to extract fundamental information that has made data analysis feasible [6].

Here, it should be noted that the histogram features are non-negative. For the purpose of constructing a low-dimensional feature space for non-negative data, use of non-negative matrix factorization (NMF) [7] has been focused on, instead of principal component analysis (PCA). The main focus of this paper is to propose a supervised method of reducing dimensionality for histogram-based features based on NMF.

1.1 Previous Work

NMF decomposes an input matrix $X$ into two non-negative matrices: a basis matrix $F$ and a coefficient matrix $G$, minimizing some types of similarity measures between $X$ and $F G^\top$. Interestingly, it has been reported that the non-negativity of $F$ and $G$ results in sparse and part-based representation of the input data [7]. For example, each of non-negative basis vectors obtained by factorizing face images obviously corresponds to a local part of the face. Thanks to this characteristic, we can automatically find common parts of the faces. In another example, semantic topics shared with a large number of documents can be found by decomposing term-document matrix of the documents. Thanks to the non-negativity of $F$, relationship between terms and topics can be easily interpreted by observing elements in the $F$. Thus NMF enables us to easily interpret the meaning of each basis. This is an important advantage of NMF.

Various kinds of similarity measures have been used as cost functions of NMF, e.g., the Frobenius norm [7], generalized divergence [8], the earth mover’s distance [9] and many more [10]. The performance of NMF strongly depends on the type of input data and the choice of similarity measures; therefore, it is important to select a good similarity measure. For stochastic vectors such as histogram-based features, it has been reported that the use of a similarity measure that is defined from the perspective of information theory is important [10].

The generalized divergence proposed by Lee et al. [8] is one of the simplest and most common similarity measures based on information theory. This similarity measure is defined between two distributions $A$ and $B$ as:

$$D(A||B) = \sum_{ij} A_{ij} \log \left( \frac{A_{ij}}{B_{ij}} \right) - A_{ij} + B_{ij}.$$  (1)

Figure 1 visualizes the generalized divergence and the Frobenius norm with colored images to enable comparison. The divergence takes frequently occurring signals as unimportant information. For example, let us consider an image recognition task using a histogram of visual words. Because it is natural to think that frequently appearing visual words can be regarded as common visual features among images, such visual words are not important to construct a discriminative subspace. In this case, use of the generalized divergence as a similarity measure has an advantage in image recognition.

There is another approach to give advantageous characteristics to NMF. By adding a penalty term into the cost function, application-specific characteristics can be incorporated into NMF [11]–[14]. The addition of penalty terms that reflect prior knowledge on input data to cost functions...
has recently attracted increasing attention to construct more discriminative feature space [15]–[18]. For example, Wang et al. [15] proposed Fisher NMF that minimizes within-class scatter and maximizes between-class scatter of labeled input data in the constructed feature space. The within- and between-class scatters were represented by two penalty terms.

Constraint matrices have more recently been used to express prior knowledge on input data [16]–[18]. Yang et al. [16] expressed similarities and dissimilarities of inputs as a constraint matrix and embedded them into the cost function as a penalty term. Wang et al. [17] gave a computationally efficient algorithm to minimize Yang’s cost function. A similar cost function using the constraint matrix has been proposed by Wang et al. [18] for the purpose of clustering semi-supervised data. The magnitude of each element in the constraint matrix expresses the reliability of prior knowledge. This expression is practical for a broad range of applications.

Previous methods [16]–[18] have used the constraint matrix together with the Frobenius norm. It is reasonable to expect that the use of a constraint matrix together with the generalized divergence is effective for constructing a more discriminative feature space for histogram-based features.

1.2 Contribution

We propose a supervised method of reducing dimensionality for histogram-based features based on NMF using the divergence similarity measure with a constraint matrix in this paper. We describe our method as D-SNMF in the sections that follow. The two main contributions of this paper are:

1. NMF with the divergence similarity measure is formulated within a supervised learning context. The prior knowledge on input data is expressed in the form of a constraint matrix, and incorporated into NMF as a penalty term.

2. A multiplicative update rule is proposed to optimize the new cost function. In exchange for mathematically guaranteed convergence, our update rule becomes numerically simple. Despite the compromise, we experimentally confirmed that the update rule works so robustly that convergence of the algorithm is not an issue in practice.

We tested our method on classification tasks using datasets for 13 Natural Scene Categories [19] that were encoded into the histograms of visual words. We examined various types of NMFs including our method for scene classification. The experimental results revealed that each basis vector obtained from our method was strongly associated with a single specific category in most cases. This interesting characteristic not only makes it easy to interpret what each basis means but also improves the power of classification.

Section 2 gives an overview of NMF with the Frobenius norm (L2-NMF [7]) and with divergence (D-NMF [8]). Section 3 is the most important part of this paper, where we describe the modified cost function of D-NMF with prior knowledge (D-SNMF) in detail. The update rule for optimization is also proposed. In Sect. 4, we discuss the L2-NMF with prior knowledge (L2-SNMF) for the purpose of comparing it with our method. Readers are referred to [18] for the original discussion on L2-SNMF. The experimental results are presented in Sect. 5.

2. L2-NMF and D-NMF

The NMF decomposes a non-negative matrix X into two non-negative matrices F and G as:

\[ X \approx FG^T, \]  

where \( F \in \mathbb{R}^{d \times k} \) is a basis matrix and \( G \in \mathbb{R}^{n \times k} \) is a coefficient matrix. In the convention we use, input data \( x_i \in \mathbb{R}^{d \times 1} \) are column vectors in \( X = [x_1, x_2, \ldots, x_n] \). A low-dimensional representation of \( x_i \) is \( g_{i} \in \mathbb{R}^{k \times 1} \). They are stored as row vectors in \( G = [g_{1}, g_{2}, \ldots, g_{n}]^T \) for \( k < d \).

The cost functions of L2-NMF and D-NMF are defined in Eqs. (3) and (4), respectively.

\[ J_1(F, G) = \|X - FG^T\|_F^2 \quad \text{s.t.} \quad F \geq 0, G \geq 0 \]  

\[ J_2(F, G) = D(X|FG^T) \quad \text{s.t.} \quad F \geq 0, G \geq 0. \]  

The function \( D(\cdot|\cdot) \) is the generalized divergence defined in Eq. (1). The multiplicative update rules for minimizing these cost functions are summarized in Tables 1 and 2.

In Eqs. (3) and (4), the optimal solutions for \( F \) and \( G \) are not unique. For any non-negative and non-singular matrix \( U, F \) and \( G \) can be replaced with \( FU \) and \( GU^{-1} \) without changing the value of the cost function. A diagonal matrix that normalizes the \( L_2 \) norm of the column vectors in \( F \) is often used as \( U \) to make the solution unique.

| Table 1 | Multiplicative update rule for L2-NMF. |
|---------|--------------------------------------|
| Algorithm 1 - L2-NMF (Lee et al. [7], [8]) |
| Step 1 Initialize \( F \) and \( G \) as a random dense matrix. |
| Step 2 Update \( F \) and \( G \) until convergence. |
| (a) \( f_{ij} \leftarrow f_{ij} \left( \frac{X^Tg_{ij}}{X^Tf_{ij}G_{ij}} \right) \) |
| (b) Normalize \( F \) and \( G \): \( F \leftarrow FU, G \leftarrow GU^{-1} \) |
| (c) \( g_{ij} \leftarrow g_{ij} \left( \frac{X^TF_{ij}}{G^TF_{ij}} \right) \) |
3. D-NMF with Prior Knowledge (D-SNMF)

3.1 Penalty Term for Prior Knowledge

Imposing penalty terms on the cost function can control the characteristics of NMF [11]–[14].

\[ J(F, G) = D(X|FG^\top) + J_p(F) + J_d(G) \]  
\( s.t. \ F \geq 0, G \geq 0. \)  

(5)

\( J_p(F) \) and \( J_d(G) \) in Eq. (5) are the penalty terms of the coefficient and basis matrix, respectively. Various penalty terms have been proposed to yield application-specific characteristics. Prior knowledge of input data can also be represented as a penalty term. The distribution of \( g_1, g_2, \ldots, g_n \) in a low-dimensional feature space should reflect prior knowledge; therefore, the penalty term should be a function of the coefficient matrix. Consequently, we only discuss the definition of \( J_d(G) \) and let \( J_p(F) = 0 \).

The prior knowledge given to the low-dimensional coefficient matrix \( G \) can be incorporated into \( J_d(G) \) by using an \( n \)-by-\( n \) constraint matrix \( C = \{C_{ij}\} \). If input vectors \( x_i \) and \( x_j \) stand close to each other in the feature space, \( C_{ij} \) is set to a negative value, representing a "must-link". However, if input vectors \( x_i \) and \( x_j \) stand apart in the feature space, \( C_{ij} \) is set to a positive value, representing a "cannot-link". The magnitude of the element \( |C_{ij}| \) means the reliability of prior knowledge. If no prior knowledge is available between \( x_i \) and \( x_j \), we just set \( C_{ij} = 0 \).

The penalty term \( J_d(G) \) can be defined using the constraint matrix \( C_{ij} \) as:

\[ J_d(G) = \sum_{ij} C_{ij} g_i^\top g_j = tr(G^\top CG). \]  

(6)

The \( J_d(G) \) constrains the behavior of dot products between coefficient vectors in the optimization process. If \( C_{ij} \) is positive, \( g_i^\top g_j \) becomes a small value. If \( C_{ij} \) is negative, \( g_i^\top g_j \) becomes a large value. This enforces the feature space to be discriminative for the input data according to prior knowledge \( C_{ij} \). It should be noted, if the lengths of \( g_i \) and \( g_j \) are obviously different, it is still possible \( g_i \) and \( g_j \) stand apart from each other even if \( C_{ij} \) is negative. However the lengths of input vectors and basis vectors are normalized to 1 in our experiments. Therefore the lengths of all of the coefficient vectors are almost similar to each other. Thanks to this weak constraint on the lengths of the coefficient vectors, \( g_i \) and \( g_j \) stand close to each other in the reduced space by minimizing \( J_d(G) \) when \( C_{ij} \) is set to a negative value.

3.2 Cost Function and Update Rule for D-SNMF

Based on the previous discussion, the cost function for D-SNMF is defined as:

\[ J_3(F, G) = D(X|FG^\top) + tr(G^\top CG) \]  
\( s.t. \ F \geq 0, G \geq 0. \)  

(7)

This cost function can be minimized with the update rule in Table 3.

The update rule in Step 2 (a) in Table 3 is the same as that for D-NMF. The penalty term \( tr(G^\top CG) \) in Eq. (7) stays constant during the updating process of \( F \). There are no differences in the updating process of \( F \) between D-NMF and D-SNMF.

The following normalization step in Table 3 is done differently between the two NMFs. For D-NMF, the column vectors in \( F \) can be normalized without changing the value of the cost function, because \( J_3(F, G) = J_3(FU, GU^\top) \) for any non-negative and non-singular matrix \( U \). However, this equation is not satisfied for D-SNMF, because Eq. (7) has a penalty term that only depends on \( G \).

\[ J_3(F, G) \neq J_3(FU, GU^\top). \]  

(8)

It is possible that normalizing \( F \) increases the value of the cost function. To avoid this problem, Yang et al. [16] introduced a more complicated penalty term that is independent of the length of the column vectors of \( F \). However, such a complicated penalty term makes the update rule for \( F \) and \( G \) more complex.

We instead avoid such complexity and allow the cost function to vary under normalization. The basis matrix \( F \) is only normalized during iteration in our proposed method. Although it is possible that normalization may increase the cost function, it was experimentally proved that the update rule for \( F \) and \( G \) in Step 2 (a) and (c) can decrease larger amounts of the value of the cost function in almost any situation. In exchange for compromising mathematically guaranteed convergence, our update rule becomes simpler than the previously proposed method [16]. This is a great advantage that enables computational efficiency. In the last of this section, we discuss about the order of the computation time in detail.

The update rule of \( G \) can be derived from the Karush-Kuhn-Tucker (KKT) condition in a similar fashion to that by Wang et al. [18]. If the cost function converges in the update
The KKT condition can be derived from the Lagrangian function for the cost function

$$L = J_3(F, G) - tr(\beta G^T),$$  \hspace{1cm} (9)$$
where \( \beta \in \mathbb{R}^{nk} \) is a Lagrangian multiplier. Eq. (10) is a differentiation of \( L \) with respect to \( G \).

$$\frac{\partial L}{\partial G_{ij}} = - \sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + \sum_k F_{kj} + 2(CG)_{ij} - \beta_{ij}. \hspace{1cm} (10)$$

Letting \( \frac{\partial L}{\partial G_{ij}} = 0 \), we obtain

$$\beta_{ij} = - \sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + \sum_k F_{kj} + 2(CG)_{ij}. \hspace{1cm} (11)$$

Equation (12) is the KKT condition that must be satisfied at convergence.

$$- \sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + \sum_k F_{kj} + 2(CG)_{ij} \rightarrow G_{ij} = \beta_{ij},$$  \hspace{1cm} (12)$$
Here, we consider the following update rule of \( G \).

$$G_{ij} \leftarrow G_{ij} \left( \frac{\sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + 2(CG)_{ij}}{\sum_k F_{kj} + 2(C^* G)^{ij}_{ij}} \right), \hspace{1cm} (13)$$

where \( C^+ \) and \( C^- \) are non-negative matrices that satisfy \( C = C^+ - C^- \). Because all the matrices that appeared in the update rule are non-negative, it is clear that \( G \) is always non-negative during iteration.

If the cost function converges in the update process, the left part of Eq. (13) becomes equivalent to the right part at the final solution as shown in Eq. (14).

$$G_{ij} = G_{ij} \left( \frac{\sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + 2(CG)_{ij}}{\sum_k F_{kj} + 2(C^* G)^{ij}_{ij}} \right), \hspace{1cm} (14)$$

We rewrite Eq. (14) to obtain

$$- \sum_k \frac{X_{ik} F_{kj}}{(F^G)^{kj}_{ik}} + \sum_k F_{kj} + 2(CG)_{ij} \rightarrow G_{ij}^2 = 0. \hspace{1cm} (15)$$

This equation is equivalent to Eq. (12). Therefore, the update rule satisfies the KKT condition at its final solution.

It is still unknown whether the update rule monotonically decreases the cost function or not. Although an auxiliary function is often used for proving a monotonic decrease of NMF [8], it is difficult to define an auxiliary function for the cost function in Eq. (7). However, despite the lack of mathematical proof, the update rule did monotonically decrease the cost function for all input matrix and configuration parameters used in all of our experiments; thus, we believe that the proposed update rule is fairly robust in practical usage. The discussion about how the cost function decreased will be presented in the experiment section, 4.2.2.

It should be emphasized that the penalty term is not always bounded below. If a constraint matrix only has cannot-links, the penalty term is bounded below by zero because both \( G \) and \( C \) are non-negative. However, when a constraint matrix has strong must-links with large magnitudes, the penalty term occasionally goes to negative infinity. What happens in this case is that the strong must-links make the penalty term dominate over the divergence term. The magnitudes of the penalty term should be set so that the penalty term and the divergence term are well balanced for supervised learning. The magnitudes of must-links in the proposed update rule should be chosen very carefully. The discussion about how the must-links and cannot-links were set in our experiments will be presented in Sect. 4.1.3.

The previously proposed method [16] needs heavy computation of an \( n \)-by-\( n \) inverse matrix, where \( n \) is a number of input data. Since the computation time of the inverse matrix is proportional to the cube of \( n \), the order of the computation for each updating steps of [16] is about \( o(n^3) \). On the other hand, the bottleneck of our method is the computation of \( C^* G \) and \( C^* G \) if \( n \) is large. Since \( C^* G \) and \( C^* G \) are \( n \)-by-\( n \) matrices, the order of the computation for each updating steps is about \( o(n^2) \). Besides, it has been reported in [17] that multiplicative update approach converges within a smaller number of iterations than such inverse-matrix-based update rule. Therefore, our updating rule is significantly faster than [16].

### 3.3 \( L_2 \)-NMF with Prior Knowledge (\( L_2 \)-SNMF)

In this section, \( L_2 \)-NMF with prior knowledge is discussed for the purpose of comparing it with D-SNMF. Similar to the discussion in the previous section, the \( L_2 \)-NMF with prior knowledge can be defined as:

$$J_4(F, G) = \|X - F^T G\|_F^2 + tr(G^T C G) \hspace{1cm} (16)$$

$$s.t. \hspace{0.5cm} F \succeq 0, G \succeq 0.$$  

Similar optimization issues have already been tackled in previous work [16]–[18]. In particular, Eq. (16) is equivalent to the optimization problem discussed in [18] with additional constraint \( F \succeq 0 \). Taking this constraint into account, one can minimize the cost function with the update rule given in Table 4.

Note that the update process of \( F \) in Table 4 is exactly the same as that in Table 1, due to the fact that the penalty term, \( tr(G^T C G) \), stays constant during the updating process.

| Algorithm 4 - \( L_2 \)-SNMF (similar to Wang et al. [18]) |
|----------------------------------------------------------|
| Step 1 Initialize \( F \) and \( G \) as a random dense matrix. |
| Step 2 Update \( F \) and \( G \) until convergence. |
| (a) \( F_{ij} \leftarrow F_{ij} \left( \frac{XG_{ij}}{\sum_k (FG^{ij})_{kj}} \right) \) |
| (b) Normalize \( F \). \( F \leftarrow FU \) |
| (c) \( G_{ij} \leftarrow G_{ij} \left( \frac{X^TF_{ij} + (C^* G)^{ij}_{ij}}{(FG^T)^{ij}_{ij} + (C^* G)^{ij}_{ij}} \right) \) |
4.1 Experimental Setup

4.1.1 Extracting Histogram Features

First, an image was divided into blocks of $8 \times 8$ pixels, and then every $2 \times 2$ blocks were defined as image patches. SIFT descriptors [2] were computed from all the patches. Approximate $k$-means clustering was applied to random subsets of the descriptors obtained from the training set to define the visual dictionary. Vocabulary size $k$ was set to 200. Training and testing images were encoded to visual words according to the visual dictionary. The images were spatially divided into $4 \times 4$ sub-regions to take into account the spatial layout of visual words as shown in Fig. 2. The pixel size of each sub-region depends on the size of the image. Every training/test image commonly has 16 sub-regions. We extracted 200 dimensional histogram features from each of the 16 sub-regions. Sixteen histogram features from the sub-regions were integrated into a single 3200 dimensional feature vector. The $L_2$ norm of the vector was normalized to one.

![Fig. 2](image.png) The images were spatially divided into $4 \times 4$ sub-regions to take into account the spatial layout of visual words. A red rectangle represents each sub-region. The pixel size of the sub-regions depends on the size of the image as shown in this figure.

4.1.2 Learning and Classification

The 13 Natural Scene Categories consisted of four indoor and nine outdoor categories. Each category included a few hundred images. In each category, 100 images were randomly chosen as training samples and another 100 images were randomly chosen as testing samples. This means that a number of input data, $n$, is $100 \times 13 = 1,300$ in the both cases of training and testing. The experiments were repeated ten times with different training and testing sets under the same parameter conditions. The mean and standard deviation of the classification accuracies were evaluated. In our experiment, the dimension of feature vector, $d$, was 3,200 and a number of basis vectors, $k$, were varied.

The learning and classification algorithm of the NMF family is summarized in Table 5. The feature vectors of training data were stored as column vectors in a training matrix $X_{\text{train}}$. The training matrix $X_{\text{train}}$ was decomposed into $F_{\text{train}}$ and $G_{\text{train}}$ by using D-SNMF, D-NMF $L_2$-SNMF, and $L_2$-NMF. The testing matrix $X_{\text{test}}$ was decomposed into $F_{\text{test}}$ and $G_{\text{train}}$, keeping $F_{\text{train}}$ fixed. This factorization can be done by using D-NMF or $L_2$-NMF without Step 2 (a) and (b) in Table 1 or 2. The $k$-nearest neighbour algorithm was applied to the testing data in the low-dimensional feature space. Ten nearest neighbours were used in our experiment.

### Table 5 Learning and classification algorithm.

| Learning: | Classification: |
|-----------|-----------------|
| **Input:** | **Input:** |
| Training images, $C$ | Testing images, $F_{\text{train}}, G_{\text{train}}$ |
| Step 1 Define visual dictionary using training images. | Step 1 Extract histogram features from testing images. |
| Step 2 Extract histogram features from training images. | Step 2 Normalize $L_2$ norm of the features to one and pack them into testing matrix $X_{\text{test}}$. |
| Step 3 Normalize $L_2$ norm of features to one and pack them into training matrix $X_{\text{train}}$. | Step 3 Apply NMF to $X_{\text{test}}$ (only updating $G_{\text{test}}$) $X_{\text{test}} \rightarrow F_{\text{test}} G_{\text{test}}^\top$. |
| Step 4 Apply NMF to $X_{\text{train}}$. | Step 4 Apply $k$-NN method using $G_{\text{train}}$ and $G_{\text{test}}$. |
| Output: $F_{\text{train}}, G_{\text{train}}$ | **Output:** Classification results. |
from Fig. 3, must-links have less effect on the classification accuracy than cannot-links. We observed that the penalty term occasionally went to negative infinity, when the values of must-links were set below $-0.005$. These observations indicate weak must-links should be used. Throughout the experiment, the cannot-links were set to 1 for D-SNMF and the must-links were set to $-0.005$. For $L_2$-SNMF, the cannot-links were set to 0.005 and the must-links were set to $-0.005$.

4.2 Experimental Results and Discussion

4.2.1 Differences in Decomposed Factors

It can be observed from Figs. 4 and 5 that decomposed factors obtained with D-SNMF have significant differences compared with D-NMF. The left part of Fig. 4 shows the coefficient matrices $G_{\text{test}}$ of the testing data. The right part of Fig. 4 shows the Euclidean distance between all pairs of testing data in the low-dimensional spaces. In the left and right parts, the testing data that belong to the same category are sequentially aligned along the axis. All the 13 scene categories and 25 dimensional feature space were used to obtain the results in Fig. 4.

Figure 5 visualizes the basis vectors for testing images with different colored markers. Only four scene categories (streets, offices, bedrooms, and living rooms) and four dimensional feature space were used to obtain the results in Fig. 5. The basis vectors were visualized by using the following procedure. A testing vector $x$ consists of the four basis vectors $F = [f_1, f_2, f_3, f_4]$ weighted by $g = [g_1, g_2, g_3, g_4]^T$ as follows:

$$x = g_1 f_1 + g_2 f_2 + g_3 f_3 + g_4 f_4,$$

where $f_j = [f_{j,1}, \cdots, f_{j,3200}]^T$ is a 3,200 dimensional basis vector. For each basis vector $f_j$, we considered to extract specific visual words strongly relevant to the testing vector $x$ by using the following thresholding method. If $g_j f_{j,k} > T$, we regarded $k$-th visual word as relevant to $x$. Otherwise, we regarded $k$-th visual word as irrelevant to $x$. All of the relevant visual words were drawn as colored markers. Since each visual word was extracted from an image patch as shown in Sect. 4.1.1, the colored marker was drawn at the center of the image patch which brought the relevant visual word. If $k$-th visual word was regarded as relevant, all of the image patches which brought the $k$-th visual word were marked by the colored markers.

As can be seen from the left part of Fig. 4, the coefficient matrix of D-SNMF became more sparse than D-NMF. Therefore, D-SNMF represented an input vector as a linear combination of fewer basis vectors than D-NMF, meaning that a basis vector of D-SNMF was mostly assigned to only a single category. The one-to-one correspondence between basis vectors and a category can also be observed from Fig. 5. We can clearly see that each basis vector obtained by D-SNMF is strongly associated with a particular category. However, for D-NMF, the basis vectors depicted by yellow markers appeared in all four categories. Such commonly observed basis vectors are not helpful for constructing a low-dimensional feature space.

Feature vectors in a low-dimensional space should have small mutual distances within a class compared to between classes to achieve good classification. One can observe in the right part of Fig. 4 that the difference between within-class distances (the block-diagonal elements) and between-class distances (the off-block-diagonal elements) of D-SNMF is clearer than that of D-NMF, for almost all category combinations. This indicates that supervised training by adding the penalty term to divergence results in superior performance in classification tasks, compared with unsupervised NMF.

4.2.2 Convergence Performance

Figure 6 shows how the cost function of D-SNMF, $J_3$, decreased during iterations. The first and the second term of $J_3$ in Eq. (7) are also shown in the figure. In all the experiments, the cost function, i.e., the sum of divergence and the penalty term, did converge after a few hundred iterations. Even though each term went up and down at the beginning of the iterations, both terms minimized toward their end. In
the experiments, the update rule of D-SNMF always converged for any input matrix and number of dimensions. The update rule was demonstrated to be very robust for minimizing the cost function if the must-links were reasonably weak.

4.2.3 Comparison of Classification Accuracies

The classification accuracies of D-SNMF, D-NMF, $L_2$-SNMF, $L_2$-NMF, PCA, LDA, and MFA are summarized in Figs. 7, 8 and Table 6. To enable the effect of reduced dimensionality to be seen more clearly, classification accuracies without dimensionality reduction are also shown in Fig. 7 and Table 6. Figure 7 shows the relationship between mean accuracy and the number of dimensions. Table 6 lists the best mean accuracy and dimensions for each method. Figure 8 shows the confusion matrices for D-NMF and D-SNMF.

The best mean accuracy of D-SNMF was 76.6%, which was observed when 18 dimensional feature space was used. Our D-SNMF achieved the highest classification rate for the lowest dimensions among the four kinds of NMFs: D-
Table 6 Comparison of best accuracies. Our D-SNMF achieved the best mean accuracy of 73.3% and that was almost equivalent to the results for original space. D-NMF achieved even better accuracy with much smaller dimensions. Furthermore, the classification accuracy of L2-SNMF tended to drop as dimensions decreased, such as from 1 to 15. The mean accuracy of D-SNMF was always superior to L2-SNMF for any dimensions.

One reason why the divergence-based NMFs outperformed the L2-based NMFs is that the generalized divergence regarded frequently occurring visual words as insignificant and less-frequently occurring visual words as significant. This characteristic is very important to improve classification accuracies because natural images include frequently-appearing texture patterns, (e.g., flat texture patterns) which are not informative and should be ignored in classification task. The divergence-based NMFs naturally ignore such insignificant visual words. This philosophy is similar to that of tf-idf weighting scheme, which gives large weights to meaningful visual words. Therefore it makes sense that the tf-idf scheme also contributes to improve object recognition accuracy as reported in [4].

It is interesting to discuss the reason why the classification performances of the supervised methods, D-SNMF and L2-SNMF, were dropped compared to the other methods in the cases of lower dimensional spaces as shown in Fig. 7. We observed that the supervised NMFs tended to provide many-to-one correspondences from basis vectors to a single category, while the unsupervised NMFs gave many-to-many correspondences from basis vectors to different categories. In the case of low dimensions less than the number of categories, the supervised NMFs did not assign any basis vectors to some categories. However, when the number of dimensions was reached at 13 or more, the supervised NMFs gave good classification performances, because at least one basis vector was assigned to each category. This is an interesting observation.
difference from the Sect. 4.1.2 is the way to choose training samples. In each category, \( n_{\text{train}} \) documents were randomly chosen as training samples and another 50 documents were randomly chosen as testing samples. This means that 20\( n_{\text{train}} \) training samples and 1,000 testing samples were used in total. We observed the classification accuracies of D-SNMF and D-NMF while increasing \( n_{\text{train}} \) from 20 to 100. A number of topics, \( k \), was set to 20. Thus 61,188 dimensional feature vectors are mapped to 20 dimensional feature space by D-(S)NMFs.

Figure 9 shows obvious difference between D-SNMF and D-NMF. This figure leads to the suggestion that D-NMF failed to discover category-specific topics from the document dataset. On the other hand, D-SNMF succeeded in finding the category-specific topics and gave good classification accuracies even in the case where only a small number of training samples, such as \( n_{\text{train}} = 60 \), were used. We believe that this characteristic is effective to classification problem with a much larger number of categories. Because even if we must cope with tens or hundreds of categories, D-SNMF holds promise for reducing a number of training samples to tractable size with small loss in classification accuracy.

Although LDA provided the second best results in the experiments on the image dataset as shown in Sect. 4, we couldn’t tested the LDA on the document datasets because of the high dimensionality of the training/test samples. Since an original feature space is 61,188 dimensions, scatter matrices of size 61188 \( \times 61188 \) have \( 3.7 \times 10^9 \) elements which require approximately 14 GBytes in single precision. Therefore the computation of eigenvectors of the scatter matrices was infeasible. The memory usage of D-SNMF was so compact compared to LDA that the D-SNMF could cope with such high dimensional features.

We checked a basis matrix, \( \mathbf{F} = \{ \mathbf{f}_1, \ldots, \mathbf{f}_{20} \} \), to find relationship between terms and topics. The element of the basis vectors, \( \mathbf{f}_j = (f_{j1}, \ldots, f_{j61188})^T \), were thresholded by a constant value \( t \). If \( f_{j,i} \) is larger than \( t \) and \( f_{j,n} \) is smaller than \( t \) for any \( i \neq j \), we regarded \( v \)-th term as category-specific term. In our experiment, \( t \) was set to 0.05. Table 7 shows the category-specific terms obtained by D-SNMF. Although the 20 Newsgroups dataset includes similar categories such as baseball and hockey, D-SNMF assigned them to different basis vectors and succeeded in extracting category-specific words. On the other hand, D-NMF assigned baseball and hockey categories to the same basis vector. As shown in Table 7, it was easily possible to interpret the meaning of basis vectors obtained by D-SNMF at least 20 category classification. It is still not known if it is possible to interpret the meaning of basis vectors obtained from a dataset with much larger number of categories. We think such large-scale experiment is interesting for future work.

6. Conclusion and Future Work

We proposed a supervised method of reducing dimensionality for histogram-based features by using NMF framework in this paper. We reformulated NMF with a divergence similarity measure within a supervised learning context by using must-links and cannot-links between input data. A multiplicative update rule for minimizing the newly-defined cost function was also proposed. The experimental results revealed that supervised learning emphasized the sparsity of factorized matrices. All basis vectors obtained from D-SNMF represented a single specific category in most cases. The class-specific characteristics not only had positive effects on classification accuracy but also made it easier to interpret the bases.

It is naturally expected that D-SNMF can also construct appropriate low-dimensional feature spaces for HoG, SIFT, and other types of histogram-based features. Applying D-SNMF to other types of histogram-based features would be an interesting prospect for future work.
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