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Abstract

Reinforcement learning (RL) algorithms have achieved notable success in recent years, but still struggle with fundamental issues in long-term credit assignment. It remains difficult to learn in situations where success is contingent upon multiple critical steps that are distant in time from each other and from a sparse reward; as is often the case in real life. Moreover, how RL algorithms assign credit in these difficult situations is typically not coded in a way that can rapidly generalize to new situations. Here, we present an approach using offline contrastive learning, which we call contrastive introspection (ConSpec), that can be added to any existing RL algorithm and addresses both issues. In ConSpec, a contrastive loss is used during offline replay to identify invariances among successful episodes. This takes advantage of the fact that it is easier to retrospectively identify the small set of steps that success is contingent upon than it is to prospectively predict reward at every step taken in the environment. ConSpec stores this knowledge in a collection of prototypes summarizing the intermediate states required for success. During training, arrival at any state that matches these prototypes generates an intrinsic reward that is added to any external rewards. As well, the reward shaping provided by ConSpec can be made to preserve the optimal policy of the underlying RL agent. The prototypes in ConSpec provide two key benefits for credit assignment: (1) They enable rapid identification of all the critical states. (2) They do so in a readily interpretable manner, enabling out of distribution generalization when sensory features are altered. In summary, ConSpec is a modular system that can be added to any existing RL algorithm to improve its long-term credit assignment.

1 Introduction

In real life, rewards are sparse and there are multiple steps required for success. For example, consider the steps necessary for getting a paper accepted at an AI conference. One must generate an idea, conduct mathematical analyses or experiments to test the idea, create figures, write a paper, submit the paper, and finally, respond to reviewer comments in a satisfactory manner. Skipping any of these steps will lead to failure. Moreover, these steps are not themselves rewarding and they will be separated from each other and any reward by long periods of time, during which you will engage with other life tasks.
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Though such situations are common in real life, they are highly nontrivial for most RL algorithms. The problem is that the traditional approach for credit assignment in RL, using the Bellman equation (Sutton & Barto, 2018; Bellman, 1957), will take an unworkable length of time to propagate value estimates back to the earlier important steps if the length of time between critical steps and any reward is sufficiently long (Raposo et al., 2021; Puigdoménech Badia et al., 2020).

Some recent work has attempted to address this problem using memory. In this approach, the system attempts to predict value or reward by using not just the current state and the Bellman equation, but also past states in the memory buffer selected by attention or other means (Arjona-Medina et al. 2018; Hung et al., 2019; Raposo et al., 2021; Chen et al., 2021; Parisotto et al., 2019; Goyal et al., 2019; 2020). The challenge with these approaches is that the agent must predict rewards at every state it encounters, which is a daunting modelling problem when there are multiple key states to go through in order to ensure success.

Here, we present an alternative approach to long-term credit assignment that can be added to any existing RL agent. Our approach, which we call contrastive introspection (ConSpec), uses offline learning from a memory buffer with a contrastive loss that identifies invariances amongst successful episodes. More precisely, ConSpec learns a state encoder and a series of prototypes that represent key intermediate states. It then delivers intrinsic rewards (Schmidhuber, 2010; Randløv & Alstrøm, 1998) to the RL agent when it arrives at states that match any of its prototypes. We show that the addition of ConSpec to an agent allows the agent to achieve success even when there are multiple steps required that are separated by long periods of time, a feat that most current RL approaches would otherwise be incapable of. We demonstrate that the reward shaping of ConSpec can be done so as to not alter the optimal policy of the agent, and in-line with this, the addition of ConSpec to an agent does not impair performance on standard RL tasks that don’t require long-term credit assignment, such as Atari games (Brockman et al. 2016; Kostrikov, 2018). Furthermore, the contrastive loss and its ability to identify invariances allows ConSpec to scale up to complex 3-dimensional environments. We show that when the sensory features of critical states are altered, ConSpec’s prototypes can exhibit zero-shot generalization. Thus, ConSpec is a promising approach to improving RL in a wide variety of applications and overcoming the challenge of learning when rewards are sparse and success is contingent upon multiple key steps separated by long periods of time. It moreover has the added perk that the knowledge learned is readily interpretable thanks to the use of discrete prototypes to represent key steps.

2 CONTRASTIVE INTROSPECTION FOR IDENTIFYING INVARIANCES IN KEY STEPS FOR SUCCESS

In real life, humans are very good at recognizing when their success is contingent upon multiple past events. Moreover, they are very fast at recognizing these contingencies—even children can identify contingencies in a task after only a handful of experiences (Sobel et al., 2004; Gopnik & Sobel, 2000). Intuitively, humans achieve this by engaging in introspection to examine their past and determine which steps along the way were critical for success. Such introspection often seems to involve a comparison: we seem to be good at identifying the differences between the situations that led to success and those that led to failure, and then we hone in on these differences. We reasoned that RL could be made to deal with multiple contingencies—and moreover, do it in a robust way—if it were equipped with a similar capability to take advantage of memory to sort through the key events differing between successful versus failed episodes. This paper’s principal contribution is the introduction of an add-on architecture and loss for introspection of this sort: contrastive introspection (ConSpec) (Fig. 1).

At its core, ConSpec is a mechanism by which a contrastive loss can enable rapid learning of contingencies in an episodic task. It needs the following elements, which we will expand on:

- Prototypes of critical states for success that are invariant across trajectories.
- A memory system that stores successful and failed episodes.
- A contrastive loss to learn the prototypes.
• A mechanism for keeping prototypes stable once they are learned.
• A mechanism by which learned prototypes can help train a downstream RL agent.

2.1 A set of invariant prototypes for success

To recognize when a new observation corresponds to a state that success is contingent upon, we store a set of $H$ prototypes of candidate critical states. Each prototype, $h_i$, is a learned vector that is compared to a non-linear projection of the latent representation of currently encoded features in the environment, $g_\theta(z_t)$ (with projection parameters $\theta$). Thus, if we have current observation $O_t$, encoded as a latent state $z_t = f_W(O_t)$ (with encoder parameters $W$), we compare $g_\theta(z_t)$ to each of the prototypes, $h_i$, in order to assess whether the current observation corresponds to a critical state for success.

At first glance, one might think that the number of prototypes would have to be very large, since there are a massive number of potential feature vectors. However, this is not actually the case. ConSpec is designed to discover prototypes that capture invariant features across successful episodes (see next section on the contrastive loss function for achieving this invariance). Therefore, there is a natural grouping of observations relative to prototypes, no matter how many prototypes one uses. As such, using $H \leq 12$ was enough for all our tasks, even the ones in 3D environments (see sections 3.3-3.4) which have a lot of pixel-level variation. Of course, in real-world settings more prototypes would likely need to be used.

2.2 A memory system for storing successes and failures

Figure 1: ConSpec is a module that can help any backbone RL system. ConSpec trains its prototypes by comparing successful v. failed episodes via a contrastive loss, and uses the match to these prototypes to output intrinsic rewards to the RL agent.

Each buffer stores raw observations, $O_t$, encountered by the agent in the environment. When a new mini-batch of observations is loaded into $B$ for training, the episodes are categorized into successes and failures using the criteria described in A.1. We then fill $S$ and $F$ with observations from those categorized episodes in a first-in-first-out (FIFO) manner, where episodes stored from previous batches are overwritten as new trajectories come in.

2.3 A contrastive loss to learn prototypes

To learn our invariant prototypes and encodings we employ a contrastive loss that differentiates successes from failures. The contrastive loss uses the observations stored in $S$ and $F$ to learn prototypes each of which captures an invariant feature shared by a spectrum of states that success is contingent upon. The functional form of this loss is:
2 pseudocode). Here, distinct prototypes will learn to hone in on distinct critical states that wherein we add additional intrinsic rewards. Thus far, the described model learns a set of discrete prototypes for critical states and can recognize critical states must still be connected to the RL agent (with policy \( \pi \)). This system for learning further sparsify the reward within its local temporal neighbourhood. To elaborate on this loss, for each prototype \( s_{ikt} \) according to the output similarity scores of prototypes for each time step, for instance, though other strategies are possible. One simple approach is to define the intrinsic reward according to the equation:

\[
\hat{r}_{kt} = \lambda \sum_{i=1}^{H} \hat{s}_{ikt} \cdot I_{\hat{s}_{ikt} = \text{max}\{\hat{s}_{ikt-3}, \ldots, \hat{s}_{ikt+3}\}}
\]

(2)

\( \forall t \), and where \( \lambda \) is a proportionality constant and \( \hat{s}_{ikt} \) is a filtered version of cosine similarity scores \( s_{ikt} \), defined \( \hat{s}_{ikt} = s_{ikt} \) if \( s_{ikt} > 0.6 \) and \( 0 \) otherwise. The indicator function serves to further sparsify the reward within its local temporal neighbourhood \( \{\hat{s}_{ikt-3}, \ldots, \hat{s}_{ikt+3}\} \).

However, a concern with any reward shaping is that it can alter the underlying optimal policy (Randløv & Alstrøm 1998 Ng et al. 1999). Therefore, we experimented with another scheme for defining intrinsic rewards:

\[
\tilde{r}_{kt} = \lambda \sum_{i=1}^{H} (\gamma \cdot \hat{s}_{ikt} - \hat{s}_{ikt-1})
\]

(3)
where $\gamma$ is the discount in the backbone RL algorithm. This formula for intrinsic reward can be shown to satisfy the necessary and sufficient criterion from (Ng et al., 1999) for policy invariance. Thus, if this form of the intrinsic reward is used then the ConSpec reward shaping scheme provably does not alter the optimal policy of the RL agent. In practice, we find that both forms of intrinsic reward work well. All experiments used equation 2 except for Figures 9 and 3 which investigated the use of equation 3.

### 2.6 Inductive biases in ConSpec that enable rapid credit assignment

We aim to provide an intuition as to why the inductive biases present in ConSpec make it well suited to the problem of learning when success is contingent upon multiple critical steps. A key motivation for ConSpec is that learning a full model of the world and its transitions is a much easier problem than learning a world model that can predict whether a paper will be accepted given all of the past states. Under the above conditional independence assumption, the search space for the critical states is a much easier problem than learning a model of the world and simply focuses on identifying key states for success, a more limited task that can be done rapidly. Concretely, previous approaches propagating value using a memory system or predicting rewards from intermediate states (Arjona-Medina et al., 2018; Hung et al., 2019; Raposo et al., 2021; Ren et al., 2021) can be characterized at a high level as being about learning to predict rewards given sequences of observations in memory, i.e. learning a model of the probability of success given a trajectory: $p(\text{success} | \{O_1, \ldots, O_T\})$. But predicting success as a function of previous steps can be a highly nontrivial non-linear function.

In contrast, ConSpec helps learn policies that hone in on states that are highly probable given success, i.e. it learns to identify states with high values for $p(O_t | \text{success})$. Therefore, ConSpec solves the reverse problem of predicting the critical states given success. This is a much easier problem because it only looks at the direct dependency between the presence of a key state and success, without having to learn the joint dependency between all frames and reward. Put another way, whereas the likelihood of success is small given any specific trajectory, the likelihood of a critical state given success is high and easier to learn well.

Most crucially, this property arises ubiquitously in episodic experiences, and is therefore tailored for exploitation in RL, as ConSpec does. To see a concrete example of its application, conditioned on the successful acceptance of a conference paper submitted, one can be sure that the critical states (an idea conceived, experiments run, paper written and reviewer concerns addressed) had each been achieved, and ConSpec proposes that learning these individual contingencies is a much easier problem than learning a world model that can predict whether a paper will be accepted given all of the past states. Under the above conditional independence assumption, the search space for the $k$ critical $O_t$’s $\propto \mathcal{O}(\text{constant})$ rather than $\propto \mathcal{O}(k)$ or $\propto \mathcal{O}(2^k)$ which would be the case in most baseline RL algorithms, that do not assume this.

#### Algorithm 1 Jointly training ConSpec with an RL agent

**Input:** Current parameters $(W, \theta, \phi, h_{1, H})$, memory buffers $B$, $S$, and $F$, number of episodes in a mini-batch, $B$, and number of epochs to train for, $E$

1. for Epoch $e = 1 \ldots E$ do
2. Collect a new mini-batch of $B$ episodes using the current policy, $\pi_\phi$
3. Store trajectories $\{(O_1, a_1, r_1), \ldots, (O_T, a_T, r_T)\}$ in $B$
4. Update the $S$ and $F$ memory banks based on $B$
5. $\forall k, t$ calculate the latent representations: $z_{kt} \leftarrow f(O_{kt})$
6. $\forall i, k, t$ calculate the similarity scores: $s_{ikt} \leftarrow \cos(h_i, g_\theta(z_{kt}))$
7. Use $s_{ikt}$ $\forall i, k, t$ in buffer $B$ to calculate intrinsic rewards, $\hat{r}_{kt}$, according to formula 2
8. Calculate total reward $\forall k, t$: $r^\text{Total}_{kt} = \hat{r}_{kt} + \hat{r}_{kt}$
9. From total reward calculate RL loss, $\mathcal{L}_\text{RL}$ in-line with chosen RL backbone
10. Use $s_{ikt}$ $\forall i, k, t$ in buffers $S$ and $F$ to calculate $\mathcal{L}_\text{ConSpec}$ according to formula 1
11. Update all parameters $(W, \theta, \phi, h_{1, H})$ according to the loss $\mathcal{L}_\text{total} = \mathcal{L}_\text{RL} + \beta \mathcal{L}_\text{ConSpec}$
12. end for
3 Empirical results

We have tested ConSpec across a variety of RL tasks, ranging from simple grid worlds and video games to richer 3-D environments. We begin by demonstrating the unique benefits of ConSpec for tasks where success is contingent upon multiple important steps.

3.1 Testing ConSpec in grid world tasks with multiple critical states

As described above, a key difference between other solutions to the long-term credit assignment problem and ConSpec is that whereas other solutions have a search space that scales with the number of states that success is contingent upon, ConSpec has a constant search space. As such, we would expect a clear difference to emerge between ConSpec and other solutions as we increase the number of critical steps for success. Here we test that hypothesis.

We begin with some multi-key-to-door tasks in a grid world environment. In these tasks the agent must find one or more keys to open one or more doors (Fig. 2a). If the agent does not pick up all of the keys and pass through all of the doors success is impossible. To make the tasks more challenging for traditional Bellman back-up, the agent is forced to wait in a waiting room for many time steps in between the retrieval of each key. An episode is successful if and only if the agent exits the final door. When ConSpec is trained here, each prototype learned to represent a critical key-retrieval event (e.g. one prototype learned to hone in on the retrieval of the first key, another prototype on the second key, etc.). We demonstrated this by examining which state in different episodes maximally matched each prototype (Fig. 2b). Thus, ConSpec identifies critical states for success in a highly interpretable manner in the multi-key-to-door tasks.

We then tested ConSpec atop a Proximal Policy Optimization (PPO) backbone (Schulman et al., 2017; Kostrikov, 2018), i.e. we used a PPO agent that received intrinsic rewards from a ConSpec module per Algorithm 1. We compared performance to two other baseline solutions to long-term credit assignment in RL. The first baseline is a Synthetic Returns (SynthRs) system (Raposo et al., 2021), which also attempts to identify critical states. But unlike ConSpec, it accomplishes this by attempting to predict the return based on linear regression from states in the replay buffer, and then uses these predictions to generate intrinsic rewards. The second baseline is a Temporal Value Transport (TVT) system (Hung et al., 2019). TVT uses a Reconstructive Memory Agent (RMA) (Hung et al., 2019; Wayne et al., 2018) that allows it to “transport” Bellman updates far back into the history of the agent in order to overcome long-term credit assignment challenges. Per our arguments above, one of the key differences between ConSpec and our two baselines (SynthRs and TVT) is that ConSpec is attempting to determine which states are most likely given success, whereas the two baselines are attempting to predict whether success is likely given a set of states in the memory buffer.

We see that ConSpec learns the multi-key-to-door tasks very rapidly, across a range of number of keys (Fig. 2c, left). Importantly, even as keys get added, ConSpec’s training time remains constant when the exploration required for new keys is accounted for (Fig. 2c, right), consistent with the intuitions given above regarding the search space involved. In contrast, SynthRs and TVT solve the task for a single key (Fig. 7), but as keys get added, their performances collapse (Fig. 2). These results highlight the difficulty of credit assignment with multiple contingencies faced by other algorithms, but easily accommodated by ConSpec.

Finally, we note that ConSpec learned these tasks not only atop a PPO backbone, but also when it was placed on top of an RMA backbone (Fig. 8 and also Fig. 7b), illustrating its flexibility. Taken together, these results demonstrate how ConSpec can be added to any RL system to solve challenging tasks with sparse rewards contingent upon multiple crucial steps.

3.2 Testing if ConSpec alters the optimal policy

Generating intrinsic rewards, a form of reward shaping, must be done carefully because reward shaping can alter the optimal policy since it changes the ultimate reward function that the agent experiences. This can lead to learning and performance instabilities, e.g. the construction of loops or a preference for sub-optimal trajectories. This must be avoided if the goal is to improve performance.
Figure 2: ConSpec rapidly learns tasks with multiple contingencies. (a) Protocol for multi-key-to-door task with 4 keys. (b) Plotted: states that maximally matched each prototype. Here, prototypes learn to hone in on states that depict retrieval of the key (where the agent is out the door and the coloured keys are gone i.e. retrieved). (c left) ConSpec rapidly learns the multi-key-to-door tasks, whereas (d) SynthRs and TVT performances collapse (same x and y axes). (c right) When exploration time is subtracted, ConSpec’s training time $\propto \mathcal{O}(\text{constant})$ even as the number of keys increases, affirming the search space predictions made in section 2.6.

As noted above, one way to deal with this problem is to take advantage of a formal proof from Ng. et al (Ng et al., 1999) which provides the necessary and sufficient condition for a reward shaping function to be invariant to the optimal policy. We implemented a version of ConSpec that respected this condition (eqn. 3) and tested it on a suite of Atari games from the OpenAI Gym (Brockman et al., 2016). Notably, existing RL algorithms, such as PPO, are sufficient to solve these games. Thus, a policy invariant version of ConSpec added to PPO should perform at least as well as PPO on its own. Indeed, we found that across nine Atari games performance was unchanged by adding ConSpec to PPO (Fig. 3). As well, in the multi-key-to-door tasks, we confirmed that ConSpec applied with the policy invariant intrinsic reward was able to solve all these complex tasks with multiple contingencies (Fig. 9).

Notably, though, even when we used our original formulation of the intrinsic reward (eqn. 2), ConSpec also did not hurt performance on the Atari games, and of course, it improved performance on the multi-key-to-door tasks (Fig. 2c). We speculate that ConSpec does not create instabilities in the Atari games because it confers intrinsic rewards very sparingly and according to a relatively stringent criterion. Still, the use of the policy invariant version of the intrinsic reward provides both analytical and empirical guarantees that the underlying RL agent will not have its performance hurt by the use of ConSpec. Thus, ConSpec can be safely added to existing RL systems without breaking performance.

Figure 3: PPO vs PPO+ConSpec vs PPO+ConSpec+policy invariant intrinsic reward all learn to perform similarly well on Atari Gym tasks.
3.3 Testing ConSpec in 3D environments

ConSpec’s contrastive system for learning prototypes confers two hypothesized benefits. First is the capacity to rapidly hone in on all the crucial states on which success is contingent upon. Second is the capacity to learn robust, invariant representations of such states. The latter hypothesis was first hinted at by inspecting the diversity of states that were mapped to particular prototypes in the multi-key-to-door task (Fig. 2b). Notably, prototypes each mapped to a specific key-retrieval event, even when the location of those events differed in different episodes. This suggests that ConSpec learns invariant representations, but it is a relatively toy example. To further investigate the invariance properties of ConSpec in non-toy settings, we used SilicoLabs’ Unity-based (Juliani et al., 2018) game engine to create virtual 3D environments. We generated a naturalistic variation of the key-to-door task, which we call the "OrangeTree" task, that permits us to study more interesting invariances. In stage 1 of this task, the agent sees two objects around the room, one of them round or spiky, and one of them flat (e.g. boxes or tables), and the agent can pick up one of the objects (Fig. 4a). In stage 2, the agent is again put in a waiting room. In stage 3, the agent must obtain oranges from the tree, but to do so, it must stand on a flat object in order to reach the oranges and receive reward. Thus, if the agent had picked a spiky or round object in stage 1, it would not have been able to pick oranges since only flat objects are stable enough to stand on.

We trained ConSpec with a PPO backbone on the OrangeTree task. ConSpec could solve the OrangeTree task (Fig. 4b), but SynthRs on a PPO backbone, and vanilla PPO both found it difficult (Fig. 4b). To further dissect the reasons for ConSpec’s abilities, we studied the invariances it learned. Among successful episodes, we identified the states that maximally matched the prototypes. Notably, one of the prototypes discovered an invariant feature common to all successes but not failures (Fig. 4c): the state of having picked up flat objects and not spiky or round ones. Moreover, it learned to prefer flat objects regardless of the type of object (i.e. box or table) and regardless of its colour. As such, the contrastive learning of ConSpec permitted the prototype to learn a critical feature for success, namely flatness, and to maintain invariance to irrelevant features of those objects.

3.4 Testing ConSpec in new contingencies

We asked whether ConSpec’s capacity for finding invariances could aid in zero-shot learning when the sensory features of the critical states were altered. To test this, we made a variation of the OrangeTree task. During training, the agent saw flat objects that were magenta, blue, red green, yellow, or peach (Fig. 5a). During testing, a black table or box was presented, even though the agent had never seen such objects before. Intuitively, for the agent to succeed in this situation it must immediately recognize the black table or box as a flat object that is important for success despite its total lack of experience with such objects. Indeed, the agent with ConSpec successfully solved the task with the black objects with no
more training, i.e. in a zero-shot manner (Fig. 5c). This shows that ConSpec was able to learn prototypes that discovered an invariant feature among successes (flatness), and was not confused by irrelevant sensory features such as colour, permitting it to generalize to contingencies involving colours never seen before.

To further test ConSpec’s capacity for generalization, we made another variation of the OrangeTree task with the background environment changed, in a manner typical of out-of-distribution (OoD) generalization tasks (Arjovsky 2021). In particular, testing took place in a different room than training, such that the new room had pink walls and a green floor (unlike the gray walls and blue floor of the training room) (Fig. 5d). In this few-shot task, after a brief period of acclimatization to the new environment (where the underlying PPO agent was trained for no more than 20 gradient descent steps while ConSpec was kept constant), the ConSpec agent was able to rapidly solve the task (Fig. 5f). For comparison, training from scratch in OrangeTree takes PPO with ConSpec hundreds of steps, and vanilla PPO by itself cannot train on the task at all within the allotted time. Moreover, as noted, the prototypes themselves were not trained further at all in the new environment. Thus, the learned prototypes generalize to the new environment in a zero-shot manner, and can be reused to rapidly retrain the underlying RL agent. Altogether, ConSpec’s contrastive learning of prototypes allow it not only to very rapidly hone in on all the crucial states, but also has the added perk that the knowledge learned can help the agent rapidly generalize to new environments.

Figure 5: ConSpec’s invariant representations help OoD generalization. (a, d) New OrangeTree tasks during Testing (a) with black boxes/tables, or (d) in a differently coloured room. Previously trained prototypes hone in on interpretable states even in these new contingencies (b,e) and are able to generalize (c) in zero-shot with never-before seen black objects, and (f) in few-shot in a new maze environment, approaching the maximum reward.

4 RELATED WORK

ConSpec is a relatively simple design, but it succeeds because it centralizes several key intuitions that it shares with other important works. ConSpec shares inductive biases with RUDDER (Arjona-Medina et al. 2018), TVT (Hung et al., 2019), Synthetic Returns (Raposo et al., 2021), and various attention-based architectures (Chen et al. 2021; Parisotto et al., 2019; Goyal et al., 2019; 2020) for long-term credit assignment in RL, as discussed above in section 2.6. Crucially, ConSpec aims to directly focus on identifying a few critical states, a less burdensome task than modelling the value function, reward function, or actions taken for all encountered states as done in these other works.

It is also worth comparing ConSpec to another promising direction for improved credit assignment in RL, namely, Decision Transformers (Chen et al. 2021). Crucially, decision transformers require expert demonstrations, and learns poorly in the absence of near-optimal behavioural demonstrations, while ConSpec does not have such a requirement (see Fig. 11).

ConSpec was inspired, in part, by the contrastive learning literature in computer vision (Hadsell et al., 2006; Chen et al., 2020; van den Oord et al., 2018; He et al., 2019). Specifically, it was inspired by the principle that transforming a task into a categorization problem and
using well-chosen positive and negative examples can be a very powerful means of learning invariant and generalizable representations. Along similar lines, (Srinivas et al., 2020; Anand et al., 2019; Sermanet et al., 2017; Finn et al., 2016; Ghosh et al., 2019; Eysenbach et al., 2022; Li et al., 2021; Agarwal et al., 2021) have begun to explore contrastive systems and binary classifiers to do imitation learning and reinforcement learning. With these works, ConSpec shares the principle that learning such an auxiliary classification is beneficial. But these works typically use classification and contrast to learn whole policies or value functions. In contrast, ConSpec uses contrastive learning for the purpose of learning prototypes in order to hone in on specific critical states. Identifying a small number of critical states was chosen as a less burdensome task than contrastively learning whole policies, thereby enabling very rapidly learning while still promoting generalizability.

5 Discussion and Conclusions

In this paper we presented ConSpec, a contrastive learning system that can be added to any RL agent to improve its long-term credit assignment and help it to identify critical states for success from sparse rewards. ConSpec works by learning prototypes of critical states with a contrastive loss that differentiates successful episodes from failed episodes. Adding ConSpec to an RL agent allows it to solve tasks it is otherwise incapable of solving, such as tasks with multiple contingencies like multi-key-to-door. Moreover, ConSpec can be designed to leave the optimal policy unchanged, allowing agents with ConSpec added to perform equally well on more standard RL tasks, such as Atari games. Importantly, we also demonstrated in 3D Unity environments that ConSpec can learn prototypes that are invariant to irrelevant features, allowing agents to engage in zero-shot generalization with the prototypes and rapidly generalize in OoD settings. Altogether, ConSpec is a potentially powerful add-on for RL systems to help resolve difficult challenges in credit assignment.

5.1 Neuroscience inspiration

Our design of ConSpec was ultimately inspired at a high level by theories from neuroscience. For example, it shares with episodic control and related algorithms (Lin, 2004; Lengyel & Dayan, 2007; Blundell et al., 2016; Pritzel et al., 2017; Moore & Atkeson, 1992; Schaul et al., 2015; Oh et al., 2018) the principle that a memory bank can be exploited for fast learning. But unlike episodic control, ConSpec exploits memory not for estimating a surrogate value function, but rather, for learning discrete prototypes of critical states that then receive intrinsic rewards. This manner of learning is loosely inspired by the neuroscience notion of episodic memories giving rise to semantic knowledge (Squire & Alvarez, 1995) which can then be used for triggering internal rewards (Miller et al., 2022). In-line with this, ConSpec takes further inspiration from the neuroscience literature on the hippocampus which suggests that the brain endeavours to discretely hone in on specific critical states in episodic experience (Sun et al., 2020; Zacks et al., 2001; Zheng et al., 2022; Franklin et al., 2019). Finally, ConSpec also takes as a principle from neuroscience the idea that an agent can possess an underlying model-free RL system (e.g., the basal ganglia) with higher systems (e.g., the neocortex) (Miller et al., 2022) built (or evolved) on top of it, interacting with it, and providing learned rewards.
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6 Reproducibility

We aim to maximize the reproducibility of this study. A detailed description and full pseudo-code of ConSpec is given in the method section and appendix. An implementation of ConSpec is available at: https://github.com/sunchipsster1/ConSpec
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Appendix A. Appendix

An implementation of ConSpec is available at https://github.com/sunchipsster1/ConSpec

A.1 Defining success and failure

How best to define successful and unsuccessful episodes? There are three fairly obvious ways:

1. In the domain of sparse reward tasks, the definition of a “successful” episode is relatively straightforwardly defined as an episode that received one of the few rewards available, and a “failure” episode is defined as anything else.

2. In non-sparse reward settings, the notion of a “successful” episode can be defined as the top set of \(k\) episodes based on the sum of rewards.

3. In a goal-conditioned setting, a “successful” episode is simply one which achieves the goal.

In ConSpec we use the first approach, since the focus of this work is, in part, on solving tasks with sparse rewards and multiple contingencies leading to them. In one case we do take the second approach (with Atari games) (Brockman et al., 2016) to demonstrate that this can also work. We have yet to explore the third approach, which we leave for future research.

A.2 Task implementation details

In the multi-key-to-door tasks the agent must find one or more keys to open one or more doors (Fig. 2a). If the agent does not pick up all of the keys and pass through all of the doors success is impossible. In between each stage for picking up keys/passing through doors, the agent is forced to wait in a waiting room for many time steps in between the retrieval of each key. An episode is successful if and only if the agent exits the final door. Observations given to the RL agent were minimalist, at 5x5x3 pixels. Successful completion of the task resulted in a reward of 10. Tasks had alternating key retrieval and waiting periods, and the lengths of each of these stages were as follows:

| Stage                  | Baseline key-to-door task | 2-key task | 3-key task | 4-key task |
|------------------------|---------------------------|------------|------------|------------|
| Retrieve 1st key       | 10                        | 10         | 10         | 10         |
| Waiting period         | 85                        | 45         | 45         | 45         |
| Retrieve 2nd key       | 15                        | 15         | 15         |            |
| Waiting period         | 45                        | 45         | 45         |            |
| Retrieve 3rd key       | 15                        |            | 15         |            |
| Waiting period         | 45                        |            | 45         |            |
| Retrieve 4th key       | 15                        |            |            | 15         |
| Waiting period         | 45                        |            |            |            |
| Exit the final door    | 10                        | 10         | 10         | 10         |
| Total                  | 105                       | 125        | 185        | 245        |

Figure 6: Protocols for multi-key-to-door experiments.

Atari tasks were implemented with frameskips of 4, and for computational expediency, and were terminated at 600 timesteps at which point rewards were tallied. Observations given to the RL agent were 84x84x3 pixels (where the 3 encodes colours RGB).
OrangeTree experiments were implemented using SilicoLabs’ Unity ((Juliani et al., 2018)) based game engine to create virtual 3D environments. In stage 1 of this task, the agent sees two objects around the room, one of them round or spiky, and one of them flat (e.g. boxes or tables), and the agent can pick up one of the objects (Fig. 4). In stage 2, the agent is again put in a waiting room. In stage 3, the agent must obtain oranges from the tree, but to do so, it must stand on a flat object in order to reach the oranges and receive reward. Successful completion of the task resulted in a reward of 10. Observations given to the RL agent were 84x84x3 pixels. The tasks were a total of 65 timesteps long, with 15 timesteps in Stage 1, 40 timesteps in Stage 2, and 10 timesteps in Stage 3.

A.3 Experimental and architectural details

S and F buffer sizes: All experiments used S and F buffer sizes of 16. For 3D OrangeTree experiments, although S and F buffers each held 16 episodes like all the other experiments, each gradient step was done on a random minibatch of 8 episodes sampled from this 16 due to computational resource limitations. In Atari tasks each gradient step was done on a random minibatch of 4 episodes sampled from the buffers of 16 for similar reasons.

Number of prototypes: Across all implementations of ConSpec for various tasks, the number of prototypes used was set as 8, except for the Atari tasks, which due to computational resource limitations, used only 3 prototypes and the implementation of ConSpec on an RMA backbone, which used 12 and gave rapid learning (Fig 8).

Minibatch size: all models used standard minibatch size \( B = 16 \), except for the Atari tasks, which due to computational resource limitations, used minibatch size \( B = 8 \).

Seeds in experiments: All multi-door-to-key experiments averaged over 10 seeds, as did all 3D OrangeTree experiments. All 9 Atari experiments averaged over 5 seeds each. All plots show median and quartile range.

Architectural details for models used: For all multi-key-to-door tasks, the learned encoder of the underlying RL agent was a single layer 2-D convolutional neural network (outchannels = 32, kernel = 3) with ReLU activation, followed by a final linear layer, and a 512-unit GRU, as was done in the (Hung et al., 2019) codebase for 2D key-to-door tasks. The convnet encoder for the ConSpec module was identically sized, but separately parameterized so that there would be no interference between the ConSpec module and the underlying RL agent. In the ConSpec module, the nonlinear projection \( g_\theta \) in ConSpec was a 2-layer MLP with 1010 units in the intermediate layers and the final output, and ReLU activations between layers. Inspired by the contrastive learning literature, where the importance of having a large number of negative samples relative to positive samples has been observed (Chen et al., 2020), the success buffers were filled at a slower rate than the failure buffers: at most 2 new successful trajectories were added to \( S \) from each minibatch, while there was no limit to the number of new failed trajectories added to \( F \) from each minibatch. As discussed in section 2.4, updates to the memory buffers for each prototype were terminated upon reaching criterion that this prototype sufficiently differentiated between successes and failures above threshold \( T \). Across all experiments, this criterion was defined as when the average maximum cosine similarity scores among trajectories in \( S - F \) differed by \( > T \) and that the scores in \( S \) were themselves \( > T \), all for at least 25 consecutive gradient steps. We found that \( T = 0.6 \) worked well in practice, and this value was used throughout the experiments.

Atari tasks and 3D gridworld tasks possess larger observations, so the learned encoder used was a much larger Impala encoder (Espeholt et al., 2018; Cobbe et al., 2019) using 3 Impala layers with 16, 32, and 32 channels respectively. For these experiments, the nonlinear projection \( g_\theta \) in ConSpec was a 2-layer MLP with 100 units in the intermediate layers and the final output, and ReLU activations between layers.

One of the aims of the Atari experiments was to apply ConSpec in a setting that requires a different definition of successes and failures, as elaborated in section A.1. Specifically, successful trajectories were defined as the highest cumulatively scoring ones from each minibatch, while comparatively, failed trajectories were randomly chosen from the remainder of the minibatch. To extend ConSpec to this setup, each of ConSpec’s prototypes took not
just the $s_{ikt}$ with the top cosine similarity for each trajectory, but rather, averaged the $s_{ikt}$'s with the top-$k$ cosine similarities for each trajectory (where $k = 20$).

For the hyperparameter $\lambda$, which scales the intrinsic reward (see equation 2), we used a different value in each set of experiments (multi-key-to-door, Atari, and OrangeTree). Specifically, we used $\lambda = 0.2$ for the multi-key-to-door, $\lambda = 0.5$ for the policy-invariant version of ConSpec in the multi-key-to-door experiment, $\lambda = 0.5$ for the Atari games, and $\lambda = 0.5$ for OrangeTree. These values were determined via a logarithmic grid-search that selected for best reward. Other hyperparameters were found via a logarithmic grid-search, and were shared across all tasks:

- RL agent learning rate: $2 \times 10^{-4}$
- ConSpec learning rate: $2 \times 10^{-3}$
- $\alpha$: 0.2
- $\beta$: 1.0

Models using a PPO backbone used the Adam optimizer with optimal PPO hyperparameters based on the repository (Kostrikov, 2018) (values below). The only major change to the hyperparameters used was the entropy coefficient used ($0.02$, rather than $0.01$ from the repository, in order to encourage exploration necessary in the multi-key-to-door tasks):

- learning rate: $2 \times 10^{-4}$
- Adam epsilon: $1 \times 10^{-5}$
- reward discount factor: 0.99
- clipping 0.08
- value loss coefficient: 0.5
- entropy coefficient: 0.02

PPO-backbone models that were engaged with either the multi-door-to-key tasks or the 3D OrangeTree task had reward normalized to the range $[0, 1]$. PPO-backbone models that were engaged with the 9 Atari tasks underwent reward clipping to the sign of the reward received at each timestep, as is standard practice (Mnih et al., 2013).

Models using an RMA backbone (including the implementation of TVT) were taken directly from the (Hung et al., 2019) codebase without modification of the architecture. They used the Adam optimizer with PPO hyperparameters based on the repository (Hung et al., 2019). The only major change to the hyperparameters used was the entropy coefficient used ($0.1$, rather than $0.05$ from the repository, in order to encourage exploration necessary in the multi-key-to-door tasks):

- learning rate: $2 \times 10^{-4}$
- Adam epsilon: $1 \times 10^{-6}$
- agent discount: 0.92
- clipping 0.1
- reading strength coefficient: 50.
- image strength coefficient: 50.
- entropy coefficient: 0.1

The implementation for SynthRs used a synthetics returns MLP that was sized analogously as $g_\theta$ in ConSpec in the respective experiments (2-layer MLP with ReLU and 1010 or 100 units respectively). This module was put on top of a PPO backbone. Its convolutional neural network encoder was identical to the corresponding encoders used in ConSpec. The version of SynthRs from Raposo et al. (2021) that did not make use of a bias term $b(s_t)$ was used since in our tasks the reward is totally predictive from the current state (e.g. whether the agent exits the final door or not), negating the need for linear regression if the bias term is
present. Here, SynthRs learning rates were matched to the learning rates used in ConSpec to enable comparable rates of learning (2 × 10^{-4} for the underlying PPO agent, and 2 × 10^{-3} for the synthetics return module). The optimal weight of the SynthRs loss, β, as defined in Algorithm 1 was determined via further logarithmic grid-search, and β = 10^{-4} worked well across experiments. Further hyperparameters were as follows, taken amongst the optimal values used in the SynthRs paper (Raposo et al., 2021):

- state-associate alpha: 0.01
- state-associate beta: 1.0

SynthRs was unable to solve either the 3D OrangeTree task nor the multi-key-to-door tasks in the allotted time (Figure 10a-b). But replacing the sigmoid with a softmax on the last layer of the gate g improved performance on both tasks (Figure 2d and 4b), so this was the version of SynthRs used in all experiments.

The implementation of Decision Transformers was taken from the repository (Barhate, 2022), but we added a convolutional neural network encoder that was identical to the encoder used in the ConSpec experiment. Moreover, its learning rate (2 × 10^{-4}) was matched to the learning rate used in ConSpec to enable comparable rates of learning. All other hyperparameters were taken without modification from the repository (Barhate, 2022) and were:

- weight decay: 1 × 10^{-4}
- dropout probability: 0.1
- context length: 20
- number of blocks: 3

A.4 Baseline performances in vanilla single key-to-door task

Figure 7: Baseline single key-to-door task. (a) Performance of ConSpec on a PPO backbone vs SynthRs on a PPO backbone vs PPO. (b) Performance of ConSpec on an RMA backbone vs TVT vs RMA.

A.5 ConSpec on an RMA backbone, on the multi-key-to-door tasks

Here, we show the performance of ConSpec implemented on an RMA rather than PPO backbone, training on the multi-key-to-door tasks. As shown, ConSpec was successfully able to rapidly learn and converge in each multi-key-to-door task, illustrating its flexibility in credit assignment, regardless the underlying RL agent.

Figure 8: Performance of ConSpec on an RMA backbone, on the multi-key-to-door tasks.
A.6 ConSpec with Policy invariant intrinsic rewards, on the multi-key-to-door tasks

Here, we show the performance of ConSpec with the policy-invariant version of the intrinsic reward (equation 3) on the multi-key-to-door tasks. As shown, ConSpec was successfully able to rapidly learn each task.

Figure 9: Performance of ConSpec with policy-invariant intrinsic reward, on the multi-key-to-door tasks.

A.7 SynthRs with sigmoid

Figure 10: Performance of SynthRs with sigmoid on (a) the multi-key-to-door and (b) OrangeTree tasks.

A.8 ConSpec vs Decision Transformers

It is worth comparing ConSpec to another promising direction for improved credit assignment in RL, namely, Decision Transformers (Chen et al., 2021). A critical difference between ConSpec and Decision Transformers is that ConSpec can learn with no curation of the dataset involved. In contrast, Decision Transformers work poorly when trained on random policy-generated episodes, even when those episodes are limited to successful episodes. Of course, Decision Transformers learn very well when the policy is instead selected to be near-optimal for the task, affirming that Decision Transformers are useful for behavioural cloning from expert demonstrations, but not able to learn from scratch like a standard RL system with ConSpec added.

Figure 11: ConSpec is more robust than Decision Transformers on vanilla key-to-door because of its objective in learning states rather than predicting actions. Decision transformers are not able to solve the key-to-door task unlike ConSpec but is able to solve it if actions are constrained in their freedom.