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Abstract. On a closed weighted Riemannian manifold with nonnegative Bakry-Émery Ricci curvature, it is shown that the ratio of the $k$-th to the first eigenvalue of the weighted Laplacian is dominated by $641k^2$. While improving the previously known exponential upper bound, the order of $k$ here is optimal. This answers an open question of Funano. Our approach further proves affirmatively a conjecture of Funano and Shioya asserting a dimension free upper bound for eigenvalue ratios on a compact finite-dimensional Alexandrov space of nonnegative curvature.
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1. Introduction

Let $(M, \mu)$ be a closed weighted Riemannian manifold, where $\mu$ is a Borel probability measure of the form $d\mu = e^{-V}d\text{vol}_M$, $V \in C^2(M)$ and $\text{vol}_M$ stands for the Riemannian volume measure of $M$. In this paper, we study the eigenvalues of the corresponding weighted Laplacian $\Delta_{\mu}$, which can be listed with multiplicity as below (see e.g. [30]),

$$0 = \lambda_0(M, \mu) < \lambda_1(M, \mu) \leq \lambda_2(M, \mu) \leq \cdots \leq \lambda_k(M, \mu) \leq \cdots \not\leq \infty.$$  

We prove the following theorem.

Theorem 1.1. For any closed weighted Riemannian manifold $(M, \mu)$ of nonnegative Bakry-Émery Ricci curvature and any natural number $k$, we have

$$\lambda_k(M, \mu) \leq \left(\frac{16e}{e-1}\right)^2 k^2\lambda_1(M, \mu).$$

For $(M, \mu)$ as stated in the above theorem, it is known from the work of Cheng [10] and Li-Yau [24] (see also Setti [30]) on estimating eigenvalues by diameter that there exists a numeric constant $C$ such that

$$\lambda_k(M, \mu) \leq Cn^2k^2\lambda_1(M, \mu),$$

where $n$ is the dimension of $M$. The first dimension-free estimate of these eigenvalue ratios was discovered by Funano and Shioya [14] through investigating spectral characterizations of Lévy families. They proved that there
exists a constant $C_k$ depending only on $k$ such that
\[ \lambda_k(M, \mu) \leq C_k \lambda_1(M, \mu), \tag{3} \]
and formulated the following conjecture (see [14, Conjecture 6.11] and also [13, Conjecture 6.6]).

**Conjecture 1.2** (Funano and Shioya). For any natural number $k$, there exists a positive constant $C_k$ depending only on $k$ such that if $X$ is a compact finite-dimensional Alexandrov space of nonnegative curvature, then
\[ \lambda_k(X) \leq C_k \lambda_1(X), \tag{4} \]
where $\lambda_k(X)$ is the $k$-th non-zero eigenvalues of the corresponding Laplacian on $X$ [20].

Later, Funano [13] proved a quantitative version of (3), showing that one can find a numeric constant $c > 0$ such that $C_k$ in (3) can be taken as $C_k = e^{ck}$.

Funano further asked for the right order of $\lambda_k(M, \mu)/\lambda_1(M, \mu)$ in $k$, especially whether this ratio can be dominated by a polynomial function of $k$ (see [13, Question 6.3]).

Theorem [14] answers Funano’s question. In fact, the order of $k$ in (1) is optimal. This can be seen from the following examples.

**Example 1.3.** The eigenvalues of the circle $T^1_a$ of length $a$ are
\[ \left\{ \frac{4\pi^2 k^2}{a^2} : k = 0, 1, 2, \ldots \right\}, \]
where each non-zero eigenvalue has multiplicity 2.

This examples shows the optimality of the order of $k$ in (1) for one dimensional manifolds.

**Example 1.4.** For $n \geq 2$, consider the $n$ dimensional "thin" torus $T^n_a := \mathbb{R}^n / \Gamma^n_a$, where
\[ \Gamma^n_a := (a \mathbb{Z})^{n-1} \times \frac{1}{a^{n-1}} \mathbb{Z}, \]
and $a \in (0, 1)$. The dual lattice $(\Gamma^n_a)^*$ of $\Gamma^n_a$ is
\[ (\Gamma^n_a)^* := \{ \gamma^* \in \mathbb{R}^n : \langle \gamma^*, \gamma \rangle \in \mathbb{Z}, \forall \gamma \in \Gamma \} = \left( \frac{1}{a} \mathbb{Z} \right)^{n-1} \times a^{n-1} \mathbb{Z}. \]

Then all the eigenvalues of $T^n_a$ are \{ $4\pi^2 |\gamma^*|^2$, $\forall \gamma^* \in (\Gamma^n_a)^*$ \} (see e.g. [7, Section II.2], [15, Section 4.E.2]). Listing them monotonically with multiplicity, we have
\[ \lambda_0(T^n_a) = 0, \ \lambda_{2m-1}(T^n_a) = \lambda_{2m}(T^n_a) = 4\pi^2 m^2 a^2 (n-1), \ 1 \leq m \leq \left\lfloor \frac{1}{a^n} \right\rfloor, \]
\[ \lambda_{2\left\lfloor \frac{1}{a^n} \right\rfloor + 1}(T^n_a) = \lambda_{2\left\lfloor \frac{1}{a^n} \right\rfloor + 2}(T^n_a) = 4\pi^2 \frac{1}{a^2}. \]
This example indicates that, for any natural number \( n \geq 2 \), any absolute constant \( C > 0 \), and any number \( \epsilon > 0 \), there exist an \( n \)-dimensional torus \( T^a \) where \( 0 < a < \left((9C)^{1/\epsilon} + 1/2\right)^{-1/n} \), and a natural number \( k = 2\lfloor 1/a^n \rfloor + 1 \), such that
\[
\frac{\lambda_k(T^a)}{\lambda_1(T^a)} = \frac{1}{a^{2n}} \geq \frac{k^2}{9} > Ck^{2-\epsilon}.
\]
This shows the optimality of the order of \( k \) in (1) for manifolds of arbitrary dimension.

It is worth to mention here Weyl’s asymptotic formula (see e.g. [7], [17]). It reads
\[
\lambda_k(M, \mu) \sim c(n) \left( \frac{k}{\mu(M)} \right)^{2/n} \quad \text{as } k \to \infty,
\]
where \( c(n) \) is a constant depending on dimension \( n \). Note further that while \( Cn^2 \) in (2) explodes as the dimension \( n \) increases, the constant in our estimate (1) is fixed and smaller than 641. We would also like to mention Funano and Shioya’s observation that the nonnegativity of Ricci curvature is necessary (see [14, Example 4.9]).

Moreover, our approach is extendable to a very general setting (see Section 4.3). In particular, we have the following result.

**Theorem 1.5.** For any compact finite-dimensional Alexandrov space \( X \) of nonnegative curvature and any natural number \( k \), we have
\[
\lambda_k(X) \leq \left( \frac{16e}{e - 1} \right)^2 k^2 \lambda_1(X).
\]

This verifies a strong version of the Conjecture 1.2 of Funano and Shioya.

### 1.1. An approach via Cheeger constant

We prove Theorem 1.1 by relating \( \lambda_1(M, \mu) \) to \( \lambda_k(M, \mu) \) via the Cheeger constant \( h_1(M, \mu) \).

The first ingredient comes from a recent progress of Kwok et al. [21] in theoretical computer science. In order to justify a well-known eigengap heuristic in the empirical performance of the spectral clustering algorithm, they proved a so-called improved Cheeger inequality for finite graphs. They also indicated a corresponding inequality for closed Riemannian manifolds. But their constant depends on the dimension of the manifold. We prove the following dimension-free inequality for weighted Riemannian manifolds (see Section 3).

**Theorem 1.6.** On a closed weighted Riemannian manifold \( (M, \mu) \), we have for any natural number \( k \),
\[
h_1(M, \mu) \leq 8\sqrt{2k} \frac{\lambda_1(M, \mu)}{\sqrt{\lambda_k(M, \mu)}}.
\]

Note that when \( k = 1 \), (8) reduces to Cheeger inequality [8] with a larger constant. The proof of the improved Cheeger inequality for graphs depends on the fact that all eigenvalues of the normalized graph Laplacian are
bounded from above by 2. This is fortunately not needed in the continuous space case. Comparing with the graph case \( h_1 \leq 10\sqrt{2}(k + 1)\lambda_1/\sqrt{\lambda_k} \) in \([21]\), the constant \( 8\sqrt{2} \) in \([8]\) is smaller. This is mainly due to a special argument valid in the continuous space case (see the Claim in the proof of Lemma 3.3). We also have a higher order version of the inequality \([8]\), see Theorem 3.4.

The second ingredient in the proof of Theorem 1.1 is the following dimension-free Buser inequality \([6]\) due to Ledoux \([22]\).

**Theorem 1.7.** On a closed weighted Riemannian manifold \((M, \mu)\) of non-negative Bakry-Émery Ricci curvature, we have

\[
h_1(M, \mu) \geq e^{-1} \frac{1}{\sqrt{2e}} \sqrt{\lambda_1(M, \mu)}. \tag{9}
\]

We comment that the constant here is larger than \(1/6\) stated in \([22]\) (see the formula (5.8) there). The constant \((e - 1)/\sqrt{2e}\) is obtained by restricting the proof of Lemma 5.1 in \([22]\) to the particular case that Ricci curvature is nonnegative instead of bounded from below by a general number \(-K\), \(K \geq 0\).

Combining Theorems 1.6 and 1.7 leads straightforwardly to a proof of Theorem 1.1.

The geometry and analysis of metric measure spaces, including discrete ones, have been extensively studied in recent years. This topic benefited significantly from analogous ideas and results developed on Riemannian manifolds. Conversely, we see from the proof of Theorem 1.1 that a deeper understanding of discrete spaces can also provide new insights and results on Riemannian manifolds. Moreover, there was recent progress in the spectral theory of Markov operators on general probability spaces based on results for discrete spaces: Miclo \([28]\) confirmed a conjecture of Simon and Høegh-Krohn based on the work of Lee, Oveis Gahran and Trevisan \([23]\) on finite graphs. This direction was further developed in \([32, 25]\).

### 1.2. Applications

Theorem 1.1 has important applications. We use it to improve the higher-order Buser-Ledoux inequality and the higher-order Gromov-Milman inequality established by Funano \([13]\) (see Theorems 4.1 and 4.5 below). The latter inequality relates eigenvalues with the observable diameter introduced by Gromov \([18]\). Actually, the higher-order Gromov-Milman inequality \([33]\) below) obtained here can imply Cheng’s dimension-dependent diameter estimates \([10]\) up to a universal constant.

Theorem 1.1 also implies that the ratio of the \(k\)-th to the first isoperimetric constant (see Definition 2.1) can be bounded by a polynomial function of \(k\), answering part of Question 6.3 in \([13]\).
2. Preliminaries

Let \((M, \mu)\) be a closed weighted Riemannian manifold. The weighted Laplacian \(\Delta_\mu\) is given by

\[
\Delta_\mu := \Delta - \nabla V \cdot \nabla,
\]

where \(\Delta\) is the Laplace-Beltrami operator on \(M\). For its basic spectral theory, we refer to Section 2 of [30]. For any functions \(f \in W^{1,2}(\mu)\), its Rayleigh quotient \(\mathcal{R}(f)\) is defined as

\[
\mathcal{R}(f) := \frac{\int_M |\nabla f(x)|^2 \mu(x)}{\int_M f(x)^2 \mu(x)}.
\]

In the following, we only need to deal with Lipschitz functions as they are dense in \(W^{1,2}(\mu)\).

The Bakry-Émery Ricci curvature tensor (see e.g. [1]) is defined as

\[
\text{Ric}_\mu := \text{Ric} + \text{Hess}V,
\]

where Ric is the usual Ricci curvature tensor on \(M\).

For any Borel subset \(A \subseteq M\), its boundary measure \(\mu^+(A)\) is defined as

\[
\mu^+(A) := \liminf_{r \to 0} \frac{\mu(O_r(A)) - \mu(A)}{r},
\]

where \(O_r(A) := \{x \in M : d(x, a) < r \text{ for some } a \in A\}\) is the open \(r\)-neighborhood of \(A\). For any \(A\) with \(\mu(A) > 0\), we define

\[
\phi(A) := \frac{\mu^+(A)}{\mu(A)}.
\]

Given a nonnegative Lipschitz function \(f : M \to \mathbb{R}_{\geq 0}\), we define \(M_f(t) := \{x \in M : f(x) > t\}\) and \(\phi(f) := \inf_{t \in \mathbb{R}_{\geq 0}} \phi(M_f(t))\).

**Definition 2.1** (Multi-way isoperimetric constants [27, 13]). For a natural number \(k\), the \(k\)-th isoperimetric constant is defined as

\[
h_k(M, \mu) := \inf_{A_0, A_1, \ldots, A_k \text{ non-empty, disjoint}} \max_{0 \leq i \leq k} \phi(A_i),
\]

where the infimum is taken over all collections of \(k + 1\) non-empty, disjoint Borel subsets \(A_0, A_1, \ldots, A_k\) of \(M\) such that for each \(0 \leq i \leq k\), \(\mu(A_i) > 0\).

Note that \(h_k(M, \mu) \leq h_{k+1}(M, \mu)\) and that \(h_1(M, \mu)\) is the classical Cheeger constant.

**Lemma 2.2.** There exist two nonnegative disjointly supported Lipschitz functions \(f_0\) and \(f_1\) such that

\[
\mathcal{R}(f_0) = \mathcal{R}(f_1) = \lambda_1(M, \mu).
\]

**Proof.** Let \(f\) be the eigenfunction corresponding to \(\lambda_1(M, \mu)\), and

\[
f_0(x) := \max\{f(x), 0\}, \quad f_1(x) := \max\{-f(x), 0\}.
\]
Since $\int_M f(x)d\mu(x) = 0$, we know that both $f_0$ and $f_1$ are non-trivial. By definition, we have,

$$\int_M (\nabla f_i, \nabla f_i) d\mu = \lambda_1(M, \mu) \int_M f_i^2 d\mu = \int_M (\nabla f_i, \nabla f_i) d\mu,$$

for $i = 0, 1$.

This shows that $R(f_i) = \lambda_1(M, \mu)$. □

A strong extension of this simple fact is the following lemma. It was first proved in the setting of finite graphs by Lee, Oveis Gharan and Trevisan [23] and extended to Riemannian manifolds in [13, 28].

**Lemma 2.3.** For any natural number $k$, there exist $k + 1$ nonnegative disjointly supported Lipschitz functions $f_0, f_1, \ldots, f_k$ and a numeric constant $C$ such that for each $0 \leq i \leq k$,

$$R(f_i) \leq Ck^6 \lambda_k(M, \mu). \quad (12)$$

The following lemma is a direct corollary of the co-area inequality (Lemma 3.2 in Bobkov and Houdré [3], see also [13]).

**Lemma 2.4.** For any nonnegative Lipschitz function $f$, we have

$$\phi(f) \leq \frac{\int_M |\nabla f(x)|d\mu(x)}{\int_M f(x)d\mu(x)}. \quad (13)$$

**Proof.** It is straightforward to observe

$$\int_M f(x)d\mu(x) = \int_0^\infty \mu(M_f(t))dt. \quad (14)$$

By the co-area inequality, we have

$$\int_0^\infty \mu^+(M_f(t))dt \leq \int_M |\nabla f(x)|d\mu(x). \quad (15)$$

Combining (14) and (15), we obtain

$$\phi(f) \leq \frac{\int_0^\infty \mu^+(M_f(t))dt}{\int_0^\infty \mu(M_f(t))dt} \leq \frac{\int_M |\nabla f(x)|d\mu(x)}{\int_M f(x)d\mu(x)}. \quad □$$

3. **Proof of Theorem 1.6**

In this section, we present an extension of the methods of Kwok et al. [21] developed for finite graphs to prove Theorem 1.6. Particular efforts are made to improve the constant involved. Actually, we prove the following theorem.

**Theorem 3.1.** For any nonnegative Lipschitz function $f : M \to \mathbb{R}$, we have

$$\phi(f) \leq 8\sqrt{2k} \frac{R(f)}{\sqrt{\lambda_k(M, \mu)}}. \quad (16)$$
This theorem is an immediate consequence of the two lemmata below.
Given real values \( t_0, t_1, \ldots, t_k \in \mathbb{R} \), we define a function \( \psi_{t_0, t_1, \ldots, t_k} : \mathbb{R} \to \mathbb{R} \) as follows: for any \( x \in \mathbb{R} \), let
\[
\psi_{t_0, t_1, \ldots, t_k}(x) := \arg \min_{t_i \in \{t_0, t_1, \ldots, t_k\}} |x - t_i|.
\]
That is, \( \psi_{t_0, t_1, \ldots, t_k}(x) \) is the closest value \( t_i \) to \( x \).

Given a nonnegative Lipschitz function \( f \), and a sequence of real values \( 0 = t_0 \leq t_1 \leq \cdots \leq t_{2k} = T := \max_{x \in M} f(x) \), we have a \((2k + 1)\)-step function \( g_k \) defined as
\[
g_k(x) := \psi_{t_0, t_1, \ldots, t_{2k}}(f(x)).
\] These step function approximations of \( f \) share the following property.

**Lemma 3.2.** For any nonnegative Lipschitz function \( f \), and a sequence of real values \( 0 = t_0 \leq t_1 \leq \cdots \leq t_{2k} = T \), we have
\[
\phi(f) \leq 8k \sqrt{\mathcal{R}(f)} \frac{\|f - g_k\|_{L^2(\mu)}}{\|f\|_{L^2(\mu)}}.
\] (18)

**Proof.** We define a function \( \eta : \mathbb{R} \to \mathbb{R} \) as follows:
\[
\eta(x) := |x - \psi_{t_0, t_1, \ldots, t_{2k}}(x)|, \quad \forall x \in \mathbb{R}.
\]
The function \( h : M \to \mathbb{R} \) is then defined as
\[
h(x) := \int_0^f \eta(t)dt, \quad \forall x \in M.
\]
Observe that for any two points \( x, y \in M, h(x) \geq h(y) \) if and only if \( f(x) \geq f(y) \). Hence we obtain \( \phi(h) = \phi(f) \). By Lemma 2.4, we have
\[
\phi(h) \leq \frac{\int_M |\nabla h(x)|d\mu(x)}{\int_M h(x)d\mu(x)}.
\] (19)

We estimate the numerator as
\[
\int_M |\nabla h(x)|d\mu(x) = \int_M \left| \nabla \left( \int_0^f \eta(t)dt \right) \right| d\mu(x)
\]
\[
= \int_M |\nabla f(x)||\eta(f(x))|d\mu(x) \leq ||\nabla f||_{L^2(\mu)} ||f - g_k||_{L^2(\mu)}.
\] (20)

Observe that, for any \( x \in M \), we can find an integer \( i \) such that \( t_i < f(x) \leq t_{i+1} \). Hence, we have
\[
h(x) = \sum_{j=0}^{i-1} \int_{t_j}^{t_{j+1}} \eta(t)dt + \int_{t_i}^{f(x)} \eta(t)dt
\]
\[
\geq \sum_{j=0}^{i-1} \frac{(t_{j+1} - t_j)^2}{4} + \frac{(f(x) - t_i)^2}{4}.
\] (21)
Using the Cauchy-Schwarz inequality, we obtain
\[ f^2(x) = \left( \sum_{j=0}^{i-1} (t_{j+1} - t_j) + (f(x) - t_i) \right)^2 \leq 2k \sum_{j=0}^{i-1} (t_{j+1} - t_j)^2 + 2k(f(x) - t_i)^2. \] \hspace{1cm} (22)

Combining (21) and (22), we conclude that
\[ h(x) \geq \frac{1}{8k} f^2(x), \quad \forall x \in M. \] \hspace{1cm} (23)

Now (20) and (23) together imply (18). \hfill \Box

In fact, one can find the step function approximation of \( f \) with a very controlled behavior.

**Lemma 3.3.** For any nonnegative Lipschitz function \( f : M \rightarrow \mathbb{R} \), there exists a \((2k+1)\)-step approximation \( g_k \) such that
\[ \| f - g_k \|_{L^2(\mu)}^2 \leq \frac{2}{k \lambda_k(M, \mu)} \int_M |\nabla f(x)|^2 d\mu(x). \] \hspace{1cm} (24)

**Proof.** We construct \( t_0, t_1, \ldots, t_{2k} \) inductively. First, set \( t_0 = 0 \). Suppose that we have already fixed the values of \( t_0, t_1, \ldots, t_{i-1} \). Then we find the value of \( t_i \) in the following way. If there exists \( t \geq t_{i-1} \) such that
\[ \hat{\{ x : t_{i-1} < f(x) \leq t \}} |f(x) - \psi_{t_{i-1}, t}(f(x))|^2 d\mu(x) = C_0 := \frac{\int_M |\nabla f(x)|^2 d\mu(x)}{k \lambda_k(M, \mu)}, \] we set \( t_i \) to be the smallest one of such \( t \); otherwise, we set \( t_i = T \).

If \( t_{2k} = T \), then the approximation \( g_k := \psi_{t_0, t_1, \ldots, t_{2k}}(f(x)) \) would satisfy (24) and the proof is completed. It only remains to show that \( t_{2k} < T \) leads to a contradiction.

Assume that \( t_{2k} < T \). Then we can construct \( 2k \) nonnegative disjointly supported Lipschitz functions \( \{ f^i \}_{i=1}^{2k} \) as follows:
\[ f^i(x) := \begin{cases} |f(x) - \psi_{t_{i-1}, t_i}(f(x))|, & \text{if } t_{i-1} < f(x) \leq t_i; \\ 0, & \text{otherwise.} \end{cases} \]

Since we have for any \( x, y \) with \( t_{i-1} < f(x), f(y) \leq t_i \),
\[ ||f(x) - \psi_{t_{i-1}, t_i}(f(x))| - |f(y) - \psi_{t_{i-1}, t_i}(f(y))|| |f(x) - f(y)|, \]
we conclude that
\[ \sum_{i=1}^{2k} \int_M |\nabla f^i(x)|^2 d\mu(x) \leq \int_M |\nabla f(x)|^2 d\mu(x). \] \hspace{1cm} (26)
Observing $\|f^i\|_{L^2(\mu)}^2 = C_0$ by (25), we obtain
\[
\sum_{i=1}^{2k} \mathcal{R}(f^i) \leq \frac{1}{C_0} \int_M |\nabla f(x)|^2 d\mu(x) = k\lambda_k(M, \mu).
\] (27)

The last equality above follows directly from the definition of $C_0$.

**Claim.** We can find $k+1$ functions from $\{f^i\}_{i=1}^{2k}$, denoted by $f^1, \ldots, f^{k+1}$ after relabeling, such that
\[ \mathcal{R}(f^j) < \lambda_k(M, \mu), \quad j = 1, 2, \ldots, k + 1. \]

If this claim were false, then there would exist at least $k$ functions of $\{f^i\}_{i=1}^{2k}$, say $f^{i_1}, \ldots, f^{i_k}$, such that
\[ \mathcal{R}(f^{i_l}) \geq \lambda_k(M, \mu), \quad l = 1, 2, \ldots, k. \]

Together with (27), this would imply that $k$ functions of $\{f^i\}_{i=1}^{2k}$ have vanishing Rayleigh quotients. Hence $f^i$ is a constant function for some $i$. By definition, this can only be the zero function. This contradicts the fact that $f$ is Lipschitz continuous.

Now by the min-max principle (see e.g. [2, III 27]), we have
\[ \lambda_k(M, \mu) \leq \sup_{(\alpha_j) \in \mathbb{R}^{k+1}} \mathcal{R} \left( \sum_{j=1}^{k+1} \alpha_j f^j \right) = \max_{1 \leq j \leq k+1} \mathcal{R}(f^j) < \lambda_k(M, \mu), \] (28)

which is the required contradiction. \qed

**Proof of Theorem 1.6.** We apply Theorem 3.1 to the two functions provided by Lemma 2.2. Recalling the definition 10) for the Cheeger constant $h_1(M, \mu)$, we prove (8). \qed

Employing Lemma 2.3 instead of Lemma 2.2, we arrive at the following extension of Corollary 1 (i) in [21]. It is considered to be an improved version of the higher-order Cheeger inequality in [23, 13, 28].

**Theorem 3.4.** For any closed weighted Riemannian manifold $(M, \mu)$ and any two natural numbers $l, k$, there exists a numeric constant $C > 0$ such that
\[ h_k(M, \mu) \leq C l^6 \frac{\lambda_k(M, \mu)}{\sqrt{\lambda_l(M, \mu)}}. \] (29)

**4. Applications and extensions**

4.1. **Multi-way isoperimetric constants.** Theorem 1.1 has very interesting applications. Combining it with Buser-Ledoux inequality (9), we obtain the following improvement of Funano’s higher-order Buser-Ledoux inequality (Theorem 1.7 in [13]).
**Theorem 4.1.** On a closed Riemannian manifold \((M, \mu)\) of nonnegative Bakry-Émery Ricci curvature, we have for any natural number \(k\)

\[
h_k(M, \mu) \geq h_1(M, \mu) \geq \frac{(e-1)^2}{16\sqrt{2e^2}k} \sqrt{\lambda_k(M, \mu)}.
\]

We remark that the constant above \(\frac{(e-1)^2}{16\sqrt{2e^2}k}\) improves the \(\frac{1}{80k}\) in [13].

**Proof.** The formula (30) follows from

\[
h_k(M, \mu) \geq h_1(M, \mu) \geq \frac{e-1}{\sqrt{2e}} \sqrt{\lambda_1(M, \mu)} \geq \frac{e-1}{\sqrt{2e}} \cdot \frac{e-1}{16ek} \sqrt{\lambda_k(M, \mu)},
\]

where we used monotonicity of \(h_k(M, \mu)\), Theorem 1.7 and Theorem 1.1. □

We obtain the following multi-way isoperimetric constant ratio estimate, which improves Funano’s exponential upper bound (Theorem 1.6 in [13]) to a polynomial bound.

**Theorem 4.2.** There exists a universal numeric constant \(C > 0\) such that if \((M, \mu)\) is a closed weighted Riemannian manifold of nonnegative Bakry-Émery Ricci curvature and \(k\) is a natural number, then we have

\[
h_k(M, \mu) \leq Ck \sqrt{\log(1 + k)} h_1(M, \mu).
\]

**Proof.** We need the following shifted higher-order Cheeger inequality (Theorem 4.1 in \[23\] and Theorem 12 in \[28\])

\[
h_k(M, \mu) \leq C_1 \sqrt{\lambda_{2k}(M, \mu) \log(1 + k)}
\]

with some universal numeric constant \(C_1 > 0\). Combining (32) with Theorem 1.7 and Theorem 1.1 we prove (31). □

**Remark 4.3.** The shifted higher-order Cheeger inequality (32) was proved in finite graph setting by Lee, Oveis Gharan and Trevisan [23]. This was then extended to Riemannian setting via a probability theoretic approximation procedure by Miclo [28]. However, a direct proof of it in Riemannian setting seems to be still unknown (see [13]).

**Remark 4.4.** In the above two results, estimates of the two ratios,

\[
\sqrt{\lambda_k(M, \mu)/h_k(M, \mu)} \quad \text{and} \quad h_k(M, \mu)/h_1(M, \mu),
\]

are improved. However, the author does not know whether they have the optimal order of \(k\) or not (see Question 6.3 in Funano [13]). Observe in Example 1.3 that we have \(h_k(T^k_1) = 2k/L\) (by an argument similar to Proposition 7.3 in [25]). Therefore for this example, the first ratio is of order 0 and the second is of order 1 in \(k\).
4.2. **Observable diameter.** Observable diameter with parameter $\kappa > 0$ is an important concept introduced by Gromov [18]. For $(M, \mu)$, the partial diameter $\text{diam}(\mu; 1 - \kappa)$ is defined as the infimum of the diameter of $A$ over all Borel subsets $A \subseteq M$ with $\mu(A) \geq 1 - \kappa$. The observable diameter is then defined as

$$\text{ObsDiam}((M, \mu); -\kappa) := \sup \{ \text{diam}(f_*\mu; 1 - \kappa) \},$$

where the supremum is taken over all 1-Lipschitz functions $f : M \to \mathbb{R}$. This constant is important for characterizing measure concentration phenomena. Funano [13] obtained the following version of the Gromov-Milman [19] inequality:

$$\text{ObsDiam}((M, \mu); -\kappa) \leq \frac{6}{\sqrt{\lambda_1(M, \mu)}} \log \frac{2}{\kappa}. \tag{33}$$

Combining (33) with Theorem 1.1 provides the following result, which can be considered as a dimension-free Cheng’s inequality.

**Theorem 4.5.** For any closed weighted Riemannian manifold $(M, \mu)$ of nonnegative Bakry-Émery Ricci curvature and any natural number $k$, we have

$$\text{ObsDiam}((M, \mu); -\kappa) \leq \frac{152k}{\sqrt{\lambda_k(M, \mu)}} \log \frac{2}{\kappa}. \tag{34}$$

Note that $152k$ here improves the constant $e^{ck}$ in Corollary 1.3 of [13]. Recall that assuming nonnegativity of Ricci curvature, Cheng (Corollary 2.2 in [10]) proved

$$\text{diam}(M) \leq \frac{\sqrt{2n(n + 4)}k}{\sqrt{\lambda_k(M)}}, \tag{35}$$

for any natural number $k$, where $n$ is the dimension of $M$. Kei Funano pointed out to us that (34) implies (35) up to a universal constant, using the equivalence of observable diameter and separation distance (see e.g. Lemma 5.6 in [13]) and an argument of Chung, Grigor’yan and Yau (see (3.15) in [11]). Observe that one can not expect an exact dimension-free version of (35) in view of the example of unit spheres $\{S^n\}_{n=1}^\infty$. Actually, we have $\lambda_1(S^n) = n [19].$

4.3. **Extensions to Alexandrov spaces.** An Alexandrov space $(X, d)$ of curvature bounded from below is a complete geodesic metric space which satisfies locally the Toponogov triangle comparison theorem for sectional curvature. The Hausdorff dimension of an Alexandrov space is an integer or infinity. See [4, 5, 29] for more details about Alexandrov geometry. In this subsection we consider a compact $n$-dimensional Alexandrov space $X$ equipped with the $n$-dimensional Hausdorff measure $\mathcal{H}^n$. A detailed review of the Sobolev space $W^{1,2}(\mathcal{H}^n)$ of an Alexandrov space can be found in [16, Section 2]. Note that the set of Lipschitz functions is dense in $W^{1,2}(\mathcal{H}^n)$ (see
For a Lipschitz function $f : X \to \mathbb{R}$, the weak gradient vector $\nabla f(x)$ satisfies
\[
\sqrt{\langle \nabla f(x), \nabla f(x) \rangle} = \limsup_{y \to x} \frac{|f(x) - f(y)|}{d(x, y)}, \text{ a.e. } x. \tag{36}
\]
(See [20] for precise definitions of the weak gradient vector and the inner product $\langle \cdot, \cdot \rangle$.) The Dirichlet energy is defined as
\[
\mathcal{E}(f, g) := \int_X \langle \nabla f, \nabla g \rangle d\mathcal{H}^n, \text{ for } f, g \in W^{1,2}(\mathcal{H}^n).
\]
This definition coincides with Cheeger’s energy functional [9] in terms of minimal generalized upper gradient.

The spectral theory of the Laplacian $\Delta_X$ associated to $(\mathcal{E}, W^{1,2}(\mathcal{H}^n))$ on an Alexandrov space was studied in [20]. In particular, $\Delta_X$ has discrete spectrum consisting of eigenvalues
\[
0 = \lambda_1(X) < \lambda_2(X) \leq \cdots \leq \lambda_k(X) \leq \cdots \nearrow \infty
\]
with finite multiplicity. Moreover, the corresponding eigenfunctions are Lipschitz continuous (Theorem 4.4 of [16]). The min-max principle we used in [28] generalizes to the setting of Alexandrov spaces via a standard argument.

Note that the co-area inequality of Bobkov and Houdré [3] holds in a general metric measure space where the measure is not atomic, and the modulus of a function’s gradient there coincides with (36). Bearing in mind those facts mentioned above, we see that Theorem 1.6 extends readily to a compact finite-dimensional Alexandrov space of curvature bounded from below.

As pointed out by Funano (Remark 4.5 in [13]), employing the Bakry-Émery type gradient estimate for the heat kernel on an Alexandrov space due to Gigli, Kuwada and Ohta [16], we conclude that Theorem 1.7 holds also on a compact finite-dimensional Alexandrov space of nonnegative curvature. This then confirms Theorem 1.5 in the setting of Alexandrov spaces.

We remark that Theorem 1.5 is still valid for a weighted Alexandrov space satisfying $CD(0, \infty)$ in the sense of Lott-Sturm-Villani [26, 31], since Gigli-Kuwada-Ohta gradient estimate extends to this setting (see [16]).
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