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Abstract

The aim of text classification is to classify the text documents into a set of predefined categories. But the complexity of natural languages, high dimensional feature space and low quality of feature selection become the main problem for text classification process. Hence, in order strengthen the classification technique, selection of important features, and consequently removing the unimportant ones is the need of the day. The Paper proposes an approach called Commonality-Rarity Score Computation (CRSC) for selecting top features of a corpus and highlights the importance of ML-ELM feature space in the domain of text classification. Experimental results on two benchmark datasets signify the prominence of the proposed approach compared to other established approaches.
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1 Introduction

With the increase in number of documents on the Web, it has become increasingly important to reduce the noisy and redundant features which can reduce the training time and hence increase the performance of the classifier during text classification. Large number of features, produces feature vector with very high dimensionality and hence, different methods to reduce the dimension can be used such as Singular Value Decomposition (SVD) (Golub and Reinsch, 1970), Wavelet Analysis (Lee and Yamamoto, ), Principle Component Analysis (PCA) (Bajwa et al., 2009) etc. The algorithms used for feature selection are broadly classified into three categories: filters, wrapper and embedded methods. Filter methods use the properties of the dataset to select the features without using any specific algorithm (Kira and Rendell, 1992), and hence preferred over wrapper methods. Most filter methods give a ranking of the best features rather than one single set of best features. Wrapper methods use a pre-decided learning algorithm i.e. a classifier to evaluate the features and hence computationally expensive (Kohavi and John, 1997). Also, they have a higher possibility of overfitting than filter methods. Hence, large scale problems like text categorization mostly do not use wrapper methods (Forman, 2003). Embedded methods tend to combine the advantages of both the aforementioned methods. The computational complexity of the embedded methods, thus, lies in between that of the filters and the wrappers. Ample research work has already been done in this domain (Qiu et al., 2011)(Lee and Kim, 2015)(Meng et al., 2011)(Novovičová et al., 2007)(Yang et al., 2011)(Aghdam et al., 2009)(Thangamani and Thangaraj, 2010)(Azam and Yao, 2012)(Liu et al., 2005).

Selection of a good classifier plays a vital role in the text classification process. Many of the traditional classifiers have their own limitations while solving any complex problems. On the other hand, Extreme Learning Machine (ELM) is able to approximate any complex non-linear mappings directly from the training samples (Huang et al., 2006b). Hence, ELM has a better universal approximation capability than conventional neural networks based classifiers. Also, quick learning speed, ability to manage huge volume of data, requirement of less human intervention, good generalization capability, easy implementation etc. are some of the salient features which make ELM more popular compared to other traditional classifiers. Recently developed Multilayer ELM which is based on the architecture of deep learning is an extension of ELM and have more than one hidden layer.
In this paper, we propose an approach for feature selection called Commonality-Rarity Score Computation (CRSC) by means of three parameters (Alpha (measures weighted commonality), Beta (measures extent of occurrence of a term) and Gamma (average weight of term per document)), computes the score of a term in order to rank them based on their relevance. The top m% features are selected for text classification. The proposed approach is compared with traditional feature selections techniques such as Chi-Square (Manning and Raghavan, 2008), Bi-normal separation (BNS) (Forman, 2003), Information Gain (IG) (Yang and Pedersen, 1997) and GINI (Shang et al., 2007). Empirical results on 20-Newsgroups and Reuters datasets show the effectiveness of the proposed approach compared to other feature selection techniques.

The paper is outlined as follows: Section 2 discussed the architecture of ELM, ML-ELM and ML-ELM extended feature space. The proposed approach is described in Section 3. Section 4 covers the experimental work and finally, the paper is concluded in Section 5.

2 Background

2.1 ELM in Brief

Given an input feature vector \( x \) of \( N \) documents and \( L \) hidden neurons, the output function of ELM for one node (Huang et al., 2006b) is

\[
y(x) = h(x)\beta = \sum_{i=1}^{L} \beta_i h_i(x) \tag{1}
\]

Here, \( h_i(x) \leftarrow g(w_i x_j + b_i), \forall j \in N \),
\( w_i \leftarrow \) input weight vector,
\( b_i \leftarrow i^{th} \) hidden node biases,
\( \beta \leftarrow \) the output weight vector between the hidden and output layer nodes.

The input feature vector and biases of the hidden layer nodes are selected randomly. The activation function \( g(x) \) maps the input feature vector to an \( L \) dimensional hidden layer space called ELM feature space (Figure 2). The reduced form of equation 1 where \( Y \) and \( H \) output and hidden layer matrix, respectively can be written as

\[
H\beta = Y \tag{2}
\]

2.2 Brief on Multilayer ELM

Multilayer ELM suggested by (Kasun et al., 2013) is based on the architecture of deep learning and is shown in the Figure 1. It combines both ELM and ELM-autoencoder (ELM-AE) together, and hence contains all features of ELM.

![Figure 1: Architecture of Multi-layer ELM](image)

The design and architecture of ELM-AE is same as ELM except few differences are exist between them such as

1. In ELM, input weights and biases of hidden layer are randomly assigned where as in ELM-AE, both are orthogonal i.e.

\[
w^T \cdot w = I \quad \text{and} \quad b^T \cdot b = 1
\]

2. ELM is supervised in nature where the output is class labels. But ELM-AE is unsupervised in nature and the output is same as the input.

3. Computing \( \beta \) in ELM-AE is different than ELM and can be done using the following equations depending on the relationship between \( n \) and \( L \).

   i. Compress representation \( (n > L) \):

\[
\beta = (I + H^T H)^{-1} H^T X \tag{3}
\]

   where, \( C \) is is scaling parameter used to adjusts the structural and experiential risk.

   ii. Dimension of equal length \( (n = L) \):

\[
\beta = H^{-1} X \tag{4}
\]

   iii. Sparse representation \( (n < L) \):

\[
\beta = H^T (\frac{I}{C} + HH^T)^{-1} X \tag{5}
\]
According to (Huang et al., 2006a)(Huang et al., 2012), by increasing the number of nodes in the hidden layer compared to the input layer, the input feature vector become much simpler and thus linear separable in the extended space. Multilayer ELM uses the properties of ELM feature mapping and thus classify the features in a better manner which enhance its performance compared to other traditional classifiers.

The following equation is used to pass the data from one layer to another till it reaches the $(n-1)^{th}$ hidden layer.

$$H^n = g((\beta^n)^T H^{n-1}) \quad (6)$$

At the end, the final output matrix is generated by using the regularized least squares technique in order to calculate the results between the output and $(n-1)^{th}$ hidden layer.

In order to apply these properties to a mathematical definition of relevance, we propose three parameters, whose combination would provide a score to each term. If the score of a term would be higher then its relevance is higher. The parameters mentioned above are alpha ($\alpha(t)$), beta ($\beta(t)$) and gamma ($\gamma(t)$), each of which will be considered in detail in the next section.

### 3.1 Alpha

The parameter alpha ($\alpha(t)$), is a mathematical representation of the weighted commonality of the term $t$ and is defined as

$$\alpha(t) = \left(\frac{1}{idf} \ast y\right) + \left(idf \ast (1-y)\right) \quad (7)$$

where,

$$y = \frac{a}{N}$$

and

$$\overline{idf} = \frac{\sum_{t} idf(t)}{N}$$

Here, ‘$a$’ represents the number of documents with the term $t$ and $N$ represents total number of documents in the corpus. The IDF of a term indicates the rarity of the term in the corpus.

$$IDF(t) = 1 + \log_{10}\left(\frac{N}{a}\right)$$

The average IDF ($\overline{idf}$) denotes the average rarity of the corpus.

Since we are weighting $y$ by $1/\overline{idf}$, $y$ can be seen as being weighted by the commonality constant of the corpus. Therefore the term $1/\overline{idf} \ast y$ increases the value of $\alpha(t)$ iff the term $t$ is common and the average commonality of the terms in the corpus is high. Similarly, the term $(1-y)$, which indicates the fraction of documents in the corpus without the term $t$, is weighted by the rarity constant $1/\overline{idf}$. Therefore the term $1/\overline{idf} \ast (1-y)$ increases
the value of $\alpha(t)$ iff the term $t$ is rare and the average rarity of the terms in the corpus is high. Thus, the equation for $\alpha(t)$ provides a method to compute a commonality-rarity of a term in the corpus. Since $idf$ of a term is always greater than 1, therefore, $idf$ will be more than 1. Also, if a term is very rare, it’s $(1-y)$ value will be high which makes the value of $\alpha(t)$ for that term as high. Hence, rare terms tend to have higher values for $\alpha(t)$. This feature is used to filter the unimportant terms, as explained in section 3.4.

### 3.2 Beta

The parameter beta ($\beta(t)$), is a mathematical representation of the frequency of appearance of the term $t$ in the documents and can be given by

$$\beta(t) = y_1(t) + y_2^2(t) + y_3^3(t) + ...$$

where

$$y_i(t) = \frac{a_i}{N}$$

where $a_i \leftarrow$ number of documents where frequency of $t \geq i$. The term $\beta(t)$ therefore provides information regarding the prevalence of the term $t$ in the corpus by considering the fraction of documents containing the term $t$ and also taking into account the frequency of appearance of the term in each document. Terms which appear frequently in several documents will have a higher beta value. Also, the contribution of $y_i$ to $\beta(t)$ decreases with increasing value of $i$. Therefore, very high frequency of occurrence of a term $t$ in a particular document does not significantly increase its $\beta(t)$. This is done mathematically by giving each $y_i$ as an exponent $i$.

### 3.3 Gamma

Gamma ($\gamma(t)$) is obtained by summing over all documents $d$ in the corpus of $\gamma(t,d)$ and can be written as

$$\gamma(t,d) = \frac{TF(t,d)}{\text{maximum TF in } d}$$

$\gamma(t,d)$ gives an indication of the relative weight of the term $t$ in the document $d$, by comparing the frequency of the term $t$ to the highest frequency term in $d$. $\gamma(t)$ quantitatively denotes the average weighted frequency of the term per document in the corpus.

### 3.4 Score

Finally, using the above three parameters, a total score is assigned to each term in the corpus as an indication of its relevance. The score of a term $t$ is given by

$$score(t) = \beta(t) \times \min(\gamma(t), 1/\gamma(t)) - \alpha(t)$$

A higher value of score($t$) indicates a higher relevance of the term $t$ to the corpus. As elaborated previously, $\beta(t)$ indicates the overall frequency of a term in the corpus, and the term $\gamma(t)$ indicates the average frequency of the term in each document in the corpus. A high value for $\beta(t)$ indicates that very frequently $t$ is present in most of the documents, whereas a high value for $\gamma(t)$ suggests that the term $t$ is frequent in those documents where it is present, and therefore a good discriminator for the same. For a term $t$ to be a good differentiator among documents, not only must it be frequent in the corpus, but it must also be important for differentiating between documents. For this, $\gamma(t)$ should necessarily not be very low for a term, which is to be selected as part of the reduced feature space to classify the documents. However, a direct product of $\beta(t)$ and $\gamma(t)$ can result in common terms that appear in almost all documents given very high scores, despite them not being relevant per our earlier definition. In order to eliminate such terms, we instead use a product of $\beta(t)$ and the minimum of $\gamma(t)$ and $1/\gamma(t)$. With this product, terms which are very frequent, and as a result have a high value for $\beta(t)$, will result in the $\beta(t)$ value being divided by their equally large $\gamma(t)$ value, reducing their score, and preventing such terms being considered as important. The term $\alpha(t)$, which takes high values for rare terms, is subtracted from the previous product to produce the score. This eliminates those terms that are very rare from being considered as important.

The formula for score therefore eliminates terms that are both very frequent and very rare, leaving behind only those terms that are moderately rare, sufficiently good document level discriminators and sufficiently frequent in the documents in which they appear. score($t$) therefore provides an accurate mathematical representation of the definition of relevant stated earlier, and helps to select relevant terms based on their commonality-rarity both at the document and cor-
3.5 Algorithm

Proposed approach of CRSC is discussed below.

Step 1. **Documents pre-processing and vector representation:**

The documents \( d = \{d_1, d_2, ..., d_m\} \) of all classes of a corpus are collected and preprocessed by using a pre-processing algorithm. Then, all the documents are converted into vectors using the formal Vector Space Model (VSM) (Salton et al., 1975).

Step 2. **Formation of clusters:**

Traditional \( k \)-means clustering algorithm (Hartigan and Wong, 1979) is run on the corpus to generates \( k \) term-document clusters, \( td_i, i = 1, ..., k \).

Step 3. **Important features selection:**

Now, for each term \( t \in td_i \), \( \alpha(t) \), \( \beta(t) \) and \( \gamma(t) \) are calculated and then the total score using equation 10 is computed.

Step 4. **Training ML-ELM and other conventional classifiers:**

Based on the total score, all the terms of a cluster are ranked and top \( m\% \) terms from each cluster are selected which constitute the training feature vector.

4 Experimental Analysis

20-Newsgroups\(^1\) and Reuters\(^2\) datasets are used for experimental purpose. The classifiers which are used for comparison purpose are Support Vector Machine (LinearSVC), Decision Tree (DT), SVM linear kernel (LinearSVM), Gaussian Naive Bayes (GNB), Random Forest (RF), Nearest Centroid (NC), Adaboost, Multinomial Naive-Bayes (M-NB) and ELM. In all the tables bold indicates the highest F-measure obtained by CRSC using the corresponding classifier. The algorithm was tested on hidden layer nodes of different size both for ELM and ML-ELM and the best results are obtained when the number of nodes of hidden layer are more than the nodes in the input layer. In the \( k \)-means clustering, \( k \) (the number of clusters) was set as 8 (decided empirically) for both the datasets. The following parameters are used to measure the performance.

\[ P = \frac{(\text{relevant documents}) \cap (\text{retrieved documents})}{\text{retrieved documents}} \]

\[ R = \frac{(\text{relevant documents}) \cap (\text{retrieved documents})}{\text{relevant documents}} \]

\[ F = \frac{2 (P \times R)}{(P + R)} \]

4.1 20-Newsgroups Dataset

20-Newsgroups is a very popular machine learning dataset generally used for text classification and having 7 different categories. For experimental purpose, approximately 11300 documents are used for training and 7500 for testing. The results can be summarized as follows:

- **top 1% features:** CRSC using ML-ELM and Multinomial naive-bayes has obtained the best results. Classifier wise, ML-ELM generates the maximum average F-measure for CRSC (Table 1).

- **top 5% features:** ML-ELM and LinearSVM generate the best results. Classifier wise, maximum average F-measure is obtained using ML-ELM (Table 2).

- **top 10% features:** CRSC has obtained best results using ML-ELM and Random Forest. Classifier wise CRSC obtained the highest average F-measure of 0.9602 using ML-ELM (Table 3).

\[^1\]http://qwone.com/~jason/20Newsgroups/
\[^2\]www.daviddlewiss.com/resources/testcollections/reuters/

| Classifier       | CHI2 | BNS | IG  | GINI | CRSC |
|------------------|------|-----|-----|------|------|
| Linear SVC       | 0.8812 | 0.8616 | 0.8636 | 0.8794 | 0.8651 |
| Linear SVM       | 0.8525 | 0.8596 | 0.8915 | 0.8945 | 0.8842 |
| NC               | 0.8458 | 0.8278 | 0.8338 | 0.8516 | 0.8222 |
| Gaussian-NB      | 0.8726 | 0.8530 | 0.8599 | 0.8651 | 0.8078 |
| M-NB             | 0.8532 | 0.8286 | 0.8279 | 0.8479 | 0.8766 |
| Adaboost         | 0.8632 | 0.8731 | 0.8738 | 0.8747 | 0.8634 |
| Decision Tree    | 0.8499 | 0.8484 | 0.8490 | 0.8324 | 0.8458 |
| Random Forest    | 0.8867 | 0.8660 | 0.8764 | 0.8723 | 0.8676 |
| ELM              | 0.9070 | 0.9023 | 0.8951 | 0.9066 | 0.9080 |
| ML-ELM           | 0.9261 | 0.9143 | 0.9123 | 0.9233 | 0.9262 |
Table 2: F-measure on top 5% features (20-NG)

| Classifier   | CHI2 | BNS  | IG   | GINI | CRSC |
|--------------|------|------|------|------|------|
| LinearSVC    | 0.9246 | 0.9187 | 0.9181 | 0.9315 | 0.9235 |
| LinearSVM    | 0.9337 | 0.9241 | 0.9279 | 0.9337 | 0.9359 |
| NC           | 0.8895 | 0.8756 | 0.8848 | 0.8859 | 0.8690 |
| Gaussian-NB  | 0.9257 | 0.8787 | 0.8925 | 0.9187 | 0.8515 |
| M-NB         | 0.9212 | 0.8914 | 0.9060 | 0.9151 | 0.8819 |
| AdaBoost     | 0.8876 | 0.8736 | 0.8526 | 0.8613 | 0.8682 |
| Decision Tree| 0.8499 | 0.8527 | 0.8481 | 0.8476 | 0.8461 |
| Random Forest| 0.8942 | 0.8702 | 0.8922 | 0.8842 | 0.8771 |
| ELM          | 0.9287 | 0.9286 | 0.9266 | 0.9358 | 0.9374 |
| ML-ELM       | 0.9345 | 0.9432 | 0.9378 | 0.9452 | 0.9450 |

Table 3: F-measure on top 10% features (20-NG)

| Classifier   | CHI2 | BNS  | IG   | GINI | CRSC |
|--------------|------|------|------|------|------|
| LinearSVC    | 0.8974 | 0.9273 | 0.9568 | 0.9437 | 0.9392 |
| LinearSVM    | 0.9428 | 0.9355 | 0.9364 | 0.9465 | 0.9353 |
| NC           | 0.8947 | 0.888 | 0.8868 | 0.8951 | 0.8858 |
| Gaussian-NB  | 0.9297 | 0.9011 | 0.9235 | 0.9293 | 0.8613 |
| M-NB         | 0.9282 | 0.9134 | 0.9227 | 0.9273 | 0.9093 |
| AdaBoost     | 0.8727 | 0.8526 | 0.8534 | 0.8625 | 0.8568 |
| Decision Tree| 0.8557 | 0.8392 | 0.8560 | 0.8491 | 0.8464 |
| Random Forest| 0.8829 | 0.8825 | 0.8740 | 0.8827 | 0.8857 |
| ELM          | 0.9467 | 0.9388 | 0.9257 | 0.9484 | 0.9596 |
| ML-ELM       | 0.9515 | 0.9422 | 0.9567 | 0.9521 | 0.9602 |

Table 4: F-measure on top 1% features (20-NG)

| Classifier   | CHI2 | BNS  | IG   | GINI | CRSC |
|--------------|------|------|------|------|------|
| LinearSVC    | 0.8767 | 0.8974 | 0.9212 | 0.9385 | 0.9398 |
| LinearSVM    | 0.9548 | 0.9598 | 0.9689 | 0.9581 | 0.9578 |
| NC           | 0.8355 | 0.8332 | 0.8326 | 0.8354 | 0.8351 |
| Gaussian-NB  | 0.7852 | 0.8372 | 0.8248 | 0.8019 | 0.7814 |
| M-NB         | 0.8907 | 0.8955 | 0.8981 | 0.8997 | 0.8769 |
| AdaBoost     | 0.6270 | 0.6387 | 0.6248 | 0.6342 | 0.6432 |
| Decision Tree| 0.8955 | 0.8885 | 0.8968 | 0.8894 | 0.9065 |
| Random Forest| 0.9090 | 0.9069 | 0.9090 | 0.9090 | 0.9090 |
| ELM          | 0.9472 | 0.9489 | 0.9477 | 0.9432 | 0.9588 |
| ML-ELM       | 0.9566 | 0.9654 | 0.9645 | 0.9678 | 0.9598 |

4.2 Reuters Dataset

Reuters is a widely used dataset, predominantly utilized for text mining. It has 5485 training documents and 2189 testing documents classified into 8 classes, where all class documents are considered for evaluation. Out of 17512 features from all documents, 12345 features are considered for training. The results are summarized as follows:

- **top 1% features**: CRSC using AdaBoost has obtained the best results. Classifier wise, LinearSVM generates the maximum average F-measure for CRSC (Table 4).

- **top 5% features**: AdaBoost and ML-ELM generate the best results. Classifier wise, maximum average F-measure is obtained using ML-ELM (Table 5).

- **top 10% features**: CRSC has obtained the best results using ML-ELM and AdaBoost. Classifier wise CRSC obtained the highest average F-measure of 0.9598 using ML-ELM (Table 6).

4.3 Discussion

Figure 3 - 5 show the performance comparison of different classifiers on top m% features using CRSC feature selection technique. Comparison of ELM with other traditional classifiers on CRSC are shown in Table 7. It is evident from all the results that ML-ELM outperforms other well known classifiers.

5 Conclusion

The paper proposed a new feature selection technique called CRSC, where three parameters (Alpha, Beta and Gamma) are computed for each term of a document. Finally, a score for each term is calculated using these three parameters values. Then the terms are ranked in each cluster based on the assigned scores and top m% features are selected as the important features which are used to train the classifiers. 20-Newsgroups and Reuters datasets are used for experimental purpose. Empirical results show that CRSC is either better or comparable with the traditional feature selection techniques.
techniques. The results obtained by ML-ELM which uses the ELM feature mapping technique by which makes the features linearly separable in the extended space, dominated all other state-of-the-art classifiers.
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