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Abstract—We address the problem of linear precoder (beamformer) design in a multiple-input multiple-output interference channel (MIMO-IC). The aim is to design the transmit covariance matrices in order to achieve max-min utility fairness for all users. The corresponding optimization problem is non-convex and NP-hard in general. We devise an efficient algorithm based on the minorization-maximization (MM) technique to obtain quality solutions to this problem. The proposed method solves a second-order cone convex program (SOCP) at each iteration. We prove that the devised method converges to stationary points of the problem. We also extend our algorithm to the case where there are uncertainties in the noise covariance matrices or channel state information (CSI). Simulation results show the effectiveness of the proposed method compared with its main competitor.
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I. INTRODUCTION

We consider the linear precoder design problem in a MIMO interference channel in which a set of transmitter-receiver pairs communicate over a shared (time or frequency) resource. The precoder matrices can be designed to improve the network performance from a sum rate or minimum rate (max-min fairness) point of view [1]–[17].

The problem of linear transceiver design under the max-min fairness criterion has been widely studied in the literature [11]–[17]. In [11] and [12], the power control problem under a max-min signal-to-interference-plus-noise ratio (SINR) criterion has been studied and performance bounds for power control algorithms have been obtained. The problem of designing the transmitter precoder that maximizes the minimum rate of users in a multiple-input single-output (MISO) network is also studied in [3]–[6]. The authors of [6] maximized the worst case SINR subject to a power constraint on the design precoder matrices in a MIMO-IC and showed this problem can be solved using standard conic optimization packages. The authors of [13] considered the max-min fairness precoder design in a single-input multiple-output (SIMO) IC and showed that this problem can be solved in polynomial time. In [8], the authors recast the max-min fairness problem in MIMO-IC as the problem of finding the globally optimal transceiver that maximizes the minimum SINR among all users. They showed that when each transmitter (receiver) is equipped with more than one antenna and each receiver (transmitter) is equipped with more than two antennas, the problem is strongly NP-hard. To deal with the problem they proposed two algorithms which decompose the original NP-hard problem into a series of convex subproblems. The authors of [17] further showed that the max-min fairness problem in MIMO-IC is strongly NP-hard when each transmitter and receiver is equipped with more than one antenna. In [9] and [10], the authors considered the problem of linear precoder design for MIMO-IC under a max-min fairness criterion and showed that when there are at least two antennas at each transmitter and receiver, the problem belongs to a class of NP-hard problems. They proposed an algorithm that computes an approximate solution to the original problem. Note that in the aforementioned works, the precoder matrices are designed for the cases in which the number of symbols in a stream is assumed to be a priori known.

The precoder design for achieving max-min rate fairness among users in MIMO-IC leads to a non-convex and, in general, NP-hard problem. Some works [9] [10] address and tackle this design problem by using block coordinate descent as an optimization technique. At the same time, minorization-maximization (MM) a general iterative optimization technique which is often quiet stable and shown to be difficult to be outperformed [19] [20] [21], has recently been successfully employed to deal with several non-convex problems in com-
We design the transmit covariance matrices (the number of transmitted symbols is not necessarily given) under a max-min fairness criterion for systems using the conventional linear minimum mean square error (LMMSE) receivers. We propose an efficient algorithm based on the MM technique to obtain quality solutions to this design problem.

We prove that the obtained solutions are stationary points of the problem. This result is obtained as a corollary of a general theorem that can be used to analyze the convergence of MM algorithms for an entire class of maximin optimization problems.

We also extend our algorithm to the practical cases where there are uncertainties in the noise covariance matrices or in the CSI.

The rest of the paper is organized as follows. The signal and system model along with the associated max-min precoder covariance design problem are described in Section II. The proposed method for designing the precoder covariances as well as the precoder matrices under the max-min fairness criterion is derived in Section III. This section also includes a convergence analysis of the proposed method. Precoder design under noise covariance uncertainty and imperfect CSI is considered in Section IV. Numerical results are provided in Section V and, finally, conclusions are drawn in Section VI.

Table I summarizes the notation used throughout this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider $N$ transmit-receive pairs communicating over a MIMO interference channel as shown in Fig. 1. We assume that the $i$th transmitter and the $j$th receiver are equipped with $M_i$ and $L_j$ antennas, respectively. The $i$th transmitter uses the linear precoder matrix $V_i \in \mathbb{C}^{M_i \times d_i}$ to convert the symbol stream $s_i \in \mathbb{C}^{d_i \times 1}$ (consisting of $d_i$ independent data symbols) into the vector $d_i = V_is_i$ (1) and sends it over flat fading channels. The received signal at the $i$th receiver is given by:

$$y_i = H_{ii}d_i + \sum_{j \neq i} H_{ji}d_j + n_i \tag{2}$$

where $H_{ii} \in \mathbb{C}^{L_i \times M_j}$ denotes the channel matrix between the $j$th transmitter and the $i$th receiver. Also, $n_i \in \mathbb{C}^{L_i \times 1}$ is the circularly symmetric complex Gaussian (CSCG) noise at the $i$th receiver with zero mean and covariance matrix $\Gamma_i \in \mathbb{S}_{++}^{L_i}$. The $i$th receiver uses the linear decoder matrix $W_i \in \mathbb{C}^{d_i \times L_i}$ to obtain $\hat{s}_i \in \mathbb{C}^{d_i \times 1}$ which is an estimate of the transmitted vector $s_i$:

$$\hat{s}_i = V_iy_i = W_iH_{ii}V_is_i + W_i\sum_{j \neq i} H_{ji}V_js_j + W_in_i \tag{3}$$

Assuming the symbol stream $s_i$ is a Gaussian random vector with zero mean and covariance matrix $I_{d_i}$, the rate of the $i$th user is given by [23]:

$$R_i = \log \det \left( I_{d_i} + W_iH_{ii}V_iV_i^H H_{ii}^H W_i^H (W_iC_\gamma W_i^H)^{-1} \right) \tag{4}$$

with $C_\gamma$ being the interference plus noise covariance matrix defined as

$$C_\gamma = \Gamma_i + \sum_{j \neq i} H_{ji}V_jV_j^H H_{ji}^H \tag{5}$$

Employing the conventional LMMSE decoder at the receivers means that the $i$th decoder matrix is given by

$$W_i^\text{LMMSE} = V_iH_{ii}^{-1} \left( \sum_{j=1}^{N} H_{ji}V_jV_j^H H_{ji}^H + \Gamma_i \right)^{-1} \tag{6}$$

By substituting (6) into (4), it can be verified that (for completeness we include a proof of (6) and (7) in Appendix A):

$$R_i = \log \det \left( I_{d_i} + V_iH_{ii}^H \left[ \Gamma_i + \sum_{j \neq i} H_{ji}V_jV_j^H H_{ji}^H \right]^{-1} H_{ii}V_i \right) \tag{7}$$

Remark 1. The system model and the proposed design methodology in this paper can be extended to the MIMO interference broadcast channel (MIMO-IBC) (see Appendix B for details on the MIMO-IBC case).

Remark 2. Interestingly, using the decoder $W_i' = V_iH_{ii}^H C_\gamma^{-1}$, see (5), leads to the same rate as the LMMSE, see (7). Furthermore, the matrix $W_i'$ maximizes the rate in (4). To see this, use standard properties of Schur complement to verify that the inequality

$$V_i^H H_{ii}^{-1} W_i' (W_iC_\gamma W_i^H)^{-1} W_iH_{ii}V_i \leq V_i^H H_{ii}^H C_\gamma^{-1} H_{ii}V_i$$

(8)
is equivalent to the positive semi-definiteness of the matrix:

$$
\Phi_i = \begin{bmatrix}
V_i^H H_i^H C_i^{-1} H_i V_i & V_i^H H_i^H W_i \\
W_i V_i & W_i C_i W_i^H
\end{bmatrix}.
$$

(9)

Now, observe that the matrix $\Phi_i$ above indeed is in $S_{++}^d$, because it can be decomposed as $\Phi_i = \Theta_i \Theta_i^H$ with

$$
\Theta_i = \begin{bmatrix}
V_i^H H_i^H & 0 \\
0 & W_i
\end{bmatrix} \begin{bmatrix}
C_i^{-1/2} \\
C_i^{-1/2}
\end{bmatrix}
$$

(10)

Therefore, (8) holds true. Moreover, it can be verified that by substituting $W_i = W_i' = V_i^H H_i^H C_i^{-1}$ in (8), the left-hand side becomes $V_i^H H_i^H C_i^{-1} H_i V_i$ which is equal to the right-hand side. Therefore, $W_i'$ maximizes the rate in (4). Because the LMMSE decoder in (6) and $W_i$ yield the same rate, we conclude that the LMMSE decoder maximizes the rate as well.

Note that the optimality of this decoder for mean square error minimization has been addressed in [10], [24] (see also [25]).

Using Sylvester's determinant property, i.e. $\det(I + AB) = \det(I + BA)$, the rate $R_i$ in (7) can be rewritten as

$$
R_i = \log \det \left( I_{\kappa} + H_i Q_i H_i^H \left( \Gamma_i + \sum_{j \neq i} H_j Q_j H_j^H \right)^{-1} \right)
$$

(11)

where $Q_i \triangleq V_i V_i^H \in \mathbf{C}^{M_i \times M_i}, i = 1, \ldots, N$, are the precoder covariance matrices. In this paper, the goal is to design the precoder covariance matrices $\{Q_i\}_{i=1}^N$ to maximize the minimum rate of the users, which can be cast as the following problem:

$$
\max_{\{Q_i\}_{i=1}^N} \min_{i=1,2,\ldots,N} R_i
$$

s.t. $\text{tr}\{Q_i\} \leq p_i \quad \forall i = 1,2,\ldots,N$

$$
Q_i \succeq 0 \quad \forall i = 1,2,\ldots,N
$$

(12)

where $p_i$ is the power available to the $i$th transmitter. Note that in the covariance design approach, we jointly design the optimum precoder matrices $\{V_i\}_{i=1}^N$, as well as the optimum number of their columns $\{d_i\}_{i=1}^N$, i.e. the length of symbol streams. More precisely, we fully exploit the available degrees of freedom of the design problem instead of considering the design problem in a limited framework in which $\{d_i\}_{i=1}^N$ are assumed to be a priori known.

In the next section, we assume that the noise covariance matrices $\{\Gamma_i\}_{i=1}^N$ as well as the channel matrices $\{H_j\}_{j=1}^M$ are exactly known. We consider the case of uncertain a priori knowledge in Section IV.

III. THE PROPOSED METHOD

A. Derivation of the proposed method

It can be shown that the design problem in (12) is non-convex and NP-hard in general [10]. In what follows we devise a method based on the minorization-maximization (MM) technique [25] to tackle this problem.

In (12) the constraints are convex but the objective function is non-convex. Therefore we will apply the MM technique to the objective function. For this purpose, we first introduce the following proposition.

**Proposition 1.** The rate $R_i$, see (11), can be rewritten as:

$$
R_i = \log \det(U^H B_i^{-1} U)
$$

(13)

where $U$ and $B_i$ are defined as,

$$
U \triangleq [I_{M_i}, 0_{M_i \times L_i}]^T
$$

(14)

and

$$
B_i = \begin{bmatrix}
I_{M_i} & \bar{V}_i^H \\
H_i \bar{V}_i & \Gamma_i + \sum_{j=1}^N H_j \bar{V}_j \bar{V}_j^H H_j^H
\end{bmatrix}
$$

(15)

with $\bar{V}_i \triangleq Q_i^{1/2} \in \mathbf{C}^{M_i \times M_i}$.

**Proof:** See Appendix C.

By using (15), the problem in (12) can be rewritten as follows:

$$
\max_{\{V_i\}_{i=1}^N} \min_{i=1,\ldots,N} \log \det(U^H B_i^{-1} U)
$$

s.t. $\text{tr}\{V_i V_i^H\} \leq p_i, \forall i = 1,2,\ldots,N$

(16)

The following lemma (see, e.g., [22]) lays the ground for applying MM to (16).

**Lemma 1.** The function $f(X) = \log \det(U^H X^{-1} U)$: $\mathbb{S}_{++}^N \to \mathbb{R}_+$ is convex for any full column rank matrix $U$.

Using Lemma 1 and noting that $B_i > 0, \forall i = 1,2,\ldots,N$ (see Appendix D), the objective function in problem (16) can be minimized at a given $\bar{B}_i$, as follows

$$
\log \det(U^H B_i^{-1} U) \geq \log \det(U^H \bar{B}_i^{-1} U) - \text{tr}\{F_i(B_i - \bar{B}_i)\}
$$

(17)

where $F_i$ is given by (see Appendix E):

$$
F_i = \bar{B}_i^{-1} U (U^H \bar{B}_i^{-1} U)^{-1} U^H \bar{B}_i^{-1}.
$$

(18)

Note that $\bar{B}_i$ can be chosen as the value of $B_i$ at the $(\kappa - 1)$th iteration. Consequently, let

$$
g_{\kappa}(\bar{V}_1, \cdots, \bar{V}_N) \triangleq \log \det(U^H (B_i^{(\kappa-1)})^{-1} U) - \text{tr}\{F_i(B_i - B_i^{(\kappa-1)})\}
$$

(19)

(note we omit the dependence of $F_i$ on the iteration number to simplify the notation). Then it follows from (17) that the objective function in (16) can be minimized at the $k$th iteration by:

$$
\min_{i=1,\ldots,N} \log \det(U^H B_i^{-1} U) \geq \min_{i=1,\ldots,N} g_{\kappa}(\bar{V}_1, \cdots, \bar{V}_N)
$$

(20)

The MM technique that makes use of (20), consists of iteratively solving the following problem (for $\kappa = 1,2,\ldots$):

$$
\max_{\{V_i\}_{i=1}^N} \min_{i=1,\ldots,N} g_{\kappa}(\bar{V}_1, \cdots, \bar{V}_N)
$$

s.t. $\text{tr}\{\bar{V}_i \bar{V}_i^H\} \leq p_i, \forall i = 1,2,\ldots,N$

(21)
Next, we rewrite (21) using an auxiliary variable $t$:

$$\max_{\{V_i\}_{i=1}^N, t} t$$ \hspace{2cm} (22)

s.t. \hspace{1cm} g_i^{(\epsilon)}(\tilde{V}_1, \cdots, \tilde{V}_N) \geq t, \hspace{1cm} \forall i = 1, 2, \ldots, N

and \hspace{1cm} \text{tr}(\tilde{V}_i V_i^H) \leq p_i, \hspace{1cm} \forall i = 1, 2, \ldots, N

To derive an explicit expression for the constraints $g_i^{(\epsilon)}(\tilde{V}_1, \cdots, \tilde{V}_N) \geq t$ in terms of the design variables $\{V_i\}_{i=1}^N$, let

$$F = \left( \begin{array}{c} F_{11M_i \times M_i} \quad F_{12M_i \times L_i} \\ F_{21L_i \times M_i} \quad F_{22L_i \times L_i} \end{array} \right).$$ \hspace{2cm} (23)

Then, combining (23) and (15), it can be verified that:

$$\text{tr}(F_{12} B_{12} V_t) = \text{tr}\{F_{12} H_{12} \tilde{V}_i \} + \text{tr}\{(F_{12})_{11} \Gamma_1 \}$$

$$+ \text{tr}\{(F_{12})_{22} \sum_{j=1}^N H_{ji} \tilde{V}_i V_i^H H_{ji}^H \}. \hspace{2cm} (24)$$

Defining $x_i \triangleq \text{vec}(\tilde{V}_i)$ and using properties of the vectorization operator, viz. $\text{tr}(AB) = (\text{vec}(A^T))^T \text{vec}(B)$ and $\text{vec}(ABC) = (C^T \otimes A) \text{vec}(B)$ (for any arbitrary matrices $A$, $B$ and $C$), we can rewrite the first and the last terms in (24) as:

$$\text{tr}\{(F_{12})_{12} H_{12} \tilde{V}_i \} = b_i^H x_i$$ \hspace{2cm} (25)

$$\text{tr}\{(F_{12})_{22} \sum_{j=1}^N H_{ji} \tilde{V}_i V_i^H H_{ji}^H \} = \sum_{j=1}^N x_j^H G_{ji} x_j \hspace{2cm} (26)$$

where $b_i \triangleq \text{vec}(H_{12}^H (F_{12})_{12}^H)$ and $G_{ji} \triangleq I_M \otimes (H_{ji}^H (F_{12})_{22} H_{ji})$. Note that according to the Kronecker product properties, $G_{ji} \succeq 0$, because $H_{ji}^H (F_{12})_{22} H_{ji}$ is positive semidefinite.

Finally, the problem in (22) that is solved at the $k$th iteration of MM can be rewritten as the following optimization:

$$\max_{t, \{x_i\}_{i=1}^N} t$$ \hspace{2cm} (27)

s.t. \hspace{1cm} C_i^{(k-1)} + 2 \Re\{(b_i^{(k-1)})^H x_i\} + \sum_{j=1}^N x_j^H G_{ji}^{(k-1)} x_j \leq -t$$

$$\|x_i\|_2^2 \leq p_i$$

where $C_i$ is the following real-valued constant:

$$C_i^{(k-1)} = -\log \text{det}(U^H (B_i^{(k-1)})^{-1} U) - \text{tr}(F_i^{(k-1)} B_i^{(k-1)})$$

$$+ \text{tr}\{(F_i^{(k-1)})_{11} \} + \text{tr}\{(F_i^{(k-1)})_{22} \Gamma_1 \}. \hspace{2cm} (28)$$

Note that (27) is a convex problem with a linear objective and quadratic constrains. Hence it can be expressed as a second-order cone program (SOCP). The proposed algorithm, which is based on iteratively solving (27), is summarized in Table II. In the first step, we initialize the algorithm with i.i.d. CSCG random variables after making them feasible by normalization i.e. $\|x_i\|_2^2 \leq p_i$. In the second step, we use efficient methods such as interior point algorithms to solve the problem in (27). The (conservative) computational complexity for this step is $O(N^{4.5} M^6)$ assuming $M_i = M, \forall i$. Step 3 includes matrix manipulations for updating the parameters; concretely, it includes inversion of the matrices $\{B_i \in \mathbb{S}_M^{+} \}_{i=1}^N$ for obtaining $F_i$ via (18) and then updating the parameters according to (25), (26), and (28). The computational complexity of this step is mainly dominated by computing $B_i^{-1}$ which is of $O((M_i + L_i)^3)$ for each $i$. After step 3, the stop criterion is checked and steps 1 to 3 are repeated until this criterion is satisfied.

Remark 3. (Calculating $V_i$ from $Q_i$): At the convergence of the proposed method, the optimized transmit covariance matrices $\{Q_i = \tilde{V}_i V_i^H\}_{i=1}^N \subset \mathbb{S}_M^{+}$ are obtained. Next, the precoder matrices $\{V_i \in \mathbb{C}^{M_i \times d_i}\}_{i=1}^N$ are obtained as square roots of the $\{Q_i\}_{i=1}^N$. Note that the so-obtained precoder matrix $V_i$ is not unique but this has no effect on the rate. Indeed the rate $R_i$ in (7) is a many-to-one function of $V_i$ as $V_i$ and $V A$ lead to the same $R_i$ for any matrix $A$ satisfying $A A^H = I$. Also note that whenever $Q_i$ is (nearly) singular, one can perform a thresholding operation on its eigenvalues and reduce the number of columns of $V_i$ accordingly. Finally observe that the optimized stream lengths $\{d_i\}_{i=1}^N$ are given once we have $\{V_i\}_{i=1}^N \subset \mathbb{C}^{M_i \times d_i}$.

B. Design of precoder matrices $\{V_i\}_{i=1}^N$ for given $\{d_i\}_{i=1}^N$

In the previous subsection, we proposed an efficient algorithm to design the precoder covariance matrices $\{Q_i\}_{i=1}^N$. By using this algorithm, the optimum precoder matrices $\{V_i\}_{i=1}^N$ as well as the optimum number of their columns $\{d_i\}_{i=1}^N$ are designed. In some cases, the symbol stream length $d_i$ is given and the precoder matrices $\{V_i\}_{i=1}^N$ are the only ones to be designed. In such a case, the following optimization problem is considered:

$$\max_{\{V_i\}_{i=1}^N, t} t$$ \hspace{2cm} (29)

s.t. \hspace{1cm} R_i \geq t \hspace{1cm} \forall i = 1, 2, \ldots, N

$$\|V_i\|^2_F \leq p_i \hspace{1cm} \forall i = 1, 2, \ldots, N$$

where $R_i$ is given in (7). This problem, which is also NP-hard, can be tackled by modifying the proposed method as follows. The matrices $U$ and $B_i$ defined in (14) and (15) are replaced by:

$$U \triangleq \begin{bmatrix} I_{d_i} & 0_{d_i \times L_i} \end{bmatrix}^T$$ \hspace{2cm} (30)

and

$$B_i = \begin{bmatrix} I_{d_i} & V_i^H H_{ii}^H \end{bmatrix}$$ \hspace{2cm} (31)

respectively. By following an approach similar to that used in designing $\{Q_i\}_{i=1}^N$, the following problem is solved at the $k$th
iteration of the algorithm to obtain \( \{ V_i \}_{i=1}^N \):

\[
\max_{t_i(\{\mathbf{x}_i\})_{i=1}^N} t_i, \quad \text{s.t.} \quad \mathbf{C}_i^{(\kappa-1)} + 2 \Re \{ (\mathbf{B}_i^{(\kappa-1)})^H \mathbf{x}_i \} + \sum_{j=1}^N \mathbf{x}_j^H (\mathbf{C}_j^{(\kappa-1)})^H \mathbf{x}_j \leq -t_i
\]

where \( \mathbf{x}_i \triangleq \text{vec}(\mathbf{V}_i) \), \( \mathbf{C}_j \triangleq \mathbf{I}_{d_i} \otimes (\mathbf{H}_{ji}^H(\mathbf{F}_i)_{22} \mathbf{H}_{ji}) \), and \( \mathbf{C}_i^{(\kappa-1)} \) is the following real constant:

\[
\mathbf{C}_i^{(\kappa-1)} = - \log \det (\mathbf{U}_i^H (\mathbf{B}_i^{(\kappa-1)})^{-1} \mathbf{U}_i) - \text{tr} \{ (\mathbf{F}_i^{(\kappa-1)})_{11} \} + \text{tr} \{ (\mathbf{F}_i^{(\kappa-1)})_{22} \mathbf{I}_1 \}
\]

The problem in (32) is also a convex SOCP. Therefore \( \{ V_i \}_{i=1}^N \) can be obtained by slightly modifying the procedure in Table II according to the discussion above.

C. Convergence

In this subsection, we study the convergence of the proposed method and prove that it converges to a stationary point of the problem. To this end, observe that for the minimum rate at the \( \kappa \)th iteration, we have that:

\[
\min_i \log \det (\mathbf{U}_i^H (\mathbf{B}_i^{(\kappa-1)})^{-1} \mathbf{U}_i) = \min_i \mathbf{g}_i^{(\kappa)} (\mathbf{V}_1^{(\kappa-1)}, \ldots, \mathbf{V}_N^{(\kappa-1)})
\]

\[
\leq \min_i \mathbf{g}_i^{(\kappa)} (\mathbf{V}_1^{(\kappa)}, \ldots, \mathbf{V}_N^{(\kappa)}) \leq \min_i \log \det (\mathbf{U}_i^H (\mathbf{B}_i^{(\kappa)})^{-1} \mathbf{U}_i)
\]

The first inequality in (34) holds due to the maximization step at the \( \kappa \)th iteration and the second one is satisfied due to the definition of the minorizer, see (20). Combining (34) and the fact that the objective function is upper bounded, it follows that the sequence of objective value converges to a limit point \( f^* \).

Next, we prove the following theorem that lays the ground for convergence analysis of a class of maxmin optimization problems (including the design problem in (12)) tackled by MM algorithms.

**Theorem 2.** Consider the following maxmin optimization problem

\[
\max_x \min_{i=1,2,\ldots,M} f_i(x) \quad \text{s.t.} \quad x \in C
\]

where \( f_i(x), i = 1, \ldots, M \) are convex functions and \( C \) is a compact convex set in \( \mathbb{R}^N \). Let \( g_i(x, x_0) \triangleq f_i(x_0) + \text{tr} \{ (\nabla_x f_i(x_0))^T (x - x_0) \} \) be the minorizer of \( f_i(x) \) at \( x_0 \) used in the MM method. Then, the sequence generated by the MM algorithm for the problem (37) converges to a stationary point.

**Proof:** See Appendix F.

**Lemma 2.** The proposed MM method for the design problem (12) converges to a stationary point.

**Proof:** To prove this lemma, we follow the proof provided for Theorem 2 in Appendix F. First, note that every \( R_i \) is continuous and their minimizers are continuous. Also, the constraint set in problem (12) is closed, convex, and bounded in the matrix space with Frobenius norm. Thus the conditions A.1 and A.2 are satisfied. Second, every \( R_i \) is convex with respect to \( \mathbf{B}_i \). Therefore, according to Appendix F, we can write:

\[
\lim_{\lambda \to 0} \frac{g_i(\mathbf{B}_i + \lambda \mathbf{D}_i, \mathbf{B}_i) - g_i(\mathbf{B}_i, \mathbf{B}_i)}{\lambda} = \lim_{\lambda \to 0} \frac{f(\mathbf{B}_i + \lambda \mathbf{D}_i) - f(\mathbf{B}_i)}{\lambda}
\]

To complete the proof, we use the chain rule to show that A.3 is also satisfied for our problem (30):

\[
\lim_{\lambda \to 0} \frac{g_i(\mathbf{Q}_i + \lambda \mathbf{D}_i, \mathbf{Q}_i) - g_i(Q_i, Q_i)}{\lambda} = \lim_{\lambda \to 0} \frac{f(\mathbf{Q}_i + \lambda \mathbf{D}_i) - f(\mathbf{Q}_i)}{\lambda}
\]
where \( \hat{H}_{ji} \) is the estimate of the true channel \( H_{ji} \) and \( Z_{ji} \) is the channel estimation error which is assumed to be uncorrelated with \( \hat{H}_{ji} \). Assuming the entries of \( H_{ji} \) are i.i.d random variables (RVs) with variances \( \sigma^2_{ji} \), the entries of \( \hat{H}_{ji} \) and \( Z_{ji} \) will be i.i.d RVs with variances \( \rho^2_{ji}\sigma^2_{ji} \) and \( (1-\rho^2_{ji})\sigma^2_{ji} \), respectively. The parameter \( \rho_{ji} \in [0, 1] \) quantifies the estimation accuracy, in particular if \( \rho_{ji} = 1 \), \( H_{ji} = \hat{H}_{ji} \) and CSI is perfect.

Substituting (39) in (2), we obtain:

\[
y_i = \frac{\hat{H}_{ii}}{V^H_{i}}V^H_{i} s_i + \sum_{j \neq i} \hat{H}_{ji} V^H_{j} s_j + \sum_{j=1}^{N} Z_{ji} V^H_{j} s_j + n_i \tag{40}
\]

with \( V^H_{i} \) being the precoder matrix of the \( i \)-th transmitter designed under imperfect CSI. It can be proved that:

\[
\mathbb{E} \left\{ Z_{ji} V^H_{j} H^H_{ji} Z^H_{ji} \right\} = (1 - \rho^2_{ji})\sigma^2_{ji} \text{tr} \left( V^H_{j} H^H_{ji} \right) \mathbf{I}_{L_i} \tag{41}
\]

Therefore, the LMMSE decoder will be:

\[
\hat{W}^\text{LMMSE}_i = V^H_{i} \hat{H}^H_{ii} \left( \sum_{j=1}^{N} \hat{H}_{ji} V^H_{j} V^H_{j} \hat{H}_{ji} + \sum_{j=1}^{N} (1 - \rho^2_{ji})\sigma^2_{ji} \text{tr} \left( V^H_{j} V^H_{j} \right) \right)^{-1} \tag{42}
\]

Let \( Q^\prime_{ij} \triangleq V^H_{j} V^H_{j} \) be the precoder covariance matrices in the imperfect CSI case. Note that the term \( \sum_{j=1}^{N} Z_{ji} V^H_{j} s_j \) in expression (40) is the sum of the products of Gaussian random variables (i.e., \( Z_{ji} \) and \( s_j \)) and hence, it is no longer Gaussian; this observation leads to difficulties for computation of the user rate. Therefore, in this case, we resort to a common approach in the literature (see e.g. [32]–[34] and references therein) to make the problem tractable; more precisely, the following lower bound \( \hat{R}_i \) on the rate of the \( i \)-th user is considered as the design metric:

\[
\hat{R}_i = \log \det \left( \mathbf{I}_{L_i} + \frac{\hat{H}^H_{ii}}{V^H_{i}} \hat{H}_{ii} \right) \tag{43}
\]

Next, we also consider the uncertainty of the noise covariance matrices, which can be modeled as [22]:

\[
\| \Gamma_i - \hat{\Gamma}_i \|_2 \leq \zeta_i, \quad \forall i = 1, \cdots, N \tag{44}
\]

where \( \hat{\Gamma}_i \)s are known positive definite matrices (initial guesses of the covariance matrices) and \( \zeta_i \)s are positive scalars that determine the size of the uncertainty regions. We remark on the fact that in the case of imperfect CSI, we have uncertainty about the true channel value; however, in the case of noise vectors, we consider uncertainty in the noise covariance matrix (rather than in the noise vector). Therefore, we consider a worst-case approach to deal with uncertain noise covariance matrices which is commonly used in literature (see for instance [55], [56]).

We can robustify the design method with respect to a priori knowledge uncertainty by considering the following reformulation of the optimization problem:

\[
\max_{\{Q^\prime_{ij}\}_{i=1}^{N}} \min_{i=1, \cdots, N} \min_{(\Gamma^\prime_{ij})_{i=1}^{N}} \hat{R}_i \tag{45}
\]

s.t. \( \text{tr} \{Q^\prime_i\} \leq \rho_i \), \( \forall i = 1, 2, \cdots, N \)

\[
\| \Gamma_i - \hat{\Gamma}_i \|_2 \leq \zeta_i, \quad \forall i = 1, 2, \cdots, N \tag{46}
\]

\[
\Gamma_i \geq 0, \quad Q^\prime_i \geq 0 \quad \forall i = 1, 2, \cdots, N
\]

where \( \hat{R}_i \) is as given in (43). In what follows we present a theorem which shows that the problem in (45) can be dealt with via a modified version of the method proposed in Section III.

**Theorem 3.** Let \( R^\prime_i \) be defined as:

\[
R^\prime_i = \log \det \left( \mathbf{I}_{L_i} + \hat{H}^H_{ii} Q^\prime_i \hat{H}_{ii} \right) \left( \Gamma^\prime_i + \sum_{j \neq i} \hat{H}_{ji} Q^\prime_j \hat{H}^H_{ji} \right)^{-1} \tag{47}
\]

\[
+ \sum_{j=1}^{N} (1 - \rho^2_{ji})\sigma^2_{ji} \text{tr} \left( Q^\prime_j \right) \mathbf{I}_{L_j} \right)^{-1} \tag{48}
\]

\[
\text{where } \Gamma^\prime_i = \hat{\Gamma}_i + \zeta_i \mathbf{I}_{L_i}. \quad \text{The problem is equivalent to the problem in (45) in the sense that these two problems share the same solution } \{Q^\prime_{ij}\}_{i=1}^{N}. \tag{49}
\]

**Proof:** Noting that the inner problem of (45) is separable w.r.t. \( i \), we consider it for a fixed \( i \):

\[
\min_{\Gamma_i \geq 0} \hat{R}_i \tag{50}
\]

s.t. \( \| \Gamma_i - \hat{\Gamma}_i \|_2 \leq \zeta_i \)

Note that \( \| \Gamma_i - \hat{\Gamma}_i \|_2 = \sqrt{\lambda_{\max} \left( (\Gamma_i - \hat{\Gamma}_i)^H (\Gamma_i - \hat{\Gamma}_i) \right)} \) and the matrix \( \Gamma_i - \hat{\Gamma}_i \) is Hermitian; therefore, the constraint \( \| \Gamma_i - \hat{\Gamma}_i \|_2 \leq \zeta_i \) is equivalent to \( \max_{m} | \lambda_m (\Gamma_i - \hat{\Gamma}_i) | \leq \zeta_i \) with
\[ \lambda_m(\mathbf{\Gamma}_i - \hat{\mathbf{\Gamma}}_i) \] being the \( m \)th eigenvalue of the matrix \( \mathbf{\Gamma}_i - \hat{\mathbf{\Gamma}}_i \). Therefore, we have that
\[
\lambda_m(\mathbf{\Gamma}_i - \hat{\mathbf{\Gamma}}_i) \in [-\zeta_i, \zeta_i], \forall m = 1, 2, ..., L_i
\] (49)
Consequently, it can be verified that the constraint in (48) is equivalent to
\[
\hat{\mathbf{\Gamma}}_i - \zeta_i \mathbf{I}_{L_i} \preceq \mathbf{\Gamma}_i \preceq \hat{\mathbf{\Gamma}}_i + \zeta_i \mathbf{I}_{L_i}
\] (50)
and therefore, that the problem (48) is equivalent to the following optimization:
\[
\min_{\hat{\mathbf{\Gamma}}_i \succeq 0} \hat{\mathbf{\Gamma}}_i
\]
\[
\text{s.t.} \quad \hat{\mathbf{\Gamma}}_i - \zeta_i \mathbf{I}_{L_i} \preceq \mathbf{\Gamma}_i \preceq \hat{\mathbf{\Gamma}}_i + \zeta_i \mathbf{I}_{L_i}
\] (51)

Note that \( \mathbf{H}_{ji}, \mathbf{Q}_j, \mathbf{H}^H_{ji} \succeq 0 \) and also that \( (1 - \rho^2_{ji}) \sigma^2_{ji} \text{tr}\{\mathbf{Q}_j'\}\mathbf{I}_{L_j} \succeq 0, \forall i, j \). Consequently, using (50) we have that:
\[
\left[ \mathbf{\Gamma}_i + \sum_{j \neq i} \mathbf{H}_{ji} \mathbf{Q}_j \mathbf{H}^H_{ji} + \sum_{j=1}^N (1 - \rho^2_{ji}) \sigma^2_{ji} \text{tr}\{\mathbf{Q}_j'\} \mathbf{I}_{L_j} \right]^{-1} \succeq 0
\] (52)
\[
\left[ \hat{\mathbf{\Gamma}}_i + \zeta_i \mathbf{I}_{L_i} + \sum_{j \neq i} \mathbf{H}_{ji} \mathbf{Q}_j \mathbf{H}^H_{ji} + \sum_{j=1}^N (1 - \rho^2_{ji}) \sigma^2_{ji} \text{tr}\{\mathbf{Q}_j'\} \mathbf{I}_{L_j} \right]^{-1}
\]
The stated result follows from (52).

\[\blacksquare\]

**Corollary 1.** The robust design problem in (45) can be solved using the proposed algorithm (see Table II) after replacing \( \mathbf{\Gamma}_i \) with \( \mathbf{\Gamma}_i + \sum_{j=1}^N (1 - \rho^2_{ji}) \sigma^2_{ji} \text{tr}\{\mathbf{Q}_j'\} \mathbf{I}_{L_j} \), and after modifying \( \mathbf{F}_i, \mathbf{G}_{ji} \) and \( \mathbf{C}_i \) accordingly.

\[\blacksquare\]

**V. Numerical Results**

In this section, we present several numerical examples to illustrate the performance of the proposed method. In all cases, unless otherwise stated, we assume that \( N = 3, M_i = L_i = M = 4, \) and \( \text{SNR} = 15 \text{dB} \), \( \forall i = 1, 2, \ldots, N \). The receiver noise vectors are assumed to be white with unit variances, i.e., \( \mathbf{\Gamma}_i = \mathbf{I}_{L_i} \), and the elements of channel matrices are i.i.d. CSCG random variables with zero mean and unit variances. The convex problems are solved using CVX toolbox. We set \( \epsilon = 10^{-3} \) for the stop criterion of the algorithm.

To investigate the convergence behaviour of the proposed algorithm, in Fig. 2 we plot the minimum rate achieved at various iterations for different values of the SNR. It can be observed that the minimum rate, i.e. the value of the objective function, increases at each iteration in agreement with the results in Section III. As expected, the higher the SNR, the larger the minimum rate.

Next, we compare the proposed method with the method in \([10]\) that has been suggested for min rate optimization. We also include in this comparison the interference alignment and the max SINR algorithms proposed in \([37]\) along with the isotropic transmission (in which a precoder matrix \( \mathbf{V}_i \) is given by a scalar version of identity matrix)\(^2\) as benchmarks. Fig. 3 shows the min-max rates, averaged over 30 random channel realizations. In this example, we set \( d_i = 2, \forall i \) for all methods (see subsection III.B). We observe that the rate obtained by the proposed algorithm is considerably higher than those obtained by the other methods. This observation shows that the method introduced in this paper can provide higher quality solutions to the design problem \([12]\), than its competitors. As expected, we also see that the rates improve as SNR increases. To further compare the proposed method with that of \([10]\) which deal with the same maxmin design problem

\[\text{SNR (dB)}\]

\[\text{Proposed} \quad \text{Max−SINR algorithm} \quad \text{The method in [10]} \quad \text{Interference alignment (Centralized)} \quad \text{Isotropic}\]

\[\text{SNR=6 dB} \quad \text{SNR=10 dB} \quad \text{SNR=15 dB} \]

**Fig. 2:** The min rate versus number of iterations for the proposed method.

**Fig. 3:** The min-max rate (versus SNR) achieved by the proposed method, the method in \([10]\), two methods in \([37]\), and the isotropic transmission.

\(^2\)Note that the method in \([10]\) considers min-rate optimization for given \( d_i \) (see III.B). On the other hand, the interference alignment and the max SINR algorithms proposed in \([37]\) consider sum-rate maximization; however, the min-rate associated with these two methods can be computed by employing the designed precoders of these methods.
The method in [10] and the proposed method for $N = 10$: the proposed method and the method in [10].
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Rates (nat/s/Hz)

The superiority of the proposed method may be due to the special reformulation of the problem. More precisely, the design problem is non-convex; hence, our devised method and the method in [10] are not guaranteed to find the global solution in general. Consequently, the way of dealing with this non-convex problem affects the quality of the obtained solutions. In this paper, we apply an MM technique to the objective function and employ a tight linear minorizer to tackle the problem. On the other hand, in [10], the design problem is tackled via a BCD method, viz. an alternation between precoders, decoders and some auxiliary variables. It is worth mentioning that at each iteration of the BCD, the updating of the vector variable is performed only in the direction of one block. Such a limitation of the BCD algorithm usually leads to a relatively poor performance when compared to that of other optimization algorithms. To gain further insights into these methods, we consider a SIMO interference channel and compare the following methods: the proposed method, the method in [10], the SDP bisection algorithm (SDPBA) [18] and the inexact cyclic coordinate ascent algorithm (ICCAA) [18].

Fig. 4 shows the max-min rates versus the number of transmit-receive pairs for $N = 10$. It can be seen that by using our method the rate will be distributed more fairly among the users; and the min rate associated with the proposed method is larger than that of [10].

To provide more insights, we next compare the computational complexities of the proposed method and the method in [10]. To this end, in Fig. 6 we plot the average run time (for 100 random trials) of these methods using a standard PC (with CPU Core i7 and 16 GB of RAM). The average run time of the method in [10] is lower than that of the proposed method.

| $M$ | $Q_i$ design | $V_i$ design ($d = 2$) | $V_i$ design ($d = 3$) | $V_i$ design ($d = 4$) |
|-----|--------------|------------------------|------------------------|------------------------|
| 4   | 98.8s        | 74.3s                  | 88.3s                  | 100.3s                 |
| 6   | 121.7s       | 95.6s                  | 108.4s                 | 110.9s                 |

Table III: Average run times for covariance design and for precoder design cases using the proposed method.
as the optimum number of their columns \{d_i\}_{i=1}^N \) (i.e. the lengths of symbol streams) will be determined. To show the importance of this design aspect, in Fig. 7 we plot the max-min rate achieved by designing \{Q_i\}_{i=1}^N \) and, respectively, by designing \{V_i\}_{i=1}^N \) for certain values of \{d_i\}_{i=1}^N \) versus the number of antennas. As expected, the rates achieved by designing \{Q_i\}_{i=1}^N \) are higher than (or equal to) those obtained by designing \{V_i\}_{i=1}^N \) with a variance of about 0.02, while those achieved by the method with \{d_i\}_{i=1}^N \) are also determined in the design of \{Q_i\}_{i=1}^N \). To compare the computational time for covariance design with that for only precoder design, we report the corresponding average run times of these two cases in Table III for 100 random trials. We observe that there is no considerable difference between the average run times.

As stated earlier, the considered optimization problem is NP-hard and, as a result, any solution depends on the employed initial point. To investigate the dependency of the proposed method on the employed initial points, in Fig. 8a we plot the histogram of the max-min rates corresponding to 200 randomly chosen initial points. The histogram for the algorithm in [10] is also depicted in Fig. 8b. The rates achieved by the proposed method are in the interval [5.11 – 5.98] with a variance of about 0.02, while those achieved by the method in [10] are in the interval [2.77 – 4.78] with a variance of about 0.2. Consequently, in this example, the proposed method achieves higher rates and its performance depends on the initial points only mildly.

Finally, we study the effect of channel estimation errors and noise covariance uncertainty on the performance of the method proposed in Section IV. To this end, we set \rho_{ji} = \rho \) as well as \zeta_i = \zeta, \forall i, j = 1, \cdots, N\) and define the loss parameter

\[
\mathcal{L}(\rho, \zeta) = 1 - \frac{R_{nr}(\rho, \zeta)}{R_r(\rho, \zeta)}
\]

where \(R_{nr}(\rho, \zeta) \) and \(R_r(\rho, \zeta) \) denote the max-min rates achieved by the non-robust and the robust methods, respectively, for uncertainty parameters \(\rho, \zeta\). Note that the loss parameter \(\mathcal{L}(\rho, \zeta) \) quantifies the performance degradation caused by employing the non-robust method instead of the robust one. Note also that \(\mathcal{L} \) depends on the realizations of the channel matrices as well as noise covariances. In Fig. 9 we plot the maximum value of \(\mathcal{L}(\rho, \zeta) \) versus \(\rho \) for 100 realizations of channel matrices. In this example, we set \(\Gamma_i = \hat{\Gamma}_i + \zeta I, \forall i \) with \(\zeta = 0.25\). It can be seen that even for large values of \(\rho \) (i.e., relatively low channel estimation errors), employing the robust method provides a significantly larger max-min rates. As expected, the loss decreases as the estimation quality improves, i.e., as \(\rho \) increases. Note that the loss is non-zero even for the case of \(\rho = 1 \) in which CSI is perfect. This is due to the uncertainty in the noise covariances. Finally, note that in this example we have numerically observed that the

---

**Fig. 7:** The max-min rate achieved by the proposed algorithm for designing \{Q_i\}_{i=1}^N \) and, respectively, designing \{V_i\}_{i=1}^N \) for different values of \(d\), versus the number of antennas per user \(M\).

**Fig. 8:** Histogram of max-min rates achieved using (a) the proposed method and (b) the algorithm in [10] for 200 randomly chosen initial points.
The expression of the LMMSE in (6) is obtained by substituting (58) in (54).

Next, we show that substituting (6) in (4) yields the expression for rate $R_i$ in (7). To this end, we rewrite (6) by using the matrix inversion identity $(A + BCD)^{-1}BC = A^{-1}B(C^{-1} + DA^{-1}B)^{-1}$ as follows:

$$W_i^{\text{LMMSE}} = \left( I_{d_i} + V_i^H H_i^H C_i^{-1} H_i V_i \right)^{-1} V_i^H H_i^H C_i^{-1} \Delta C_i $$

Let $\Omega_i = W_i H_i V_i V_i^H H_i^T (W_i C_i^T W_i^H)^{-1}$, then

$$\Omega_i = C_i V_i^H H_i^H C_i^{-1} H_i V_i C_i^{-1} \times C_i V_i^H H_i^H C_i^{-1} H_i V_i C_i^{-1}$$

$$= C_i V_i^H H_i^H C_i^{-1} H_i V_i C_i^{-1}$$

Finally, it is readily verified that by substituting (57) in (4) and using Sylvester determinant property, (7) is obtained.

**APPENDIX B**

**EXTENSION TO MIMO-IBC**

To model MIMO-IBC, we consider $N$ cells that each consists of one transmitter (base station) and multiple receivers. More precisely, the transmitter of the $n$th cell ($n \in \{1, ..., N\}$) is equipped with $M_n$ antennas and serves $I_n$ receivers. Also, we denote the $i$th receiver in the $n$th cell by $i_n$ and its number of antennas by $L_i$. The $n$th transmitter uses the linear precoder matrix $V_{i_n} \in \mathbb{C}^{M_n \times d_{i_n}}$ to send the information to its $i$th receiver. More precisely, it uses $V_{i_n}$ to convert the symbol stream $s_i \in \mathbb{C}^{d_{i_n} \times 1}$ into the vector $d_{i_n} \in \mathbb{C}^{M_n \times 1}$, i.e.,

$$d_{i_n} = V_{i_n} s_i$$

and sends $\sum_{i=1}^{I_n} d_{i_n}$ over flat fading channels. The received signal at the $i_{n \text{th}}$ receiver is given by:

$$y_{i_n} = H_{i_{n,i}} d_{i_n} + \sum_{j \neq i} H_{i_{n,j}} d_{i_j} + n_{i_n}$$

where $H_{i_{j,n}} \in \mathbb{C}^{L_{i_n} \times M_j}$ denotes the channel matrix between the $j$th transmitter and the $i$th receiver. Also, $n_{i_n} \in \mathbb{C}^{L_{i_n} \times 1}$ is the CSCG noise at the $i_{n \text{th}}$ receiver with zero mean and covariance matrix $\Gamma_{i_n} \in \mathbb{S}_{L_{i_n}}^{+}$. The maxmin optimization problem can be cast as follows:

$$\max_{\{Q_{i_n}\}_{i_n=1}^{I_N}} \min_{i_n=1,2,...,I_N} R_{i_n} \tag{60}$$

s.t. $\sum_{i=1}^{I} \text{tr} \{ Q_{i_n} \} \leq p_{i_n} \quad \forall i_n = 1, 2, \ldots, I_N$

$Q_{i_n} \succeq \mathbf{0} \quad \forall i_n = 1, 2, \ldots, I_N$

where

$$R_{i_n} = \log \det \left( I_{L_{i_n}} + H_{i_{n,i}} Q_{i_n} H_{i_{n,i}}^H \Gamma_{i_n} + \sum_{(j,k) \neq (n,i)} H_{j,n} Q_{k,n} H_{j,n}^H \right)^{-1}$$

**APPENDIX A**

**PROOF OF (6) AND (7)**

We begin by proving the expression of the LMMSE in (6). Assuming $\mathbb{E}\{y_i\} = 0$ and $\mathbb{E}\{s_i\} = 0$, the LMMSE estimator of $s_i$ for given $y_i$ has the following expression [51]:

$$\hat{s}_i = C_{s,y_i} C_{y_i}^{-1} y_i \tag{54}$$

where $C_{s,y_i}$ is the cross-covariance matrix between $s_i$ and $y_i$ and $C_{y_i}$ is the auto-covariance matrix of $y_i$. Using (2) and noting that $\mathbb{E}\{s_i s_i^H\} = I_{d_i}$ and $\mathbb{E}\{s_j s_j^H\} = 0, i \neq j$, we have:

$$C_{s,y_i} = \mathbb{E}\{s_i y_i^H\} = V_i^H H_i^H \tag{55}$$

$$C_{y_i} = \mathbb{E}\{y_i y_i^H\} = \sum_{j=1}^{N} H_{ji} V_j V_j^H H_{ji} + \Gamma_i$$

**VI. CONCLUSION**

In this paper, we considered a MIMO interference channel network with conventional LMMSE decoder matrices at the receivers for which we designed the transmit covariance matrices under the max-min fairness criterion. The problem is non-convex and NP-hard in the number of users. We proposed an efficient algorithm based on the MM optimization technique that provides quality solutions to this design problem. We proved that the proposed algorithm converges to stationary points of the problem. Our results on the convergence analysis can pave the way for convergence analysis of other MM solvers for a class of maxmin optimization problems. We also considered uncertainties in the noise covariances and the CSI, and extends our algorithm to design precoder covariance matrices in these cases. Numerical results were included to illustrate the effectiveness of the proposed method in various scenarios.
with \( Q_i \triangleq V_{in}V_i^H \in \mathbb{C}^{M_i \times M_i} \), \( n = 1, \ldots, N, i = 1, \ldots, I \), being the precoder covariance matrices. The design problem above is similar to that in [12] and hence can be dealt with by the proposed MM method.

**APPENDIX C:**

**PROOF OF PROPOSITION 1**

First, note that \( Q_i \) can be decomposed as \( Q_i = \tilde{V}_i \tilde{V}_i^H \). Let \( B_{i,11} \) denote the left upper block of \( B_i^{-1} \). By using the blockwise matrix inversion lemma (see, e.g., [38]), we have that:

\[
B_{i,11} = \left( I_{M_i} - \tilde{V}_i^H \tilde{H}_i^H \left[ \Gamma_i + \sum_{j=1}^{N} H_{ji} \tilde{V}_j \tilde{V}_j^H \right] \right)^{-1} H_{ii} \tilde{V}_i \tag{62}
\]

Then, by using Woodbury matrix identity, (62) can be rewritten as:

\[
B_{i,11} = I_{M_i} + \tilde{V}_i^H \tilde{H}_i^H \left[ \Gamma_i + \sum_{j \neq i}^{N} H_{ji} \tilde{V}_j \tilde{V}_j^H \right]^{-1} H_{ii} \tilde{V}_i \tag{63}
\]

Finally, substituting (63) in (13) and using Sylvester determinant property, (11) is obtained.

**APPENDIX D:**

**PROOF THAT \( B_i \succ 0 \)**

The matrix \( B_i \) is defined in (15). First it is obvious that \( I_{M_i} \succ 0 \). Thus, it suffices to prove that the Schur complement of \( I_{M_i} \) in \( B_i \) is positive definite, i.e., [27] [38]:

\[
S_i \triangleq \Gamma_i + \sum_{j=1}^{N} H_{ji} Q_j H_j^H \succ 0 \tag{64}
\]

The matrices \( H_{ji} Q_j H_j^H \), \( \forall i, j \) are obviously positive semidefinite. Therefore, \( S_i \) is positive definite because it is the sum of a positive definite matrix (\( \Gamma_i \)) and a number of positive semidefinite matrices, and as a result \( B_i \succ 0 \).

**APPENDIX E:**

**PROOF OF EQ. (17)**

We begin the proof by presenting the following theorem from [39].

**Theorem 4.** Let \( X \in S^+_N \) and define

\[
\nabla_X f(X) = \left[ \frac{\partial f(X)}{\partial X_{11}} \frac{\partial f(X)}{\partial X_{12}} \frac{\partial f(X)}{\partial X_{13}} \cdots \frac{\partial f(X)}{\partial X_{1N}} \right] \quad \left[ \begin{array}{c}
\frac{\partial f(X)}{\partial X_{21}} \frac{\partial f(X)}{\partial X_{22}} \frac{\partial f(X)}{\partial X_{23}} \cdots \frac{\partial f(X)}{\partial X_{2N}} \\
\frac{\partial f(X)}{\partial X_{31}} \frac{\partial f(X)}{\partial X_{32}} \frac{\partial f(X)}{\partial X_{33}} \cdots \frac{\partial f(X)}{\partial X_{3N}} \\
\vdots \\
\frac{\partial f(X)}{\partial X_{N1}} \frac{\partial f(X)}{\partial X_{N2}} \frac{\partial f(X)}{\partial X_{N3}} \cdots \frac{\partial f(X)}{\partial X_{NN}}
\end{array} \right]
\]

for a differentiable function \( f(X) : S^+_N \rightarrow \mathbb{R} \). Then, the following inequality holds for any convex (differentiable) function \( f(X) \):

\[
f(Y) \geq f(X) + \text{tr}\left( (\nabla_X f(X))^T (Y-X) \right), \quad \forall X, Y \succeq 0 \tag{65}
\]

Now, we use the following differentiation formulas for \( g(X) \triangleq \det(AX^{-1}B) \) with \( X \in S^+_N \) and \( A, B \) of proper dimensions:

\[
\nabla_X \left( g(X) \right) = -\det(AX^{-1}B)X^{-1}A^T(AX^{-1}B)^{-1}B^T \tag{66}
\]

Putting \( A = U^H \) and \( B = U \) in (66) and applying the chain rule, we can write:

\[
\nabla_X \left( \log(g(X)) \right) = \frac{1}{g(X)} \nabla_X (g(X)) \quad = -X^{-1}U(U^HX^{-1}U)^{-1}U^HX^{-1}. \tag{67}
\]

The proof of (17) is completed by using (67) in (65).

**APPENDIX F:**

**PROOF OF THEOREM 2**

Let \( f(x) \triangleq \min f_i(x) \) and \( g(x, x_0) \triangleq \min g_i(x, x_0) \). To prove Theorem 2, we will show that the conditions A.1-A.3 stated in Theorem 1 are satisfied for the problem (17).

\( f(x) \) is a continuous function, since it is the minimum of finite set of continuous functions. Therefore, the set \( A = f^{-1}((\infty, f(x_0))] \) is closed and as a result \( \inf_{\mathbb{R}} f(x_0) \), which is a closed subset of compact set \( C \), is also compact [40].

Since \( M \) is finite, there is an interval \( \Lambda = [0, \Lambda_{\text{max}}] \) such that \( \inf f_i(x_0 + \lambda d) = f_i(x_0 + \lambda d) \) and \( \inf_{\mathbb{R}} g_i(x_0 + \lambda d, x_0) = g_i(x_0 + \lambda d, x_0) \), \( \forall \lambda \in \Lambda \). From convexity of \( f_i(x) \), we have:

\[
f_i(x_0 + \lambda d) \geq f_i(x_0) + \text{tr}\left( (\nabla_X f_i(x_0))^T (\lambda d) \right), \quad \forall \lambda \in \Lambda \tag{68}
\]

On the other hand, from the definition of \( g(x, x_0) \):

\[
\lim_{\lambda \rightarrow 0} \sup \frac{g(x_0 + \lambda d, x_0) - g(x_0, x_0)}{\lambda} = \frac{\text{tr}\left( (\nabla_X f_i(x_0))^T (\lambda d) \right)}{\lambda} \tag{69}
\]

Combining (68) and (69) leads to:

\[
\lim_{\lambda \rightarrow 0} \sup \frac{f(x_0 + \lambda d) - f(x_0)}{\lambda} \geq \frac{\text{tr}\left( (\nabla_X f_i(x_0))^T (\lambda d) \right)}{\lambda} \tag{70}
\]

Also for every \( \epsilon > 0 \) there is some \( \alpha \) such that the following inequality holds for \( \lambda \leq \alpha, \lambda \in \Lambda \):

\[
f_i(x_0 + \lambda d) \leq f_i(x_0) + \text{tr}\left( (\nabla_X f_i(x_0))^T (\lambda d) \right) + \epsilon \tag{71}
\]

Therefore:

\[
f(x_0 + \lambda d) \leq f(x_0) + \text{tr}\left( (\nabla_X f_i(x_0))^T (\lambda d) \right) + \epsilon \tag{72}
\]

The proof is completed by combining (72) and (70).
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