Detecting many-body Bell non-locality by solving Ising models
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Bell non-locality represents the ultimate consequence of quantum entanglement, fundamentally undermining the classical tenet that spatially-separated degrees of freedom possess objective attributes independently of the act of their measurement. Despite its importance, probing Bell non-locality in many-body systems is considered to be a formidable challenge, with a computational cost scaling exponentially with system size. Here we propose and validate an efficient variational scheme, based on the solution of inverse Ising classical problems, which, in polynomial time can probe whether an arbitrary set of quantum data is compatible with a local theory; and, if not, it delivers a many-body Bell inequality violated by the quantum data. We use our approach to unveil new many-body Bell inequalities, violated by suitable measurements on paradigmatic quantum states (the low-energy states of Heisenberg antiferromagnets), paving the way to systematic Bell tests in the many-body realm.

Introduction: Bell tests and quantum certification. Quantum correlations, such as entanglement [1], Einstein-Podolsky-Rosen correlations [2, 3] and Bell correlations [4, 5], are common features of microscopic ensembles of quantum degrees of freedom (d.o.f), such as the electronic and nuclear spins in atoms and molecules [6], or pairs of photons produced by parametric down-conversion [7]. Their persistence in many-body systems is a central issue: an obstruction to the scalability of quantum correlations would be the core feature of a putative quantum-to-classical transition [8, 9]; and, in parallel, they are the essential resource for most quantum technologies of second generation [10]. In view of all this, the robust certification of quantum correlations in many-body systems stands as a central problem for theoretical as well as experimental quantum physics.

The most robust certification scheme is undoubtedly offered by the device-independent (DI) approach, relying on the violation of a Bell inequality – a so-called Bell test – which does not assume anything about the quantum system except what can be assessed experimentally. Specifically, we assume that a many-body system is composed of \(N\) spatially-separated d.o.f – that we imagine as arranged over a lattice – on which \(k\) different observables (inputs) can be experimentally measured; and each of them can deliver \(p\) results (outputs). We indicate with \(\sigma_a^{(i)}\) the \(p\) possible values of the \(i\)-th observable \((a = 0, ..., k - 1)\) on the \(i\)-th d.o.f \((i = 1, ..., N)\) – these choices define a \((N, k, p)\) scenario for a Bell test (Fig. 1A). Moreover, we indicate with \(\langle f(\sigma)\rangle_Q\) (where \(\sigma = \{\sigma_a^{(i)}\}\) the average value of any function \(f\) of the measurement outputs – hereafter denoted as quantum data. The DI approach certifies the strongest form of quantum correlations – Bell non-locality – when the quantum data violate a Bell inequality [4, 5], a constrain for all local-variable (LV) models, designed to capture the most general form of classical correlations. First envisioned by Bell [11], such models are defined by a joint probability distribution \(P_{LV}(\sigma)\) for all measurement outcomes, treated as classical variables [12]. If the dataset involves the outcomes of incompatible measurements, such a joint probability distribution is not admitted by quantum mechanics, creating a fundamental tension with LV models. In the following we indicate with \(\langle ... \rangle_{LV}\) an average over the \(P_{LV}\) distribution. The simplest Bell inequalities are linear combinations of few-body expectation values:

\[
\sum_{i=1}^{N} \sum_{a=1}^{k} \alpha_a^{(i)} \langle \sigma_a^{(i)} \rangle_{LV} + \sum_{i<j}^{k} \sum_{a,b=1}^{k} \beta_{a,b}^{(i,j)} \langle \sigma_a^{(i)} \sigma_b^{(j)} \rangle_{LV} + ... \geq -B_c
\]

(1)

where \(-B_c\) is the so-called classical bound. Geometrically, every such inequality defines a hyperplane in the space of correlations, separating two half-spaces, one of which contains all datasets compatible with LV models. The intersection of these half-spaces defines the so-called local polytope (Fig. 1B). Certifying Bell non-locality corresponds then to assessing that the quantum data of interest lie outside the local polytope (Fig. 1C).

The quantum membership problem. The search for Bell inequalities violated by quantum many-body data for systems with \(N \gg 1\) represents a formidable task. Indeed, given a quantum dataset \(\{\langle f_r(\sigma)\rangle_Q; r = 1, ..., R\}\) – where the \(f_r(\sigma)\)'s are terms such as \(\alpha_a^{(i)}\) or \(\alpha_a^{(i)} \alpha_b^{(j)}\) in Eq. (1) – the local polytope has \(p^{kN}\) vertices, and its full reconstruction has a prohibitive (exponential) cost [4]. Many-body Bell inequalities have been successfully identified in the past [13–15], but they are violated only by selected quantum states [16]. More systematic strategies have been devised recently that either restrict the search to Bell inequalities which are fully symmetric under exchange of lattice-site indices (namely with \(\alpha_a^{(i)} = \alpha_a\), \(\beta_{a,b}^{(i,j)} = \beta_{a,b}\), etc. in Eq. (1)) [17, 18], or to inequalities which only involve a restricted range of correlations under translational invariance [19], circumventing the exponential cost but losing in generality; an alternative strategy is that of approx-
many-body system

FIG. 1: Variational search of local-variable models. (A) Sketch of the generic \((N,k,p)\) setting for Bell tests: each d.o.f of a quantum many-body system is subject to the measurement of \(k\) different operators \(\hat{M}_a\), with \(p\) different outcomes \(\sigma_a\) for each measurement; (B) Our Bell test of a set of quantum data – comprising arbitrary moments \(\langle \sigma_a^{(i)} \rangle, \langle \sigma_b^{(i)} \sigma_b^{(j)} \rangle\), etc. of the statistics of the measurement outcomes – consists of generating a family of local-variable (LV) models which approximate the quantum data at best, describing a trajectory (black line) within the local polytope bounding all predictions of LV models; (C) if the LV predictions maintain a finite distance from the quantum data, this reveals the existence of a Bell inequality (corresponding to the closest polytope facet) which the quantum data violate; (D) Frustrated correlation pattern among local variables in a \((2,2,2)\) setting, which an LV model should reproduce in order to realize the correlations of a Bell pair \((|\uparrow_1\downarrow_2\rangle - |\downarrow_1\uparrow_2\rangle) / \sqrt{2}\).

imimating the local polytope from the outside [20], with an exponential cost for the approximation to converge to the exact polytope. Hence the quantum membership problem (“Does a set of quantum data belong to the local polytope?”) is considered to be an exponentially hard one. Our main result is to exhibit an algorithm solving this problem in polynomial time under very general assumptions; and to validate such an approach by discovering new Bell inequalities violated by relevant quantum many-body states in the thermodynamic limit.

Solving the membership problem by inverse statistical methods. Our approach to the above problem consists of trying to explicitly build an LV model \(P_{LV}\) which reproduces the quantum data, namely such that \(\langle f_r(\sigma) \rangle_{LV} = \langle f_r(\sigma) \rangle_{Q}\) for all \(r = 1, ..., R\) (within the error bar of the quantum data). In a realistic scenario, \(R\) scales polynomially with \(N\); therefore, if such a distribution exists, it is certainly not unique, because it can be parametrized by many more parameters \((2^{kn} - 1)\) independent values) than the number \(R\) of constraints. Yet, if multiple distributions exist, there is one of them which is least biased, parametrized by the minimal number of parameters. This distribution maximizes Shannon entropy under the constraints [21, 22], or equivalently minimizes the “free-energy” functional

\[
F[P_{LV}] = \sum_\sigma P_{LV}(\sigma) \log P_{LV}(\sigma) - \sum_r K_r \langle f_r(\sigma)_{LV} - \langle f_r(\sigma)_{Q} \rangle \rangle 
\]

The solution takes the form of a Boltzmann distribution [21]

\[
P_{LV}(\sigma) = \exp[\sum_r K_r f_r(\sigma)] / Z 
\]

in which the Lagrange multipliers \(K_r\) (forming the vector \(K = \{K_r\}\)) play the role of coupling constants defining an effective Hamiltonian \(\mathcal{H}(\sigma; K) = -\sum_r K_r f_r(\sigma)\), and \(Z\) is the corresponding partition function. Therefore, our central observation is the following: if a LV model reproducing the quantum data exists, it can be found in the form of Eq. (3) upon adjusting the coupling constants. In the case of binary outcomes \((p = 2)\), to which we hereafter specialize, the \(\sigma\)’s are classical Ising variables \((\sigma = \pm 1)\), and therefore the LV model represents the equilibrium Boltzmann distribution of a generalized classical Ising model with Hamiltonian \(\mathcal{H}\).

In summary, without loss of generality, the problem is reduced to adjusting the coupling constants of a classical Ising model so as to fit the quantum data. This, however, is a well-known problem in statistical inference, namely an inverse Ising problem [23], which has the remarkable feature of being a convex optimization problem upon introducing the following cost function

\[
\mathcal{L}(K) = \log Z(K) - \sum_r K_r \langle f_r \rangle_{Q} 
\]

where \(\mathcal{L}\) is related to (minus) the log-likelihood. Indeed, the Hessian of the cost function

\[
H_{rs} = \frac{\partial^2 \mathcal{L}}{\partial K_r \partial K_s} = \langle f_r f_s \rangle_{LV} - \langle f_r \rangle_{LV} \langle f_s \rangle_{LV} 
\]

is the covariance matrix of the \(f_r\) functions, and is therefore semi-definite positive. The convexity of the cost function implies that a simple gradient-descent algorithm, following the gradient \(G = \{G_r\}\) of the cost function:

\[
G_r = \frac{\partial \mathcal{L}}{\partial K_r} = \langle f_r \rangle_{LV} - \langle f_r \rangle_{Q} 
\]

is guaranteed to converge to the global minimum [24].

Building a data-tailored Bell inequality. Our algorithm presents then two possible behaviors: 1) if the quantum data are reproducible by an LV model, it converges to well-defined couplings \(K\) which lead to the vanishing of the gradient \(G\) [Eq. (6)], namely of the distance vector between the quantum data and the LV predictions (Fig. 1B); 2) otherwise, the quantum data lie outside of the local polytope, so that \(G\) remains necessarily finite, leading to a runaway to infinity of the coupling constants as updated by the gradient-descent algorithm.
\[ K_r' = K_r - \epsilon G_r \] (with \( \epsilon \ll 1 \) the step variable in the numerical implementation of the gradient descent). In this case, the algorithm converges in practice when the minimal distance \( |G_r|^2 = \min_{r} \sum_{r} (|f_r|_{LV}^2 - |f_r|_Q)^2 \) between the LV predictions and the classical data is attained numerically. This convergence criterion marks the fact that the variational search of the classical Ising variables representing the binary outcomes of their measurement. Choosing the optimal angle \( \theta = \pi / 4 \) leads to correlation functions which take the common absolute value \( 1/\sqrt{2} \), but realize a fully frustrated correlation loop (three negative correlations and a positive one – see Fig. 1D). When trying to reproduce this correlation pattern with the equilibrium state of a classical Ising model \( H = -\sum_{a,b \in \{0,1\} \neq \emptyset} K_{ab} \sigma_a^{(1)} \sigma_b^{(2)} \), one can easily realize that the optimal choice is to take \( K_{ab} = \beta J_{ab} \) with \( \beta \to \infty \) (restricting the phase space to the ground state manifold of the Hamiltonian) and \( J_{00} = J_{11} = J_{01} = -J_{10} \), defining a fully frustrated square (3 antiferromagnetic couplings and a ferromagnetic one), such that \( \langle \sigma_0^{(1)} \sigma_0^{(2)} \rangle_{LV} = \langle \sigma_1^{(1)} \sigma_1^{(2)} \rangle_{LV} = \langle \sigma_0^{(1)} \sigma_1^{(1)} \rangle_{LV} = \langle \sigma_1^{(1)} \sigma_0^{(1)} \rangle_{LV} = -1/4 \) (since \( H \) has 8 degenerate ground states, in which there is always one correlation function out of 4 with the wrong sign). As a consequence, one obtains for the gradient vector the components \( G_{00} = G_{11} = G_{01} = -G_{10} = (2\sqrt{2} - 1)/4 \) defining an effective Hamiltonian \( \tilde{H} \), which has the same form as \( H \), and which reconstructs the celebrated Clauser-Horne-
Shimony-Holt (CHSH) inequality [29] \( \langle \sigma_0^{(1)} \sigma_0^{(2)} + \sigma_1^{(1)} \sigma_1^{(2)} + \sigma_0^{(1)} \sigma_1^{(2)} - \sigma_0^{(1)} \sigma_1^{(2)} \rangle_{LV} \geq -B_c = -2 \) (while the quantum data achieve the value \(-2\sqrt{2}\)).

Bell inequality for the quantum Ising model at its quantum-critical point. Moving on to many-body systems, we consider the 2d transverse-field Ising model at its quantum-critical (QC) point. Here, the quantum data consist of the net magnetization and pair correlation functions, and our approach reconstructs a permuted-invariant Bell inequality violated by the quantum data [28]. The relevant inequality, first identified in Ref. [17], is violated by strongly squeezed states [30–32], and squeezing is also a property of the QC point in question [33]. Yet our approach allows us to make a stronger statement, namely that – given the \((N, 2, 2)\) scheme with measurement bases suggested by Ref. [30] – a symmetric Bell inequality is the optimal one, namely the one which is most strongly violated, for quantum data that are not at all symmetric (unlike those produced in the experiments of Refs. [30, 31]), because of the spatial decay of correlations functions at criticality.

Bell inequality for Heisenberg antiferromagnets. We conclude our article by focusing on the equilibrium states of a paradigmatic quantum spin-lattice model, namely the quantum Heisenberg antiferromagnet (QHAF) with Hamiltonian \( \hat{\mathcal{H}} = J \sum_{\langle ij \rangle} \hat{S}^{(i)} \cdot \hat{S}^{(j)} \), where \( \hat{S}^{(i)} \) are quantum \( S = 1/2 \) operators, and the sum runs over pairs of nearest neighbors on a hypercubic lattice with an even number of sites. The ground state of this model realizes a global singlet, namely a many-body generalization of the Bell pair considered above. We focus on a \((N, k, 2)\) scenario, with \( k \geq 3 \) measurements per spin along axes \( n_a \) (\( a = 0, 1, \ldots, k - 1 \)), and we consider a uniform measurement strategy in which the axes are coplanar and form an angle \( a \pi/k \) with a given reference axis (this turns out to be optimal [28]) – see Fig. 2A. Feeding our algorithm with the two-point correlation function of the 2d QHAF with \( k = 3 \) measurements as quantum data, we discover that the latter violate the following symmetric Bell inequality

\[
\langle \hat{B} \rangle_{LV} = \sum_{a=0}^{k-1} S_{a,a+1} + \sum_{a=0}^{k-2} S_{a,a+1} - S_{k-1,0} \geq -B_c = -2N(k-1),
\]

where \( S_{ab} = \sum_{i \neq j} \langle \sigma_0^{(i)} \sigma_0^{(j)} \rangle_{LV} \). This inequality (proven in the SM [28]) turns out to be a many-body extension of the Pearle-Braunstein-Caves inequality [34, 35] proposed for non-locality detection in 2-spin states. Similarly to the above-cited example of the QC point of the 2d quantum Ising model, it is remarkable to notice that quantum data with spatial structure – such as the correlation function of the 2dQHAF – are found to most strongly violate a Bell inequality in which the spatial structure is washed out by the symmetrization procedure.

To see explicitly that the ground state of the QHAF violates the inequality of Eq. (8), we make use of the SU(2) invariance to rewrite the Bell operator \( \hat{B} \) in the form [28]: \( \hat{B} = 4k[1 + \cos(\pi/k)]J_z^2 - Nk \cos(\pi/k) - Nk \), where \( J_z = \sum_i \hat{S}_z^{(i)} \) is the collective spin along \( z \). Therefore, the classical bound \(-B_c\) is violated by the quantum data when

\[
\frac{\langle J_z^2 \rangle_Q}{N} < \beta_k = \frac{1}{4} - \frac{k - 1}{2k(1 + \cos(\pi/k))}.
\]

where the largest value of the right-hand side is found for \( k = 4 \), and it reads \( \beta_4 = 1/(16 + 12\sqrt{2}) = 0.030330\ldots \). Eq. (9) states that a sufficiently low value of the variance of one collective spin component (below the \( \beta_4 \) bound) is a witness [30] of Bell non-locality (“witness” because, in order to derive it, we explicitly used the spin algebra as well as the hypothesis of SU(2) invariance of the state). The ground state of all Heisenberg antiferromagnets with even \( N \) (regardless of the geometry of the underlying lattice) are total spin singlets (such that \( \langle J_z^2 \rangle_Q = 0 \)), and hence they satisfy the above criterion and violate the Bell inequality of Eq. (8). Moreover, in the SM [28] we show that the quantum violation of the inequality Eq. (8) offered by total spin singlets, \( \langle \hat{B} \rangle_Q = -Nk[1 + \cos(\pi/k)] \), is the maximal violation authorized by quantum mechanics (namely, regardless of the dimension of the Hilbert space of the system, of its quantum state, and of the chosen measurements). Fig. 2B shows that the condition Eq. (9) is also met by thermal equilibrium states of the QHAF in \( d = 1, 2 \) and 3 up to very sizable temperatures (the higher the larger \( d \) is, as non-locality is clearly protected by the strength of antiferromagnetic correlations). The condition of Eq. (9) is to be contrasted with the much looser one, \( \langle J_z^2 \rangle_Q/N < 1/6 \) required to witness entanglement between the individual spins [26, 27] – namely to exclude the possibility of writing the state of the system as \( \hat{\rho} = \sum_s \hat{\rho}_s^{(i)} \otimes_i \hat{\rho}_s^{(j)} \), where \( \hat{\rho}_s^{(i)} \) are arbitrary (pure or mixed) states of individual spins. This reflects the fact that, for mixed states, Bell non-locality is a much stronger form of quantum correlations than entanglement. Moreover the fundamental connection between the collective spin variance and the spin susceptibility at thermal equilibrium \( \chi_z = \langle J_z^2 \rangle_Q/(kBTN) \) (where \( T \) is the temperature) makes the above witness of non-locality experimentally accessible to magnetometry experiments on quantum magnets at realistic temperatures.

Conclusions. We have demonstrated a variational approach which can assess whether an arbitrary set of quantum data, coming from scalable many-body systems, exhibits quantum non-locality; and which reconstructs the Bell inequality most strongly violated by the data at hand. The computational cost of the algorithm is polynomial in system size whenever the quantum data are not obtained from systems governed by random Hamiltonians, and are not obtained by using a random measurement basis for each d.o.f – and it may still remain polynomial even if the above conditions are not met. Therefore, our approach opens the door to scalable and systematic certification of entanglement in synthetic quantum matter (quantum simulators [36, 37], quantum processors [38, 39]). When the violated Bell inequalities have a symmetric structure under the exchange of d.o.f (as in the case of the Heisenberg antiferromagnets reported in this work), a witness of Bell non-locality can be formulated by using collective observables
only [30], and the latter is therefore accessible in the broader context of quantum materials in condensed matter physics.
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The goal of the algorithm is to reproduce the quantum data using the equilibrium behavior of a classical statistical physics model describing Ising variables (for $p = 2$) on a lattice, or more generally with variables admitting an arbitrary number $p$ of values. As discussed in the main text, this represent an efficient strategy to produce a local-variable (LV) theory for the data of interest. In the following we will concentrate for concreteness on the $(N, k, p)$ scenario with $p = 2$, but the discussion can be readily generalized to arbitrary $p$’s. The quantum data generically consists of average values of functions $f_r(\sigma)$ of the measurement outputs $\{\sigma^a_i\} (a = 0, \ldots, k - 1, \ i = 1, \ldots, N)$ on the quantum degrees of freedom, which we shall denote as qubits in the following (since $p = 2$); such functions are then used to build the Hamiltonian of the classical model in the form:

$$\mathcal{H}(\sigma; K) = - \sum_r K_r f_r(\sigma) .$$

### IMPLEMENTATION OF THE VARIATIONAL APPROACH

In this section we describe the practical implementation of the algorithm for the search of Bell inequalities as starting from a set of thoughtfully chosen quantum data. More elements about the choice of the quantum data – specifically for what concerns the choice of the measurement basis – will be discussed in Secs. and .

**Monte Carlo treatment of the local-variable theory**
Throughout the work presented here, we have specialized our attention to single-site expectation values and two-point correlation functions, namely \( \{ f_r(\sigma) \} = \{ \sigma_a^{(i)} \}, \{ \sigma_a^{(i)} \sigma_b^{(j\neq i)} \} \), but obviously the whole treatment generalizes to arbitrary correlation functions.

The core of the variational algorithm is the calculation of the statistical averages representing the predictions of the LV theory

\[
\langle f_r(\sigma) \rangle_{\text{LV}} = \frac{1}{Z(K)} \sum_{\sigma} f_r(\sigma) e^{-H(\sigma;K)} \tag{S11}
\]

and building up the gradient of the cost function (Eq. 5 of the main text)

\[
G_r = \langle f_r(\sigma) \rangle_{\text{LV}} - \langle f_r(\sigma) \rangle_Q \tag{S12}
\]

which is then used to update the coupling constants within a gradient-descent algorithm. In our calculations we have actually implemented Nesterov’s accelerated gradient descent, which offers a dramatic speed-up, often reducing the cost function exponentially in the number of iterations – yet with the mild drawback that the cost function is not necessarily decreasing at each step of the algorithm.

The effective Hamiltonian of Eq. (S10) has a structure involving generically long-range couplings and external fields (see below); a general, fully scalable strategy to calculate efficiently the statistical averages of Eq. (S11) is then to use a standard Monte Carlo (MC) algorithm with single spin-flip Metropolis updates. Defining a single MC step as \( O(N) \) spin-flip attempts, the statistical error \( \text{Err}(\langle f_r(\sigma) \rangle_{\text{LV}}) \) on the LV averages \( \langle f_r(\sigma) \rangle_{\text{LV}} \) scales as \( c N_{\text{MC}}^{-1/2} \), where \( N_{\text{MC}} \) is the number of MC steps and \( c \) is a size-independent prefactor.

In a practical calculation aimed at optimizing the LV theory, one in fact needs to have a good relative precision not on the LV observables as such, but rather on the gradient as in Eq. (S12) – for instance one may require that

\[
\frac{\text{Err}(|G|^2)}{|G|^2} = \frac{\sum_{r=1}^R 2 \text{Err}(\langle f_r(\sigma) \rangle_{\text{LV}}) |G_r|}{\sum_r |G_r|^2} \leq \eta \tag{S13}
\]

for a given tolerance \( \eta \), in order for the gradient to be calculated with sufficient precision so as to offer practical guidance in the optimization. For the time being we have neglected the uncertainty on the quantum data, assuming that it is much smaller than the statistical uncertainty on the LV averages. This means that the number of Monte Carlo steps scales in practice as \( N_{\text{MC}} \sim (\eta |G|^{-2})^{-2} \), namely the cost of the MC simulation grows as the distance \( |G| \) between the LV predictions and the quantum data decreases.

The above result on the scaling of the MC steps with the gradient norm would naively imply that, if the LV theory succeeds to reproduce the quantum data (\( |G| \to 0 \)), then the cost of the computation of the LV averages would diverge. This is in fact not the case, when taking into account an inevitable finite precision on the quantum data, namely that \( \text{Err}(\langle f_r(\sigma) \rangle_Q) > 0 \). In that case, convergence of the LV theory occurs within the precision of the quantum data, and this imposes a minimal error on the LV averages of the same order of magnitude. Hence the maximum number of MC steps necessary to assess convergence of the LV theory to the quantum data is of the order \( N_{\text{MC}} \sim \max_{\sigma} |\text{Err}(\langle f_r(\sigma) \rangle_Q)|^{-2} \).

Otherwise, if the LV theory fails to reproduce the quantum data, the gradient norm saturates to a finite minimum \( |G|_{\infty} \); and the number of MC steps necessary to reach this conclusion saturates to \( N_{\text{MC}} \sim (\eta |G|_{\infty}^{-2})^{-2} \). In our calculations we have found that a tolerance \( \eta = 0.05 \) provides a manageable cost (with \( N_{\text{MC}} \sim 10^6 \div 10^7 \) for the systems considered) while providing a sufficient accuracy on the gradient for the optimization to be effective.

**Effective local-variable Hamiltonian structured by the quantum data**

The structure of the quantum data \( \langle f_r(\sigma) \rangle_Q \) that we aim at reproducing fundamentally consists of two ingredients: 1) the geometry of the observables collected on the qubits (namely, what correlation functions among which qubits have been measured, etc.) ; and 2) the spatial structure of the measured observables (namely, what values the correlation functions actually take). Such properties of the quantum data fundamentally dictate the structure and physical properties of the effective Hamiltonian to be treated. In the following we shall make some conservative assumptions on both aspects of the structure of quantum data, which guarantee the success of our approach; and we shall briefly discuss the possible lifting of such assumptions. To avoid any confusion, let us stress once again that the inverse problems one has to solve in our approach are purely classical ones. The following discussion is dedicated to the computational resources required to solve them as problems in classical statistical physics at equilibrium.

**Computational hardness of Ising spin models**. The central computational task of our variational search for LV theories is the calculation of thermodynamic expectation values for generalized Ising models. By construction, the Monte Carlo method builds a Markov chain which samples a Boltzmann distribution so as to predict statistical average values with a precision scaling with the inverse of the square root of the number of steps [44, 45]. The time of convergence of the Markov chain to its stationary regime is not predicted in general, but it is typically observed to be at most polynomial in the system size (as the result of the number of elementary updates necessary to de-correlate two successive configurations). If one Monte Carlo time step involves an extensive number of elementary updates \( O(N) \), the typical number of step necessary to relax the system scales at most as \( N^{z/d} \) in a \( d \)-dimensional system, where \( z \) is the so-called dynamical critical exponent, which is zero away from transitions points and it is finite (and typically \( O(1) \) [46]) at second-order transitions. Hence at most a global scaling of the convergence time as \( O(N^{1+z/d}) \) is expected.
As such the Monte Carlo method could be considered a priori efficient in reconstructing the equilibrium statistical physics of any classical model in polynomial time. This conclusion, nonetheless, is at odds with the proof that the ground-state search for some classes of Ising spin glasses, namely models with random and frustrated interactions, is in fact a NP-hard problem [41, 42]. Moreover many hard combinatorial problems (in the NP-hard or even NP-complete class) can be cast in the form of the ground-state search of an Ising model [43]; hard instances of such combinatorial problems also realize examples of Ising spin glasses. This suggests that an efficient solution (namely arbitrarily scalable in polynomial time) of their low-temperature thermodynamics using Monte Carlo is highly unlikely, as it would amount to proving that \( \text{P} \neq \text{NP} \). In practice, the calculation of the equilibrium expectation values for such models at low temperature is faced with the existence of a large number of metastable states, so that the convergence of MC simulations towards the correct Boltzmann averages (Eq. (S11)) might only be guaranteed in a time scaling exponentially with \( N \) (using e.g. simulated annealing [47]). We are not aware of other classes of Ising models (outside of Ising spin glasses) for which the ground-state search is proven to be NP-hard.

In such a context, it is fair (and rather common) to adopt the working assumption that the Monte Carlo method provides an efficient calculation of the thermodynamics for all models which are not proven to be NP-hard – essentially for all models that are not spin glasses. This assumption is corroborated e.g. by decades of successful Monte Carlo investigations of Ising models on regular lattices. Therefore we implicitly assume in the following that for all models which do not feature simultaneously frustration and randomness (the two crucial ingredients of spin glasses) thermodynamic expectation values can be efficiently calculated using Monte Carlo, with the scaling properties which are predicted by the general theory of Monte Carlo methods [44, 45]. The goal of the following paragraphs is to define minimal requirements on the quantum data that prevent the variational search of an LV description from potentially dealing with the thermodynamics of computationally hard Ising spin glasses.

**Geometry of the observables.** We shall assume some basic regularity in the choice of observables used to probe the quantum system – namely the fact that, once the local measurement basis has been chosen (not necessarily in the same way for all qubits), then the same amount of information is acquired on each qubit and on its correlations to the other qubits. Arranging the qubits on a regular lattice with site index \( i \), we shall imagine for instance that the quantum data contain the average value of all the measurements on individual qubits \( \langle \sigma^{(i)}_a \rangle_Q \) for all \( a \) and \( i \); and all the correlation functions among local measurements on qubits lying within a given mutual distance \( D \), namely \( \langle \sigma^{(i)}_a \sigma^{(j)}_b \rangle_Q \) for all \( a, b \) and for all \( i \neq j \) such that \( |i - j| \leq D \), etc. Such a choice endows then the classical model with a regular lattice structure, with local field terms \(-K^{(i)}_{ab} \sigma^{(i)}_a \sigma^{(i)}_b\) coupling to each local variable, and with interaction terms \(-K^{(i)}_{ab} \sigma^{(i)}_a \sigma^{(j)}_b\) among all local variables within a given mutual distance. Non-locality is best detected when using as much information as possible on the quantum state; in particular, given access to the \( n \)-point correlation function, it is sensible to use the information on its entire structure, containing \( O(N^n) \) terms. Under this assumption, the LV effective Hamiltonian Eq. (S10) aimed at reproducing the full \( n \)-point correlation function contains a number \( O(N^n) \) of terms, implying a computational cost scaling in the same way with \( N \) for the MC evaluation of the LV averages. In all the calculations presented in this work we have restricted our attention to the case \( n = 2 \).

**Spatial structure of the measured observables.** Once the geometry of the coupling constants \( \{ K_r \} \) has been fixed by the geometry of the observables contained in the quantum data, the values of such constants are adjusted in order to best reproduce the quantum data with an LV theory. Despite the regularity of the lattice into which the qubits are arranged, a preparation of their quantum state using random protocols (the equilibrium or non-equilibrium physics of random quantum Hamiltonians; random sequences of gates, etc.) will lead to quantum data with little or no structure, which may in turn require random couplings \( K_r \) in the LV theory that aims at reproducing them. Avoiding randomness is a rather safe assumption in order to guarantee convergence for the Monte Carlo calculations of the LV averages (see below for further discussion). We can state that our approach is fully scalable – namely capable of testing non-locality for the state of \( N \) qubits in a time scaling polynomially with \( N \) – when considering quantum data endowed with basic symmetries (e.g. translational invariance on a lattice with periodic boundary conditions, reflection symmetry on a regular lattice with open boundary conditions, etc.). Throughout this work we have used quantum data which come from the equilibrium physics of translationally invariant models (defined on regular lattices with periodic boundary conditions), which is a rather convenient situation as it allows one to reduce the number of independent coupling constants by a factor of \( N \).

**Concluding remarks.** Relaxing some of the above assumptions (on the regularity on the choice of observables building up the quantum data, and on the symmetries of the quantum data) may potentially expose the variational search of the LV theory to a much higher computational cost, which is required in the case in which the effective Hamiltonian Eq. (S10) is a model of an Ising spin glass – namely a model containing frustration and randomness. While frustration is a generic ingredient of LV theories aiming at reproducing a set of quantum data, randomness is precisely avoided by the above assumptions. Nonetheless it is very difficult to assess a priori the computational cost in the calculation of statistical averages for the frustrated and disordered Ising models that correspond to LV theories aiming at reproducing a particular set of quantum data with randomness. We take the above assumptions on the structure of quantum data as being sufficient (namely conservative) conditions for the convergence of our approach in a time scaling polynomially with system size. At the same
time, one may reasonably expect that a moderate amount of randomness in the quantum data (either stemming from a random choice of the observables, or from randomness in the quantum state) can be tolerated without generating an exponential cost for the convergence of our approach. Even in the case of known intractable models, refined Monte Carlo approaches (such as simulated annealing, parallel tempering and population annealing) exist that allow one to accurately calculate the equilibrium properties on moderate-size lattices – as it has been widely demonstrated in the case of Ising spin glasses [48, 49]. These approaches can be directly integrated within our variational optimization algorithm, opening the possibility of assessing non-locality in arbitrary sets of quantum data (namely with arbitrarily random structure) coming from systems of moderate size. This perspective is highly appealing, as it provides the possibility of a systematic, device-independent certification of entanglement in most near-term quantum devices (so-called NISQ ones, for “noisy intermediated-scale quantum” [50]).

DETECTING NON-LOCALITY OF THE 2D TRANSVERSE-FIELD ISING MODEL AT THE QUANTUM CRITICAL POINT

In this section we shall focus on the quantum critical point of the 2d quantum Ising model; and we shall describe how our algorithm recovers the many-body Bell inequality originally discovered in Ref. [17] as the Bell inequality which is most strongly violated by quantum data consisting of one-site and two-site expectation values in a \((N,2,2)\) scenario.

Frustration of the LV theories from squeezing and polarization

The Hamiltonian of the 2d quantum Ising model reads

\[
\hat{H} = -J \sum_{<ij>} \hat{S}_x^{(i)} \hat{S}_x^{(j)} - \Gamma \sum_i \hat{S}_z^{(i)} \tag{S14}
\]

where \(\langle ij \rangle\) represents a pair of nearest neighbors on a \(L \times L\) square lattice with periodic boundary conditions, and \(\hat{S}_\alpha^{(i)}\) \((\alpha = x, y, z)\) are \(S = 1/2\) spin operators. For definiteness, in the following we shall consider ferromagnetic couplings \((J > 0)\). The above model exhibits a quantum phase transition when the critical value \(\Gamma_c = 1.52219(1)J\) [40]: the critical point is accompanied with squeezing of the fluctuations of the \(y\) component of the collective spin, \(\hat{J}_y = \sum_i \hat{S}_y^{(i)}\) [33], namely with the property that the spin-squeezing for the \(y\) component of the spins is negative, \(C_{yy}^{(ij)} = \langle \hat{S}_y^{(i)} \hat{S}_y^{(j)} \rangle < 0\) \(\forall i \neq j\), while the correlation functions \(C_{xz}\) and \(C_{zz}\) for the \(x\) and \(z\) spin components are clearly positive. The appearance of sufficiently strong squeezing leads to Bell non-locality in a \((N,2,2)\) scenario, as shown experimentally in Ref. [30] for the squeezed state of an atomic spin ensemble; in the latter reference the following uniform measurement strategy was suggested

\[
\hat{\sigma}_0 = \cos \theta \hat{\sigma}_x + \sin \theta \hat{\sigma}_y \quad \hat{\sigma}_1 = \cos \theta \hat{\sigma}_x - \sin \theta \hat{\sigma}_y \tag{S15}
\]

where \(\hat{\sigma}_{x,y}\) are Pauli matrices. Such a strategy was used to build a Bell non-locality witness – namely an inequality on observables derived from the Bell inequality of Ref. [17] upon assuming the spin algebra – based on the squeezing parameter \(\xi^2 = N \text{Var}(\hat{J}_y)/\langle \hat{J}_x \rangle^2\) and on the polarization \(m_x = \langle \hat{J}_x \rangle / N = \langle \sum_i \hat{S}_x^{(i)} \rangle / N\).

As input to the Bell test we shall use the quantum data composed of the average local observables and of their two-point correlation functions, namely

\[
\begin{align*}
\langle \sigma_0^{(i)} \rangle_Q &= \langle \sigma_1^{(i)} \rangle_Q = 2 \cos \theta m_x \\
\langle \sigma_0^{(i)} \sigma_0^{(j)} \rangle_Q &= \langle \sigma_1^{(i)} \sigma_1^{(j)} \rangle_Q = 4 \cos^2 \theta C_{xx}^{(ij)} + 4 \sin^2 \theta C_{yy}^{(ij)} \\
\langle \sigma_0^{(i)} \sigma_1^{(j)} \rangle_Q &= 4 \cos^2 \theta C_{xx}^{(ij)} - 4 \sin^2 \theta C_{yy}^{(ij)} \tag{S16}
\end{align*}
\]

where we have used the fact that \(\langle \hat{S}_x^{(i)} \hat{S}_y^{(j)} \rangle = 0\). From the point of view of our variational approach, the Bell test consists in actively building an LV theory in the form of an Ising model with two Ising variables \((\sigma_0^{(i)}\) and \(\sigma_1^{(i)}\) per physical lattice site – see Fig. S3(A). In practice the LV theory aims at reproducing the quantum data via the equilibrium thermodynamics of a classical Ising model in an external field, with an effective Hamiltonian directly reflecting the content of the quantum data, namely containing all possible one-spin and two-spin terms

\[
\mathcal{H}(\sigma; K) = -\sum_i \left(K_{00} \sigma_0^{(i)} + K_{11} \sigma_1^{(i)} \right) - \sum_{i < j} \left[K_{00}^{ij} \sigma_0^{(i)} \sigma_0^{(j)} + K_{11}^{ij} \sigma_1^{(i)} \sigma_1^{(j)} + K_{10}^{ij} \right] \left(\sigma_0^{(i)} \sigma_1^{(j)} + \sigma_1^{(i)} \sigma_0^{(j)} \right) \tag{S17}
\]

Here the translational invariance of the coupling constants (uniform fields \(K_0\) and \(K_1\), and \(K_{ab}\) couplings uniquely dependent on the distance \(|i-j|\) between sites) descends from the same invariance in the quantum data.

A simple argument suggests that the terms in the above effective Hamiltonian must be competing in energy (and therefore frustrated) in order to reproduce the quantum data of Eq. (S16). Indeed the quantum data impose on the classical Ising variables in the Hamiltonian (S17) seemingly contradictory requirements: the local variables should exhibit the same polarization \(\langle \sigma_0 \rangle = \langle \sigma_1 \rangle\) and the same \textit{intra}-variable correlation functions \(\langle \sigma_0^{(i)} \sigma_0^{(j)} \rangle = \langle \sigma_1^{(i)} \sigma_1^{(j)} \rangle\); yet, because of the negativity of the \(C_{yy}\) correlator, the quantum data exhibit different \textit{inter}-variable correlation functions, namely \(\langle \sigma_0^{(i)} \sigma_1^{(j)} \rangle > \langle \sigma_0^{(i)} \sigma_0^{(j)} \rangle > 0\). Such a situation could be in principle stabilized at finite temperature by simply taking different coupling constants \(K_{01} > K_{00} = K_{11}\), so that thermal effects have different impact on the inter- vs. intra-variable correlations. Yet, if the polarization of the variables

\[
\begin{align*}
\langle \sigma_0^{(i)} \rangle_Q &= \langle \sigma_1^{(i)} \rangle_Q = 2 \cos \theta m_x \\
\langle \sigma_0^{(i)} \sigma_0^{(j)} \rangle_Q &= \langle \sigma_1^{(i)} \sigma_1^{(j)} \rangle_Q = 4 \cos^2 \theta C_{xx}^{(ij)} + 4 \sin^2 \theta C_{yy}^{(ij)} \\
\langle \sigma_0^{(i)} \sigma_1^{(j)} \rangle_Q &= 4 \cos^2 \theta C_{xx}^{(ij)} - 4 \sin^2 \theta C_{yy}^{(ij)} \tag{S16}
\end{align*}
\]
(2 cos \( \theta \) \( m_x \)) is sufficiently strong, such thermal effects should be significantly suppressed by the fields \( K_0 \) and \( K_1 \), and the difference between intra- and inter-variable correlations is not justified.

The way out of this contradiction is that the coupling constants \( K_{00}, K_{11} \) have opposite signs with respect to the couplings \( K_{01} \); in particular, given the hierarchy of correlations, the \( K_{01} \) couplings should be taken as ferromagnetic (namely positive) so as to stabilize the positive dominant \( \langle \sigma_0 \sigma_1 \rangle \) correlations; while the \( K_{00} \) and \( K_{11} \) couplings should be taken as anti-ferromagnetic (negative), so as to suppress the \( \langle \sigma_0 \sigma_0 \rangle \) and \( \langle \sigma_1 \sigma_1 \rangle \) correlations. In particular the long-range nature of the latter anti-ferromagnetic couplings leads to frustration – see Fig. S3(B). Such a frustrated configuration of couplings is indeed the one corresponding to the unique global minimum of the cost function optimized in order for the LV theory to best reproduce the quantum data.

**Convergence of the algorithm and emergence of the Bell inequality**

Here we shall illustrate how the variational algorithm indicates the failure of the LV theory to reproduce the quantum data, and how it unveils the Bell inequality most strongly violated by the quantum data.

Fig. S4 shows the evolution of a few representative components of the cost function gradient (namely the distance vector between the LV predictions and the quantum data) as calculated for the 2d quantum Ising model on a 6 \( \times \) 6 lattice at its quantum critical point. The evolution follows an accelerated gradient descent with increment \( \epsilon = 10^{-2} \). We observe that all the gradient components saturate to a finite asymptotic value, clearly manifesting a runaway behavior of the minimum search for the cost function (see main text). Moreover, and most significantly, all gradient components seemingly converge to the same absolute value, with a specific sign pattern. Such a sign pattern reconstructs a Bell inequality of the following form

\[
- \sum_i \left( \sigma_0^{(i)} + \sigma_1^{(i)} \right) + \sum_{i<j} \left( -\sigma_0^{(i)} \sigma_0^{(j)} - \sigma_1^{(i)} \sigma_1^{(j)} \right) + \sigma_0^{(i)} \sigma_1^{(j)} + \sigma_1^{(i)} \sigma_0^{(j)} \geq -B_c
\]

in which the coefficients of the linear combination of single-spin and two-spin correlation functions descend from the asymptotic value of the gradient, normalized to the common absolute value of its component. Introducing the combina-
tions
\[ S_a = \sum_i \sigma^{(i)}_a \quad S_{ab} = \sum_{i \neq j} \sigma^{(i)}_a \sigma^{(j)}_b \quad (S19) \]
with \( a, b = (0, 1) \), the above Bell inequality takes the form
\[ -S_0 - S_1 + \frac{1}{2} S_{00} + \frac{1}{2} S_{11} - S_{01} \geq -B_c \quad (S20) \]
which corresponds to the many-body Bell inequality derived by Ref. [17], with classical bound \( B_c = 2N \). The saturation of the gradient to a finite value implies that the quantum data violate this Bell inequality: introducing the Bell operator
\[ \hat{B} = -\hat{S}_0 - \hat{S}_1 + \frac{1}{2} \hat{S}_{00} + \frac{1}{2} \hat{S}_{11} - \hat{S}_{01} \quad (S21) \]
with \( \hat{S}_a = \sum_i \hat{\sigma}^{(i)}_a \) and \( \hat{S}_{ab} = \sum_{i \neq j} \hat{\sigma}^{(i)}_a \hat{\sigma}^{(j)}_b \), one obtains \( \langle \hat{B} \rangle / N = -2.0849... \) on the \( 6 \times 6 \) lattice, \(-2.127... \) on the \( 8 \times 8 \) lattice, \(-2.147... \) on the \( 10 \times 10 \) lattice, etc. namely a consistent violation of the Bell inequality becoming stronger with increasing system size – this is due to the relationship between the Bell inequality violation and squeezing [30], and to the increasing level of squeezing that larger lattices exhibit at the quantum Ising critical point [33]. The quantum data are obtained via quantum Monte Carlo simulations [33] at temperatures sufficiently low to eliminate thermal effects.

Our result is therefore two-fold: 1) the one-spin and two-spin correlation functions of the quantum critical point of the 2d quantum Ising model on the square lattice violate the Bell inequality of Ref. [17], Eq. (S20); but also 2) among all the Bell inequalities that the quantum data at hand could violate, Eq. (S20) is the one that is most strongly violated, corresponding to the facet of the local polytope which is closest to the quantum data. This is a remarkable fact, given that the inequality of Eq. (S20) is symmetric under permutation of all sites, while the quantum data are not – indeed the correlation functions \( C_x^{(xx)} \) and \( C_y^{(yy)} \) have a strong spatial decay, which is a hallmark of quantum criticality. This result vindicates the choice of Ref. [17] to restrict the search of Bell inequalities to permutationally symmetric ones, as the latter appear to be highly relevant even to quantum data which do not share the same symmetry. The same conclusion can be drawn from the example discussed in the following sections.

**Distilling the Bell inequality out of the numerical data**

The above example gives us a prescription on how to extract the violated Bell inequality out of the numerical data for the gradient of the cost function. In practice such data are noisy (as clearly shown in Fig. S4): yet, after convergence is reached, a partial average of the gradient components over the last iteration steps strongly reduces the noise, and makes the pattern of the gradient components more explicit. In order to obtain relevant Bell inequalities that transcend the numerical uncertainty of the variational search, it is completely acceptable to guess some regularity in the coefficients of the inequality: once the inequality is reconstructed and the classical bound is obtained, the only metric of success of the whole operation is the violation of the inequality by the quantum data. This is also the procedure that led us to the results described in the sections that follow.

**Role of the precision of the quantum data**

The example offered here, and in particular the data in Fig. S4, clearly points at the role of the precision in the quantum data in the detection of Bell non-locality. The deviation of the LV predictions from the quantum data is clearly rather small (\( \sim 10^{-3} \)): this means that quantum data on the correlation function with a precision significantly lower than this value are required to successfully detect non-locality. If the error on the quantum data is larger than their deviation from the LV predictions, this geometrically implies that the point representing the quantum data – see Fig. 1 of the main text – acquires such a width that it overlaps with the polytope of LV models, even though the exact quantum data would be outside of the polytope. In this case the quantum data analyzed in a fully unbiased way, namely compared element by element with the predictions of LV theories, do not possess a precision sufficient to ascertain their non-local nature.

Yet, the lesson of the example coming from the 2d quantum Ising model at criticality is that Bell non-locality is optimally detected via the violation of a Bell inequality that does not treat all the elements of the magnetization profile and of the correlation functions independently, but that rather symmetrizes over all sites and pairs of sites, relying only on the combinations \( S_a \) and \( S_{ab} \). Following the spirit of Ref. [17], we could have chosen to work from the start with the coarse-grain quantum data \( S_a \) and \( S_{ab} \), and try to reproduce them with a permutationally-invariant LV theory. In this case, the symmetrized quantum data have a relative precision which is improved by a factor \( O(\sqrt{N}) \) with respect to that of the individual entries of the correlation function – assuming statistical independence between measurements of correlations at different distances – if the system is translationally invariant (namely if the correlation function had already been averaged over translations, thereby reducing its error by a factor \( O(N) \)); or even by a factor \( O(\sqrt{N}) \) in the absence of translational invariance. Working with macroscopic observables (collective spin measurements) such as \( S_a \) and \( S_{ab} \) – along with non-locality witnessing as opposed to strict non-locality detection – was certainly a key ingredient toward the success of recent experiments probing Bell non-locality in a system of \( N \sim 500 \) (Ref. [30]) and \( N \sim 5 \times 10^5 \) (Ref. [31]) quantum spins.

In conclusion, in the presence of high-precision quantum data the best strategy is to use microscopic observables (e.g. the values of the local magnetization, of each of the two-
Heisenberg antiferromagnet. Bell inequalities violated by structured quantum data may in strategy has a chance to be successful, knowing that optimal inequalities violated by structured quantum data may in fact be blind to their structure – as in the example of the 2d quantum Ising model, and in the following example on the Heisenberg antiferromagnet.

**PROOF OF THE MANY-BODY PEARLE-BRAUNSTEIN-CAVES (PBC) INEQUALITY**

We consider a \((N, k, 2)\) Bell scenario with \(k \geq 3\), where each of the \(N\) parties has \(k\) possible measurement. Introducing the quantities \(S_{ab}\) as in equation Eq. (S19), we will prove the following Bell inequality:

\[
B = \sum_{a=0}^{k-1} S_{aa} + \sum_{a=0}^{k-2} S_{a,a+1} - S_{k-1,0} \geq -2N(k-1) := -B_c ,
\]

where \(-B_c\) is the classical bound. We define the collective variables \(X_a = \sum_{i=1}^{N} \sigma_a^{(i)}\), so that \(S_{ab} = X_a X_b - \sum_{i=1}^{N} \sigma_a^{(i)} \sigma_b^{(i)}\). We then define the quantities

\[
A = \sum_{a=0}^{k-1} X_a^2 + \sum_{a=0}^{k-2} X_a X_{a+1} - X_{k-1} X_0 ,
\]

\[
B = \sum_{i=1}^{N} \sum_{a=0}^{k-2} \sigma_a^{(i)} \sigma_{a+1}^{(i)} - \sigma_{k-1}^{(i)} \sigma_0^{(i)}
\]

so that:

\[
B = A - B - kN .
\]

For all configurations of the variables \(\sigma_a^{(i)} = \pm 1\), we have \(B \leq N(k-2)\), so that \(-B - kN \geq -2N(k-1)\). In order to prove Eq. (S22) it is therefore enough to prove that \(A \geq 0\). We introduce the notation \(u^T = (X_0, X_1, \cdots X_{k-1})\), so that \(A = u^T M u\), with \(M = \mathbb{I} + M' / 2\), where \(M'\) is the symmetric matrix (in the Dirac notation for vectors):

\[
M' = \sum_{a=0}^{k-2} |a\rangle \langle a + 1| - |k - 1\rangle \langle 0| + \text{h.c.} \ .
\]

In order to prove that \(A \geq 0\), it is enough to show that the eigenvalues \(\epsilon_q\) (\(q = 0, \cdots, k-1\)) of \(M'\) satisfy \(\epsilon_q \geq -2\), so that \(u^T M u \geq 0\) for any \(u\). The diagonalization of \(M'\) is achieved in two steps: 1) a local phase transformation \(|\tilde{a}\rangle = e^{i\pi a/(k|a\rangle};\) and 2) a Fourier transformation \(|\psi_q\rangle = (1/\sqrt{N}) \sum_{a=0}^{k-1} e^{2i\pi a q/k} |\tilde{a}\rangle\). The eigenvalues of \(M'\) are \(\epsilon_q = 2\cos(\pi(2q+1)/k) \geq -2\), completing the proof that \(A \geq 0\). The bound is tight for \(N\) even, as \(A = 0\) is achieved with configurations \(\sigma_a^{(i)}\) such that \(X_0 = 0\) for all \(a\), namely, with \(\sigma_a^{(i)} = 1\) for \(i = 1, \cdots N/2\) and \(\sigma_a^{(i)} = -1\) for \(i = N/2 + 1, \cdots N\).

**VIOLATION OF THE MANY-BODY PBC INEQUALITY BY QUANTUM DATA**

How quantum antiferromagnetism achieves frustration of local-variable theories for \(k \geq 3\)

Before diving into the formal demonstration of the violation of the Bell inequality in Eq. (S22) by quantum data, it is useful to have a grasp of the physical reason behind this violation, which is also the guiding principle that allows one to identify a relevant measurement strategy on the quantum data that may lead to unveil non-locality.

Here we shall focus on the simple case of a singlet state shared by two qubits, and on the Bell scenario \((2, 3, 2)\) in which each qubit is subject to the following \(k = 3\) measurements

\[
\hat{\sigma}_0 = \hat{\sigma}_x \ 
\hat{\sigma}_1 = \cos \theta \hat{\sigma}_x + \sin \theta \hat{\sigma}_y \ 
\hat{\sigma}_2 = \cos(2\theta) \hat{\sigma}_x + \sin(2\theta) \hat{\sigma}_y \ .
\]

The quantum data of interest are represented by the correlation functions among all possible measurements on the two qubits, \(C_{ab} = \langle \sigma_a^{(1)} \sigma_b^{(2)} \rangle_Q\), which take values:

\[
C_{00} = C_{11} = C_{22} = -1 \ 
C_{01} = C_{10} = C_{12} = C_{21} = -\cos \theta \ 
C_{02} = C_{20} = -\cos(2\theta)
\]

Choosing (as we shall do in the following) \(\theta = \pi/3\) produces the simple correlation pattern \(C_{00} = C_{11} = C_{22} = \)

![FIG. S5: Correlation pattern in a spin singlet (after π rotation around the z axis of e.g. qubit 1) for the local measurements indicated in Eq. (S26). Orange (green) lines indicate positive (negative) correlations present in the quantum state. The dashed line marks one out of the four frustrated loops of correlations present in the quantum data.](image-url)
2C_{01} = 2C_{12} = -2C_{02} = -1. This correlation pattern is pictured in Fig. S5: it exhibits four frustrated correlation loops – characterized by the presence of an odd number of correlations of the same sign – such as in the loop $\sigma_0^{(1)} \rightarrow \sigma_1^{(2)} \rightarrow \sigma_2^{(1)} \rightarrow \sigma_0^{(2)}$. This implies that the effective Hamiltonian for an LV theory capable of reproducing (or at least approaching) this correlation pattern between antiferromagnetically correlated spins must necessarily be frustrated. In fact the very correlation pattern of Eq. (S27) for two spins and $\theta = \pi/3$ is already impossible to reproduce with an LV theory. This aspect is at the heart of the violation of the Pearle-Braunstein-Caves inequality [34, 35] for two qubits.

Coplanar measurement axes

To test the violation of the Bell inequality Eq. (S22) by a quantum state, we introduce the Bell operator for $N$ spins

$$\hat{B} = \sum_{a=0}^{k-1} \hat{S}_{aa} + \sum_{a=0}^{k-2} \hat{S}_{a,a+1} - \hat{S}_{k-1,0}. \quad (S27)$$

where $\hat{S}_{ab} = \sum_{i \neq j} \hat{\sigma}_i^{(a)} \hat{\sigma}_j^{(b)}$.

In order to achieve the strongest violation of the above Bell inequality in the $(N, k, 2)$ scenario by a set of quantum data, one should in principle optimize freely over all $k$ measurement axes. Pursuing this exhaustive search would lead to extremizing a complex function of $2k$ angles specifying the orientations of all measurement axes. While this is entirely feasible, we opt for a more practical scheme by which we restrict the search to the situation in which all measurement axes are co-planar and form an angle $\theta$ between consecutive axes; in other words, the measurement operators correspond to

$$\hat{\sigma}_a = \cos(\theta) \hat{\sigma}_x + \sin(\theta) \hat{\sigma}_y \quad (a = 0, \ldots, k-1) \quad (S28)$$

generalizing the scheme proposed in Eq. (S26). Without loss of generality, we choose the $xy$ plane as the measurement plane and $\hat{\sigma}_0 = \hat{\sigma}_x$.

The above choice of measurement axes is rather natural: consecutive measurement axes are coupled pairwise in the same way in the Bell operator $\hat{B}$ (except for the last and the first one), and therefore they should form the same angles with each other, not necessarily in the same plane. The choice of coplanarity is motivated by the attempt to maximally exploit the correlations present in the the potential quantum states: indeed, having fixed the orientations of the first ($0-\theta$) and last ($k-1-\theta$) measurement axes, which define the plane of interest, the other measurement axes are maximally close to each other (and therefore give rise to maximally correlated measurements) if they are chosen to lie in that same plane.

Expectation value of the Bell operator

Having parametrized the choice of the measurement axes uniquely by the angle $\theta$, our goal is then to minimize the function $\langle \hat{B} \rangle(\theta)$ when calculating it for a specific quantum state. Following the treatment of the Bell inequality in Sec., we rewrite the $\hat{S}$ operators in terms of the collective spin operators $\hat{J}_a = \sum_i \hat{S}_{ai}^{(i)}$ as

$$\hat{S}_{ab} = 2 \left( \hat{J}_a \hat{J}_b + \hat{J}_b \hat{J}_a \right) - \frac{1}{2} \sum_i \left( \hat{\sigma}_{a,i}^{(i)} \hat{\sigma}_{b,i}^{(i)} + \hat{\sigma}_{b,i}^{(i)} \hat{\sigma}_{a,i}^{(i)} \right). \quad (S29)$$

As a consequence, the Bell operator can be rewritten as

$$\hat{B} = \hat{A} - \hat{B} - kN \quad (S30)$$

where

$$\hat{A} = 4 \sum_{a=0}^{k-1} \hat{J}_a^2 + 2 \sum_{a=0}^{k-2} \left( \hat{J}_a \hat{J}_{a+1} + \hat{J}_{a+1} \hat{J}_a \right) - 2 \left( \hat{J}_{k-1} \hat{J}_0 + \hat{J}_0 \hat{J}_{k-1} \right) \quad (S31)$$

and

$$\hat{B} = \frac{1}{2} \sum_{a=0}^{k-2} \sum_{i=1}^{N} \left( \hat{\sigma}_{a,i}^{(i)} \hat{\sigma}_{a+1,i}^{(i)} + \hat{\sigma}_{a+1,i}^{(i)} \hat{\sigma}_{a,i}^{(i)} \right) - \frac{1}{2} \left( \hat{\sigma}_{k-1,i}^{(i)} \hat{\sigma}_{0,i}^{(i)} + \hat{\sigma}_{0,i}^{(i)} \hat{\sigma}_{k-1,i}^{(i)} \right) \quad (S32)$$

where we have used the fact that $\hat{\sigma}_{a,i}^{(i)} \hat{\sigma}_{a,i}^{(i)} = 1$. Given that $\hat{J}_a = \cos(\theta) \hat{J}_a + \sin(\theta) \hat{J}_y$, straightforward algebra leads to rewriting the components of the Bell operator in terms of the operators $\hat{J}_x^2, \hat{J}_y^2$ and $\hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x$ as follows:

$$\hat{A} = F_x(\theta) \hat{J}_x^2 + F_y(\theta) \hat{J}_y^2 + F_{xy}(\theta) \left( \hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x \right) \quad (S33)$$

with

$$F_x(\theta) = 2k + 2(k-1) \cos(\theta) - 4 \cos((k-1)\theta)$$

$$+ 1 + \frac{1}{\sin \theta} \left\{ \sin[(2k-1)\theta] + \sin[2(k-1)\theta] \right\}$$

$$F_y(\theta) = 2k + 2(k-1) \cos(\theta)$$

$$- 1 - \frac{1}{\sin \theta} \left\{ \sin[(2k-1)\theta] + \sin[2(k-1)\theta] \right\}$$

$$F_{xy}(\theta) = -2 \sin[(k-1)\theta] + \frac{1}{\sin \theta} \left\{ 1 + \cos \theta \right\}$$

$$- \cos[(2k-1)\theta] - \cos[2(k-1)\theta] \quad (S34)$$

A similar calculation leads to the explicit form of the $\hat{B}$ operator, which turns out to be simply proportional to the identity, $\hat{B} = G(\theta) N$, with

$$G(\theta) = (k-1) \cos \theta - \cos[(k-1)\theta] \quad (S35)$$

Therefore the angle $\theta$ can be found by minimizing the expectation value of the Bell operator on the quantum state of interest

$$\langle \hat{B} \rangle(\theta) = F_x(\theta) \langle \hat{J}_x^2 \rangle + F_y(\theta) \langle \hat{J}_y^2 \rangle$$

$$+ F_{xy}(\theta) \langle \hat{J}_x \hat{J}_y + \hat{J}_y \hat{J}_x \rangle - N(G(\theta) + k) \quad (S36)$$
in order to satisfy the condition (Bell inequality violation) \(|\langle \hat{B} \rangle| < -2N(k - 1)|

The above formula is completely general and it relies uniquely on the choice of coplanar measurement axes, forming equal angles between consecutive axes. In the following we shall specialize it to \(U(1)\) symmetric states.

**Bell operator for \(U(1)\)-symmetric states**

In the case of \(U(1)\)-symmetric states, invariant under a rotation around the \(z\) axis, one has \(|\langle J_z \rangle \rangle = 0\) and \(|\langle J_x^2 \rangle \rangle = |\langle J_y^2 \rangle \rangle\), so that the expectation value of the Bell operator reduces to

\[
\langle \hat{B} \rangle(\theta) = F(\theta)\langle J_x^2 \rangle - N(G(\theta) + k) \tag{S37}
\]

where

\[
F(\theta) = F_x(\theta) + F_y(\theta) = 4[k + (k - 1) \cos \theta - \cos[(k - 1)\theta]] = 4[k + G(\theta)] \tag{S38}
\]

The violation of the Bell inequality is then achieved under the condition

\[
\frac{\langle J_x^2 \rangle}{N} < \frac{1}{4} - \frac{2(k - 1)}{F(\theta)} \tag{S39}
\]

The strongest violation of the Bell inequality can therefore be achieved upon maximizing the right-hand side, which implies maximising the \(F\) function since \(k \geq 3\). This maximum is achieved for \(\theta = \pi/k\), and it takes the value

\[
F_{\text{max}} = F(\pi/k) = 4k \left(1 + \cos \frac{\pi}{k}\right) \tag{S40}
\]

Hence the optimal witness condition for Bell non-locality of \(U(1)\) symmetric states takes the form

\[
\frac{\langle J_x^2 \rangle}{N} < \beta_k = \frac{2 - k + k \cos \frac{\pi}{k}}{4k \left(1 + \cos \frac{\pi}{k}\right)} \tag{S41}
\]

We find the following bounds: \(\beta_3 = 1/36 = 0.027777\), \(\beta_4 = 1/(16 + 12\sqrt{2}) = 0.030330\), \(\beta_5 = 0.028885\), etc. The largest bound for the witness inequality Eq. (S41) is therefore obtained for \(k = 4\). This is the inequality we used in the main text to probe non-locality in the low-temperature states of Heisenberg antiferromagnets.

**MAXIMAL QUANTUM VIOLATION OF THE PBC INEQUALITY**

In the measurement setting we have described, the maximal violation of Eq. (S22) is obtained when \(|\langle J_x^2 \rangle \rangle = 0\) in a \(U(1)\) symmetric state - implying that one is actually dealing with a global singlet with higher (\(SU(2)\)) symmetry. The above conditions yields \(|\langle \hat{B} \rangle| = -Nk[1 + \cos(\pi/k)] < -B_k\) [see Eq. (S37)]. We now prove that \(-B_k := -Nk[1 + \cos(\pi/k)]\) is the maximal violation of the Bell inequality Eq. (S22) allowed by quantum mechanics. Specifically, we will show that

\[
\hat{B} + B_\theta \hat{1} \geq 0 \tag{S42}
\]

namely that all eigenvalues of \(|\hat{B} + B_\theta \hat{1}\rangle\rangle\) are non-negative, by rewriting this operator as a sum of squares. To define the Bell operator \(\hat{B}\), we first introduce the operators \(\hat{X}_a = \frac{1}{2}\{\hat{X}_a, \hat{X}_b\} = \frac{1}{2} \sum_{i=1}^{N} \{\hat{\sigma}_a(i), \hat{\sigma}_b(i)\}\), with the anti-commutator \(\{A, B\} = AB + BA\). The only property of the \(\hat{\sigma}_a(i)\) operators that we require is that they be hermitians, and that \(|\langle \hat{\sigma}_a(i) \rangle|^2 = 1\), namely, that their measurement outputs \(\pm 1\), regardless of the number of dimensions of the local Hilbert space upon which they act.

The Bell operator is then defined as in Eq. (S27), yet with a generalised definition for the \(\hat{\sigma}_a(i)\) operators entering into the \(\hat{S}_{ab}\) operators. The Bell operator is a quadratic form in the \(\hat{\sigma}_a(i)\) operators. We make this form explicit by introducing the vectors of operators \(\hat{X} = (\hat{X}_0, \cdots \hat{X}_{k-1})\) and \(|\hat{\sigma}(i)\rangle\rangle = (\hat{\sigma}_0(i), \cdots \hat{\sigma}_k(i))\). Using the matrix \(M\) introduced in Eq. (S25), we have:

\[
\hat{B} + B_\theta \hat{1} = \hat{X}^T \left[1 + \frac{1}{2} M^T\right] \hat{X} + \sum_{i=1}^{N} |\hat{\sigma}(i)\rangle\rangle \left[\frac{B_\theta}{N\pi} - 1\right] \left[1 - \frac{1}{2} M^T\right] |\hat{\sigma}(i)\rangle\rangle \tag{S43}
\]

where we use the fact that \(|\langle \hat{\sigma}(i)\rangle\rangle^T \cdot |\hat{\sigma}(i)\rangle\rangle = \sum_{a=0}^{k-1} |\langle \hat{\sigma}_a(i) \rangle|^2 = k\). The symmetric matrix \(M\) has been diagonalized in Sec., so that \(U_0 M U_0 = \text{diag}(\epsilon_0, \cdots \epsilon_{k-1})\) with \(\epsilon_q = 2\cos[\pi(2q + 1)/k]\). Introducing the operators \(\hat{Y} = U_0^T \hat{X} \) and \(|\hat{\sigma}(i)\rangle\rangle = U_0^T |\hat{\sigma}(i)\rangle\rangle\), we obtain:

\[
\hat{B} + B_\theta \hat{1} = \sum_{a=0}^{k-1} \left[1 + \frac{\epsilon_a}{2}\right] \hat{Y}_a^T \hat{Y}_a + \sum_{i=1}^{N} \sum_{a=0}^{k-1} \left[\frac{B_\theta}{N\pi} - 1 - \frac{\epsilon_a}{2}\right] |\hat{\sigma}_a(i)\rangle\rangle^T |\hat{\sigma}_a(i)\rangle\rangle \tag{S44}
\]

We have \(1 + \epsilon_a/2 \geq 0\) for all \(a\), and if we choose \(B_\theta = Nk[1 + \max_{a} \epsilon_a/2] = Nk[1 + \cos(\pi/k)]\), we achieve a sum-of-squares decomposition, implying that for any Hilbert space size, and any wavefunction \(|\Psi\rangle\rangle\), we have:

\[
|\langle \Psi |\hat{B} |\Psi\rangle| \geq -B_\theta \tag{S45}
\]

The measurement protocol we have proposed on a many-body spin singlet, achieving \(|\langle \hat{B} \rangle| = -B_\theta\), yields therefore the maximal violation of the Bell inequality Eq. (S22) allowed by quantum mechanics.