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ABSTRACT. We complete our theory of weighted $L^p(w_1) \times L^q(w_2) \to L^r(w_1^{1/r}w_2^{1/q})$ estimates for bilinear bi-parameter Calderón–Zygmund operators under the assumption that $w_1 \in A_p$ and $w_2 \in A_q$ are bi-parameter weights. This is done by lifting a previous restriction on the class of singular integrals by extending a classical result of Muckenhoupt and Wheeden to the product BMO setting.

1. INTRODUCTION

Singular integral operators (SIOs) are operators of the form

$$T f(x) = \int_{\mathbb{R}^n} K(x, y) f(y) \, dy.$$  

They include many important linear transformations that arise in the analysis connecting geometric measure theory, partial differential equations, harmonic analysis and functional analysis. Classical one-parameter kernels are singular when $x = y$. Product space theory (multi-parameter theory), on the other hand, is concerned with kernels whose singularities are more spread out. To get an idea, for $x, y \in \mathbb{C} = \mathbb{R} \times \mathbb{R}$, compare the one-parameter Beurling kernel $1/(x - y)^2$ with the bi-parameter kernel $1/[(x_1 - y_1)(x_2 - y_2)]$ – the product of Hilbert kernels in both coordinate directions.

In the product setting the multilinear theory of SIOs – where a singular integral acts on a tuple of functions $(f_1, \ldots, f_m)$ – is historically significantly more limited than in the one-parameter setting. We refer to our recent work [14] for a thorough background on the subject, its significance and for new developments. In [14] we developed a wide general theory of bilinear bi-parameter singular integrals $T$. This includes general Calderón–Zygmund style principles: simpler estimates in the Banach range ($r > 1$), imply boundedness in the full bilinear range $L^p \times L^q \to L^r$, $1/p + 1/q = 1/r$, $1 < p, q \leq \infty$, $1/2 < r < \infty$, weighted estimates, mixed-norm estimates, and so on.

This was the first time such completely general principles could be formulated. However, our weighted estimates (see Section 2 for the definition of $A_p$ weights) still had the restriction that we needed the cancellation $T(1, 1) = 0$, and the same for the adjoints and partial adjoints. In this paper we remove this final restriction. Weighted estimates have significant independent interest, but they are also of fundamental use in obtaining other estimates, like vector-valued and mixed-norm estimates. This is due to the very
powerful bilinear extrapolation results – see e.g. \[3, 5, 11, 12, 17\]. In the product setting this viewpoint is particularly useful as many of the classical one-parameter tools are crudely missing. This is how we e.g. obtained the mixed-norm estimates in \[14\], and these estimates thus had the same restriction as the weighted estimates. With the understanding that a Calderón–Zygmund operator (CZO) is an SIO satisfying natural $T1$ type assumptions, our improved result now reads:

1.1. **Theorem.** Let $T$ be a bilinear bi-parameter CZO as defined in \[14\]. Then we have the weighted estimate

$$\|T(f, g)\|_{L^r(w)} \leq C([w_1]_{A_p}, [w_2]_{A_q}) \|f\|_{L^p(w_1)} \|g\|_{L^q(w_2)}$$

for all $1 < p, q < \infty$ and $1/2 < r < \infty$ with $1/r = 1/p + 1/q$, and for all bi-parameter weights $w_1 \in A_p(\mathbb{R}^n \times \mathbb{R}^m)$, $w_2 \in A_q(\mathbb{R}^n \times \mathbb{R}^m)$ with $w = w_1^{r/p} w_2^{r/q}$. In the unweighted case we also have the mixed-norm estimates

$$\|T(f, g)\|_{L^r(\mathbb{R}^n; L^2(\mathbb{R}^m))} \lesssim \|f\|_{L^{p_1}(\mathbb{R}^n; L^{p_2}(\mathbb{R}^m))} \|g\|_{L^{q_1}(\mathbb{R}^n; L^{q_2}(\mathbb{R}^m))}$$

for all $1 < p_i, q_i \leq \infty$ and $1/2 < r_i < \infty$ with $1/p_i + 1/q_i = 1/r_i$, except that if $r_2 < 1$ we have to assume $\infty \not\in \{p_1, q_1\}$.

Bilinear weights pose a problem with duality: notice e.g. that if $w_1, w_2 \in A_1$ then $w := w_1^{1/2} w_2^{1/2} \in A_4$, while we need to work in $L^2(w)$. This is a relevant problem and often makes bilinear bi-parameter weighted estimates different and harder than in the linear case. For the linear estimates see Fefferman–Stein \[9\] and Fefferman \[6, 7\], and the much more recent Holmes–Petermichl–Wick \[10\] that is rooted on the modern dyadic–probabilistic methods \[15\]. In particular, already some linear paraproduct estimates depend on suitable $H^1$-BMO type duality arguments, and for this reason we could not previously handle weighted estimates for certain model operators. This led to the restriction on the class of CZOs. We now remove this restriction by developing some new theory for the product BMO space of Chang and Fefferman \[11, 2\]. Theorem \[3, 2\] below is an extension of a classical result of Muckenhoupt and Wheeden \[16\] to the product BMO setting – it says that certain weighted product BMO spaces are actually the same as the unweighted product BMO space. This gives a useful way to construct objects in some genuinely weighted product BMO spaces by starting with an object in the unweighted product BMO. We prove this result of independent interest in its full generality, and apply a special case of it to prove our bilinear bi-parameter weighted estimates.

2. **Notations and preliminaries**

**Basic notation.** Throughout this paper $A \lesssim B$ means that $A \leq CB$ with some constant $C$ that we deem unimportant to track at that point. In particular, we often do not track the dependence on the weight constants. We write $A \sim B$ if $A \lesssim B \lesssim A$.

We work in the bi-parameter setting in the product space $\mathbb{R}^{n+m} = \mathbb{R}^n \times \mathbb{R}^m$. We write $x = (x_1, x_2)$ with $x_1 \in \mathbb{R}^n$ and $x_2 \in \mathbb{R}^m$ and for $f : \mathbb{R}^{n+m} \to \mathbb{C}$ and $h : \mathbb{R}^n \to \mathbb{C}$, we define

$$\langle f, h \rangle_1(x_2) := \int_{\mathbb{R}^n} f(x_1, x_2) h(x_1) \, dx_1.$$
Haar functions. We denote a dyadic grid in $\mathbb{R}^n$ by $D^n$ and a dyadic grid in $\mathbb{R}^m$ by $D^m$. We often write $D = D^n \times D^m$ for the related dyadic rectangles.

For an interval $I \subset \mathbb{R}$ we denote by $I_1$ and $I_2$ the left and right halves of $I$, respectively. We define $h_{I_1}^0 = |I|^{-1/2}1_I$ and $h_{I_2}^1 = |I|^{-1/2}(1_{I_1} - 1_{I_2})$. Let now $Q = I_1 \times \cdots \times I_n \in D^n$, and define the Haar function $h_Q^\eta, \eta = (\eta_1, \ldots, \eta_n) \in \{0, 1\}^n$, by setting

$$h_Q^\eta = h_{I_1}^{\eta_1} \otimes \cdots \otimes h_{I_n}^{\eta_n}.$$ 

If $\eta \neq 0$ the Haar function is cancellative: $\int h_Q^\eta = 0$. We exploit notation by suppressing the presence of $\eta$, and write $h_Q$ for some $h_Q^\eta, \eta \neq 0$. If $R = I \times J \in D = D^n \times D^m$, we define $h_R = h_I \otimes h_J$.

Weights. A weight $w(x_1, x_2)$ (i.e. a locally integrable a.e. positive function) belongs to the bi-parameter $A_p(\mathbb{R}^n \times \mathbb{R}^m), 1 < p < \infty$, if

$$[w]_{A_p(\mathbb{R}^n \times \mathbb{R}^m)} := \sup_R \frac{1}{|R|} \int_R w \left( \frac{1}{|R|} \int_R w^{1-p'} \right)^{p-1} < \infty,$$

where the supremum is taken over $R = I \times J$, where $I \subset \mathbb{R}^n$ and $J \subset \mathbb{R}^m$ are cubes with sides parallel to the axes (we simply call such $R$ rectangles). We have

$$[w]_{A_p(\mathbb{R}^n \times \mathbb{R}^m)} < \infty \text{ iff } \max \left( \text{ess sup}_{x_1 \in \mathbb{R}^n} [w(x_1, \cdot)]_{A_p(\mathbb{R}^m)}, \text{ess sup}_{x_2 \in \mathbb{R}^m} [w(\cdot, x_2)]_{A_p(\mathbb{R}^n)} \right) < \infty,$$

and that $\max \left( \text{ess sup}_{x_1 \in \mathbb{R}^n} [w(x_1, \cdot)]_{A_p(\mathbb{R}^m)}, \text{ess sup}_{x_2 \in \mathbb{R}^m} [w(\cdot, x_2)]_{A_p(\mathbb{R}^n)} \right) \leq [w]_{A_p(\mathbb{R}^n \times \mathbb{R}^m)}$, while the constant $[w]_{A_p}$ is dominated by the maximum to some power. We say $w \in A_\infty(\mathbb{R}^n \times \mathbb{R}^m)$ if

$$[w]_{A_\infty(\mathbb{R}^n \times \mathbb{R}^m)} := \sup_R \frac{1}{|R|} \int_R w \exp \left( \frac{1}{|R|} \int_R \log w^{-1} \right) < \infty.$$

It is well-known (see e.g. [4] Section 7) that

$$A_\infty(\mathbb{R}^n \times \mathbb{R}^m) = \bigcup_{1 < p < \infty} A_p(\mathbb{R}^n \times \mathbb{R}^m).$$

We do not have any explicit use for the $A_\infty$ constant. The $w \in A_\infty$ assumption can always be replaced with the explicit assumption $w \in A_s$ for some $s \in (1, \infty)$, and then estimating everything with a dependence on $[w]_{A_s}$.

Of course, $A_p(\mathbb{R}^n)$ is defined similarly as $A_p(\mathbb{R}^n \times \mathbb{R}^m)$ – just take the supremum over cubes $Q$. A modern reference for the basic theory of bi-parameter weights is e.g. [10].

2.1. Square functions and maximal functions. Given $f : \mathbb{R}^{n+m} \to \mathbb{C}$ and $g : \mathbb{R}^n \to \mathbb{C}$ we denote the dyadic maximal functions by

$$M_D f := \sup_{I \in D} \frac{1}{|I|} \langle |g| \rangle_I \text{ and } M_D^w f := \sup_{R \in D} \frac{1}{|R|} \langle |f| \rangle_R,$$

where $\langle f \rangle_A = |A|^{-1} \int_A f$. We also set $M_{D^n} f(x_1, x_2) = M_{D^n} (f(\cdot, x_2))(x_1)$. The operator $M_{D^m}^w$ is defined similarly. The weighted maximal function is defined by

$$M_D^w f := \sup_{R \in D} \frac{1}{|R|} \langle |f| \rangle_R^w,$$

where $\langle |f| \rangle_R^w = w(R)^{-1} \int_R |f|w$. We require the following very nice result of Fefferman [8]. For a modern reference see [13] Proposition B.1. Notice that in the bi-parameter setting this result is very non-trivial as $w$ is not of tensor form.
2.1. Lemma. Let \( w \in A_\infty(\mathbb{R}^n \times \mathbb{R}^m) \). Then for all \( 1 < p \leq \infty \) we have
\[
\| M^n_D f \|_{L^p(w)} \lesssim \| f \|_{L^p(w)}.
\]

Now define the square functions
\[
S_D f = \left( \sum_{R \in D} |(f, h_R)|^{2} \frac{1}{|R|} \right)^{1/2}, \quad S_D^1 f = \left( \sum_{I \in D^n} \frac{1}{|I|} \otimes |(f, h_I)|^2 \right)^{1/2}
\]
and define \( S_{D,m}^1 f \) analogously. Define also
\[
S_{D,M}^1 f = \left( \sum_{I \in D^n} \frac{1}{|I|} \otimes [M_{D,m}(f, h_I)]^2 \right)^{1/2} \quad \text{and} \quad S_{D,M}^2 f = \left( \sum_{J \in D^m} [M_{D,n}(f, h_J)]^2 \otimes \frac{1}{|J|} \right)^{1/2}.
\]

We record the following most basic weighted estimates, which are used repeatedly (sometimes implicitly) below.

2.2. Lemma. For \( p \in (1, \infty) \) and \( w \in A_p = A_p(\mathbb{R}^n \times \mathbb{R}^m) \) we have the weighted square function estimates
\[
\| f \|_{L^p(w)} \sim \| S_D f \|_{L^p(w)} \sim \| S_{D,n}^1 f \|_{L^p(w)} \sim \| S_{D,m}^2 f \|_{L^p(w)}.
\]

Moreover, for \( p, s \in (1, \infty) \) we have the Fefferman–Stein inequality
\[
\| \left( \sum_j |Mf_j|^s \right)^{1/s} \|_{L^p(w)} \lesssim \| \left( \sum_j |f_j|^s \right)^{1/s} \|_{L^p(w)}.
\]

Here \( M \) can e.g. be \( M_{D,n}^1 \) or \( M_D \). Finally, we have
\[
\| S_{D,m}^1 f \|_{L^p(w)} + \| S_{D,m}^2 f \|_{L^p(w)} \lesssim \| f \|_{L^p(w)}.
\]

See [13, Lemma 2.1] for an indication on how to prove this standard result.

Of key importance to us is the following lower square function estimate valid for \( A_\infty \) weights.

2.3. Lemma. There holds
\[
\| f \|_{L^p(w)} \lesssim \| S_{D,n}^1 f \|_{L^p(w)}
\]
and
\[
\| f \|_{L^p(w)} \lesssim \| S_D f \|_{L^p(w)}
\]
for all \( p \in (0, \infty) \) and bi-parameter weights \( w \in A_\infty \).

See [14, Section 6] for an explanation of this well-known inequality. This is important to us as the weight \( w = w_1^{r/p} w_2^{r/q} \) in Theorem [14] is at least \( A_\infty \) – it is in fact \( A_{2r} \).

3. WEIGHTED BMO SPACES

Let \( D = D^n \times D^m \) be a lattice of dyadic rectangles, \( A = (a_R)_{R \in D} \) be a sequence of scalars and \( \Omega \subset \mathbb{R}^{n+m} \). We define
\[
S_A(x) = \left( \sum_{R \in D} |a_R|^2 \frac{1}{|R|} \right)^{1/2} \quad \text{and} \quad S_{A,\Omega}(x) = \left( \sum_{R \in D : R \subseteq \Omega} |a_R|^2 \frac{1}{|R|} \right)^{1/2}.
\]
Let \( p \in (0, \infty) \). Define
\[
\| A \|_{\text{BMO}_{\text{prod}}(p)} = \sup_{\Omega} \frac{1}{|\Omega|^{1/2}} \| S_{A,\Omega} \|_{L^p},
\]
where $\Omega$ is open and $0 < |\Omega| < \infty$. There are many possibilities how to define a weighted version. The following is not the ‘correct’ definition for many things. Nonetheless, it will be of key use to us. Thus, let $w \in A_\infty$ and set
\[
\|A\|_{\text{BMO}_{\prod,w}\,(p)} = \sup_{\Omega} \frac{1}{w(\Omega)^{1/2}} \|S_{A,\Omega}\|_{L^p(w)}.
\]
We set $\|A\|_{\text{BMO}_{\prod}} = \|A\|_{\text{BMO}_{\prod}(2)}$ and $\|A\|_{\text{BMO}_{\prod,w}} = \|A\|_{\text{BMO}_{\prod,w}(2)}$. The weight turns out not to play a role here - that is, we have $\|A\|_{\text{BMO}_{\prod}} = \|A\|_{\text{BMO}_{\prod,w}}$ for all bi-parameter weights $w \in A_\infty$. To prove this we need the bi-parameter John-Nirenberg. The unweighted version $\|A\|_{\text{BMO}_{\prod}} \sim \|A\|_{\text{BMO}_{\prod}(p)}$ is well-known. However, we need to know it in the following form, which is a priori stronger. The proof is similar, though, but requires the very non-trivial Lemma 2.1.

3.1. Proposition. For all bi-parameter weights $w \in A_\infty$ we have
\[
\|A\|_{\text{BMO}_{\prod,w}} \sim \|A\|_{\text{BMO}_{\prod,w}(p)}, \quad 0 < p < \infty.
\]

Proof. By Hölder’s inequality we only need to prove $\|A\|_{\text{BMO}_{\prod,w}(q)} \lesssim \|A\|_{\text{BMO}_{\prod,w}(p)}$ for $p < q$ and $q > 2$. We may assume $a_R \neq 0$ for only finitely many $R \in D$. We fix $\Omega$ and, for a large enough $N > 0$, denote $E := \{S_{A,\Omega} > N\|A\|_{\text{BMO}_{\prod,w}(p)}\}$. We now have
\[
w(E) \leq (N\|A\|_{\text{BMO}_{\prod,w}(p)})^{-p}\|S_{A,\Omega}\|_{L^p(w)}^p \leq N^{-p}w(\Omega).
\]

Split $D = R_1 \cup R_2$, where
\[
R_1 := \{R: w(E \cap R) > w(R)/2\}, \quad R_2 := \{R: w(E \cap R) \leq w(R)/2\}.
\]

Notice that clearly for all $R \in R_1$ we have
\[
R \subset \{M^w_D(1_E) > 1/2\} =: \tilde{E}.
\]

Since $w \in A_\infty$, by Lemma 2.1 we have
\[
w(\tilde{E}) \lesssim \|M^w_D(1_E)\|_{L^2(w)}^2 \lesssim w(E).
\]

We now fix $N$ so that we always have $w(\tilde{E}) \leq w(\Omega)/2^q$, and then notice that
\[
\left\|\left(\sum_{R \in \tilde{E}} |a_R|^2 \frac{1_{R}}{|R|}\right)^{1/2}\right\|_{L^q(w)} \leq \|S_{A,\tilde{E}}\|_{L^q(w)}
\]
\[
\leq \|A\|_{\text{BMO}_{\prod,w}(q)}w(\tilde{E})^{1/2} \leq \frac{1}{2}\|A\|_{\text{BMO}_{\prod,w}(q)}w(\Omega)^{1/2}.
\]

This is absorbable, so we now move on to consider the sum, where $R \in R_2$. As $q > 2$ we may calculate
\[
\left\|\left(\sum_{R \in \tilde{E}, R \subset \Omega} |a_R|^2 \frac{1_{R}}{|R|}\right)^{1/2}\right\|_{L^q(w)} \leq 2 \sup_{\|g\|_{L^{(q/2)}(w)} = 1} \sum_{R \in \tilde{E}, R \subset \Omega} |a_R|^2 (gw)_R
\]
\[
\leq 2 \sup_{\|g\|_{L^{(q/2)}(w)} = 1} \|1_E \cdot S_{A,\Omega} M^w_D g\|_{L^1(w)}
\]
\[
\leq 2 \sup_{\|g\|_{L^{(q/2)}(w)} = 1} \|1_E \cdot S_{A,\Omega}\|_{L^q(w)}^2 \|M^w_D g\|_{L^{(q/2)}(w)}.
\]
Then by Lemma 2.2 we have
\[ \|A\|_{\mathrm{BMO}_{\prod},w(p)}^2 w(\Omega)^{2/q}, \]
where we used Lemma 2.1 in the last step. The proof is done as we have shown that
\[ \|A\|_{\mathrm{BMO}_{\prod},w(q)} \leq \frac{1}{2} \|A\|_{\mathrm{BMO}_{\prod},w(q)} + C\|A\|_{\mathrm{BMO}_{\prod},w(p)}. \]

3.2. Theorem. For all bi-parameter weights \( w \in A_\infty \) we have
\[ \|A\|_{\mathrm{BMO}_{\prod}} \sim \|A\|_{\mathrm{BMO}_{\prod},w}. \]

Proof. Fix \( w \in A_\infty \). Then there exists \( s > 2 \) so that \( w \in A_s \). We first prove \( \|A\|_{\mathrm{BMO}_{\prod},w} \lesssim \|A\|_{\mathrm{BMO}_{\prod}} \). Define the linear bi-parameter paraproduct
\[ \Pi f = \Pi_A f = \sum_{R \in D} a_R \langle f \rangle_R R h_R. \]
It is well-known (see e.g. [10]) that
\[ \|\Pi f\|_{L^s(w)} \lesssim \|A\|_{\mathrm{BMO}_{\prod}} \|f\|_{L^s(w)}. \]

Then by Lemma 2.2 we have
\[ \left\| \left( \sum_{R \in D} |a_R|^2 \langle f \rangle_R^2 \frac{1}{|R|} \right)^{\frac{1}{2}} \right\|_{L^s(w)} = \|S_D(\Pi f)\|_{L^s(w)} \lesssim \|A\|_{\mathrm{BMO}_{\prod}} \|f\|_{L^s(w)}. \]
Testing with \( f = 1_\Omega \) we get
\[ \|S_{A,\Omega}\|_{L^s(w)} \leq \left\| \left( \sum_{R \in D} |a_R|^2 \langle 1_\Omega \rangle_R^2 \frac{1}{|R|} \right)^{\frac{1}{2}} \right\|_{L^s(w)} \lesssim \|A\|_{\mathrm{BMO}_{\prod},w(\Omega)^{\frac{1}{2}}}. \]
This means that \( \|A\|_{\mathrm{BMO}_{\prod},w(\Omega)^{\frac{1}{2}}} \lesssim \|A\|_{\mathrm{BMO}_{\prod}} \). By Proposition 3.1 we conclude that \( \|A\|_{\mathrm{BMO}_{\prod},w} \lesssim \|A\|_{\mathrm{BMO}_{\prod}} \).

It remains to prove \( \|A\|_{\mathrm{BMO}_{\prod}} \lesssim \|A\|_{\mathrm{BMO}_{\prod},w} \). For \( 0 \leq f \in L^s(w) \) and \( 0 \leq g \in L^{(s/2)'(w)} \), we have
\[ \sum_{R \in D} |a_R|^2 \langle f \rangle_R R \langle g \rangle_R^2 \leq \int_0^\infty \sum_{R \in D} \left( \langle f \rangle_R \langle g \rangle_R > t \right) |a_R|^2 \langle f \rangle_R R dt \]
\[ \leq \int_0^\infty \sum_{R \in D} \left( \langle f \rangle_R \langle g \rangle_R > t \right) |a_R|^2 \langle w \rangle_R dt \]
\[ \leq \|A\|_{\mathrm{BMO}_{\prod},w} \int_0^\infty w(\{ (M_D f)^2 M^w_D g > t \}) dt \]
\[ = \|A\|_{\mathrm{BMO}_{\prod},w} \| (M_D f)^2 M^w_D g \|_{L^1(w)} \]
\[ \leq \|A\|_{\mathrm{BMO}_{\prod},w} \| M_D f \|_{L^s(w)}^2 \| M^w_D g \|_{L^{(s/2)'}(w)} \]
\[ \lesssim \|A\|_{\mathrm{BMO}_{\prod},w} \| f \|_{L^s(w)}^2 \| g \|_{L^{(s/2)'}(w)} \].
where we have used Lemma 2.1 in the last step. Testing the above inequality with \( f = w^{-1/2} 1_{\Omega} \), \( g = w^{1/2} 1_{\Omega} \) we get
\[
\sum_{R \in \mathcal{D}} |a_R|^2 \langle w^{-1/2} \rangle_R^2 \langle w^{1/2} \rangle_R \lesssim \|A\|_{\text{BMO}_{\text{prod},w}}^2 |\Omega|.
\]

We conclude the proof by noticing that \( 1 \leq \langle w^{-1/2} \rangle_R^2 \langle w^{1/2} \rangle_R \).

3.3. Remark. In the one-parameter case, the equivalence between BMO and BMO\(w\), where \( w \in A_\infty \), is due to Muckenhoupt and Wheeden [16].

Finally, we define the actual weighted product BMO by setting
\[
\|A\|_{\text{BMO}_{\text{prod}}(w)} = \sup_{\Omega} \frac{1}{w(\Omega)^{1/2}} \left\| \sum_{R \in \mathcal{D}} |a_R|^2 \frac{1}{w(R)} \right\|_{L^2(\text{d}x)}^{1/2} = \sup_{\Omega} \left( \frac{1}{w(\Omega)} \sum_{R \in \mathcal{D}} |a_R|^2 \right)^{1/2}.
\]

The previous theorem is of independent interest, but also yields the following key lemma.

3.4. Lemma. If \( A \in \text{BMO}_{\text{prod}} \) define \( A_w = (a_R R)_{R \in \mathcal{D}} \) for \( w \in A_\infty \). Then we have
\[
\|A_w\|_{\text{BMO}_{\text{prod}}(w)} \sim \|A\|_{\text{BMO}_{\text{prod}}}.
\]

Proof. Notice that
\[
\|A_w\|_{\text{BMO}_{\text{prod}}(w)} = \|A\|_{\text{BMO}_{\text{prod},w}} \sim \|A\|_{\text{BMO}_{\text{prod}}}.
\]

Here the first equality is obvious and the second estimate is Theorem 3.2.

3.5. Corollary. For sequences of scalars \( A = (a_R) \) and \( B = (b_R) \) we have
\[
\sum_{R \in \mathcal{D}} |a_R| R b_R \lesssim \|A\|_{\text{BMO}_{\text{prod}}} \|S_B\|_{L^1(w)}
\]
whenever \( w \in A_\infty \).

Proof. Follows from the known, see e.g. [10], weighted \( H^1\)-BMO duality
\[
\sum_{R \in \mathcal{D}} |a_R| b_R \lesssim \|A\|_{\text{BMO}_{\text{prod}}(w)} \|S_B\|_{L^1(w)}
\]
and Lemma 3.4.

4. Proof of Theorem 1.1

A bilinear bi-parameter full paraproduct on a grid \( \mathcal{D} = \mathcal{D}^n \times \mathcal{D}^m \) has the form
\[
\Pi(f_1, f_2) = \Pi(f_1, f_2) = \sum_{R=1 \times I \in \mathcal{D}} a_R \langle f_1, h_I \otimes \frac{1}{|J|} \rangle \langle f_2 \rangle_R \frac{1}{|I|} \otimes h_J,
\]
where \( \|A\|_{\text{BMO}_{\text{prod}}} \leq 1 \). What is important is that there are actually nine different types of full paraproducts – the full paraproduct above corresponds to the tuples \( (h_I, \frac{1}{|I|}, \frac{1}{|J|}) \) and \( (\frac{1}{|J|}, \frac{1}{|I|}, h_J) \), but the \( h_J \) can be in any of the three slots and so can the \( h_I \).

It follows from [14] that to prove Theorem 1.1 it suffices to prove the following weighted estimate for the full paraproducts.
4.2. Proposition. Let $1 < p, q < \infty$ and $1/2 < r < \infty$ satisfy $1/p + 1/q = 1/r$, $w_1 \in A_p$ and $w_2 \in A_q$ be bi-parameter weights, and set $w := w_1^{r/p}w_2^{r/q}$. Then we have

$$\|\Pi(f_1, f_2)\|_{L^r(w)} \lesssim \|f_1\|_{L^p(w_1)}\|f_2\|_{L^q(w_2)}.$$  

Proof. Case 1. Suppose that there is a full average over $R = I \times J$ at least in $f_1$ or $f_2$. In such cases the bilinear paraproduct estimate decouples reducing to linear estimates. For example, suppose II has the form (4.1). Then using the weighted lower square function estimate, Lemma 2.2, and the basic Lemma 2.2 we have

$$\|\Pi(f_1, f_2)\|_{L^r(w)} \lesssim \left\| \left( \sum_I \left( \sum_J |a_R| \langle f_1, h_I \otimes \frac{1}{|I|} \rangle \langle f_2, 1_{J^c} \rangle \right)^2 \right)^{1/2} \right\|_{L^r(w)}$$

$$\leq \|M_Df_2\|_{L^r(w)} \left( \sum_I \left( \sum_J |a_R| \langle f_1, h_I \otimes \frac{1}{|I|} \rangle \langle f_2, 1_{J^c} \rangle \right)^2 \right)^{1/2} \|\Pi(f_1, f_2)\|_{L^r(w)}$$

$$\lesssim \|f_2\|_{L^q(w_2)} \|S^2_{D, M}h\|_{L^p(w_1)}.$$  

where

$$h = \sum_{R=I \times J} |a_R| \langle f_1, h_I \otimes \frac{1}{|I|} \rangle \frac{1}{|I|} \otimes h_J.$$  

This is just a standard linear bi-parameter paraproduct, and thus satisfies the weighted estimate $\|h\|_{L^p(w_1)} \lesssim \|f_1\|_{L^p(w_1)}$ (see e.g. [10]). Thus, we are done by Lemma 2.2.

Case 2. Out of the remaining cases we choose the symmetry

$$\Pi(f_1, f_2) = \sum_{R=I \times J} a_R \left( f_1, h_I \otimes \frac{1}{|I|} \right) \left( f_2, \frac{1}{|J|} \otimes h_J \right) \frac{1}{|R|}.$$  

Equipped with our current tools we can prove the desired estimate directly for any $p_0, q_0 \in (1, \infty)$ and $r_0 \in [1, \infty)$ satisfying $1/r_0 = 1/p_0 + 1/q_0$. By bilinear extrapolation [3, 5] it is enough to prove the estimate with only one fixed tuple, so this is certainly enough to get the claimed full range. For example, in the case $r_0 = 1$ we get

$$\|\Pi(f_1, f_2)\|_{L^1(w)} \leq \sum_{R=I \times J} |a_R| \langle w \rangle_R \left| \left( f_1, h_I \otimes \frac{1}{|I|} \right) \left( f_2, \frac{1}{|I|} \otimes h_J \right) \right|$$

$$\lesssim \left\| \left( \sum_R \left( \langle f_1, h_I \otimes \frac{1}{|I|} \rangle \langle f_2, \frac{1}{|I|} \otimes h_J \rangle \right)^2 \frac{1}{|I|} \right)^{1/2} \right\|_{L^1(w)}$$

$$\lesssim \|S^2_{D, M}f_1\|_{L^{p_0}(w_1)} \|S^2_{D, M}f_2\|_{L^{q_0}(w_2)} \lesssim \|f_1\|_{L^{p_0}(w_1)} \|f_2\|_{L^{q_0}(w_2)},$$  

where we have used Lemma 2.2 in the last step and Corollary 3.5 in the beginning.  

4.3. Remark. The advantage of the case $r_0 = 1$ in Case 2 above is that then $w \in A_2$, so that proving the required estimate $\|A\|_{BMO_{\prod, w}} \lesssim \|A\|_{BMO_{\prod, w}}$ does not require the John-Nirenberg inequality and thus not even Lemma 2.1. However, we still note that the case $r_0 > 1$ could be done with a similar calculation, but it requires bounding $|\langle \Pi(f_1, f_2), f_3w \rangle|$.
for \( f_3 \in L^\infty(w) \) with
\[
\sum_{R=1 \times J} |a_R| \langle w \rangle_R \left\langle f_1, h_I \otimes \frac{1}{|J|} \right\rangle \left\| f_2, \frac{1}{|I|} \otimes h_J \right\| \langle f_3 \rangle_R^w,
\]
using the fuller strength of Corollary 3.5 and also Lemma 2.1.
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