Numerical computation of dynamical Schwinger-like pair production in graphene
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The density of electron-hole pairs produced in a graphene sample immersed in a homogeneous time-dependent electrical field is evaluated. Because low energy charge carriers in graphene are described by relativistic quantum mechanics, the calculation is performed within the strong field quantum electrodynamics formalism, requiring a solution of the Dirac equation in momentum space. The latter is solved using a split-operator numerical scheme on parallel computers, allowing for the investigation of several field configurations. The strength of the method is illustrated by computing the electron momentum density generated from a realistic laser pulse model. We observe quantum interference patterns reminiscent of Landau-Zener-Stückelberg interferometry.

I. INTRODUCTION

Graphene, a two-dimensional hexagonal array of carbon atoms, can be used as a quantum electrodynamics (QED) simulator because at low energy, quasi-particles in interaction with the lattice are described by a massless Dirac equation [1]. Close to Dirac points, where the electron momentum \( p \) relative to Dirac point momenta \( K_\pm \) obeys \( p \ll 100 \text{ eV} \ll |K_\pm| = 3361 \text{ eV} \), the dispersion relation becomes relativistic-like and is given by \( E_p = v_F |p| \), where \( v_F = 1.093 \times 10^6 \text{ m/s} \) is the Fermi velocity. In this regime, the quasi-particle dynamics is described by massless reduced quantum electrodynamics RQED \(^3\) \( _2 \) where the subscripts denote the dimension of the gauge boson (photon) and fermion (electron), respectively [2]. In other words, the fermion and boson do not “live” in the same number of dimensions. In addition, there are two fermionic species in graphene, associated with the two Dirac points \( K_\pm \). The differences and resemblances between graphene RQED \(^3\) \( _2 \) and usual QED are summarized in Table I.

Owing to this analogy, many QED-like phenomena have been studied in graphene such as the Klein paradox [3] and the Casimir effect [4]. Recently, Schwinger’s pair production mechanism has been considered because monolayer graphene does not have a mass gap and thus, does not suffer from an exponential suppression of the pair production probability [5]. Electron-positron pair production can be simulated by coupling a graphene sample to an electromagnetic field and by respecting some experimental conditions: thermal and phonon effects should be avoided, a large enough sample should be utilized and the electron-electron coupling \( g := \alpha c/\epsilon v_F \ll 1 \), where \( \alpha \approx 1/137 \) is the fine coupling constant and \( c \) is the light velocity, should be small enough.

When the electric field interacts with the graphene sample, electron-hole quasi-particle pairs are generated. This is analogous to the generation of electron-positron pairs in QED. As this process can be studied within the strong field RQED \(^3\) \( _2 \) formalism, the generation of electron-hole pairs is analogous to Schwinger-like and multiphoton pair production in QED.

In this article, the pair production mechanism in graphene is studied within the strong field RQED \(^3\) \( _2 \) formalism for homogeneous electric fields with general time-dependence. In this formalism, the electron pair density is related to a solution of the Dirac equation coupled to the classical field. Analytic solutions to the Dirac equation exists for some simple cases such as the T-constant field [6], the exponential field [7] and the Sauter-type field [8]. In the adiabatic limit, owing to the
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analogy between the Dirac equation and two-level systems, it is also possible to develop analytical estimates based on the adiabatic perturbation theory or semi-classical techniques [9]. In this work, a numerical scheme based on the split-operator method is employed that allows for arbitrary time-dependence and that enables going beyond the above-mentioned analytically solvable cases. As an illustration, we consider the case of a realistic laser pulse.

II. PAIR PRODUCTION IN STRONG FIELD RQED \(_{3,2}\)

There exists many equivalent techniques to compute the electron density produced from a strong classical field [6,10,13]. It is possible to adapt this formalism to RQED \(_{3,2}\) allowing for the investigation of similar phenomena in graphene [14]. The main result of this analysis, when the graphene sample is immersed in a homogeneous electric field, is a relation between the electron-hole surface density ⟨\(\vec{n}_{s,a}\)⟩ and a solution of the Dirac equation [14]:

\[
\langle \vec{n}_{s,a}\rangle = \int \frac{d^3p}{2E_{p,\text{out}}^s} \frac{1}{2E_{F}^s} \left| u_{s,a}^\dagger(p)U_{p,a}(t_f,t_i)v_{s,a}^\text{in}(p)\right|^2 ,
\]

(1)

where \(s = \pm 1\) is the electron spin, \(a = \mathbf{K}_\pm\) characterizes the different Dirac points and where the evolution operator \(U_{p,a}\) evolves the initial wave function \(v_{s,a}^\text{in}\) from the initial time \(t_i\) to the final time \(t_f\). Therefore, it gives a solution to the following massless Dirac equation expressed in momentum space [14]:

\[
i\partial_t \psi_{s,\mathbf{K}_\pm}(t,p) = v_F \sigma \cdot \left[ p + eA(t) \right] \psi_{s,\mathbf{K}_\pm}(t,p),
\]

(2)

where \(e > 0\) is the electric charge, \(A\) is the time-dependent vector potential and \(\sigma\) are Pauli matrices. We choose a gauge where \(A_0 = 0\) and thus, any homogeneous electric field can be related to the vector potential by \(\mathbf{E}(t) = -\partial_t \mathbf{A}(t)\). The electric field vanishes outside the time interval \([t_i, t_f]\). On the other hand, the vector potential can take a constant value (the value depends on the gauge chosen), denoted by \(\mathbf{A}(t)|_{t \in [-\infty,t_i]} = \mathbf{A}^\text{in}\) and \(\mathbf{A}(t)|_{t \in [t_f,\infty]} = \mathbf{A}^\text{out}\).

It is now convenient to introduce the adiabatic free spinors given by

\[
u_{s,\mathbf{K}_+}(t,p) = \frac{1}{\sqrt{E_p(t)}} \begin{bmatrix} E_p(t) \\ v_F \left[ +P_x(t) + iP_y(t) \right] \end{bmatrix},
\]

\[
u_{s,\mathbf{K}_-}(t,-p) = \frac{1}{\sqrt{E_p(t)}} \begin{bmatrix} v_F \left[ -P_x(t) + iP_y(t) \right] \\ E_p(t) \end{bmatrix}
\]

(3)

\[
u_{s,\mathbf{K}_+}(t,p) = \frac{1}{\sqrt{E_p(t)}} \begin{bmatrix} E_p(t) \\ v_F \left[ -P_x(t) - iP_y(t) \right] \end{bmatrix},
\]

\[
u_{s,\mathbf{K}_-}(t,-p) = \frac{1}{\sqrt{E_p(t)}} \begin{bmatrix} v_F \left[ -P_x(t) - iP_y(t) \right] \\ E_p(t) \end{bmatrix}
\]

(4)

where the kinematic momentum is

\[
P(t) = p + eA(t),
\]

(5)

\[\begin{array}{|c|c|c|}
\hline
\text{Interaction} & \text{QED} & \text{Graphene low energy} \\
\hline
\text{Fermion dimension} & e^+, e^-, \gamma & \text{Quasi-particles, } \gamma \\
\text{Photon dimension} & 3D & 2D \\
\text{Dispersion relation} & E_p = \pm c\sqrt{p^2 + m^2} & E_p = \pm v_F|p| \\
\text{Fermion mass} & m_e & \text{massless} \\
\text{Velocity} & \text{Light velocity} & \text{Fermi velocity} \\
\text{c} \approx 3 \times 10^8 \text{ m/s} & v_F \approx c/300 \\
\text{Fermionic species} & 1 & 2 \\
& \text{(electron)} & \text{(K± Dirac points)} \\
\hline
\end{array} \]

TABLE I. Differences between QED and massless reduced QED (RQED)$_{3,2}$, the theory that describes graphene quasi-particles in the low energy limit.
and where the energy is defined as
\[ E_p(t) = v_F|P(t)|. \] (6)
The spinors obey the usual property \( u^{\dagger}_{s,a}(t,p)v_{s,a}(t,-p) = 0 \). In Eq. \([1]\), free spinors have a subscript in/out, denoting that these spinors are evaluated at times \( t_i \) and \( t_f \), respectively \((u^\text{out}_{s,a}(p) := u_{s,a}(t_f,p) \text{ and } v^\text{in}_{s,a}(p) := v_{s,a}(t_i,p))\).

The last undefined quantity in Eq. \((1)\) is the evolution operator \( U_{p,a} \). This evolution operator should solve Eq. \((2)\) with an initial condition given by the free spinor \( v^\text{in}_{s,a}(p) \). The formal solution to this initial value problem is given by
\[ \psi_{s,a}(t_f,p) = U_{p,a}(t_f,t_i)v^\text{in}_{s,a}(p), \] (7)
where the evolution operator is
\[ U_{p,Ks}(t_f,t_i) = T \exp \left\{ \mp i \int_{t_i}^{t_f} dt \left[ v_F \sigma \cdot P(t) \right] \right\}, \] (8)
where \( T \) stands for the time-ordered operator. The latter is required because the Dirac Hamiltonian does not commute at different times. To compute the electron momentum density, one has to evaluate the effect of the evolution operator on the initial wave function. This is the subject of the next section.

### III. NUMERICAL METHOD FOR THE DIRAC EQUATION

The numerical method employed to evolve the wave function is based on an operator splitting scheme, similar to the ones found in Refs. \([15,18]\). It is also very similar to the numerical scheme used in \([13]\) and is a particular version of geometric integrator techniques \([19]\).

The first step is the splitting of the total time interval into \( N \) smaller sub-intervals with size \( \delta t \). Then, using the semi-group property of the evolution operator defined in Eq. \((8)\), it is written as
\[ U_{p,Ks}(t_f,t_i) = U_{p,Ks}(t_f,t_N)U_{p,Ks}(t_N,t_{N-1}) \cdots U_{p,Ks}(t_1,t_i). \] (9)
The evolution operator can then be expressed in the form \([20]\)
\[ U_{p,Ks}(t_n,t_{n-1}) = \exp \{ i\delta t \left[ \mp v_F \sigma \cdot P(t_n) - T \right] \}, \] (10)
where \( T = i\partial_t \) is the left time derivative operator. This form of the time-ordered exponential is convenient to derive approximation schemes because it easily lends itself to operator splitting methods. The latter consists in approximating the evolution operator by a sequence of exponentials. A scheme with a third order accuracy is given by the symmetric Strang-like decomposition in the form:
\[ U_{p,Ks}(t_n,t_{n-1}) = e^{-\delta t/2}T e^{i\delta t v_F \sigma \cdot P(t_n)} e^{-i\delta t/2}T + O(\delta t^3), \] (11)
\[ = \exp \{ i\delta t v_F \sigma \cdot P(t_{n+\frac{1}{2}}) \} + O(\delta t^3), \] (12)
where \( t_{n+\frac{1}{2}} := t_n + \delta t/2 \). In principle, the latter can be improved to higher order by using other decompositions \([20]\). Using the properties of Pauli matrices, the exponential can be computed explicitly, yielding
\[ U_{p,Ks}(t_n,t_{n-1}) \approx I \cos[\delta t E_p(t)] - \frac{i v_F \sigma \cdot P(t)}{E_p(t)} \sin[\delta t E_p(t)]. \] (13)

This expression is a \( 2 \times 2 \) matrix which can be implemented easily on a computer. This completes the description of the numerical scheme. To improve efficiency, the latter is coded and parallelized using a domain decomposition strategy. Because each momentum is independent, the resulting algorithm has a quasi-linear speedup and is scalable to a high number of processors. Moreover, the \( L_2 \)-norm of the wave function is conserved because each step of the splitting is a unitary operation. Finally, the time step has to obey \( \delta t \lesssim \frac{\pi}{\max_{p} E_p} \) to reach convergence. This condition is typical for Dirac equation solvers \([18,21]\) and guarantees that oscillations in the wave function are resolved.
IV. NUMERICAL RESULTS AND DISCUSSION

Numerical results obtained from the above-mentioned techniques are now given for a realistic model that simulates counterpropagating linearly polarized laser pulses. This case illustrates the strength of the numerical approach and at the same time, exhibits some interesting physical features related to the phenomenon of quantum interference.

We consider a laser pulse model characterized by an oscillating field superimposed with a carrier envelope. The resulting electric field has the following time dependence:

\[
E_x(t) = \begin{cases} 
E_0 \sin^2(\Omega_{\text{rise}}(t - t_i)) \cos(\omega(t - t_i) + \phi) & \text{for } t \in [t_i, t_i + \pi/2\Omega_{\text{rise}}] \\
E_0 \cos(\omega(t - t_i) + \phi) & \text{elsewhere} \\
E_0 \cos^2(\Omega_{\text{fall}}(t - t_i)) \cos(\omega(t - t_i) + \phi) & \text{for } t \in [t_f - \pi/2\Omega_{\text{fall}}, t_f] 
\end{cases}
\]

where \( \phi \) is the envelope phase, \( E_0 \) is the field strength, \( \omega \) is the laser angular frequency and \( \Omega_{\text{rise,fall}} \) determine the rise and fall time of the envelope, respectively.

A laser field with a frequency of \( \nu = \omega/2\pi = 10 \) THz and a field strength of \( E_0 = 1.0 \times 10^7 \) V/m is considered. These parameters are chosen such that we are in the Schwinger-like (tunnelling) regime where the non-dimensional Keldysh parameter obeys \( \gamma = |p_y|\omega/eE_0 \ll 1 \). The pulse duration is 5.5 periods and the envelope frequencies are chosen as \( \Omega_{\text{rise}} = \Omega_{\text{fall}} = 7.85 \times 10^{12} \) s\(^{-1}\).

The numerical results displayed in Fig. 1 show an intricate “peak and valley structure” which is related to time-domain quantum interferences \cite{22}. This can be understood by looking at the Dirac equation in Eq. (2), which is analogous to the equation describing a two-level quantum system. As graphene is driven periodically by the electric field, the adiabatic energies for positive and negative energy states \( \pm E_p(t) \) cross in the complex time plane. At these crossings, a nonadabatic transition between positive and negative energy states takes place and causes the generation of electron-hole pairs. Far from the crossings, the time evolution is adiabatic and transitions are forbidden. In this latter case, pair production does not occur but the states accumulate a phase. Because the accumulated phase differs for positive and negative energy states, when they recombine coherently at the next nonadiabatic transition, constructive or destructive interferences occur. This is a realization of Landau-Zener-Stückelberg interferometry \cite{23} in graphene.
V. CONCLUSION

We showed a parallel numerical scheme that can be employed to evaluate Schwinger-like pair production in graphene from the interaction of a sample with an homogeneous time-dependent electric field. This numerical technique can accommodate any electric field time dependence. As an example and to illustrate the capability of the numerical scheme, it was used to compute the electron momentum density from a realistic short laser pulse. The latter could be generated experimentally by using two counterpropagating laser beams. It should be noted that such realistic field configurations cannot be treated analytically.

The numerical results displayed some interesting features. In particular, the electron momentum density generated from the laser pulse showed interference patterns due to Landau-Zener-Stückelberg interferometry.

Other field configurations could also be studied. For example, it is possible to modify the polarization and study pair production in circularly polarized beams [14]. Other electric field time-dependence can also be considered, allowing for the investigation of other regimes such as the multiphoton regime [14].
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