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Abstract
In even space-time dimensions, the multi-loop Feynman integrals are integrals of rational function in projective space. By using an algorithm that extends the Griffiths–Dwork reduction for the case of projective hypersurfaces with singularities, we derive Fuchsian linear differential equations and the Picard–Fuchs equations, with respect to kinematic parameters for a large class of massive multi-loop Feynman integrals. With this approach, we obtain the differential operator for Feynman integrals to high multiplicities and high loop orders. Using recent factorisation algorithms, we give the minimal-order differential operator in most of the cases studied in this paper. Amongst our results are that the order of Picard–Fuchs operator for the generic massive two-point $n - 1$-loop sunset integral in two dimensions is $2^n - \left\lfloor \frac{n+1}{2} \right\rfloor$ supporting the conjecture that the sunset Feynman integrals are relative periods of Calabi–Yau of dimensions $n - 2$. We have checked this explicitly till six loops. As well, we obtain a particular Picard–Fuchs operator of order 11 for the massive five-point tardigrade non-planar two-loop integral in four dimensions for generic mass and kinematic configurations, suggesting that it arises from $K3$ surface with Picard number 11. We determine as well Picard–Fuchs operators of two-loop graphs with various multiplicities in four dimensions, finding Fuchsian differential operators with either Liouvillian or elliptic solutions.
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1 Introduction

Feynman integrals enter the evaluation of many physical observable quantities in particle physics, gravitational physics, statistical physics, and solid-state physics. They are multi-valued functions, with non-trivial monodromies. They present branch cuts (associated with particle production) and their analytic or numerical evaluations are challenging. The identification of the kind of special functions needed to evaluate the Feynman integrals is difficult question under study from the early days of Quantum field theory [1, 2] and is still an active field of research, e.g. [3–5].

Broadhurst and Kreimer [6, 7] remarked that the definition of the Feynman integrals resembles the definition of period integrals given by Kontsevich and Zagier in [8]. Bloch, Esnault, and Kreimer [9] and Brown [10] showed that the Feynman integral is a relative period integral of the mixed Hodge structure determined by the graph polynomials defining the Feynman integrals. There is increasing evidence that some
Feynman integrals are relative period integrals of (singular) Calabi–Yau geometries [11–22].

One aim of this work is to sharpen this correspondence by deriving Picard–Fuchs differential operators associated with the Feynman integrals by studying the case where a Feynman integral \( I_\Gamma(t) = \int_{\Delta_n} \Omega_\Gamma(t) \) is given by the integral over the positive orthant \( \Delta_n \), defined in (8), of rational differential form in projective space

\[
\Omega_\Gamma(t) = \frac{U(x)^{n-(L+1)D/2}}{(F_0(x) + tF_1(x))^{n-LD/2}} \Omega_0^{(n)}
\]

where \( n \) and \( L \) are positive integers and \( D \), the space-time dimension, is taken to be an even positive integer \( D \), such that \( n - LD/2 > 0 \) for convergence of the integral.

We have set \( x := [x_1 : \cdots : x_n] \in \mathbb{P}^{n-1} \), and \( \Omega_0^{(n)} \) is the canonical differential form on \( \mathbb{P}^{n-1} \), given in (10). The homogeneous polynomial \( U(x) \) has degree \( L \), and the homogeneous polynomials \( F_0(x) \) and \( F_1(x) \) have degree \( L + 1 \) so that the integrand is a well-defined rational differential form. We will restrict to the case of converging integrals.

Our approach uses an implementation of the Griffiths–Dwork reduction algorithm adapted to the case of period of rational integrals with non-isolated singularities. We construct a Fuchsian differential operator in the variable \( t \) annihilating the integrand

\[
(L_t - C(t, \partial_t; \partial_x, x)) \frac{U(x)^{n-(L+1)D/2}}{(F_0(x) + tF_1(x))^{n-LD/2}} = 0.
\]

This annihilator is composed of a Picard–Fuchs differential operator acting only on the parameter \( t \)

\[
L_t = \sum_{r=0}^{g_n} p_r(t) \left( \frac{d}{dt} \right)^r
\]

and a certificate part

\[
C(t, \partial_t; \partial_x, x) = \sum_{i=1}^{n} \frac{\partial}{\partial x_i} Q_i(t, \partial_t; \partial_x, x)
\]

with

\[
Q_i(t, \partial_t; \partial_x, x) = \sum_{0 \leq a \leq a_i} \sum_{0 \leq b_j \leq \tilde{a}_j} q_{a,b_1,...,b_r}^{(i)}(t,x) \left( \frac{\partial}{\partial t} \right)^a \prod_{j=1}^{n} \left( \frac{\partial}{\partial x_j} \right)^{b_j},
\]

which are differential operators acting on the parameter \( t \) and the integration variables \( x \). From the identity (2), we deduce that the Feynman integral (1) satisfies the inhomogeneous differential equation

\[
\frac{\partial}{\partial t} Q_i(t, \partial_t; \partial_x, x) = \sum_{0 \leq a \leq a_i} \sum_{0 \leq b_j \leq \tilde{a}_j} q_{a,b_1,...,b_r}^{(i)}(t,x) \left( \frac{\partial}{\partial t} \right)^a \prod_{j=1}^{n} \left( \frac{\partial}{\partial x_j} \right)^{b_j}.
\]
\[ \mathcal{L}_t I_\Gamma(t) = S(t). \] (6)

The inhomogeneous term \( S(t) \) is a sum of the \( n \) contributions evaluated on the boundary components arising from the evaluation of the action of certificate on the integrand on the boundary of positive orthant. Each boundary component has rational differential form for Feynman integral in \( \mathbb{P}^{n-2} \) (see [23]). For fixed values of degree of homogeneity \( L \) and \( D/2 \), we are naturally led to study the rational period integrals (1), with increasing values of \( n \). The inhomogeneous term in the right-hand side of (6) arises by integrating the certificate in (4) and, for its derivation, involves the blow-up needed to define the Feynman integral as a relative period integral. Since this work is primarily focussed on the derivation of the homogeneous differential operator in the left-hand side of (6), we will not need to specify the blow-up procedure needed for a proper definition of the variation of mixed Hodge structure associated with a given Feynman integral [9, 10].

This work has two main aims. (1) The first one is to provide a convenient tool for exploring the relation between Feynman integrals and period integrals. From the knowledge of the Picard–Fuchs operators \( \mathcal{L}_t \), we get information (an upper bound) on the number of independent periods associated with the differential form (1). We check if the Picard–Fuchs operator is factorisable and when possible using the factorisation algorithm implemented in [24]. The irreducibility of the Picard–Fuchs operator implies that the operator is minimal, but there are factorisable operators that are minimal as we will see in the case of the kite case in Sect. 6.1. The analytic form of the Picard–Fuchs operators and their singularities provide an important hint about the algebraic geometry for which the Feynman integral is a relative period integral. We will find Picard–Fuchs operators suggestive of rational surfaces, elliptic curves, \( K3 \) surfaces, and Calabi–Yau \( n \)-fold. By working with increasing values of \( n \), we determine if new types of periods arise from the homogeneous differential operator. (2) The second aim is to provide efficient tools for deriving the differential equation for Feynman integrals numerically. The present algorithms give a way to analyze relatively high loop (we will study cases up to \( L = 6 \) loops order) and high multiplicities (we will study cases with up to seven external states) integrals.

The application of these techniques to Feynman integrals is described in [25]. But the implementation of the Griffiths–Dwork reduction algorithm is complicated by the presence of non-isolated singularities. For the case of the two-loop sunset integral, one can apply the standard Griffiths–Dwork reduction algorithm for deriving the Picard–Fuchs operator (see 2.3.2 of [26]). But unlike the two-loop sunset integral, Feynman integrals have generically non-isolated singularities, preventing a direct use of the Griffiths–Dwork reduction. We will use an extended version of the Griffiths–Dwork formalism adapted to the case with non-isolated singularities that implement the pole reduction in the integrand using Syzygies [27].

In this work, we will first recall the relation between the Feynman integrals and relative period integrals in Sect. 2. In Sect. 3, we describe the algorithm we will be using for deriving the Picard–Fuchs operators. In Sect. 4, we derive the Picard–Fuchs operators for the sunset family of integral up to six-loop order with generic mass configurations.

1 A Magma implementation is available at https://github.com/lairez/periods.
We show the factorisation of the Picard–Fuchs operator when specialising the mass configurations. In Sect. 5, we consider the multi-scoop ice-cream cone graphs. Adding an external momentum to the multi-loop sunset graph yields a multi-scoop ice-cream cone graph. We show how this affects the differential operator. In Sect. 6, we give the differential operator for various two-loop integrals. We show the triviality of the kite integral in two dimensions. In four dimensions, we will obtain that the massive kite and massive double-box integral differential operator is order 2 compatible with an elliptic curve, and that the massive tardigrade differential operator is suggestive of a $K3$ surface with Picard number 11 for generic mass and kinematic configurations. We conclude with Sect. 7.

We have collected various numerical results and expressions that are too long for being reported in this text on the following online pages:

- The https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/Identity.ipynb in Eq. (29).
- The differential operators for the sunset graph at https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-2sunset.ipynb, https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-3sunset.ipynb, https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-4sunset.ipynb, https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-5sunset.ipynb analysed in Sect. 4.
- The differential operators for the multi-loop ice-cream cone graph at https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-triangle.ipynb, https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-icecream-2loop.ipynb, https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-icecream-3loop.ipynb analysed in Sect. 5.
- The differential operators for the https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Kite.ipynb of Sect. 6.1.
- The differential operators for the https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Tardigrade.ipynb of Sect. 6.2.
- The differential operators for the https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-DoubleBox.ipynb of Sect. 6.3.
- The differential operators for the https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Pentabox.ipynb of Sect. 6.4.

2 Feynman integrals

In this section, we review the connection between Feynman integrals and relative period integrals.

2.1 Definitions and notations

The parametric representation of a Feynman integral associated with Feynman graph $\Gamma$, with $n$ edges and $L$ (homology) loops, is given by the following projective integral
in $\mathbb{P}^{n-1}(\mathbb{R})$ in the variables $(x_1, \ldots, x_n)$ (see [9, 23, 28])

$$I_\Gamma(\underline{s}, \underline{m}^2; \underline{\nu}, D) = \int_{\Delta_n} \Omega_n(\underline{s}, \underline{m}^2; \underline{\nu}, D; \underline{x}),$$

where

- The domain of integral is the simplex defined by the positive orthant

$$\Delta_n := \{ [x_1, \ldots, x_n] \in \mathbb{P}^{n-1} | x_j \in \mathbb{R}, x_j \geq 0 \}.$$  

- The differential form is

$$\Omega_n(\underline{s}, \underline{m}^2; \underline{\nu}, D; \underline{x}) := \left( \frac{U(\underline{x})}{U(\underline{x})L(\underline{m}^2, \underline{x}) - V(\underline{s}, \underline{x})} \right)^\omega \prod_{i=1}^n x_i^{\nu_i-1} \Omega_0^{(n)} U(\underline{x}) D^2$$

and $\Omega_0^{(n)}$ is the natural differential $n-1$-form on the real projective space $\mathbb{P}^{n-1}$

$$\Omega_0^{(n)} := \sum_{j=1}^n (-1)^{j-1} x_j \, dx_1 \wedge \cdots \wedge \widehat{dx}_j \wedge \cdots \wedge dx_n,$$

where $\widehat{dx}_j$ means that $dx_j$ is omitted in this sum.

- The power is

$$\omega = \sum_{i=1}^n \nu_i - \frac{LD}{2},$$

with $L$ a positive integer. The powers $(\nu_1, \ldots, \nu_n)$ are in $\mathbb{Z}^n$ and $D$ is a real number.

- A linear term with coefficients given by the internal masses

$$L(\underline{m}^2, \underline{x}) := \sum_{i=1}^n m_i^2 x_i + i \epsilon$$

with $\epsilon$, a positive real number. We denote by $\underline{m}^2 := (m_1^2, \ldots, m_n^2) \in \mathbb{C}^n$ the mass parameters.

The polynomials $U(\underline{x})$ and $V(\underline{s}, \underline{x})$ are determined by the Feynman graph $\Gamma$ using graph theory; since the connection to graph theory will not be needed for the present work, we refer to [29–32]. We only list the main properties of these polynomials.

- $U(\underline{x})$ is a homogeneous degree $L$ polynomial in the variables $\underline{x} = (x_1, \ldots, x_n)$ with coefficients in $\{0, 1\}$. It is at most linear in each of the $x_i$ variables. This polynomial is determined by the homology of the vacuum graph and does not depend on the kinematic parameters $\underline{s}$ nor the masses $\underline{m}^2$ [29, 31].
• \( V(s, x) \) is a homogeneous degree \( L + 1 \) polynomial in the variables \( x_1, \ldots, x_n \)

\[
V(s, x) := \sum_{i=1}^{N_v} s_i V_i(x)
\]

(13)

where \( V_i(x) \) are homogeneous polynomials of degree \( L + 1 \) at most linear in each of the \( x_i \) variables with integer coefficients. We denote by \( s := (s_1, \ldots, s_{N_v}) \) the kinematic variables. The number of independent kinematic variables is constrained by the kinematic relations [33, 34]. They imply relations between the coefficients of the graph polynomial \( V(s, x) \) and affect the singularity structure of integrand of the Feynman integral.

• The \( i \epsilon \) in (12) is the Feynman prescription for determining the contour of integration for the Feynman propagator. The integrals we will consider in this work exist in the limit \( \epsilon \to 0 \) with \( \epsilon > 0 \), and the differential equations derived in this work are independent of the value of \( \epsilon \), and we will set \( \epsilon = 0 \) from now. But for a proper definition of the Feynman integrals and a correct determination of the solutions of the derived differential equation, one needs to reinstate the \( \epsilon \) dependence. We refer to [35] for a recent throughout discussion.

2.2 Feynman integral as relative period integrals

The integrand is a closed-form of the middle cohomology

\[
\Omega_n(s, m^2; \nu, D; x) \in H^{n-1}(\mathbb{P}^{n-1} \setminus X_{\Gamma}),
\]

(14)

where \( X_{\Gamma} \) is the polar part of the Feynman integral in (7).

When all the mass parameters are non-vanishing \( m_i^2 > 0 \) for \( 1 \leq i \leq n \), the Feynman integral is absolutely convergent [36] when \( \omega > 0 \) in (11). The conditions for the absolute convergence of the Feynman integrals are a set of hyperplanes on the variables \( (\nu, D) \) in \( \mathbb{C}^{n+1} \) [37]. Because the polynomials \( U(x), L(m^2, x) \) and \( V(s, x) \) are independent of the dimension of space-time \( D \) and the exponents \( \nu \), the Feynman integral is a meromorphic function with singularities on linear hypersurfaces on \( (\nu, D) \) in \( \mathbb{C}^{n+1} \) as shown by [38] and reproved by Panzer in [3].

In the following, we will only consider the case of convergent integrals with all non-vanishing masses, i.e. \( m_i \neq 0 \) for \( 1 \leq i \leq n \) and \( \omega > 0 \). Depending on the graph, it is still possible to have some internal masses to vanish without introducing infrared divergences and the Feynman integral is convergent. Such cases can be treated along the lines of the present work. In these cases, the singular locus of the integrand will change with the appearance of new singularities affecting the order of the Picard–Fuchs operator.

Bloch, Esnault, and Kreimer showed that the Feynman integral is a period integral of a mixed Hodge structure in Eq. (0.1) of [9]. We would like to identify the algebraic geometry behind the question of what kind of geometry is associated with the Feynman integral. The Feynman integral is not a period of a smooth hypersurface (except for some special cases like the two-loop sunset) and singularity structure of the integrand
is rather non-trivial (but this makes the Feynman integrals so rich). One way to access a non-trivial information about the rank of the Hodge structure is to perform a numerical evaluation of the periods and their associated Picard–Fuchs differential equations. From this information, we can extract (an upper bound) on the dimension of the algebraic variety for which the Feynman integral is period integral.

2.3 Feynman integral differential equations

The Feynman integrals are D-finite functions that satisfy finite-order inhomogeneous differential equations with respect to their physical parameters [28, 39–41]. For a fixed loop order $L$ and dimension $D$, the space defined by all possible linear combinations of the Feynman integrals in (7)

$$V_{\Gamma} := \sum_{\nu \in \mathbb{Z}^n} c_{\nu}(D) I_{\Gamma}(s, m^2; \nu, D)$$

is a finite-dimensional vector space whose dimension is given by the topological Euler characteristic of the complement of the vanishing locus of the $U$ and $F = UL - V$ polynomials [28]

$$\dim(V_{\Gamma}) = (-1)^{n+1} \chi \left( (\mathbb{C}^*)^n \setminus V(U) \cup V(F) \right),$$

where

$$V(U) := \{ [x_1, \ldots, x_n] \in \mathbb{P}^{n-1} | U(x) = 0 \};$$

$$V(F) := \{ [x_1, \ldots, x_n] \in \mathbb{P}^{n-1} | U(x)L(m^2, x) - V(s, x) = 0 \}.$$ 

Since this vector space is finite-dimensional, one can expand integral in the family of Feynman integrals $I_{\Gamma}(s, m^2; \nu, D)$ on a basis of, the so-called master integrals, $M_{\Gamma}(s)$ with coefficients given by rational functions of the parameters $s, m^2, \nu$ and the dimension $D$. The basis of master integral includes set of indices $\nu$ with possibly negative components. These cases corresponds to integrals with irreducible scalar products of loop momenta in the numerator in the momentum representation of the Feynman integrals.

Differentiating with respect to the physical parameters $s$, the master integrals $M_{\Gamma}(s)$ satisfy the first order differential system of equations (see [42] for a physicist’s review)

$$dM_{\Gamma}(s) = A_{\Gamma} \wedge M_{\Gamma}(s).$$

The matrix $A_{\Gamma}$ is a flat connection satisfying

$$dA_{\Gamma} + A_{\Gamma} \wedge A_{\Gamma} = 0.$$ 

In positive integer dimension $D \in \mathbb{N}^*$, the connection $A_{\Gamma}$ is reducible and one important question is to obtain the minimal-order differential equation acting on the Feynman
integrals. This dimension in (15) gives an upper bound on the order of the minimal-order differential operator acting on the Feynman integral.

Other approaches for deriving the system of differential operators acting on Feynman integrals use the GKZ approach [17, 26, 32, 43–46], for constructing a D-module of differential operators. But this approach fails to lead to the complete set of differential operators essentially because of the kinematic relations between the monomials in the graph polynomials.

The shortcomings of these approaches in providing directly a minimal-order differential equation for Feynman integrals in integer dimensions, is the motivation of the present work.

### 2.4 Relations between various integrals

We consider the action of the differentiation with respect to the mass parameters

\[
\frac{\partial}{\partial m_i^2} \left( \frac{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))}{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))} \right)^\omega = -\omega \left( \frac{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))}{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))} \right)^{\omega+1} x_i. 
\]

(20)

We then conclude that the differentiating with respect to the mass parameter \( m_i^2 \) shifts the value of the \( \nu \) by \( \nu_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) where 1 is in the \( i \)-th position. The anti-derivative (formal integration) with respect to a mass parameter

\[
\frac{\partial^{-1}}{m_i^2} \left( \frac{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))}{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))} \right)^\omega = \frac{1}{\omega - 1} \left( \frac{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))}{\mathcal{U}(\mathcal{L}(\mathcal{K}^2, x) - \mathcal{V}(s, x))} \right)^{\omega-1} x_i^{-1}. 
\]

(21)

Therefore, we can restrict ourself to the case where \( \nu = (1, \ldots, 1) \).

If one considers the differential operator \( \mathcal{U}(\partial_{m_1^2}, \ldots, \partial_{m_n^2}) \) where the variable \( x_i \) is replaced by the partial derivative \( \partial_{m_i^2} \) in the \( \mathcal{U}(\mathcal{L}) \) polynomial, we have

\[
\mathcal{U}(\partial_{m_1^2}, \ldots, \partial_{m_n^2}) \Omega_n(s, m; \nu, D, x) = \prod_{r=0}^{L-1} \left( -(\omega + r) \right) \Omega_n(s, m; \nu, D - 2, x) 
\]

(22)

and when \( x_i \) are replaced by the \( x_i^2 \partial^{-1}_{m_i^2} \) we have

\[
\mathcal{U}(x_1^2 \partial^{-1}_{m_1^2}, \ldots, x_n^2 \partial^{-1}_{m_n^2}) \Omega(s, m; \nu, D, x) = \prod_{r=1}^{L} \frac{1}{\omega - r} \Omega(s, m; \nu, D + 2, x). 
\]

(23)

Such dimension shifting relations have been noticed by Tarasov [47] using a different set-up.
3 Picard–Fuchs equations for Feynman integrals

From now, we focus on the case where \( \nu = (1, \ldots, 1) \), so that

\[
\Omega(t; D, \chi) := \left( \frac{\mathcal{U}(\chi)}{\mathcal{U}(\chi) \mathcal{L}(m^2, \chi) - t \mathcal{V}(\xi, \chi)} \right)^{n - \frac{DP}{2}} \frac{\Omega_0^{(n)}}{\mathcal{U}(\chi)^{\frac{DP}{2}}}. \tag{24}
\]

We consider the case of \( D = 2 \) and \( D = 4 \) dimensions so that we have a rational differential form in \( \mathbb{P}^{n-1}(x_1, \ldots, x_n) \), and convergent integral when integrating this differential form over the positive orthant. We have chosen to consider the variation with respect to the parameter \( t \) as an overall scale in front of the kinematics graph polynomial \( \mathcal{V}(\xi, \chi) \). One can consider a variation with respect to any other physical parameter amongst the masses \( m_i^2 \) variable or any independent kinematics \( s_i \) variable. In that case, the denominator would take the form \( \mathcal{F}_0(\chi) + t \mathcal{F}_1(\chi) \). Clearly different choices for the parameters \( t \) amongst the kinematic or mass parameters will lead to different differential equations. But for generic values of the physical parameters, we conjecture that they all arise from the same (singular) geometry determined by the singularity locus of the integrand (24).

We will derive the Picard–Fuchs differential operator

\[
\mathcal{L}_t = \sum_{r=0}^{a_j} q_r(m, \xi; t) \left( \frac{d}{dt} \right)^r
\]

such that \( \mathcal{L}_t \Omega(t; D, \chi) = d \beta(\chi, t) \), for some holomorphic \( n-1 \)-form \( \beta(\chi, t) \) on \( \mathbb{P}^{n-1} \setminus X_\Gamma \), corresponding to the certificate in (4).

Given any \( n \)-cycle \( \gamma \) in \( \mathbb{P}^{n-1} \setminus X_\Gamma \), we obtain that

\[
\mathcal{L}_t \int_{\gamma} \Omega(t; D, \chi) = 0, \tag{26}
\]

so that \( \mathcal{L}_t \) is a differential equation satisfied by the period integral defined by the integration of the differential form over a cycle.

In the construction, we will only consider the case where \( \beta(\chi, t) \) is holomorphic on \( \mathbb{P}^{n-1} \setminus X_\Gamma \), that is \( \beta(\chi, t) \) does not have poles that are not present in \( \Omega(t; D, \chi) \). When \( \beta(\chi, t) \) is only meromorphic, the left-hand side in (26) may not vanish after integration on \( \gamma \). This case may lead to an inhomogeneous differential equation

\[
\mathcal{L}_t \int_{\gamma} \Omega(t; D, \chi) = \int_{\gamma} d \beta, \tag{27}
\]

where the right-hand side should reduce, with residue analysis, to an integral with one less variable, although the computation may not be straightforward.
To illustrate the difference between a holomorphic and a meromorphic term \( d \beta \), consider the rational function

\[
F(x_1, x_2) = \frac{ax_1 + bx_2 + c}{(\alpha x_1^2 + \beta x_2^2 + \gamma x_1 x_2 + \delta x_1 + \eta x_2 + \xi)^2}
\]  

where \( a, b, c, \alpha, \beta, \gamma, \delta, \eta, \zeta \) are independent of \( x_1 \) and \( x_2 \) (this is the generic form of the multi-loop ice-cream cone integrand studied in Sect. 5.) Using the creative telescoping algorithm \[48, 49\], we find that

\[
F(x_1, x_2) = \frac{\partial x_1}{D_1(x_1, x_2)} N_1(x_1, x_2) + \frac{\partial x_2}{D_2(x_1, x_2)} N_2(x_1, x_2)
\]

where \( N_i(x_1, x_2) \) with \( i = 1, 2 \) are polynomials in \( x_1 \) and \( x_2 \) and the denominator is (the coefficients are given on this page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/Identity.ipynb)

\[
D_1(x_1, x_2) = D_2(x_1, x_2) (x_2^2 (2\alpha b - a\gamma) - a\delta + 2\alpha c),
\]

\[
D_2(x_1, x_2) = 2 \left( 4\alpha \beta \zeta - \alpha \epsilon^2 - \beta \delta^2 - \gamma^2 \zeta + \gamma \delta \epsilon \right) (x_2^2 (2\alpha b - a\gamma) - a\delta + 2\alpha c)
\]

\[
\times \left( \alpha x_1^2 + \beta x_2^2 + \gamma x_1 x_2 + \delta x_1 + \eta x_2 + \xi \right)^2.
\]

The denominator on the right-hand side has a pole at \( x_2^0 = (a\delta - 2\alpha c)/(2\alpha b - a\gamma) \) which is not a pole of the original function. This means one can find a cycle where the integral of \( F(x_1, x_2) \) has no pole at \( x_2 = x_2^0 \) the integral of \( \int_{x_2}^{x_2^0} F(x_1, x_2) \) is finite and non-vanishing. Therefore, the certificate must have extra poles that are not present in the original function. Examples of this phenomenon were given by Picard \[50\] (see also [49]).

We will use the factorisation algorithm in \[24\] to certify whether the Picard–Fuchs operator is irreducible or not. A differential operator \( L \) is irreducible if it cannot be written as a composition of two differential operators with order at least 1. The minimal operator annihilating a given function need not be irreducible. For example, the operator \( t \frac{d^2}{dt^2} + \frac{d}{dt} \) is the minimal operator annihilating \( \log(t) \) and it factors as \( \left( t \frac{d}{dt} \right) \cdot \left( t \frac{d}{dt} \right) \). However, an irreducible operator is the minimal annihilating operator of its nonzero solutions. We encounter non-irreducible operators in the case of the Kite graph in four dimensions in Sect. 6.1.2.

### 3.1 The Griffiths–Dwork reduction

The Griffiths–Dwork reduction is the main tool for computing Picard–Fuchs differential equations \[51–53\], although it needs to be completed by other reductions rules with the projective hypersurface \( X_\Gamma \) is singular. This section describes briefly this reduction and its extension, following \[27\].
For a given $D$, let us write $/\Omega_1(\mathbf{t}; D, x)$ as $A(x)\Omega_0(P(x)^k)$, where $A$ and $P$ are homogeneous polynomial in $x$ whose coefficients are rational functions in $t$. We assume moreover that $P$ is square-free (as a polynomial in $x$).

It makes the computation easier to reformulate the integral in $\mathbb{P}^{n-1}$ over an $n-1$-cycle $\gamma$ as an integral in $\mathbb{C}^n$ over the $n$-cycle $\tilde{\gamma} = \{ x \in \mathbb{C}^n \mid [x] \in \gamma \text{ and } \|x\| = 1 \}$:

$$\int_\gamma \frac{A(x)\Omega_0}{P(x)^k} = \frac{1}{2\pi i} \int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} d\mathbf{x}, \quad (31)$$

where $d\mathbf{x} = dx_1 \cdots dx_n$.

Assume that $A$ is in the Jacobian ideal of $P$, that is $A = C_1 \frac{\partial P}{\partial x_1} + \cdots + C_n \frac{\partial P}{\partial x_n}$ for some homogeneous polynomials $C_i$. Then, we can write

$$Ad\mathbf{x} = dP \wedge (C_1 \xi_1 + \cdots + C_n \xi_n), \quad (32)$$

where $\xi_i = (-1)^i x_1 \cdots \hat{x}_i \cdots dx_n$. Note that $d\xi_i = dx_1 \cdots \hat{d}x_i \cdots dx_n$, so

$$(k-1) \frac{A}{P^k} d\mathbf{x} = \sum_i \frac{\partial C_i}{\partial x_i} \frac{1}{P^{k-1}} d\mathbf{x} - d\left(\sum_i \frac{C_i}{P^{k-1}} \xi_i\right). \quad (33)$$

The integral on $\tilde{\gamma}$ of the exact differential vanishes, because we assume that $P$ does not vanish on $\tilde{\gamma}$, so, assuming $k > 1$, we obtain that

$$\int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} d\mathbf{x} = -\frac{1}{k-1} \int_{\tilde{\gamma}} \frac{\sum_i \frac{\partial C_i}{\partial x_i}}{P^{k-1}} d\mathbf{x}. \quad (34)$$

The left-hand side is the integral of a form with pole order $k$, while the right-hand side has pole order $k-1$. In the general case, when $A$ is not in the Jacobian ideal, we may compute a normal form $R(x)$ of $A$ modulo the Jacobian ideal (using for example a Gröbner basis) that is

$$A = R + C_1 \frac{\partial P}{\partial x_1} + \cdots + C_n \frac{\partial P}{\partial x_n}, \quad (35)$$

with the property that $R$ depends only on the class of $A$ modulo the Jacobian ideal. Then, we have

$$\int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} d\mathbf{x} = \int_{\tilde{\gamma}} \frac{R(x)}{P(x)^k} d\mathbf{x} - \frac{1}{k-1} \int_{\tilde{\gamma}} \frac{\sum_i \frac{\partial C_i}{\partial x_i}}{P^{k-1}} d\mathbf{x}. \quad (36)$$

The right-hand side is made of a term with a pole order $k$ but reduced numerator, and a term with pole order $k-1$, to which we can apply the procedure recursively. In the end, we obtain a decomposition

$\Box$ Springer
\[
\int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} \, dx = \sum_{i=1}^{k} \int_{\tilde{\gamma}} \frac{R_i(x)}{P(x)^i} \, dx.
\]  

(37)

for some polynomials \(R_i(x)\) in normal form with respect to the Jacobian ideal. Moreover, \(R_i\) is homogeneous of degree \(\deg R_i = i \deg P - n\).

### 3.2 Picard–Fuchs equations in the smooth case

In the case where the hypersurface \(X_\Gamma \subset \mathbb{P}^{n-1}\) is smooth, the Jacobian ideal contains all the homogeneous polynomials of degree at least \(n(\deg P - 1) - n + 1\) (this is the Macaulay bound); this implies in particular that in the decomposition (37), the polynomial \(R_i\) with \(i \geq n\) are all zero. This gives the following algorithm to compute the Picard–Fuchs equation.

We compute the Griffiths–Dwork decomposition of the \(j\)th derivative (with respect to \(t\)) of the integral \(I(t) = \int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} \, dx\) as

\[
\frac{d^j I}{dt^j} = \int_{\tilde{\gamma}} \frac{A_j(x)}{P(x)^{k+j}} \, dx = \sum_{i=1}^{n-1} \int_{\tilde{\gamma}} \frac{R_{ji}(x)}{P(x)^i} \, dx,
\]

(38)

where \(A_j\) is a homogeneous polynomial (of degree \((k + i) \deg P - n\)) and \(R_{ji}\) are homogeneous polynomials of degree \(i \deg P - n\). The first equality is obtained by differentiating under the integral sign, and the second equality is the Griffiths–Dwork reduction.

In view of the degree constraint on the polynomials \(R_{ji}\), the tuples \((R_{j1}, \ldots, R_{jn-1})\), for \(j \geq 0\), lie in a finite-dimensional vector space over the base field \(\mathbb{C}(t)\). Given a \(N\) which exceeds this dimension, we can therefore compute coefficients \(a_i(t) \in \mathbb{C}(t)\), not all zero, such that

\[
a_N(t) \frac{d^N I}{dt^N} + \cdots + a_1(t) \frac{dI}{dt} + a_0(t) I(t) = 0,
\]

(39)

which is the desired differential equation, simply by computing a non-vanishing solution of the linear system

\[
\sum_{j=0}^{N} a_j(t) R_{ji}(t; x) = 0, \quad 1 \leq i \leq n,
\]

(40)

with unknowns \(a_0, \ldots, a_N\).

### 3.3 An extension of the Griffiths–Dwork reduction

When the hypersurface \(X_\Gamma \subset \mathbb{P}^{n-1}\) is not smooth, the Griffiths–Dwork reduction step (36) may not be enough to reduce the pole order when \(k \geq n\), independently on
the numerator. Other reduction rules come from the syzygies of the derivatives $\frac{\partial P}{\partial x_i}$.

Let $B_1, \ldots, B_n$ be homogeneous of degree $k \deg P - n + 1$ such that $\sum_i B_i \frac{\partial P}{\partial x_i} = 0$. The tuple $(B_1, \ldots, B_n)$ is called a syzygy. The same computation as for (33) shows that

$$\sum_i \frac{\partial B_i}{p^k} \text{d}x = d \left( \sum_i \frac{B_i}{p^k} \xi_i \right),$$

so that

$$\int \sum_i \frac{\partial B_i}{p^k} \text{d}x = 0.$$  \hspace{2cm} (41)

In singular cases, these relations are missed by the Griffiths–Dwork reduction.

A syzygy $(B_1, \ldots, B_n)$ is a trivial syzygy if there are polynomials $D_{ij}$ such that $D_{ij} = -D_{ji}$ and such that $B_i = \sum_{j=1}^n D_{ij} \frac{\partial P}{\partial x_j}$ (which implies immediately the relation $\sum_i B_i \frac{\partial P}{\partial x_i} = 0$). Trivial syzygies are irrelevant because the corresponding relations are already reduced by the Griffiths–Dwork reduction. Indeed, the numerator $\sum_i \frac{\partial B_i}{\partial x_i}$ in (41) is in the Jacobian ideal:

$$\sum_i \frac{\partial B_i}{\partial x_i} = \sum_i \sum_j D_{ij} \frac{\partial^2 P}{\partial x_j \partial x_i} + \sum_j \left( \sum_i \frac{\partial D_{ij}}{\partial x_i} \right) \frac{\partial P}{\partial x_j} = 0.$$ \hspace{2cm} (43)

This leads to the following extension of the Griffiths–Dwork reduction. Given a form $\frac{A}{p^k} \text{d}x$, with $A$ homogeneous of degree $k \deg P - n$, we first compute a basis of the space $S_k$ of all syzygies of degree $k \deg P - n + 1$ quotiented by the space of trivial syzygies. Then, we compute a normal form $R$ of $A$ modulo the Jacobian ideal plus the space $\text{d}V = \left\{ \sum_i \frac{\partial B_i}{\partial x_i} \mid B \in V \right\}$, that is

$$A = R + \sum_{B_i} \frac{\partial B_i}{\partial x_i} + \sum_{C_i} \frac{\partial P}{\partial x_i} + \cdots + \sum_{C_n} \frac{\partial P}{\partial x_n},$$ \hspace{2cm} (44)

for some polynomials $B_i$ and $C_i$. This leads to the following relation, similar to (33),

$$(k - 1) \frac{A}{p^k} \text{d}x = \sum_i \frac{\partial C_i}{p^k} \text{d}x - d \left( \sum_i \frac{B_i}{p^k} \xi_i + \sum_i \frac{C_i}{p^{k-1}} \xi_i \right).$$ \hspace{2cm} (45)

The integral on $\tilde{\gamma}$ of the exact differential vanishes, so, assuming $k > 1$, we obtain that

$\square$ Springer
\[
\int_{\tilde{\gamma}} \frac{A(x)}{P(x)^k} \, dx = -\frac{1}{k-1} \int_{\tilde{\gamma}} \frac{\sum_i \frac{\partial C_i}{\partial x_i}}{P^{k-1}} \, dx,
\] (46)

exactly similar to (34). We can apply the same reduction procedure to the right-hand side, by induction on the pole order. Then, we compute Picard–Fuchs differential equations in the same way as in the smooth case.

The extended Griffiths–Dwork reduction presented above is not always enough and may need further extensions. There is a hierarchy of extensions which eventually collapse to the strongest possible reduction. However, for all the computations presented here, we only needed the first extension.

4 The multi-loop sunset graphs

The multi-loop sunset graphs are two-point graphs connected by \( n \) edges as depicted in Fig. 1. In two dimensions, the associated differential form in \( \mathbb{P}^{n-1}(x_1, \ldots, x_n) \) is given by

\[
\Omega_n^\otimes (t, m^2) := \frac{\Omega_0^{(n)}}{F_n^\otimes (t, m^2; x)}
\] (47)

with \( \Omega_0^{(n)} \) the natural projective form on \( \mathbb{P}^{n-1} \) defined in (10) and the degree \( n \) homogeneous polynomial

\[
F_n^\otimes (p^2, m^2; x) := x_1 \cdots x_n \left( \sum_{i=1}^n \frac{1}{x_i} \right) \left( \sum_{j=1}^n m^2_j x_j \right) - p^2
\] (48)

We seek a minimal-order differential operator with respect to \( t = p^2 \)

\[
\mathcal{L}_t = \sum_{r=0}^{o_n} q_r(t, m^2) \left( \frac{d}{dt} \right)^r
\] (49)

where \( q_r(t, m^2) \) is a polynomial in \( t \) such that

\[
\mathcal{L}_t \Omega_n^\otimes (t, m^2) = d\beta(t, m^2).
\] (50)
For \( n \geq 4 \), the Jacobian ideal \( J = \langle \partial_{x_r} F_n^\otimes (t, m^2; x), 1 \leq r \leq n \rangle \) has non-isolated singularities at the positions

\[
x_i = x_j = 0, \quad \sum_{1 \leq r \leq n, \ r \neq i, r \neq j} m_r^2 x_r = 0.
\]

(51)

Therefore, we need to apply the Griffiths–Dwork reduction adapted to this case as described in Sect. 3.1.

The equation \( F_n^\otimes (t, m^2; x) \) defines families of Calabi–Yau manifolds associated with the root lattice \( A_n \) studied by Verrill [54]. In this case, the denominator of period integral takes the form of \( t - \phi_n(x_1, \ldots, x_n) \) where \( \phi_n(x) \) is a Laurent polynomial. The period integrals associated with Laurent polynomials are connected to mirror symmetry for Fano manifolds [55–57], and our analysis gives supplementary support that the \( n - 1 \)-loop sunset Feynman integrals are relative periods of (singular) Calabi–Yau of dimension complex dimension \( n - 2 \) [12, 12, 15, 18, 19, 21, 58–60].

**Conjecture 1** (Order of the sunset Picard–Fuchs operator) The order of the minimal-order Picard–Fuchs operator for generic mass parameters is

\[
o_n = 2^n - \left( \frac{n + 1}{2^n} \right) ; \ n \geq 2.
\]

(52)

The coefficient of the highest-order derivative reads

\[
q_{o_n}(t, m^2) = t^{\alpha(n)} \left| \prod_{i=1}^{\mu_n} (t - \mu_n^i \tilde{q}_{o_n}(t)\right)
\]

(53)

where \( \alpha(n) \in \mathbb{N} \). The polynomial \( \tilde{q}_{o_n}(t) \) contains the apparent singularities, and the non-apparent singularities are located at \( t = 0 \) and \( t = \mu_n \) which are the \( 2^n \) so-called thresholds

\[
\mu_n = \left\{ \left( \sum_{i=1}^{n} \epsilon_i m_i \right)^2, (\epsilon_1, \ldots, \epsilon_n) \in \{-1, 1\}^n \right\}
\]

(54)

where only distinct values of the squares are kept.

- For \( n = 2 \) this is shown in Sect. 4.1
- For \( n = 3 \) this is shown in Sect. 4.2
- For \( n = 4 \) this is shown in Sect. 4.3
- For \( n = 5 \) this is shown in Sect. 4.4
- For \( n = 6 \) this is shown in Sect. 4.5
- For \( n = 7 \) the algorithm gives an upper bound on the order of the differential operator matching the value \( o_6 \), see Sect. 4.6.
When all the mass parameters are identified \( m_1^2 = \cdots = m_n^2 \), the thresholds in (54) are located at the positions

\[
\mu_n = \begin{cases} 
\{0, 2^2, \ldots, n^2\} & \text{for } n = 0 \mod 2 \\
\{1, 3^2, \ldots, n^2\} & \text{for } n = 1 \mod 2 
\end{cases}
\] (55)

and the minimal-order differential operator in two dimensions has of order \( n - 1 \) and its form is given by [23]

\[
\begin{align*}
q_{n-1}(t) &= t^{\left\lceil \frac{n^2}{2} \right\rceil + \frac{n}{2} - 1} \prod_{i=0}^{\frac{n}{2} - 1} (t - (n - 2i)^2) \\
q_{n-2}(t) &= \frac{n - 1}{2} \frac{dq_{n-1}(t)}{dt} \\
q_0(t) &= t - n
\end{align*}
\] (56)

Generalisation to higher dimensions has been obtained in [17–19, 61, 62]. In Sects. 4.3 and 4.4, we will show how the restriction of the masses leads to the factorisation of the differential operator at three- and four-loop orders, respectively.

The certificate \( Q \) in (5) or the \( d\beta \) in (50) leads to huge expressions that are evaluated by the algorithm; since they assure that the telescoper annihilates the integrand, we will not consider them in this work. Our results are statements about the Picard–Fuchs operator for the period integral defined by the integration over a cycle. In the case of the sunset graph, the integral over the torus has the large-\( t \) series expansion (this is the so-called maximal cut, discussed in [25])

\[
\pi_n^{\ominus}(t) = \int_{|x_1|=\cdots=|x_n|=1} t^{m-1} \sum_{m \geq 0} \sum_{r_1+\cdots+r_m = m} \left( \frac{m!}{r_1! \cdots r_n!} \right)^2. 
\] (57)

The minimal-order differential operator is this annihilator of this series expansion \( \mathcal{L}_t^n \pi_n^{\ominus}(t) = 0 \).

### 4.1 One-loop sunset

In this section, we recall the results for the Picard–Fuchs operators for the one-loop sunset integral

\[
\Omega_2^{\ominus}(t, m^2) = \frac{\Omega_2^{(2)}}{\mathcal{F}_2^{\ominus}(t, m^2; \chi)} 
\] (58)

with

\[
\mathcal{F}_2^{\ominus}(t, m^2; \chi) = tx_1x_2 - (m_1^2x_1 + m_2^2x_2) \left( \frac{1}{x_1} + \frac{1}{x_2} \right) x_1x_2. 
\] (59)
The differential operator is readily obtained by applying the Griffiths–Dwork reduction (see [26]) to get\(^2\)
\[
{\mathcal{L}}^{[12]}_t = (t - (m_1 + m_2)^2) (t - (m_1 - m_2)^2) \frac{d}{dt} + t - m_1^2 - m_2^2. \tag{60}
\]

The certificate has
\[
Q_1 = 2m_2^2 x_2; \quad Q_2 = -(m_1^2 + m_2^2 - p^2) x_2 \tag{61}
\]
so that
\[
{\mathcal{L}}^{[12]}_t \frac{1}{{\mathcal{F}}^{\circ}_2(t, m^2; x)} + \sum_{i=1}^2 \frac{\partial}{\partial x_i} Q_i \frac{1}{{\mathcal{F}}^{\circ}_2(t, m^2; x)} = 0. \tag{62}
\]

### 4.2 Two-loop sunset

In this section, we recall the results for the Picard–Fuchs operators for the two-loop sunset integral

\[
{\Omega}^{(3)}_3(t, m^2) = \frac{{\Omega}^{(3)}_0}{{\mathcal{F}}^{\circ}_3(t, m^2; x)} \tag{63}
\]
with
\[
{\mathcal{F}}^{\circ}_3(t, m^2; x) = t x_1 \cdots x_3 - (m_1^2 x_1 + \cdots + m_3^2 x_3) \left( \frac{1}{x_1} + \cdots + \frac{1}{x_3} \right) x_1 \cdots x_3. \tag{64}
\]

In this case, the singular locus of the differential form defines a smooth elliptic curve in \(\mathbb{P}^2\)
\[
\sum_{i=1}^3 x_i^{-1} \sum_{j=1}^3 m_j^2 x_j - t = 0. \tag{65}
\]

The Picard–Fuchs operator can be derived by applying the Griffiths–Dwork reduction method [13, 26, 63] giving the second-order operator

\[
{\mathcal{L}}^{[1]}_t = \sum_{r=0}^2 q_r(t, m^2) \left( \frac{d}{dt} \right)^r. \tag{66}
\]

\(^2\) The superscript denotes the number of independent mass parameters. When the mass parameters are identified with \(s\) different values, we use the notation \([r_1, r_2, \ldots, r_s]\) such that \(\sum_{i=1}^s a_i r_i = n\). When all the mass parameters are different \(m_1 \neq \cdots \neq m_n\) we use \([1^n]\).
The coefficients are polynomials in $t$ of degree $5 + r$ with $0 \leq r \leq 2$ are listed on this page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-2sunset.ipynb. The coefficient of the highest derivative term is given by

$$q_2(t, \overline{m}^2) = t \prod_{i=1}^{4}(t - \mu_3^i)((m_1^2 + m_2^2 + m_3^2)^2$$

$$- 4(m_1^2m_2^2 + m_1^2m_3^2 + m_2^2m_3^2) + 2(m_1^2 + m_2^2 + m_3^2)t - 3t^2)$$

(67)

where we have introduced the thresholds contributions

$$\mu_3 := \left\{ (-m_1 + m_2 + m_3)^2, (m_1 - m_2 + m_3)^2,$$

$$(m_1 + m_2 - m_3)^2, (m_1 + m_2 + m_3)^2 \right\}.$$  

(68)

which are the position of the regular singularities. The roots of the polynomial in the second line are apparent singularities.

### 4.3 Three-loop sunset

In this section, we give the results for the Picard–Fuchs operators for the three-loop sunset integral

$$\Omega_4^\ominus(t, \overline{m}^2) = \frac{\Omega_4^{(4)}}{\mathcal{F}_4(t, \overline{m}^2; x)}$$

(69)

with

$$\mathcal{F}_4^\ominus(t, \overline{m}^2; x) = tx_1 \cdots x_4 - (m_1^2x_1 + \cdots + m_4^2x_4) \left( \frac{1}{x_1} + \cdots + \frac{1}{x_4} \right) x_1 \cdots x_4.$$  

(70)

We list the properties of the Picard–Fuchs operators for all the mass configurations. The expressions are accessible online at https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-3sunset.ipynb

- **The four-mass case $m_1 \neq m_2 \neq m_3 \neq m_4$ labelled $[1^4]$**: When all the internal masses are different and all non-vanishing, the Picard–Fuchs operator is of order 6

$$L_t^{[1^4]} = \sum_{r=0}^{6} q_r^{[1^4]}(t, \overline{m}^2) \left( \frac{d}{dr} \right)^r.$$  

(71)
the coefficients \( q_r^{[1^4]}(t, m^2) \) are polynomials in \( t \) of degree \( 21 + r \) for \( 0 \leq r \leq 6 \).

The coefficient of the highest-order operator is

\[
q_6^{[1^4]}(t, m^2) = (t) \prod_{i=1}^{8} (t - (\mu_i^{(4)})^2) q_6^{[1^4]}(t, m^2)
\]

(72)

with the thresholds contributions corresponding

\[
(\mu_i^{(4)}) := \{(m_1 + m_2 + m_3 + m_4)^2, (m_1 + m_2 + m_3 + m_4)^2, \\
(m_1 + m_2 - m_3 + m_4)^2, (m_1 + m_2 - m_3 - m_4)^2, \\
(m_1 - m_2 + m_3 + m_4)^2, (m_1 - m_2 + m_3 - m_4)^2, \\
(m_1 - m_2 - m_3 + m_4)^2, (m_1 + m_2 + m_3 + m_4)^2\}
\]

(73)

and where \( q_6^{[1^4]}(t, m^2) \) is a degree 17 polynomial in \( t \).

The differential equation has only regular singularities located at

\[
t = 0, \infty, (\mu_i^{(4)})^2 \quad 1 \leq i \leq 8,
\]

(74)

and the apparent singularities at the roots of the degree 17 polynomial \( q_6^{[1^4]}(t, m^2) \).

- **The three-mass case** \( m_1 \neq m_2 \neq m_3 = m_4 \) labelled \([1^22]\): the Picard–Fuchs operator has order 5

\[
\mathcal{L}_i^{[1^22]} = \sum_{r=0}^{5} q_r^{[1^22]}(t, m^2) \left( \frac{d}{dt} \right)^r,
\]

(75)

the coefficients \( q_r^{[1^22]}(t, m^2) \) are polynomials in \( t \) of degree \( 12 + r \) for \( 0 \leq r \leq 5 \).

- **The two-mass case** \( m_1 = m_2 \neq m_3 = m_4 \) labelled \([22]\): The Picard–Fuchs operator of order 4

\[
\mathcal{L}_i^{[22]} = \sum_{r=0}^{4} q_r^{[22]}(t, m^2) \left( \frac{d}{dt} \right)^r,
\]

(76)

the coefficients \( q_r^{[22]}(t, m^2) \) are polynomials in \( t \) of degree \( 6 + r \) for \( 0 \leq r \leq 4 \).

- **The two-mass case** \( m_1 \neq m_2 = m_3 = m_4 \) labelled \([13]\): The Picard–Fuchs operator of order 4

\[
3 \text{ For all the Picard–Fuchs operator considered in this work, the degree refers to the degree in } t \text{ of the polynomial multiplying the higher-order derivative term. By homogeneity, the degree of the polynomial coefficient decreases with the derivative order.}
\]

\[
4 \text{ These values correspond to the position of the singular fibres of the pencil of } K3 \text{ surfaces associated with the three-loop sunset (see the discussion in } [64] \text{ and } [59]).}
\]
the coefficients $q_r^{[13]}(t, m^2)$ are polynomials in $t$ of degree $5 + r$ for $0 \leq r \leq 4$.

- **The single mass case** $m_1 = m_2 = m_3 = m_4$ labelled [4]: The Picard–Fuchs operator of order 3

\[
\mathcal{L}_t^{[4]} = \sum_{r=0}^{5} q_r^{[4]}(t, m^2) \left( \frac{d}{dt} \right)^r.
\]  

(78)

the coefficients $q_r^{[4]}(t, m^2)$ are polynomials in $t$ of degree $1 + r$ for $0 \leq r \leq 3$.

The Picard–Fuchs operator was derived in [12, 23, 54, 65]. It was shown in these references that this third-order Picard–Fuchs operator is the symmetric square of the second-order differential operator

\[
\mathcal{L}_t^{[3]} = \frac{t - 8m_1^2}{4t(t - 4m_1^2)(t - 16m_1^2)} + \frac{2(32m_1^2 - 15m_1t + t^2)}{t(t - 4m_1^2)(t - 16m_1^2)} \left( \frac{d}{dt} \right) + \left( \frac{d}{dt} \right)^2
\]

(79)

which is all equal mass Picard–Fuchs operator for the two-loop sunset after the change of variables $t \rightarrow 4m_1^2 - \frac{(t - 3m_1^2)^2}{t}$ and the rescaling $f(t) \rightarrow \sqrt{t} f(t)$.

### 4.3.1 Mass specialisation

The Picard–Fuchs operator for the different mass configurations has been derived using the extension of the Griffiths–Dwork reduction presented in Sect. 3.3.

We analyse the relation between these different Picard–Fuchs operators. When some masses are identified, the order of the minimal Picard–Fuchs operator decreases. Therefore, by specialising the mass parameters, the Picard–Fuchs operator becomes reducible as represented in this diagram.
The arrows $P^a \rightarrow P^b$ represent the left factorisation of the differential operator $P^a$, so that the operator $P^b$ divides the operator $P^a$. The factorisation can be obtained using Maple DEtools package or the factorisation algorithm [24]. The page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-3sunset.ipynb contains illustrative examples.

We note that the certificate $d\beta$ factorises in a similar way, and starting from the general differential operator for the four-mass case, one can derive all the special mass cases.

### 4.4 Four-loop sunset

In this section, we give the result for the Picard–Fuchs operators for the four-loop sunset integral

$$\Omega^\odot_5(t, m^2) = \frac{\Omega^{(5)}_0}{F^\odot_5(t, m^2; x)}$$  \hspace{1cm} (80)

with

$$F^\odot_5(t, m^2; x) = tx_1 \cdots x_5 - (m_1^2x_1 + \cdots + m_5^2x_5) \left( \frac{1}{x_1} + \cdots + \frac{1}{x_5} \right) x_1 \cdots x_5.$$  \hspace{1cm} (81)

We list the properties of the Picard–Fuchs operators for all the mass configurations. The expressions for the coefficients are accessible online https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-4sunset.ipynb.

- **The five masses are different** $m_1 \neq m_2 \neq m_3 \neq m_4 \neq m_5$ and all non-vanishing configuration: the Picard–Fuchs operator is of order 12

$$\mathcal{L}_t^{[15]} = \sum_{r=0}^{12} q^{[15]}_r(t, m^2) \left( \frac{d}{dt} \right)^r.$$  \hspace{1cm} (82)

the coefficients $q^{[15]}_r(t, m^2)$ are polynomials in $t$ of degree $109 + r$ for $0 \leq r \leq 12$. The coefficient $q^{[15]}_{12}(t, m^2)$ has the following form:

$$q^{[15]}_{12}(t, m^2) = (t)^{12} \prod_{i=1}^{16} (t - \mu_i^2) q^{[15]}_{12}(t, m^2)$$  \hspace{1cm} (83)

where $q^{[15]}_{12}(t, m^2)$ is a degree 98 polynomial in $t$, and the $\mu_i$ are the 16 thresholds

$$\{\mu_i\} := \left\{ (m_1 + m_2 + m_3 + m_4 + m_5)^2, (m_1 + m_2 + m_3 + m_4 - m_5)^2, \right\}.$$
\[(m_1 + m_2 + m_3 - m_4 - m_5)^2, (m_1 + m_2 + m_3 - m_4 - m_5)^2, (m_1 + m_2 - m_3 + m_4 - m_5)^2, (m_1 + m_2 - m_3 + m_4 - m_5)^2, (m_1 + m_2 - m_3 - m_4 + m_5)^2, (m_1 - m_2 + m_3 + m_4 + m_5)^2, (m_1 - m_2 + m_3 + m_4 + m_5)^2, (m_1 - m_2 + m_3 - m_4 + m_5)^2, (m_1 - m_2 - m_3 + m_4 + m_5)^2, (m_1 - m_2 - m_3 + m_4 + m_5)^2, (-m_1 + m_2 + m_3 + m_4 + m_5)^2, (-m_1 + m_2 + m_3 + m_4 + m_5)^2, \]

\[
\left\{ \begin{array}{c}
(m_1 + m_2 + m_3 - m_4 - m_5)^2, (m_1 + m_2 + m_3 - m_4 - m_5)^2, \end{array} \right. \]

The differential equation has only regular singularities located\(^5\)

\[
t = 0, \infty, \mu_i \quad 1 \leq i \leq 16, \quad (85)
\]

and the apparent singularities at the roots of the degree 98 polynomial \(q^{(15)}_{12}(t, m^2)\).

- **The four different mass configuration** \(m_1^2 \neq m_2^2 \neq m_3^2 \neq m_4^2 = m_5\) The differential operator has order 10. The degree of the polynomial coefficient \(q_r^{(14)}(t, m^2)\) is \(57 + r\) with \(0 \leq r \leq 10\).

- **The three different mass configuration** the differential operator has order 8.
  
  - \(m_1 \neq m_2 \neq m_3 = m_4 = m_5\): the degree of the polynomial coefficient \(q_r^{(12)}(t, m^2)\) is \(26 + r\) with \(0 \leq r \leq 8\).
  
  - \(m_1 \neq m_2 = m_3 \neq m_4 = m_5\): the degree of the polynomial coefficient \(q_r^{(12)}(t, m^2)\) is \(33 + r\) with \(0 \leq r \leq 8\).

- **The two different mass configuration** the differential operator has order 6.
  
  - \(m_1 \neq m_2 = m_3 = m_4 = m_5\): the degree of the polynomial coefficient \(q_r^{(14)}(t, m^2)\) is \(8 + r\) with \(0 \leq r \leq 6\).
  
  - \(m_1 = m_2 \neq m_3 = m_4 = m_5\): the degree of the polynomial coefficient \(q_r^{(23)}(t, m^2)\) is \(13 + r\) with \(0 \leq r \leq 6\).

- **The all equal mass configuration** \(m_1 = m_2 = m_3 = m_4 = m_5\): the differential operator has order 4. The degree of the polynomial coefficient \(q_r^{(5)}(t, m^2)\) is \(1 + r\) with \(0 \leq r \leq 4\). This case has been derived in [23, §9].

### 4.4.1 Mass specialisation

The Picard–Fuchs operator for the different mass configurations has been derived using the extension of the Griffiths–Dwork reduction presented in Sect. 3.3.

We analyse the relation between these different Picard–Fuchs operators. When some masses are identified, the order of the minimal Picard–Fuchs operator decreases. By

---

\(^5\) They correspond to the positions of singular fibres of the pencil of Calabi–Yau threefold (see the discussion in [59] and [64]).
specialising the mass parameters, the Picard–Fuchs operator becomes reducible as represented in this diagram

![Diagram](image)

The arrows $P^a \rightarrow P^b$ represent the left factorisation of the differential operator $P^a$, so that the operator $P^b$ divides the operator $P^a$ as can be checked using the SageMath ore_algebra package [66, 67].

The difference here with the three-loop sunset case of Sect. 4.3 is that the order of Picard–Fuchs operators decreases by 2 when two mass parameters are identified. It will be explained in [59] that this is a consequence of the changes in the cohomology for Calabi–Yau threefold geometry determined by the sunset graph polynomial (81).

### 4.5 The five-loop sunset

In this section, we give the result for the Picard–Fuchs operators for the five-loop sunset integral

$$
\Omega_6^\otimes(t, m^2) = \frac{\Omega_0^{(6)}}{\mathcal{F}_6^\otimes(t, m^2; x)}
$$

(86)

with

$$
\mathcal{F}_6^\otimes(t, m^2; x) = tx_1 \cdots x_6 - (m_1^2 x_1 + \cdots + m_6^2 x_6) \left( \frac{1}{x_1} + \cdots + \frac{1}{x_6} \right) x_1 \cdots x_6.
$$

(87)

We list the properties of the Picard–Fuchs operators for all the mass configurations. Numerical results are given on this page [https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-5sunset.ipynb](https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-5sunset.ipynb).
• **The six-mass configuration** \( m_1 \neq m_2 \neq m_3 \neq m_4 \neq m_5 \neq m_6 \) denoted [16]:
  the Picard–Fuchs operator of order 29 and the degree of the polynomial \( q_{29}(t) \) is 521.

• **The five-mass configuration** \( m_1 \neq m_2 \neq m_3 \neq m_4 \neq m_5 = m_6 \) denoted [142]:
  the Picard–Fuchs operator is of order 23 and the degree of the polynomial \( q_{23}(t) \) is 305.

• **The four-mass configuration** [133] and [1222]: the Picard–Fuchs operator \( L_{t}^{[133]} \) is of order 17 and the degree of the polynomial \( q_{17}^{[133]}(t) \) is 142, and the Picard–Fuchs operator \( L_{t}^{[122]} \) is of order 18 and the degree of the polynomial \( q_{18}^{[122]}(t) \) is 174.

• **The three-mass configuration** [124], [123] and [23]: the Picard–Fuchs operator \( L_{t}^{[124]} \) is of order 12 and the degree of the polynomial \( q_{12}^{[124]}(t) \) is 57. The Picard–Fuchs operator \( L_{t}^{[123]} \) is of order 13 and the degree of the polynomial \( q_{13}^{[123]}(t) \) is 79.

• **The two-mass configuration** [15], [24], [23]: the Picard–Fuchs operator \( L_{t}^{[15]} \) is of order 8 and the degree of the polynomial \( q_{8}^{[15]}(t) \) is 20. The Picard–Fuchs operator \( L_{t}^{[24]} \) is of order 9 and the degree of the polynomial \( q_{9}^{[24]}(t) \) is 31. The Picard–Fuchs operator \( L_{t}^{[23]} \) is of order 9 and the degree of the polynomial \( q_{9}^{[23]}(t) \) is 34.

• **The one-mass case** \( m_1 = \cdots = m_6 \) [6]: the Picard–Fuchs operator is of order 5, and the degree of the polynomial \( q_5(t) \) is 17. The operator is given in [23].

### 4.6 The six-loop sunset

In this section, we give the result for the Picard–Fuchs operators for the six-loop sunset integral

\[
\Omega^{\odot}_7(t, m^2) = \frac{\Omega_0^{(7)}}{\mathcal{F}_7^{\odot}(t, m^2; x)} \tag{88}
\]

with

\[
\mathcal{F}_7^{\odot}(t, m^2; x) = tx_1 \cdots x_7 - (m_1^2 x_1 + \cdots + m_7^2 x_7) \left( \frac{1}{x_1} + \cdots + \frac{1}{x_7} \right) x_1 \cdots x_7. \tag{89}
\]

In this case, the full computation of the Picard–Fuchs operator was not possible. We could only compute it for fixed random integer masses, performing all arithmetic operations modulo a large prime. The algorithm gave an order of 58 with a degree 2273 for the head polynomial. The full computation would have lasted for several weeks. The order is compatible with the Conjecture 1.
5 The multi-scoop ice-cream cone graphs

The multi-scoop ice-cream cone graphs represented in Fig. 2 are three-point graphs, with \( p_1 + p_2 + p_3 = 0 \), obtained by splitting one edge of the multi-loop sunset graphs.

The differential form for the \( n \)-scoop ice-cream cone in two dimension in \( \mathbb{P}^{n+2}(x_1, \ldots, x_{n+3}) \) reads

\[
\Omega_n(t, m^2, \frac{p^2}{t^2}) = \frac{\Omega_n(x)}{(\mathcal{U}_n(x)\mathcal{L}_n(m^2, x) - t\mathcal{V}_n(m^2, \frac{p^2}{t}; x))^2} \Omega_0^{(n+2)}
\]  

(90)

with the following graph polynomials

\[
\mathcal{U}_n(x) := \left((x_1 + x_2)\left(\sum_{i=3}^{n+3} \frac{1}{x_i}ight) + 1\right) \prod_{i=3}^{n+3} x_i
\]

\[
\mathcal{L}_n(m^2, x) = m_1^2 x_1 + \cdots + m_{n+2}^2 x_{n+2}
\]

\[
\mathcal{V}_n(p^2, x) = \left((p_1^2 x_1 + p_2^2 x_2) + p_2^2 x_1 x_2 \left(\sum_{i=3}^{n+3} \frac{1}{x_i}\right) \right) \prod_{i=3}^{n+3} x_i.
\]  

(91)

We are considering the case where all the momenta are scaled by \( \sqrt{t} \), i.e. \((p_1, p_2, p_3) \rightarrow \sqrt{t}(p_1, p_2, p_3)\), henceforth the \( t \) factor multiplying \( \mathcal{V}_n(m^2, \frac{p^2}{t}; x) \) in Eq. (90).

The ice-cream cone graph Jacobian ideal

\[
J_n := \left\{ \partial_z \left(\mathcal{U}_n(x)\mathcal{L}_n(m^2, x) - t\mathcal{V}_n(m^2, \frac{p^2}{t}; x)\right), z \in \{x_1, \ldots, x_{n+3}\} \right\}
\]  

(92)

vanishes for

\[
x_{i+3} = x_{j+3} = 0, \quad t p_2^2 x_1 x_2 + (x_1 + x_2) \left(\sum_{r=0}^{n} m_{3+r}^2 x_{3+r}\right) = 0, \quad 0 \leq i, j \leq n.
\]  

(93)

\[\text{Fig. 2} \quad \text{Multi-loop ice-cream cone with} \ n \ \text{loops has} \ n - 1 \ \text{scoops}\]
We will determine the Picard–Fuchs operator with respect to the parameter $t$

$$L^n_t = \sum_{r=0}^{\alpha_n} q_r^n(t) \left( \frac{d}{dt} \right)^r$$  \hspace{1cm} (94)

acting on the multi-scoop ice-cream cone as

$$L^n_t \left( \frac{U_n(x)}{\left( \frac{U_n(x)\mathcal{L}_n(m^2, x) - t\mathcal{W}_n(m^2, p^2; x)}{2} \right)^2} \right) = \sum_{i=1}^{n+3} \partial_{x_i} Q_i(x, t)$$  \hspace{1cm} (95)

The certificates $Q_i$ and $R_i$ must not have poles that are not present in the original as discussed in Sect. 3.

The results for Picard–Fuchs operator for the zero-scoop ice-cream cone graph (the triangle graph) are given in Sect. 5.1, for the one-scoop ice-cream cone graph in Sect. 5.2, and finally for the two-scoop ice-cream cone graph in Sect. 5.3.

5.1 The zero-scoop ice-cream cone (triangle) graph

In this section, we give the Picard–Fuchs operator for the zero-scoop (one-loop) ice-cream cone graph of Fig. 3 corresponding to the case $n = 0$ in (90) and (91). The results are summarised on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-triangle.ipynb

With this case, we illustrate how the regularity of the certificate affects the form of the differential equation. For the single-scale triangle graph, we have for the special configuration $m_1^2 = m_2^2 = m_3^2 = p_2^2 = p_3^2 = 1$ and $p_1^2 = 5$ in the patch $x_3 = 1$

$$\frac{x_1 + x_2 + 1}{(t(x_1(x_2 - 5) + x_2) - (x_1 + x_2 + 1)^2)^2}$$

$$= \partial_{x_1} \left( \frac{(x_2 - 7)(x_1 + x_2 + 1)\left((4x_1 + 9)x_2^2 - 5(7x_1 + 6)x_2 + 85x_1 - 15)\right)}{2(t - 9)(x_2 - 5)^2(t(x_1(x_2 - 5) + x_2) - (x_1 + x_2 + 1)^2)^2} \right)$$

$$+ \partial_{x_1} \left( \frac{-t(x_2 - 7)\left(x_1^2(x_2 - 5)^2 + x_1((x_2 - 8)x_2 + 35)(x_2 - 5)\right)}{2(t - 9)(x_2 - 5)^2(t(x_1(x_2 - 5) + x_2) - (x_1 + x_2 + 1)^2)^2} \right)$$
This is sometimes called the Dunce’s cap graph, e.g. [68]. But since we are generalising to the multi-loop case, we will call these graphs ice-cream cone with multi-scoops.

The certificate has a pole at $x_2 = 5$ which is not a pole of the original integral. Therefore, integrating over a cycle passing through that pole will not be possible. Since the Feynman integral is defined as integrated over the positive orthant (8), we cannot allow this certificate.

For a regular certificate, the Picard–Fuchs operator is order 1 given by

$$L_i^1 = q_0(t) + q_1(t) \frac{d}{dt}$$

(97)

with

$$q_1(t) = - \left( tp_2^3 - (m_1 + m_2)^2 \right) \left( tp_2^2 - (m_1 + m_2)^2 \right) \times \left( m_1^2(p_1^2 - p_2^2 - p_3^2) - m_2^2(p_1^2 + p_2^2 - p_3^2) + 2m_3p_2^2 - p_2^2(p_1^2 - p_2^2 + p_3^2)t \right) \times (p_1^2p_2^2p_3^2t^2 + \left( - \left( m_1^2p_3^3(p_1^2 + p_2^2 - p_3^2) \right) + m_2^2p_1^3(p_1^2 - p_2^2 - p_3^2) - m_3^2p_2^2(p_1^2 - p_2^2 + p_3^2) \right) t + m_4^2p_3^2 - m_1^2 \left( m_2^2(p_1^2 - p_2^2 + p_3^2) + m_3^2(-p_1^2 + p_2^2 + p_3^2) \right) + m_4^2p_1^2 - m_2^2m_3^2(p_1^2 + p_2^2 - p_3^2) + m_4^2p_2^2)$$

(98)

The expression for $q_0(t)$ is too large to be displayed here, but it is given on this page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-triangle.ipynb.

### 5.2 The one-scoop ice-cream cone graph

In this section, we give the Picard–Fuchs operator for the one-scoop (two-loop) ice-cream cone graph of Fig. 4 corresponding to the case $n = 1$ in (90) and (91).\(^6\)

---

\(^6\) This is sometimes called the Dunce’s cap graph, e.g. [68]. But since we are generalising to the multi-loop case, we will call these graphs ice-cream cone with multi-scoops.
The results are summarised on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-icecream-3loop.ipynb. With a regular certificate, the Picard–Fuchs operator is of order 2 and degree 9

\[
\mathcal{L}_2^2 = q_0(t) + q_1(t) \frac{d}{dt} + q_2(t) \left( \frac{d}{dt} \right)^2,
\]

(99)

the higher-order coefficient is given by

\[
q_2(t) = (tp_2^2 - (m_1 + m_2)^2)(tp_2^2 - (m_1 - m_2)^2)c_1(t)c_2(t)c_3(t)
\]

(100)

with

\[
c_1(t) = p_1^2 p_2^2 p_3^2 t^2 + t \left( m_1^2 \left( -p_1^2 p_3^2 - p_2^2 p_3^2 + p_4^2 \right) + m_2^2 \left( p_1^4 - p_1^2 p_2^2 - p_1^2 p_3^2 \right) \\
+ (m_3 + m_4)^2 \left( -p_1^2 p_2^2 + p_4^2 - p_2^2 p_3^2 \right) \right)
+ m_1^2 p_3^4 + m_2^2 p_3^2 \left( -p_1^2 + p_2^2 - p_3^2 \right) + m_1^2 (m_3 + m_4)^2 \left( p_1^2 - p_2^2 - p_3^2 \right)
+ m_2^2 p_1^2 + m_2^2 (m_3 + m_4)^2 \left( -p_1^2 - p_2^2 + p_3^2 \right) + p_2^2 (m_3 + m_4)^4
\]

(101)

and

\[
c_2(t) = t^2 p_1^2 p_2^2 p_3^2 + t \left( m_1^2 \left( -p_1^2 p_3^2 - p_2^2 p_3^2 + p_4^2 \right) + m_2^2 \left( p_1^4 - p_1^2 p_2^2 - p_1^2 p_3^2 \right) \\
+ (m_3 - m_4)^2 \left( -p_1^2 p_2^2 + p_4^2 - p_2^2 p_3^2 \right) \right)
+ m_1^4 p_3^2 + m_2^2 m_2^2 \left( -p_1^2 + p_2^2 - p_3^2 \right) + m_1^2 (m_3 - m_4)^2 \left( p_1^2 - p_2^2 - p_3^2 \right)
+ m_2^2 p_1^2 + m_2^2 (m_3 - m_4)^2 \left( -p_1^2 - p_2^2 + p_3^2 \right) + p_2^2 (m_3 - m_4)^4
\]

(102)

and \(c_3(t)\) a degree-three polynomial whose expression is given on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-icecream-3loop.ipynb. The singularities are located at the roots of \((tp_2^2 - (m_1 + m_2)^2)(tp_2^2 - (m_1 - m_2)^2)c_1(t)c_2(t);\) the roots of \(c_3(t)\) are apparent singularities.

The homogeneous differential equation \(\mathcal{L}_2^2 f(t) = 0\) is a Liouvillian differential equation that satisfies the condition of Theorem 11 of [69]\(^7\) and the solutions are given by

\[
f^{\pm}(t) = r(t)^{1/2} \exp \left( \pm \int \frac{W(t)}{r(t)} \, dt \right)
\]

(103)

with

\[
r(t) = \frac{r_2(p_2^2)^2 t^2 + r_1 p_2^2 t + r_0}{(tp_2^2 - (m_1 + m_2)^2)(tp_2^2 - (m_1 - m_2)^2)c_1(t)c_2(t)}
\]

(104)

\(^7\) We thank Charles Doran for this reference.
and the coefficients

\[
\begin{align*}
    r_2 &= (p_1^2)^2 + (p_2^2)^2 + (p_3^2)^2 - 2(p_1^2 + p_3^2)p_2^2 \\
    r_1 &= \left( -2m_1^2 - 2m_2^2 + 2m_3^2 + 2m_4^2 \right) (p_2^2)^2 \\
        &\quad + \left( \left( 4m_1^2 + 2m_2^2 - 2m_3^2 - 2m_4^2 \right) p_1^2 + 2p_3^2 \left( m_1^2 + 2m_2^2 - m_3^2 - m_4^2 \right) \right) p_2^2 \\
        &\quad - 2 \left( p_1^2 - p_3^2 \right) \left( m_1^2 p_1^2 - m_2^2 p_1^2 \right) \\
    r_0 &= \left( 2m_3^4 \right) \\
        &\quad + \left( -2m_1^2 - 2m_2^2 - 4m_4^2 \right) m_3^2 + 2m_4^2 + \left( -2m_1^2 - 2m_2^2 \right) m_4^2 + m_4^4 + m_2^4 \right) (p_3^2)^2 \\
        &\quad - 2 \left( m_1 + m_2 \right) \left( -m_2 + m_1 \right) \left( m_1^2 p_1^2 - m_2^2 p_1^2 - m_3^2 + m_4^2 \right) \left( p_1^2 - p_3^2 \right) p_2^2 \\
        &\quad + \left( p_1^2 - p_3^2 \right)^2 \left( -m_2 + m_1 \right)^2 \left( m_1 + m_2 \right)^2
\end{align*}
\]

where \( W(t) \) is the Wronskian. This indicates that we have a period of a rational surface. This will be proven using a Hodge theoretic analysis for generic physical parameters in [70].

5.3 The two-scoop ice-cream cone graph

In this section, we give the Picard–Fuchs operator for the two-scoop (three-loop) ice-cream cone graph in Fig. 5 corresponding to the case \( n = 2 \) in (90) and (91). The results are summarised on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-icecream-3loop.ipynb.

For this case for any configurations of the internal masses (i.e. with identified masses or all different masses), we find an irreducible Picard–Fuchs equation of order 4. Changing variables from \( t \) to \( t = 1/z \), the differential operator takes the form

\[
L^2 = \sum_{r=0}^{4} q_r(z) z^r \left( \frac{d}{dz} \right)^r. \tag{106}
\]

The operator has for indicial equation \((\rho - 2)^2(\rho - 3)^2 = 0\) near \( z = 0 \) (or \( t = \infty \)) which has a two dimension analytic solution near \( z = 0 \) (or \( t = \infty \)) with \( z^r \) and two non-analytic solutions \( z^r \log(z) \) with \( r = 2, 3 \).\(^8\)

\(^8\) This is a Frobenius basis of solutions that can be obtained from the indicial equation near \( t = 0 \) [71]. The indicial equation near the point \( t = \alpha \) is the equation on the exponents of a solution to the differential equation behaving as \((t - \alpha)^{\epsilon} \). In the following, we will consider \( \alpha = 0 \) or \( \alpha = \infty \).
It is shown in [72], for the all equal mass case, and in [70] for the generic mass configurations, that the Picard–Fuchs operator for the multi-scoop ice-cream cone graphs is fully determined from (two) copies of the sunset graphs of the scoops.

6 Some two-loop graphs differential operator

In this section, we give the Picard–Fuchs operator for some two-loop graphs in four dimensions with $D = 4$ in (9). The graph differential form of two-loop graph with $n$ internal edges in $D$ dimensions is given by

$$
\Omega_n(t) = \frac{(\mathcal{U}_n(x))^{n-\frac{3D}{2}}}{(\mathcal{U}_n(x)\mathcal{L}_n(m^2, x) - t\mathcal{V}_n(s, x))^{n-D}\Omega_0^{(n)}}
$$

with $\mathcal{U}_n(x)$ homogeneous of degree 2, the kinematic graph polynomial $\mathcal{V}_n(s, x)$ is homogeneous of degree 3, the mass hyperplane $\mathcal{L}_n(x) = \sum_{i=1}^{n} m_i^2 x_i$, and $\Omega_0^{(n)}$ the natural differential form on $\mathbb{P}^{n-1}$ with coordinates $[x_1 : \cdots : x_n]$ as defined in (10).

The aim of this section is to illustrate the variety of results one can reach using the algorithm presented earlier. We consider the following various cases: the kite graph with $n = 5$ in Sect. 6.1, the tardigrade with $n = 6$ in Sect. 6.2, the double-box graph with $n = 7$ in Sect. 6.3, and the pentabox graph with $n = 8$ in Sect. 6.4.

6.1 The kite graph

In this section, we consider the kite integral in Fig. 6 both in two dimensions and four dimensions.

6.1.1 Triviality of the kite integral in two dimensions

In two dimensions, the rational differential form reads

$$
\Omega_{n-p_{\text{pt}}}^{(D=2)\text{kite}}(t) = \frac{\mathcal{U}_5(x)^2}{\mathcal{F}_{\text{kite}}(m^2, \frac{s^2}{x^2}, t; x)^3}\Omega_0^{(5)}
$$

Fig. 5 Two-scoop (three-loop) ice-cream cone graph
Fig. 6  Kite graph

with a labelling of the edges where $x_5$ is associated with the middle line the first Symanzik polynomial reads

$$U_5(x) = (x_1 + x_2)(x_3 + x_4) + (x_1 + x_2 + x_3 + x_4)x_5$$ (109)

and the mass hyperplane

$$L_5(m^2, x) = m_1^2x_1 + \cdots + m_5^2x_5.$$ (110)

and the graph polynomial

$$F_{\text{kite}}(m^2, s^2, t; x) = U_5(x)L_5(m^2, x) - t\gamma_{\text{kite}}^{\text{pt}}(s, x).$$ (111)

For the two-point graph in Fig. 6a, the kinematic graph polynomial is given by

$$\gamma_{\text{kite}}^{2-\text{pt}}(s, x) = (x_1 + x_4)(x_2 + x_3)x_5 + x_1x_2x_3x_4 \sum_{i=1}^{4} \frac{1}{x_i}$$ (112)

and for the four-point graph in Fig. 6a the kinematic graph polynomial is given by

$$\gamma_{\text{kite}}^{4-\text{pt}}(s, x) = (p_1 + p_2)^2x_2x_4x_5 + (p_1 + p_4)^2x_1x_3x_5$$
$$+ p_1^2x_1x_4x_5 + p_2^2x_1x_2(x_3 + x_4 + x_5)$$
$$+ p_3^2x_2x_3x_5 + p_4^2x_3x_4(x_1 + x_2 + x_5),$$ (113)

with the momentum conservation condition $p_1 + \cdots + p_4 = 0$ and $\{p_1, \ldots, p_4\} \in \mathbb{R}^{1,d}$ with $d = 1$ (in two dimensions) or $d = 3$ (in four dimensions).

We first explain that in two dimensions the differential for the kite integral is trivial, and give its consequences. A proof of the triviality of the differential form is given afterwards.
In two dimensions, both the two- and four-point cases, the integral is trivial because $U_5(x)^2$ lies in the Jacobian ideal of $F_{\text{kite}}(m^2, \xi, t; x)$ because

$$U_5(x)^2 = \sum_{i=1}^{5} C_i(x) \partial_{x_i} F_{\text{kite}}(m^2, \xi^2, t; x).$$

There is a choice of coefficients $C_i(x)$ such that

$$\sum_{i=1}^{5} \partial_{x_i} C_i(x) = 0.$$  \tag{115}

This implies that

$$\frac{U_5(x)^2}{F_{\text{kite}}(m^2, \xi^2, t; x)^3} = -\frac{1}{2} \sum_{i=1}^{5} \partial_{x_i} C_i(x) F_{\text{kite}}(m^2, \xi^2, t; x)^2.$$  \tag{116}

This implies that the differential form in (108) is trivial

$$\Omega^{n-\text{pt}}_{(D=2)\text{kite}}(t) = d\beta^{n-\text{pt}}_{(D=2)\text{kite}}.$$  \tag{117}

As a consequence, the kite integral Feynman in $D = 2$ reduces to its boundary components given by a sum of four one-scoop ice-cream cone like Feynman integrals (from the boundaries at $x_i = 0$ with $1 \leq i \leq 4$) and a product of two one-loop integral from $x_5 = 0$. There is no contributions from $x_i = \infty$ with $1 \leq i \leq 5$ as can be checked on the expressions given on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Kite.ipynb.

We give a proof of the reduction in (114) with the condition (115). The coefficients $C_i(x)$ are homogeneous polynomial of degree 2 in the variables $x = \{x_1, \ldots, x_5\}$

$$C_i(x) = \sum_{a_1+\cdots+a_5=0 \atop 0 \leq a_i \leq 2} c_i(a_1, \ldots, a_5) \prod_{r=1}^{5} x_r^{a_r}.  \tag{118}$$

Each polynomial has 15 coefficients. The condition (115) leads to five linear equations, that we can solve for, say $c_5(0, 0, 0, 0, 2)$, $c_5(0, 0, 0, 1, 1)$, $c_5(0, 0, 1, 0, 1)$, $c_5(0, 1, 0, 0, 1)$, $c_5(1, 0, 0, 0, 1)$. We set to zero the coefficients

\begin{align*}
&\begin{align*}
  c_2(1, 0, 1, 0, 0) &= c_3(0, 1, 1, 0, 0) = c_3(0, 2, 0, 0, 0) = c_3(1, 0, 0, 1, 0) \\
  &= c_3(1, 0, 1, 0, 0) = c_3(1, 1, 0, 0, 0) = c_3(2, 0, 0, 0, 0) = c_4(0, 1, 1, 0, 0) \\
  &= c_4(0, 2, 0, 0, 0) = c_4(1, 0, 0, 1, 0) = c_4(1, 0, 0, 1, 0) = c_4(1, 1, 0, 0, 0) \\
  &= c_4(2, 0, 0, 0, 0) = c_5(0, 1, 1, 0, 0) = c_5(0, 2, 0, 0, 0) = c_5(1, 0, 0, 1, 0) \\
  &= c_5(1, 0, 1, 0, 0) = c_5(1, 1, 0, 0, 0) = c_5(2, 0, 0, 0, 0) = 0.  \tag{119}
\end{align*}
\end{align*}
The Jacobian reduction in (114) leads to 64 linear equations in the remaining 51 coefficients of the polynomial $C_i$, denoted $\vec{C}$,

$$A\vec{C} = \vec{B}$$

with $B^T = \{0, 0, 1, 0, 0, 2, 0, 0, 1, 0, 0, 0, 0, 0, 2, 2, 0, 0, 2, 4, 0, 2, 0, 1, 2, 1, 2, 2, 1, 0, 0, 2, 2, 0, 0, 2, 4, 4, 2, 0, 0, 1, 2, 1, 2, 2, 1, 0, 0, 0, 0\}$. The matrix $A$ has rank 47 for the two-point case, and rank 51 for the four-point case. The system has a unique solution in the two-point case, but it has a unique solution only when the momenta $\{p_1, \ldots, p_4\} \in \mathbb{R}^{1,1}$ are in two dimensions. If the momenta are taken in four dimensions $\{p_1, \ldots, p_4\} \in \mathbb{R}^{1,3}$, there is no solution to the system, and the integral is not any more trivial.

6.1.2 The kite integral in four dimensions

In this section, we consider the kite integral in four dimensions $D = 4$. The rational differential form in $\mathbb{P}^3$ associated with the massive two- and four-point kite graph, in Fig. 6, in four dimensions reads

$$\Omega_{\text{kite}}^{n-\text{pt}}(t) = \frac{\Omega^{(5)}_0}{\mathcal{U}_5(x)(\mathcal{U}_5(x)\mathcal{L}_5(m^2, \chi) - t\mathcal{V}_{\text{kite}}^{n-\text{pt}}(s, x))}$$

(121)

with the $\mathcal{U}_5(x)$ given in (109) and the mass hyperplane $\mathcal{L}_5(m^2, \chi)$ given in (110).

- We start considering the case of the two-point massive kite graph of Fig. 6a studied in [73] by dispersion relations in $D = 4$ dimensions. In this case, the kinematic graph polynomial is given in (112). In $D = 4$, the Picard–Fuchs operator is given by

$$\mathcal{L}^{2-\text{pt}}_{(D=4)\text{kite}} = t \frac{d}{dt} + 1.$$  

(122)

The Feynman integral satisfies the inhomogeneous differential equation

$$\mathcal{L}^{2-\text{pt}}_{\text{kite}} \int_{x_i \geq 0} \Omega_{\text{kite}}^{2-\text{pt}}(t) = \sum_{i=1}^{4} S_i(t).$$

(123)

where $S_i(t)$ are two-loop sunset-like contribution of Sect.4.2; see the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Kite.ipynb for the expression for generic mass configurations. This result generalises the special cases with vanishing internal masses considered in [74–79] derived using other methods.

- We now turn to the four-point case of Fig. 6b which has for kinematic graph polynomial given in (113). On the numerical cases studied on https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Kite.ipynb, the algorithm gives seven-order operators that
factorise using the factorisation algorithm [24] into the product of four differential operators

\[ L^{4-pt}_{\text{kite}} = L^{(1)} L^{(2)} L^{(3)} \left( z \frac{d}{dz} + 1 \right) \]  

(124)

where \( L^{(r)} \) with \( r = 1, 2, 3 \) are order 2 operators. Although the factorisation is not unique, we still use the one obtained to determine the type of solutions of the differential operator. All the factors have only Liouvillian solutions, as computed by Maple. This can also be checked using a criterion by Falker in Theorem 11 of [69]. Therefore, the product operator \( L^{4-pt}_{\text{kite}} \) also has only Liouvillian solutions.\(^9\) This is explained using a Hodge theoretic analysis for generic physical parameters in [70, Remark 6.11].

### 6.2 The tardigrade

The tardigrade graphs in Fig. 7 have the rational differential form in \( \mathbb{P}^5 \)

\[
\Omega_{\text{Tardigrade}}^{n-\text{pt}}(t) = \frac{\Omega_0^{(6)}}{\left( \mathcal{U}_6(x) L_6(m^2, x) - t \gamma^{pt}_{\text{Tardigrade}}(x, \xi) \right)^2} 
\]  

(125)

with

\[
\mathcal{U}_6(x) = (x_1 + x_2)(x_3 + x_4) + (x_1 + x_2)(x_5 + x_6) + (x_3 + x_4)(x_5 + x_6) 
\]  

(126)

\(^9\) The solutions of a product operator \( AB \) are solutions of the inhomogeneous equation \( B(y) = u \), where \( u \) is a solution of \( A(u) = 0 \). Using variation of parameters, the solutions of this inhomogeneous equations can be expressed in terms of the solutions of \( B \) and that of \( A \), using only the operations defining Liouvillian functions.
the mass hyperplane

\[ \mathcal{L}_6(m^2, x) = m_1^2 x_1 + \cdots + m_6^2 x_6. \]  \tag{127} 

### 6.2.1 The three points case

For the three-point tardigrade in Fig. 7a, the kinematic graph polynomial is given by

\[ V_{3}^{3-\text{pt}}(\Sigma, x) = p_1^2 (x_1 x_2 (x_3 + x_4 + x_5 + x_6) + x_1 x_4 x_6 + x_2 x_3 x_5) \]
\[ + p_2^2 x_4 (x_1 (x_3 + x_5) + x_2 (x_3 - x_6) + x_3 (x_5 + x_6)) \]
\[ + p_3^2 (x_1 x_6 (x_3 + x_5) + x_2 x_6 (x_3 + x_5) \]
\[ + x_2 x_4 (x_5 + x_6) + x_5 x_6 (x_3 + x_4)) \]  \tag{128} 

with \( \{p_1, \ldots, p_3\} \in \mathbb{R}^{1,3} \) and \( p_1 + p_2 + p_3 = 0 \). For generic values of the mass parameters and external momenta, the algorithm gives a reducible order 3 Picard–Fuchs operator which is minimal-order Picard–Fuchs operator \( \mathcal{L}_t \) of order 2 in \( t \). Near \( t = 0 \) with one analytic solution behaving as \( 1/t \) and one logarithmic solution behaving as \( \log(t)/t \). Various numerical cases with the analytic solution are given on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Tardigrade.ipynb.

In the space case of all equal masses \( m_1 = \cdots = m_6 \) and all equal kinematics \( p_1^2 = p_2^2 = p_3^2 \). This is a single-scale problem, which can be reabsorbed by redefining \( t \to t m_1^2/p_1^2 \) such that the rational differential form becomes

\[ \Omega_{3-\text{pt}}^{3-\text{pt}}(t) = \frac{\Omega_0^{(6)}}{m_1^2 \left( U_6(x) \sum_{i=1}^6 x_i - t V_{3}^{3-\text{pt}}(x) \right)^2} \]  \tag{129} 

Then kinematic graph polynomial reads

\[ V_{3}^{3-\text{pt}}(x) = x_1 (x_2 x_3 + x_3 (x_4 + x_5 + x_6) + x_4 x_6) \]
\[ + x_1 x_4 (x_2 + x_5) + x_1 x_6 (x_2 + x_5) \]
\[ + x_2 x_3 (x_4 + x_6 + x_5) + x_5 x_6 (x_2 + x_4) \]
\[ + x_2 x_4 (x_5 + x_6) + x_3 x_5 (x_4 + x_6). \]  \tag{130} 

In this, the minimal-order Picard–Fuchs operator is of order 1

\[ \mathcal{L}_t = t(t - 4) \frac{d}{dt} + 2t - 6. \]  \tag{131}
6.2.2 The five points case

For the five-point case in Fig. 7b, the kinematic graph polynomial is given by

\[ V_{\text{Tardigrade}}^{5-\text{pt}}(\xi, \chi) = p_1^2 x_1 x_5 (x_3 + x_4) + p_2^2 x_1 x_2 (x_3 + x_4 + x_5 + x_6) + p_3^2 x_2 x_4 (x_5 + x_6) + p_4^2 x_3 x_5 (x_1 + x_4 + x_6) + p_5^2 x_4 x_5 (x_1 + x_2 + x_4 + x_5 + x_6) \]

\[ + x_2 x_6 (x_3 + x_4 + x_5 + x_6) + x_3 x_4 x_5 + x_3 x_4 x_6 + x_3 x_5 x_6 + x_4 x_5 x_6 \]

(132)

with \( \{p_1, \ldots, p_5\} \in \mathbb{R}^{1,3} \) and \( p_1 + \cdots + p_5 = 0 \). Depending on the configuration of the external momenta, the order of the differential operator is between 6 and 11.

- For instance, the symmetric case with all equal masses \( m_1^2 = \cdots = m_5^2 \) and \( p_1^2 = p_2^2 = p_3^2 = p_4^2 = (p_1 + p_2)^2 = (p_1 + p_4)^2 \), by rescaling the \( t \) parameter by \( t \to tm_1^2/p_1^2 \), the kinematic graph polynomial becomes

\[ V_{\text{Tardigrade}}^{5-\text{pt}}(\xi, \chi) = x_1 (x_2 (x_3 + x_4 + x_5 + x_6) + x_3 (x_4 + x_5 + x_6) + x_5 (x_4 + x_6)) + x_2 x_3 (x_4 + x_5) + x_2 x_6 (x_5 - 2x_4) + x_3 x_4 x_5 + x_3 x_4 x_6 + x_3 x_5 x_6 + x_4 x_5 x_6 \]

(133)

the algorithm gives a Picard–Fuchs operator of order 6 that is not factorised by the factorisation algorithm [24] with an head polynomial of degree 50 in \( t \).

- When the masses \( m_i \) with \( 1 \leq i \leq 6 \) parameters and the kinematics parameters \( p_1^2, p_2^2, p_3^2, p_4^2, (p_1 + p_2)^2, (p_1 + p_4)^2 \) take generic values, the algorithm gives a Picard–Fuchs operator of order 11 with an head polynomial of degree up to 215. We have checked using the factorisation algorithm [24] that these differential operators do not factorise. These results are compatible with the conjecture that the tardigrade Feynman integrals are \( K3 \) period integrals [15, 16]. For the case of vanishing masses \( m_1 = \cdots = m_6 = 0 \), the integral will develop new singularities and the order of the Picard–Fuchs operator is expected to decrease.

6.3 The double-box graphs

For the double-box graph in Fig. 8, we have a rational differential form in \( \mathbb{P}^6 \)

\[ \Omega_{\text{Double-box}}^{n-\text{pt}}(t) = \frac{U_7(\chi)}{(U_7(\chi) L_7(\mathbb{P}^2, \chi) - i V_{\text{DoubleBox}}^{n-\text{pt}}(\xi, \chi))^3} \Omega_0^{(7)} \]  

(134)
Fig. 8 Double-box graphs

with a labelling of the edges where the middle internal edge is labelled by the variables \( x_7 \) the first Symanzik polynomial reads

\[
U_7(x) = (x_1 + x_2 + x_3)(x_4 + x_5 + x_6) + (x_1 + \cdots + x_6)x_7
\]  

(135)

the mass hyperplane

\[
L_7(m^2, x) = m_1^2 x_1 + \cdots + m_7^2 x_7
\]  

(136)

• For the four-point graph in Fig. 8a, the kinematic graph polynomial reads

\[
V_{\text{DoubleBox}}^{4-\text{pt}}(s, x) = p_1^2 x_2(x_1(x_4 + x_5 + x_6 + x_7) + x_6 x_7) + p_2^2 x_2(x_3(x_4 + x_5 + x_6 + x_7) + x_4 x_7) + p_3^2 x_5(x_1 x_4 + x_2 x_4 + x_3 x_4 + x_3 x_7 + x_4 x_7) + p_4^2 x_2(x_1(x_6 + x_7) + x_6(x_2 + x_3 + x_7)) + (p_1 + p_2)^2(x_1 x_3(x_4 + x_5 + x_6 + x_7) + x_1 x_4(x_6 + x_7) + x_6(x_2 x_4 + x_3(x_4 + x_7) + x_4 x_7)) + (p_1 + p_4)^2 x_2 x_5 x_7
\]  

(137)

with \( \{p_1, \ldots, p_4\} \in \mathbb{R}^{1,3} \) and \( p_1 + \cdots + p_4 = 0 \).

• For the six-point graph in Fig. 8b, the kinematic graph polynomial reads

\[
V_{\text{DoubleBox}}^{6-\text{pt}}(s, x) = p_1^2 x_1 x_2(x_4 + x_5 + x_6 + x_7) + p_2^2 x_2 x_3(x_4 + x_5 + x_6 + x_7) + p_3^2 x_3 x_6 x_7 + p_4^2 x_4 x_5(x_1 + x_2 + x_3 + x_7) + p_5^2 x_4 x_5(x_1 + x_2 + x_3 + x_7) + p_6^2 x_1 x_4 x_7 + (p_1 + p_2)^2 x_1 x_3(x_4 + x_5 + x_6 + x_7)
\]
\[ + (p_1 + p_2 + p_3)^2 x_1 x_6 x_7 + (p_2 + p_3)^2 x_2 x_6 x_7 \\
+ (p_2 + p_3 + p_4)^2 x_2 x_5 x_7 + (p_3 + p_4)^2 x_3 x_5 x_7 \\
+ (p_3 + p_4 + p_5)^2 x_3 x_4 x_7 \\
+ (p_4 + p_5)^2 x_4 x_6 (x_1 + x_2 + x_3 + x_7) + (p_5 + p_6)^2 \\
x_1 x_5 x_7 + (p_6 + p_1)^2 x_2 x_4 x_7 \]

(138)

with \( \{ p_1, \ldots, p_6 \} \in \mathbb{R}^1 \) and \( p_1 + \ldots + p_6 = 0 \). In the six-point case, we impose the Gram determinant conditions listed in [33] by taking all the kinematics in four dimensions.

We find that both the four- and six-point massive double-box integrals (see Fig. 8a and b) have a Fuchsian differential operator of order 2 with only regular singularities. We find Picard–Fuchs operators of the form

\[ L^n_{-\text{pt}} = q_2(t) \left( t \frac{d}{dt} \right)^2 + q_1(t) t \frac{d}{dt} + q_0(t), \]

(139)

where \( q_2(t) \) has single roots different from 0. At \( t = 0 \), the indicial equation is \((\rho + 1)^2 = 0\) for the six-point case; therefore, a local basis of solutions behaves as \( 1/t \) and \( \log(t)/t \), showing that the space of analytic solutions near \( t = 0 \) is one-dimensional, and there is a logarithmic contribution. This is compatible with the fact that the maximal cut leads to period integral for an elliptic curve [80–83].

If one does not impose the kinematic conditions implied by the Gram determinant conditions (which means relaxing the condition that the external momenta in a four-dimensional space), the Picard–Fuchs operator of order 4. It is not factorisable as certified by the factorisation algorithm [24]. At \( t = 0 \), the indicial equation is \( \rho(\rho - 1)(\rho + 1)^2 = 0 \); therefore, a local basis of solutions behaves as \( 1, t \) and \( 1/t \) and \( \log(t)/t \), showing that the space of analytic solutions near \( t = 0 \) is three-dimensional, and there is a logarithmic contribution. This illustrates how the kinematic relations impose relations between the coefficients of the graph polynomial and affect the singularity structure of the rational differential form. We see that the Gram condition reduces the number of analytic solutions near \( t = 0 \). This will be proven using a Hodge theoretic analysis for generic physical parameters in [70].

These results are given on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-DoubleBox.ipynb.

6.4 The pentabox graphs

For the pentabox graph in Fig. 9, we have a rational differential form in \( \mathbb{P}^7 \)

\[ S^n_{-\text{pt}}^{\text{Pentabox}}(t) = \frac{U_8(x)^2}{(U_8(x) L_8(m^2, x) - t V^n_{-\text{pt}}^{\text{Pentabox}}(s, x))^4 \Omega_0^{(8)}} \]

(140)

\( \odot \) Springer
with a labelling of the edges where the middle internal edge is labelled by the variables $x_8$ the first Symanzik polynomial reads

$$U_8(x) = (x_1 + x_2 + x_3 + x_4)(x_5 + x_6 + x_7) + x_8(x_1 + \cdots + x_7)$$  \hspace{1cm} (141)

the mass hyperplane

$$L_8(m^2, x) = m_1^2 x_1 + \cdots + m_8^2 x_8.$$  \hspace{1cm} (142)

\[ \cdot \] For the five-point case of Fig. 9a, the kinematic graph polynomial is given by

$$V_{\text{Pentabox}}^{5-\text{pt}}(s, x) = p_1^2 x_2(x_1(x_5 + x_6 + x_7 + x_8) + x_5 x_8) + p_2^2 x_2 x_3(x_5 + x_6 + x_7 + x_8) + p_3^2 x_3(x_4(x_5 + x_6 + x_7 + x_8) + x_7 x_8) + p_4^2 x_6(x_1 x_7 + x_2 x_7 + x_3 x_7 + x_4 x_7 + x_4 x_8 + x_7 x_8) + p_5^2 x_6(x_1 x_5 + x_5 x_8) + x_5 (x_2 + x_3 + x_4 + x_8)) + (p_1 + p_2)^2 x_3 (x_1 (x_5 + x_6 + x_7 + x_8) + x_5 x_8) + (p_2 + p_3)^2 x_2 (x_4 (x_5 + x_6 + x_7 + x_8) + x_7 x_8) + x_7 x_8) + (p_3 + p_4)^2 x_3 x_6 x_8 + (p_4 + p_5)^2 (x_1 x_4 (x_5 + x_6 + x_7 + x_8) + x_1 x_7 (x_5 + x_8) + x_5 (x_2 x_7 + x_3 x_7 + x_4 x_7 + x_4 x_8 + x_7 x_8)) + (p_5 + p_1)^2 x_2 x_6 x_8,$$  \hspace{1cm} (143)

with \{p_1, \ldots, p_5\} \in \mathbb{R}^{1, 3}$ and $p_1 + \cdots + p_5 = 0.$ 

\[ \cdot \] For the seven-point case of Fig. 9b, the kinematic graph polynomial is given by

$$V_{\text{PentaBox}}^{7-\text{pt}}(s, x) = p_1^2 x_2(x_1 x_5 + x_1 x_6 + x_1 x_7 + x_1 x_8 + x_5 x_8 + x_6 x_8 + x_7 x_8)$$

![Fig. 9 Pentabox graphs](image-url)
for rational differential form in $P$ in [70].
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with $(p_1, \ldots, p_7) \in \mathbb{R}_{1,3}$ and $p_1 + \cdots + p_7 = 0$.

For the numerical cases we studied, we find that the five-point massive pentabox integrals in Fig. 9a has a Picard–Fuchs operator of order 2 and degree 18, whereas the seven-point massive pentabox integrals in Fig. 9b has a Picard–Fuchs operator of order 4 and degree 67. We have checked with the factorisation algorithm [24] that these Picard–Fuchs operators are irreducible. We see now a transition in the order of the differential operator when changing the number of external legs.

Near $t = 0$, the indicial equations are $\rho(\rho + 1) = 0$ for the five-point case and $(\rho + 1)\rho(\rho - 1)(\rho - 2) = 0$, for the seven-point case; therefore, a canonical local basis of solutions behaves for the five-point case as $t^r$ with $r = -1, 0$, and for the seven-point case as $t^r$ with $r = -1, 0, 1, 2$. We have checked that in both cases the differential operators have only analytic solution near $t = 0$. In the five-point case for the numerical studied, Maple identifies the differential equation as being Louvillian. These results are given on the page https://nbviewer.org/github/pierrevanhove/PicardFuchs/blob/main/PF-Pentabox.ipynb.

This will be proven using a Hodge theoretic analysis for generic physical parameters in [70].
\[
\Omega_n(t) = \frac{\mathcal{U}(x)^{n-(L+1)/2} - t^2 \mathcal{V}(s, x)^{n-(L+1)/2}}{\mathcal{L}_n(m^2, x)} \Omega_0^{(n)}, \quad (145)
\]

with \(D = 2\) or \(D = 4\). The integration of such differential form over the positive orthant gives the Feynman integrals arising in many physical problems. We have presented the differential operator with respect to the \(t\) parameters multiplying the kinematic graph polynomial \(\mathcal{V}(s, x)\), but we could have performed the same analysis by considering the differential operator with respect to any of the kinematic coefficient entering the coefficient of the monomials of \(\mathcal{V}(s, x)\) or with respect to any of the internal mass \(m^2\) in the mass hyperplane \(\mathcal{L}(m^2, x)\).

This algorithm is an efficient tool for deriving the homogeneous part of the differential equation satisfied by Feynman integrals, because it spares the computation of the certificates (the \(Q\) pieces in (5)). It assists the exploration of the changes in the differential operator for various configurations of the physical parameters. These changes reflect a modification in the number of period integrals implied by modification of the relations between the graph polynomial coefficients.

Our main findings are: (1) to have given some support to the conjecture identifying the multi-loop sunset integrals as relative Calabi–Yau period integrals of dimension \(n-2\). (2) To have given support to the conjecture that the generic tardigrade two-loop integral is a relative period of \(K3\) surface of Picard number 11. (3) That the double-box differential operator leads to a second-order differential with solutions with logarithmic monodromies, but for the kite and the pentabox graph the differential operator has only Liouvillian solutions. (4) Showed that splitting an edge of the sunset integral to make a multi-scoop ice-cream cone Feynman integral changes drastically the structure of the differential operator. For instance, at two-loop order, the maximal cut of sunset integral is a (relative) period of an open elliptic curve, but the maximal cut of the two-loop ice-cream cone graph is the one of a rational surface. (5) Exhibiting how various kinematic configurations and the effect of the Gram determinant condition affect the differential operator.

Special values of the kinematics or the mass parameters change the structure of the graph polynomials by either providing relation between the monomial or having monomial to vanish. This clearly affects the number of independent periods defined by the rational differential form and consequently the order of the Picard–Fuchs operator. The presented algorithm detects these changes. It is tempting to interpret these different values of the physical parameters in the language of the geometric transition.
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