A Bayesian approach to accurate and robust signature detection on LINCS L1000 data
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Abstract

LINCS L1000 dataset produced by L1000 assay contains numerous cellular expression data induced by large sets of perturbagens. Although it provides invaluable resources for drug discovery as well as understanding of disease mechanisms, severe noise in the dataset makes the detection of reliable gene expression signals difficult. Existing methods for the peak deconvolution, either $k$-means based or Gaussian mixture model, cannot reliably recover the accurate expression level of genes in many cases, thereby limiting their robust applications in biomedical studies. Here, we have developed a novel Bayes’ theory based deconvolution algorithm that gives unbiased likelihood estimations for peak positions and characterizes the peak with a probability based $z$-scores. Based on above algorithm, a pipeline is built to process raw data from L1000 assay into signatures that represent the features of perturbagen. The performance of the proposed new pipeline is rigorously evaluated using the similarity between bio-replicates and between drugs with shared targets. The results show that the new signature derived from the proposed algorithm gives a substantially more reliable and informative representation for perturbagens than existing methods. Thus, our new Bayesian-based peak deconvolution and $z$-score calculation method may significantly boost the performance of invaluable L1000 data in the down-stream applications such as drug repurposing, disease modeling, and gene function prediction.

1 Introduction

The Library of Integrated Network-based Cellular Signatures (LINCS) created a resource of cellular state changes under treatment of perturbagens, including chemical compounds, RNAis, and CRISPRs. L1000 assay is used in LINCS as a large-scale gene expression profiling assay, which provides low cost, high throughput gene expression profiling on perturbagen treated cells. The application of L1000 assay allows the profiling on more than one million samples treated with more than 50,000 different perturbagens across 98 cell lines. These profiles are processed into molecular signatures to represent cellular effects of certain perturbagen treatment. This comprehensive profiling provided by L1000 is widely used in drug discovery and repurposing, largely facilitating large scale pharmacology analysis.

L1000 assay measures the expression of 978 landmark genes with The Luminex FlexMap 3D platform, which can identify 500 different bead color as tags for different genes. To measure all landmark genes within one scan, L1000 separately coupled two different gene barcodes to aliquots of the same bead color and mixed them with a ratio of 2:1. In consequence, two peaks in the distribution of fluorescent intensity (FI) are expected, and a deconvolution step must be involved to access the expression level of a certain gene. LINCS adopted the $k$-means clustering algorithm to separate all reads of the same beads color into two distinct components, and the median fluorescent intensity values are assigned to each gene.
Although the k-means clustering gives a good estimation on most of the data, cases with unexpected ratio between two peaks, classified into more than two categories, or large overlap between peaks can not be well solved\textsuperscript{3} This problem limits the quality of z-score profiles, and adds to the difficulty of utilizing the massive data provided by L1000 assay.

After L1000 data was released, efforts have been made to improve the peak deconvolution process. Liu et al. developed a method based on Gaussian mixture model (GMM) to improve the accuracy of peak deconvolution\textsuperscript{7} They assume that each gene’s fluorescent intensities follow a Gaussian distribution and thus each sample with two genes will subject to a bimodal Gaussian distribution. GMM can avoid over-clustering problem in k-means but raises a new problem that the z-scores are highly sensitive to frequent isolated reads and become unreliable. To solve this problem, Li et al. developed an aggregate Gaussian mixture model (AGMM) and associate software (l1kdeconv)\textsuperscript{8} They added an outlier identification step before deconvoluting peaks with GMM to make the algorithm more robust. However, there are still cases where the peaks cannot be well identified. Thus, it is necessary to develop a new algorithm that improves the data process of L1000 assay.

In this study, we describe a novel peak deconvolution algorithm based on Bayes’ theorem and a probability based z-score inference method. We model each measurement as a random sample from the population with two different components mixed by 2:1 ratio. The likelihoods for all different fluorescent intensity values are calculated by Bayes’ theorem. Then z-scores are inferred by the probabilities for the genes to have differential expression. The gene expression profiles deconvoluted from our Bayesian method achieve higher similarity between bio-replicates and drugs with shared targets than those generated from the existing methods. This suggests that the molecular signatures from our method are of better consistency and less noisy, which will be helpful for further pharmacology analysis.

We develop a pipeline to process raw data from L1000 assay into z-scores. The code and the precomputed data for LINCS L1000 Phase II (GSE 70138) are available at https://github.com/njpipeorgan/L1000-bayesian.

2 \textbf{Results}

2.1 Work flow

Based on a novel Bayesian analysis-based peak deconvolution and a new z-score inference method, we develop a pipeline to generate signature from raw data measured from L1000 assay. The pipeline takes raw fluorescent intensity data from LINCS L1000 datasets as input and gives a combined z-score profile for each experiment as its signature. As shown in Fig. 1 our pipeline is composed of 5 steps as follows:

1. LISS and quality control. In this step, we perform a two step linear scaling to calibrate the fluorescent intensities. Also, we identify the low-quality samples with goodness of fit $\chi^2 > 4.0$ or the slope $a > 3.0$.
2. Peak deconvolution. For beads coupled with two different transcript barcodes, a deconvolution step is involved to infer the peak position for each gene. Two probability distributions will be given to the transcripts as the estimations of their expression levels.
3. Quantile normalization. The shape of expression profile is standardized across all samples on the same plate so that different samples on the same plate are comparable to each other.
4. Probabilistic z-score inference. z-scores are inferred by comparing the probability distribution for each gene with its background distribution. They represent relative gene expressions.
5. Combining replicates. z-scores profiles from bio-replicates are combined into one signature by weighted average.

2.2 Peak deconvolution

We assess our peak deconvolution method by check the consistency between the peak locations from our Bayesian approach, L1000 level 2 data, and AGMM. For our method, since the peak deconvolution process
gives probability distributions instead of precise numbers for peak locations, we determine the peak locations here by maximizing their marginal probability distributions (see Online Methods), and it is refer to as Bayesian (MLE) hereafter.

When comparing the locations of a peak by two methods, we consider them to be different when the discrepancy in log2 expression value is larger than 0.2, which is based on the fact that the peaks have a typical scale parameter \( \sigma \) of \( \gtrsim 0.2 \). Also, all the methods are considered giving the same location for a peak when all three values are within \( \pm 0.2 \) range relative to the middle one. We compare all 978 peak locations in a sample well for three methods, and the results are shown in Table 1.

| Case | Description | Number of genes |
|------|-------------|-----------------|
| 1    | All are the same | 773             |
| 2    | All are different | 22              |
| 3    | Only L1000 is different | 86              |
| 4    | Only AGMM is different | 79              |
| 5    | Only Bayesian (MLE) is different | 18              |

Table 1: The consistency in peak deconvolution between our Bayesian method, L1000, and AGMM. Peak locations for 978 landmark genes are determined in well REP.A028_MCF7_24H_X2_B25_D11 by each method. The last three cases show those where two of the methods give the same peak location while the third one gives a different location.

In most of the cases, all three methods agrees with each other, which shows an overall consistency among all methods. Although all three methods may give a prediction that different from the other two, it happens less frequently to Bayesian (MLE) method (18 verses 86 and 79 in Table 1). To further investigate the origin of those disagreements in Table 1, we show one typical example for each case in Fig. 2. A full list of all peak locations by the three methods can be found in supplementary materials. Here, we give a brief analysis for each case:

- Fig. 2(a) is an example for Case 3 in Table 1. k-means clustering sometimes fail to give two clusters of reads. In those scenarios, L1000 sets the expression level of both genes to be the median of all reads, which yields a different result from Bayesian (MLE) and AGMM.

- Fig. 2(b) is an example for Case 4 in Table 1. AGMM sometimes fails to identify the peaks that are not well separated. In the case of Fig. 2(b), AGMM gives a scale parameter \( \sigma \) of 0.55, which overestimates the actual peak widths, and it makes AGMM to separate the peaks at a wrong location.

- Fig. 2(c) is an example for Case 5 in Table 1. When the two peaks are mostly overlapped, Bayesian (MLE) tends to predict the peaks at roughly the same location, while both L1000 and AGMM tends to give two different peak location. In this case, L1000 and AGMM agree with each other and Bayesian (MLE) gives a different result.

- Fig. 2(d) is an example for Case 2 in Table 1. All three methods gives different predictions for the high abundance peak in this case. For L1000, reads with log2 FI smaller than 4 are discarded so the peak location is biased to have a higher expression. For AGMM, the separation of the two peaks is not correct, and the locations of the two peaks are flipped.
From these cases, we find that except when the information is not enough to decide the peak locations well, the Bayesian method always gives reasonable predictions but L1000 level 2 and AGMM sometimes make mistakes. It explains why the Bayesian (MLE) data have a lower chance of being different from two other methods simultaneously. We also find that the rate of disagreement between our method and L1000 is around 10%, which should be considered crucial. Given that the genes regulated under each treatment is very limited, the 10% noise signal will largely affect the quality of the dataset.

### 2.3 Similarity between replicates

After locating peaks from raw FI values, we quantile normalize the data and infer their $z$-scores. The $z$-scores can be interpreted as relative gene expression levels, where significantly up/down-regulated genes will get a large positive/negative $z$-scores. The $z$-scores also serves as the final feature of expression for each sample.

L1000 dataset typically include three bio-replicates for each experiment. Since they are expected to be similar to each other in gene expression, a validation of this statistical property indicates good quality of the data and the processing pipeline. L1000 performs multiple experiments with different doses for each perturbagen. In order to maximize the difference between the perturbagens, we only take those experiments
with the maximum doses on each plate in measuring the performance.

In this study, we adopt Gene Set Enrichment Analysis (GSEA) to compare gene expression profiles, which is a non-parametric statistical method widely used in analyzing gene expression data. GSEA yields a score for the enrichment of a gene set (called a query hereafter) in an expression profile. Here we directly take the \( z \)-scores as the expression profiles and build the queries by taking an equal number of genes that are most up/down regulated in terms of their \( z \)-scores. The higher enrichment score a query get, the more similar the query and expression profile are.

Besides L1000 level 4 data, we also use the \( z \)-scores data by Bayesian (MLE). Where peak position from MLE are obtained in the same way as described in Sec. 2.2, followed by quantile normalization and \( z \)-score inference follows L1000 methods in the exact ways. As shown in Table 1, MLE can summarize the advantage of L1000 and AGMM, so we use it as an optimized deterministic methods and the control for probabilistic \( z \)-score inference (see Online Methods for details).

We test the performance of the methods as follows. For each sample, we obtain its background distribution of GSEA scores by querying the sample against all other samples in the same cell line. Then we query the sample against one of its bio-replicates. For each false positive rate (FPR), i.e. a certain ratio of the highest background scores being picked, a true positive rate can be calculated as the probability that its bio-replicate has a GSEA score higher than the threshold. Fig. 3(a) shows the performance of all three methods with different query sizes. Among all query size we tested, our Bayesian method has higher TPR at the same FPR and the performance difference is the most significant when the query size is small.

![Figure 3: (a) Receiver operating characteristic (ROC) curves for replicates identification. Different query size is used for GSEA, and expression profile and features from Bayesian, MLE and L1000 level 4 data are tested. (b) The comparison of the median quantile (FPR at TPR = 0.5).](image)
To better illustrate the performance of three methods under different query size, we show the median quantile of GSEA scores between bio replicates, which is equivalent to the FPR at TPR = 0.5. As shown in Fig. 3(b), the median quantile of bio-replicates by all methods become lower as the query size increases up to 200. We notice that the performance of MLE is more similar to that of L1000 than the Bayesian method. As the only difference between Bayesian and MLE is whether peak positions are determined for z-score calculation, we conclude that the probabilistic z-score inference have a great impact on the performance.

We find that the median quantile by our Bayesian method varies slowly with the query size, while L1000 method have a big improvement when the query size reaches above 50, after which its performance gets close to Bayesian. It indicates that the genes in the query set from our method is more informative when the query size is limited, and the most up/down regulated genes are more stable across bio-replicates by our method. Note that the robustness to small number of query genes is important in real applications. Novel discoveries in pharmacology often involve chemicals and/or cell lines that have not been tested in the L1000 assay, and in such cases, there is no guarantee that a large number of genes can be matched.

2.4 Similarity between perturbagens with share targets

L1000 dataset is widely used in drug repurposing and discovery. Signatures in L1000 dataset are compared to each other or target gene sets to estimate the similarity between drugs. To demonstrate the performance in practical problems, we test if our method give similar z-score features for similar perturbagens.

Drug target information are obtained from ChEMBL23, and the drugs with the same target annotation are considered similar. In L1000 Phase II dataset, we find 77 groups of similar drugs with an average group size of 2.6 and take them as positive identifications. We use a similar method in measuring the performance as Sec. 2.3 for the combined z-scores from Bayesian method, MLE, and L1000 level 5 data. But since the perturbagens are not the same for each cell line in the experiments, we use all the samples as the background instead of separating cell lines.

As shown in Fig. 4(a), the Bayesian method performs the best among three methods especially when the query size is small and in the high specificity (low FPR) region. We also show the median quantile of similar drugs with different query size in Fig. 4(b). We find that the median quantile from our Bayesian method is lower than the other methods across all query sizes, and the best performance is about 34% when the query set contains about 100 genes.

3 Discussion

The existence of outliers in FI values are considered a major problem that affects peak detection for the algorithms based on Gaussian models, such as GMM and AGMM. Instead of adding an empirical outlier removal step, we address this problem by modeling outliers as bead color misidentification. The color of each bead is measured by the Luminex FlexMap 3D platform as three numbers, and there is a small chance that the error in measuring the numbers is large enough for the bead to be identified as a wrong color. We set the rate of misidentification \( \alpha_c \) to be 1% for our precomputed datasets. We notice that the z-scores are not sensitive to this rate, where changing \( \alpha_c \) to 3% or 0.3% will affect less than one z-score in each profile on average. Additionally, we model the shape of the peaks as Student’s t-distributions (see Online Methods), which have a heavier tail than the Gaussian distribution, and the peak locations are less sensitive to outliers compared to Gaussian models.

Peak flip is another problem that is widely discussed. We address this problem by considering the number of reads in two peaks following a binomial distribution, which is built into our mathematical model. When the number of reads are very close for the two peaks, the likelihood function will show a similar probability for both ways of peak assignment, and the z-score from our pipeline is often close to zero which correctly describe the situation. We also note that peak flip is very rare in real data. For instance, a sample with 60 reads and a 2:1 mix ratio, the probability of peak flip is \( \sim 0.5\% \).

As we find the performance of MLE in Fig. 3(b) and Fig. 4(b) is more similar to that of L1000 rather than Bayesian method, we speculate a possible explanation for this phenomenon as follows. Any deterministic method, however accurate in modeling, picks a precise number for each peak according to some likelihood function. But in the real data, there are many cases where the peak positions are hard to decide. For
example, the smaller peak contains too few reads thus hard to be distinguished from noise, or two peaks are not well separated and their locations have a large uncertainty. In those cases, a deterministic method has a small chance to give large z-scores to genes that are not regulated. Given that only a little fraction of the genes are actually regulated, the quality of highest and lowest z-scores are compromised.

In this paper, we used GSEA as a robust signature comparison method and top up/down regulated genes as the feature for a sample, which is a widely accepted non-parametric way to compare expression profiles. But with changes we made in the signature generation process, different comparison algorithm can be developed to better capture information in signatures.
4 Online Methods

4.1 Datasets

In this study, we use L1000 small molecule compound data from Broad Institute LINCS L1000 Phase II datasets (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE70138), which are categorized into five levels as follows.

Level 1 data contain raw fluorescent intensity (FI) values and three-dimensional color codes for each bead measured by the Luminex FlexMap 3D platform. An FI value is proportional to the transcript abundance of the gene associated to a type of beads. The types of the beads are inferred from their color codes and marked by numbers between 1 and 500 or marked by 0 meaning that they cannot be attributed to any one of the 500 types.

Level 2 data contain gene expression values for the 978 landmark genes, 976 of which are grouped into pairs and associated with 488 types of beads and the rest two of which are associated with two separate types of beads. A peak deconvolution process is employed to measure one or two expression values from the FI values for each type of beads in each well. A profile consisting 978 expressions values is therefore obtained.

Level 3 data contain normalized gene expression values. The normalization process is divided into two parts: L1000 invariant set scaling (LISS) and quantile normalization (QNORM). In LISS, all gene expression values in a well, i.e. a sample, are scaled to a set of pre-defined control genes. Then, the expression values are quantile normalized across all wells on each plate.

Level 4 data contain the z-scores for each gene with all expression values of that gene on a plate as the background. z-scores indicate the levels at which genes are differentially expressed. They are then combined across biological replicates to obtain level 5 data.

4.2 L1000 invariant set scaling and quality control

Since the amplification factor of each sample is different, L1000 added 80 control transcripts to each well, whose expression levels are empirically found to be invariant as calibration set. These genes are grouped into 10 levels with 8 each so that the median expression of each level should follow a similar increasing trend. The median expression levels in terms their fluorescent intensities are then compared with reference values and a relation between them can be inferred by fitting various template functions on a logarithmic scale.

L1000 used a power law relation \( y = ax^b + c \) in their pipline, where \( x \) is the unscaled data and \( y \) the scaled data. In this study, we employ a two-step linear scaling as follows. First, we rescale the median expressions of 10 invariant sets by fitting them against the reference values linearly, and we obtain the averages and standard deviations of those scaled expressions within each perturbagen group. The resulting calibrated reference expressions shown in Fig. 5. Second, we fit the median expressions of the invariant sets against the calibrated expressions linearly and use this relation to rescale the expressions of the landmark genes.

The two-step linear scaling have two advantages. First, since the median expressions of the invariant sets vary across plates (see Fig. 5), calibrated reference expressions depending on the pertubagen groups are needed capture this variability. Second, the linear scaling in the second step depends on only two fitted parameters, one less than the power law scaling.

We identify low-quality samples according to two parameters: the goodness of fit in terms of \( \chi^2 \) and the slope \( a \) of the relation, where an exceptionally large slope suggests a failed amplification. Fig. 6 shows the distribution of these two parameters. L1000 level 1 data have 4.0% of the samples missing due to its quality control and we remove additional 3.0% of the samples with \( a > 3.0 \) or \( \chi^2 > 4.0 \) as our quality control.

4.3 Peak deconvolution

The Luminex FlexMap 3D platform can detect 500 different bead colors. In order to measure 978 transcripts in a sample within a single batch, almost all of them are grouped into pairs. For each pair, barcodes of two transcripts are coupled to beads with the same color and they are mixed in a ratio of 2:1. Therefore, the
distributions of reads from these bead colors will form two peaks, whose expression levels should be measured by the peak deconvolution algorithm. In the design of L1000 system, the pairing of genes is optimized in order to minimize the confusion in peak deconvolution, but we note that it is inevitable that the peaks in some of the distributions are hard to be differentiated.

In this study, we develop a new peak deconvolution algorithm based on Bayesian probability model. L1000 samples typically have dozens of reads per bead color in each sample. In our model, each of these reads will either come from one of the genes that are coupled to that bead color or come from an arbitrary bead in the same sample due to color misidentification with a small rate $\alpha_c \sim 1\%$. Suppose that $N$ measurements are made for a specific color; we can derive the probability of the number of measurements that are associated with both genes $N_{hi}$, $N_{lo}$ and the number of color misidentifications, or the background $N_{bg}$, where $N = N_{hi} + N_{lo} + N_{bg}$. Given that $\alpha_c \ll 1$, we assume that $N_{bg}$ follows the Poisson distribution with $\lambda = \alpha_c N$ and $N_{hi}$ follows the binomial distribution $B(N - N_{bg}, 2/3)$.
The shapes of the peaks reflect the uncertainty of Luminex intensity measurements, and they should depend on their expression levels only. Using L1000 level 2 data as a reference, we first filter the profiles of reads that have well separated peaks, where the distance between the center of two peaks is at least 3 in terms of log2 expression. Then, we pick discrete expression levels between 4 and 12, extract the profiles that have one of their peaks located in the neighborhood of each of them, and take the average profiles as the shapes of the peaks. We use Student’s $t$-distribution to model the peaks. As is shown in Fig. 7, a wide range of degrees of freedom (DOF) values can describe the peaks across all expression levels, thus we choose a fixed DOF of three. We have also measured an empirical relation between the scale parameter $\sigma$ and the log2 expression value $x$, shown in Fig. 8, which can be fitted by an analytical expression as

$$\sigma_x = 0.15 + 5.3 e^{-0.52x}$$

with a mean absolute error of 0.009. The shape of a single peak centered at log2 expression level $x$ is therefore given by

$$f_x(u) = t(x, \sigma_x, \nu = 3),$$

where $u$ is the log2-FI. As for bead color misidentification, we assume that the distribution of these reads follows the distribution of all reads $f_{bg}(u)$ from the same well.

![Figure 7](image1.png)

Figure 7: The median and 68% confidence interval of the best fit degrees of freedom of Student’s $t$-distribution. Our choice of three degrees of freedom is shown by a gray line.

![Figure 8](image2.png)

Figure 8: The relation between the scale parameter of the Student’s $t$-distribution and the log2 expression level, i.e. the center of an isolated peak.

With the shape of peaks and background known, we can determine the probability of a read to be found with fluorescent intensity $u_i$ described as a summation of probability for it to come from either of the two
genes or background:

\[ p(u_i|x_{hi}, x_{lo}) = \frac{N_{hi}}{N} f_{x_{hi}}(u_i) + \frac{N_{lo}}{N} f_{x_{lo}}(u_i) + \frac{N_{bg}}{N} f_{bg}(u_i), \]

where \( x_{hi} \) and \( x_{lo} \) are the center of the two peaks. The posterior distribution of \( x_{hi} \) and \( x_{lo} \) is given by

\[ p(x_{hi}, x_{lo}|u) = \frac{p(u|x_{hi}, x_{lo})p(x_{hi}, x_{lo})}{p(u)}, \]

where \( u \) denotes all of the measurements \( u_i \) \((i = 1, 2, \cdots, N)\). We adopt a uniform prior on \( x_{hi} \) and \( x_{lo} \), and the posterior distribution becomes

\[ p(x_{hi}, x_{lo}|u) = A p(u|x_{hi}, x_{lo}) = A \sum_{N_{bg}, N_{hi}} \left( p(N_{bg}, N_{hi}) \prod_i p(u_i|x_{hi}, x_{lo}) \right), \]

where \( A \) denotes a normalizing constant. We note that the calculation of the likelihood function is not trivial, and we show the simplifications of the function in Supplementary Materials.

In order to simplify further analysis, we marginalize \( x_{hi} \) and \( x_{lo} \) in all samples to get \( p(x_g|u) \), or simply \( p(x_g) \), where \( g = 1, 2, \cdots, 978 \) are the indices of the genes. Compared to L1000 level 2 data, in which \( x_g \) have precise values, our algorithm of peak deconvolution gives two probability distributions, revealing the uncertainty of these estimations.

### 4.4 Quantile normalization

Quantile normalization (QNORM) standardize the shape of expression profile distributions among the wells on each plate. In L1000 level 3 data, QNORM is done by first sorting the expression levels within samples, then setting the \( i \)-th highest values in each sample by their median value.

In this study, we use a similar way to do quantile normalization. First, we add together all the marginal distributions of all genes in each sample to get the overall distribution of expression levels

\[ p_{total}(x) = \frac{1}{978} \sum_{g=1}^{978} p(x_g). \]

Then, we define the relative fluorescent intensity \( r \) as

\[ r(x) = \int_{-\infty}^{x} p_{total}(x') dx', \]

which has a value in the interval of \([0, 1]\). Finally, we standardize \( p_{total}(x) \) as a uniform distribution \( U(0, 1) \) to get the quantile normalized distribution of individual expression levels as

\[ p(r_g) = p(x_g) \left( \frac{dr_g}{dx_g} \right)^{-1}. \]

### 4.5 z-score inference

With QNORM done, the profiles of different samples are now comparable to each other. L1000 uses z-score to represent relative gene expression. In a normal distributed population, z-score is defined by \( z_g = (x_g - \mu_g)/\sigma_g \), where \( \mu_g \) denotes the average value of the population and \( \sigma_g \) the standard deviation. Due to the fact that the distributions of gene expression typically have heavier tails, i.e. having more extreme values than the normal distribution, L1000 uses the median and median absolute difference (MAD) instead and defines the z-scores by

\[ z_g = \sqrt{2} \text{erf}^{-1}\left( \frac{1}{2} \right) \cdot \frac{x_g - \text{median}(X_g)}{\text{MAD}(X_g)}, \]

which is equivalent to the original one in the case of normal distribution. A common choice of the population \( X_g \) is the expression levels \( x_g \) of all samples on a plate.
In our case, since we depict the expression level by a probability distribution instead of a number, both definitions of the \(z\)-score cannot be used directly. However, we note that the \(z\)-score, assuming a normal distribution, is related to the quantile of the expression level in the population by

\[
z_g = \sqrt{2} \text{erf}^{-1}(2q_g - 1),
\]

where the expected value of the quantile \(q_g\) is the probability that the expression level

\[
q_g = P(r_g > R_g),
\]

in which the probability distribution of \(R_g\) equals to the summation of those of all samples on a plate

\[
p(R_g) = \frac{1}{N_{\text{sample}}} \sum_{s=1}^{N_{\text{sample}}} p^{(s)}(r_g).
\]

4.6 Combining replicates

We follow the L1000 pipeline and use a weighed average in combining replicates based on the correlations among the bio-replicates. Denote the combined \(z\)-scores of all genes as \(z_c\) and the \(z\)-scores of the \(i\)-th bio-replicate as \(z^{(i)}\), we have

\[
z_c = \frac{\sum_{i=1}^{N_{\text{rep}}} w^{(i)}z^{(i)}}{\sqrt{\sum_{i=1}^{N_{\text{rep}}} (w^{(i)})^2}},
\]

where \(N_{\text{rep}}\) is the number of replicates and the weights \(w^{(i)}\) are defined as

\[
w^{(i)} = \sum_{j \neq i} \text{SpearmanRho}(z^{(i)}, z^{(j)}).
\]

Acknowledgments

This work was supported by Grant Number R01LM011986 from the National Library of Medicine (NLM), Grant Number R01GM122845 from the National Institute of General Medical Sciences (NIGMS), and Grand Number R01AD057555 of National Institute of Aging of the National Institute of Health (NIH) as well as CUNY High Performance Computing Center.

Author contributions

Y.Q., T.L. developed and implemented methods, designed the experiments, performed experiments, analyzed the data, and wrote the manuscript; H.L. provided and analyzed data; L.X. conceived the project, designed the experiments, analyzed the data, and wrote the manuscript.

Competing interests

The authors declare no competing interests.

References

[1] Keenan, A. B. et al. The Library of Integrated Network-Based Cellular Signatures NIH Program: System-Level Cataloging of Human Cells Response to Perturbations. Cell Syst 6, 13-24, doi:10.1016/j.cels.2017.11.001 (2018).
[2] Subramanian, A. et al. A Next Generation Connectivity Map: L1000 Platform and the First 1,000,000 Profiles. Cell 171, 1437-1452 e1417, doi:10.1016/j.cell.2017.10.049 (2017).

[3] Duan, Q. et al. LINCS Canvas Browser: interactive web app to query, browse and interrogate LINCS L1000 gene expression signatures. Nucleic Acids Res 42, W449-460, doi:10.1093/nar/gku476 (2014).

[4] Wang, Z., Clark, N. R. & Ma’ayan, A. Drug-induced adverse events prediction with the LINCS L1000 data. Bioinformatics 32, 2338-2345, doi:10.1093/bioinformatics/btw168 (2016).

[5] Duan, Q. et al. L1000CDS(2): LINCS L1000 characteristic direction signatures search engine. NPJ Syst Biol Appl 2, doi:10.1038/npjbsa.2016.15 (2016).

[6] Jin, C. & Malthouse, E. C. On the bias and inconsistency of K-means clustering. (2016).

[7] Liu, C. et al. Compound signature detection on LINCS L1000 big data. Mol Biosyst 11, 714-722, doi:10.1039/c4mb00677a (2015).

[8] Li, Z., Li, J. & Yu, P. l1kdeconv: an R package for peak calling analysis with LINCS L1000 data. BMC Bioinformatics 18, 356, doi:10.1186/s12859-017-1767-9 (2017).

[9] Filzen, T. M., Kutchukian, P. S., Hermes, J. D., Li, J. & Tudor, M. Representing high throughput expression profiles via perturbation barcodes reveals compound targets. PLoS Comput Biol 13, e1005335, doi:10.1371/journal.pcbi.1005335 (2017)

[10] Enache, O. M. et al. The GCTx format and cmap{Py, R, M, J} packages: resources for optimized storage and integrated traversal of annotated dense matrices. Bioinformatics 35, 1427-1429, doi:10.1093/bioinformatics/bty784 (2019).

[11] Subramanian, A. et al. Gene set enrichment analysis: a knowledge-based approach for interpreting genome-wide expression profiles. Proc Natl Acad Sci U S A 102, 15545-15550, doi:10.1073/pnas.0506580102 (2005).

[12] Young, W. C., Raftery, A. E. & Yeung, K. Y. Model-Based Clustering With Data Correction For Removing Artifacts In Gene Expression Data. Ann Appl Stat 11, 1998-2026, doi:10.1214/17-AOAS1051 (2016).