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ABSTRACT

This research was motivated by the need to identify the most effective data envelopment analysis (DEA) model and associated data analytics software for measuring, comparing, and optimizing building energy efficiency. By analyzing literature sources, the authors identified several gaps in the existing DEA approaches that were resolved in this research. In particular, the authors introduced energy efficiency indices like energy consumption per square foot and per occupant as a part of DEA models’ outputs. They also utilized inverse and min-max normalized output variables to resolve the issue of undesirable outputs in the DEA models. The evaluation of these models was done by utilizing various data analytics software including Python, R, Matlab, and Excel. The authors identified that the CCR DEA model with inverse output variables provided the most reliable energy efficiency scores, and the Python’s PyDEA package produces the most consistent efficiency scores while running the CCR model.
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INTRODUCTION

The consumption of energy in the building sector has been an important part of the overall energy usage in the United States and on the global scale. According to the U.S. Energy Information Administration, residential and commercial buildings account for about 40% of the total U.S. energy consumption (EIA, 2020).

Identification and comparison of energy efficiency in buildings is based on utilizing a variety of metrics. For example, a very commonly used metric in the U.S. and globally for building energy performance is the energy use intensity (EUI), which is also applied for Energy Star Certification (Energy Star, 2018). This certification shows that comparing the energy use of buildings with others nationwide helps to effectively identify the opportunities for potential savings and best practices that can be replicated (Energy Star, 2018). Another common index for measuring energy efficiency is the energy efficiency index (EEI), also known as the building energy index. It is defined as the ratio of energy input (kWh) to a factor related to energy used, typically, building floor space (Kavousian et
al., 2015). A variety of alternative indices for building energy performance has been also discussed in a paper by Goldstein and Eley (2014).

Measuring building energy performance usually takes into consideration a wide range of different factors, including energy usage, floor space, number of occupants, climate condition, energy efficiency of the equipment used, outdoor temperatures and others (Lee & Lee, 2009). There is also a number of methods applied to identify and compare energy efficiency in buildings. These methods can be summarized into four groups: simulation, regression analysis, neural networks, and data envelopment analysis (Ashuri et al., 2019; Wang et al., 2015; Lee & Lee, 2009; Lee, 2008). Each of these methods contains some benefits over other methods and, at the same time, limitations and drawbacks, a detailed description of which have been discussed in literature sources, e.g., Ashuri et al. (2019).

In this paper, the focus is on applying Data Envelopment Analysis (DEA) for measuring and comparing building energy efficiency. While the other three methods (simulation, regression, and neural networks) are being extensively used for data prediction and data analytics, the DEA method is the only one that is directly applied, and very successfully, to identify, compare, and optimize efficiency of similar units for an organization or between organizations. DEA allows to establish optimal efficiency targets and it does not rely on assumptions of relationships between input resources and output results. DEA is also a highly popular method for comparing and optimizing efficiency of similar units in various industries, for example, health care, hotels, and production units (Zakowska & Maciek, 2020; Nguyen & Nguyen, 2019; Liu and Zhang, 2017).

The DEA application in measuring and comparing building energy efficiency is still a developing area in business data analytics, and, therefore, is a subject of an ongoing discussion in academic literature. Molinos-Senante et al. (2016) consider several issues for DEA approaches. One of these issues focuses on architectural factors (compactness, building shape, etc.), and another – on energy management issues such as equipment efficiency and operations strategy. Some researchers recognize one more important DEA issue of applying a variety of DEA models and software in performing energy efficiency comparison for buildings (Iliyasu et al., 2015; Wang, 2017; Yoon & Park, 2017; Xu et al., 2020).

This research is motivated by the need to identify the most effective DEA model and associated data analytics software for measuring and comparing buildings’ energy efficiency. For that, the authors conduct the academic literature review to understand existing DEA methodologies for measuring and comparing energy efficiency in buildings. In addition, the appropriate DEA models, input and output variables, and data analytics software have been identified for comparing and optimizing buildings’ energy efficiency. Finally, the authors compare internal consistency of various DEA models and DEA-related software packages to identify the most reliable and effective DEA model for energy efficiency optimization in buildings. This paper is referring, in general, to data analytics professionals that have necessary skills to apply the DEA methods and software presented in the paper. Based on utilizing these methods and software packages, the data analytics professionals can develop decision support systems (DSS) that will extend the usage of DEA models to end-users, e.g., building energy managers, engineers, and specialists.

This paper’s structure includes five main sections. After the Introduction, the Literature Review section presents the existing DEA research on measuring and comparing building energy efficiency. The next section on Methodology provides detailed steps of the research methodology including input and output variables, DEA models, and DEA-related analytics software. The following section presents a comprehensive analysis, comparison of results, and discussion of energy efficiency optimization in buildings using the DEA models and analytics software packages. The Conclusion section provides a summary of the research and its results described in this paper.
LITERATURE REVIEW

Data Envelopment Analysis

Data Envelopment Analysis (DEA) is an efficiency evaluation approach, which is used for comparing the performance of similar units and identifying optimal in efficiency unit(s) in an organization or between organizations. The similar units in DEA are referred to as Decision Making Units (DMUs). The efficiency of a DMU is measured relative to all other DMUs. Comparison of peer groups enables the stakeholders (building owners, building managers, investors, etc.) to derive actionable information from the building energy data that help enhance energy efficiency of buildings (Mathew et al., 2015).

One of the most common DEA models, which is frequently discussed in the literature and widely used in practice, is the Charnes-Cooper-Rhodes (CCR) model (Charnes et al., 1978). It can be presented as a linear programming (LP) optimization model in the following way (Cooper et al., 2011):

\[
\max z = \sum_{r=1}^{s} u_r y_{ro} \\
\text{subject to} \\
\sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, 2, \ldots, n, \\
\sum_{i=1}^{m} v_i x_{io} = 1 \\
u_r, v_i \geq 0; \quad r = 1, 2, \ldots, s, \quad i = 1, 2, \ldots, m.
\]

In the CCR model’s formulation (1), the assumption is that there are \( n \) DMUs (\( n \) buildings in case of this research) to be evaluated. Each DMU employs \( m \) different inputs to produce \( s \) different outputs. Specifically, \( DMU_j \) consumes amount \( x_{ij} \) of input \( i \) and produces amount \( y_{rj} \) of output \( r \). Parameters \( u_r \) and \( v_i \) are the variable weights to be determined by solving the CCR model in formulation (1). The CCR model is built on the notion of efficiency as a ratio of outputs to the relative inputs. A DMU’s efficiency obtained in the model is never absolute as it is always measured relative to other DMUs (Cooper et al., 2011). If the solution for DMU \( O \) in formulation (1) is equal to 1, then this building is considered 100% efficient relative to other buildings in the CCR model.

The CCR model also assumes constant returns to scale (CRS) between inputs and outputs (Banker et al., 2004). This implies that an increase in a DMU’s inputs leads to a proportionate increase (or decrease) in its outputs, i.e., there is a one-to-one linear relationship between inputs and outputs. For example, if a 10% increase in inputs yields a 10% increase in outputs, the DMU is operating at constant returns to scale. This means that no matter what scale the DMU operates at, its efficiency will remain unchanged.

Another popular DEA model that is frequently discussed in the literature sources is the Banker, Charnes and Cooper (BCC) model (Banker et al., 1984). It can also be presented as an LP optimization model (Banker et al., 2004) in the following way:

\[
\max z = \sum_{r=1}^{s} u_r y_{ro} - u_o \\
\text{subject to} \\
\sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, 2, \ldots, n, \\
\sum_{i=1}^{m} v_i x_{io} = 1 \\
u_r, v_i \geq 0; \quad r = 1, 2, \ldots, s, \quad i = 1, 2, \ldots, m.
\]
\[
\sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} - u_o \leq 0 \quad j = 1, 2, \ldots, n, \quad (2)
\]

\[
\sum_{i=1}^{m} v_i x_{io} = 1
\]

\(u_r, v_i \geq 0; u_o\) is free of sign; \(r = 1, 2, \ldots, s, i = 1, 2, \ldots, m.\)

Being similar to the CCR model, the BCC model’s formulation (2) contains one extra weight variable, \(u_o\), which makes it possible to alternate returns-to-scale evaluations. This means that a DMU’s input increase or decrease does not necessarily produce a proportional (constant) change in its outputs, and, thus, the BCC model is considered a model with variable returns to scale (VRS). VRS implies that as a DMU changes its scale of operations, its efficiency will either increase, decrease, or remain the same.

Analysis of research literature on utilizing DEA in measuring and optimizing building energy efficiency shows that authors utilize both CCR/CRS and BCC/VRS models with various options and extensions in developing and comparing energy efficiency in buildings. Grösche (2009), Molinos-Senante et al. (2016), and Wang et al. (2015) apply the CCR model to identify and compare energy efficiency performance in office and residential buildings. Ashuri et al. (2019) employ a combination of CCR and BCC models to compare and optimize energy efficiency of multi-family properties in various U.S. states. Lee and Lee (2009) utilize the BCC model to identify and optimize efficiency of building energy management in government buildings. Even though some of these research papers describe the usage of both CCR and BCC models, there is no discussion or comparison of the merits associated with each type of these DEA models in measuring buildings’ energy efficiency (Ashuri et al., 2019; Xu et al., 2020). Therefore, in this research it is considered as a gap in the existing DEA research on comparing and optimizing energy efficiency in buildings.

### Input and Output Variables for DEA Models

The reviewed literature sources describe a variety of input and output variables used in DEA models for building energy measurement and comparison. Among input variables \(x_{ij}\) in formulations (1) and (2), energy consumption (in kWh) and energy cost (in $) are the most common (Ashuri et al., 2019; Grösche, 2009; Lee & Lee, 2009; Xu et al., 2020). Other input variables applied in the DEA models may include EUI (Lee, 2008; Wang et al., 2015) and outdoor temperature (Ashuri et al., 2019). The inclusion of EUI as an input variable in the DEA model is arguable as it measures energy consumption per square foot of building space per year, and thus, represents a result (output) of building energy usage. Therefore, EUI or similar energy efficiency indices should be considered as output variables in the DEA model. In addition, the outdoor temperature may not be relevant as an input variable if all campus buildings are in the same climate area.

According to the literature review, the output variables \(y_{rj}\) in formulations (1) and (2) may consist of: building’s floor space and number of occupants, energy consumption per occupant and per square foot, and average outdoor temperature (Ashuri et al., 2019; Grösche, 2009; Lee, 2008; Lee & Lee, 2009; Molinos-Senante et al., 2016). The authors of this paper would like to argue that some of these measures, i.e., floor space and number of occupants, are not output results of energy consumption. They merely represent the inputs to the energy efficiency measurements. Moreover, the actual utilization in practice of energy efficiency indices like EUI and energy consumption per number of occupants (Fairey & Goldstein, 2016; Goldstein & Eley, 2014; Orvis et al., 2016, Xu et al., 2020) show that floor space and number of occupants in a building are, in fact, applied as inputs to energy efficiency indices. Therefore, a building’s space area and number of occupants must be considered
as input variables in DEA. Conversely, energy efficiency indices like energy consumption per square foot of space area and per occupant should be applied as output variables for the DEA models.

DEA Software Packages

In reviewing the literature sources, it was identified that only a handful number of papers discuss the usage of DEA-related analytics software applied for building energy efficiency. Yoon and Park (2017) describe using Matlab software in comparing building energy performance. Wang (2017) applies Excel Solver to run a DEA model for measuring and comparing building energy efficiency. Iliyasu et al. (2015) discuss different DEA packages including, for example, Excel-based DEA Solver and R-based rDEA software. While discussing these packages, they do not provide any comparison between these packages and do not identify which packages are commonly used in various industries. Daraio et al. (2019) review DEA tools for productivity and efficiency analysis based on the following software options: AMPL, GAMS, Mathematica, Matlab, R, SAS, and STATA. They also do not provide any comparison of these DEA tools or identify the most popular of them, but point out that a systematic comparison and assessment of the reviewed software could be an “interesting avenue for further research.”

Even with a rigorous literature search, the authors of this paper could not identify any literature source that would discuss applicability and efficiency of data analytics software and their DEA-related packages in measuring and comparing energy efficiency in buildings. It was not possible to identify which DEA-related package(s) is(are) recognized as most popular in building energy efficiency analysis. All this is also considered as one more gap in the existing DEA research on building energy efficiency.

METHODOLOGY

Based on the literature review and revealed gaps in DEA literature sources, the primary objective of this research is to identify the most effective DEA model(s) and associated data analytics software for measuring, comparing, and optimizing energy efficiency in buildings. This will require to analyze and compare energy efficiency in buildings by applying different DEA models, CCR and BCC, and various data analytics software.

The research methodology in this study includes the following steps:

1. Select a data set containing buildings' energy efficiency parameters.
2. Recognize DEA input/output variables.
3. Identify DEA models to be used for measuring, comparing, and optimizing building energy efficiency.
4. Choose data analytics software packages to apply the selected DEA models.
5. Identify and compare energy efficiency of buildings in the employed data set using the selected DEA models and analytics software packages.
6. Interpret the energy efficiency results and identify the most effective DEA model and analytics software package for energy efficiency optimization in buildings.

Step 1. In this research, the authors employ a data set that contains energy-related parameters of 17 buildings on a campus of a U.S. organization’s headquarters in the San Francisco Bay Area. For each building on this campus, the data set contains monthly building parameters like energy consumption, number of occupants, space area per building, and monthly energy cost. In addition, the data set incorporates some energy-related ratios including energy effective rate, consumption per occupant and per space. The summary statistics of the data set parameters are presented in Table 1.
Each building on the described campus has various square footage, number of occupants and energy usage, which leads to a significant variability of input and output energy measurements between the buildings. For example, the coefficient of variation (a ratio of standard deviation and mean) for consumption is 56.9%, for number of occupants – 37.7%, and for space area – 45.8%. A similar high variability exists between the buildings’ output variables (with exception of effective rate). All this is indicative of a variety of buildings and their energy parameters that are considered in this research. Therefore, the produced analytical results of measuring and comparing energy efficiency may be generalized for any campus with office buildings of various sizes, population, and energy parameters.

**Step 2.** Based on the previously made comments in the Literature Review about the input/output variables for DEA models, the following four input variables are selected for each building (Table 1):

- Energy consumption per month, kWh
- Number of occupants, units
- Space (floor) area, sq. ft.
- Energy cost per month, $.

Also, for each building, the following three output variables are identified (Table 1):

- Effective rate of energy consumption, $/kWh
- Energy consumption per occupant, kWh/occupant
- Energy consumption per square foot of space, kWh/sq. ft.

The introduced set of output variables truly reflect the nature of building energy efficiency outputs expressed by energy indices (ratios), whereas the set of inputs variables characterize the important building parameters that energy efficiency depends on.

Some DEA authors raise a concern that the usage of ratio variables, e.g., effective rate or consumption per occupant, may violate one of the main assumptions of an efficiency measure in DEA – the convexity axiom (Ashuri et al., 2019; Emrouznejad & Amin, 2009; Wang, 2017). However, this issue can be resolved by developing a modified CCR or BCC model that can incorporate ratio output or input variables (Sopko & Kocisova, 2018; Olesen et al., 2015; Olesen et al., 2017). Moreover, modern data analytics software packages for DEA can incorporate ratio variables in energy efficiency analysis without losing integrity of DEA results.

In a traditional DEA model, the goal is to maximize outputs relevant to their inputs. Contrary to that, the DEA output variables, e.g., effective rate ($/kWh) or consumption per occupant (kWh/Occupant), are those that actually need to be lower for achieving higher energy efficient buildings.
Therefore, these variables represent “undesirable outputs” in terms of the DEA model. Literature sources provide a number of approaches on how to deal with undesirable outputs that can be summarized into several major groups of methods: (a) ignoring undesirable outputs (Halkos & Polemis, 2018; Yang & Pollitt, 2009); (b) treating undesirable outputs as inputs (Jahanshahloo et al., 2005; Seiford & Zhu, 2002); and (c) transforming undesirable outputs into a desirable form (Fare & Grosskopf, 2004; Homayounfar et al., 2014; Scheel, 2001). In this research, the authors utilize two relatively simple ways of undesirable variable’s transformation: inverse transformation and min-max normalization.

The inverse transformation converts an undesirable output \( y_{rj} \) in formulations (1) or (2) into a desirable form by using the following formula:

\[
Y_{rj} = \frac{1}{y_{rj}} \tag{3}
\]

Applying these transformed variables in a DEA model, will maximize outputs \( Y_{rj} \), and, simultaneously, minimize the real output variables \( y_{rj} \), which would be required for efficient energy performance.

The min-max normalization allows to normalize output variables on a uniform scale using the minimum and maximum values of each output variable, \( \text{min}(y_{rj}) \) and \( \text{max}(y_{rj}) \):

\[
Y_{rj} = \left[ y_{rj} - \text{max}(y_{rj}) \right] / \left[ \text{min}(y_{rj}) - \text{max}(y_{rj}) \right] \tag{4}
\]

Based on formula (4), the values of outputs are normalized between 0 and 1 (0% and 100%). The smaller the value of \( y_{rj} \), the higher the value of \( Y_{rj} \). Thus, these normalized variables in a CCR or BCC model can be applied to identify proper efficiency measures for each DMU.

**Step 3.** The next step in this research is selection of the appropriate DEA model(s). The authors apply the CCR model with CRS in formulation (1) and the BCC model with VRS in formulation (2). The transformation of undesirable variables using the inverse transformation (3) and min-max utilization (4) are also utilized for both models.

**Step 4.** In this research, four analytics software options are being employed: Microsoft Excel, R, Python, and Matlab. All of them are popular software in modern business data analytics. They also contain specific packages or add-ins (in case of Excel) to run DEA-based models. In Excel, the authors utilize the Excel Solver add-in, which is applied for solving linear and non-linear optimization models. The R’s rDEA package is employed for both CCR and BCC models. The authors also apply the Python’s PyDEA package to run the discussed DEA models. In Matlab, the built-in package – Data Envelopment Analysis Toolbox (DEA Toolbox) – is utilized to perform the energy efficiency analysis with the same models and output variables.

The final **Steps 5 and 6** of this methodology on identifying and comparing buildings’ energy efficiency and interpreting results of this comparison are presented in the next section of this paper.

**ENERGY EFFICIENCY ANALYSIS AND INTERPRETATION OF RESULTS**

Based on formulations (1) and (2), the CCR and BCC models are run separately for all 17 DMUs using the respective inverse and min-max normalized output variables with different analytics software packages in Excel, R, Python, and Matlab (see Table 2).

As can be seen from Table 2, for each DMU, we apply four DEA software packages and four types of output variables, two variables for the CCR and two – for the BCC models. These lead to
The development of a set with 16 (4x4) efficiency scores for each of the 17 DMUs. The efficiency score of 1.0 represents a building’s optimal energy efficiency of 100%, and the score of less than 1.0 implies that the energy efficiency in a building is not optimal.

Table 2. Analytics software applications and DEA methods

| Analytics Software | Software Package (Add-in) | CCR Model | BCC Model |
|--------------------|---------------------------|-----------|-----------|
|                    |                           | Inverse Output Variables | Min-Max Normalized Output Variables | Inverse Output Variables | Min-Max Normalized Output Variables |
| MS Excel           | Excel Solver              | +         | +         | +         | +         |
| R                  | rDEA                      | +         | +         | +         | +         |
| Python             | PyDEA                     | +         | +         | +         | +         |
| Matlab             | DEA Toolbox               | +         | +         | +         | +         |

The summary of the DEA results for each DMU are presented in Table 3. In this table, the mean for each DMU is the average of the 16 efficiency scores for this DMU. A DMU’s standard deviation is the square root of the variance of this DMU’s 16 efficiency scores. Coefficient of variation (CV) in this case is a ratio (in %) of each DMU’s standard deviation and mean.

Table 3. Summary of DEA energy efficiency scores for DMUs

| DMU | Summary of DEA Results for DMU Efficiency Scores |
|-----|-------------------------------------------------|
|     | Mean    | Standard Deviation | Coefficient of Variation |
| 1   | 0.937   | 0.113              | 12.1%                     |
| 2   | 0.986   | 0.026              | 2.6%                      |
| 3   | 0.903   | 0.072              | 8.0%                      |
| 4   | 1.000   | 0.000              | 0.0%                      |
| 5   | 0.779   | 0.135              | 17.3%                     |
| 6   | 0.763   | 0.138              | 18.1%                     |
| 7   | 0.964   | 0.064              | 6.6%                      |
| 8   | 0.786   | 0.178              | 22.7%                     |
| 9   | 0.903   | 0.155              | 17.1%                     |
| 10  | 0.787   | 0.226              | 28.7%                     |
| 11  | 0.888   | 0.088              | 9.9%                      |
| 12  | 0.802   | 0.149              | 18.6%                     |
| 13  | 0.996   | 0.015              | 1.6%                      |
| 14  | 0.721   | 0.150              | 20.8%                     |
| 15  | 0.824   | 0.122              | 14.8%                     |
| 16  | 0.709   | 0.156              | 22.0%                     |
| 17  | 1.000   | 0.000              | 0.0%                      |
As can be seen from Table 3, there are only 2 DMUs, #4 and #17, for which the optimal energy efficiency score of 1 (100%) is the same with a standard deviation of 0 for all 16 efficiency scores of the DEA results. The rest of DMUs have the means of efficiency scores below 1. Their standard deviations and CVs vary from the lowest values of 0.015 and 1.6%, respectively, for DMU #13 to the highest values of 0.226 and 28.7% for DMU #10. Overall, this indicates that the DEA results in terms of the DMUs’ efficiency scores may widely differ across the DEA models and software packages applied in this research.

To further explore this variability (inconsistency) of the DEA results for each DMU, the analysis was done for the differences between the means of efficiency scores for the CCR and BCC models that were developed using all four software packages (Figure 1). The chart in Figure 1 shows that for most DMUs the means of efficiency scores, derived by the CCR and BCC models, are different. Moreover, the means of efficiency scores identified by the BCC models are mostly higher than the respective scores produced by the CCR models. In only two cases, for DMUs #4 and #17, these optimal scores are equal, which is similar to the means of efficiency scores for these DMUs in Table 3.

In addition to the chart in Figure 1, the two-sample T-test with unequal variances is applied to compare the CCR and BCC models’ mean efficiency scores for each DMU (Table 4). In this test, the hypothesized difference between the respective means is equal to 0 (the population means are statistically equal), with significance α of 0.05.

The P-values of lower than 0.05 for the two-tail T-test indicate the need to reject the zero-difference hypothesis, and thus the population means of the CCR and BCC models are not statistically equal. This is true for 13 out of 17 DMUs, which is the bulk portion of DMUs. For two DMUs, #11 and #13, the null hypothesis may not be rejected because the respective P-values are greater than 0.05. For two other DMUs, #4 and 17, the T-test was not applicable, because the standard deviations for these DMUs are equal to 0. The results of one-tail T-tests with P-values of less than 0.05 prove that a DMU’s efficiency from the BCC model is typically greater than the same DMU’s efficiency produced by the CCR model. This is also confirmed by several DEA literature sources (Coelli et al., 2005; Cooper et al., 2011; Grilo & Santos, 2015).
To further analyze the variability of the DEA results, the energy efficiency scores of all DMUs are compared for the CCR and BCC models with inverse outputs (see Figure 2). The examination of the charts in Figure 2 leads to a conclusion that the efficiency scores for DMUs are more consistent for the CCR model with inverse output variables. The respective chart in Figure 2 shows a variability of efficiency scores in only three DMUs, #9, #11 and #16. Contrary to that, the BCC model with inverse outputs produces less consistent efficiency scores for a number of DMUs. The variability of efficiency scores can be observed in 9 out of 17 (52.9% of the total) of DMUs, i.e., #3, #5-6, #8, #11-12, and #14-16. The evaluation of the charts in Figure 2 leads to another conclusion that the BCC models produce more DMUs with the efficiency scores of 1 (100%) than the number of these scores with the CCR models. This is another confirmation of the fact that a DMU’s efficiency from the BCC model is typically greater than or equal to the same DMU’s efficiency produced by the CCR model.

The assessment of efficiency scores for the CCR and BCC models with min-max normalized outputs (Figure 3) points to the same conclusions as those identified from the charts in Figure 2. In addition, both CCR and BCC models with min-max outputs tend to develop higher efficiency scores than the efficiency scores of the same models with inverse outputs in Figure 2. As can be also visualized from the charts in Figure 2 and Figure 3, the efficiency scores for DMUs are the more consistent (with least variability) for the CCR model with inverse output variables.

In applying each analytics package in this research, the goal was to be as consistent as possible in using the same models and input/output variables. However, there are some software-related differences in the way the DEA algorithms are developed and run in the respective analytics packages. For example, the Matlab’s DEA Toolbox utilizes a two-stage DEA optimization model and dual-simplex method for LP optimization (Alvarez et al., 2020), whereas the other three analytics software...
employ a one-stage DEA optimization with a standard (non-dual) simplex method (PyDEA, 2021; Simm, 2020; Zhu, 2014). The R’s rDEA package does not specify which form of the DEA model is used – Multiplier or Envelopment Form (Simm, 2020), while for the other three analytics software the traditional Multiplier Form of the DEA model is being applied. The Excel DEA model is formulated as a spreadsheet model and needs to be solved by running Excel Solver for each DMU (Zhu, 2014). Overall, the PyDEA library (PyDEA, 2021), with the number of possible options, methods, and algorithms used in DEA, is the most comprehensive and versatile DEA option among the analytics software used in this research. All these may contribute to the differences in the results presented in Figures 2 and 3.

To quantitatively measure a degree of consistency within DMU efficiency scores, the authors apply Cronbach’s $\alpha$ coefficient of internal consistency. It measures how closely related a set of items are as a group (Nunnally & Bernstein, 1994). In this research, the Cronbach’s $\alpha$ coefficients are used for the groups of DMU efficiency scores produced by the CCR and BCC models with inverse and min-max output variables that were run on Excel, R, Python, and Matlab (Table 5).

According to Nunnally and Bernstein (1994), a Cronbach coefficient of .70 or higher is considered acceptable in terms of internal consistency. Applying this criterion to the Cronbach’s $\alpha$ from Table
Figure 3. Efficiency scores for CCR and BCC models with min-max outputs

Table 5. Internal consistency (reliability) of DEA results

| Parameters            | Cronbach’s α Coefficients |
|-----------------------|---------------------------|
|                       | CCR Model | BCC Model |
| Inverse Outputs       | 0.997      | 0.848     |
| Min-Max Outputs       | 0.970      | 0.817     |
| Excel Solver          | 0.739      | 0.625     |
| R - rDEA              | 0.732      | 0.716     |
| Python - PyDEA        | 0.908      | 0.707     |
| Matlab - DEA Toolbox  | 0.719      | 0.660     |
5, it can be observed that internal consistency of both CCR and BCC models is higher than the acceptable level of 0.7. However, the highest values of those Cronbach’s α coefficients are associated with the CCR models, and, specifically, the CCR model with inverse output variables. This confirms the previously discussed results from the charts in Figures 2 and 3. Therefore, it can be concluded that in this research the CCR model with inverse outputs delivers the most consistent/reliable results with various software applied.

The data in Table 5 also provides information on Cronbach’s α coefficients for the four utilized software packages. These coefficients show that, for each software, the CCR models have higher consistency coefficients than those for the BCC models. In fact, for Excel and Matlab, the values of Cronbach’s α coefficients for the BCC models are below the acceptable level of 0.7. The highest consistency coefficient of 0.908 is achieved by the Python-based CCR model. The authors would also want to point out that the PyDEA is an open-source software, and thus there is no software license and maintenance fees attached to it. Contrary, there are associated license and maintenance fees for Microsoft Excel and Matlab, which makes these software packages more expensive. Overall, the Python’s PyDEA package appears to be in this research the most consistent (reliable) and effective analytics software package for DEA-based energy efficiency analysis and optimization in buildings.

CONCLUSION

The main objective of this research was to identify the most effective DEA model(s) and associated analytics software for measuring, comparing, and optimizing energy efficiency in buildings. This requires applying different DEA models and various analytics software. In this context, a variety of literature sources were reviewed to understand DEA methodologies, models, and input/output variables applied for buildings’ energy efficiency comparison.

Overall, the analysis of literature sources demonstrated that both CCR and BCC models are being applied in measuring energy efficiency in buildings. However, this literature search did not identify any discussion or comparison of these models for measuring building energy efficiency, which the authors considered as a gap in the existing DEA research. Another identified gap is that the commonly described in the literature sources DEA output variables like building floor space and number of occupants, should be, in fact, inputs in the DEA models. At the same time, frequently used in practice energy indices like energy consumption per square foot or per number of occupants, should be applied as output variables in DEA models. One more gap revealed from the literature review is associated with the lack of consideration for effectiveness and consistency of commonly applied DEA-related software packages in comparing and optimizing building energy efficiency.

Based on the recognized DEA gaps, a research methodology was developed to address and resolve these gaps. First, the four input and three output variables for DEA were identified that truly reflect the way that energy efficiency comparison and optimization are done in buildings. Second, the methodology continued with managing undesirable outputs by utilizing the inverse and min-max normalized output variables. Third, the decision was also made to apply both CCR and BCC models with four DEA-related analytics packages including Excel Solver, R’s rDEA, Python’s PyDEA, and Matlab’s DEA Toolbox.

The results of using these analytics packages indicated that the DMU’s efficiency scores are mostly varying across different models and software packages applied. In particular, the means of DMUs’ efficiency scores identified by the BCC models are mostly greater than the means of efficiency scores produced by the CCR models for the respective DMUs. The means of efficiency scores of all DMUs were compared for the CCR and BCC models with inverse outputs versus the same models with min-max normalized outputs. The comparison of these models by utilizing Cronbach’s α led to a conclusion that the DMUs’ efficiency scores are the most consistent with the CCR model, and, specifically, the CCR model with inverse output variables. In addition, the Cronbach’s α coefficients for the four applied analytics packages showed that the highest reliability coefficient appeared to be
for the CCR model run with the PyDEA package. It was therefore concluded that the CCR model with inverse output variables provided the most consistent/reliable results regardless of the software application utilized, with the Python’s PyDEA package being the most reliable and effective in terms of running the CCR model. Overall, based on the achieved reliability/consistency of the results and economic consequence of using Python-based software (open-source software with no fees), the authors recommended to apply the PyDEA package over other discussed analytics software for comparing and optimizing buildings’ energy efficiency.

The described in this paper results have important managerial implications in using the DEA models for measuring, comparing, and optimizing energy efficiency in buildings. First, the DEA model will be more effective and practice-oriented by introducing energy efficiency indices as DEA output variables and applying the space (floor) area and number of occupants as input variables. Second, the usage of the most reliable and effective DEA model and software package (PyDEA with CCR model and inverse output variables) will enhance the measurement, comparison, and optimization of energy efficiency in buildings. Finally, based on the best performing DEA model and software package, data analytics professionals can develop decision support systems (DSS) that will extend the usage of DEA models to end-users, e.g., building energy managers, engineers, and specialists.
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