The Cosmic Ultraviolet Baryon Survey (CUBS) IV: The Complex Multiphase Circumgalactic Medium as Revealed by Partial Lyman Limit Systems
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ABSTRACT

We present a detailed study of two partial Lyman limit systems (pLLSs) of neutral hydrogen column density N_{\text{HI}} \approx (1 - 3) \times 10^{16} \text{ cm}^{-2} discovered at z = 0.5 in the Cosmic Ultraviolet Baryon Survey (CUBS). Available far-ultraviolet spectra from the Hubble Space Telescope Cosmic Origins Spectrograph and optical echelle spectra from MIKE on the Magellan Telescopes enable a comprehensive ionization analysis of diffuse circumgalactic gas based on resolved kinematics and abundance ratios of atomic species spanning five different ionization stages. These data provide unambiguous evidence of kinematically aligned multi-phase gas that masquerades as a single-phase structure and can only be resolved by simultaneous accounting of the full range of observed ionic species. Both systems are resolved into multiple components with inferred \alpha-element abundance varying from [\alpha/\text{H}] = -0.8 to near solar and densities spanning over two decades from log n_{\text{H}}/\text{cm}^{-3} \approx -2.2 to \approx -4.3. Available deep galaxy survey data from the CUBS program taken with VLT/MUSE, Magellan/LDSS3-C and Magellan/IMACS reveal that the z = 0.47 system is located 55 kpc from a star-forming galaxy with prominent Balmer absorption of stellar mass M_{\text{star}} \approx 2 \times 10^{10} \text{ M}_\odot, while the z = 0.54 system resides in an over-dense environment of 11 galaxies within 750 kpc in projected distance, with the most massive being a luminous red galaxy of M_{\text{star}} \approx 2 \times 10^{11} \text{ M}_\odot at 375 kpc. The study of these two pLLSs adds to an emerging picture of the complex, multiphase circumgalactic gas that varies in chemical abundances and density on small spatial scales in diverse galaxy environments. The inhomogeneous nature of metal enrichment and density revealed in observations must be taken into account in theoretical models of diffuse halo gas.
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1 INTRODUCTION

Gas within the extended halos of galaxies, known as the circumgalactic medium (CGM), provides a novel view of the dominant physical
processes responsible for galaxy evolution. In addition to serving as the interface regulating gas exchange between galaxies and the intergalactic medium, the CGM provides unique clues about the nature of feedback from star formation, supernovae, and AGN activity within galaxies (see Tumlinson et al. 2017, Fox & Davé 2017, and Chen 2017 for recent reviews). The CGM is most readily observed via absorption in the spectra of background quasars, enabling detailed studies of various gas properties and their evolution with redshift. However, interpretation of such absorbers is limited without knowledge of the galactic environment to provide astrophysical context for the absorbers through comparisons of absorber and galaxy properties.

The circumgalactic medium is expected to span several orders of magnitude in density, including a cold (10^4 K) high-density phase and a volume filling diffuse hot phase with a temperature set by the gravitational potential of the halo (see, e.g. McCourt et al. 2012; Voit et al. 2017; Stern et al. 2019). Recent observations have confirmed aspects of these models, including finding gas occupying a wide range of temperatures and densities (see, e.g. Zahedy et al. 2019, 2021; Rudie et al. 2019). Zahedy et al. (2019) found the cold phase of the CGM in halos of z ~ 0.5 massive ellipticals to vary in both density and metallicity by over a factor of ten. Simulations demonstrate that, as a result of gas dynamics driven by accreting, outflowing, and recycling gas (van de Voort & Schaye 2012; Ford et al. 2014; Anglés-Alcázar et al. 2017; Oppenheimer et al. 2018; Hafen et al. 2019), these different phases are seen throughout galaxy halos rather than correlating strongly with distance from galaxy centers (Fielding et al. 2020), suggesting that accurate measurements of multiphase properties may be essential to understanding the physics that shapes the CGM and the galaxies it envelopes (Peeples et al. 2019).

However, observations of CGM absorption systems are often limited in a fashion that precludes analysis encapsulating the complexities introduced by the multiphase nature and varying abundances of the CGM. For example, Cooper et al. (2015) and Glidden et al. (2016) used unresolved spectra to study z ~ 3 Lyman limit systems (LLSs, systems with 17.2 ≤ log N_HI/cm^-2 ≤ 19.0), measuring bulk column densities of entire absorption complexes rather than components, and estimating gas properties based on these measurements. Most CGM infers abundance and abundances rely on such assumptions and they may yield bulk metallicity inferences comparable to the average metallicity of the various components that are blended together. However, recent work exploring detailed multi-component and multiphase photoionization modeling underlines the shortcomings in approaches that use such simplifying assumptions (Zahedy et al. 2019, 2021; Haislmaier et al. 2020; Sameer et al. 2021). These works demonstrate that gas at a wide range of densities and chemical abundances can be present within the same halo (see also D’Odorico & Petitjean 2001). Further, an absorption feature that appears to be a single discrete component may have contributions to the same ion from gas at multiple densities, suggesting either unresolved structure in the absorption profile, or varying densities within a single gaseous structure.

Absorbers with neutral hydrogen column densities of \( N_{HI} = 10^{15} - 10^{17} \text{ cm}^{-2} \) (partial Lyman limit systems, or pLLSs) are the most likely to represent a typical sightline through the CGM (Fumagalli et al. 2011; Faucher-Giguère et al. 2015; Hafen et al. 2017). Rudie et al. (2012) find that, at z ~ 2.5, around 90% of sightlines within 100 kpc of Lyman break galaxies contain a pLLS, along with weaker components. At lower redshifts, at least half of all pLLSs are within 300 kpc of galaxies (e.g., Chen & Mulchaey 2009; Tumlinson et al. 2013; Johnson et al. 2015; Prochaska et al. 2017, 2019; Chen et al. 2019a). Therefore, the distribution of LLS and pLLS metallicities provides significant insight into the nature of the CGM, even without corresponding galaxy data (Lehner et al. 2013; Cooper et al. 2015; Glidden et al. 2016; Wotta et al. 2019; Lehner et al. 2019).

However, our ability to interpret these LLS properties in the lens of galaxy formation and evolution is greatly enhanced by connecting individual absorbers with their galactic environments. Early studies suggest metallicity gradients, decreasing with distance from the ISM to CGM (Chen et al. 2005; Christensen et al. 2014; Péroux et al. 2016), and continuing to decline until reaching abundances typical of the outskirts of halos and into the intergalactic medium (IGM; Simcoe et al. 2006), although such conclusions require refinement as samples are small (\( N_{gal} \approx 6 \)). Relative abundance gradients have also been discovered, with CGM gas in both quiescent and star-forming galaxies having increased \( \alpha \)-element abundances, relative to Fe, at larger galactocentric radii (Zahedy et al. 2017). This evidence of less chemical maturity in the outskirts of halos suggests increased star-formation driven enrichment within the inner halo and/or greater dilution of the outer halo by accretion of gas with more chemically primitive abundance patterns (e.g., Pei & Fall 1995; Rauch et al. 1997; Muratov et al. 2017). A heuristic picture of gas dynamics with metal-poor accretion along the major axes and enriched outflowing gas along minor axes (e.g. van de Voort & Schaye 2012; Péroux et al. 2020) is challenged by observations demonstrating CGM metallicities appear to not be strongly azimuthally dependent (Péroux et al. 2016; Pointon et al. 2019; Kacprzak et al. 2019; but see Wendt et al. 2021). Robust absolute and relative chemical abundance measurements considered jointly with galactic context are key to understanding the mechanisms that drive such relations.

In addition to identifying a plausible host-galaxy at the redshift of an absorber, further environmental context can be obtained by conducting a survey to measure redshifts of all nearby galaxies likely to be at the same redshift. Since the CGM conducts gas between galaxies and the intergalactic medium, it is likely to be sensitive to the galaxy environment. Mina et al. (2020) demonstrate the impact of feedback from nearby galaxies on halo gas, with larger galaxies suppressing star-formation in their dwarf neighbors. Several recent works have demonstrated that many absorbers likely arise from complex galaxy structures and galaxy groups, not simply single galaxies evolving in isolation (Péroux et al. 2019; Hemanowicz et al. 2020; Chen et al. 2020; Narayanan et al. 2021). The high incidence of CGM gas within the virial halos of isolated dwarf galaxies (Johnson et al. 2017), coupled with the recent identification of a dwarf galaxy at small projected separation from an absorber initially thought to be associated with a massive galaxy over 300 kpc away (Muzahid et al. 2015; Nateghi et al. 2021), highlights the need for deep galaxy spectroscopy to fully characterize the galactic environment, critical to understanding the true nature of CGM absorbers.

The Cosmic Ultraviolet Baryon Survey (CUBS) is an effort to conduct such a galaxy census in the foreground of 15 z ~ 1 quasars, primary focusing on CGM studies at redshifts between z = 0.4–0.8 (see Chen et al. 2020, hereafter CUBS I). The CUBS galaxy survey is designed with a tiered approach such that it is deepest and most complete at smaller impact parameters, intending to ensure that relevant lower-mass galaxies are not overlooked in favor of L* galaxies, while exploring the broader galactic environment traced by brighter galaxies (see §2.2 and Boettcher et al. 2021, hereafter CUBS II). In this work we examine all components of two pLLSs at z = 0.47 and 0.54, as early CUBS results, along the line-of-sight to QSO J011035.51-164827.70 (hereafter J0110-1648) at \( z_{QSO} = 0.7823 \).

At z ~ 0.5, the UV spectra observed for CUBS span a wide range of ionization states, necessary to explore the multiphase properties of
the CGM. For example, transitions of comparable strength of all oxygen ions up to O$^{4+}$ are covered, excepting O$^{4+}$, allowing us to examine multiple ionization phases of the CGM without relying on comparisons between different elements, avoiding ambiguities resulting from possible variation in relative chemical abundances. Additionally, the ability to resolve distinct absorbing components reveals the inhomogeneities in ionization state between discrete gaseous structures within a single halo. Leveraging the broad coverage of both ionization states and elements in our data, our analysis focuses on determining which gas properties can be robustly obtained, in light of the complexity and ambiguities inherent in such analyses. We show that combining observed pLLS properties with the galactic environment revealed by the accompanying galaxy survey provides new insight into the connection between galaxies and the diffuse IGM. Notably, the two pLLSs studied here have remarkably different galactic environments, with one within 100 kpc of a galaxy with few neighbors, and the other having no $L_*$ galaxy within 300 kpc, but over 20 galaxies within 2 Mpc.

The remainder of the paper is structured as follows. In §2 we discuss the data quality and characteristics. In §3 we discuss the methodology used to measure kinematics and column densities, and the approach taken to photoionization modeling. Details specific to each absorption component, including the reliability of measurements and inferred properties, are given in §4. For readers less interested in the details of photoionization analysis, Section §5 summarizes the derived densities and abundance patterns and presents inhomogeneities in ionization state between discrete gaseous structures. In §5 we also discuss the data quality and characteristics. In §3 we discuss the methodology used to measure kinematics and column densities, and the approach taken to photoionization modeling. Details specific to each absorption component, including the reliability of measurements and inferred properties, are given in §4. For readers less interested in the details of photoionization analysis, Section §5 summarizes the derived densities and abundance patterns and presents inhomogeneities in ionization state between discrete gaseous structures. In §5 we also discuss the data quality and characteristics.

2 DATA

In this Section we present the far-UV and optical echelle spectra of QSO J0110–1648 and accompanying galaxy data, obtained as part of the CUBS program. The CUBS program design and data are discussed in CUBS I; here we describe the data characteristics for J0110–1648 relevant to the two pLLSs.

2.1 Spectra of QSO J0110–1648

We acquired far-ultraviolet spectroscopy of J0110–1648 with spectral coverage from $\lambda = 1100 – 1800\AA$ using the Cosmic Origins Spectrograph (COS; Green et al. 2012) aboard the Hubble Space Telescope (HST) during Cycle 25 (GO-CUBS; PID 15163; PI Chen). To achieve continuous spectral coverage, we take spectra using the G130M grating with two central wavelength settings (total $t_{\text{exp}} = 15320$ s) and the G160M grating with four central wavelengths (total $t_{\text{exp}} = 19802$ s), yielding a median signal-to-noise per resolution element of $(S/N)_{\text{resel}} \sim 31$. For our analysis, we adopt the COS Lifetime Position 4 line-spread function (Fox et al. 2018), which is non-Gaussian with extended wings. Resolution elements have a full width at half-maximum (FWHM) of approximately $v_{\text{FWHM}} \sim 21$ km s$^{-1}$.

High-resolution ($v_{\text{FWHM}} = 8$ km s$^{-1}$) optical spectroscopy was obtained with the Magellan Inamori Kyocera Echelle (MIKE, Bernstein et al. 2003) spectrograph on UT 2018-11-01, with a $0.7''$ slit with $2 \times 2$ binning. With a total $t_{\text{exp}} = 1800$ s we achieved $(S/N)_{\text{resel}} \sim 25$ at $\lambda = 4000$ Å (corresponding to the Mg $\text{II}$ at 2796, 2803 doublet at $z \sim 0.5$), and $(S/N)_{\text{resel}} \sim 10$ at $\lambda = 3500$ Å (Fe $\text{II}$ 2382 Å).

The high-resolution COS FUV and optical echelle spectra together enable studies of resolved component structures within individual absorption systems. In particular, the optical echelle spectrum informs analysis of the FUV spectra (see §4). Further details on the observations and reduction process of both spectra can be found in CUBS I.

2.2 Galaxy Redshift Survey

A defining characteristic of the CUBS program is quasar selection that is agnostic with respect to nearby galaxies; rather than selecting quasars probing the CGM of particular galaxies, quasars are selected based on observability. Quasars are selected using NUV magnitudes, to select bright QSOs without biasing against LLSs that attenuate FUV magnitudes. The main goal of the galaxy survey is to obtain redshifts for as many galaxies at $0.4 < z < z_{\text{QSO}}$ with impact parameters $d \leq R_{\text{vir}}$ as possible, while minimizing the potential to introduce biases via target selection. With this in mind, the CUBS galaxy survey is designed as a three-tiered approach, with deeper and
denser coverage of galaxies at smaller angular separation from the central quasars, enabling a complete view of the galaxy environment of the absorbers. We provide a summary of the galaxy survey here, and discuss observations relevant to J0110–1648; future works will provide details of the whole survey.

The ultradeep component of the redshift survey covering the inner 1′ × 1′ region consists of VLT/MUSE (Bacon et al. 2010) wide-field mode, adaptive optics assisted observations (program ID 0104.A-0147, PI:Chen). For J0110–1648, spectra were taken over two observing blocks on November 21–22, 2020, each consisting of 3 × 900 s exposure, for a total $\text{t}_{\text{exp}} = 5400$ s and a mean FWHM of 0.6′. The data cube reaches a photometric limiting magnitude in pseudo-galaxies at $L_{\text{Magellan/LDSS-3C}}$ in multislit mode, targets that are generally fainter than the thresholds of the wider survey components (10^8 $< M_\star/\text{M}_\odot < 10^9$), out to about 200 kpc, depending on redshift. PSF subtraction of the QSO light enables galaxy identification down to impact parameters of ~ 8 kpc, although no galaxy is identified within the QSO PSF in this field. The MUSE cubes are reduced with a combination of the standard pipeline (Weilbacher et al. 2014) and CUBEXTRACTOR (described in Cantalupo et al. 2019).

The deep and narrow component, conducted with Magellan/LDSS-3C in multislit mode, targets L $> 0.1$ L⊙ galaxies at $z < 1$ within 1′ in angular radius of the quasar sightline (corresponding to 370 kpc at $z = 0.5$). Candidate galaxies are selected based on $g - r$ and $r - H$ colors, to a depth of $r = 24$ mag (see also CUBS II). Guided by the Ultra-VISTA survey (Muzzin et al. 2013), we estimate this selection identifies over 80% of galaxies with $M_\star > 10^{10}$ M⊙ at 0.4 $< z < 0.8$, and over 50% at $z = 1.0$, while excluding most higher-redshift galaxies. To select galaxies for spectroscopic follow-up, we obtained deep $r$- and $g$-band imaging using the Inamori Magellan Areal Camera and Spectrograph (IMACS, Dressler et al. 2011), and $H$-band imaging with the FourStar Infrared Camera (Persson et al. 2013), both on the Magellan/Baade telescope. LDSS-3C spectra are taken with the VPH-All (400 l/mm) grism using 1″ wide slits, resulting in a spectral resolution of $R = 650$. The LDSS-3C spectroscopy of galaxies in the J0110–1648 field was taken on December 10–11, 2018 and October 27–29, 2019 in 0.6–0.8″ seeing.

The wide and shallow portion of the survey, performed with Magellan/IMACS, targets L⊙ galaxies with projected distances within several Mpc from the quasar, motivated by the similarity of clustering properties between H I absorbers and galaxies found in previous cross-correlation studies of galaxies and absorption systems (e.g., Chen & Mulchaey 2009). IMACS spectra are taken with the short (f/2) camera, which has a 15′ radius field of view (5.5 Mpc at $z = 0.5$), using the 150 l/mm grism and 1″ wide slits, which yields a spectral resolution of $R = 550$. The IMACS spectroscopy of galaxies in the J0110–1648 field was taken on October 8 and November 7–9, 2018, in 0.5–0.6″ seeing.

Both sets of Magellan galaxy spectra are reduced using the CDPMap routine within the CarPy python distribution, implementing the methods outlined in Kelson et al. (2000) and Kelson (2003). Redshift measurements are performed by constructing best-fitting (minimum $\chi^2$) model spectra from linear combinations of SDSS-III BOSS eigenspectra (Bolton et al. 2012), at redshift intervals of $\Delta z = 0.0001$. The resultant redshift is that with the overall lowest $\chi^2$, subject to visual verification and masking of contaminated wavelengths performed independently by at least two separate team members. For a small number of galaxies observed for other purposes where we have higher-resolution MagE spectra in addition to LDSS3 or IMACS spectroscopy, we find that redshifts measured from either lower-dispersion Magellan instrument agree with those measured with MagE to within $\Delta z/\text{z} \sim 10^{-3}$. For objects with a single emission line, we infer a small set of potential redshifts based on typical transitions, such that they can be ruled out as associated with absorbers at other redshifts.

Here we briefly summarize the characteristics of the galaxy survey around QSO J0110–1648; further details will be provided in a future publication describing the full galaxy survey. We obtain secure redshifts for 882 galaxies within 1′ of the quasar, with 861 at $z < z_{\text{QSO}} = 0.7823$. Focusing on the inner 1′ region, there are 45 galaxy candidates, 30 of which meet our color-selection criterion. Secure redshifts are identified for 23 of these color-selected galaxies. Ten out of fifteen non-color selected galaxies have secure redshifts, only one of which has $0.4 < z < 0.8$. In total, we identify 16 (41) foreground galaxies with impact parameters $d < 200$ (300) kpc.

Figure 1 shows the galaxies identified around J0110–1648, overlaid on a composite Magellan/FourStar H-band and VLT/MUSE pseudo-r-band image. The resolution of the Magellan spectra is insufficient to resolve the [O II] $\lambda\lambda 3727, 3729$ doublet, leaving the redshifts of some galaxies with a single emission line and no detected absorption features ambiguous. For this work, single lines are sufficient to determine such galaxies are not at either redshift of interest within a projected distance of 1 Mpc. These galaxies are indicated with black crosses. The galaxies highlighted in cyan and green are within 500 km s$^{-1}$ of the $z = 0.47$ and 0.54 pLLSs, respectively. Notably, these two pLLSs have remarkably different galactic environments, as we describe in §5.

3 METHODOLOGY

To investigate the physical properties of the two pLLSs along the line of sight to J0110–1648, we perform a Voigt profile analysis to characterize the multi-component velocity structure and measure column densities. In addition, we carry out detailed photoionization analyses to measure chemical abundances and densities of individual components. In this section we describe the steps we take for these analyses. For the rest of this paper, we refer to singly-ionized species as ‘low-ionization’ and triply-ionized as ‘high-ionization,’ unless otherwise stated.

3.1 Voigt Profile Analysis of Resolved Component Structure

Absorption components are fit, using custom software, with Voigt profiles parameterized by a velocity centroid $\Delta v_t$, column density $N_t$, and Doppler broadening term $b_t$. An additional parameter necessary to include in our fitting routine is a wavelength shift for the COS spectrum around lines of interest, accounting for slight wavelength calibration issues that are typical with COS (e.g., Wakker et al. 2015). These corrections are typically below 3 km s$^{-1}$, except for the edges of the spectrum (i.e., Lyman $\alpha$ at $z = 0.47$ occurs at $\lambda = 1787$ Å and requires a 10 km s$^{-1}$ adjustment.)

Velocities are measured relative to the strongest H I component (placed at $\Delta v = 0$), and relative offsets are shared by all ions for a given component. To determine $\Delta v_t$ for discrete absorption components, we first fit the centroids of lines present in the higher-resolution MIKE spectrum. At $z \sim 0.5$, the only strong absorption lines at optical wavelengths are low-ionization lines that tend to trace denser gas, such as the Mg II doublet. The posteriors of these fits are then

1 We refer to targets as galaxy candidates because they may also be stars. We use DES classifications for star-galaxy separation for objects with $r < 22.5$. 
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| Ion  | log \(N_{\text{c1}}/\text{cm}^{-2}\) | \(b_{\text{c1}}\) \(^b\) | log \(N_{\text{c2}}/\text{cm}^{-2}\) | \(b_{\text{c2}}\) | log \(N_{\text{c3}}/\text{cm}^{-2}\) | \(b_{\text{c3}}\) | log \(N_{\text{c4L}}/\text{cm}^{-2}\) | \(b_{\text{c4L}}\) | log \(N_{\text{c4H}}/\text{cm}^{-2}\) | \(b_{\text{c4H}}\) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| H\(^i\) | 16.03 \(+0.02\) | 20.9 \(+1.4\) | 15.10 \(+0.04\) | 22.5 \(+2.4\) | 14.53 \(+0.08\) | 34.5 \(+3.0\) | 15.14 \(+0.03\) | 43.5 \(+0.5\) | \ldots | \ldots |
| C\(^i\) | 13.26 \(+0.06\) | 16.3 \(+6.0\) | 13.21 \(+0.08\) | 11.0 \(+7.3\) | 13.47 \(+0.14\) | \ldots | 8.1 \(+7.2\) | \ldots | \ldots | \ldots |
| C\(^iii\) | 13.72 \(+0.02\) | 30.3 \(+1.6\) | 13.14 \(+0.18\) | 13.7 \(+4.9\) | 13.69 \(+0.05\) | 19.2 \(+1.5\) | 13.3 \(+0.62\) | 13.63 \(+0.07\) | \ldots | \ldots |
| N\(^ii\) | \(< 13.03\) (O\(^ii\)) \(^b\) | \(< 12.94\) (O\(^i\)) | \(< 13.03\) (O\(^ii\)) | \(< 13.11\) (O\(^i\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| N\(^iii\) | \(< 13.26\) (O\(^iii\)) | \(< 13.32\) (O\(^iii\)) | 13.38 \(+0.05\) | 22.9 \(+7.5\) | 13.71 \(+0.09\) | \ldots | \ldots | \ldots | \ldots | \ldots |
| N\(^iv\) | \(< 12.72\) | \(< 13.14\) (O\(^i\)) | 13.63 \(+0.05\) | 25.6 \(+4.6\) | \ldots | \ldots | 15.3 \(+0.17\) | 12.8 \(+6.1\) | \ldots | \ldots |
| O\(^i\) | \(< 13.24\) (O\(^i\)) | \(< 13.37\) (O\(^i\)) | \(< 13.42\) (O\(^i\)) | \(< 12.93\) (O\(^i\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| O\(^ii\) | 13.74 \(+0.05\) | 14.6 \(+3.5\) | 12.93 \(+0.26\) | 17.2 \(+8.7\) | 14.11 \(+0.14\) | \ldots | 13.5 \(+0.06\) | 7.6 \(+2.7\) | \ldots | \ldots |
| O\(^iii\) | 14.22 \(+0.05\) | 32.7 \(+5.7\) | 13.97 \(+0.21\) | 29.0 \(+12.2\) | 13.94 \(+0.12\) | 12.0 \(+5.8\) | 13.8 \(+0.21\) | \ldots | \ldots | \ldots |
| O\(^iv\) | 14.05 \(+0.05\) | 28.6 \(+8.4\) | 13.61 (O\(^iii\)) | 14.46 \(+0.03\) | 23.5 \(+2.9\) | \ldots | \ldots | \ldots | \ldots | \ldots |
| O\(^vi\) | 13.95 \(+0.05\) | 53.9 \(+9.1\) | 13.96 \(+0.06\) | 43.8 \(+6.0\) | \ldots | \ldots | 14.25 \(+0.02\) | 56.4 \(+3.9\) | \ldots | \ldots |
| Si\(^ii\) | \(< 12.50\) (Mg\(^ii\)) | \(< 12.46\) (Mg\(^ii\)) | \(< 12.52\) (O\(^iii\)) | \(< 12.90\) (Mg\(^ii\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| Si\(^iii\) | 12.83 \(+0.07\) | 24.6 \(+7.8\) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| Si\(^iv\) | \(< 13.31\) (O\(^iii\)) | \(< 13.11\) (O\(^iii\)) | \(< 13.05\) (O\(^iii\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| S\(^v\) | \(< 12.16\) | \(< 12.41\) (O\(^iv\)) | \(< 12.50\) (O\(^iv\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| S\(^vi\) | \(< 12.64\) | \(< 12.91\) (O\(^iv\)) | \(< 12.80\) (O\(^iv\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| Mg\(^i\) | \(< 11.27\) (Mg\(^i\)) | \(< 10.90\) (Mg\(^ii\)) | \(< 11.19\) (O\(^iii\)) | \(< 11.10\) (Mg\(^ii\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |
| Mg\(^ii\) | 11.85 \(+0.07\) | 8.7 \(+2.6\) | 11.66 \(+0.09\) \(-0.10\) | \(< 7.6\) (3.7) \(^c\) | \(< 11.68\) (O\(^iii\)) | \(< 12.0\) \(+0.05\) | 3.3 \(+1.0\) | \ldots | \ldots | \ldots |
| Fe\(^ii\) | \(< 12.18\) (Mg\(^ii\)) | \(< 12.12\) (Mg\(^ii\)) | \(< 12.29\) (O\(^iii\)) | \(< 12.26\) (Mg\(^ii\)) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |

\(^a\) Δν and b are in units of km s\(^{-1}\).

\(^b\) Parentheses indicate column density was obtained by drawing the Doppler parameter from the posterior distribution of listed ion.

\(^c\) 7.6 km s\(^{-1}\) is a 3-sigma upper limit while the value listed in parenthesis is the best-fit value corresponding to the listed column density.

---
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Table 1. Column densities measured with the Voigt profile fit to the partial Lyman Limit System at \(z = 0.4723\).
used as priors when finding both wavelength adjustments in the COS spectrum and centroiding additional components only detected in H I and higher ionization lines.

The Doppler parameter $b_i$ for a component can be parameterized by a single temperature and turbulent broadening term $b_i$, with the resultant broadening term for each ion being $b_{T,ion}^2 = b_i^2 + 2kT_i/m_{ion}$. We find that this enables fitting of pLLS at $z = 0.54$, but results in inadequate fits for the $z = 0.47$ absorber, so we opt to fit the Doppler parameter for each ion independently for the $z = 0.47$ pLLS. The lower redshift absorber has a more complex velocity structure, so we attribute this to blended density phases and/or unresolved components (see §4.1).

The absorber at $z = 0.47$ and the Voigt profile components are shown in Figure 2. We identify at least six distinct H I components, with metal-bearing components at $\Delta v_{1,2,3,4} = 0, +36, +56, +191$ km s$^{-1}$ and only H I detected at $\Delta v_{5,6} = -41, +274$ km s$^{-1}$, respectively. While the H I component velocity centroids span 315 km s$^{-1}$, detected metals only span 190 km s$^{-1}$ since neither the bluest nor reddest component has associated metal lines. Components 1 (the dominant component with log $N_{H I}/cm^{-2} = 16.03$), 2, and 4 have detected low-ionization species, with Mg II detections$^2$ allowing for precise redshift measurements. While all three also have O II and O III detections, only components 1 and 4 have O IV. Similarly, component 3, in the middle

$^2$ Component 2 is only well-detected in the stronger 2796 Å Mg II transition; however, it is corroborated by a more-significant C II detection.
The absorber at \( z = 0.54 \), shown in Figure 3, is comparatively simpler, with only three \( \text{H} \)\(_{i} \) components. The strongest \( \text{H} \)\(_{i} \) absorber (\( \log N_{\text{HI}}/\text{cm}^{-2} = 16.51 \)) is at \( z_{1} = 0.531288 \)\(^{3} \). A more highly ionized component at \( \Delta v = 19 \ \text{km s}^{-1} \) contains a suite of metal ions (see §4.7 for a discussion on the necessity of this component), while at \( \Delta v = 90 \ \text{km s}^{-1} \) an absorber of comparable \( N_{\text{HI}} \) has no corresponding metal absorption lines aside from \( \text{O} \)\(_{i} \), indicating variation in abundances and/or density between these two clouds. Column density measurements for this pLLS and the associated absorbers are given in Table 2. As detailed in the following discussion, the component structure of the low-density gas is poorly constrained by the data, such that measurements of doubly-ionized lines are somewhat model dependent in c1 and c2.

For all absorbers presented herein, Voigt profile fits are performed using a Markov chain Monte Carlo (MCMC) code, using the emcee package (Foreman-Mackey et al. 2013) as a framework in which we define a likelihood function of \( \ln L \propto -\chi^{2} \). We adopt the median of the posterior distribution as the reported value for each model parameter, with 68\% credible intervals used to approximate 1\( \sigma \) errors (see Tables 1 and 2). These uncertainties are marginalized over blending with other components or absorption due to other ions, and in a few instances non-Gaussian posteriors when \( b \) is very small or lines are potentially saturated. We note that there is additional model uncertainty due to potential blending with additional unresolved components (or \( \text{H} \)\(_{i} \)), which is considered in interpreting models of the absorbers. Potential saturation manifests as a ‘tail’ towards large column-densities in posterior distributions, in which case we adopt the 0.05 percentile of the column density posterior distribution as a lower-limit (corresponding to 3\( \sigma \)). We do not include undetected lines in the initial fit; instead, we run a second iteration with

\(^{3} z_{1} = 0.531288 \pm 0.000001 , \text{based on the } \text{Mg} \ ii \text{ and } \text{Fe} \ ii \text{ profiles.} \)
Table 2. Column densities measured with the Voigt profile fit to the partial Lyman Limit System at $z = 0.5413$.

| Component 1 | Component 2 | Component 3 |
|-------------|-------------|-------------|
| $\Delta v_{c1} = 0.0^{+0.2}_{-0.0}$ | $\Delta v_{c2} = 19.0$ | $\Delta v_{c3} = 89.7^{+3.1}_{-3.3}$ |
| $b_{c1} = 5.6^{+0.5}_{-0.5}$ | $b_{c2} = 12.7^{+6.9}_{-6.2}$ | $b_{HI}\u{32}c3 = 33.4^{+0.4}_{-0.4}$ |
| log $T_{c1} = 3.5^{+0.01}_{-0.01}$ | log $T_{c2} = 5.3^{+0.15}_{-0.14}$ | ... |
| $\text{H} I$ | $16.51^{+0.02}_{-0.02}$ | $14.41^{+0.09}_{-0.14}$ |
| $\text{C}$ | $14.21^{+0.19}_{-0.16}$ | $13.91^{+0.04}_{-0.04}$ |
| C III$^a$ | $> 14.66 (15.36^{+0.22}_{-0.31})$ | $13.07^{+0.06}_{-0.07}$ |
| N IV | $13.94^{+0.11}_{-0.09}$ | $< 13.27$ |
| N III | $14.40^{+0.13}_{-0.11}$ | $< 13.21$ |
| Si II | $13.94^{+0.24}_{-0.22}$ | $< 12.86$ |
| O II | $14.76^{+0.14}_{-0.13}$ | $< 13.37$ |
| O III | $14.88^{+0.29}_{-0.31} (> 14.36)$ | $< 13.37$ |
| O VI$^b$ | $13.25^{+0.09}_{-0.08}$ | $< 13.06$ |
| Si II | $< 13.89$ | $< 13.65$ |
| S II | $13.07^{+0.07}_{-0.07}$ | $< 12.60$ |
| S III | $13.97^{+0.10}_{-0.10}$ | $< 12.65$ |
| S IV | $12.59^{+0.21}_{-0.31}$ | $< 12.80$ |
| S V | $12.38^{+0.18}_{-0.26}$ | $< 11.27$ |
| S VI | $< 12.57$ | $< 11.76$ |
| Mg I | $11.46^{+0.05}_{-0.06}$ | $< 12.11$ |
| Mg II | $13.19^{+0.11}_{-0.09}$ | $< 12.19$ |
| Fe II | $12.65^{+0.04}_{-0.04}$ | $< 12.19$ |

$^a$C III is likely saturated in c1. We use the lower limit value in the analysis; the maximum likelihood value is given in parenthesis. We use a lower limit for c2 as well, since the fit may be affected by saturation in c1.

$^b$O VI Doppler parameters are fit independently. We find $b_{OVI,c1} = 27.0^{+10.5}_{-8.5}$, $b_{OVI,c2} = 41.3^{+17.5}_{-8.5}$, $b_{OVI,c3} = 41.8^{+11.7}_{-8.5}$.

$^c$ $\Delta v$, $b_c$, and $T$ are in units of km s$^{-1}$, km s$^{-1}$, and K, respectively.

the posteriors from the first iteration set as the priors for detected lines, and for non-detections assume as $b$-priors the posterior of a relevant detected ion. We adopt for these the 99.5th percentile as an upper-limit (again, corresponding to $3\sigma$).

3.2 Photoionization Analysis

We determine gas properties for each absorption component by comparing to models constructed with Cloudy (Ferland et al. 2013). Absorbers are modeled as discrete clouds subject to an external ionizing radiation field, with metal abundance patterns allowed to vary relative to Solar. We use the ultraviolet background radiation (UVB) field prescription from Faucher-Giguère (2020). This UVB model includes contributions from galaxies and AGN, and was calibrated to a number of recent empirical constraints. We note that the choice of UV background is motivated by its agreement with recent measurements of the $z < 1$ neutral hydrogen photoionization rate, $\Gamma_{HI}$, and that the abundances derived are robust to variation of the UVB model (see CUBS III; Chen et al. 2018; Zahedy et al. 2019).

Photo-ionization (PI) models are calculated over a grid of densities ($n_H$) and chemical abundances. The models assume a solar relative abundance pattern; the effect of assuming a reasonable, different abundance pattern is negligible to the ionization fractions of various species, so we introduce varying relative abundances in the comparison step. Since our observations trace elements that span a variety of nucleosynthetic pathways, from core-collapse supernovae (O, Mg), Type Ia supernovae (Fe), and long lived stars (C, N), we do not require metals to have a solar abundance pattern. All abundances are allowed to vary independently, with the exception of the $\alpha$-elements (O, Mg, Si, and S), which we assume to have a fixed, solar ratio. For brevity, we refer to the corresponding list of elemental abundances as $\{X/H\}$. We construct likelihood contours in across densities and abundances with the likelihood function:

$$\ln L (n_H, \{X/H\}) = \sum_{ions} (N_{obs} - N_{model})^2 / \sigma_N^2$$

and resulting ionic column densities are input into a Markov-Chain Monte Carlo calculation (implemented using emcee, Foreman-Mackey et al. 2013), along with $N_{HI}$. Although the Mg I 2852Å line is well detected we exclude it from photoionization analysis because the dielectric recombination rate is not well known, resulting in possibly inaccurate model predictions (see discussion in Churchill et al. 2003). This uncertainty is negligible for Mg ii; since $N_{Mg II}/N_{Mg I} \geq 10 - 10^2$ at densities of interest, a modest change to the ionization fraction of Mg I minimally affects $N_{Mg II}$.

To elucidate the MCMC results, we display contours of constant likelihood in the ($n_H, [X/H]$) plane for different elemental abundances $X$, at the central $N_{HI}$ value measured; since the absorbers considered in this paper with appreciable uncertainty in $N_{HI}$ are optically thin, changing $N_{HI}$ within these uncertainties corresponds largely to an equivalent shift in metallicity, although metal-line cooling begins to become an important factor at metallicities approaching solar.

Observations of a single element across a range of ionization states should in principle provide higher confidence in the fidelity of PI modeling results, with the density of the gas simply that which reproduces the relative fractions of the different ions, without requiring any assumptions about relative abundances. Figure 4 shows example contours corresponding to the 68 and 95% credible intervals in density and abundance within which photoionization models of a single-phase gas can produce the observed column densities. Intersections between model contours for different ionization states indicate the physical conditions where observations can be explained by a single-phase solution.

For the two absorption components shown (unrelated and at different redshifts), the best-fitting densities and abundances inferred from $N_{II}$ and $N_{III}$ (or $O_{II}$ and $O_{III}$) column densities yield $N_{IV}$ ($O_{IV}$) predictions over one order-of-magnitude below the observed value. In the example using $N_{II}$, the 95% credible intervals all overlap, suggesting a single-phase solution may be plausible. Moreover, the derived $[N/H]$ is robust with respect to whether or not $N_{IV}$ is included. However, the nitrogen measurements alone cannot distinguish between a scenario where there is a single phase, and one in which there are contributions to $N_{II}$ from a high-density phase containing $N_{IV}$ and a low-density phase containing $N_{IV}$. In §4.6, we show that considering all elements favors a multiphase solution.

For the other absorber, where we use measurements of oxygen ions, the only way to reconcile the various column densities is to posit that the singly- and triply-ionized species are not in a single, uniform density gas cloud. The most plausible explanation is rather that we are observing at least two different gaseous absorbers, with similar kinematic profiles that are not resolved in the COS data, with one higher-density component hosting the singly-ionized gas and the other lower-density component hosting the triply-ionized gas. This scenario typifies what we refer to as ‘multiphase’ absorbers.

$^4$ We note that single phase non-equilibrium models such as rapidly cooling gas (e.g., Gnat & Sternberg 2007; Oppenheimer & Schaye 2013a) and fluctu-
While multiple phases are often necessary to explain observed data, these considerations introduce additional complexity that can make interpretation of results challenging. For example, since the ionization fraction of neutral hydrogen is much smaller in the high-ionization phase, we expect the bulk of the observed $\mathrm{H\,I}$ to correspond to the low-ionization phase. Resultantly, splitting $\mathrm{H\,I}$ column density between several phases (when only a single component is evident in the data) generally yields metallicities for the high ionization phases that are highly model/prior dependent and presenting abundances simply based on posteriors can be misleading. Our goal with this analysis is to determine not only gas properties of the absorbers, but to gauge the extent to which various properties can be robustly determined. Knowing that these absorbers are inherently a blend of multiple components, one can attempt fit the data directly with multiple distinct components. However, we find the blending of these components, as well as blending with kinematically distinct nearby components, often results in large degeneracies that make property inferences highly uncertain. For this reason, we prefer to explore each absorber with a single phase model, introducing additional phases as necessitated by the data, rather than a priori.

In §4, we describe the considerations that go into modeling each component, along with component-specific details on the Voigt profile fitting, explaining what properties are robustly determined and which are ambiguous due to model dependence. The results are presented in §5, alongside general interpretations of the derived densities and abundance patterns, as well as the associated galactic environments.

### 4 DETAILS OF PHOTOIONIZATION ANALYSIS OF INDIVIDUAL ABSORPTION COMPONENTS

The Voigt profile analysis presented in §3.2 has identified six discrete $\mathrm{H\,I}$ components for the pLLS at $z = 0.47$ and three for the pLLS at $z = 0.54$. All but two components (c5 & c6 in the $z = 0.47$ pLLS; see Table 1) exhibit associated metal lines that cover a broad range of ionic species. Simultaneous accounting of the full range of observed ion abundances reveals a complex multiphase nature of these pLLSs, showing large variations in density and elemental abundances among different components. Here we describe the ionization properties of each of these components and the manner in which they are derived.

#### 4.1 $z = 0.47$ Component 1 ($\Delta v_{c1} = 0 \text{ km s}^{-1}$)

Component 1 of the pLLS at $z = 0.47$ accounts for $\approx 80\%$ of the total $N_{\mathrm{H\,I}}$ with $\log N_{\mathrm{H\,I},c1}/\text{cm}^{-2} = 16.0$. This component also has associated metal absorption lines from a range of ionization states and, as previously shown in Figure 4, the column densities of...
O II, O III, and O IV cannot be modeled with a single photoionized gas cloud. Blending between c1, c2 and c3 complicates attempts to directly fit line profiles with two different phases. Instead, we differentiate between the two phases in photoionization modeling.

Before considering a two-phase model, we can gain intuition about the expected result by first considering each phase separately. In the following text, we refer to the low-ionization phase as c1L and the high-ionization phase c1H. We expect the neutral hydrogen and singly-ionized species to largely be in the low-ionization phase. In Figure 5, we show the corresponding likelihood contours if we treat the column densities of the more highly-ionized species as $3\sigma$ upper-limits. O II and Mg II, combined with an upper-limit on O III, constrain the density of the low-ionization phase to $n_{\text{H,cl1}}/\text{cm}^{-3} \sim -2.5$ and the $\alpha$ abundance to $[\alpha/\text{H}]_{\text{cl1}} \sim -0.75$. Comparing with C II in the second panel, it is clear that $[C/\alpha]_{\text{cl1}} \sim 0$. Combining the $N_{\text{OIII,cl1}}$ upper-limit with the measurement of O IV constrains the density of c1H to $n_{\text{H,cl1}}/\text{cm}^{-3} < -3.0$, assuming that c1H is optically thin.

We implement a two-phase model by adapting the likelihood function (Eq 1) to use the net ionic column densities from both phases:

$$N_{\text{model}} = N_{\text{model,c1H}} + N_{\text{model,c1L}}$$

where c1H is modeled as an optically thin gas. Since $n_{\text{H,cl1}}$ is unknown, we allow it to vary, subject to priors requiring $n_{\text{H,cl1}} < n_{\text{H,cl1}}$, $N_{\text{H,cl1}} < N_{\text{H,cl1}}$, and $-2 \leq [X/\text{H}] \leq 1$ for all abundances in $\{[X/\text{H}]\}$.

The results for both phases are consistent with expectations from the previous discussion, with $n_{\text{H,cl1}} = -2.2_{-0.07}^{+0.14}$, $[\alpha/\text{H}]_{\text{cl1}} = -0.81_{-0.05}^{+0.06}$ and $n_{\text{H,cl1}} = -3.5_{-0.14}^{+0.11}$. To evaluate any relation between c1H and c1L, we would like to compare their abundance patterns. Absolute abundances are not readily established for c1H, since $N_{\text{H,cl1}}$ is allowed to vary, but relative abundances can still be constrained. In particular, we find that a conservative $3\sigma$ lower limit$^{5}$ on the difference in abundance between the higher and lower ionization components, $[C/\alpha]_{\text{cl1}}$ to $[\alpha/\text{H}]_{\text{cl1}} > 0.16$, yields direct evidence of different chemical abundance ratios between these two phases, with c1L relatively carbon enhanced compared with c1H.

### 4.2 z = 0.47 Component 2 ($\Delta v_{c2} = 36 \text{ km s}^{-1}$)

Component 2 of the absorption complex at $z = 0.47$, at $\Delta v_{c2} = 36 \text{ km s}^{-1}$, is detected in H I, Mg II, C II, C III and O IV, with a marginal O III detection. The more highly ionized N IV, O IV, and O VI are all best fit without absorption from this component, which seems to have a single, high-density phase. Absorption from this component is necessary to fit the C II profiles, but is blended with higher optical depth absorption from the PLLS to the blue and the high-ionization only component 3 to the red, making $N_{\text{CIII,cl2}}$ sensitive to model uncertainties.

In the first two panels of Figure 6 we show likelihood contours for the $\alpha$-elements, and compare with the $n_{\text{H}}$ inferred from the C measurements. The $N_{\text{CII,cl2}}$-to-$N_{\text{CIII,cl2}}$ ratio prefers a 10 times larger density than the $\alpha$-elements, but we note that if $N_{\text{CIII,cl2}}$ is
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underestimated this tension is alleviated, which is likely given the blending with stronger, possibly saturated absorbers. Regardless, the density obtained by jointly considering all ions in the MCMC analysis, \( \log n_{\text{H},c2}/\text{cm}^{-3} = -2.38 \pm 0.13 \), is consistent within 2\( \sigma \) with that derived considering C or \( \alpha \) elements alone. The corresponding abundances are close to solar at \( [\alpha/\text{H}]_{c2} = -0.12 \pm 0.11 \) and \( [\text{C}/\text{H}]_{c2} = 0.14 \pm 0.11 \).

Since the C II 903 doublet is well detected, we can achieve a straightforward estimate of \([\text{C}\alpha]\) just by considering the singly-ionized species, regardless of uncertainty in \( n_{\text{H}} \), shown in the rightmost panel. For \( \log n_{\text{H},c2}/\text{cm}^{-3} \geq -3 \), there is a preference for somewhat enhanced C, although solar relative abundances are not disallowed. The lower densities, where C \( \eta \) and Mg \( \eta \) are consistent with \([\text{C}\alpha]_{c2} = 0\), are ruled out by the non-detections of more highly ionized species, indicated by the upper limits in the leftmost panel.

4.3 \( z = 0.47 \) Component 3 (\( \Delta v_{c3} = 56 \text{ km s}^{-1} \))

Component 3 of the absorber at \( z = 0.47 \) is only detected in species that are at least doubly-ionized (excepting H\( \eta \)), opposite to what is seen in \( c2 \). While O \( \eta \eta \), O IV and O VI are all reproduced by a single-phase photoionized gas at \( \log n_{\text{H},c3}/\text{cm}^{-3} = -4.28 \pm 0.05 \) and \([\text{O}/\text{H}]_{c3} = -0.61 \pm 0.12 \), N \( \eta \eta \) and N IV suggest a higher density of \( \log n_{\text{H},c3}/\text{cm}^{-3} = -3.75 \pm 0.06 \). The sensitivity of \( N_{\text{O VI},c3} \) to the density in a photoionized gas, as shown in Figure 7, suggests a two-phase solution with the more highly-ionized phase bearing the O VI. Moreover, \( b_{\text{O VI},c3} = 43.8 \text{ km s}^{-1} \) indicates that the O VI has a temperature of \( T > 10^6 \) K, and is collisionally ionized. The much narrower \( b_{\text{O IV},c3} = 23.5 \text{ km s}^{-1} \) indicates that the observed O IV arises predominantly in a lower-ionization phase.

The right-most panel demonstrates that \([\alpha/\text{N}]_{c3} \sim 0 \) irrespective of the density solution, because N \( \eta \eta \) and O \( \eta \eta \) have similar ionization fractions across the range of plausible densities. At the same time, this measured \( N_{\text{C III},c3} \) implies an abundance pattern with depleted carbon (\([\text{C}/\text{H}]_{c3} = -1.09 \pm 0.09 \)); however, the C \( \eta \eta \) profile between 0 - 60 km s\(^{-1}\) may be affected by saturation and blending with contaminating absorption at \( \sim 100 \) km s\(^{-1}\), as well as c2.

4.4 \( z = 0.47 \) Component 4 (\( \Delta v_{c4} = 191 \text{ km s}^{-1} \))

The reddest component at \( z = 0.47 \) is well separated kinematically from the other metal absorption lines. We observe an increasing line width with ionization energy in single-component fits to this component (see §5 and Figure 13). Moreover, the column densities of O \( \eta \eta \), III, and IV from a single component Voigt profile fit, compared with a single-phase photoionization model, result in likelihood contours similar to that of c1 shown in the right panel of Figure 4, requiring that the total \( N_{\text{O III},c4} \) has appreciable contributions from two distinct phases. Since this component is not blended with the other components and because the phases have very different line widths, we are able to directly measure column densities for two different phases, which we denote as Components c4L and c4H, for low and high ionization.

The line centroids of c4L and c4H are derived from fitting the Mg \( \eta \eta \) doublet and O IV 787Å, respectively. We find equal velocity offsets for both phases, with \( \Delta v_{c4L} = +191.2 \pm 0.5 \) and \( \Delta v_{c4H} = +191.3 \pm 1.3 \). We attribute singly-ionized species to c4L and triply ionized to c4H.
Both C iii and O iii are too broad to be fit by single profiles with $b_{c4L}$. We fit doubly-ionized species jointly to both components using Doppler parameters drawn from the posterior distributions of singly- and triply-ionized species. This yields comparable $N_{\text{CIII}}$ in both c4L and c4H, while the C iii profile is dominated by c4H. For Si iii and N iii in the models prefer to attribute the bulk of the absorption to c4L. The comparatively high upper limits on $N_{\text{SiIII, c4H}}$ and $N_{\text{NIII, c4H}}$ reflects that there are lower-likelihood alternative models that place this absorption in c4L.

In the left panel of Figure 8 we show that O ii, O iii, and Mg ii yield $[\alpha/H]_{c4L} \sim 0$. C ii and O ii yield $[\alpha/H]_{c4L} \sim 0$, C iii and C iv are consistent with this density, but require a slightly enhanced $[\text{Cl}/\text{O}]$. Modeling all of these detections together, we find $[\text{Cl}/\text{O}]_{c4L} = 0.33^{+0.03}_{-0.02}$ and $[\text{C/NI}]_{c4L} = 0.12^{+0.03}_{-0.02}$, at a density of $n_{\text{H},c4L}/\text{cm}^{-3} = 2.67^{+0.12}_{-0.12}$.

For c4H the density and relative abundances are robustly modeled, but we can only obtain a limit to metallicities since $N_{\text{H II},c4H}$ cannot be measured. Assuming photoionized, optically thin gas, the $N_{\text{OIII, c4}-N_{\text{OIV, c4}}}$ ratio yields a density of $n_{\text{H},c4L}/\text{cm}^{-3} = 3.85^{+0.14}_{-0.14}$ (right panel of Figure 8) lower than $n_{\text{H},c4L}$ by at least a factor of ten. We find relative abundances $[\text{C/NI}]_{c4H} = -0.28^{+0.15}_{-0.20}$ and $[\text{N/NI}]_{c4H} = 0.06^{+0.20}_{-0.20}$. Taking the neutral hydrogen column density of c4L as an upper-limit to that of c4H, find a lower limit of $[\alpha/H]_{c4H} > -1.19$.

4.5 \(z = 0.47\) Components 5 & 6

Components 5 and 6 are the bluest and reddest H i absorbers seen in the $z = 0.47$ complex, at $\Delta v_{c5} = -40 \text{ km s}^{-1}$ and $\Delta v_{c6} = 274 \text{ km s}^{-1}$, and neither has any associated metal absorption. In Figure 9 we show contours of the maximum allowed abundances plotted against density, with labels indicating the ion with the most constraining column density limit across different ranges of $n_{\text{H}}$.

The abundance limits generally decrease as density decreases, and we opt to obtain conservative metallicity upper-limits, at a maximum value of $n_{\text{H}}$. Since $\log n_{\text{H}} / \text{cm}^{-3} > -2$ is rarely seen outside of optically thick components with $\log N_{\text{HI}} / \text{cm}^{-2} > 16.0$ (see §5.3 and CUBS III) we set this to be the maximum density for c5 and c6.

At $\log N_{\text{HI}} / \text{cm}^{-2} = 15.34^{+0.09}_{-0.09}$, c5 is constrained to abundances of $[\alpha/H]_{c5} < -0.4$, lower than all other components except for c1L. Since c6 has a much lower log $N_{\text{HI}} / \text{cm}^{-2} = 14.18^{+0.02}_{-0.02}$, it yields weaker constraints, simply requiring $[\alpha/H]_{c6} < 0.5$. However, at a density of $n_{\text{H}} / \text{cm}^{-3} > -2.5$, comparable to that seen for other components, $[\text{C/NI}]_{c6}$ is limited to a sub-solar value.

4.6 \(z = 0.54\) Component 1 ($\Delta v_{c1} = 0 \text{ km s}^{-1}$)

This component, containing > 98% of the total $N_{\text{HI}}$ of the pLLS at $z = 0.54$ with $\log N_{\text{HI},c1} / \text{cm}^{-2} = 16.5$, has multiple ions detected across a range of ionization stages, ranging from Mg ii to O vi. O iv falls at the same wavelength as geocoronal Lyman-\(\alpha\) emission from the Milky Way and is excluded from the analysis.

Figure 10 shows maximum likelihood contours of singly- and doubly-ionized species of all elements detected, assuming they arise from a single density phase. O, S, N, and C all have detected singly-ionized Ne and Mg. The C iii profile is much too broad and is modeled as a c4L.

---

\[^6\] Due to the inherent model uncertainties regarding the inclusion of C iii and N iii, as well as the possibility that C iii 977 Å is saturated, for completeness, we also consider a model without these species. This model still finds solar $\alpha$-element abundances and enhanced carbon, with $[\alpha/\text{H}]_{c4L} = 0.08^{+0.06}_{-0.05}$ and $[\text{C/NI}]_{c4L} = 0.41^{+0.03}_{-0.02}$ at $\log n_{\text{H},c4L}/\text{cm}^{-3} = -2.46^{+0.22}_{-0.22}$. 

---

Figure 7. Likelihood contours for component 3 at $z = 0.47$, using conventions described in Figure 4. O vi is not included in determining the contour for $\alpha$-elements, since this requires $n_{\text{H}}$ that is inconsistent with N iii and N iv. The O vi absorption likely comes from more highly-ionized gas than the other ions shown. C may be under-abundant relative to other elements, but $N_{\text{CIII}}$ for this component is not robust due to degeneracy with c2. The rightmost panel shows that $[\text{N/NI}] \sim 0$ regardless of $n_{\text{H}}$. 

---

**Figure 8.** Logarithmic distributions of observed $\alpha$-element abundances and the $\text{C/NI}$ ratio across a range of ionization stages, ranging from Mg ii to O vi. O iv falls at the same wavelength as geocoronal Lyman-\(\alpha\) emission from the Milky Way and is excluded from the analysis.
Figure 8. Left: Likelihood contours for \(z = 0.47\) c4L, the low density phase contributing to component 4, using conventions described in Figure 4. This phase has solar [\(\alpha/\text{H}\)], with the possibility of a carbon enhancement. Although fitting with two-phases presents model uncertainty, we can see from the Mg II contour that [\(\alpha/\text{H}\)] must be at least solar. Si m is consistent with the other \(\alpha\)-elements and is left off the figure for clarity due to its large statistical error. Right: Density solution of component c4H at \(z = 0.47\), obtained from the ratio of \(N_{\text{O III}}/c4L\)-to-\(N_{\text{c4}}/\text{O IV} - c4L\). The shaded region is the ratio of measured column densities, and the solid blue curve is model predictions for an optically thin, photoionized gas at solar metallicity. The vertical dotted line shows the maximum likelihood density, which is about one-tenth that of c4L.

Figure 9. Abundance constraints for c5 and c6 of the \(z = 0.47\) system (left and right, respectively) based on column density upper-limits. All [\(X/\text{H}\)] below these curves are possible. Squares indicate densities where the ion providing the constraint changes, and segments are labeled by this constraining ion. As we will show in Figure 14, \(\log n_\text{H}/\text{cm}^{-3} \geq -2.0\) (indicated with gray shading) is only seen in high \(N_{\text{H}}\) components. Thus, upper-limits given in Table 3 are the largest [\(X/\text{H}\)] allowed in the range \(-5 \leq \log n_\text{H}/\text{cm}^{-3} \leq -2\).
and doubly-ionized species, and are all in agreement with a density of \( \log n_{H,c1}/cm^{-3} \approx -2.6 \). Moreover, the \( \alpha \)-elements all have comparable metallicities at this density of \( [\alpha/H] \sim -0.15 \), and C, N, and Fe are consistent with a solar chemical abundance pattern.

While this appears to be a clear solution, \( \text{N} \text{iv}, \text{S} \text{iv}, \text{S} \text{v}, \) and \( \text{O} \text{v} \text{i} \) absorption indicates the presence of at least one higher ionization phase which may contribute to the column density measurements of doubly-ionized species and affect the derived density of the low-ionization gas. Regardless, however, of the presence of a high-ionization phase, the abundances derived for the low-ionization phase are robust. Figure 10 shows that based on the singly-ionized species alone, the absorber is highly enriched, with \( [X/H]_{c1L} \gtrsim -0.3 \).

To account for a higher-ionization component affecting the solution, we implement a two-phase photoionization model, with a high-ionization phase (c1H) constrained to have a lower density and larger size than the low-ionization phase (c1L). We also place an upper bound prior on the size of c1H of 200 kpc, a conservative upper bound corresponding roughly to the size of an \( L_\ast \) galaxy halo (Kravtsov et al. 2018). Since we do not know \( N_{H,c1H} \), we need to marginalize over a range of plausible H I column densities, such that even at a given density we cannot estimate \( [X/H]_{c1H} \).

We find that the best solution has \( n_{H,c1L} = -2.56^{+0.10}_{-0.08} \), very close to the density of the single-phase model previously considered, and abundances for c1L are unchanged between the single-phase and two-phase model, and \( \log n_{H,c1H}/cm^{-3} \leq -3 \). The allowed \( [X/H]_{c1H} \) spans the entire range of our priors, so we cannot compare the chemical enrichment of c1L and c1H. The two phase solution does not reproduce the measured \( N_{\text{O} \text{v} \text{i}} \), which results from a still more highly-ionized phase (see, e.g. Sameer et al. 2021) which we do not attempt to model here.

### 4.7 \( z = 0.54 \) Component 2 (\( \Delta v_{c2} = 19 \text{ km s}^{-1} \))

Component 2 of the absorption system at \( z = 0.54 \) is slightly redshifted relative to the pLLS, and has less neutral gas, with \( \log N_{H,c2}/cm^{-2} = 14.4 \). This component accounts for the excess metal absorption seen only in species that are at least doubly-ionized; fitting absorption profiles of these species with a single component at \( \Delta v_0 \) (which is well determined by Mg i, Mg ii, and Fe ii in the MIKE spectrum) systematically under-fits profiles redward of \( v > 15 \geq \text{km s}^{-1} \). c2 is also necessary to fit the Lyman \( \beta, \gamma, \) and \( \delta \) profiles without over-fitting the red wings of higher order Lyman series lines. Since the velocity separation between components c1 and c2 is comparable to a resolution element in the COS spectrum, their profiles are highly blended.

Due to this blending and the lack of detected low-ions in the MIKE spectrum, the line centroid is not well determined. Since the \( \text{N} \text{iii}, \text{O} \text{iii} \) and \( \text{C} \text{iii} \) absorption is stronger in c1, their profiles can be reasonably accommodated by broadening c1. \( \text{N} \text{iv} \) has a larger depth for c2, and cannot be well fit without this additional feature. For this reason we opt to fix the line centroid of c2 at the velocity offset obtained by jointly fitting \( \text{N} \text{iv} \) and \( \text{H} \text{i} \), \( \Delta v_{c2} = 19 \text{ km s}^{-1} \). We also fit \( \text{O} \text{v} \text{i} \) assuming this component structure.

In Figure 11 we show the likelihood contours for different ions detected in this component assuming a single, photoionized phase. The ratio of \( \text{N} \text{iii}-to-\text{N} \text{iv} \) indicates a density of \( \log n_{H,c2}/cm^{-3} \approx -3.5 \), inconsistent with the \( \text{O} \text{iii}-to-\text{O} \text{v} \text{i} \) ratio, so a single phase cannot

---

**Figure 10.** Left: Contours of 68 and 95% likelihood, using conventions described in Figure 4, for \( \alpha \)-elements of component 1 at \( z = 0.54 \) with \( \log N_{H,c1}/cm^{-2} = 16.5 \). The filled contour is a joint fit to all singly- and doubly-ionized \( \alpha \)-elements. This demonstrates that \( \alpha \)-element column densities are all in agreement at a density of \( \log n_{H,c1}/cm^{-3} \approx -2.8 \) and an abundance of \( [\alpha/H]_{c1} \approx -0.1 \). Right: Contours of other elements. N is in good agreement with \( \alpha \)-elements, while Fe may be enhanced by up to \( \approx 0.2 \) dex, although \( [\alpha/\text{Fe}]_{c1} = 0 \) is within 95% likelihood intervals. The sharp edge of the C contour is a result of considering \( \text{C} \text{iii} \) as a lower limit; the dotted interior contour is the 68% credible interval if we instead treat it as a detection. Although the \( \text{N} \text{iv} \) is only marginally consistent with this solution (see Figure 4), a two-phase model yields the same density and abundances for the low-ionization phase.
explain these ions with ionization potentials ranging from 29 eV (N iii) to 113 eV (O vi). The most likely scenario is that the O vi comes from a lower density (and likely collisionally ionized) phase, for which metallicity is highly uncertain without an H i column density.

Our MCMC model considers the the N ions and O iii as a single phase. We find log $n_{H,i}/cm^{-3} = -3.37 \pm 0.1$, $[N/H]_{c2} = 0.44 \pm 0.24$, and $[α/H]_{c2} = -0.03 \pm 0.2$. Although this suggests a nitrogen enhancement similar to that found for some LLS components in CUBS III, the solution is sensitive to the N iv column density such that attributing a fraction of it to a lower-density phase would result in roughly solar $α/N$ at a density closer to log $n_{H,i}/cm^{-3} \approx -4$. The comparatively low $N_{C_{III},c2}$ could indicate depletion of C by a factor of 10, but since the line profile is blended with the saturated C iii from c1, the measured column density for c2 is likely underestimated, and we treat it as a lower limit for modeling purposes.

Including the doubly-ionized species in a fit to determine the line centroid yields a centroid of $Δv_{c2, alt} = 6$ km s$^{-1}$, and larger column densities for the detected species in c2, in order to fit the redward wings of the profiles that are now farther from the line centroid.
4.8 $z = 0.54$ Component 3 ($\Delta v_{c3} = 90\, \text{km s}^{-1}$)

This component has approximately the same $N_{\text{HI}}$ as c2, but the only associated metal absorption is O vi, implying a markedly lower density and/or metallicity. The measured Doppler parameters are consistent within 68% credible intervals, $b_{\text{HI},c3} = 33.4^{+4.0}_{-4.2}\, \text{km s}^{-1}$ and $b_{\text{H}1,c3} = 41.8^{+11.7}_{-8.3}\, \text{km s}^{-1}$, and we attribute the O vi and H I absorption to the same phase.

The likelihood contours in Figure 12 demonstrate that combining $N_{\text{OVI}}$ and the upper-limit to $N_{\text{CIII}]}$ requires an abundance that is much lower than the other two components, $[\alpha/\text{HI}]_{c3} \leq -0.75$ and a density of $\log n_{\text{HI,c3}}/\text{cm}^{-3} \leq -4.3$. The upper-limits to $N_{\text{NIV}}$ and $N_{\text{CIII}]}$ are even more constraining, such that this component must have non-solar abundance ratios, $[C/\alpha]_{c3} < 0$ and $[N/\alpha]_{c3} < 0$, unless the density is at $\log n_{\text{HI,c3}}/\text{cm}^{-3} \leq -4.6$. We also note that even if the O vi and H I are not associated, which allows the H I to come from gas with higher density, the non-detections of other ions still imply a lower abundance than c1L and c2.

Predicted cloud sizes for c3 range from 30 to 150 kpc, with the largest size corresponding to the lowest density we consider in these models, at $n_{\text{HI}} = 10^{-3}\, \text{cm}^{-3}$, which is consistent with volume-filling CGM gas.

5 DISCUSSION

Combining HST COS FUV spectra and Magellan MIKE optical echelle spectra has enabled a comprehensive ionization analysis of diffuse circumgalactic gas based on resolved kinematics and abundance ratios of atomic species that span five different ionization stages. Our analysis of two $z \approx 0.5$ pLLSs shows that kinematically aligned multi-phase gas can masquerade as a single-phase structure and can only be resolved by simultaneous accounting of the full range of observed ionic species. A summary of the inferred gas density and elemental abundances is presented in Table 3.

Both pLLSs in this study exhibit some degree of variations in relative elemental abundances and densities ranging from $\log n_{\text{H}i}/\text{cm}^{-3} < -4.3$ to $\log n_{\text{H}i}/\text{cm}^{-3} \sim -2.3$ among different components. The absorption components in the $z = 0.47$ pLLS exhibit a spread in $[\alpha/\text{HI}]$ of $>0.8$ dex as well as variation in [C/H] and [N/H], requiring that they have disparate physical origins. However, the two strongest components modeled in the $z = 0.54$ pLLS have consistent $[\alpha/\text{HI}]$, suggesting they may share a common origin, with only component 3 (which is detected only in H I and O vi) appearing to have a lower degree of chemical enrichment.

In this section, we first discuss the advantages and limitations of different approaches adopted for the ionization analysis, followed by comparisons of kinematic profiles of different ionic transitions providing empirical evidence for the presence of multiphase gas in these pLLSs. Finally, we discuss the chemical and kinematic properties of the gas in relation to their galaxy environments.

5.1 Evaluation of photoionization analysis based on integrated $N_{\text{HI}}$ and $N_{\text{Ion}}$

Due to limitations in wavelength coverage and/or data quality, chemical abundance analyses of the diffuse CGM/IGM often only examine low-ionization gas associated with the bulk of the H I, and net column densities measured across an entire absorption complex are commonly used in lieu of considering components separately. Although this approach avoids model dependent measurements resulting from unclear component structure in medium-resolution spectra, it is unable to obtain key information about the relationship between components. Here we briefly consider how the interpretation of the two pLLSs presented in this work would differ following such an analysis.

The inferred elemental abundances for the two strongest components of the comparatively simpler pLLS at $z \approx 0.54$ would be minimally affected, since column densities for all species except O vi are all significantly larger in c1 than c2. However, the main difference between the two components, their very different densities ($n_{\text{HI},c1} \sim 6 \times n_{\text{HI},c2}$), would be overlooked, as well as the possible nitrogen enhancement in c2. Such an analysis would also fail to recognize the difference in enrichment in c3, which shows significantly lower $[\alpha/\text{HI}]$ than c1 and c2.

The higher complexity pLLS at $z = 0.47$ has an ambiguity even in a simpler approach: should the clearly distinct absorption at $+200\, \text{km s}^{-1}$ (c4) be included in summed column densities? If we combine the column densities for components 1, 2, and 3, only considering species with ionization energy $E_I < 40\, \text{eV}$, we find a mean gas density of $\log n_{\text{H}i}/\text{cm}^{-3} \sim -2.7$ and a mean $\alpha$-elemental abundance of $[\alpha/\text{HI}] \sim -0.6$ with similar [C/H] and [N/H]. The derived properties of the combined pLLS components are then comparable to our results for c1L, the dominant $N_{\text{HI}}$ component, but we have no remaining indication that it is accompanied by absorption from solar metallicity gas. Component based analysis in this case helps recover a much richer view of the CGM capturing the larger range of physical processes which sculpt galaxy evolution.

Lastly we comment that critical information is encoded not just by the overall metallicity, but also in the elemental abundance ratios between components, which inform the likely origin of the gas as discussed in §5.4 (see also CUBS III and Zahedy et al. 2019).

5.2 The Benefits and Limitations of Resolved Multi-Component and Multi-Phase Ionization Modeling

Complex multi-component, multi-phase modeling such as that presented herein has been shown to successfully reproduce observed column densities and/or absorption profiles. But even with this more sophisticated approach, the limited number of distinct elements and available ionization states can still require simplifying assumptions such as a solar relative abundance pattern (Sameer et al. 2021), or identical elemental abundances for gas in different phases (Haislmaier et al. 2020). Furthermore, there are often multiple viable models that can satisfactorily explain the data (Haislmaier et al. 2020). The approach presented in this paper makes neither of these assumptions. This section highlights which results from the photoionization analysis are most robust, and which results are more model or prior dependent. For further details, see §4.

As demonstrated by Figures 5, 6, 8, and 10 in §4, the ionization fractions of singly-ionized species and H I tend to scale with density such that for $-3 \leq \log n_{\text{H}i}/\text{cm}^{-3} \leq -1$, inferred abundances are relatively static. Wotta et al. (2016) showed that ionization corrections needed to obtain $[\text{Mg/H}]$ from $N_{\text{MgII}}/N_{\text{HI}}$ vary by up to 0.5 dex across the range of densities typically seen for absorbers with $16.5 < \log N_{\text{HI}}/\text{cm}^{-2} < 18.0$ (see also Lehner et al. 2019; Wotta et al. 2019).

Our analysis shows that with $N_{\text{MgII}}$ precisely measured from the high-resolution optical spectra and all available singly-ionized species, including O, Si ii, and S ii, robust constraints for $[\alpha/\text{HI}]$ can be obtained for components c1L, c2, and c4L at $z = 0.47$, and c1L at $z = 0.54$ to within 0.1 dex uncertainties. For these same absorbers, however, the column densities of more highly-ionized species are required to correctly infer the density, based on the ratio of, e.g.,
rendering densities more dependent on the manner in which the multi-phase gas is modeled. Relative elemental abundances are also often robustly measured despite uncertainty in $N_{\text{HI}}$. For example, Figure 7 shows that, for optically thin low density gas, the ratio of O IV to N II can be used to determine whether N is enriched or depleted relative to O elements. Figure 6 likewise shows that for gas with $-4 \leq \log n_{\text{HI}}/\text{cm}^{-3} \leq -2$, C II and Mg II can be used to gauge [C/α] abundance.

While the overall degree of enrichment for high-ionization components which are kinematically aligned with lower-ionization components (C I and C II) in the $z = 0.47$ system and C I and the $z = 0.54$ system is uncertain due to their unconstrained $N_{\text{HI}}$, their relative abundances can offer important clues about their origin and relation to each other. Notably, for C I in the $z = 0.47$, even without an $N_{\text{HI}}$ measurement, we can constrain [C/α] using the density solution and measured $N_{\text{HI}}$ and $N_{\text{CII}}$. Critically, the [C/α] derived for the high and low-ionization phases of this component are discrepant, a point we will return to in Section 5.4.

Conversely, we consider [C/H] of high-ionization components C I at $z = 0.47$ and C II at $z = 0.54$, to be uncertain due to model dependency, and present their seemingly substantially sub-solar carbon abundances, with both around [C/α] $\sim -1.1$, as lower limits. This is largely due to the fact the C II is a single observed transition, which is easily saturated in these components at moderately high density and metallicity. This uncertainty is compounded by the COS line spread function which introduces additional error because narrow saturated profiles can often appear unsaturated with profiles that do not reach near zero transmitted flux.

Another uncertainty inherent to analysis of medium-resolution data relates to the uncertain component structure for blended absorbers, as outlined in §3. The component structure for absorbers with Mg II detected in the high-resolution MIKE spectrum have far more robust Voigt profile models, with precise line centroids and, in some cases, Doppler parameters tied to the MIKE data.

However, not all absorbers have strong enough associated Mg II absorption to be detected. C I at $z = 0.47$ and C II at $z = 0.54$ only have more highly-ionized species, with profiles that are heavily blended with other nearby components in the COS spectrum. Comparatively small shifts in the velocity centroid of these components introduce large changes in the fits to doubly-ionized species in both these components and those nearby. If C I at $z = 0.47$ is fixed at several km s$^{-1}$ blueward of its nominal velocity, the best-fit profile to the overall absorption complex exchanges some optical depth with C I, resulting in changes to $N_{\text{CIII}}$ for both components larger than uncertainties at the nominal velocity. On the other hand, a redward shift leads to best-fit profiles in which C III is saturated. For C II at $z = 0.54$, a blueward shift results in a similar exchange with C I. Coverage of the full Lyman series somewhat alleviates this, but centroids of the comparatively weaker H I in more highly ionized components are not always well determined; c3 at $z = 0.47$ only has an appreciable contribution to the H I profile up to about Lyα, and is heavily blended with both C I and C II.

Data with spectral coverage of the C IV at 1548,1550 doublet have the potential to enable confident density and [C/α] measurements in high-ionization gas. The doublet ratio can be used to ascertain saturation, and line profiles are less likely than C III to be contaminated with absorption from nearby lower-ionization components.

There is also uncertainty inherent in the choice of the UVB. Crighton et al. (2015) developed a technique, since adopted and adapted in some other analyses, to fit modifications to the UVB jointly with absorber models. However, in a multi-phase model with variable abundance ratios, introducing these additional parameters increases the risk of over-fitting the relatively small number of measured column densities. As noted in Zahedy et al. (2019), the UVB of Haardt & Madau (2012), which is considerably harder than that used here, systematically predicts higher metallicities with the largest difference of 0.7 dex seen for components with $\log N_{\text{HI}}/\text{cm}^{-2} \lesssim 15$ (see also CUBS III §3.2).

### 5.3 The multiphase nature of the CGM

The two pLLs presented herein provide compelling evidence that the CGM is multiphase with relatively little analysis. The left panel of Figure 13 shows the absorption profiles of oxygen ions in the $z = 0.47$ absorption complex. Most clearly seen in c4, which is not blended with other identified components, these data show clear visual evidence of increasing line width as a function of their ionization potential, even for single components with a common velocity centroid. To quantify this with minimal assumptions, we fit the data with Doppler parameters which are allowed to vary independently for each of the different ionization states. The right panel shows the result, with components 1, 2, and 4 exhibiting clearly increasing widths with ionization state, retaining approximately the same cen-
Absorption profiles of oxygen ions in the partial Lyman limit system at $z = 0.47$, overlaid with a Voigt profile fit with the minimum number of components that can fit the data. Focusing on component 4, fit in red, one can see by eye that the width of the oxygen ions rises with increasing ionization potential. Right: Doppler parameters as a function of ionization potential. Points are placed at the energy required to form this ion from a lower state, with dotted lines extending to the energy required to ionize the indicated ion. There is an overall trend of increasing line widths with ionization energy. Note only the Mg II absorption profiles (blue, orange, and red) are from the MIKE spectrum with resolution of 8 km s$^{-1}$. The labels at the top indicate the ions of the data points; some are slightly offset for clarity.

Figure 13. Left: Absorption profiles of oxygen ions in the partial Lyman limit system at $z = 0.47$, overlaid with a Voigt profile fit with the minimum number of components that can fit the data. Focusing on component 4, fit in red, one can see by eye that the width of the oxygen ions rises with increasing ionization potential. Points are placed at the energy required to form this ion from a lower state, with dotted lines extending to the energy required to ionize the indicated ion. There is an overall trend of increasing line widths with ionization energy. Note only the Mg II absorption profiles (blue, orange, and red) are from the MIKE spectrum with resolution of 8 km s$^{-1}$. The labels at the top indicate the ions of the data points; some are slightly offset for clarity.

troids (see also Haislmaier et al. 2020 and CUBS III). This trend is also seen quantitatively by comparing measured line widths of ions spanning a range of ionization potentials $E_i$, with a tendency for species that have $E_i > 20$ eV having $b > 20$ km s$^{-1}$ and those with lower ionization potentials being closer to $b = 10$ km s$^{-1}$.

If this were simply a comparison between line widths typical for different ionization states, a ready explanation would be that the ions are tracing distinct regions of the CGM, with more highly ionized species residing in regions of higher temperature or gas turbulence. However, the shared kinematic structure suggests a more complicated picture, where absorption by gas at different densities occurs within what seems to be a single, discrete absorption feature. Absorption by a single gas phase, without any aligned higher or lower density gas does also exist, such as the low ionization c2 at $z = 0.47$.

Photoionization modeling of components with detected ions spanning a range of ionization states further clarifies the multiphase nature. As discussed in §4 and shown in Figure 4, modeling absorbers detected in such a wide range of ionization states using a single-density photoionization model often results in ionization fractions inconsistent with observations. Components only detected in ions with $E_i < 40$ eV (i.e., up to and including triply-ionized states of commonly observed species) can often be well modeled by a single phase gas, but such solutions are not necessarily robust without incorporating constraints for more highly-ionized species.

In c1 at $z = 0.47$ (the dominant HI component), we see that the two phase solution necessitated by the inclusion of O iv divides the O iii column density between the two phases. Compared to a single phase model without O iv, the c1L O iii ionization fraction is lower, and the resulting density is $\log n_{H,ci}/cm^{-3} = -2.28$, twice the density of $\log n_{H,ci,alt}/cm^{-3} = -2.6$ obtained by only considering O ii and O iii (Figure 4). This also means that the size inferred by the single-phase model is too large by a factor of two.

However, c2 of the same absorption system demonstrates this to not be a universal feature, as it does not exhibit absorption from triply-ionized species, despite c1 and c2 having comparable densities. The lower density c3 shows a markedly different ionization pattern, with no absorption seen from ions with $E_i < 20$ eV (i.e., singly-ionized). Nonetheless, the absorption signature of c3 seems
to be comprised of multiple phases, since $N_{\text{O III},c3}$, $N_{\text{O IV},c3}$, and $N_{\text{O VI},c3}$ are inconsistent with a single phase, and the O vi profile is wider. Noting that c1 also has O vi, it seems that c1 is a three-phase absorption component, while c3 may be very similar, except with the highest density phase missing or physically smaller. This result highlights that the multiphase nature of the CGM, often discussed in the context of varying density between components, is also clear through separate analysis of individual components.

CUBS III conduct a component-by-component analysis, similar to that presented in this work, of four newly identified Lyman Limit systems in the CUBS data set, with log $N_{\text{H I}}/\text{cm}^{-2} \geq 17.2$. Combining the CUBS III analysis with the results presented herein provides a compelling view of multi-phase gas in the intermediate redshift CGM. CUBS III also identify one component, at log $N_{\text{H I},c}/\text{cm}^{-2} = 16.02$, which requires a two-phase solution, with $N_{\text{O III}}$ and $N_{\text{N III}}$ comparable between the two phases, similar to the multi-phase absorber identified in this paper. Overall, as is shown in Figure 14, the CUBS data show that single sightlines pass through gas with a wide range of densities from $-4 \leq \log (n_{\text{H I}}/\text{cm}^{-3}) \leq 0$ (see also Zahedy et al. 2019), with the highest densities typically corresponding to those with the largest $N_{\text{H I},c}$. This could reflect the known inverse correlation between impact parameter and total $N_{\text{H I}}$ that has previously been established (Chen et al. 1998, 2001; Rudie et al. 2012; Werk et al. 2014; Prochaska et al. 2017), but also a wide range of physical processes as discussed in Sections 5.4 and 5.5. Regardless, however, of their physical origin, these measurements provide robust guidance to simulations of the range of densities which must be resolved in order to accurately capture the phase structure and physical properties of the CGM.

In both CUBS III and this work, O vi is often kinematically offset from all other ions, and even two-phase models of components where O vi is aligned cannot reproduce $N_{\text{O vi}}$. Given the difference in line-widths observed in O vi, we favor a scenario in which O vi is produced by still more highly ionized and hotter or more turbulent gas. However, for O vi absorbers with similar line widths like the lower-ionization phases (such as that discussed in CUBS III §5.1), local hard ionizing sources may play an important role. Alternatively, additional high-energy photons in excess of the assumed UVB may be present within the true background, as the shape of the UVB is less observationally constrained at high energies (see e.g. Werk et al. 2016).

5.4 CGM Abundances and Densities

The range of derived elemental abundances, summarized in Figure 15 and Table 3, makes clear the complexity of the intermediate redshift CGM. Inferred elemental abundance patterns and overall degree of enrichment vary between different components within the same halo, and even vary within the different phases of single kinematically aligned components.

Figure 15 shows that [$\alpha$/H] is well-measured with narrow posteriors compared to other elements. This is due to the numerous ions contributing to the photoionization analysis. In Section 4 we demonstrated that measurements of the various $\alpha$-element in individual absorbers are in good agreement, with overlapping 68% likelihood contours.

Figure 16 compares the abundances and densities of each component in the two absorption systems. Considering [$\alpha$/H] shown in the left panels, the two absorption complexes tell very different stories. The dominant H i component (c1L) at $z = 0.47$ has $\sim 10\times$ lower [$\alpha$/H] than its accompanying nearly solar satellite components, whereas the dominant H i component (c1L) at $z = 0.54$ has approxi-

Figure 14. Individual component densities and column densities are compared for LLSs from CUBS III and pLLSs from this work. The top panel shows the range of component densities detected along single sightlines and is plotted against the total $N_{\text{H I}}$ of the LLS/pLLS. The dominant $N_{\text{H I}}$ component of each absorber is highlighted by a grey box. The bottom panel shows the strong degree of correlation between the $N_{\text{H I}}$ column densities of individual components and their derived densities. Hatched markers indicate the high-ionization phase of components with multiphase models, and are placed at $N_{\text{H I}}$ of the low-ionization phase. The analysis of these CUBS sightlines shows the wide range of CGM gas densities found even within single galaxy halos.
Figure 15. Kernel density estimations of chemical abundance posterior distributions from MCMC photoionization analysis. Unconstrained posteriors yielding limits are shown by vertical dotted lines, with arrows indicating the direction of the limit. Left: c2, c3, and c4L in the $z = 0.47$ show consistent abundances in [$\alpha$/H] and [N/H] with c2 and c4L having overlapping 95% credible intervals of [$\alpha$/H],[C/H], and [N/H]. While the inferred [C/H]_{c3} is significantly lower, the carbon abundance of c3 is particularly model dependent due to blending and possible saturation of C iii (see Section 4.3) and we treat it hence forth as a lower limit. In contrast to the high-metallicity of c2, c3, and c4L, c1L, the dominant HI component, has significantly lower abundances in all measured species, consistent only with the upper-limit to c5. The bottom panel compares the measured [C/$\alpha$] ratios. Notably, c1L and c1H have discrepant values, implying they do not share a common origin. However, c4H and c1H, two more highly ionized absorbers, appear to have consistent abundance patterns. Right: The two higher-$N_{\text{HI}}$ components in the $z = 0.54$ complex show consistent [$\alpha$/H] and [C/H]. [N/H], $N_{\text{HI}}$, is enhanced compared to c1, the dominant HI component; however, we note that the measured column densities of both C iii and N iii for c2 are somewhat model dependent due to blending with c1 and saturation. c3 shows much lower abundance in $\alpha$, N, and C than c1L or c2.

Across a wide range of elements, the 95% credible intervals of [$\alpha$/H], [C/H], and [N/H] for c2 and c4L of the $z = 0.47$ all overlap, suggesting they likely have a common origin distinct from that of other components. As we discuss in Section 4.3, the carbon abundance of component c3 is particularly model dependent due to blending and possible saturation of C iii. If we exclude the anomalous [C/$\alpha$]c3, c3 would have consistent abundances with those of c2 and c4L suggesting it may be more highly-ionized gas with the same origin. c1H and c4H appear to have lower $\alpha$ and are both highly-ionized, suggesting that these absorption components may arise from gas with a shared history. c1L with its low [$\alpha$/H] and roughly solar $[\alpha$/H], as does its lower density satellite component c2. The $z = 0.47$ pLLS also shows a spread of relative abundances, with c1L and its two high-density (c2 and c4L) satellites having slightly super-solar [C/$\alpha$] (bottom panel), whereas the low-density c3 may have highly depleted C, but this result is fairly uncertain due to model dependencies, as discussed in §4.3. Interestingly, the high-ionization phases of component 1 and 4, c1H and c4H, also have low [C/$\alpha$], with [C/$\alpha$]c1H $< -0.33$ and [C/$\alpha$]c4H = $-0.28^{+0.15}_{-0.17}$ inconsistent with [C/$\alpha$]c4L = $0.14 \pm 0.10$ and [C/$\alpha$]c4L = $0.33 \pm 0.14$.
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Figure 16. Densities and chemical abundances resulting from photoionization modeling. To the left is $\alpha$-element abundances versus density for each component absorption component, with C and N abundances shown against $\alpha$ to the right. The absorber at $z = 0.47$ is on the top row, and $z = 0.54$ is on the bottom. [C/H] for $z = 0.47$ c3 and [N/H] for $z = 0.54$ c2 are plotted with open symbol to indicate that they particularly model-dependent. [Fe/H] for the $z = 0.54$ c1 is included in the bottom right panel as a smaller black circle. The strongest H1 component at $z = 0.47$ (c1L) is markedly less enriched than the other components with well-measured abundances, whereas the strongest component at $z = 0.54$ (c1L) has roughly solar $[\alpha/H]$, comparable to c2. In the latter pLLS, only the high ionization component c3 has significantly sub-solar $\alpha/H$.

Table 4. Galactic environment within 1 Mpc and $\Delta v_{R} < 500$ km s$^{-1}$ of the either pLLS.

| ID            | $z_g$  | $d$  | $\Delta v_{R}$ | $m_v$ | log $M_{\text{vir}}/M_{\odot}$ | $R_{\text{vir}}$ | $\theta$ | $\Delta \alpha$ | $\Delta \delta$ | Type$^d$ |
|---------------|--------|------|----------------|-------|-------------------------------|-----------------|----------|----------------|----------------|----------|
| J0103.02−164833.2 | 0.4725 | 55   | $+45$          | 21.7  | 10.34$^{+0.04}_{-0.07}$       | 210             | 9.0      | 7.4           | 5.5           | E & A    |
| J0103.82−164828.4 | 0.4731 | 148  | $+168$         | 23.6  | 9.02$^{+0.14}_{-0.18}$        | 126             | 24.3     | 25.4          | 0.7           | E        |
| J0103.47−164810.5 | 0.4736 | 370  | $+280$         | 22.3  | 9.72$^{+0.10}_{-0.12}$        | 158             | 60.5     | 60.6          | $-17.2$       | E        |
| J0102.59−164923.0 | 0.4713 | 617  | $-189$         | 23.2  | 8.57$^{+0.10}_{-0.10}$        | 109             | 101.4    | 88.8          | 55.3          | E        |
| J0103.29−164753.3 | 0.5413 | 226  | $+2$           | 23.4  | $8.90^{+0.16}_{-0.10}$        | 121             | 34.5     | 3.4           | $-34.4$       | E        |
| J0103.63−164740.6 | 0.5401 | 332  | $-231$         | 23.0  | 9.93$^{+0.13}_{-0.13}$        | 172             | 50.8     | $-19.8$       | $-47.1$       | E        |
| J0103.69−164804.7 | 0.5411 | 335  | $-27$          | 23.3  | 9.21$^{+0.12}_{-0.16}$        | 134             | 51.1     | $-47.7$       | $-23.0$       | E        |
| J0103.70−164915.6 | 0.5406 | 375  | $-124$         | 20.5  | 11.31$^{+0.01}_{-0.01}$       | 582             | 57.3     | $-32.8$       | 47.9          | A        |
| J0103.02−164754.0 | 0.5429 | 392  | $+314$         | 22.4  | 9.75$^{+0.11}_{-0.15}$        | 160             | 59.7     | 51.4          | $-33.7$       | E        |
| J0103.21−164900.9 | 0.5425 | 411  | $+245$         | 23.9  | 8.73$^{+0.19}_{-0.20}$        | 115             | 62.6     | $-55.5$       | 33.2          | E        |
| J0103.92−164834.2 | 0.5393 | 416  | $-387$         | 22.7  | 10.29$^{+0.06}_{-0.12}$       | 204             | 63.6     | $-66.1$       | 6.5           | A        |
| J0104.05−164749.3 | 0.5396 | 578  | $-328$         | 23.3  | 9.84$^{+0.10}_{-0.12}$        | 247             | 88.3     | $-83.1$       | $-38.4$       | E        |
| J0104.42−164752.6 | 0.5420 | 602  | $+138$         | 22.0  | 9.61$^{+0.14}_{-0.12}$        | 152             | 91.8     | $-88.6$       | $-35.1$       | E        |
| J0104.22−164757.8 | 0.5398 | 659  | $-280$         | 20.7  | 10.58$^{+0.07}_{-0.04}$       | 166             | 100.8    | $-100.6$      | $-29.9$       | E        |
| J0102.78−164758.6 | 0.5413 | 750  | $+21$          | 21.6  | 9.72$^{+0.14}_{-0.11}$        | 158             | 114.5    | 115.7         | $-29.1$       | E        |

Galaxies are classified as emission-dominated (E), absorption-dominated (A), or both absorption and emission (A & E).
aligned high-ionization phase. CUBS III found that abundances of individual absorption components associated with LLSs also vary widely. Taken together, the CUBS data show compelling evidence that the CGM is complex, with multiple physical processes influencing the gas distribution, abundance pattern, and ionization within single halos.

5.5 Galaxy Environment

Critical context for the nature and origin of these CGM absorbers is provided by the detailed view of their nearby galaxies as well as the full galactic environment of each absorber uncovered by the tiered CUBS galaxy survey. In Figure 17 we show impact parameters and velocity offsets of identified galaxies within \( d < 1000 \) kpc and \( | \Delta v_g | < 1000 \) km s\(^{-1}\) based on secure redshift measurements. The velocity is relative to the centroid of the dominant H\(_1\) component of each system. At \( z = 0.54 \) there are 11 galaxies within 500 km s\(^{-1}\), in addition to two with \( 750 < | \Delta v_g | < 1000 \), both at \( d > 700 \) kpc. There is also a 300 kpc gap in impact parameter between the last shown galaxy within 500 km s\(^{-1}\) and the next closest one at 1050 kpc (not shown).\(^7\) Hence, we consider only the galaxies within 500 km s\(^{-1}\) in the rest of this work, as they may be a grouping of galaxies. We apply the same selection criterion to galaxies at \( z = 0.47 \). There are four galaxies within 617 kpc with \( \Delta v_g \) ranging from \(-89\) to 280 km s\(^{-1}\), with additional two at \( d > 350 \) kpc and \( \Delta v_g \geq 500 \) km s\(^{-1}\). There are no other galaxies within 1 Mpc and \( | \Delta v_g | < 1000 \) km s\(^{-1}\), with the next closest having \( d = 1200 \) kpc.

The properties of CUBS galaxies within 500 km s\(^{-1}\) and 1 Mpc of the sightline are listed in Table 4 including the galaxy redshift (2), impact parameter to the QSO line of sight (3), velocity with respect to the pLLS (4), r-band magnitude (5), stellar mass (6), inferred dark matter halo virial radius (7), angular separation from the QSO (8), RA separation from the QSO (9) and declination offset from the QSO (10). Each galaxy is classified as either emission-dominated (E), absorption-dominated (A), or a combination (E & A), based on spectra obtained with the Magellanic telescopes, as listed in column 11. Spectra of galaxies at \( z = 0.47 \) and \( z = 0.54 \) within 500 kpc are shown in Figures 18 and 19.

To estimate the stellar masses of the galaxies, we perform stellar population synthesis fits to the available grizH photometry using Bagpipes (Carnall et al. 2018). In summary, Bagpipes uses Multi-Nest (Feroz & Skilling 2013) and PyMultiNest (Buchner et al. 2014) to find the best-fit Bruzual & Charlot (2003) stellar population synthesis model and corresponding credibility intervals on the model parameters. We adopt exponentially declining \( \tau \) models for the star formation histories with \( \tau \) between 10 Myr and 15 Gyr, a Calzetti et al. (2000) dust law with \( A_V \) between 0 and 2 mags, and stellar metallicity between 0 and 3.5 times solar. We report the resulting stellar mass estimates in Table 4 (column 6) assuming an initial mass function from Kroupa (2001). Virial mass and radius estimates are then obtained following the relation given in Kravtsov et al. (2018).

The closest identified galaxy to the \( z = 0.47 \) pLLS is an \( M_{\text{star}} = 10^{10.3} M_{\odot} \) star-forming galaxy with strong Balmer absorption located at an impact parameter of only 55 kpc, and a velocity offset of \( \Delta v_g = 45 \) km s\(^{-1}\) (top panel of Figure 18). The H\(_{\alpha}\) emission is too strong for this galaxy to be a classical post-starburst (French et al. 2018), but with strong H\(_{\delta}\) absorption (\( \geq 5 \) Å) and \( D_n(4000) > 1 \) there is clear evidence of a significant intermediate age stellar population, and current sub-dominant star-formation. Chen et al. (2019b) showed that galaxies with these H\(_{\alpha}\) equivalent widths and H\(_{\delta}\) values are well-modeled by exponentially declining star-formation histories with a 300 Myr e-folding time. A second lower-mass (\( M_{\text{star}} = 10^{9.0} M_{\odot} \)) galaxy which is star-forming is located at \( d = 148 \) kpc, and two additional \( M_{\text{star}} < 10^{10.0} M_{\odot} \) star-forming galaxies are located still...
The low degree of enrichment of c1L is particularly interesting in light of its galaxy counterpart which appears to have a declining star-formation history. In order for the nearby galaxy to evolve into a quiescent system, gas such as this absorber must be prevented from forming stars. Chen et al. (2018) report that high-NHI absorbers are commonly found at close separation from nearby massive and quiescent luminous red galaxies (LRGs), with Zahedy et al. (2019) finding that the gas is often, but not uniformly, highly enriched and shows variation within a single halo, similar to this pLLS. Taken together, this suggest that the presence and properties of cool gas in the CGM is not driven entirely by the current star formation activity of nearby galaxies, and that the intermediate-redshift CGM is a complex system with many physical processes contributing.

The galaxy environment at $z = 0.54$, where we see the simpler absorber with only three metal components, is considerably more crowded, with 11 galaxies within an impact parameter of 750 kpc. The nearest galaxy to the sightline (226 kpc) is relatively low mass with $M_{\text{star}} = 10^{8.9} M_\odot$; however a massive $M_{\text{star}} = 10^{11.5} M_\odot$ LRG lies at 375 kpc separation. The right panel of Figure 20 makes clear that the LRG, even at this larger separation, is the only galaxy at $z = 0.54$ with $d < R_{\text{vir}}$. The solar abundance and high degree of chemical maturity implied by the near solar [C/α], [Ni/α], and [Fe/α] of c1 and c2 of the pLLS lends further support to this plausible association (but see Zahedy et al. 2017 regarding an [Fe/α] gradient around massive ellipticals). Interestingly, c3, which is much higher ionization (only detected in H\textsc{i} and O\textsc{v}) could represent a more diffuse volume filling phase in the outskirts of this LRG. If so, then the limit of $[α/Hi] < -0.77$ could imply the typical degree of enrichment for gas in the outer halo in these systems is low.

These two systems also highlight the complexity of the relationship between Mg ii absorption and galaxies at intermediate redshift, particularly in a group environment. For the pLLS at $z = 0.47$, the associated Mg ii absorption is weaker than one would generally expect at $d = 55$ kpc from a typical $L_\odot$ galaxy. Previous studies (e.g., Chen et al. 2010; Bordoloi et al. 2011; Huang et al. 2021; Nielsen et al. 2013) would predict a Mg II absorber of rest-frame absorption equivalent width $W_r(2796) \geq 0.1 \AA$. This is in contrast to a relatively weak Mg II absorption feature associated with the pLLS at $z = 0.47$ with $W_r(2796) = 0.075 \pm 0.014 \AA$. At the same time, the $z = 0.54$ pLLS associated with a massive LRG at $d = 375$ kpc exhibits a Mg II feature of $W_r(2796) = 0.192 \pm 0.005 \AA$, stronger than the Mg II absorption associated with the $z = 0.47$ pLLS at closer projected distance to a galaxy.

We also note that Huang et al. (2016) find that the covering fraction of Mg ii with $W_r(2796) > 0.3 \AA$ is a few percent at $d = 300-400$ kpc around LRGs, however no systematic study has been conducted of these weaker Mg ii absorbers. Given the large separation of the pLLS and LRG, the results from Huang et al. (2016), and the high degree of enrichment, we expect the richness of the galaxy environment surrounding this system may play an important role in the presence of this gas. Indeed Huang et al. (2021) have also shown that the observed mean $W_r(2796)$ vs. $d$ relation exhibits a larger scatter in more overdense galaxy environment, suggesting a more complex metal enrichment profile in galaxy groups. The observed galaxy environments for both the pLLS at $z = 0.47$ and the absorber at $z = 0.54$ reinforce this dynamic picture.

Figure 21 presents a summary of the connection between the chemical abundances of diffuse circumgalactic gas traced by strong NII systems in CUBS with their galactic environment. The [α/H] abundances of absorbers are plotted against the measured stellar masses of their presumed host galaxies. The total stellar mass of all nearby neighbors is indicated by the dashed horizontal lines. We include the
absorbers studied in this work and in CUBS III. This is compared to the relationship between ISM [O/H] abundances and stellar mass (the mass-metallicity relation) from Andrews & Martini (2013), represented by the black curve.

While the maximum abundance of CGM absorbers appears to be weakly correlated with stellar mass contained in their environments, overall, we see that individual halos exhibit a much wider range in abundance than the range of maximum values that gives rise to this visual correlation. Additionally, most of these systems (4/6) include at least one absorption component with a higher level of enrichment than would be typical of the ISM of their nearby galaxies and all contain absorption components with [α/H] more than 0.5 dex below the predicted ISM metallicity. Taken together with Figure 14 which shows the enormous dynamic range of gas densities captured in these systems, we see clear evidence that the CGM is complex, with multiple physical processes contributing to a single halo.

This range of abundances and abundance patterns, combined with the galactic environments of these absorbers, can help to disentangle the plausible origins of multi-phase gas within the intermediate CGM. One physical scenario that is predicted to result in multi-phase gas is the interaction of cool or cold gas with a surrounding hotter halo. Sembach et al. (2003) describe such a scenario in relation to interfaces between the high-velocity clouds of the Milky Way and the hot halo. They suggest kinematic misalignment between different phases is due to sheering/shredding of dense gas through ram-pressure stripping. Such configurations would be expected for any cool dense gas moving through the hot halo, whether they are in-falling or gas resulting from a tidal interaction. Another scenario predicted to form multi-phase gas is radiative cooling in galactic winds. Schneider et al. (2018) describe the formation of outflowing cool gas in simulations which predict co-moving cold (T ∼ 10^4 K) and hot gas along with gas at intermediate temperatures.

The absorbers studied in this work likely represent both of these scenarios, with the solar and nearly solar [α/H] absorbers in both the z = 0.47 and z = 0.54 systems resulting from some combination of outflows and galaxy interactions. The multi-phase gas that is kinematically aligned with the 15% solar component at z = 0.47 (c1H and c1L) likely results from the interaction of diffuse halo gas with lower-metallicity infalling gas. The fact that both of the studied gaseous halos remain chemically inhomogeneous strongly implies that either mixing is inefficient within the CGM or that the physical processes giving rise to this absorption are still ongoing at intermediate redshift.

6 SUMMARY

In this paper, we presented a detailed analysis of two partial Lyman limit systems (pLLSs) with $N_{HI} \approx (1 - 3) \times 10^{16}$ cm$^{-2}$ discovered at $z = 0.47$ and $z = 0.54$ in the Cosmic Ultraviolet Baryon Survey (CUBS). Using Bayesian Voigt profile fitting, we measure the absorption detected in HST/COS FUV spectra and optical echelle spectra from Magellan/MIKE. These data provide unambiguous evidence of kinematically aligned multi-phase gas that masquerades as a single-phase structure and can only be resolved by simultaneous accounting of the full range of observed ionic species. These include five ionization stages of oxygen as well as states of many other elements (Mg, N, C, Si, S, Fe). The full coverage provides a rigorous test of photoionization models. We combine these absorption data with a detailed view of the small and large-scale galactic environment enabled by the tiered CUBS galaxy survey. The galaxy survey, employing VLT/MUSE, Magellan/LDSS3-C, and Magellan/IMACS spectroscopy, is sensitive at $z = 0.5$ to $L < 0.01L_*$ galaxies within ~250 kpc of the sightline, $L < 0.1L_*$ galaxies within 370 kpc, and $L_*$ galaxies out to ~4 Mpc. Our findings are summarized as follows:

(i) The pLLS at $z = 0.47$ reveals gas with complex kinematics and phase structure 55 kpc from a star-forming galaxy of $M_{star} \approx 2 \times 10^{10}$ M$_\odot$, which exhibits strong Balmer absorption and is best characterized by a declining star-formation history (Section 5.5, Figures 1, 17, 20). The pLLS is resolved into four separate metal-bearing components in addition to two detected only in H1 (Figure 2). While the dominant H1 component has [α/H]$_{c1L} = -0.81^{+0.10}_{-0.06}$ and comparably low [C/H] and [N/H], three metal-bearing satellite components exhibit a high degree of chemical enrichment ([α/H]
nearly an order of magnitude, both have a high degree of chemical enrichment with \( [\alpha/H] > -0.15 \). The dominant \( \text{H}1 \) component has nearly solar abundance of C and N, and super-solar Fe. A third component at \( \Delta v_{\text{c}} = 90 \text{ km s}^{-1} \), detected only in \( \text{H}1 \) and \( \text{O} \text{ vi} \), has a much lower metallicity with \( [\alpha/H] < -0.77 \) (Sections 4.6, 4.7, and 5.4 and Figure 16). We interpret the two solar-metallicity components and high-ionization lower metallicity gas as originating in either the outer CGM of the LRG, or the poorly-mixed intra-group medium.

(iii) The CGM of individual galaxies and galaxy groups is inhomogeneous in both density and abundance pattern (Section 5.4, Figures 14, 15, 16), and does not adhere to the ISM mass-metallicity relation (Figure 21). Even kinematically aligned components which exhibit multiple phases of gas do not always share a common abundance pattern. The multiphase nature is clearly demonstrated by the increasing line width with ionization potential of the observed ions (Figure 13, Section 5.3). This result provides both an opportunity and a significant burden in that the complexity of the CGM is measurable, but only through careful detailed analysis that models each sub-component of the absorption separately and considers contributions from multiple gaseous phases to the intermediate ionization stages.

The high degree of chemical inhomogeneity within the CGM requires either inefficient mixing within the CGM or that the physical processes responsible for sculpting the CGM are still ongoing at \( z = 0.5 \).

(iv) Abundance determinations for absorbers detected in singly-ionized phases such as \( \text{O} \text{ ii} \) and \( \text{Mg} \text{ ii} \) are generally robust because the ionization fractions of hydrogen and these ions respond similarly to variations in density (Section 4, Figures 5, 6, 8, 10). Density determinations for these same absorbers may be subject to larger uncertainties, especially for those absorbers whose doubly ionized phase is found to be contributed to by both lower and higher ionization gas. Further uncertainties in density and metallicity arise from uncertainty in the UVB (Section 5.2, CUBS III).

(v) The multiphase absorption phenomenon is emergent in diverse galaxy environments and varies on small spatial scales, providing a critical test of CGM simulations. Realistic numerical models of the CGM must reproduce the inhomogeneous nature of metal enrichment and density shown in Figures 14 and 16.

The data presented herein are a small subset of the full CUBS data set. Future papers will explore the properties and kinematics of gas surrounding galaxies with diverse environments, star formation histories and stellar masses. Collectively, these analyses will characterize the CGM of galaxies during the precipitous decline in the cosmic star formation rate density at \( z < 1 \).
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