Abstract— Interpolation based image zooming methods provide a high execution speed and low computational complexity. However, the quality of the zoomed images is unsatisfactory in many cases. The main challenge of super-resolution methods is to create new details to the image. This paper proposes a new algorithm to create new details using a zoom-out-zoom-in strategy. This strategy permits reducing blurring effects by adding the estimated error to the final image. Experimental results for natural images confirm the algorithm’s ability to create visually pleasing results.
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1. INTRODUCTION

With the advent of speed, size, and performance of digital computers, image processing techniques have grown dramatically in the last few decades. Although the progress in the camera sensors manufacturing has led to the production of high-quality digital cameras, many applications still require higher quality images, this includes satellite imaging, medical imaging and target detection.

Super-resolution is the process of generating an image with a higher resolution than its source. The source can consist of one or more images or frames[1]. This paper focuses on single frame super-resolution. Single frame super-resolution is also known as zooming, interpolation, and image resizing.

The theory of image super-resolution was first introduced by Tsai et al. in 1984[2]. The objective of super-resolution is to produce a high-resolution image and a higher quality than the reference image, using a single image or several images. A lot of research has been done on the issue of increasing image resolution over the past two decades.

Single frame super-resolution tries to produce a high-quality image using a single image. However, many researchers believe that the information contained in a single image cannot be enough to increase its resolution, and that it is not possible to reconstruct the high-frequency information by interpolating a low-resolution image.

Various single image super-resolution methods have been proposed so far. They could be classified into three categories: interpolation based method, enhancing based methods and reconstruction based methods.

The first category estimates the missing pixel value using the close relationship between neighboring pixels. In the second category methods, learning algorithms are trained on a database of low-resolution images and their corresponding high-resolution images to estimate the missing details in the low-resolution image.

The last category is methods of reconstruction. These types of methods do not change the size of the image and do not add information, but their main purpose is to enhance images whose resolution was increased by other methods.

Recently, a large number of interpolation approaches have been proposed to improve perceptual quality of reproduced images by considering edge features. Battiato et al. [3] propose a method that takes into account information about discontinuities and sharp luminance variations while doubling the input picture using a nonlinear iterative procedure of the zoomed image with limited computational resources. In [4], an image zooming method based on vector quantization approximation is proposed. The unknown pixel values on the image are interpolated by using a vector quantization codebook based on their local information. Deng et al. [5] use two classes of approximated Heaviside functions (AHFs) to represent smooth and non-smooth components of the input image separately. In [6], the local geometric structures of the two manifolds constructed by low-resolution (LR) and high-resolution (HR) patches are considered to be nonlinear and the original LR and HR patch features are mapped onto the underlying high-dimensional spaces by two nonlinear mappings. Hung and Sieu [7] propose a single-frame super-resolution algorithm using a finite impulse response (FIR) Wiener-filter, where the correlation matrices are estimated using the nonlocal means filter. Saryazdi et al. [8] propose an interpolation based super-resolution algorithm using an adaptive kernel according to the image contents.

Although these methods are efficient for real-time applications, the quality of the reconstructed images is unsatisfactory in many cases. Reconstruction-based methods use priori to solve the problem. They can reconstruct the high frequency texture and suppress false contours, but the results are not satisfactory in a higher magnification. Learning-based methods use machine learning algorithms to solve the image super-resolution problem.

Recently, many learning methods are being proposed to enhance single-image resolution. In most of these methods, a training set is used to learn to produce a high-resolution image given a low-resolution image [9-15].
Interpolation based image zooming methods provide a high execution speed and low computational complexity, but the quality of the zoomed images using these methods is unsatisfactory in many cases. To overcome this drawback, we propose a zoom-out-zoom-in procedure to estimate the missing details in the zoomed image.

The remainder of this paper is organized as follows. We introduce the proposed method and its components in Section II. Experiments and results are presented and analyzed in Section III, and a conclusion is reached in Section IV.

II. PROPOSED METHOD

Bi-cubic interpolation based image zooming involves the interpolation of unknown pixels by utilizing a cubic kernel. In this paper we opt for bi-cubic image zooming because the image interpolation by using a cubic kernel is fast and computationally inexpensive. However, it suffers from blurring effect. To overcome the blurring effect, our main idea is to predict the missing details in the zoomed image to achieve a higher resolution image. We do this in a zoom-out-zoom-in procedure. Fig. 1 depicts the block diagram of the proposed method.

Here we assume that the zooming factor is \( n \). The proposed algorithm possesses five steps. In the first step, the image size is reduced by subsampling by a factor of \( n \) (zoom-out). The second step is to zoom the reduced size image by a factor of \( n \) using any interpolation method (e.g. cubic) to achieve the reconstructed image. In the third step, the reconstruction error is calculated by subtracting the reconstructed image from the input image. In the next step, the estimated error is achieved by zooming the reconstructed error by a factor of \( n \). Finally, the estimated error is added to the zoomed image. The complete procedure of EDIZ is summarized in the pseudo-code given in Table 1.

The zoom-out-zoom-in procedure finds the weakness of the zooming algorithm applied to the given image, i.e. it calculates the details of the given image that the algorithm is not able to reconstruct. Afterwards, it uses this reconstruction error to estimate missing details in the zoomed image. Because of page limitation, here we opt for only bi-cubic and Lanczos zooming, but any zooming algorithm may be used instead.

III. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed algorithm, we applied it to a wide range of images using bi-cubic interpolation [16]. However, because of page limitation and similar findings among all results, only results of “Lena” and “Tank” are reported here. Fig. 2 shows these results. As these results suggest, the proposed strategy provides a higher visual quality than just using bi-cubic, and more details are visible.

As a second experiment, we applied the proposed algorithm using Lanczos interpolation kernel [17], with \( a = 3 \) and zooming factor of 4, to “Lena” and “Mandrill”, 512×512 color images. The results are depicted by Fig. 3. To show the differences more clearly, some regions are zoomed and shown in Fig. 4 and Fig. 5. As these figures confirm, the proposed algorithm achieves results that are richer in detail.

![Fig. 1. Block diagram of the proposed method](image)

| Table 1. |
|---|
| **Algorithm EDIZ** |
| **Input:** Input image \( I_{in} \), Zooming factor \( n \) |
| **Output:** Output image \( I_{out} \) |
| **Procedure:** |
| 1. Calculate \( I_{zoom} \) by sub-sampling \( I_{in} \) by factor of \( n \); |
| 2. Calculate \( I_{Rec} \) by zooming \( I_{zoom} \) by factor of \( n \); |
| 3. Calculate the reconstruction error \( (e = I_{in} - I_{Rec}) \); |
| 4. Calculate estimated error \( (E_{e}) \) by zooming reconstruction error \( e \) by factor of \( n \); |
| 5. Calculate zoomed input image \( (I_{in, zoom}) \); |
| 6. \( I_{out} = (I_{in, zoom} + E_{e}) \); |

![Fig. 2. Comparative results: A, D) input images; B, E) zoomed images by bi-cubic interpolation and a factor of 2; C, F) zoomed image by bi-cubic interpolation and a factor of 2 and using EDIZ](image)
Fig. 3. Comparative results: A, D) input image; B, E) zoomed image by the Lanczos3 interpolation and a factor of 4; C, F) zoomed image by the Lanczos3 interpolation and a factor of 4 and using EDIZ.

Fig. 4. Details of Mandril in fig. 3: Left) Lanczos3 interpolation; Right) Lanczos3 interpolation and using EDIZ
IV. Conclusion

In this paper, we proposed a novel image zooming model named EDIZ to improve interpolation based image zooming quality. The proposed algorithm creates new details using a zooming out-zooming in strategy. This strategy permits reducing blurring effects by adding the estimated error to the final image.

Experimental results for natural images confirmed the good performance of the proposed algorithm and its ability to create visually pleasing results.

REFERENCES

[1] S. Park, M. Park, and M. Kang, “Super-resolution image reconstruction: a technical overview,” IEEE Signal Processing Magazine, vol. 20, no. 3, pp. 21–36, 2003.
[2] R. Tsai and T. Huang, “Multiframe image restoration and registration,” Advances in Computer Vision and Image Processing, vol. 1, no. 2, pp. 317–339, 1984.
[3] S. Battiato, G. Gallo, and F. Stanco, “A locally adaptive zooming algorithm for digital images,” Image and Vision Computing, vol. 20, pp. 805-812, 2002.
[4] Chin-Chen Chang, Yung-Chen Chou, Yuan-Hui Yu, Kai-Jung Shih, “An image zooming technique based on vector quantization approximation”, Image and Vision Computing, vol. 23, pp. 1214-1225, 2005.
[5] Liang-Jian Deng, Weihong Guo, Ting-Zhu Huang, “Single image super-resolution by approximated Heaviside functions”. Inf. Sci. 348: 107-123, 2016.
[6] Chen X., Qi C (2014) Nonlinear neighbor embedding for single image super-resolution via kernel mapping. Signal Process 94(1):6–22
[7] K.W. Hung, W.C. Siu, “Single-image super-resolution using iterative Wiener filter based on nonlocal means”, Signal Process.: Image Commun., vol. 39, pp. 26–45, 2015.
[8] Kim K.I., Kwon Y. Single-image super-resolution using sparse regression and natural image prior IEEE Transactions on Pattern Analysis and Machine Intelligence. 2010;32(6):1127–1133.
[9] Kim K.I., Kwon Y. Single-image super-resolution using sparse regression and natural image prior. IEEE Transactions on Pattern Analysis and Machine Intelligence. 2010;32(6):1127–1133.
[10] Aharon M., Elad M., Bruckstein A. K-SVD: an algorithm for designing overcomplete dictionaries for sparse representation. IEEE Transactions on Signal Processing. 2006;54(11):4311–4322.
[11] Mairal J., Ponce J., Sapiro G., Zisserman A., Bach F. R. Supervised dictionary learning. Proceedings of the Advances in Neural Information Processing Systems 21 (NIPS ’09); June 2009; Curran Associates; pp. 1033–1040.
[12] Bertelli L., Yu T., Vu D., Gokturk B. Kernelized structural SVM learning for supervised object segmentation. Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR ’11); June 2011; Providence, RI, USA. IEEE; pp. 2153–2160.
[13] Ni K. S., Nguyen T. Q. Image super-resolution using support vector regression. IEEE Transactions on Image Processing. 2007;16(6):1596–1610.
[14] Tang Y., Yuan Y., Yan P., Li X. Greedy regression in sparse coding space for single-image super-resolution. Journal of Visual Communication and Image Representation. 2013;24(2):148–159.

[15] Yang J., Wright J., Huang T. S., Ma Y. Image super-resolution via sparse representation. IEEE Transactions on Image Processing. 2010;19(11):2861–2873.

[16] Bourke, P., “Bicubic Interpolation for Image Scaling”, May 2001.

[17] Turkowski K., Gabriel S., “Filters for Common Resampling Tasks”. In Andrew S. Glassner. Graphics Gems I. Academic Press. 2000; pp. 147–165.