Probing singularities of Landau-gauge propagators with Padé approximants
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Padé approximants are employed in order to study the analytic structure of the four-dimensional SU(2) Landau-gauge gluon and ghost propagators in the infrared regime. The approximants, which are model independent, are used as fitting functions to lattice data for the propagators, carefully propagating uncertainties due to the fit procedure and taking into account all possible correlations. Applying this procedure systematically to the gluon-propagator data, we observe the presence of a pair of complex poles at $p^2_{\text{pole}} = (-0.37 \pm 0.05_{\text{stat}} \pm 0.08_{\text{sys}}) \pm i (0.66 \pm 0.03_{\text{stat}} \pm 0.02_{\text{sys}}) \text{GeV}^2$, where “stat” represents the statistical error and “sys” the systematic one. We also find a zero on the negative real axis of $p^2$, at $p^2_{\text{zero}} = (-2.9 \pm 0.4_{\text{stat}} \pm 0.9_{\text{sys}}) \text{GeV}^2$. We thus note that our procedure — which is based on a model-independent approach and includes careful error propagation — confirms the presence of a pair of complex poles in the gluon propagator, in agreement with previous works. For the ghost propagator, the Padés indicate the existence of the single pole at $p^2 = 0$, as expected. We also find evidence of a branch cut on the negative real axis. Through the use of the so-called D-Log Padé method, which is designed to approximate functions with cuts, we corroborate the existence of this cut for the ghost propagator.
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1. Introduction

Quantum chromodynamics (QCD), which is based on SU(3) Yang-Mills theory, describes the strong interactions involving quarks and gluons. One of its fundamental properties is color confinement, which states that no color-charged particles can be found in isolation. Indeed, up to now, no free quarks or gluons were observed in nature and hadronic states are all colorless. Confinement in QCD is related to the fact that the strong coupling, $\alpha_s$, runs with the energy, as predicted by the QCD $\beta$-function; in particular, in the usual (perturbative) $\overline{\text{MS}}$ scheme, $\alpha_s$ assumes large values at low momenta, i.e. in the infrared (IR) region, eventually diverging at the Landau pole. A complete theoretical explanation of color confinement is, however, still lacking. As a first step in this direction, one can try to understand the behavior of gluon and ghost propagators, which are the theory’s fundamental degrees of freedom, in the IR limit, i.e. going beyond the validity of perturbative QCD.

Several theoretical frameworks were proposed to explain the color confinement mechanism (in Landau gauge), such as the Gribov-Zwanziger scenario [1, 2] and the scaling solution of Dyson-Schwinger equations [3], to name only two of them. Both descriptions — in their original formulations — predicted that the gluon propagator vanishes at zero momentum and the ghost propagator has an enhanced singularity, i.e. it is more singular than $1/p^2$ in the IR limit. These properties were verified with lattice numerical simulations, using large lattice volumes, in 2 space-time dimensions [4, 5]. On the contrary, in 3 and in 4 dimensions [4–7], lattice data showed that the ghost propagator, $G(p^2)$, is not enhanced, i.e. $G(p^2 \approx 0) \sim 1/p^2$, and that the gluon propagator does not go to zero at the origin. These results for the propagators in the IR regime motivated novel theoretical models that are in accordance with lattice simulations, such as the decoupling solution of Dyson-Schwinger equations [8, 9], the Refined Gribov-Zwanziger scenario [10–12] and the Curci-Ferrari model [13, 14].

Here, we report some of the results recently presented in Ref. [15], to which we refer for further details. The aim of our work is to study — in a model-independent way — the analytic structure of the four-dimensional SU(2) (quenched) Landau-gauge gluon and ghost propagators in the IR regime, by using rational approximants as fitting functions to the data from Refs. [5, 6, 16]. We note that rational approximants were recently applied by Falcão, Oliveira and Silva [17, 18] to analyze the Landau-gauge gluon and ghost propagators in the SU(3) case. We stress, however, that in Refs. [17, 18] the issues related to error propagation, and in particular the uncertainties arising from the fit procedure, are not fully discussed. In this work we propagated all the errors, considering off-diagonal correlations when necessary. As shown in Ref. [15], this limits considerably the number of parameters that can be determined from our fits.

2. Padé Approximants

The main type of rational approximants that we will employ as fitting functions are the standard Padé approximants (PAs). We recall that a PA $P_M^N(z)$ is a ratio of two polynomials of orders $M$ and $N$ [19, 20], i.e.,

$$P_M^N(z) = \frac{Q_M(z)}{R_N(z)} = \frac{a_0 + a_1 z + a_2 z^2 + \cdots + a_M z^M}{1 + b_1 z + b_2 z^2 + \cdots + b_N z^N},$$

(1)
where we employed $b_0 = 1$ without loss of generality. The canonical method of applying PAs is to approximate a function $f(z)$ whose Taylor series is known. The Padé coefficients are then obtained through a matching to the Taylor-series coefficients of $f(z)$ up to order $N + M$, upon the expansion of the Padé. Thus, the PA will reproduce the first $N + M + 1$ Taylor coefficients of the function $f(z)$.

The most prominent advantage of employing PAs is that they allow for a systematic and model-independent analysis. Moreover, which is especially relevant to our work, they can reproduce analytic features of the function they are approximating, such as poles, residues and zeros. In addition, in some cases, the use of these approximants is validated by convergence theorems. The most important one for this work is Pommerenke’s theorem, which states that PAs of the sequence $P_{N+k}(z)$, for fixed $k$, applied to a meromorphic function $f(z)$, converges to $f(z)$ for $N \to \infty$ [19, 20]. On the other hand, this theorem predicts that the Padé can have extraneous poles, which cannot be identified as singularities of the original function and move away when the order of the PA is increased. There are also spurious poles that can appear close to zeros, which are the defects or Froissart doublets [19–21] — these defects are of transient nature and should also disappear for PAs of higher order. It is important to stress that approximants with such defects can still be employed to study the considered function, away from these singularities.

In this work, we are going to use the Padé approximants as fitting functions to data, which departs from the standard Padé theory and is not supported by convergence theorems. However, experience shows that this approach is rather powerful and that its application to similar particle-physics problems, such as the extraction of resonance pole positions, is very successful [22–28]. We also recall that the gluon and ghost propagators are expected to have branch cuts in the complex plane and that, even though there are no general theorems for Padés applied to functions with cuts, it is observed that the approximants mimic the branch cut of the function by accumulating interleaved poles and zeros along the cut [19–21, 29]. A classic example in this context is the approximation of the function $\log(z)$ by PAs.

3. Results

The lattice data fitted in this work have been previously presented in Refs. [5, 6, 16] where more technical details can be found. (See also Ref. [15].) In particular, we use the data from a (symmetric) lattice with volume $V = n^4 = 128^4$. The lattice parameter was taken to be $\beta = 2.2$, which leads to a lattice spacing $a$ of approximately 0.210 fm, considering $\sigma^{1/2} = 0.44$ GeV for the string tension [30]. Hence, the physical lattice volume is about $(27 \text{ fm})^4$, which can be essentially considered as infinite volume, and the lowest non-zero physical momentum allowed is $p_{\text{min}} = 2a^{-1}\sin(\pi/n) \sim 46$ MeV.

The ghost-propagator data are considered in terms of the unimproved lattice momenta $p^2 = \sum_{\mu} p_{\mu}^2$, where $p_{\mu} = 2\sin(\pi \hat{p}_{\mu}/n)$ and $\hat{p}_{\mu} = 0, 1, \ldots, n-1$. On the other hand, the gluon propagator $D(p^2)$ is given in terms [31] of the improved momenta $p^2 = \sum_{\mu} p_{\mu}^2 + \frac{1}{12} \sum_{\mu} p_{\mu}^4$, for the sake of reducing the effects due to rotational-symmetry breaking, which are stronger at large momenta. Thus, this definition mostly affects the values of momenta outside the IR limit.

As shown in Ref. [15], the perturbative behavior of the gluon propagator sets in around 2.0 GeV; at the same time, the ghost-propagator data are essentially perturbative for momenta higher than 1.5 GeV. Hence, in our work we focus the Padé analysis mostly in the IR region.
3.1 Gluon propagator

We start by employing the Padé approximants as fitting functions to the four-dimensional SU(2) Landau-gauge gluon propagator data. The fit parameters are obtained through a $\chi^2$ minimization, taking into account off-diagonal correlations when necessary. The fit uncertainties are calculated using four different methods: Hessian matrix, Monte Carlo error propagation, $\Delta \chi^2$ variation and linear error propagation. We checked that results obtained with these four methods are in good agreement. The errors presented in this work were calculated using the Hessian matrix. As for the fit quality, it is judged by the minimum $\chi^2$, divided by the degrees of freedom (dof), and by the associated $p$-value. We stress that we limited the number of fit parameters to 7, because for Padés with higher order the statistical uncertainty grows considerably and the fit is not meaningful anymore. Also, the fits are performed in the region of $\sqrt{p^2} < 2.4$ GeV, and we have verified that the correlation between the data points is negligible, so that it can be disregarded in the calculations.

The following Padé sequences were used to fit the lattice data: $P_k^k(p^2)$, $P_{k+1}^k(p^2)$, $P_{k+1}^k(p^2)$ and $P_{k+2}^k(p^2)$. The PAs that pass all reliability tests, together with the lattice data, are presented in Fig. 1a, where the white region is the fit window. Note that, except for $P_2^3(p^2)$, all the approximants follow the expected behavior of the propagator in the ultraviolet region. The behavior at high energies of $P_2^3(p^2)$ can be explained by the fact that this Padé goes as $a_4 p^2$ for large $p^2$, with $a_4 > 0$ (albeit small). Due to the bad behavior of this PA, we did not use it in our final estimates.

The pole position for each approximant is shown in Fig. 1b and one can notice that the PAs have a consistent pair of complex poles. Our final value is obtained as follows: the central value is the average of all the Padés results, the statistical uncertainty is the largest one from the PAs, and the systematic error is half the maximum spread between results from two different PAs. Employing this procedure we find that the final position for the complex poles is

$$p^2_{\text{pole}} = \left[ (-0.37 \pm 0.05_{\text{stat}} \pm 0.08_{\text{sys}}) \pm 
\pm i (0.66 \pm 0.03_{\text{stat}} \pm 0.02_{\text{sys}}) \right] \text{GeV}^2,$$

(2)

where the first error is statistical and the second systematic. This final value, which is indicated in gray in Fig. 1b (with the errors added in quadrature), is in agreement with other results available in the literature [5, 17, 18, 32]. Thus, the Padés clearly favor a pair of complex poles, with an imaginary part inconsistent with zero, for the Landau-gauge gluon propagator.

Another noticeable feature in all the PAs of Fig. 1a is the presence of a zero on the negative real axis of $p^2$. Applying the same method used for the pole, we obtain the result

$$p^2_{\text{zero}} = (-2.9 \pm 0.4_{\text{stat}} \pm 0.9_{\text{sys}}) \text{GeV}^2,$$

(3)

which is shown in Fig. 1c together with the zeros of the considered approximants.

3.2 Ghost propagator

We now turn to applying the Padé analysis to the Landau-gauge ghost propagator. The method is mostly the same used for the gluon propagator but, in this case, the correlation between the data points is significant, reaching up to 0.75 in non-diagonal entries. It is known that fits to strongly

$^1$See Ref. [15] for more details.
correlated data are problematic, since the covariance matrix has small eigenvalues, which makes it hard to invert numerically. What is more, the small eigenvalues generate huge numbers in the inverse matrix. This engenders large fluctuations in the $\chi^2$ values, which are not statistically meaningful, leading to biased [33] or unreliable [34] results. In order to avoid this problem, we will employ the so-called diagonal fits [34]. In this procedure, only the diagonal covariance matrix is used to determine the fit parameters; the corresponding fit quality is denoted here as $Q^2$. All correlations are then included in the error propagation according to the method explained in Ref. [34]. Let us stress that, since the diagonal covariance matrix is used, the fit quality cannot be judged in absolute terms by the value of $Q^2$. dof.

By employing Padé approximants to fit the lattice data of the ghost propagator, it turns out that all the fit parameters of the PAs are extremely large, of the order of $O(10^{10})$ or higher. This is caused by a pole very close to the origin, as can be understood from Eq. (1). We also verify that this feature persists when considering different Padé approximants, indicating that this pole is indeed physical. For the sake of exploring additional analytical structures of the ghost propagator, we then impose this pole at the origin, through the so-called partial Padé approximants (PPAs) [19, 20], which, in this case, are expressed as

$$P^M_N(p^2) = \frac{Q_M(p^2)}{R_N(p^2) p^2}, \quad (4)$$

where $Q_M(p^2)$ and $R_N(p^2)$ are defined as before.

The fits were performed in the region $\sqrt{p^2} \leq 3.12$ GeV to avoid the appearance of Froissart doublets (in some PPAs) in the considered range of momenta, which can spoil the extrapolation of the fit results beyond the fit window. Indeed, as said above, these defects may appear, but the approximants can still be used away from these singularities. We applied partial Padés of the sequences $P^k_k(p^2)$, $P^k_{k+1}(p^2)$, $P^k_{k+2}(p^2)$ and $P^k_{k+1}(p^2)$ to fit the ghost-propagator data. As before, the number of parameters of the PPAs that can be used to fit the data is limited by the quality of the data. In particular, in this case, partial Padés up to order 8 can be used. The resulting PPAs and the
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Figure 2: Partial Padé approximants fitted to the Landau-gauge ghost-propagator lattice data used to determine our final results for poles and zeros. In (a) we show the PPAs and the lattice data; the shaded region is not included in the fits. In (b), respectively (c), we present the poles, respectively the zeros, of each PPA. In both cases, our final values are shown in gray at the bottom of each plot. We recall that a pole (at about $p^2 = -0.30 \text{GeV}^2$) followed by a zero (at about $p^2 = -1.0 \text{GeV}^2$) points towards the presence of a branch cut along the negative real axis of $p^2$.

lattice data for the ghost propagator are shown in Fig. 2a, where the gray region is not considered in the fit. We note that $P_2^2(p^2)$ also has a pole on the positive real axis, which is almost cancelled by a near-by zero. This singularity is a Froissart doublet and is a transient artifact of the PPA.

The Padés also show a pole and a zero on the negative real axis of $p^2$, which suggests a cut for the ghost propagator, considering that, as we already stressed above, the Padés emulate a cut by accumulating interleaved poles and zeros. Moreover, even though the uncertainties in the position of the poles and zeros of PPAs of higher orders are large, it is possible to see that their central values also present this pattern. This corroborates the existence of a cut on the negative real axis.

The pole of each partial Padé that passes all reliability tests are shown in Fig. 2b. From these results we can determine our final estimate, which is calculated by the same procedure employed in the gluon-propagator analysis. This yields

$$p^2_{\text{pole}} = (-0.30 \pm 0.05_{\text{stat}} \pm 0.05_{\text{sys}}) \text{GeV}^2. \quad (5)$$

In addition, a zero is located at

$$p^2_{\text{zero}} = (-1.0 \pm 0.3_{\text{stat}} \pm 0.4_{\text{sys}}) \text{GeV}^2. \quad (6)$$

The zeros of the PPAs together with our final value are shown in Fig. 2c. As mentioned before, the appearance of interleaved pole and zero can be an indication of a cut on the ghost propagator.

For the sake of better analyzing the existence of a cut on the negative real axis, we also used the so-called D-Log Padé approximants [19, 20]. They are a suitable alternative for functions with branch cuts because, instead of working with the original function $f(z)$, which has a cut, one tries to approximate a new function $F(z)$, which only has simple poles, and then unfold the procedure. In particular, let us assume that the function we are interested in is given by [19, 20]

$$f(z) = A(z) \left(\frac{1}{(\mu - z)^r}\right) + B(z),$$

where $A(z)$ and $B(z)$ have a simple structure and are analytic at
Figure 3: (a) Lattice data for the ghost propagator and the D-Log Padé, built from the first-order numerical derivative of the logarithm of the data. The shaded region is excluded from the fit. (b) Comparison of the largest (real and nonzero) pole position — from four different partial Padé sequences $\bar{P}_M^N(p^2)$ — with the branch-point position $p_c$ obtained from the D-Log Padé [see Eq. (8)] shown as the gray band.

$z = \mu$, and where $\gamma$ can be any real number. We then construct a new function defined as [19, 20] $F(z) = \frac{d}{dz} \ln f(z) \approx \frac{\gamma}{(\mu - z)}$. Thus, the branch point $\mu$ of $f(z)$ turns into a simple pole in $F(z)$, whose residue is equal to $\gamma$. Hence, by unfolding the procedure, the D-Log Padé $\text{Dlog}_N^M(z)$ of $f(z)$ is given by [19, 20]

$$\text{Dlog}_N^M(z) = f_{\text{norm}}(0) \exp \left\{ \int dz' \bar{F}_N^M(z') \right\},$$

where the Padé $\bar{P}_N^M(z')$ is applied to the function $F(z)$ and the constant $f_{\text{norm}}(0)$ has to be adjusted in order to reproduce the function at $z = 0$, since the constant (zeroth-order) term in the Taylor expansion of $f(z)$ is lost due to the derivative.

Clearly, in order to apply the D-log Padés to the ghost propagator $G(p^2)$, we need lattice data for the function $F(p^2)$, which is the derivative of the logarithm of $G(p^2)$. This can be accomplished by first taking the logarithm of the data and then calculating the derivative, through finite differences. However, the standard formulas for the derivative require equally spaced data points, a property not satisfied by the ghost-propagator data. Hence, to address this problem, the logarithm of the lattice data has been linearly interpolated, to generate data points with a fixed separation of $\Delta p^2 = 0.035$ GeV$^2$; later, the derivative at a given point is determined through the usual first-order formula. Of course, this method introduces correlations between the data points, which were thoroughly calculated and propagated. We note that, after applying this procedure to the ghost-propagator data, the data points have large uncertainties (in some cases larger than 100%) with considerable statistical fluctuations.

For the D-Log Padés, the region chosen for the fit is $\sqrt{p^2} \leq 2$ GeV, since the errors and fluctuations are quite large for higher momenta; moreover, the data around $\sqrt{p^2} = 2$ GeV are already in the perturbative region (see Fig. 10a in Ref. [15]). We first apply the Padés $\bar{P}_N^M(p^2)$ as fitting functions to the prepared data, again employing the diagonal-fit method due to the large correlation between the points. Afterwards, Eq. (7) is used to build the D-Log Padés belonging to the
sequences: $\text{Dlog}^k(p^2), \text{Dlog}^k_{p+1}(p^2), \text{Dlog}^k_{p+2}(p^2)$ and $\text{Dlog}^{k+1}(p^2)$. Due to the large uncertainties and fluctuations of the data points, the maximum number of parameters was set to five. The D-log-Padé results are reported in Fig. 3a, together with the lattice data (in purple). The fits have been performed considering only the white region. It is possible to see a good agreement with the data, even outside the fit window. Moreover, every approximant of Fig. 3a has a singularity of the type $(p_c - p^2)^{-\gamma}$, where the branch point $p_c$ is always located on the negative real axis, not too far from the pole determined by the partial Padés [see Eq. (5)], and the multiplicity $\gamma$ is not compatible with one, which indicates that $p_c$ is not a simple pole. Using these results, our final estimate for the branch-point position is

$$p_c^2 = (-0.12 \pm 0.08_{\text{stat}} \pm 0.02_{\text{sys}}) \text{GeV}^2.$$

(8)

It is important to emphasize that our systematic uncertainty for $p_c$ may be underestimated, due to the fact that the evaluation of the numerical derivative introduces an additional source of error. This result, together with the exponent $\gamma$ not being compatible with one, reinforces that the pole and zero of the PPAs are a manifestation of a cut on the negative real axis.

Finally, let us compare the branch point from the D-log Padés with the pole prediction of the partial Padés. We recall that, if the cut at negative $p^2$ does exist, the largest (negative) pole of the PPAs should indicate the position of the branch point. In Fig. 3b the gray band corresponds to the (above) branch point predicted by the D-log PAs; we also show the largest non-zero pole position for different PPAs. As one can notice, the central values of the pole are in better agreement with $p_c$ for higher-order PPAs. Also, the final results obtained for the branch point, Eq. (8), and for the pole extracted from the PPAs, Eq. (5), are compatible within $1.7 \sigma$. Thus, these results are in good agreement and corroborate the existence of a cut on the negative real axis for the ghost propagator.

4. Conclusions

In this work we applied a systematic and model-independent method to study the analytic structure of the IR Landau-gauge gluon and ghost propagators, by using rational approximants. In particular, Padé approximants, partial Padé approximants and also D-log Padé approximants were employed as fitting functions to four-dimensional SU(2) lattice data [5, 6, 16] of both propagators. We stress that Refs. [17, 18] also applied Padé approximants to fit SU(3) lattice propagators and our main conclusions are in agreement with their results. Notice, however, that in our work the errors were carefully propagated, considering all the correlations. In addition, we also estimated the systematic uncertainty of the employed method and explored other types of approximants: the partial Padés and the D-Log Padés.

For the gluon propagator, the Padé approximants presented evidence of a pair of complex poles located at $p_{\text{pole}}^2 = [(-0.37 \pm 0.09) \pm i (0.66 \pm 0.04)] \text{GeV}^2$, where the errors are added in quadrature. The PAs also indicated a zero on the negative real axis at $p_{\text{zero}}^2 = (-2.9 \pm 1.0) \text{GeV}^2$.

In the ghost-propagator case, the Padés clearly show the existence of a pole at the origin. We then imposed this information by using the so-called partial Padés to fit the ghost-propagator data. These fits indicated the presence of a pole, followed by a zero, on the negative real axis. Higher-order PPAs also had additional interleaved poles and zeros along the negative real axis, further suggesting the existence of a cut. In order to investigate this result, we employed D-Log
Padés and found a cut with branch point at $p_+^2 = (−0.12 \pm 0.08)$ GeV$^2$. This value is compatible with the pole obtained using partial Padés, which is another corroboration for the existence of a cut on the negative real axis for the ghost propagator.
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