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Abstract
Contemporary domain adaptive semantic segmentation aims to address data annotation challenges by assuming that target domains are completely unannotated. However, annotating a few target samples is usually very manageable and worthwhile especially if it improves the adaptation performance substantially. This paper presents SSDAS, a Semi-Supervised Domain Adaptive image Segmentation network that employs a few labeled target samples as anchors for adaptive and progressive feature alignment between labeled source samples and unlabeled target samples. We position the few labeled target samples as references that gauge the similarity between source and target features and guide adaptive inter-domain alignment for learning more similar source features. In addition, we replace the dissimilar source features by high-confidence target features continuously during the iterative training process, which achieves progressive intra-domain alignment between confident and unconfident target features. Extensive experiments show the proposed SSDAS greatly outperforms a number of baselines, i.e., UDA-based semantic segmentation and SSDA-based image classification. In addition, SSDAS is complementary and can be easily incorporated into UDA-based methods with consistent improvements in domain adaptive semantic segmentation.

1. Introduction
Domain adaptation has been investigated extensively for the task of semantic segmentation, largely for minimizing the gap between a labeled source domain (typically consisting of synthetic images with automatically generated labels) and an unlabeled target domain and accordingly alleviating the pain point of pixel-level annotation of large amounts of training images. Most existing domain adaptive semantic segmentation works are unsupervised [21, 28, 29, 44, 47, 49, 35, 51, 6, 7] which assume a completely unannotated target domain. However, annotating a few target samples is often very manageable and worthwhile especially if it can substantially improve the
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segmentation performance in the target domain. By managing the amount of labeling in the target domain flexibly, such semi-supervised domain adaptation (SSDA) is also more scalable while facing very diverse domain gaps where unsupervised domain adaptation (UDA) often fails to handle well (e.g. when the domain gap is very large).

SSDA based semantic segmentation has been largely neglected despite its great values in various practical tasks. One intuitive approach to this new problem is to adapt existing UDA methods by including extra supervision from the few labeled target samples in the training process. However, existing UDA methods were designed without considering few-shot labelling in the semi-supervised setup, and recent studies [40, 30] show that this intuitive approach does not perform clearly better (sometimes even worse) than direct training over all labeled source and few-shot target samples in a supervised manner. Considering the similarity between semantic segmentation and image classification, another approach is to adapt the recent SSDA based image classification methods [40, 30] for the semantic segmentation problem. However, the SSDA based image classification methods do not perform well for the dense prediction of image pixels which often experiences much larger and more diverse variations across domains.

We propose SSDAS, a Semi-Supervised Domain Adaptive Segmentation network that positions a few labeled target samples as anchors for effective feature alignment between labeled source samples and unlabeled target samples. We introduce two novel designs for optimal feature alignment across domains. The first design is adaptive cross-domain alignment that takes the few labeled target samples as references to gauge the cross-domain similarity (CDS) of each source feature and learn more from target-alike source features. Specifically, we raise (or lower) the weight of source features that are similar (or dissimilar) to the target features adaptively during the domain adaptation process as illustrated in Fig. 1. The second design is progressive intra-domain alignment where target-unlike source features are replaced by high-confidence target features progressively and the alignment becomes in-between confident and unconfident target features. The proposed SSDAS adopts Jigsaw Puzzle classifiers to extract contextual features for domain adaptive semantic segmentation and it can also work with conventional features, more details to be discussed in experiments.

The contributions of this work can be summarized in three major aspects. First, we design SSDAS – an innovative semi-supervised domain adaptive segmentation network that exploits a few labeled target samples for better domain adaptive semantic segmentation. To the best of our knowledge, this is the first work that explores semi-supervised domain adaptation (with few-shot labels) for the classical semantic segmentation task. Second, we design two novel feature alignment strategies for semi-supervised domain adaptation problems. The strategies exploit a few labeled target samples and achieve adaptive cross-domain alignment and progressive intra-domain alignment effectively. Third, extensive experiments over multiple domain adaptive segmentation tasks show that our proposed SSDAS achieves superior semantic segmentation consistently.

2. Related Works

Unsupervised Domain Adaptation (UDA) has been studied extensively for the task of semantic segmentation. Existing UDA-based segmentation methods can be broadly classified into three categories. The first category is adversarial training based which utilizes a domain classifier to align source and target distributions in the feature, output or latent space [21, 34, 49, 35, 47, 8, 56, 41, 42, 51, 48, 32, 18, 54, 23]. The second category is image translation based which translates images from source to target domains to mitigate domain gaps [20, 44, 9, 33, 55, 22, 52, 25]. The third category is self-training based which utilizes “pseudo labels” to guide iterative learning over unlabeled target data [59, 43, 57, 58, 17, 24].

Semi-supervised Domain Adaptation (SSDA) assumes the availability of a few labeled target samples beyond labeled source samples and a large amount of unlabeled target samples as in UDA. Several SSDA methods [1, 13, 53, 40, 30, 27] have been proposed which addresses domain discrepancy by auxiliary constrain optimization [13], subspace learning [53], label smoothing [1], entropy minimax [40], intra-domain discrepancy minimization [30] and bidirectional adversarial training [27]. However, most existing SSDA works focus on image classification and the relevant semantic segmentation task involving dense pixel-level predictions is largely neglected. We focus on SSDA-based semantic segmentation (with few-shot target samples) and it is the first effort for this challenging task to the best of our knowledge.

Jigsaw Puzzles is a basic pattern recognition problem that aims to reconstruct an original image from its shuffled patches. In the field of computer science and artificial intelligence, solving jigsaw puzzles [14, 51] has been widely studied for a variety of tasks in image editing [46, 10], relic re-composition [39, 3], unsupervised visual representation learning [45, 12, 37] and generalized network learning [4]. In this work, we employ Jigsaw Puzzle classifiers to learn contextual visual features (from labeled data) which are very suitable in semantic image segmentation. The learnt features are then exploited to align unlabeled target data for domain adaptive semantic segmentation.
3. Method

This section presents our proposed Semi-Supervised Domain Adaptive Segmentation (SSDAS) method. It consists of four subsections that focus on Task Definition, Adaptive Cross-Domain Alignment (ACDA) that performs adaptive inter-domain alignment according to the similarity of the learned features, Progressive Intra-Domain Alignment (PIDA) that replaces target-unlike source features by high-confidence target features for alignment between confident and unconfident target features, and Network Training.

3.1. Preliminaries

Task Definition: We focus on the problem of semi-supervised domain adaptation (SSDA) in semantic segmentation. Given the labeled source images \( \{ X_s \subset \mathbb{R}^{H \times W \times 3}, Y_s \subset (1, C)^{H \times W} \} \), a few labeled target images \( \{ X_t \subset \mathbb{R}^{H \times W \times 3}, Y_t \subset (1, C)^{H \times W} \} \) and a large number of unlabeled target images \( X_{ts} \subset \mathbb{R}^{H \times W \times 3} \) (\( H, W \) and \( C \) stands for image height, image width, and the number of semantic classes, respectively), the goal of SSDA-based semantic segmentation is to learn a model \( G \) that performs well on unlabeled target-domain data \( X_{ts} \).

Under such data setup, a ‘S+T’ model without any domain adaptation can be derived by training over the labeled source and target images in a fully supervised manner:

\[
\mathcal{L}_{src}(X_s, Y_s, X_t, Y_t; G) = l(G(X_s), Y_s) + l(G(X_t), Y_t),
\]

where \( l \) denotes the standard cross entropy loss.

Context Features Learning. Inspired by [37, 4], we employ Jigsaw Puzzle classifier \( \mathcal{J} \) to learn context features by solving jigsaw puzzles on the predicted segmentation map \( P = G(X) \):

\[
\mathcal{L}_{jig}(P; G, \mathcal{J}) = l(\mathcal{J}(S(P, I)), I),
\]

where ‘S’ stands for a function that decomposes the input image into \( n \times n \) patches, and shuffles and re-assigns each patch to one of the \( n^2 \) grid positions (Index \( I \) records the original location index of each patch). \( \mathcal{J} \) solves jigsaw puzzle (i.e., restoring the shuffled patches) by predicting the original location index (i.e., \( I \)) of patches.

Note context alignment is a simple yet efficient approach in UDA-based semantic segmentation [47, 51, 35, 48, 26]. For example, [47, 51, 35] employ adversarial learning [15] to align context features at an image level. [48, 26] first sample and cluster patches on labeled data to discover regional context features and then conduct adversarial learning to align the regional context features at a region level. Different from the aforementioned methods, our Jigsaw Puzzle method works at both region and image levels and it learns different types of context features by adjusting the jigsaw puzzle sizes and locations. Please refer to A.5. in supplementary material for more details.

3.2. Adaptive Cross-Domain Alignment

This subsection describes adaptive cross-domain alignment (ACDA) that employs a few labeled target samples as references to re-weight the features of source samples. The features of unlabeled target samples will be aligned to the re-weighted source features for cross-domain alignment.

Labeled Data Flow: For labeled source images \( \{ X_s, Y_s \} \) and labeled target images \( \{ X_t, Y_t \} \), we first feed them into a segmentation model \( G \) to acquire segmentation maps \( P_s = G(X_s) \subset \mathbb{R}^{H \times W \times C} \) and \( P_t = G(X_t) \subset \mathbb{R}^{H \times W \times C} \). We then employ two Jigsaw Puzzle classifiers (i.e., \( \mathcal{J}_s \) and \( \mathcal{J}_t \)) to learn context features by solving jigsaw puzzles on the predicted segmentation maps:

\[
\min_{G, \mathcal{J}_s, \mathcal{J}_t} \lambda_j(\mathcal{L}_{jig}(P_s; G, \mathcal{J}_s) + \mathcal{L}_{jig}(P_t; G, \mathcal{J}_t)),
\]

where \( \mathcal{M}_{cds} = 1 - N(\mathcal{J}_s(S(P, I)) - \mathcal{J}_t(S(P_s, I))) \) is the cross-domain similarity (CDS) map that is computed based on the prediction discrepancy between the source and target Jigsaw Puzzle classifiers. It will be used to re-weight the learning loss of the source context features. \( S \) is defined in Eq. 2 and \( N(x) \) is an unity-based normalization function that brings all values into the range \([0, 1] \). As illustrated in Fig. 1, the multiplication with \( \mathcal{M}_{cds} \) corresponds to Step A for source feature re-weighting, and the optimization of this equation corresponds to Step B for feature center updating.

Unlabeled Data Flow: For unlabeled target images \( X_{ts} \), we fix the learnt Jigsaw Puzzle classifier \( \mathcal{J}_s \) while updating the segmentation model \( G \) to solve jigsaw puzzles on the predicted segmentation maps \( P_{ts} = G(X_{ts}) \). This will enforce the segmentation maps \( P_{ts} \) to have source-alike context features:

\[
\min_{G} \lambda_j(\mathcal{L}_{jig}(P_{ts}; G, \mathcal{J}_s))
\]

where the optimization of this equation corresponds to Step C that aligns target features to the updated feature centers as illustrated in Fig. 1.

3.3. Progressive Intra-Domain Alignment

This subsection describes our progressive intra-domain alignment (PIDA) that replaces target-unlike source features by high-confidence target features iteratively in training. It leads to intra-domain alignment between confident and unconfident target context features.

Labeled Data Flow: Similar to Eq. 3, a binary removing mask \( M_{rm} \) is employed to discard target-unlike source features continuously during the iterative training process, where the labeled target data flow remains unchanged:

\[
\min_{G, \mathcal{J}_s, \mathcal{J}_t} \lambda_j(\mathcal{L}_{jig}(P_s; G, \mathcal{J}_s) + \mathcal{L}_{jig}(P_t; G, \mathcal{J}_t)),
\]

where \( \mathcal{M}_{rm} \) is obtained as described in Algorithm 1. As illustrated in Fig. 1, the multiplication with the binary mask
which corresponds to the Step D (for removing target-unlike source features), and the optimization of this equation correspond to the Step B.

**Unlabeled Data Flow:** Based on Eq. 4, a binary add mask \( M_{\text{add}} \) is employed to inject high-confidence target features progressively for updating \( G \) and \( J_s \), where the unconfident target features will be aligned to confident target features by fixing \( J_s \) while updating \( G \) during training:

\[
\begin{align*}
\min_{G, J_s} & \lambda_j L_{\text{jig}}(P_{tu}; G, J_s)M_{\text{add}}, \\
\min_{G} & \lambda_j L_{\text{jig}}(P_{tu}; G, J_s)(1 - M_{\text{add}}),
\end{align*}
\]

(6)

where \( M_{\text{add}} \) is obtained as described in Algorithm 2. As illustrated in Fig. 1, the multiplication with the binary mask \( M_{\text{add}} \) corresponds to the Step D (injecting high-confidence target features), and the optimization of the first and second equations refer to Step B and Step C, respectively.

**3.4. Network Training**

With ACDA and PIDA as described in Sections 3.3 and 3.4, this subsection presents how ACDA and PIDA work together to achieve our proposed SSDAS. The labeled data \( M_{rm} \) is determined in PIDA.

**Algorithm 1 Determination of \( M_{rm} \) in PIDA.**

**Require:** Source images \( X_s \); epoch denotes the epoch times; segmentation model \( G \); jigsaw puzzle classifiers \( J_s \) and \( J_t \)

**Ensure:** \( M_{rm} \)

1: Calculate \( M_{cds} \) as in Eq. 3
2: \( M_{\text{sort}} = \text{sort}(M_{cds}, \text{order}=\text{ascending}) \)
3: \( N = \text{length}(M_{\text{sort}}) \times \frac{\text{epoch}}{\text{max epoch}} \)
4: \( \text{Thres} = M_{\text{sort}}[N] \)
5: \( \text{If } M_{rm}[M_{cds} >= \text{Thres}] = 1 \)
6: \( \text{If } M_{rm}[M_{cds} < \text{Thres}] = 0 \)
7: return \( M_{rm} \)

The optimization function of the unlabeled data flow remains unchanged as defined in Eq. 6.

Note all optimization functions in Eqs. 3 - 7 are generic and can be applied for both image-level and region-level.
Algorithm 2 Determination of $\mathcal{M}_{\text{add}}$ in PIDA.

**Require:** Unlabeled target images $X_t$; epoch denotes the epoch times; segmentation model $G$; jigsaw puzzle classifier $\mathcal{J}_t$

**Ensure:** $\mathcal{M}_{\text{add}}$

1: Calculate jigsaw puzzle classification (JPC) probability $P_{t}^{\text{jig}} = \mathcal{J}_t(G(X_t), I)$ as in Eq. 2
2: Calculate JPC entropy $\text{Ent} _{t}^{\text{jig}} = P_{t}^{\text{jig}} \log P_{t}^{\text{jig}}$
3: $\text{Ent} _{t}^{\text{jig}, \text{sort}} = \text{sort}(\text{Ent} _{t}^{\text{jig}}, \text{order=ascending})$
4: $N = \text{length}(\text{Ent} _{t}^{\text{jig}, \text{sort}}) \times \frac{\text{epoch}}{\text{max. epoch}}$
5: Thres = $\text{Ent} _{t}^{\text{jig}, \text{sort}}[N]$
6: $\mathcal{M}_{\text{add}}[\text{Ent} _{t}^{\text{jig}} \leq \text{Thres}] = 1$
7: $\mathcal{M}_{\text{add}}[\text{Ent} _{t}^{\text{jig}} > \text{Thres}] = 0$
8: return $\mathcal{M}_{\text{add}}$

Algorithm 3 The proposed Semi-Supervised Domain Adaptive Segmentation (SSDAS).

**Require:** Labeled source images $\{X_s, Y_s\}$ and target images $\{X_t, Y_t\}$; unlabeled target images $X_u$; epoch denotes the epoch times; segmentation model $G$; jigsaw puzzle classifiers $\mathcal{J}_s^{\text{image}}, \mathcal{J}_t^{\text{image}}, \mathcal{J}_s^{\text{region}}$ and $\mathcal{J}_t^{\text{region}}$; region crop size $r$

**Ensure:** Learnt parameters $\theta$ of segmentation model $G$

1: for epoch $= 1$ to max. epoch do
2: **Supervised segmentation learning:**
3: Update $G$ using Eq. 1 with $\{X_s, Y_s\}$ and $\{X_t, Y_t\}$
4: **Image-level alignment:** ACDA&PIDA
5: Calculate segmentation probability map $\hat{P}_s = G(X_s), \hat{P}_t = G(X_t)$ and $\hat{P}_u = G(X_u)$
6: Update $G, \mathcal{J}_s^{\text{image}}$ and $\mathcal{J}_t^{\text{image}}$ using Eq. 7 and Eq. 6 with $\hat{P}_s, \hat{P}_t$ and $\hat{P}_u$
7: **Region-level alignment:** ACDA&PIDA
8: Crop maps into $r \times r$ regions $\{P^0_s, P^1_s, ..., P^r_s\}$, $\{P^0_t, P^1_t, ..., P^r_t\}$ and $\{P^0_u, P^1_u, ..., P^r_u\}$
9: Update $G, \mathcal{J}_s^{\text{region}}$ and $\mathcal{J}_t^{\text{region}}$ using Eq. 7 and Eq. 6 with $P^0_s, P^1_s, ..., P^r_s$ and $P^0_t, P^1_t, ..., P^r_t$
10: end for
11: return $G$

alignments. The only difference lies with the input. Specifically, the image-level alignment takes a whole segmentation map as input. But for region-level alignment, the segmentation map $P$ (i.e., $P_s$, $P_t$ and $P_u$) is cropped into $r \times r$ regions which are fed into the extra region-level Jigsaw Puzzle Classifiers ($\mathcal{J}_s^{\text{region}}$ and $\mathcal{J}_t^{\text{region}}$) for regional context features learning and alignment. The entire training pipeline is summarized in Algorithm 3.
### Table 1

| Method      | Road | SW | Build | Wall | Fence | Pole | TL | TS | Veg. | Sky | PR | Rider | Car | Truck | Bus | Train | Motor | Bike | mIoU |
|-------------|------|----|-------|------|-------|------|----|----|------|-----|----|-------|-----|-------|----|-------|------|-----|------|
| S+T         | 82.1 | 23.8 | 72.8 | 20.3 | 22.0 | 26.7 | 31.1 | 11.8 | 75.7 | 24.0 | 76.8 | 56.2 | 23.3 | 71.4 | 23.6 | 20.7 | 0.1 | 28.5 | 32.5 | 37.9 |
| AdaptSeg [47] | 87.0 | 32.8 | 80.5 | 22.1 | 22.6 | 27.7 | 34.3 | 25.4 | 83.4 | 31.5 | 81.7 | 59.5 | 18.6 | 76.0 | 35.4 | 42.9 | 1.6 | 28.0 | 27.1 | 43.1 |
| ADVENT [51] | 92.3 | 52.8 | 81.0 | 30.9 | 25.6 | 28.8 | 35.4 | 24.0 | 84.9 | 39.1 | 79.4 | 56.1 | 21.4 | 86.3 | 31.1 | 33.5 | 1.2 | 30.8 | 11.1 | 44.5 |
| CRST [58]   | 91.5 | 51.7 | 81.6 | 28.3 | 28.5 | 43.9 | 26.5 | 67.2 | 85.2 | 35.4 | 65.0 | 68.8 | 29.2 | 85.5 | 32.8 | 28.4 | 1.3 | 31.0 | 42.0 | 47.5 |
| FDA [52]    | 90.5 | 40.9 | 80.2 | 26.0 | 25.0 | 31.1 | 32.6 | 34.5 | 80.3 | 37.7 | 79.5 | 54.0 | 30.2 | 83.8 | 35.0 | 41.2 | 1.1 | 21.1 | 30.7 | 45.2 |
| IDA [38]    | 92.7 | 53.2 | 82.9 | 31.9 | 19.7 | 29.9 | 35.6 | 22.5 | 86.0 | 45.8 | 82.4 | 57.8 | 26.6 | 87.9 | 33.2 | 42.7 | 1.1 | 32.9 | 24.3 | 46.8 |

### Table 2

| Setting | Method     | Cityscapes | GTA | SYNTHIA |
|---------|------------|------------|-----|---------|
| 1-shot  | SSDAS      | 89.2       | 53.9 | 82.1    |
|         | +ADVENT    | 93.2       | 54.1 | 82.4    |
|         | +CRST      | 94.1       | 60.8 | 83.9    |
|         | +FDA       | 90.9       | 52.0 | 83.3    |
|         | +IDA       | 93.7       | 56.7 | 83.8    |

### Table 3

| 3-shot | Method     | Cityscapes | GTA | SYNTHIA |
|--------|------------|------------|-----|---------|
| SSDAS  | 92.4       | 52.6       | 83.7 | 27.0    |
|         | +ADVENT    | 93.9       | 52.0 | 83.2    |
|         | +CRST      | 93.6       | 58.1 | 83.5    |
|         | +FDA       | 93.3       | 49.8 | 83.1    |
|         | +IDA       | 93.6       | 56.3 | 84.3    |

### 4.2. Ablation Studies

We first examine different SSDAS components to study their contributions to SSDA-based semantic segmentation. Table 1 shows experimental results over the validation set of Cityscapes, where the first row shows the result of “S+T” model that is trained with supervised loss with labeled source and target samples only (with no alignment) as defined in Eq. 1. It can be seen that “S+T” model does not perform well due to cross-domain gaps.

However, ACDA improves “S+T” model clearly at both region and image levels, largely because ACDA employs few-shot target features to re-weight source features adaptively by increasing (or decreasing) the weight of target-like (or target-unlike) source features. Further including
PIDA improves mIoU by another +1.4% at both image and region levels, demonstrating its effectiveness in intra-domain alignment. It also shows that ACDA and PIDA are complementary by focusing on cross-domain alignment and intra-domain alignment, respectively.

The last three rows show that including image-level alignment and region-level alignment simultaneously outperforms adopting either one alone for both ACDA and PIDA. This shows that our proposed image-level and region-level alignment are complementary, where the image-level alignment focuses more on classes with big sizes (e.g., road, building, sky, etc.) while the region-level alignment focuses more on classes with small sizes (e.g., person, car, bike, etc.). Finally, including both alignment strategies at both image and region levels (i.e., the complete SSDAS model) performs clearly the best.

4.3. Comparisons with the State-of-Art

As there is few prior work on SSDA-based semantic segmentation, we conducted two sets of experiments to benchmark our SSDAS with the state-of-the-art. In the first set of experiments, we adapted state-of-the-art UDA methods for the SSDA task. Specifically, we included the labeled target samples and the corresponding supervised loss into the UDA methods to approximate SSDA-based semantic segmentation. Tables 2 and 3 show representative UDA methods ('AdaptSeg', 'ADVENT', 'CRST', 'FDA' and 'Cr-CDA') and their results. It can be seen that our SSDAS outperforms all adapted UDA methods consistently for both tasks GTA5 → Cityscapes and SYNTHIA → Cityscapes. The superior segmentation is largely attributed to the adaptive and progressive feature alignment in SSDAS that exploits the few-shot labeled target samples to guide the cross-domain and intra-domain alignment effectively.

In the second set of experiments, we benchmarked SSDAS with state-of-the-art SSDA-based image classification methods for both semantic segmentation and image classification tasks. To adapt SSDAS for image classification, we simply take the feature maps instead of segmentation maps as the Jigsaw Puzzle input with little fine-tuning. Tables 4 and 5 show experimental results. For the semantic segmentation in Table 4, we can see that SSDAS outperforms SSDA classification methods by large margins (over 5.3% in mIoU) for both 1-shot and 3-shot settings. For the image
Species-feature Context-feature
mIoU
47.1
49.7
48.5

Method
55.7 80.8 67.8 73.1 53.8 63.5 73.1 54.0 74.2 68.3 57.6 72.3
MEAN
66.2
74.0
64.6
85.5
71.3
80.1
64.6
65.5
79.0
63.6
79.7
76.6
69.1
86.9
76.2
83.4
66.8
67.5
83.5
62.6
85.7
70.2
79.9
60.5
63.9
79.5
61.3
79.1
76.4
64.7
79.1
71.9
73.1
74.0

Table 5. Comparing SSDAS with state-of-the-art SSDA classification methods: For domain adaptive image classification task (3-shot), the proposed SSDAS outperforms the state-of-the-art clearly in most of 12 adaptation scenarios in Office-home dataset.

The number of labeled target samples

| Method | 1 | 3 | 5 | 10 | 20 |
|--------|---|---|---|----|----|
| S+T    | 37.9 | 39.7 | 40.4 | 41.7 | 44.6 |
| SSDAS  | 48.5 | 49.7 | 50.1 | 51.1 | 52.6 |

Table 6. The number of labeled target samples matters: Domain adaptive semantic segmentation keeps improving with the increase of labeled target samples (over the task GTA → Cityscapes).

Parameter Analysis of $\lambda_j$ and $N$

| $\lambda_j$ | 0.025 | 0.05 | 0.1 | 0.2 | 0.4 |
|-------------|-------|------|-----|-----|-----|
| SSDAS       | 47.9  | 48.3 | 48.5 | 48.4 | 48.1 |
| $N$         | 30    | 50   | 100 | 300 | 500 |
| SSDAS       | 48.2  | 48.3 | 48.5 | 48.4 | 48.4 |

Table 7. The weight parameter $\lambda_j$ and the number of Jigsaw Puzzle classes $N$ matter: Domain adaptive semantic segmentation is slightly affected by $\lambda_j$ but tolerant to $N$ (for GTA → Cityscapes).

| Method | Convention-feature | Context-feature | mIoU |
|--------|--------------------|----------------|------|
| SSDAS  | ✓                  | ✓              | 47.1 |
|        | ✓                  |                | 48.5 |
|        |                    |                | 49.7 |

Table 8. SSDAS is generic and can work for other features such as conventional features. For the task GTA → Cityscapes, we employ SSDAS to aligning the convention-feature and context-feature, and present the domain adaptive semantic segmentation performance in mIoU.

In this work, we presented SSDAS, a Semi-Supervised Domain Adaptive image Segmentation network that employs a few labeled target samples as anchors for adaptive and progressive feature alignment between labeled source samples and unlabeled target samples. To the best of our knowledge, this is the first effort towards semi-supervised domain adaptive semantic segmentation (with few-shot target samples). Extensive experiments demonstrate the superiority of our SSDAS over a number of baselines including UDA-based segmentation and SDSA-based classification methods. In addition, SSDAS is complementary and can be easily integrated with UDA-based methods with consistent improvements in segmentation. We will explore how to bet-

4.4. Discussion

Number of labeled target samples: We studied how SSDAS behaves while including more labeled target samples in training. The experiments in Table 6 shows that domain adaptive segmentation can be improved consistently when more labeled target samples are included.

The weight $\lambda_j$ and the number of Jigsaw Puzzle classes $N$: Parameters $\lambda_j$ and $N$ control the weights of supervised and unsupervised losses and the difficulty of Jigsaw Puzzle, respectively. We studied the two parameters by changing $\lambda_j$ from 0 to 1 with a step of 1/6 and setting $N$ at a few number as shown in Table 7. Experiments over the task GTA→Cityscapes show that SSDAS is tolerant to both $\lambda_j$ and $N$. The major reason is that the adaptive and progressive learning in SSDAS can alleviate ‘negative alignment’ with dissimilar features.

Context vs conventional features: We use context feature in this work but SSDAS can also work with conventional segmentation features, i.e. the features from the feature extractor $E$ without including the following Jigsaw Puzzle classifiers. To work with conventional features, the algorithm and optimization functions are the same (as with context features) except that the context features are replaced by conventional features. Please refer to Section A.1. of supplementary materials for details about the optimization functions and algorithms of aligning conventional features. Table 8 compares SSDAS while working with context and conventional features. We can observe that SSDAS can work with conventional features well though the segmentation performance drops clearly. The performance drop is largely due to the fact that context features capture context information and are more effective in semantic segmentation. In addition, experiments show that context and conventional features are complementary while working together in domain adaptive semantic segmentation.

Moreover, we provide qualitative comparison and feature distribution visualization over the task GTA5→Cityscapes in Fig. 3. Due to the space limit, more discussion and qualitative comparisons over domain adaptive segmentation task are provided in the appendix.

5. Conclusion

In this work, we presented SSDAS, a Semi-Supervised Domain Adaptive image Segmentation network that employs a few labeled target samples as anchors for adaptive and progressive feature alignment between labeled source samples and unlabeled target samples. To the best of our knowledge, this is the first effort towards semi-supervised domain adaptive semantic segmentation (with few-shot target samples). Extensive experiments demonstrate the superiority of our SSDAS over a number of baselines including UDA-based segmentation and SDSA-based classification methods. In addition, SSDAS is complementary and can be easily integrated with UDA-based methods with consistent improvements in segmentation.
ter make use of a few labeled target samples in SSDA-based semantic segmentation. In addition, we will also study how to extend the idea of our SSDAS to other computer vision tasks such as object detection and panoptic segmentation.
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