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Abstract

We address the design of pilot sequences for channel estimation in the context of multiple-user Massive MIMO; considering the presence of channel correlation, and assuming that the statistics are known, we seek to exploit the spatial correlation of the channels to minimize the length of the pilot sequences, and specifically the fact that the users can be separated either through their spatial signature (low-rank channel covariance matrices), or through the use of different training sequences. We introduce an algorithm to design short training sequences for a given set of user covariance matrices. The obtained pilot sequences are in general non-orthogonal, however they ensure that the channel estimation error variance is uniformly upper-bounded by a chosen constant over all channel dimensions. We show through simulations using a realistic scenario based on the one-ring channel model that the proposed technique can yield pilot sequences of length significantly smaller than the number of users in the system.
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I. INTRODUCTION

Channel state information (CSI) acquisition represents an important problem in the multi-user Massive MIMO (Multiple-Input Multiple-Output) scenario [1]. Accurate downlink CSI is required in order to obtain the large multiplexing gain expected in massive MIMO system and achieve the rates shown e.g. in [2]. It is well known that, in the presence of i.i.d. channels, it is necessary to make the length of the pilot sequences at least as large as the total number of transmit antennas, in order to avoid the effect known as pilot contamination [3]; depending on the coherence time of the channel, the transmission of long training sequences instead of data-bearing symbols can represent a significant loss in spectral efficiency. In this context, classical uplink CSI acquisition based on orthogonal pilot sequences across the users may not be efficient, since maintaining pilot orthogonality across many users requires the use of longer training sequences than required.
In the context of Massive MIMO however, the channels exhibit a large degree of correlation [4]. In fact, a denser antenna array improves the spatial resolution, and makes the received signal more spatially correlated, to the point of resulting in a rank deficient spatial correlation matrix. This correlation can potentially help reduce the required training overhead, since the requirement to maintain pilot orthogonality across many users can be relaxed. In the literature, the problem of pilot design for MIMO correlated channels has been widely studied, for example in [5], [6], and [7]. However, in these works the pilot optimization is done for a MIMO system where all the transmitting antennas share the same spatial correlation subspace. This assumption was lifted in [8], where it is proposed to schedule uplink CSI acquisition across the users such that the terminals can be separated in space; pilot orthogonality in time is therefore not required, yielding shorter training sequences. However, it is not clear how close to perfect separation in space a practical system can operate, considering realistic propagation conditions, and a finite number of users to choose from at the scheduling stage.

Another aspect of the problem, related to mitigating pilot contamination in the context of multi-cell Massive MIMO, has been considered in e.g. [9]; in this work, the same (orthogonal) pilot sequences are reused across the cells, and the problem of assigning each user to one of the pilot sequences is considered.

The object of the present article is to explore the options available for the design of pilot sequences when the users’ spatial covariances are not strictly orthogonal. We focus on the single-cell case, however we do not require orthogonality in time between the pilot sequences assigned to different users. In the following, we target this problem in the context of uplink CSI acquisition, when the channel covariances of the individual users are assumed to be known and arbitrary (i.e. they can be either mutually orthogonal, or have partly or fully overlapping spans). In Section [III] we consider the noiseless case, and establish bounds on the length of the training sequences required to simultaneously learn all the users’ channels, by deriving necessary and sufficient conditions for channel identifiability. In Section [IV] we introduce an algorithm to design pilot sequences with the objective of minimizing their length across all the users, while simultaneously ensuring that the channel estimation error variance is uniformly upper-bounded by a chosen constant over all channel dimensions. Finally, in Section [V] we show through simulations using a realistic scenario based on the one-ring channel model that the proposed technique can yield pilot sequences of length significantly smaller than the number of users in the system.

II. System Model

Let us consider a massive MIMO system with $K$ single-antenna user terminals (UT) and $M$ antennas at the BS. The column vector of channel coefficients between the $k$-th single-antenna terminal and the $M$ antennas at the BS, $h_k \in \mathbb{C}^M$ can be expressed as the product between the spatial correlation matrix $R_k^2 \in \mathbb{C}^{M \times r_k}$ where $r_k \leq M$ is the rank of the spatial correlation, and a vector of complex Gaussian i.i.d. random variables, $\eta_k \in \mathbb{C}^{r_k}$ that represents the fast fading process, i.e.

$$h_k = R_k^{\frac{1}{2}} \eta_k, \quad \forall k = 1 \ldots K. \quad (1)$$

We assume that the $\eta_k \sim \mathcal{CN}(0, I_{r_k})$ are independent across the users, and that the spatial correlation matrices $R_k = \mathbb{E}[h_k h_k^H]$ are constant and known at the BS. Note that the single-antenna assumption is made here as a matter
of notational simplicity, and can be trivially relaxed by treating the antennas of a multi-antenna user as multiple virtual users having the same channel covariance.

We assume that pilot sequences are sent simultaneously from all terminals to the BS in order to estimate the channel coefficients. Let \( p_k \in \mathbb{C}^L \) denote the sequence of length \( L \) symbols transmitted by terminal \( k \). The signal received at the BS, \( Y = [y(1), \ldots, y(L)] \in \mathbb{C}^{M \times L} \), is obtained as

\[
Y = HP^T + N,
\]

(2)

where \( H = [h_1, \ldots, h_K] \) is the column concatenation of the channel vectors from the \( K \) terminals to the \( M \) antennas at the BS, \( P = [p_1, \ldots, p_K] \in \mathbb{C}^{L \times K} \) is the matrix containing the training sequences sent by the UTs, and \( N \in \mathbb{C}^{M \times L} \) represents additive noise.

By vectorizing the received signal in (2), it can be expressed as

\[
\text{vec}(Y) = \tilde{P} \text{vec}(H) + \text{vec}(N),
\]

(3)

where \( \tilde{P} = (P \otimes I_M) \). Combining (1) with (3) yields

\[
y = \text{vec}(Y) = \tilde{P} \tilde{R}^\frac{1}{2} \eta + \text{vec}(N),
\]

(4)

where

\[
\tilde{R}^\frac{1}{2} = \begin{pmatrix}
R_1^\frac{1}{2} & \ldots & 0 \\
0 & R_k^\frac{1}{2} & 0 \\
0 & \ldots & R_K^\frac{1}{2}
\end{pmatrix},
\]

and \( \eta \in \mathbb{C}^r \) is the vector concatenation of the fast fading process coefficients, i.e. \( \eta^T = [\eta_1^T, \ldots, \eta_K^T] \) with \( r = \sum_{i=1}^K r_i \). The objective of the receiver is to jointly estimate \( h_1, \ldots, h_K \) from the received signal \( Y \).

III. CHANNEL IDENTIFIABILITY

In this section, we establish bounds on the length of the probing sequence that is required to be able to identify the channel; to this aim, we focus on the noiseless case (\( N = 0 \)), and establish for which pilot length \( L \) the knowledge of \( Y \) is sufficient to uniquely identify \( H \). Note that because of (1) and since \( \tilde{R}^\frac{1}{2} \) is assumed full column rank, it is equivalent to identify \( h_k \) and \( \eta_k \). Furthermore, since in the noise-free case, (4) yields the trivial system of linear equations \( y = \tilde{P} \tilde{R}^\frac{1}{2} \eta \), all the channel vectors \( h_1, \ldots, h_K \) can be estimated from \( Y \) iff \( \tilde{P} \tilde{R}^\frac{1}{2} \) has full column rank. Therefore, we will focus on the identifiability condition

\[
\text{rank}(\tilde{P} \tilde{R}^\frac{1}{2}) = r.
\]

A. General Case

We first consider the general case where no particular assumption is made on the relative position of the subspace spanned by the correlation matrices \( R_1^\frac{1}{2}, \ldots, R_K^\frac{1}{2} \). Note that

\[
\text{rank}(\tilde{P} \tilde{R}^\frac{1}{2}) \leq \min \left( \text{rank}(\tilde{P}), \text{rank}(\tilde{R}^\frac{1}{2}) \right)
\]

(6)

\[
\leq \min \left( M \cdot \text{rank}(P), r \right).
\]

(7)
The identifiability criterion (5) imposes to fulfill (7) with equality, which requires \( M \cdot \text{rank}(P) \geq r \). Finally, since \( P \) has dimension \( L \times K \), we have \( L \geq \text{rank}(P) \), which yields the necessary condition for identifiability

\[
L \geq \frac{r}{M}. \tag{8}
\]

We now establish a sufficient condition. Using Sylvester’s rank inequality, we obtain

\[
\text{rank}(\tilde{P} \tilde{R}) \geq \text{rank}(P) + \text{rank}(\tilde{R}) - KM \tag{9}
\]

\[
\geq M \cdot \text{rank}(P) + r - KM. \tag{10}
\]

Note that taking

\[
\text{rank}(P) = K \tag{11}
\]

in (10) yields \( \text{rank}(\tilde{P} \tilde{R}) \geq r \), i.e. it guarantees identifiability. Since \( \text{rank}(P) \leq \min(L, K) \), the sufficient condition (11) also imposes \( L \geq K \), which is consistent with the fact that we do not exploit the spatial properties of the channel to reduce the training length, and therefore \( L \) must be at least equal to the number of users \( K \) to ensure that they can be distinguished.

Note that the bounds on the training length \( L \) obtained through the necessary condition (8) and the inequality \( L \geq K \) associated to the sufficient condition (11) are not equal.

### B. Mutually Orthogonal Channel Subspaces

Let us consider the case of mutually orthogonal channel covariance matrices, i.e. \( \text{tr}(R_i R_j) = 0 \forall i \neq j \). In that case, the necessary condition (8) can be shown to be sufficient as well. First, let us consider the case \( r \leq M \). (8) indicates that a training sequence of length at least \( L = 1 \) is required; we show that this is indeed sufficient. For this, consider the training sequence of user \( k \), \( p_k = [p_k(1)] \) which is reduced to length 1, and assume that \( p_k(1) \neq 0 \forall k \). It is trivial to see that

\[
\tilde{P} \tilde{R} = \begin{pmatrix} p_k(1) R_1^\perp \cdots p_k(K) R_K^\perp \end{pmatrix}
\]

(12)

is full column rank thanks to the orthogonality of the column subspaces of \( R_1^\perp \cdots R_K^\perp \), and therefore the identifiability condition (5) is fulfilled. A similar result can be obtained for the case \( r > M \), where it can be shown that a training sequence of length \( L = \lceil \frac{r}{M} \rceil \) is sufficient to ensure identifiability. We conclude that in the case of mutually orthogonal subspaces, the bound (8) is tight.

Note that this case is of particular interest in Massive MIMO, since it shows that when \( \frac{r}{M} \) is small, \( L \) can be made small, and in particular channel identifiability can be achieved using pilot sequences of length \( L < K \).

### C. Identical Channel Subspaces

Let us now focus on the case where the channels of all the users live in the same linear subspace; this can be represented without loss of generality by taking \( R_1^\perp = \cdots = R_K^\perp = R^\perp \) for some full column rank matrix \( R^\perp \in \mathbb{C}^{M \times d} \). In that case, we have \( \tilde{P} \tilde{R} = P^T \otimes R^\perp \), and

\[
\text{rank}(\tilde{P} \tilde{R}) = \text{rank}(P) \cdot d. \tag{13}
\]
Since $r = Kd$, combining (5) and (13) yields the identifiability condition $\text{rank}(P) = K$. Note that this is the same condition as (11), however in the case of identical subspaces across the users, it is both necessary and sufficient, while in the general case it is not necessary, as shown in Section III-B.

IV. MINIMUM LENGTH PILOT SEQUENCE UNDER ESTIMATION ERROR CONSTRAINT

Let us now consider the more general setting where noise is present, and the covariance matrices of the users can be arbitrary; Linear Minimum Mean Square Error (LMMSE) estimation of the channels is assumed. In this context, we tackle the design of short pilot sequences under an estimation error constraint.

A. Error covariance matrix

The LMMSE estimator of the fast fading coefficients between all users and the BS array, $\hat{\eta}$, is

$$\hat{\eta} = C_{\eta y}^{-1} y,$$  \hspace{1cm} (14)

where $C_{\eta y} = \tilde{R}^{12} \tilde{P}^H$, and $C_y = \tilde{P} \tilde{R} \tilde{P}^H + \sigma^2 I_{LM}$. The covariance matrix of the estimation error for $\eta$ is given by [10]

$$C_{e,\eta} = E[(\hat{\eta} - \eta)(\hat{\eta} - \eta)^H] = I_r - \tilde{R}^{12} \tilde{P}^H (\tilde{P} \tilde{R} \tilde{P}^H + \sigma^2 I_{LM})^{-1} \tilde{P} \tilde{R}^{12}. $$  \hspace{1cm} (15)

Considering (1), we define $\hat{h} = \tilde{R}^{12} \hat{\eta}$. The covariance matrix of the estimation error on $h$ is therefore

$$C_e = E[(\hat{h} - h)(\hat{h} - h)^H] = R^{12} C_{e,\eta} R^{21} = R - \tilde{R} \tilde{P}^H (\tilde{P} \tilde{R} \tilde{P}^H + \sigma^2 I_{LM})^{-1} \tilde{P} \tilde{R}. $$  \hspace{1cm} (16)

In order to control the accuracy of the channel estimation process across all the users, we assume that we wish to uniformly bound the estimation error on all dimensions of $h$ by a given constant $\epsilon > 0$. This can be done by requiring that all the eigenvalues of $C_e$ are lower or equal to $\epsilon$, which we denote $C_e \preceq \epsilon I$.

B. Pilot length minimization algorithm

We now formulate the pilot length minimization as a rank minimization problem over a convex set. Recall that we seek the minimum $L$ for which there exists a $L \times K$ matrix $P$ that satisfies $C_e \preceq \epsilon I$. Thus we seek to solve the optimization problem

$$\min_{P \in C_L \times K} L$$

s.t. $C_e \preceq \epsilon I$.  \hspace{1cm} (20)

1For two positive semidefinite matrices $A$ and $B$, $A \preceq B$ is a shorthand notation for the condition that $B - A$ is positive semidefinite.
Letting $\mathbf{X} = \mathbf{P}^H \mathbf{P} \in \mathbb{C}^{K \times K}$, minimizing $L$ is equivalent to minimizing $\text{rank}(\mathbf{X})$, i.e. (20) becomes:

\[
\begin{align*}
\min_{\mathbf{X} \succeq 0} & \quad \text{rank}(\mathbf{X}) \\
\text{s.t.} & \quad \mathbf{C}_e \preceq \epsilon \mathbf{I}.
\end{align*}
\] (21)

This problem can be solved efficiently, but approximately, through heuristics. Following [11], we consider a regularized smooth surrogate of the rank function, namely $\log \det(\mathbf{X} + \delta \mathbf{I})$ for some small $\delta$, which yields:

\[
\begin{align*}
\min_{\mathbf{X} \succeq 0} & \quad \log \det(\mathbf{X} + \delta \mathbf{I}) \\
\text{s.t.} & \quad \mathbf{C}_e \preceq \epsilon \mathbf{I}.
\end{align*}
\] (22)

The objective function in (22) is concave, however it is smooth on the positive definite cone; a possible way to approximately solve this problem is to iteratively minimize a locally linearized version of the objective function, i.e. solve

\[
\mathbf{X}_{t+1} = \arg \min_{\mathbf{X} \succeq 0} \quad \text{Tr}(\mathbf{X}_t + \delta \mathbf{I})^{-1} \mathbf{X}
\]

\[
\text{s.t.} \quad \mathbf{C}_e \preceq \epsilon \mathbf{I}.
\] (23)

until convergence to some $\bar{\mathbf{X}}$. We suggest to initialize the algorithm by choosing $\mathbf{X}_0$ as the rank-1, all-ones matrix $\mathbf{1}_{K \times K}$.

Let us now focus on the constraint $\mathbf{C}_e \preceq \epsilon \mathbf{I}$. Decomposing $\tilde{\mathbf{R}}^\frac{1}{2} = \mathbf{U} \Lambda^{1/2}$, where $\Lambda$ and $\mathbf{U}$ are respectively the diagonal matrix containing the eigenvalues of $\tilde{\mathbf{R}}$ and the associated eigenvectors, and using (19), we obtain

\[
\mathbf{C}_e \preceq \epsilon \mathbf{I} \iff \tilde{\mathbf{R}}^\frac{1}{2} (\mathbf{X} \otimes \mathbf{I}_M) \tilde{\mathbf{R}}^\frac{1}{2} \succeq (\epsilon^{-1} \Lambda - \mathbf{I}_r) \sigma^2.
\] (24)

Note that since this constraint is convex, (23) is a convex optimization problem that can be efficiently solved numerically.

Due to the various approximations involved in transforming (21) into (23), $\bar{\mathbf{X}}$ might not be strictly rank-deficient, but it can have some very small eigenvalues instead. It is therefore necessary to apply some thresholding on these eigenvalues to recover a strictly rank-deficient solution. Let us denote by $e_k$ the eigenvector associated to the $k$-th eigenvalue $v_k$ of $\bar{\mathbf{X}}$, $k = 1 \ldots K$, with $v_1 \geq \ldots \geq v_K \geq 0$. We then let

\[
L = \max_{i=1 \ldots K} \frac{i}{v_i \geq \epsilon_s}
\] (25)

for a suitably chosen (small) $\epsilon_s$, and obtain the matrix of optimized training sequences as $\mathbf{P} = [e_1, \ldots, e_L]^T$.

The proposed algorithm is shown in Algorithm [1]
Algorithm 1 Minimum length pilot sequence computation with estimation error constraint.

Initialize $X_0 \leftarrow I_{K \times K}$.

repeat

$X_{t+1} \leftarrow \arg \min_{X \succeq 0} \text{Tr}(X_t + \delta I)^{-1} X$

t.s. $R^{\frac{H}{2}}(X \otimes I_M) R^{\frac{H}{2}} \succeq (\epsilon^{-1}A - I_{r}) \sigma^2$.

until convergence to $\bar{X}$.

Compute $L$ according to (25).

Output: $\bar{P} = [e_1, \ldots, e_L]^T$.

V. Numerical results

Algorithm 1 has been benchmarked numerically. For each realization of the covariance matrices, we applied the proposed algorithm to compute $\bar{P}$ (the solution to (25) was obtained via the numerical solver CVX [12], and parameter $\delta$ was set to $10^{-4}$). We note that although we do not provide any convergence proof, the proposed method has demonstrated reliable convergence in the simulations. Note also that we can not claim any global optimality for the obtained solution $\bar{X}$, and indeed simulations have shown that the convergence point depends on the initialization, with the rank-1 initialization $X_0 = I_{K \times K}$ giving the best results.

The scenario considered in this section is that of a uniform circular array (UCA) of diameter 2m, consisting of $M \in \{16, 30\}$ antenna elements (AE), which serves $K \in \{5, 10\}$ UTs randomly distributed around the BS at a distance between 250 and 750m. We assume that 200 scatterers distributed randomly on a disc of radius 50m centered on each terminal are causing fast fading (see Fig. 1). The covariance matrices are generated by a ray-tracing
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Fig. 1. Example realization of the system geometry used to compute the channel covariance matrices. $K = 10$ users are randomly spread between 250m and 750m of the BS, materialized by the UCA at the origin. Each user is surrounded by 200 scatterers randomly spread on a disc of radius 50m.
procedure based on the one-ring channel model [13], with a central frequency of 1.8 GHz, and are normalized such that $\text{trace}(R_k) = ... = \text{trace}(R_K) = 1$ (this can be achieved in reality via power control). According to this model, the support of the angle of arrivals associated to a given UT is limited, which yields covariance matrices with few large eigenvalues. We have applied a threshold to these eigenvalues to obtain the ranks $r_k$ that ensure that at least 99% of the energy of the full-rank matrix is captured by the rank-deficient model. The noise variance at each BS antenna element is chosen as $\sigma^2 = 10^{-4}$.
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Fig. 2. Average length $L$ of the pilot sequences as a function of the error threshold $\epsilon$ for $(M, K) = (30, 10)$ (solid line) and $(16, 5)$ (dashed).

Fig. 2 shows the average length of the pilot sequences obtained by the proposed algorithm over 200 realizations as a function of the error threshold $\epsilon$. Clearly, $L$ decreases when the constraint on the maximum estimation error is relaxed (for large $\epsilon$). In all scenarios, the proposed algorithm yields pilot sequences having an average $L$ significantly lower than $K$. Note also that this gain appears to be more pronounced for larger antenna arrays.

Fig. 3 depicts the histogram (over 200 realizations) of $L$ in the scenario with $M = 30$ AE and $K = 10$ UTs, when the constraint on the maximum error is set to $\epsilon = 10^{-4}$. In most of the realizations, the length of the pilot sequence is significantly smaller than the number of users.

Note that because of the thresholding procedure described in (25), $X = \tilde{P}H\tilde{P}$ does not necessarily satisfy (24) exactly, although $\tilde{X}$ does. In order to verify that the maximum estimation error constraint is still approximately satisfied, we compute the maximum eigenvalue of $C_e$ for the length-$L$ pilot sequence obtained after thresholding. The results, in Fig. 4 for $(M, K) = (30, 10)$, show that this error is not significantly greater than the target $\epsilon$.

VI. Conclusions

We have analyzed how channel correlation and the knowledge of per-user covariance matrices can significantly reduce the duration of channel estimation in Massive MIMO systems. We have established bounds on the duration...
of estimation based on the extreme cases of identical and orthogonal channel covariance matrices. For the general case, we introduced an algorithm to design short training sequences for a given set of user covariance matrices. The obtained pilot sequences are in general non-orthogonal, however they ensure that the channel estimation error variance is uniformly upper-bounded by a chosen constant over all channel dimensions. Simulations have shown that the proposed technique can yield pilot sequences of length significantly smaller than the number of users in the system.
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