Optical Analytical Technique for Carbonaceous Particles Using Laser-Induced Electro-Avalanche Fluorescence and Laser-Induced Incandescence
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This report describes an optical sensing system for fine particle detection using a combination of two techniques: laser-induced breakdown spectroscopy (LIBS) and laser-induced incandescence (LII). We have improved laser measurement systems applied for small-particle analysis. We have determined elemental composition and density of particles using LIBS and have been able to measure particle size using LII. Controlling the power density of the light source of the present system allowed switching from LIBS to LII. LII temporal analysis was conducted using a streak camera, which was also used for LIBS analysis. The LII technique allows in situ measurement of the average primary particle size of nanoscale soot particles.

1. Introduction

Recent rapid worldwide economic growth and industrialization have increased awareness of environmental issues such as fossil fuel emissions from factories, power plants, and automobiles. Diesel engines are known to be more fuel-efficient than gasoline engines; furthermore, electronically controlled common rail injection contributes to the clean burning of fuel. As a result, cleaner burning engines often produce smaller specks of soot — nanosize particles — as a by-product. It is also well known that the inhalation of fine particulate matter causes a range of health problems:¹⁻⁴ particles that are smaller than 2.5 μm in size (PM².⁵) can penetrate into the gas-exchange
region of the lungs. Using existing technologies, it is difficult to analyze (in real time) the size and composition of fine particles over a broad range of conformational space in the atmosphere.

Laser-induced breakdown spectroscopy (LIBS) is a useful tool for determining the elemental composition of various materials and does not require any preprocessing. Specifically, LIBS is sensitive to nanoscale particulates. However, it is not possible to obtain particle size information using the LIBS technique alone. Conventionally, optical microscopes or scanning electrical microscopes (SEMs) have been used to observe the size and shape of particles; a particle size classification apparatus with a laser has traditionally been used to monitor the size and distribution of suspended particles.

However, such conventional methods do not allow the real-time monitoring of the size of nanoscale particles such as soot. Previously, we used an LIBS system combined with a scanning mobility particle sizer (SMPS) for particle size measurement. This combined system can reveal the significance of the aggregate nature of soot via the interpretation of size and volume fraction measurements obtained with an SMPS, but the accuracy of primary particle size measurements must be verified by another method.

In this study, we apply the laser-induced incandescence (LII) technique with LIBS. The average primary particle size is determined through the use of simulation models in conjunction with the LII technique. The simulation method adopted in this experiment has undergone considerable change and development as a result of the following experiments.

In 1977, Eckbreth recognized the LII concept while working with Raman spectroscopy in flames and becoming troubled by the presence of soot. He was able to relate the time dependence of the interference to laser particulate heating. This work was subsequently developed by Melton and other researchers.

The LII technique adopted in this study is based on these earlier experiments, and the decay simulation model applied is based on one of the most detailed studies available, that provided by Michelsen. In order to utilize this approach, one must first show good agreement between simulated and measured laser profiles. The laser intensity profile plays an important role in the theoretical estimation of the energy absorption rate. We demonstrate that an accurate laser intensity profile can be obtained using the streak camera that was used for LIBS in the preliminary experiment. Furthermore, when Michelsen’s model is used for the determination of the primary particle size, our approach results in a ratio of LII signals that is in qualitative agreement with the theoretical model. One major advantage of our LII technique is that the laser profile and particle cooling behavior over the full extent of the decay curve can be obtained easily.

2. Basic Principles

2.1 Laser-induced breakdown spectroscopy

LIBS is considered to be in the same category as atomic emission spectroscopy (AES), which includes many well-known methods of vaporization and excitation: arc/spark spectrometry, direct-coupled plasma (DCP) spectrometry, inductively coupled plasma (ICP) spectrometry, microwave-induced plasma (MIP) spectrometry, and laser ablation.
inductively coupled plasma mass spectrometry (LA-ICP-MS). The basic steps involved in AES can be summarized as follows: (1) vaporization of the sample to produce free atomic species, (2) excitation of atoms, (3) detection of emitted light, (4) calibration of intensity to concentration relationship, and (5) determination of quantitative information. The relationship between free electrons and AES is based on electron orbit and quantum number. According to Bohr’s theory of atomic structure, light with frequency $\nu$ should be considered as a photon with energy $h\nu$ (Planck’s constant $h \approx 6.63 \times 10^{-34}$ J·s). The transition energy of an electron stationary state from $E_n$ to $E_{n'}$ is determined by

$$v = \frac{E_n - E_{n'}}{h} = \frac{2\pi^2 \kappa^2 me^4}{h^3} \left( \frac{1}{n'^2} - \frac{1}{n^2} \right),$$

where $\kappa$ is Coulomb’s constant ($\kappa = 1/4\pi\varepsilon_0 \approx 8.99$ N·m²·C⁻²), $m$ is electron mass ($m \approx 9.11 \times 10^{-31}$ kg), and $e$ is a quantum of electricity ($e \approx 1.60 \times 10^{-19}$ C).

As presented above, the electron orbit is considered to be a circle. When the electron orbit is regarded as elliptical, a radial component $r$ and an azimuthal component are required. Two quantum conditions are required, corresponding to these two components: the principal quantum number $n$, which corresponds to the radial component in the elliptical orbit; and the azimuthal quantum number $l$, which corresponds to the azimuthal component. The relationship between $n$ and $l$ is described by

$$l = 0, 1, 2, ..., n - 1.$$  

(2)

The quantum number $n$ denotes the variety in orbital size, while the azimuthal quantum number $l$ represents its ellipticity. Thus, $n$ corresponds physically to the kinetic energy of an electron and $l$ corresponds to its angular momentum. The electron energy is given by

$$E_n = -\frac{2\pi^2 \kappa^2 me^4}{h^3} \cdot \frac{1}{n} (n = 1, 2, ...) .$$

(3)

To describe the electron orbit three-dimensionally, a third magnetic quantum number $m_l$ must be introduced. The range of $m_l$ is related to the azimuthal quantum number $l$, and is given by

$$-l \leq m_l \leq l.$$  

(4)

The existence of a third quantum condition implies that the direction of the electron orbital plane is quantum restricted. The direction of the plane is defined as being between the direction of the magnetic field and a normal vector in the orbital plane. Thus, the quantum number $m_l$ is referred to as the “magnetic quantum number.” When the magnetic field exists, the variation of electron energy depends on the value of $m_l$. Finally, there is a fourth quantum number: the spin quantum number $m_s$, parameterizes the intrinsic angular momentum of an electron in a manner corresponding to its right-hand or
left-hand rotation in classical atomic theory. The spin quantum number $m_s$ can have only two values,

$$m_s = \pm \frac{1}{2}.$$  \hspace{1cm} (5)

The electron configuration in multielectron atoms obeys the Pauli exclusion principle: no two identical fermions (particles with half-integer spin) may occupy the same quantum state simultaneously.

A common way to name states in atomic physics is to use spectroscopic notation; this is a standard way to write down the angular momentum quantum numbers of a state as follows.

$$N^{2S + 1}L_J,$$  \hspace{1cm} (6)

where $N$ is the principal quantum number ($N$ is often omitted), $S$ is the total spin quantum number, $2S + 1$ is the number of spin states, $L$ refers to the orbital angular momentum quantum number $l$, $l$ is written as $S, P, D, F, G, H, I, \ldots$ (for $l = 0, 1, 2, 3, 4, 5, 6, \ldots$), and $J$ is the total angular momentum quantum number.

One example is a single-electron transition, which we find in carbon emission at wavelength $\lambda = 247.856$ nm:

$$[\text{Upper Level: } 2s^22p^3, ^1P_o] \rightarrow [\text{Lower Level: } 2s^22p^2, ^1S_0],$$  \hspace{1cm} (7)

where the first terms in brackets represent the electron shell structure (see Table 1) and the second terms represent the standard spectroscopic notation described above.

| Major shell | Quantum number | Subshell | Number of orbits (ml) | Number of electrons (ms) |
|-------------|----------------|----------|-----------------------|--------------------------|
| K           | 1              | 1s       | 1                     | 2                        |
| L           | 2              | 2s       | 1                     | 2                        |
|             |                | 2p       | 3                     | 6                        |
| M           | 3              | 3s       | 1                     | 2                        |
|             |                | 3p       | 3                     | 6                        |
|             |                | 3d       | 5                     | 10                       |
| N           | 4              | 4s       | 1                     | 2                        |
|             |                | 4p       | 3                     | 6                        |
|             |                | 4d       | 5                     | 10                       |
|             |                | 4f       | 7                     | 14                       |
In the laser-induced breakdown process for wide-bandgap materials, an electron raised from ground state to the conduction band behaves as a free electron. There are three ways to raise an electron to the conduction band: (1) excitation by incident photon energy, (2) excitation from the defect energy levels, and (3) excitation by a multiphoton process. In case (1), the wavelength of the laser must correspond to the excitation energy level. For LIBS on materials with a wide-bandgap structure, a laser with higher photon energy (i.e., shorter wavelength) is required. In case (2), materials typically contain traces of impurities or exhibit a slightly defective structure. Even slight defects are sufficient to generate laser-induced plasma. The defective structure not only contributes to the excitation of one electron from its defect energy level to the conduction band, which corresponds to the laser wavelength, but it also produces an electron avalanche. An electron avalanche is a phenomenon in which a number of electrons raised to the conduction band are rapidly accelerated by the laser electric field, ionizing the atoms by collision, thereby forming new electrons to undergo the same process in successive cycles. Through an electron avalanche, the electron density reaches the dielectric breakdown level. The rate of dielectric breakdown for wide-bandgap materials is related to the impurity concentration. In case (3), the interaction is based on elementary single-photon absorption and emission events. Perturbation theory approximates an elementary event involving the simultaneous participation of many photons. A photon transition may be considered as a transition that passes, in its upper stages, through intermediate states of the system. First, one photon is absorbed and the system passes from the ground state to the first upper state; then, a second photon is absorbed and the system passes into its second upper state, and so on. Finally, as a result of elementary single-photon events, the system passes into the final state. The concept of multiphoton processes was developed in quantum field theory to describe the interaction of radiation with matter. However, observing multiphoton processes is difficult because of their extraordinarily low probability compared with single-photon processes. Multiphoton processes have become increasingly important with the application of high-intensity lasers. On the basis of the laser-induced plasma produced by a short-pulsed laser with high peak intensity, the photon density is sufficient to induce a multiphoton process. Using laser sources with high radiation power density (10^15 W/cm^2), the probability of multiphoton processes becomes comparable to that of single-photon transitions.

2.2 Laser-induced incandescence

LII is a technique in which a high-power laser beam is used to superheat primary soot particles up to 5000 to 10000 K. The resulting incandescence is collected with a time-resolved optical device for capturing the time-dependent signal. In the present study, a short laser pulse (8 ns) is followed by a period of incandescence that lasts 200 to 1000 ns. Because the smaller particles decay faster than larger particles, the characteristics of the time decay can be used to extract information about size distributions. For volume fraction imaging, it is possible to operate in a saturated regime for which the LII signal is almost independent of laser energy and is only dependent upon the particle density multiplied by the particle diameter to the third power. For the LII calculation, a decay simulation model based on that of Michelsen was used. According to this model, the energy balance for the interaction of a particle with a laser is given by
\[ Q_{\text{int}} = Q_{\text{abs}} - Q_{\text{rad}} - Q_{\text{cond}} - Q_{\text{sub}} + Q_{\text{ann}} + Q_{\text{ox}}, \quad (8) \]

where \( Q_{\text{int}} \) represents the sensible energy stored in a particle, \( Q_{\text{abs}} \) is the rate of laser energy absorption, \( Q_{\text{rad}} \) is the rate of radiation by blackbody emission, \( Q_{\text{cond}} \) represents the rate of energy dissipation by conduction, \( Q_{\text{sub}} \) represents the rate of energy loss by the sublimation of carbon clusters (and also accounts for the energy consumed during the photodesorption of the annealed particles to form small carbon clusters), \( Q_{\text{ann}} \) represents the rate of energy production by particle annealing, and \( Q_{\text{ox}} \) represents the rate of energy generation by oxidation. Each term in this energy flow rate equation is accounted for by the laser beam temporal intensity profile, the time dependence of the particle temperature, and the initial state of the particle. The time-derivative term of the particle temperature yields

\[ \frac{dT}{dt} = \frac{6}{\pi D^2 \rho_S c_S} (Q_{\text{abs}} - Q_{\text{rad}} - Q_{\text{cond}} - Q_{\text{sub}} + Q_{\text{ann}} + Q_{\text{ox}}), \quad (9) \]

where \( T \) is the particle temperature, \( D \) is the primary particle diameter, \( \rho_S \) is the density of the particle, and \( c_S \) is the specific heat of solid carbon. From Planck’s equation for a blackbody, the LII signal at wavelength \( \lambda' \) is given by

\[ S = \Omega \pi D^2 \int_{\lambda} E(\lambda') \left[ \frac{2\pi c^2}{h c T} \right] - \Sigma(\lambda') d\lambda', \quad (10) \]

where \( \Omega \) is the normalization constant, \( e_\lambda \) is the emissivity at wavelength \( \lambda \) for a Rayleigh particle, \( h \) is Planck’s constant, \( c \) is the speed of light, \( k_B \) is the Boltzmann constant, and \( \Sigma_\lambda \) is accounted for by including it in the integration of the Planck function over wavelength. In the differential equation given by eq. (9), each term of the energy flow ratio is calculated from the laser beam intensity profile that was obtained from actual measurements.

The energy absorption rate was calculated as

\[ Q_{\text{abs}} = \frac{\pi^2 D^3 E(m)}{\lambda} q(t), \quad (11) \]

where \( D \) is the primary particle diameter and \( \lambda \) is the wavelength of the laser. The intensity profile \( q(t) \) was obtained experimentally. \( E(m) \) is a function of the complex refractive index and is expressed as

\[ E(m) = \frac{6n_m k_m}{(n_m^2 - k_m + 2)^2 + 4n_m^2 k_m^2}. \quad (12) \]

The refractive index of soot, \( m = n_m - k_m i \), was given by the laser wavelength: 1064 nm for \( n_m = 1.63 \) and \( k_m = 0.7 \). This profile was obtained by substituting the laser
profile into eq. (11). The radiation rate was calculated as follows:

\[ Q_{\text{rad}} = \frac{199 \pi^2 D^3 (k_B T)^4 E(m)}{h (hc)^3}, \]  

(13)

where \( k_B \) is the Boltzmann constant, \( h \) is Planck's constant, and \( c \) is the speed of light. The time profile of the rate of energy loss due to radiation from the particle was obtained by successive iterations from the initial value of the temperature \( (T_0 = 1060 \, \text{K}) \). The thermal conductivity of soot was calculated as

\[ Q_{\text{cond}} = \frac{2 \kappa_a \pi D^2}{(D + GL)} (T - T_0), \]  

(14)

where \( \kappa_a \) is the thermal conductivity of the surrounding gas \( (\kappa_a = 1.0811 \times 10^{-4} + 5.1519 \times 10^{-7}T_0 \) was used in this study), and \( L \) is the mean free path \( (L = 2.24 \times 10^{-8}T_0 \, \text{cm/K}) \). \( G \) is the heat transfer factor\(^\text{7,17} \) given by

\[ G = \frac{8f}{\alpha_T (\gamma + 1)}, \]  

(15)

where \( f \) is the Eucken factor \( (f = (9\gamma - 5)/4) \), \( \gamma \) is the heat capacity ratio \( (\gamma = 1.3)\),\(^\text{9,18-20} \) and \( \alpha_T \) is the thermal accommodation coefficient of the ambient combustion gases with the surface \( (\alpha_T = 0.3)\).\(^\text{9} \) Sublimation at higher temperatures during laser irradiation, producing gas-phase carbon atom clusters, was calculated as

\[ Q_{\text{sub}} = \sum_{j=1}^{10} \frac{1}{W_j} \left( \frac{dM}{dt} \right)_j \left[ \frac{\Delta H_j (P_{\text{sat}}^{C_j} - P_{\text{phot}}^{C_j}) + \Delta H_j P_{\text{sat}} + \Delta H_{\text{diss}} P_{\text{diss}} + \Delta H_{\lambda} P_{\lambda}}{P_{\text{sat}}^{C_j}} \right], \]  

(16)

where \( W_j \) is the molecular weight of a carbon cluster comprising 1–10 carbon atoms with vapor \( (W_j = j \times 12.011 \, \text{g/mol}) \), and the summation was assumed to be the contribution, respectively, to \( Q_{\text{sub}} \) of \( C_1 \) to \( C_{10} \) desorbed species with vaporized molecular weights from \( W_1 \) to \( W_{10} \). \( \Delta H_j \) is the enthalpy of the formation of carbon vapor species \( C_j \) (given by eq. (43)), and \( P_{\text{sat}}^{C_j} \) is the saturation partial pressure of \( C_j \) given by eqs. (17) and (18):

\[ P_{\text{sat}}^{C_j} = P_{\text{ref}} \exp \left( \frac{\Delta S_j}{R} - \frac{\Delta H_j}{RT} \right) \quad \text{if} \quad P_{\text{equil}} \geq P_{\text{phot}}^{C_j}, \]  

(17)

\[ P_{\text{sat}}^{C_j} = P_{\text{phot}}^{C_j} + P_{\text{diss}} + P_{\lambda} \quad \text{if} \quad P_{\text{equil}} \leq P_{\text{phot}}^{C_j}, \]  

(18)

\[ P_{\text{equil}}^{C_j} = P_{\text{ref}} \exp \left( \frac{\Delta S_j}{R} - \frac{\Delta H_j}{RT} \right). \]  

(19)
\[ P^{\text{C}}_{\text{phot}} = P_{\text{ls}} + P_{\text{diss}} + P_{\lambda}. \]  

Equation (19) is the so-called Clausius-Clapeyron equation, which gives \( P_{\text{equil}}^{C_j} \) as the thermal equilibrium partial pressure of \( C_j \) (atm). \( P_{\text{ref}} \) is the reference pressure \( (P_{\text{ref}} = 1 \text{ atm}) \). \( \Delta S_j \) and \( \Delta H_j \) are obtained from eqs. (42) and (43), respectively. \( P^{\text{C}}_{\text{phot}} \) is the instantaneous partial pressure of \( C_j \) from the photodesorption of the particle. \( P_{\lambda} \) in eqs. (16) and (20) is the effective pressure calculated from the rate of nonthermal photodesorption from the unannealed particle:

\[ P_{\lambda} = \frac{k_p T k_{\lambda} j}{\pi D^2 \alpha_j U_j}, \]  

where \( k_p \) is the Boltzmann constant in effective pressure units \( (1.3626 \times 10^{-22} \text{ atm cm}^3/\text{K}) \). \( \alpha_j \) is the mass accommodation coefficient of vaporized species; it was assumed that \( \alpha_j = 0.5 \) (for \( j = 1 \) and 2), \( \alpha_j = 0.1 \) (for \( j = 3 \)), and \( \alpha_j = 1.0 \times 10^{-4} \) (for \( j = 4 \) to 10).\(^{(9,34)} \) \( U_j \) is the mean velocity away from the particle surface given by \( U_j = \left( \frac{R_m T}{2\pi W_j} \right)^{1/2} \), and \( R_m \) is the universal gas constant in effective mass units \( (8.3145 \times 10^7 \text{ [g cm}^2/\text{mol} \cdot \text{K} \cdot \text{s}^2]) \). \( k_{\lambda} \) is the rate constant for the unannealed particle, given by

\[ k_{\lambda} = \frac{\sigma_{\lambda} \pi D^2 N_{\text{ss}}(1 - X_{\text{ann}} - X_{\text{melt}})}{6} \times \left\{ 1 - \exp\left[ -B_{\lambda} F q_{\exp}(t) \right] \right\}, \]  

where \( \sigma_{\lambda} \) is the cross section for the removal of carbon clusters \( C_1 - C_3 \) from the unannealed particle by a two-photon nonthermal process \( (1 \times 10^{16} \text{ cm}^{-1} \text{s}^{-1}) \)\(^{(9)} \) and \( N_{\text{ss}} \) is the density of carbon atoms on the surface of the unannealed particle (estimated to be \( 2.8 \times 10^{15} \text{ cm}^{-2} \))\(^{(9)} \). \( X_{\text{ann}} \) is the mass fraction annealed according to eq. (32), and was estimated to be \( 1.0 \times 10^{-6} \). \( X_{\text{melt}} \) is the mass fraction melted, and \( X_{\text{melt}} \) was also estimated to be \( 1.0 \times 10^{-6} \). When the maximum of \( q_{\exp}(t) \) is normalized to one, the saturation is given by \( B_{\lambda} = 0.4 \text{ cm}^4/\text{J} \). \( F \) is the laser fluence, equal to \( q(t) \) integrated over the pulse duration \( (J/\text{cm}^2) \).

\( P_{\text{diss}} \) in eqs. (16) and (20) is the effective pressure calculated from the rate of thermal photodesorption from the annealed particle (atm), given by

\[ P_{\text{diss}} = \frac{k_p T k_{\text{diss}} X_{\text{ann}} N_p}{2\pi D^2 \alpha_j U_j}, \]  

where \( k_{\text{diss}} \) is the rate constant for the pyrolysis of the annealed particle \( (1/\text{s}) \), given by

\[ k_{\text{diss}} = A_{\text{diss}} \exp \left( \frac{-E_{\text{diss}}}{RT} \right), \]  

where \( A_{\text{diss}} \) is the factor for the annealed particle \( (1 \times 10^{18} \text{ s}^{-1}) \), and \( E_{\text{diss}} \) is the activation energy for the pyrolysis of the annealed particle to produce \( C_2 \) \( (9.6 \times 10^5 \text{ J/mole}) \).\(^{(9)} \) \( R \) is
the universal gas constant (8.3145 J/mol·K). All other parameters in eq. (23) are equal to those in eqs. (21) and (22).

\[ P_{ls} \] in eqs. (16) and (20) is the effective pressure calculated from the rate of nonthermal photodesorption from the annealed particle (atm), given by

\[ P_{ls} = \frac{k_p T_{ls}}{\pi D^2 a_j U_j}, \]

(25)

where \( k_p \), \( a_j \) and \( U_j \) have the same values as in the calculation of \( P_{ls} \) (eq. 21). \( k_{ls} \) is given by

\[ k_{ls} = \frac{\sigma_{ls} \pi D N_{ls} X_{ls}}{6} \times (1 - \exp[-B_{ls} F q_{ls}(t)])^\alpha, \]

(26)

where \( \sigma_{ls} \) is the cross section for the removal of carbon clusters \( C_2 \) from the annealed particle by a two-photon nonthermal process \((1 \times 10^{16} \text{ cm}^{-1} \text{s}^{-1})\),\(^9\) \( N_{ls} \) is the density of carbon atoms on the surface of the annealed particle (estimated to be \( 3.8 \times 10^{15} \text{ cm}^{-2} \)),\(^9\) and \( X_{ls} \) is the mass fraction annealed according to eq. (32); \( X_{ls} \) was estimated to be \( 1.0 \times 10^{-6} \). When the maximum of \( q_{ls}(t) \) is normalized to one, the saturation coefficient for the removal of carbon clusters \( C_2 \) from the annealed particle by a two-photon nonthermal process is given by \( B_{ls} = 0.9 \text{ cm}^4 / J^2 \).

\( \Delta H_{ls} \) is the energy required to remove carbon clusters from the unannealed particle with no thermal photodesorption (\( \Delta H_{ls} = 7.2 \times 10^5 \text{ J/mol} \) for \( C_1 \), \( \Delta H_{ls} = 3.4 \times 10^5 \text{ J/mol} \) for \( C_2 \), \( \Delta H_{ls} = 7.4 \times 10^4 \text{ J/mol} \) for \( C_3 \))\(^9\) and \( \Delta H_{diss} \) is the estimated enthalpy of pyrolysis (\( \Delta H_{diss} = 8.0 \times 10^5 \text{ J/mol} \)) derived from the calculation of the enthalpy of \( C_2 \) in Table 2. \( \Delta H_{ls} \) is the energy required to remove carbon clusters from the annealed particle with no

**Table 2**

Coefficients for entropies [eq. (42)] and enthalpies [eq. (43)] of formation of carbon clusters.

| Carbon cluster | \( b_{50} \) (J/mol K) | \( b_{51} \) (10^{-5} J/mol K) | \( b_{52} \) (10^{-7} J/mol K) | \( b_{53} \) (10^{-9} J/mol K) | \( b_{54} \) (J/mol K) | \( b_{55} \) (10^{-3} J/mol K) | Sublimation temperature (K) |
|----------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| \( C_1 \)      | 160.01               | -1.553               | 0                    | 7.266               | -5.111               | 0                    | 4585                 |
| \( C_2 \)      | 202.62               | -7.584               | 5.246                | 8.545               | -12.326              | 0                    | 4419                 |
| \( C_3 \)      | 225.12               | -16.131              | 10.900               | 8.443               | -26.921              | 0                    | 4073                 |
| \( C_4 \)      | 217.42               | -9.619               | 4.089                | 9.811               | -7.787               | -2.114               | 4873                 |
| \( C_5 \)      | 227.38               | -10.049              | 3.661                | 9.898               | -7.069               | -2.598               | 4701                 |
| \( C_6 \)      | 264.6                | 0                    | 0                    | 13.56               | 0                    | 0                    | 5125                 |
| \( C_7 \)      | 265.3                | 0                    | 0                    | 13.45               | 0                    | 0                    | 5070                 |
| \( C_8 \)      | 293.4                | 0                    | 0                    | 15.80               | 0                    | 0                    | 5385                 |
| \( C_9 \)      | 301.3                | 0                    | 0                    | 16.11               | 0                    | 0                    | 5347                 |
| \( C_{10} \)   | 260.5                | 0                    | 0                    | 14.99               | 0                    | 0                    | 5754                 |
thermal photodesorption and is assumed to be the same as that for photodesorption from the unannealed surface; \( \Delta H_{a} = 3.4 \times 10^{4} \text{ J/mol for } C_{2} \).

A more detailed discussion and the setting of parameters for sublimation theory were presented in Michelsen’s work\(^{(9)}\) and those of other previous researchers\(^{(21–26)}\).

The annealing energy production rate was calculated as

\[
Q_{\text{ann}} = \frac{-\Delta H_{\text{imig}} k_{\text{imig}} N_{d} - \Delta H_{\text{vmig}} k_{\text{vmig}} N_{d}}{N_{a}},
\]

(27)

where \( \Delta H_{\text{imig}} \) is the estimated enthalpy for interstitial migration (\( \Delta H_{\text{imig}} = -1.9 \times 10^{4} \text{ J/mol} \)),\(^{(27)}\) \( \Delta H_{\text{vmig}} \) is the enthalpy for vacancy migration derived from theoretical predictions (\( \Delta H_{\text{vmig}} = -1.4 \times 10^{5} \text{ J/mol} \)),\(^{(28,29)}\) \( N_{d} \) is the number of lattice defects in the particle, and \( N_{a} \) is Avogadro’s constant \( (6.02214 \times 10^{23} \text{ mol}^{-1}) \). \( k_{\text{imig}} \) and \( k_{\text{vmig}} \) are given by

\[
k_{\text{imig}, \text{vmig}} = A_{\text{imig, vmig}} \exp \left( \frac{-E_{\text{imig, vmig}}}{RT} \right),
\]

(28)

where \( A_{\text{imig}} \) and \( A_{\text{vmig}} \) are pre-exponential factors used to calculate the rate constants for interstitial migration and vacancy migration, respectively \( (A_{\text{imig}} = 1 \times 10^{8} \text{ s}^{-1}, A_{\text{vmig}} = 1.5 \times 10^{17} \text{ s}^{-1}) \),\(^9\) \( E_{\text{imig}} \) is the activation energy for the annealing rate associated with di-interstitial migration \( (E_{\text{imig}} = 8.3 \times 10^{4} \text{ J/mol}) \),\(^{30}\) and \( E_{\text{vmig}} \) is the activation energy required to attain the appropriate annealing rate for vacancy migration \( (E_{\text{vmig}} = 6.7 \times 10^{5} \text{ J/mol}) \). \( R \) is the universal gas constant \( (8.3145 \text{ J/mol·K}) \).\(^{31}\) The oxidation rate was calculated as

\[
Q_{\text{ox}} = (-\Delta H_{\text{ox}} - 2\alpha_{T} C_{\text{PCO}} T) \frac{\pi D_{2} k_{\text{ox}}}{N_{a}},
\]

(29)

where \( \Delta H_{\text{ox}} \) is the enthalpy of the reaction \( (\Delta H_{\text{ox}} = -2.215 \times 10^{4} \text{ J/mol}) \),\(^{32}\) \( \alpha_{T} \) is the thermal accommodation coefficient of the ambient combustion gases with the surface \( (\alpha_{T} = 0.3) \),\(^9\) and \( N_{a} \) is Avogadro’s constant. \( C_{\text{PCO}} \) is the molar heat capacity of CO given by the following equation of Fried and Howard:\(^{33}\)

\[
C_{\text{PCO}} = \left\{ a_{4} \left\{ a_{1} \left( \frac{T}{T_{1}} \right) \exp \left( \frac{T_{1}}{T} \right) \left[ \exp \left( \frac{T_{1}}{T} \right) - 1 \right] \right\}^{2}
+ a_{2} \left( \frac{T}{T_{2}} \right) \exp \left( \frac{T_{2}}{T} \right) \left[ \exp \left( \frac{T_{2}}{T} \right) - 1 \right]^{2} + a_{3} T \right\},
\]

(30)

where \( R \) is the general gas constant and the parameters are given as \( a_{4} = 1, a_{1} = 3.494, \theta_{1} = 1, a_{2} = 0.98449, \theta_{2} = 3085.1, \text{ and } a_{3} = 2.6164 \times 10^{-5} \).\(^9\) \( k_{\text{ox}} \) is given by
\[ k_{\text{ox}} = 12P_0 \left[ \frac{k_a \chi_A}{1 + k_b P_{\text{O}_2}} + k_b (1 - \chi_A) \right] (1 - X_{\text{ann}}) + \frac{2.8Z_{\text{ox}}}{\sqrt{T_0}} \exp \left( \frac{-1.4 \times 10^4}{RT} \right) X_{\text{ann}}, \]  

where \( P_0 = P_0 = 1 \text{ atm}, k_a = 5.0 \times 10^{23}\exp(-1.255 \times 10^5/RT), k_b = 5.0 \times 10^{21}\exp(-6.352 \times 10^4/RT), \chi_A = 1/(1 + k_f/k_b P_{\text{O}_2}), k_f = 3.79 \times 10^{27}\exp(-4.06 \times 10^5/RT), \) and \( k_z = 21.3\exp(1.713 \times 10^4/RT) \). (9) \( X_{\text{ann}} \) is the mass fraction annealed according to eq. (32), and was estimated to be \( 1.0 \times 10^{-6} \) for this calculation. \( Z_{\text{ox}} \) is the collision rate of the ambient \( \text{O}_2 \) with the particle surface, given by eq. (33), and \( Z_{\text{ox}} \) was derived as \( 3.03 \times 10^{22} [1/\text{s cm}^2] \).

\[ X_{\text{ann}} = 1 - \frac{N_d}{X_d N_p}, \]  

where \( N_d \) is the number of lattice defects in the particle, \( X_d \) is the initial defect density of soot, and \( N_p \) is the number of atoms in the particle. \( X_d \) and \( N_d \) are unknown at this point.

\[ Z_{\text{ox}} = \frac{P_0}{k_p T_0} \sqrt{\frac{R_m T_0}{2\pi W_a}}, \]  

where \( P_0 \) is the ambient pressure, \( W_a \) is the average molecular weight (given by \( P_0 = 0.209 \text{ [atm]}, W_a = 31.99 \text{ [g/mol]} \) in this equation), \( k_p \) is the Boltzmann constant in effective pressure units \((1.3626 \times 10^{-22} \text{ [atm cm}^3/\text{K}])\), and \( R_m \) is the universal gas constant in effective mass units \((8.3145 \times 10^7 \text{ [g cm}^2/\text{mol K s}^2])\).

Substituting the initial temperature and initial particle diameter and the above energy flow ratios caused by the laser (Fig. 1) into eq. (9) yields a time profile of particle temperature (Fig. 2). The graph shown in Fig. 1 was created on the basis of the actual

![Fig. 1. Time profile of laser power density (t = 0–1000 ns).](image)
measurement of the intensity time profile data for a pulsed Nd:YAG laser recorded by a streak camera. The specifications of the laser are as follows: pulse energy of 52.8 [mJ/pulse], beam diameter of 2.8 mm, wavelength of 1064 nm, and pulse duration of 8 ns [full width at half maximum (FWHM)]. The temporal particle diameter was calculated as

\[ D = \left[ \frac{6M}{\pi} \left( \frac{X_{\text{ann}}}{\rho_a} + \frac{X_{\text{melt}}}{\rho_l} + \frac{1 - X_{\text{ann}} - X_{\text{melt}}}{\rho_s} \right) \right]^{\frac{1}{3}}, \]  

(34)

where \( \rho_a \) is density of the annealed particle given by \( \rho_a = 2.6 - 1 \times 10^{-4} T \) [g/cm\(^3\)], \( \rho_l \) is the density of liquid carbon given by \( \rho_l = 2.0448 - 7.0809 \times 10^{-5} T \) [g/cm\(^3\)] and \( \rho_s \) is the density of graphite given by \( \rho_s = 2.3031 - 7.3106 \times 10^{-5} T \) [g/cm\(^3\)]. \( X_{\text{ann}} \) and \( X_{\text{melt}} \) were estimated to be \( 1.0 \times 10^{-4} \) in this calculation, and \( M \) represents the particle mass.

The particle mass changed during sublimation and during oxidation. The time profile of the particle mass was calculated as

\[ \frac{dM}{dt} = \sum_{j=1}^{10} \left( \frac{\partial M}{\partial t} \right)_j + \left( \frac{\partial M}{\partial t} \right)_{\text{ox}}. \]  

(35)

The first term in the above equation is the rate of mass loss during sublimation. This term is given by

\[ \sum_{j=1}^{10} \left( \frac{\partial M}{\partial t} \right)_j = \sum_{j=1}^{10} \frac{\pi D^2 W_j U_j \alpha_j B_j}{R_j T}, \]  

(36)
where $W_j$ is the molecular weight of a carbon cluster comprising 1–10 carbon atoms with vapor ($W_j = j \times 12.011$ g/mol), $U_j$ is the mean velocity away from the particle surface given by $U_j = (R_0 T/2\pi W_j)^{1/2}$, $R_0$ is the universal gas constant in effective mass units ($8.3145 \times 10^7$ [g cm$^2$/mol K s$^2$]), and $\alpha_j$ is the mass accommodation coefficient of vaporized species. It was assumed that $\alpha_j = 0.5$ (for $j = 1$ and 2), $\alpha_j = 0.1$ (for $j = 3$), and $\alpha_j = 1.0 \times 10^{-4}$ (for $j = 4$ to 10).$^{(9,34)}$ $R_p$ is the universal gas constant in effective pressure units ($82.058$ [atm cm$^3$/mol K]). $B_j$ is a parameter that represents the effect of diffusive and convective mass and heat transfer during sublimation, given by

$$B_j = \frac{2D_{\text{eff}} P_{\text{sat}}^{C_j}}{D_0 U_j + 2D_{\text{eff}}} \quad \text{when } T < 3500 \text{ K at } P_0 = 1 \text{ atm},$$  

(37)  

$$B_j = \left(P_{\text{sat}}^{C_j} - P_{\text{sat}}^{C_{j+1}}\right) \quad \text{when } T > 3500 \text{ K at } P_0 = 1 \text{ atm}.$$  

(38)  

$D_{\text{eff}}$ is the total effective diffusion constant (cm$^2$/s) given by

$$D_{\text{eff}} = D_{\text{eff}}^{C_j} (1 - \alpha_{\text{ann}}) + D_{\text{eff}}^{C_j} \alpha_{\text{ann}},$$  

(39)  

and $D_{\text{eff}}^{C_j}$ is the effective diffusion constant of $C_j$ (cm$^2$/s), given by

$$D_{\text{eff}}^{C_j} = \frac{3f k_B T}{4\sigma_j P_0} \sqrt{\frac{R_m}{\pi W_j}} \left(\frac{T + \frac{4\sigma_j}{\pi}}{T + \frac{3\sigma_j}{\pi}}\right)^3 - \left(\frac{2T_0 + \frac{3\sigma_j}{\pi}}{2T_0 + \frac{4\sigma_j}{\pi}}\right)^3,$$  

(40)  

where $f$ is the Eucken factor for the thermal conductivity of a polyatomic gas.$^{(9,35)}$ $f$ is given by

$$f = \frac{9\gamma_j - 5}{4},$$  

(41)  

where $\gamma_j$ is the heat capacity ratio ($\gamma_j = C_{p_j}^{C_j}/C_{v_j}^{C_j}$); $C_{p_j}^{C_j}$ is the heat capacity of $C_j$ at constant pressure. Although each value of $C_{p_j}^{C_j}$ (for $j = 1$ to 5) can be obtained from a database,$^{(9)}$ $C_{v_j}^{C_j}$ (for $j = 1$ to 10) presented here was estimated assuming an asymptotic value of $R(3j - 2).$ $^{(9)}$ $C_{v_j}^{C_j}$ is the heat capacity of $C_j$ at a constant volume and is calculated as $C_{v_j}^{C_j} = C_{p_j}^{C_j} - R.$ $^{(9,36)}$

In eq. (40), $k_B$ is the Boltzmann constant in effective pressure units ($1.3626 \times 10^{-22}$ atm cm$^3$/K) and $\sigma_j$ is the mean molecular cross section of species $C_j$ ($\sigma_1 = 1.2 \times 10^{-15}, \sigma_2 = 2.4 \times 10^{-15}, \sigma_3 = 4.5 \times 10^{-15}, \sigma_4 = 5.6 \times 10^{-15}, \sigma_5 = 7.1 \times 10^{-15}, \sigma_6 = 7.2 \times 10^{-15}, \sigma_7 = 7.0 \times 10^{-14}, \sigma_8 = 10.9 \times 10^{-14}, \sigma_9 = 8.7 \times 10^{-15}, \sigma_{10} = 9.3 \times 10^{-15}$ cm$^2$).$^{(9)}$ $A_0$ and $A_1$ in eq. (40) are constants that express the thermal conductivity of the gas (W/cm K);$^{(9)}$ $A_0 = 9.0235 \times 10^{-4}$, $A_1 = 3.8475 \times 10^{-7}$ (for $i = 2$), and $A_0 = 5.7683 \times 10^{-4}, A_1 = 1.8429 \times 10^{-7}$ (for $i = 3$).

$P_{\text{sat}}^{C_j}$ in eqs. (37) and (38) is the saturation partial pressure of $C_j$ (atm), given by
\[ \Delta S_j = b_{S0} + b_{S1}T + b_{S2}T^2, \quad (42) \]
\[ \Delta H_j = b_{H0} + b_{H1}T + b_{H2}T^2. \quad (43) \]

The coefficients in eqs. (42) and (43) are given in Table 2. These values are based on Michelsen’s work,\(^{(9)}\) who derived them from a previous study\(^{(19)}\) by fitting the data using a quadratic equation.

The second term of eq. (35) is given by

\[ \frac{\partial M}{\partial t}_{ox} = -\frac{2\pi D^2 W \cdot k_{ox}}{N_a}, \quad (44) \]

where \(N_a\) is Avogadro’s constant and the overall rate for oxidation \(k_{ox}\) was used to represent the oxidation process. Figure 3 illustrates the time profile of particle diameter. The initial particle diameter was assumed to be 25–50 nm and the ambient temperature was assumed to be 1060 K for the analysis of soot in the flame of a candle.

The LII time profile was calculated by substituting the particle temperature into eq. (10). Figures 4–6 illustrate comparisons of the normalized LII signals for a laser intensity profile and for particle size prediction using the above calculations. These graphs indicate that the particles with larger diameters are characterized by extended thermal emission.

As illustrated in Figs. 4–6, a single logarithmic plot for intensity provides sufficient resolution for the determination of particle diameter. Thus, using the Stefan-Boltzmann law for a blackbody, the LII signal produces a profile of the intensity decay time that depends on the measured wavelength and particle size.

---

![Fig. 3. Time profile of particle diameter (t = 0–1000 ns).](image-url)
Fig. 4. Comparison of a normalized laser profile with the LII-calculated profile at a wavelength of 400 nm \((t = 0–1000 \text{ ns})\): (a) normal plot and (b) single logarithmic plot.

Fig. 5. Comparison of a normalized laser profile with the LII-calculated profile at a wavelength of 500 nm \((t = 0–1000 \text{ ns})\): (a) normal plot and (b) single logarithmic plot.

Fig. 6. Comparison of a normalized laser profile with the LII-calculated profile at a wavelength of 600 nm \((t = 0–1000 \text{ ns})\): (a) normal plot and (b) single logarithmic plot.
3. Experiments

Figure 7 illustrates a schematic of the LII and LIBS system. The optical layout of the LII and LIBS system consists of four subsystems: a Nd:YAG laser, a spectrograph, a streak camera, and a delay pulse generator. The laser was operated at 1064 nm to generate a 52.8 mJ Q-switched pulse with a width of 8 ns (FWHM). The emissions from the target were guided into the spectrograph and dispersed by a grating with a groove density of 1200 lines/mm, and the resulting electrical signal was recorded using a streak camera. The data were stored in a computer. Both the LII and LIBS techniques are based on analysis of the cooling behavior of the particles after irradiation by the laser pulse. A comparison of the intended uses of the devices for LII and LIBS is shown in Table 3.

![Schematic of combined system for LII and LIBS analyses.](image)

Table 3
Comparison of intended use of the devices for LII and LIBS analyses.

|                      | LII                                                                 | LIBS                                                                 |
|----------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| Delay/pulse generator| *185–285 μs for Q-SW open                                           | *185–285 μs for Q-SW open                                           |
|                      | *184.5–185.5 μs for streak camera shutter open (1000 ns gate time)  | *179–199 μs for streak camera shutter open (20 μs gate time)         |
| Nd:YAG laser         | Heating                                                             | Plasma generation                                                   |
|                      | 0.6–25 mJ / pulse                                                   | 25–50 mJ / pulse                                                    |
|                      | $10^7$–$10^9$ W/cm$^2$ at peak power density (adjustment to avoid  | Minimum peak power density with a condenser lens                    |
|                      |                                                                   | $10^{11}$–$10^{12}$ W/cm$^2$ (for gas)                              |
|                      |                                                                   | $10^{10}$–$10^{11}$ W/cm$^2$ (for liquid)                           |
|                      |                                                                   | $10^9$–$10^{10}$ W/cm$^2$ (for solid)                              |
| Condenser lens        | Non use                                                              | Use                                                                 |
| ($f = 50$ mm, $\varnothing = 25$ mm) |                                                                      |                                                                      |
| Spectrograph          | For the selection of measuring wavelength                           | For dispersing plasma emission to obtain spectroscopic data          |
| (250is, CHROMEX)      |                                                                      |                                                                      |
| Streak camera         | To obtain time profile of cooling behavior of particles             | For observation by separating excitation relaxation light from       |
| (C5680+M5677, C4742,  |                                                                      | bremsstrahlung                                                      |
| HAMAMATSU Photonics)  |                                                                      |                                                                      |
4. Results

Here, the experimental results of the LII and LIBS measurements of soot in a candle are shown. The size evaluation was carried out using the LII technique, while atomic signals of carbon were obtained using the LIBS technique with the same measurement system. Candle soot is thought to consist of particles of a few tens of nanometers in diameter. The larger agglomerates tend to be rich in partially pyrolyzed wax. The formation of these agglomerates is largely the result of convection and turbulent airflow around the wick. The oxygen in the air is quickly consumed by the hydrogen from the wax molecules and any residual oxygen is then available to combine with the carbon to form carbon dioxide. Providing more air tends to grow the wax vapor and the unconsumed carbon residues in the flame toward the cooler environment of the room away from the flame. The unconsumed carbon residues in the flame indicate that the wax condenses around the carbon particles, and the particles stick together to form large agglomerates. The combined LII and LIBS system will help elucidate the role of the oxygen density and the hydrocarbon content in wax in the soot agglomeration process.

4.1 LIBS measurements

Figure 8 is an example of atomic signals obtained from LIBS measurements using 100 laser pulses for soot in a candle flame. Seven measurements were conducted to obtain the spectrum at a wavelength of 247.856 nm. The spectrum covers the range over which the electron transits from excitation to relaxation, as shown in eq. (7). Figure 9 illustrates the time profile of carbon plasma ($\lambda = 247.856$ nm).

![Graph showing variation in carbon emission intensity](image_url)

**Fig. 8.** Variation in the carbon emission intensity at wavelength $\lambda = 247.856$ nm obtained from seven LIBS measurements using 100 laser pulses and a 20 $\mu$s gate setting for soot in a candle flame.
Different spectral peaks were obtained in the LIBS measurement for carbonaceous materials such as charcoal when the spectra were recorded at wavelengths of (a) 279.05, (b) 279.67, (c) 283.67, (d) 358.0, (e) 385.59, (f) 386.41, (g) 387.57, (h) 392.71, (i) 396.19, and (j) 422.0 nm. However, even though wavelength calibration was conducted, some of these spectra do not correspond entirely to the carbon atomic spectra on the NIST database. For example, observable spectra of carbon depend on the chemical bonding state, as shown in Fig. 10. In fact, these spectra could be explained by a hypothesis based on other spectroscopic effects.

4.2 LII measurements

Figure 11 illustrates an example of the comparison of the normalized LII signal for an experimental result and for particle size predictions using the above calculations. The LII signal was obtained using 1000 laser pulses and a 1000 ns gate setting for soot in a candle flame. The results recorded using the LII technique indicate that the particle diameter was about 15–20 nm.

5. Discussion

In previous research, the diameters of primary particles of soot were estimated to be 10–40, \(30–51\), \(32\), and 20 nm. According to di Stasio, carbon nanoparticles can be separated into three classes. The first is recognized as a class of primary particles (20–50 nm) that are usually reported to be subunits that make up chainlike and fractal soot aggregates. The other two categories are known as subprimary graphitic particles (6–9 nm) and elementary particles (less than 5 nm), based on measurement using a transmission electron microscope (TEM). Thus, the particle diameter of soot measured in this study is in good agreement with previous estimates of primary particle diameter.
6. Conclusions

Elemental composition analysis using LIBS and particle size measurements using LII were successfully accomplished by implementing a system that combined both techniques. The combined system generates a powerful synergy effect for fine-particle
measurement. In the LII measurements, the choice of excitation wavelength was determined mainly to avoid the creation of photochemical interference. Disagreement between the time profiles of the experimental results and calculation values indicates that neglecting primary soot aggregation causes some potential error in addition to the uncertainties in the absorption coefficient and emissivity. The experimental data are based on signal-averaged values obtained from 1000 laser shots. The results presented here do not include any particle size distribution data. However, the application of several averaging processes should allow the LII technique to be used to obtain particle size distributions. The fluctuations in LII measurements make it difficult to conduct LII measurements in unsteady combustion; thus, we have been limited to pointwise detection in this study. LII plays an important role in the analysis of average primary particle sizes in a combustion flame. Furthermore, particle size calibration for LII could potentially improve the agreement with the LII signal for standard carbon particles.
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