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Abstract
The ongoing push to send humans back to the Moon and to Mars is giving rise to a wide range of novel technical solutions in support of prospective astronaut expeditions. Crew capsules for long-duration travel, prospective lunar surface habitats, and extravehicular activity (EVA) suits are a few of the advanced systems set to underpin future human space explorations. Such systems are in need of efficient human-machine control mechanisms and interaction interfaces that would ensure optimal work performance while safeguarding astronauts’ physical and mental well-being. Against this backdrop, the European Space Agency (ESA) has recently launched an investigation into unobtrusive interface technologies as a potential answer to such challenges. In theory, the application of these technologies could enable future crews to initiate actions without requiring any form of manual manipulation, resulting in a more intuitive, safe, and flexible control mechanism in numerous situations. Potential examples range from the control of robotic arms and rovers to the interaction with virtual and augmented reality applications. Three particular technologies have shown promise in this regard: EEG - based brain-computer interfaces (BCI) provide a non-invasive method of utilizing recorded electrical activity of a user’s brain, electromyography (EMG) enables monitoring of electrical signals generated by the user’s muscle contractions, and finally, eye tracking enables, for instance, the tracking of user’s gaze direction via camera recordings to convey commands. Beyond simply improving the usability of prospective technical solutions, our findings indicate that EMG, EEG, and eye-tracking could also serve to monitor and assess a variety of cognitive states, including attention, cognitive load, and mental fatigue of the user, while EMG could furthermore also be utilized to monitor the physical state of the astronaut. Such capabilities may well turn out to be important enablers for the success of future space expeditions. Indeed, monitoring cognitive states could, e.g. help guide adaptive automation, improve crew mental health and concentration via neurofeedback, indicate training success, or help astronauts to optimize the timing of their actions during future missions. In this paper, we elaborate on the key strengths and challenges of these three enabling technologies, and in light of ESA’s latest findings, we reflect on their applicability in the context of human space flight. Furthermore, a timeline of technological readiness is provided. In so doing, this paper feeds into the growing discourse on emerging technology and its role in paving the way for a human return to the Moon and expeditions beyond the Earth’s orbit.
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Acronyms/Abbreviations
AR: Augmented Reality
BCI: Brain-Computer Interface
EEG: Electroencephalography
EMG: Surface Electromyography
ESA: European Space Agency
EVA: Extravehicular Activity
ISS: International Space Station
MI: Motor Imagery
SA: Situational Awareness
SSVEP: Steady State Visually Evoked Potential
VR: Virtual Reality

1. Introduction
A revived interest in sending humans to the surface of the Moon has emerged, as the National Aeronautics and Space Administration (NASA) plans to return humans to the lunar south pole as part of the Artemis program.

In the subsequent years, this will conceivably lead to the establishment of a permanent human presence on the lunar surface and eventually humanity’s expansion to Mars and further into deep space. In combination with commercial space flights set to become widely available in the near future, the demand for novel technology capable of improving safety, efficiency, and reliability of future missions is currently undergoing a rapid surge. Indeed, our capacity to complete future human space flight missions in a secure, reliable, and effective manner will be essential to the overall success of future human space flight.

Even though the technological development of systems such as the eXploration Extravehicular Mobility Unit (xEMU) suit, and crew capsules for long-duration space flight has advanced significantly in recent years, future exploration missions pose unique challenges in terms of astronaut safety, performance and health. Future human spaceflight missions will expose astronauts to radiation, microgravity, and other space-related hazards to a greater extent and for a
longer duration than during past endeavors in human spaceflight. Moreover, the weightless environment or the change in gravity on the planetary surfaces of Mars and the Moon require different ways of operating technologies, as the motion of the astronaut is restricted by the cumbersome astronaut suit, and motor performance is limited due to the lack of gravity [1]. Apart from dealing with considerable physical strain, future astronauts will likewise need to overcome numerous psychological hurdles, including issues with sleep [2], feelings of isolation or confinement, and interpersonal difficulties [3]. Moreover, numerous effects on mood and well-being have been documented, such as an increase in anxiety, anger, fatigue, and depressive symptoms [4]. Notably, research demonstrated that astronauts' decision-making abilities and alertness can be impaired by their weightlessness condition and by excessive workload [5]. In situations of excessive workload and decreased alertness, limited resources and abilities contribute to a significant decline in performance which, in turn, might lead to the failure to complete assigned tasks [6]. In contrast, particularly during long-duration space flights, low levels of workload due to high levels of automation, resulting e.g. in boredom, may arise [4]. Whereas excessive workload, as well as extremely low workload levels, have been linked to a phenomenon known as a loss of situational awareness (SA), in which the astronaut is unable to react appropriately in a high-risk situation where his input is required [7]. Notably, during long-duration space flights, arising challenges, such as unexpected critical situations, have to be resolved mostly by the astronauts themselves, as a return to Earth in the event of an emergency is not possible and, depending on the location of the astronauts, a communication delay between mission control and the astronauts has to be expected [3]. In addition, missions to the lunar surface or Mars can last months or even years, which requires a high level of preparation and training. Therefore, astronauts need to be able to evaluate their own health status and performance [8].

Here, especially the use of new technologies could prove beneficial to meet those needs, i.e. to ensure good crew performance in stressful and new environments and to inform the crew about possible health and performance issues that may arise during long-duration missions [8]. In light of this, our paper should investigate the question of how unobtrusive interface technologies, specifically the utilization of electroencephalography (EEG), electromyography (EMG), and eye-tracking technology could be a potential solution to these issues.

EEG, EMG, and eye-tracking technologies could not only help to mitigate some of the issues associated with future human-space flight, but could also give further insights into the neurocognitive and neuropsychological parameters that are affected by space flight [9], but their application could theoretically enable future crews to initiate actions with less or no manual manipulation, resulting in a more intuitive, secure, and flexible control mechanism in conditions of weightlessness, high workload, and limited flexibility. In addition, psychological challenges could likewise be mitigated using eye-tracking and EEG or EMG recordings, as such technologies permit the monitoring of a variety of cognitive states, including attention, cognitive load, and fatigue, all of which are known to be negatively impacted during space missions. Here, it is possible to determine the need for a break, the effectiveness of training, or the optimal mission time-point.

In the next sections, a brief definition of each of the three proposed technologies is provided, followed by a detailed explanation of possible applications in the context of future human space flight. In that respect, the paper is thought of as an extension and update to the findings of [10]. The paper closes with a discussion and an overview of the technological readiness level of each proposed technology.

2. BCIs

BCI technology utilizes recorded brain activity to transmit commands and/or messages to a computer system, which then analyzes the current brain activity using feature extraction and classification techniques. In a subsequent process, output signals or feedback are generated that can be used for a variety of applications, such as the estimation of an astronaut’s cognitive state or the control of technical systems [11].

Therefore, the recorded brain activity can be analyzed and further utilized without requiring any movement by the astronaut. Notably, a distinction can be made between active, reactive, and passive BCI technologies. Active BCIs require mental effort and intentional thoughts by the user to operate an external system. Reactive BCI technology relies on the perception of external stimuli that elicit a specific reaction in the electrical activity of the brain, such as visual signals. Lastly, passive BCIs utilize passively recorded brain activity of the user, such as indicators of fatigue or workload [11].

2.1. Non-Invasive EEG Recordings for BCIs

EEG uses electric-magnetic responses to estimate brain activity, whereas the measurement takes place by recording electrical signals of a large number of neuron clusters in the brain. Non-invasive EEG allows for the analysis of electrical activity recorded from the scalp of the participants. Even though only a lower spatial resolution (that is the detailedness of the measurement) can be achieved, EEG electrodes can be easily attached to the subject's head and do usually not
require extensive training or costly equipment [11]. In spite of the lower spatial resolution, non-invasive EEG is arguably the most popular enabling technology for BCIs due to its safe and simple handling, relatively quick setup, and high temporal resolution.

For this reason, EEG recordings were analyzed aboard the International Space Station (ISS) to investigate the effects of the space environment on the human brain and its functioning, such as the influence of long-duration weightlessness on the 3D perception of spatial cues [13] and sleep [5], among others. Furthermore, in a recent private mission to the ISS, the company “brain.space” tested a specially developed EEG headset to investigate the effects of microgravity. The device does not require any conductive gel or elaborate placement of single electrodes, which may drastically increase the usability of the technology [14]. Given that EEG data promises substantial benefits, the following section proposes potential general applications for future human space flight missions.

2.2. Monitoring of Cognitive States Using Passive BCIs

2.2.1 Mood

Importantly, one notable application of EEG recordings is their utilization to assess the astronaut's cognitive or psychological state during future human space flight missions. During future human space flights, astronauts likely face feelings of isolation or confinement, as well as interpersonal difficulties that may lead to negative psychological outcomes, such as a low mood, depressive symptoms, and elevated levels of stress or anxiety [3], [4]. Here, research has demonstrated that EEG data could be successfully used to detect signs of each of the aforementioned cognitive states. For instance, [15] used EEG data to identify signs of depression, whereas a review by [16] demonstrated that EEG can be used to identify various emotional states, such as anger, happiness, fear, and relaxation. In addition, stress levels [17] and anxiety [18] were detected in prior research. Once a negative psychological state is identified, the astronaut may seek various options, such as taking a break, engaging in therapy programs, or in relaxation techniques.

Likewise, a specific EEG technology, known as neurofeedback, could be utilized as a further treatment option. Neurofeedback applications provide users with real-time feedback on their cognitive state, enabling the user to self-regulate brain activity to achieve the desired state. Thus, the user can gradually develop a strategy to allow a modification of one’s own brain-activity based on a trial and error approach [11]. Neurofeedback applications have already been applied successfully to treat a variety of psychological disorders and adverse psychological states, including depression, anxiety [19], and stress [20]. A key advantage of neurofeedback applications is the fact that they can be employed without requiring any external help from ground control, as they can be successfully utilized by the astronauts themselves, which could be especially relevant during long-duration missions to Mars or Moon.

2.2.2 Sleep, Fatigue, and Alertness

Importantly, human space flight has also been associated with negative effects on sleep. Research in this domain has demonstrated that sleep deprivation and a change in the circadian rhythm can be anticipated, followed by fatigue and drowsiness [21], [22]. To illustrate, [2] analyzed the sleep patterns of astronauts during different space shuttle missions and aboard the ISS, revealing a significant reduction in sleep time despite the astronauts' frequent use of sleep-promoting drugs. Importantly, prior research could demonstrate that most people are unaware of the negative effects of sleep deprivation on cognitive performance measures, highlighting the need for objective measurements to inform the crew about their current status [23]. To further investigate the effects of space conditions on astronauts’ sleep, a team of researchers from the University of Aarhus is currently developing an ear-worn EEG device (ear- EEG), which is designed to measure sleep patterns aboard the ISS. As the system can be worn similarly to an earphone, there is no need for a large EEG-cap, thereby minimizing any potential impact on sleep quality caused by the device [24]. In future space flight missions, such a system could not only be used to study sleep patterns in space, but also to inform astronauts of less-than-ideal sleep patterns so that they could take corrective actions. Additionally, research could demonstrate the efficacy of neurofeedback applications that can be used to improve total sleep duration [25], possibly mitigating the adverse consequences on sleep due to the environment in space.

Moreover, space conditions have been linked to an increase in fatigue-related symptoms [4], while a decrease in alertness can be observed [5], which have been both linked to decreased task performance. Due to the importance of avoiding the negative effects of fatigue and decreased alertness in a variety of domains significant progress has been made in this area. For example, [26] utilized EEG data to correctly estimate alertness and drowsiness levels with an accuracy of above 95%. Other research could demonstrate that EEG signals can not only be used to predict driver fatigue with a high degree of accuracy but also future task performance [27]. In the context of future human spaceflight, drowsiness, alertness, and fatigue could be used to alert astronauts of their condition. Therefore, mission-breaks can be implemented or missions can be rescheduled based on the current and predicted status of the astronaut.
2.2.3 Workload, SA, Boredom, and Attention

Another important factor during future human space flight missions is that the astronauts will likely face both extended periods of boredom, such as during heavily automated phases of long-distance flights, as well as instances of extreme high workload and stress, such as during EVAs or teleoperation that require the full attention of the astronaut. Using EEG-based BCIs could allow for a risk reduction in these situations through the surveillance of the aforementioned states. This aspect is especially relevant as unhealthy workload levels (e.g. boredom or excess workload) run the risk of causing a loss of SA and reduced performance and safety during critical phases of space flight missions. As such, they should be prevented at all costs. In this regard, a review by [28] demonstrated that EEG has been successfully used to estimate workload levels for a variety of applications. Moreover, e.g. [29] utilized EEG data to assess attention levels in a driving task. In future space flight missions the recorded data can be utilized in a variety of ways: 1) Additional tasks, such as training sessions or additional leisure activities could be introduced in cases of boredom to alleviate low workload situations. 2) The astronaut may take a break, another astronaut may take over or assist in completing the task, or the mission may be rescheduled if the workload is excessively heavy, attention levels decline, or SA is compromised. 3) Neurofeedback training could be used to enhance cognitive and sensorimotor functioning and to improve working memory, as well as attention [30]. 4) Adaptive automation, which bases the level of autonomous support provided by a technological system on the cognitive state of the astronaut, could be implemented while preventing mental over-, as well as under-load and ensuring high SA and performance benefits [32]. [33] demonstrated that the degree of support in an air traffic control task can be modulated using an EEG-based BCI, resulting in optimal performance. Adaptive automation solutions would therefore be an ideal tool for human spaceflight missions, as they could be used for tasks that normally require a high degree of autonomous control, such as the monitoring of various systems, docking procedures, and telerobotic operations. Moreover, adaptive automation could also help to prevent astronauts from losing crucial skills that could lead to a decline in performance [7].

2.2.4 Effectiveness of Training and Design Evaluation

Importantly, research demonstrates that especially continuous training is crucial for high performance. The estimation of objective workload levels and related concepts such as SA or attention might also be helpful during training and development scenarios. In that respect, [33] described how “performance assessment metrics used during training do not explicitly account for their cognitive workload while performing a task (...) [which] leads to an incorrect assessment of operators’ abilities” (p. 51). To counteract this effect, [34] used EEG measurements during a simulated on-orbit teleoperation training for the Canadarm2 attached to the ISS, during which time-pressure and task difficulty were modeled to alter workload levels. In a subsequent step EEG-based BCI technology could be used to ensure that astronaut training is always adjusted to the workload level of the astronaut, while preventing overly difficult scenarios and easy tasks, by triggering different scenario parts or events, which may prevent excessive cost and will likely lead to a reduced training time [35]. In the context of astronaut training, not only the surveillance of workload estimates can be helpful, but data about attention and concentration levels could also be used to predict the optimal time-point or schedule for training.

In training scenarios also the utilization of neurofeedback applications could give the astronauts an estimation of their own workload and attention levels, which could aid them in the perception of their own abilities. Importantly, neurofeedback applications could be used in the context of virtual reality (VR) settings, which can reduce training costs significantly. Moreover, several objective indicators, such as workload or SA can be used to evaluate designs of technological solutions, such as interfaces or procedures that need to be completed during space missions, without distracting the user [36].

2.3 Control Input

Undoubtedly, future human spaceflight missions will expose astronauts not only to psychological and cognitive challenges, but they will also encounter physiological hurdles through high levels of radiation, microgravity, and other space-related hazards that could hamper the performance and safety of astronauts. Particularly the weightless environment or the difference in gravity requires new ways of operating technologies since the astronaut's motion is impaired by the bulky astronaut suit and motor performance is impeded owing to lack of gravity. There are numerous instances in space where moving the hands for controlling input modalities, such as when using touch displays or a joystick, may not be easily possible (e.g. EVAs). The selection of options without requiring active sensorimotor performance might be more intuitive and straightforward and may therefore be associated with greater usability and less mental effort, as direct communication without any output delays is possible, while BCI technology allows for a translation of actions based on intentions that do not need to be translated into (complex) motor actions in the first place. This aspect may be especially relevant
when astronauts are exposed to harsh conditions in space, where direct mental teleoperation of external robotic agents could be quite advantageous, especially as manual control is generally associated with a delay in output in microgravity conditions. Therefore, the use of BCIs as a way of interacting with technologies could be a potentially faster and easier way of conveying commands to various technologies. In this regard, it may be possible to not only augment the capabilities of the astronaut by more intuitively operating a rover or robotic arm by brain commands but also to achieve higher degrees of multitasking [37].

2.3.1 Reactive Steady State Visually Evoked Potential (SSVEP) - Based BCIs

When a user observes a light stimulus that flickers at a constant frequency (between 3 and 40 Hz), the electrical activity of the visual cortex synchronizes with the stimulus's frequency and its harmonic frequencies. The stimulus elicits a so-called SSVEP that can be measured via EEG electrodes. Various visual stimuli, indicating options or actions, can be represented by flashing patterns with varying flicker frequencies. By concentrating visually on one of the flickering stimuli, the user can select a particular option. SSVEP recordings, in contrast to eye-tracking, only require a shift in attention or “visual interest”, therefore a shift in gaze is not compensatory to select options. In general, the flickering stimuli needed to elicit an SSVEP response in the brain can be represented through basic shapes, such as geometric forms (circles/squares) that can be displayed on displays or screens [11]. Studies investigating the use of SSVEP -based BCIs could achieve quite high classification accuracies of around 95% for 25 different stimuli [38]. Importantly [39] demonstrated that SSVEP- based BCIs successfully worked in space conditions aboard the Tiangong-2 Space Lab, where two astronauts achieved comparable performance as on ground while achieving similar accuracy levels as [38] for 4 different stimuli. Even though SSVEP-based BCIs are associated with a number of advantages, such as a short training period due to a small inter-subject variability, ease of use and the demonstration of their reliability in weightless conditions, their real-world application in the context of space is questionable. Current state-of-the-art systems require relatively large stimuli to elicit strong SSVEPs in the visual cortex of the subject in order to improve classification accuracy, and the number of possible stimuli is constrained by the number of frequencies that can be used to elicit useful responses in the visual cortex [40]. Moreover, the use of SSEVP- based systems require the visual attention of the astronaut. Hence, options that do not lie within the visual range of the astronaut cannot be selected. Furthermore, it is questionable, if negative consequences on important cognitive factors such as attention or workload through the additional flickering visual stimuli can occur, which also have been frequently reported as being perceived as uncomfortable after some time. The relatively long classification time of around 1.7 seconds that was, for instance, achieved by [38] could impact usability and security for the astronauts, also considering that currently used technologies, such as touch display interfaces take significantly less time to react [41]. Moreover, a vulnerability to artifacts created through speaking (counting loudly) and thinking (mentally counting) could be shown [42]. Other researchers used shared control approaches to improve the accuracy of the system that allows for the co-joint exertion of commands by both the operator and an automated system can enhance system accuracies. Whereas shared control systems could overcome “individual shortcomings of pure teleoperation, or autonomy.” (p. 1310) [43]. One might think of an application where the technical system corrects the operators’ commands or vice versa. Even though currently significant challenges are associated with the use of SSVEP- based BCIs, several different possible applications are thinkable in the distant future. During future EVAs or during lift-off an AR system could be integrated into the astronaut helmet’s visor, allowing for the selection of various options. The astronaut could communicate operation signals to a rover, activate communication, or turn on/ off lights, navigational cues or emergency functions.

Nonetheless, because SSVEP-based BCIs rely on the input of external visual stimuli, there may be a risk of selecting the incorrect or no option by visually focusing on a nearby region. Therefore, it remains questionable whether SSVEP-based BCIs can be used without an additional safety function, such as a confirmation button press. In addition, buttons could be used to activate the appearance of the stimuli, reducing the duration of exposure to flickering stimuli. Even though this would still require the presence of another input method.

In terms of astronaut training, [44] could demonstrate that SSVEP- based BCIs could also be implemented into virtual and augmented reality (AR) applications for training scenarios. In this context, SSVEP- based BCIs could be a more intuitive way to move through a virtual environment or to activate actions in VR or AR. Such systems could also be useful during space missions for additional training, to display instruction, or for leisure activities. This use case may be more realistic in nearer future, especially as there are fewer safety-relevant aspects involved in training scenarios. In this regard, the use of SSVEP- based BCIs also gained attention in the commercial domain, where the company NextMind developed a BCI system to
control visual interfaces e.g. in the VR and AR realm [45].

2.3.2 Active Motor Imagery- based (MI) - BCIs

MI BCIs select actions based on the recorded activity of the sensorimotor cortex. The technology makes use of the fact that brain activity, elicited when performing an actual movement, can also be elicited by simply thinking about or mentally rehearsing a particular movement. Consequently, actions such as picking a specific target or commanding a robot can be associated with imagined body movements (e.g. moving one arm to the right). One of the greatest advantages of this technology is that it does not rely on external stimuli, such as visual patterns, which could be unpleasant or prone to technical failure (e.g. display error). In addition, the participant has complete control over the imagined body movements that can be paired with a specific action. Furthermore, allowing the user of the BCI system to make active decisions at their own pace regarding when to activate or select a particular option promises a more intuitive and natural method of interacting with a technological system [46].

Nonetheless, in general, the approach necessitates more complex machine learning algorithms and longer training phases due to the increased inter-subject variation of the signal. Yet, in recent years promising results could be achieved. A recent review by [47] demonstrated that overall high accuracy levels of around 83%-93% for applications with multiple mental commands can be currently attained. Even though these studies show initial promising results, [48] demonstrated that the classification accuracy of MI BCIs significantly decreases in scenarios where external "noise" (e.g. eye movements, audio signals, speaking) is created that would likely be present in real-world applications. Yet, importantly, two studies demonstrated that the use of a BCI based on MI feasible in microgravity conditions. First, [49] instructed participants to move a balloon to the left or right on a computer screen during a parabolic flight. Second, [39] demonstrated the feasibility of MI BCIs in space conditions aboard the Tiangong-2 Space Lab, while achieving accuracies of 74% to 87% during the classification of two different stimuli (left/right arm movement).

Feasible applications during future and longer space missions would be the intuitive operation of a robotic arm or spacecraft using motor-imagery tasks, whereas the operation is not reliant on a physical location to issue control commands. Therefore, sending an emergency message, and activating options such as the autopilot is feasible without being at a specific required space. Yet, even though the aforementioned experiments in space have demonstrated that MI BCIs can be used in microgravity conditions, it remains questionable whether any error rate can be tolerated in a domain as safety-critical as human space flight. Moreover, long training times [50] raise the question of whether such a system would currently reduce astronauts' mental workload and improve usability in comparison to conventional input modalities, such as touch displays or keyboards that generally do not require any training. Additionally, the prolonged use of an EEG cap can be uncomfortable. Not only technical aspects need to be considered in that respect: a number of physiological issues could be associated with the processing of astronauts' electrical brain signals that may necessitate a change or update in training data used to develop BCI technology on earth [37]. Importantly, for more complex tasks, such as operating a robotic arm, a high transfer rate of commands would be necessary to successfully complete tasks that can currently not be reached [51]. Although in this regard, shared control approaches could be able to compensate for this aspect at least partly [52].

3. Eye Tracking

Eye-tracking technology can be used to assess a variety of cognitive states and to transmit commands to a technical system by monitoring the position and movement of the user's eyes. Aboard the ISS, eye-tracking measures have been used to investigate the effects of microgravity on the vestibulo- motor system, as astronauts frequently experience space motion sickness and require an initial period of adaptation to the microgravity environment upon arrival at the space station [13]. Eye-tracking technology has a long history of use in psychological and medical research, as well as interactive applications that use the user's gaze as a control mechanism [53], which could also be applicable to a number of human space flight-related activities. In contrast to EEG-based technologies, eye tracking is considered to be more comfortable due to the fact that various implementations, ranging from wearable (e.g. eye- tracking glasses) to remote eye-tracking systems (e.g. integrated into interfaces) [54], are either easy to wear and lightweight (wearable trackers) or do not touch the user at all (mobile trackers). Although some measurements (e.g. pupil dilation) have shown to be susceptible to the influence of lighting conditions. In the realm of space flight, it is conceivable that eye-tracking systems could be easily and inexpensively integrated into EVA's suits or into various interfaces, such as displays or working stations, such as the control station used to operate the Canadarm2 on board the ISS, while preventing the astronaut from experiencing additional strain.

3.1 Psychological States

To estimate cognitive and psychological states, various eye metrics have been identified ranging from
visual fixation or dwell times, to saccadic movements, the blink rate of the eyelid, or the response of the pupil, such as the pupil’s dilation [55]. The measurement of the reaction of the users’ eyes happens passively, therefore no active participation of the operator is required (in contrast to e.g. active BCI’s), limiting physical strain, while ensuring that the main task stays uninterrupted [56].

3.1.1 Sleep, Fatigue, and Alertness
As research indicates that humans are generally unaware of their own level of sleep deprivation, circadian misalignment, and fatigue, all of which have been associated with a significant decrease in cognitive and sensorimotor performance [23], [57], there is a high demand for objective sleep quality measurements that can indicate levels of sleep deprivation and fatigue in future human space flight missions.

In this regard, [57] measured complex oculomotor signals after induced sleep deprivation using eye-tracking technology and successfully identified a distinct pattern indicative of such adverse states. In addition, various eye-tracking measurements are frequently used to assess fatigue and drowsiness. Importantly, a meta-analysis by [58] demonstrated that the analysis of saccade (rapid movement of the eye between fixation points) mean- and peak- velocity, in particular, promises a reliable and rapid measurement of mental fatigue, whereas both measures decrease significantly with increasing levels of fatigue. They concluded that these measurements provide a quick and accurate measurement also outside the laboratory. Importantly, through interpolating missing saccade and fixation data, [59] could show that Hierarchical-Based Data Analysis approaches promise the estimation of fatigue levels also when only low-quality eye-tracking (e.g. noise through light reflections or movements) data is available.

In general, research in fatigue and alertness detection systems based on eye-tracking is already so far advanced that it is actively implemented in a variety of cars available to the public [60]. With regards to future human space flights, such systems could be used similarly to the driving context, e.g. to alert the astronauts of their status. Therefore, they can take a break or re-schedule the mission. Moreover, eye-tracking data could give further insights into fatigue-evoking situations during long-duration space flight missions, such as EVAs.

3.1.2 Mood
In contrast to BCI technology, eye tracking-based systems are currently not sufficiently advanced to recognize more complex emotions correctly and only limited research has been conducted to improve the current state-of-the-art. Here, most studies classify emotions only based on their valence (pleasantness) and arousal level (emotion intensity). Especially the recognition of negative emotions has shown to be challenging, which could be especially relevant to counteract adverse states during long-duration space flights [54].

However, notably, some progress has been made to detect levels of anxiety and stress: [61] could show that self-reported anxiety levels correlated with visual fixation duration and heightened saccade rates in a simulated piloting task. [62] investigated visual dwell times and visual scanning entropy, that is the degree of randomness in visual scanning, during a simulated aircraft landing scenario. They could demonstrate that participants enhanced their visual focus on the world outside the simulated plane, which contained little task-relevant information, in cases of heightened anxiety levels. The shift in visual focus appears to be coupled with enhanced randomness in visually scanning the environment, which are indicators that attention is shifted away from goal-directed behavior to attending to other dominant or task-irrelevant stimuli. Importantly, visually attending to important elements within the environment is necessary to ensure SA as a whole and can thus be an initial indicator of it [63]. In the context of human space flight missions, eye trackers could be used to inform the astronauts about anxiety and stress levels, so that countermeasures can be taken. Additionally, information regarding the emotional response of astronauts during simulated missions could be used to assess how realistic the simulation is perceived, as simulated and real scenarios should elicit the same emotional responses [61].

3.1.3 Workload, SA, Boredom, Attention and Effectiveness of Training and Design Evaluation
Notably, research has shown that several characteristics that can be measured using eye-tracking technology can be utilized to measure SA and visual attention to goal-directed stimuli directly. In this regard, [64] utilized eye-gaze patterns of novice and experienced pilots to develop a system that can estimate SA. Moreover, [65] demonstrated that there is a significant link between the number and time of visual checks on speed and distance information provided that are critical to completing the task with high accuracy and performance during a manual spacecraft docking maneuver, possibly due to ensuring high SA during task completion. They proposed that visual gaze data could be used to enhance learning applications by providing feedback regarding the visual focus on various aspects of the environment or the interface. This feedback could then be used in a subsequent step to identify potential improvements, such as a more frequent and prolonged concentration on the most vital information pertinent to
task completion to ensure SA. These findings are also underpinned by the results of [66], who could show a distinct visual scanning pattern of experts during a space shuttle simulation that could be used to guide training for novices.

In the realm of detecting workload levels, [67] recently utilized eye-tracking technology to successfully analyze mental workload through recorded eye gaze duration, saccade frequencies, saccade durations and recorded pupil diameters in a simulated teleoperation task of the Canadarm2. [68] measured visual scanning entropy in a simulated aircraft piloting task that involved the completion of emergency procedures to enhance workload. They could demonstrate that visual scanning entropy decreases with increasing workload, which is generally the exact opposite of levels of anxiety and stress [62]. Furthermore, during the ESA PANGAEA – X campaign [69] pupillometry data was used to estimate workload levels during an analog mission. Notably, their findings highlight the importance of objective workload measures, as the pupillometry measures differed from the subjective workload measures indicated by the members of the team.

[70] suggested that such a system could be further utilized to flexibly determine the degree of automation (adaptive automation) to avoid too high or low task demands. During future human space missions, adaptive automated systems could be equipped with eye-tracking technology to flexibly adjust workload levels to the needs of the astronauts during piloting or teleoperation tasks. Here, several different eye-tracking measures could be implemented that can detect several different states at once (e.g. anxiety/ stress, fatigue, and high workload) and could thus flexibly adjust the level of support that is needed to complete the task successfully, as well as to inform the astronaut about adverse states, such as fatigue so that a break or external help can be scheduled.

Likewise, eye-tracking has a long tradition as a technology for usability evaluations, as analyzing the visual focus of crew members can give important insights into how interfaces should be designed. In this regard, [71] utilized eye-tracking technology to estimate gaze duration and fixation times on various interface parts during a simulated manually controlled rendezvous and docking of space vehicles. Based on their findings they suggested that especially the visibility of the velocity display should be enhanced, as it provides highly important information for the completion of the docking maneuver (indicated by high visual fixation times by the participants). Therefore, eye-tracking technology can be used to guide the design of future crew- capsules, space stations, or other relevant technologies that are needed in the context of future human-space flight and could allow for increased usability and safety. Here, especially emergency situations could be elicited that pose an objective verifiable high workload or create heightened anxiety levels.

Additionally, eye tracking technology has also been already successfully implemented in various VR head-mounted displays (e.g. HTC VIVE Pro Eye) and AR technologies such as the Microsoft HoloLens 2 that could be utilized for training, research and development purposes. In design evaluations or simulations, eye-tracking data could be analyzed to estimate the aforementioned states. The results of the analysis could then be used for future research on these constructs or to evaluate the system’s design.

3.2 Control Input

Eye-tracking technology could also serve as a novel interface between astronauts and various technologies. Typically, our eye movements are more rapid than our actions and thus precede them. Therefore, gaze-based interaction offers a potentially more efficient and intuitive method for selecting options. To prevent accidental selections, various “confirmation” options can be implemented, ranging from the use of visual dwell time or a specific number of blinks to the implementation of a second input modality (e.g. confirmation key press, voice-based confirmation) [53].

Primarily developed for disabled users, eye-tracker-based systems have already been integrated by Microsoft in the context of a hands-free keyboard and computer mouse in their Windows 10 and 11 computer operating systems. Moreover, eye tracking-based input systems have been studied in other domains, such as piloting tasks, air traffic control, and teleoperation of robotic systems. [72] investigated gaze point and dwell time as a potential intuitive input for air traffic controllers that permits hands-free interaction with their interface. In the teleoperation domain, [73] utilized gaze and hand movement recordings to allow for an auto-corrected more intuitive operation of a robot during a teleoperation task by adjusting the angle of the camera attached to the robot, while ensuring better eye-hand coordination.

Eye tracking technology could also be an alternative “hands-free” input control technology that can be tested in a cost-effective way using AR and VR technology that can be used in the context of future human space flight training or development of applications.

4. EMG

EMG utilized the activity of electrical signals during voluntary or involuntary muscle contractions. In the context of space missions, sEMG, which utilizes electrodes that are placed on the skin surface to measure
the electrical activity of the muscle, provides a viable solution for several applications, as it yields a non-invasive method to estimate several physiological and psychological factors. SEMG measures are, in contrast to eye-tracking or EEG-based systems, not as susceptible to changes in lighting conditions or noise, but require the correct placement of the electrodes needed to measure changes in electrical activity of the muscle [74].

4.1 Psychological / Physiological States

Research has begun to investigate the use of sEMG signals for the recognition of emotions. [75] classified emotions into the categories relaxed or angry based on the measurement of an inexpensive forearm sEMG electrode. Yet, most emotion recognition research seems to focus on recorded facial EMG activity (e.g. [76]). However, the usability of such a facial electrode-based system for independent use and use over longer times remains questionable.

Notably, research demonstrated that EMG electrodes attached to non-facial muscles (e.g. trapezius or erector spinae) can effectively be used to estimate stress [77] and anxiety levels [61]. By consciously releasing muscle tension, EMG-based biofeedback has been shown to be an effective treatment for anxiety symptoms [78]. Furthermore, an increment in mental workload levels has been linked to an increase in the activity of various muscles [79]. Nonetheless, EMG measurements are most frequently used to evaluate physical demand and fatigue. In this regard, the relationship between physical and mental demand may be especially important as a high physical workload has been linked to a decrease in mental performance, and especially EVAs have been shown to be particularly physically demanding [80].

In the space flight context, [81] developed a textile wearable solution of an EMG-combined with a Near InfraRed Spectroscopy (NIRS) sensor to measure muscle activity and oxygenation for ESA. The system was implemented in a fitness tight to surveil and adjust exercise programs aboard the ISS. [82] proposed the development of the XoSoft Gamma exosuit for ESA, which included EMG measurements as one sub-system to alert the astronauts to take countermeasures when adverse effects due to weightlessness are detected or to artificially generate resistance to simulate gravity conditions.

Therefore, a potential area of application in the context of future human–space flight would be the integration of sEMG sensors inside the astronaut suit or their daily clothing such as proposed by the aforementioned concepts to 1) objectively record and research physical fatigue development of astronauts during IVA and EVA activities, which could be equipped with additional sensors to furthermore measure workload, stress and anxiety levels without interrupting the daily activity of the astronauts. 2) To take countermeasures, such as interrupting the given EVA activities to prevent overexertion and possibly adverse health effects or negative influences on cognitive performance during safety-relevant tasks or to implement biofeedback applications to decrease anxiety and stress levels. Or lastly, 3) to adjust and surveil exercise training plans of the astronauts to prevent physical deterioration during long-duration space flights based on the recorded data.

4.2 Control Input

SEMG cannot only be used to record and analyze the electric activity of various muscles but voluntary muscle activity can also be used to control various technologies. Traditionally, sEMG has been most utilized in the development of artificial limbs, but research has recently focused on alternative applications, such as tele-robotics and human-computer interaction: [83] recorded muscle activity from different body parts that could be flexibly selected by the participants for the completion of a 2D aiming and tracking teleoperation task in weightless condition during parabolic flights. During the experiment, the participants did not have to move a complete body part but had to activate a specific muscle to select certain options or actions. Importantly, their findings indicate that the sEMG signal is not significantly affected by microgravity conditions and requires only little equipment.

Importantly, the promising potential of such sEMG devices was also recognized by several companies, such as Thalmic Labs Inc. which developed a cableless sMEG wristband for intuitive gesture control of robots or other technologies. Since its development, the wristband was used in several studies (e.g. [84]). Moreover, Meta recently announced the development of a wristband to facilitate intuitive interaction with AR technology. According to Meta, sEMG enables an effortless, highly reliable, and faster interaction and they intend to improve their system to the point where it can read user intentions without requiring actual hand movements [85].

Nonetheless, a review by [74] concluded that, despite the fact that motion intention prediction requires minimal user attention, electrodes that do not move or lose contact with target muscles to prevent distortion of muscle signals need to be developed. Moreover, the inter- and intra-subject variability in sEMG data are generally high, necessitating the development of systems that can be utilized in an online “real-world” scenario.

A possible promising area of application for sEMG during future human space flight missions would be the use of exoskeletons that can be e.g. used for
teleoperation in space. In this regard, [86] developed an arm-based exoskeleton that could be utilized to operate humanoid-like robots during EVAs on-board the ISS and beyond, limiting possible safety and health risks for astronauts, while profiting from human performance in cases where fully automated tasks are not possible. Such a system could be further equipped with sEMG sensors to allow for less physically demanding tasks through the detection of movement intentions. This concept could be furthermore extended through the use of textile-based wearable suits and VR/AR technology that could possibly lead to higher usability and more flexibility during teleoperation scenarios, while also making the surveillance of physiological and psychological states possible (e.g. workload, stress, physical exhaustion).

5. Discussion and Conclusion

Future human spaceflight missions will expose astronauts to greater and longer-lasting physical (e.g., weightlessness, radiation) and psychological challenges (e.g., sleep deprivation, extremely high or low workload, fatigue, isolation) than previous human spaceflight endeavors. During future long-duration space flights e.g. communication delays and a restricted bandwidth between ground control and astronauts are likely [3]. Therefore, the monitoring of one’s own health status and performance can be crucial to ensure good task performance, safety and thus mission success [8]. In this paper, the use of three enabling technologies, namely EEG recordings, eye-tracking, and EMG, has been specifically investigated. Moreover, our paper demonstrated that all three technologies can be used to initiate actions with minimal or no manual manipulation and to adjust the level of automated support (adaptive automation), for a variety of technologies, such as rovers, robotic arms, exoskeletons, or as a new form of a control interface for cabin instrumentation in conditions of weightlessness and constrained movement flexibility, during IVAs and EVAs. To estimate the technological readiness of space-related technologies NASA developed a 9 - point scale [87]. Fig. 1 provides an overview of the different technology readiness levels that can be associated with each of the three technologies and applications.

It could be demonstrated that all technologies have been shown to work reliably in weightless conditions. Moreover, the estimation of basic cognitive parameters, such as mental workload, stress, and fatigue are already in an advanced state. Given the currently greater comfortability and short training time of eye-tracking technologies, which can be worn as glasses or integrated into displays, workstations, VR and AR technologies and possibly in an astronaut’s helmet during EVAs, it appears that eye-tracking currently provides a higher degree of usability for near-future human space flight missions than passive EEG-based BCI’s, particularly during long-duration missions that are likely to involve an extended period of technology use. The paper also demonstrated that eye-tracking can be used to decode astronauts’ visual scanning patterns, which could provide important insights into the design of future space flight technology, as well as serve as a training device for novice astronauts, improving their performance based on expert visual scanning strategies. Furthermore, eye-tracking measurements could be supplemented by wearable textiles with integrated EMG sensors, which could provide information about the astronaut’s psychological as well as physical status. One of the most promising applications of workload, SA, and fatigue estimation is not only monitoring these states for research or informing astronauts to take breaks but also using these measures to guide adaptive automation schemes that adjust the amount of automated support based on the astronaut’s measured workload and performance. As a result, task underloading and overloading can be avoided while maximizing performance without jeopardizing skills that may be needed in an emergency situation. Future research should thus assess whether adaptive automation technology based on eye tracking and EMG measurements, in particular, can be used reliably in weightless conditions and for longer periods of time during future missions. Additionally, other information gathered via camera recordings could be moreover utilized for additional analysis of e.g. emotions based on the analysis of facial expressions or body posture [16].

EEG-based systems, on the other hand, promise even more advanced evaluations of psychological states in the future, ranging from the detection of various and complex emotions to workload,
fatigue, and sleep-related measurements. Despite significant progress in developing commercial EEG systems utilizing dry electrodes and providing higher usability (e.g., Emotiv, Muse, etc.), longer training times and limited research in real-world settings necessitate more extensive research to achieve real-world applicability. The use of so-called ear-EEG systems, which are planned to be used to investigate sleep patterns aboard the ISS, is one promising candidate for significantly improving the usability of EEG systems during long-duration space flights: In this regard, for instance, [88] utilized ear-EEG technology to successfully estimate the attentive state of the user. However, more research is needed to enhance the applicability of ear-EEG systems to also assess other concepts, such as complex emotions or workload estimations. In the distant future, these systems could also be used to train machine learning algorithms to predict the cognitive states of astronauts, allowing for more efficient mission or training session scheduling.

One promising application of all three technologies is neurofeedback or biofeedback applications, which have proven to be an important area of research that should be extended to the realms of future human space travel. These applications could be an effective tool to counteract sleep deprivation, reduce stress, symptoms of depression, and anxiety, as well as to enhance attention [3], [19], [20], [30], [89]. Neuro- or biofeedback would yield an objective and, most notably, independent technology that astronauts themselves could use to counteract these negative states. Yet, also in this domain, more research is needed to establish the viability of neurofeedback applications in prolonged weightless conditions.

Importantly, our paper could show that EEG, EMG, and eye tracking technologies could not only be used to estimate astronauts’ cognitive and physical states but could also serve as a novel input modality for various technologies such as robotic systems and cabin equipment. In the nearer future, a hybrid sEMG-eye tracking-based system could be developed. Here, sEMG could be used to detect movement intentions during e.g. teleoperation, while eye tracking information could be used to adjust the angle of the camera or to change settings e.g. using a VR/AR head-mounted display. This strategy could be combined with (haptic) shared control schemes, in which the user and computer system collaborate to achieve a particular objective.

Overall, findings regarding the use of EEG-based BCIs indicate that while SSVEP-based BCIs already work relatively reliably and require less training time, the use of MI-based commands to control external technical devices appears to be most promising in the distant future, as it does not rely on external, potentially uncomfortable stimuli, but rather on mental commands from the user. Moreover, both technologies have been tested in weightless conditions [39], [49]. However, more research is required to allow, in particular, for higher accuracy and speed to improve the reliability and safety of such systems. Additional research should be conducted to expand the number of commands that can be communicated in real-world scenarios. Also in this regard, the use of ear-EEG technology has the potential to significantly improve usability during long-distance flights.

However, even though the proposed systems promise improved safety and performance during future human space flight missions, they only achieve real-world applicability once they have demonstrated superior usability and performance in direct comparison to conventional methods of operation (e.g., joystick, touch display). Notably, ethical concerns should be further evaluated, as the extended recordings of camera or brain activity may be perceived as a violation of personal privacy. In the long run, combining technologies, such as EEG-based MI, eye-tracking, and sEMG, could be one potential solution to enhance the performance of these systems. This strategy could be furthermore combined with (haptic) shared control schemes. In this particular respect, [90] used MI (to modulate the movement speed of a robotic end effector) in conjunction with eye-tracking (to determine the movement direction) in an obstacle avoidance paradigm, aided by a computer that estimated the correct trajectory using computer vision techniques.

They concluded that this combinational approach allows for high controllability and continuous, collision-free movement of the robotic system by the user while providing assistance in challenging situations (e.g. when obstacles are present). Similarly, other promising ideas, such as the smart astronaut glove developed by [91], could be enhanced by the proposed technologies. As of now, the glove integrates gesture-based commands with head- and eye-tracking technology, as well as an AR head-up display implemented in an astronaut suit, in order to intuitively communicate commands to a drone. In addition, the supplementation with other promising advanced technologies, such as voice control or fNIRS should be further evaluated to improve general system performance and usability.
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