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Abstract

Model fine-tuning and adaptation have become a common approach for model specialization for downstream tasks or domains. Fine-tuning the entire model or a subset of the parameters using light-weight adaptation has shown considerable success across different specialization tasks. Fine-tuning a model for a large number of domains typically requires starting a new training job for every domain posing scaling limitations. Once these models are trained, deploying them also poses significant scalability challenges for inference for real-time applications. In this paper, building upon prior light-weight adaptation techniques, we propose a modular framework that enables us to substantially improve scalability for model training and inference. We introduce Submodels that can be quickly and dynamically loaded for on-the-fly inference. We also propose multiple approaches for training those Submodels in parallel using an embedding space in the same training job. We test our framework on an extreme use-case which is speech model personalization for atypical speech, requiring a Submodel for each user. We obtain 128 × Submodel throughput with a fixed computation budget without a loss of accuracy. We also show that learning a speaker-embedding space can scale further and reduce the amount of personalization training data required per speaker.

Index Terms: Submodeling, Scaling, Speaker-Embedding, Speech Conversion and Recognition

1. Introduction

Neural model fine-tuning and adaptation have become a standard approach for model specialization or task customization. Fine-tuning the entire model or a subset of the parameters of the model has shown substantial gains for a wide range of downstream tasks (e.g., [1, 2, 3, 4, 5, 6]). However, these techniques pose scalability limitations for both training and inference when applied to a large number of tasks or use-cases within a task (such as, domains, conditions, or even speakers).

For any number of specializations, the cost scales linearly with each task or use-case. When this number is large from say, personalizing a separate speech model for each user, or customizing a model to contextual domains, this is unfeasible. There are similar scaling problems to serve or deploy a large number of customized models whether on-server or locally on-device for each task or use-case.

Light-weight adaptation techniques, such as [7, 8, 9, 10, 11, 12, 13, 14] have shown significant reduction on memory, computation and storage costs by learning or adapting significantly less parameters than that of the full model. We are inspired by this work to propose a framework that scales both training and serving for many use-cases. We evaluate our approach on speech model personalization, requiring one model for each user. We demonstrate this framework on personalizing Parrotron for atypical speech conversion and recognition [4].

Prior work has shown that fine-tuning the entire or a large subset of the parameter space can successfully personalize a speech model for end-to-end Automatic Speech Recognition (ASR) and speech conversion [15, 3, 16, 17, 4, 18, 19, 20]. To motivate our framework, we summarize the limitations of employing model fine-tuning for speech model personalization:

- **Inference:** Using a fine-tuned model requires loading all parameters per request on the server, for all users. Loading a large model from disk may take significant time per request which prevents scaling. Alternately, keeping many models in memory will not scale due to limited RAM capacity and cost.
- **Training:** It is expensive to personalize an entire model for every user. Training such a model requires starting a new training job which may take hours to complete and will result into a separate large model for every user.
- **Data requirements:** Fine-tuning all model parameters on a small amount of data may result on over-fitting and catastrophic forgetting [21].
- **On-Device local models:** Each of these limitations are more severe for on-device specialization, where resources are more limited and transfer bandwidth is slower and more expensive.

This paper makes the following contributions: (1) We lay out a modular framework that serves as a clarifying perspective on how to approach the model specialization problem, specifically addressing scaling issues for training and serving; (2) We propose dynamic loading of Submodels on-demand to perform on-the-fly inference; (3) We show how this framework enables an effective personalization design for speech models, specifically Parrotron; and (4) We propose a novel approach to Submodeling by learning a shared embedding space which minimizes the personalization data requirements for new speakers.

2. Framework: Basemodels and Submodels

To formalize our modular design, we define two components: Basemodel and Submodels. The focus of this paper is a model trained to perform a single task and related parallel tasks. We note, however, that there is no limitation in our design for modeling and customizing to less related tasks with distinct inputs or outputs. We also focus on real-time scalability requirements.

2.1. Basemodel

A Basemodel is a fully-trained model capable of doing inference for the desired task, trained on a general distribution of the data (also proposed by [14] and others). A Basemodel is not specialized and would work well on the traffic similar to the training distribution without any further modification or customization. Note that this is in contrast to Foundation models which are typically intermediary assets, and require adaptation to perform inference. [2] A speaker- and domain-independent ASR model is a good example of a Basemodel since it can be used as is to serve most users or domains with acceptable accuracy and it’s not specialized for a given domain.


2.2. Submodels

A Submodel is a copy of a subset of parameters of the Basemodel, or extra new parameters added to the Basemodel that can be specialized or adapted for a given use-case while freezing the remaining Basemodel parameters. Submodels are used to bias the Basemodel towards a particular use-case. **Activation** Submodels must have an ability to be activated and deactivated dynamically during inference without the need to reload the Basemodel. Deactivating a Submodel during inference will result in a model equivalent to the Basemodel. Any component that cannot be easily activated or deactivated during inference cannot act as a Submodel due to accelerator compilation and optimization requirements, which may take significant amount of time for real-time applications.

**Size** A Submodel must be sufficiently small that can be quickly loaded on-demand and dynamically from storage and easily enabled in the Basemodel during inference. **Data Independence** Submodels ensure that data relevant for a specific use-case can be used independently. Improving on one use-case guarantees, by design, to not impact Submodels of other use-cases – i.e., independent data distributions. Submodels can be added, updated, and even shipped at any time.

Finally, such a modular design may enable the research community to focus on exploring the internal structures of Basemodel and Submodels separately, as long as a clear ‘protocol’ is defined. In this paper, we also show that Submodels can also be parameterized by a side input to make them more flexible and scalable. Some examples of Submodels include the following: a subset of layers of the encoder or decoder, residual adapters added to the encoder or decoder for ASR, [10]; layer biases of the entire model or encoder [8]; adapted layer amplitudes [22], or the joint network of a transducer ASR model.

In this paper, we use speech model personalization as an example of the proposed framework. We choose residual adapter layers [10] as our choice of Submodels for several reasons: (1) Adapter layers can easily be added to the encoder which is generally responsible for modeling the acoustic-phonetic of speech from the acoustic signal, (2) Due to their residual connection one can disable the Submodel by simply setting the residual factor to zero, reverting the model to the Basemodel; (3) The size of this Submodel can be easily controlled by a bottleneck dimension; (4) Controlling the bottleneck dimension is internal to the Submodel, allowing the use of a pre-compiled and optimized execution graph for fast inference while being able to replace the tensors shape dynamically; (5) We have seen previously that adapters successfully model atypical and accented speech for ASR personalization and specialization. [12]

3. Model and Task

In this section, we present the Basemodel and data we use for our experiments and show results comparing the unadapted Basemodel and the fully fine-tuned model for model personalization. The fine-tuned model per user can be viewed as our ‘top line’ we aim to reach. However, this per-user fine-tuning approach is prohibitively expensive (Section 4).

3.1. Parrotron Basemodel

Parrotron is a speech-to-speech conversion model that can be personalized to convert dysarthric and atypical speech into a synthesized typical and fluent speech (demo). The Parrotron model is trained end-to-end to directly map the input spectrogram to another spectrogram, without using an intermediate discrete representation. The generated output spectrogram is then passed to a vocoder to produce a time-domain waveform. The Parrotron model has been extended to also produce transcripts in parallel, effectively making it an ASR system as well. [23]

Parrotron is initially trained on typical speech to obtain a many-to-one speech conversion, yielding a Basemodel. It has been shown that fine-tuning the full model on hundreds of speech utterances from a single speaker obtains a one-to-one speech conversion model. To convert from atypical to typical speech with significant reduction in Word Error Rate (WER) and MOS scores when compared to the Basemodel [4, 23, 18].

3.2. Data

Our data is a subset of the Euphonia corpus [24]. It consists of 128 speakers with a variety of speech impairments: 37 speakers with ALS, 24 Down-Syndrome, 21 Cerebral Palsy, 8 Parkinson’s, 5 hearing implements, 5 Unknown, 4 Multiple Sclerosis, 2 Stroke, and the remaining 22 of other etiologies. Speech pathologists were asked to rate the severity of impairments: 56 speakers were rated as Mild, 40 Moderate, 29 Severe, and 3 Typical speech. These speakers were presented with prompts and asked to read them out-loud. Prompts are from a variety of domains, such as home automation, caregiver phrases, and conversational sentences. The mean, median, and standard deviation of the number of utterances per speaker is 2154, 1769 and 1399, respectively (min: 250, max: 4250). For every speaker, we hold 80% for train, 10% for dev and 10% for test.

3.3. Basemodel vs. Model Fine-tuning Results

As shown in Table 1, running Google’s ASR engine, our 128 speakers results in a 50.5% average WER and a median of 50%. This large average WER is not surprising. While the ASR engine was trained on thousands of hours of anonymized speech data, all training data are from speakers with typical speech. Differences in etiologies and severity explain the large standard deviation across speakers.

Using a many-to-one, unadapted, Parrotron Basemodel trained on the same data as the Google’s ASR engine, we also report the average WER across 128 dysarthric speakers. Parrotron produces two outputs, in parallel, given an input utterance: converted speech output from the Spectrogram decoder, and an automatic transcript output from the ASR decoder. To evaluate the correctness of the converted speech, we pass the vocoded Parrotron spectrogram output to Google’s ASR engine and report WERs. The conversion WERs correlate strongly with the WERs of the automatic transcripts obtained from Parrotron’s ASR decoder (r = 0.9993, RMSE = 3.3), across all experiments. For simplicity, we only report conversion WERs.

The Parrotron unadapted Basemodel achieves an average WER of 48.4% across speakers, somewhat better than that ob-
Table 1: Comparing approaches (WER) - 128 atypical speakers.

| Approach                  | Mean WER | Median | SD   |
|---------------------------|----------|--------|------|
| Google’s ASR Engine       | 50.51    | 49.95  | 30.53|
| Basemodel                 | 48.43    | 48.29  | 29.08|
| Full model fine-tuning    | 14.23    | 9.98   | 12.00|
| Speaker Submodel          | 15.27    | 10.63  | 12.29|
| Pooling Submodel          | 22.64    | 18.60  | 14.82|
| One-hot-embedding Submodel| 15.17    | 10.45  | 8.57 |
| Real-embedding Submodel   | 18.54    | 12.93  | 14.16|

We observe the Pooling Submodel trained with the same data achieves the worst WER when compared with a baseline where we pool all the 128 speakers together into a single model personalization for atypical speech [4, 23, 18, 12]. For this experiment, we employ the same model architecture and the same fine-tuning procedure described in [18]. The current work confirms that a fine-tuning strategy performs well on speakers across etiologies and severities. For this and all other experiments we use a batch size of 8 and train for 30K steps.

4. Scaling Inference and Training

4.1. Parrotron Submodel

Our choice of Submodel in this paper is based on residual adapters. Our Submodel consists of 17 residual adapter blocks, each added between each layer of the 17-layer conformer encoder in the Parrotron Basemodel [10, 11, 12, 23]. Each adapter block starts with layer normalization, followed by a down-projection to a bottleneck dimension \( d_b \), followed by \( \text{Relu} \), and finally another feed-forward layer with up-projection to the original input dimension, as shown in Figure 1. The bottleneck dimension \( d_b \) enables us to control the number of parameters of each adapter. In all experiments, unless stated otherwise, we use a bottleneck of \( d_b = 64 \). All weights are randomly initialized.

Instead of fine-tuning the entire model, we adapt only the Submodel (i.e., all residual adapters) while freezing all parameters of the Basemodel. As shown in Table 1, we observe that Submodel adaptation results in a WER that is about 1% (absolute) worse than that of a fully fine-tuning model (statistically significant according to a paired t-test with \( p < 0.01 \)). However, given the substantial scaling benefits, and improvement over the Basemodel, we find that the use of residual adapters is an effective approach to personalizing speech conversion models. The fully fine-tuned model per speaker requires hosting 165M parameters (of 668 MB on disk) per user, whereas the adapted Submodel has only 1.2M parameters (of 4.6MB on disk) – requiring 0.72% of the model parameters.

4.2. Dynamic Submodel Loading and On-the-fly Inference

Having a well performing Submodel of a small size encourages us to propose the following modular approach to support large number of personalized models during inference. We first build our many-to-one (speaker-independent) Basemodel with a disabled Submodel using a residual factor of zero. This results into a fully optimized model that can be loaded directly into an accelerator to perform the inference fast and can be used to serve the general speaker-independent traffic.

For a given request of speaker X, we load the corresponding speaker Submodel from fast storage, such as SSD. During inference, we reinitialize the Submodel tensors to the model as extra inputs, overriding Basemodel adapter weights. Using the residual adapter-based Submodel, we have four tensors for each conformer block (layer norm stats, up and down projection and a residual factor) and we have 17 of those. During inference, we set the residual factor to 1 to enable the Submodel.

Testing the loading time for this Submodel (4.6MB) from a remote SSD takes 18.3±5.3ms per request, evaluated on 100 requests. This latency is acceptable for most production needs, even without caching Submodels. If we were not to use a Submodel approach, on the other hand, loading a fully fine-tuned model per speaker takes about 18.3±15 seconds. This latency is typically not acceptable per request for most real-time applications. Note that caching such large models for all speakers won’t scale either, due to the large RAM requirement. Caching Submodels is far more feasible on the other hand.

4.3. Scaling Training Using Embedding

We have seen that training a small Submodel exerts high quality model personalization that can be loaded dynamically per request. Personalizing a model for every speaker poses another complexity in scaling the training for many users. We propose two approaches to alleviate this scaling issue: (1) training in parallel by parameterizing the Submodel per a speaker-id and learning one-hot-embedding, (2) parameterizing the Submodel by a speaker-id and learning a real embedding space.

One-hot-embedding: Since the Submodel described above has only 1.2M parameters per user, we propose to leam \( N \) speaker Submodels in parallel by introducing a one-hot-embedding lookup table, as shown in Figure 1. Each entry in this table points to a separate Submodel for each speaker, using their speaker-id (0 to \( N - 1 \)). To separate all tensors of the residual adapter, the down-projection matrix \( (d_s \times d_b) \) becomes a 3D tensor of \( (N \times d_s \times d_b) \), similarly, up-projection matrix becomes a 3D tensor and the layer norm stats become 2D tensor, where each row belongs to a separate speaker. Thus, modeling \( N \) speakers with a conformer encoder of 17 blocks requires \( N \times 17 \) adapter layers in total. During training, we select samples at random from all \( N \) speakers.

Our effective Submodel size is now \( N \times 17 \) plus the size of the one-hot-embedding lookup table. This larger Submodel will slow down the on-the-fly-loading which may limit scaling inference. However, a key advantage of using a one-hot-embedding and a frozen Basemodel is that speaker parameters are independent across speakers. Therefore, as a post training phase, we split this large Submodel into speaker-dependent 1.2M parameter Submodels and discard the one-hot-embedding matrix.

Table 1 shows that training a single job with a fixed training budget (30K steps) actually shows slightly better average WER (15.17%) than training them separately (15.27%). According to a paired t-test, this difference is not statistically significant, resulting into a ‘free’ 128× training throughput efficiency. It is worthwhile mentioning that while it is might be possible to find a more optimized learning schedule with a more conservative number of steps per speaker for each individual job, scheduling many jobs and initializing and loading the Basemodel in each job have significant overhead on training.

Finally, we compare our one-hot-embedding approach to a baseline where we pool all the 128 speakers together into a single Submodel ignoring the identity of the speaker from all samples. This Pooling Submodel is a single residual adapter that is not parameterized by a speaker-id trained on all data. We increase the capacity of this Submodel by making the bottleneck dimension \( d_b = 128 \) instead of 64. Note that since this model is shared across speakers, we can’t make this Submodel too large otherwise on-the-fly loading won’t be sufficiently fast for real-time application. We observe the Pooling Submodel trained with the same data achieves the worst WER when compared
to all other adaptation techniques. As shown in Table 1, both training separately and using one-hot-embedding obtain significantly better WER than Pooling Submodel (22.64%).

This method is related to [14] where adapters are trained for \( N \) tasks in parallel with multi-task objective using ‘hard parameter sharing’, using the same hidden layers for all tasks. One-hot-embedding, on the other hand, gives each task (i.e., user) its own set of parameters.

**Real embedding:** Although one-hot-embedding enables us to train many Submodels in the same training job, there is still a scaling limit to this approach. For example, training 1024 speakers in the same job would require 1.3 billion extra parameters which would be challenging to fit in RAM.

Instead of dedicating a separate Submodel for every speaker, we evaluate the use of a shared set of residual adapter per layer for all speakers. We do that by replacing the one-hot embedding by a real-valued embedding. The learned embedding matrix weights the potential of the \( M \) adapters, per encoder layer. Our Submodel now becomes a real-embedding matrix to project a given speaker-id (0 to \( N − 1 \)) to a small \( M \) dimensional real-valued vector and \( M \) residual adapters, replicated for each encoder layer. Unlike one-hot-embedding, this approach enables us to choose \( M \) that is significantly smaller than the number of speakers. In all our experiments, we choose \( M \) to be 8. The size of the Submodel is now \( 8 \times 1.2 \text{M parameters} \) (using \( d_e = 64 \)), as opposed to \( 128 \times 1.2 \text{M parameters} \) as discussed for one-hot-embedding, during training.

Similar to the one-hot embedding approach, we train our real-embedding-based Submodel on all the 128 speakers while freezing the Basemodel. Comparing the real-valued embedding to the one-hot embedding, we observe that the real-valued embedding is inferior to the one-hot embedding achieving a significantly worse absolute WER difference of 3.4% in average \((p < 0.001)\) according to paired t-test. Although this approach shows degradation in terms of quality at modeling those 128 speakers, unlike one-hot-embedding, the real embedding approach enables us to scale to significantly larger number \( N \) of speakers while keeping \( M \) small. \( M \) is chosen to control the latency of on-the-fly loading while still are able to train a large number of speakers in a single training job.

It is worthwhile mentioning that AdapterFusion, described in [13], has shown how to learn knowledge sharing across tasks, by introducing a fusion network learned in a second training phase to fuse 
N task adapters. While it is a valuable approach for a small number of tasks, it results into a model that may not fit in RAM for a large number of tasks; and tasks can’t be separated, as discussed in Section 4.3, preventing dynamic loading.

Another key advantage of real-embedding is sharing parameters across speakers. To confirm that the model is, in fact, not memorizing those 128 speakers or learning a separate subspace for those speakers, we plot the embedding matrices for each speaker in 2D space. Concatenating all the 17 embedding 5D rows, we obtain 136D embedding vector per speaker, and then apply multi-dimensional-scaling [26] to project the 136D embedding into 2D dimension (preserving distances), and plot the output of speakers from different etiologies in Figure 2.

We observe that the learned embedding can easily separate speakers from different etiologies even after projection to 2D. Using the 136D vectors, and training a logistic classifier, we obtain an average pairwise accuracy of 92.8%; ALS vs. Down Syndrome is the most accurate classifier (98.5% accuracy); and the least separable pair is ALS vs. Parkinson’s: 86.0%. These results suggest that the Submodel is, in fact, not memorizing speakers but rather learns a structural correction of the Basemodel, otherwise points will be randomly scattered in Figure 2.

4.4. Embedding Submodel for new speakers with less data

We hypothesize that learning an embedding space of atypical speech may be beneficial for new similar speakers with a limited amount of personalization training data. To test this hypothesis, we make use of a new data set which consists of 10 new speakers, mutually exclusive from our 128 speakers. These 10 speakers have a variety of etiologies and levels of severity.

Using only 50 utterances for training and 200 held-out utterances for testing, we compare the following personalization approaches: (1) Adapt a residual-adapter-based Submodel from scratch for each user initialized at random (as shown in Section 3.3); (2) Adapt the Pooling Submodel, which is trained on the pool of the 128 atypical speakers, described in Section 4.3; and (3) Adapt the real-embedding Submodel. We use the same number of model parameters in each approach.

For (3) since the embedding matrix is trained on the 128 speakers, to accommodate a new speaker, we discard the trained embedding matrix and replace it by a single 5D vector per layer, initialized randomly with a Gaussian noise of mean 0 and variance of 0.1 (indicating no prior knowledge about the speaker). During adaptation, however, we start from the pre-trained residual adapters of the real-embedding Submodel for each speaker. Adapting the pre-trained real-embedding Submodel, while also learning the randomly initialized weighting embedding vector per speaker on only 50 utterances, achieves the best WER across 9 of 10 speakers (mean WER of 30.2%). Adapting an independent Submodel from scratch for each user obtains an average WER of 33.1%. Adapting a Pooling Submodel, we observe the worst average WER of 44.3%. Thus, starting from a model that shares parameters across speakers and enforces structure seems to be beneficial when personalization data is limited.

5. Conclusions

We propose a modular framework design to scale for specializing a large number of models for real-time applications, by creating a clear protocol and distinction between the roles of Basemodels and Submodels. We have defined a set of constraints a Submodel must obey to be used at scale during inference using dynamic on-the-fly loading strategy. We have also shown how independent Submodels can be trained in the same training job in parallel given the Basemodel. Demonstrating the effectiveness of this framework, we have tested our approaches for the task of speech model personalization of Parrottron, requiring a Submodel per speaker, to normalize and recognize atypical and dysarthric speech and showed 128× training throughput with no loss in accuracy. Learning a real-valued embedding space in our Submodels across speakers shows a great potential of scaling to an even larger number of speakers. We have discovered that the learned embedding linearly separates etiologies and can be used to reduce the amount of training data for new speakers.
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