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Abstract

For recovering 3D object poses from 2D images, a prevalent method is to pre-train an over-complete dictionary \( D = \{B_i\}_i \) of 3D basis poses. During testing, the detected 2D pose \( Y \) is matched to dictionary by \( Y \approx \sum_i M_i B_i \), where \( \{M_i\}_i = \{c_i R_i\} \), by estimating the rotation \( R_i \), projection \( \Pi \) and sparse combination coefficients \( c \in \mathbb{R}_+^D \).

In this paper, we propose non-convex regularization \( H(c) \) to learn coefficients \( c \), including novel leaky capped \( \ell_1 \)-norm regularization (LCNR),

\[
H(c) = \alpha \sum_i \min(|c_i|, \tau) + \beta \sum_i \max(|c_i|, \tau),
\]

where \( 0 \leq \beta \leq \alpha \) and \( 0 < \tau \) is a certain threshold, so the invalid components smaller than \( \tau \) are composed with larger regularization and other valid components with smaller regularization. We propose a multi-stage optimizer with convex relaxation and ADMM. We prove that the estimation error \( L(l) \) decays w.r.t. the stages \( l \),

\[
Pr \left( L(l) < \rho l^{-1} L(0) + \delta \right) \geq 1 - \epsilon,
\]

where \( 0 < \rho < 1, 0 < \delta, 0 < \epsilon \ll 1 \). Experiments on large 3D human datasets like H36M are conducted to support our improvement upon previous approaches. To the best of our knowledge, this is the first theoretical analysis in this line of research, to understand how the recovery error is affected by fundamental factors, e.g. dictionary size, observation noises, optimization times. We characterize the trade-off between speed and accuracy towards real-time inference in applications.

1. Introduction

The computer vision community views object detection and recognition as an important task. Additionally, studying the problem in 3D geometry [18] has been popular since it enriches the information obtained from 2D images. For relatively rigid objects like human, hands, and cars, their 3D information is strongly reflected by the 3D poses, which compose of the 3D locations of important landmarks, e.g. elbow, knees and shoulders (for human). The recent progress in deep learning based algorithms to 3D object pose recovery could be roughly divided into two lines: 1), a two-stage pipeline that first recovers the 2D poses using specifically designed deep networks for special objects like human [26][31] [38][10], and then estimate the 3D poses by solving a geometric inference problem that the 2D pose is captured through a projection, rotation, and translation of the object in the 3D world [28]; [46] encourages the consistency of the combination coefficients and rotation matrices between two consecutive frames in a video; Bogo et al.[4] uses 2D detectors for preprocessing and generate a 3D mesh by the given pose, then optimize the objective function w.r.t. the error of projected 2D pose from the real pose; 2), an end-to-end pipeline that uses a deep network to regress the 3D landmarks from the images. For examples, Wu et al.[39]Zhou et al.[44] directly inference the camera matrices or kinematic model parameters using a deep network: Pavlakos et al.[30] [29] predict the 3D landmarks by considering a ranking loss of by the ordinal relationship built upon estimated depth. In prior to these methods, detecting general objects in the wild could be accomplished by region-based CNN [15] [14][33].

In the two-stage algorithms, the part of recovering 3D poses from 2D poses actually provides a more elegant and challenging mathematical problem, since both projection parameters and 3D poses are unknown, the problem is actually ill-posed. Active pose model (ASM) [11] is a pioneering work in this area, it represents the pose as a dense combination of learned basis poses from a small dictionary, therefore the workload of searching over all nonrigid deformation is greatly reduced. Additionally, a sparse combination of poses from an over-complete dictionary is more
powerful dealing with complex variations such as human poses. This idea resembles compressive sensing [7] that uses much less bits to transmit more information. Even we do have strong tools to optimize a sparse model[6], we should note that our problem is still hard to solve, since the joint estimation of pose and viewpoint is a non-convex problem, and the orthogonality constraint on the camera rotation matrices makes it more complicated.

In this work, we will concentrate on using the two-stage pipeline with well-trained 2D detectors and a separate 3D pose inference stage. This takes advantage of massive datasets like COCO [25] and MPII [3] that are only provided with 2D landmarks annotations, which are much easier to obtain than 3D landmarks, and adapt to a wild environment like random streets. Since 3D pose datasets like H36M [20], although available for academic usage, should cost expensive efforts to capture and label. Plus, a separate geometrical inference procedure generates a physically and mathematically reasonable result that generalize well, and help us to diagnose problems if being wrongly applied to different data sources. By incorporating this framework, previous research in 2D pose analysis with diverse motivations can be applied here, by considering the anatomical human structure like the length of limbs [32] [37], joint-angle constraints [2], and temporal information [43][8].

Our framework consists of a standard 2D landmark detector and incorporates an over-complete dictionary, and try to learn better and faster sparse coefficients during testing, which is important for real-time applications. Previous research mostly did not optimize the inference speed problem explicitly, nor did they provide theoretical analysis on convergence and recovery error. We consider the problem based on the sparsity inducing regularization, like \( \ell_1 \) norm. From an optimization perspective, in the standard proximal problem explicitly, nor did they provide theoretical analysis on convergence and recovery error. We consider the problem based on the sparsity inducing regularization, like \( \ell_1 \) norm. From an optimization perspective, in the standard proximal algorithm, a larger regularization will leverage the threshold of effective weights, forcing more small weights to be zero, but it also causes the effective weights deviating from ground-truth. Following this thought, we propose to use non-convex regularization to recover 3D poses. We also present a novel \textit{Leaky Capped} \( \ell_1 \) Norm Regularizer. We derive a multi-stage algorithm suitable for both convex and non-convex loss functions. We also provide a theoretical analysis to compensate existing empirical studies.

2. Monocular 3D pose Recovery

Now we give a brief introduction on the representative method based on sparse representation, which is effective in real-world applications, often demonstrating great generalization performance and higher robustness against huge variations. The 3D pose, i.e. the 3D locations of \( p \) landmarks are stacked as \( S \in \mathbb{R}^{3 \times p} \), and its corresponding 2D pose is \( Y \in \mathbb{R}^{2 \times p} \). The Active Shape Models (ASM) [11] proposed training a group of pose bases \( \{B_i\}_{i=1}^D \) from data.

Denoting \( \mathcal{D} = \{1, \cdots, D\} \) as a set of subscripts and \( c \) as weights of each basis,

\[
S = \sum_{i \in \mathcal{D}} c_i B_i, \quad c \in \mathbb{R}^D, B_i \in \mathbb{R}^{3 \times p}. \tag{1}
\]

the 3D-2D projection is characterized as

\[
Y = \Pi S, \quad \Pi = \begin{pmatrix} \omega & 0 & 0 \\ 0 & \omega & 0 \end{pmatrix}, \tag{2}
\]

where we denote the projection matrix as \( \Pi \) and \( \omega \) is a parameter depending on physical factors like focal length and view depth. In the test phase, the 2D pose \( Y \) is annotated by regular visual detectors, since the pose bases \( B \) are most likely predefined in a different camera setting other than the test setting, the unknown factors including combination weights \( c \), a relative rotation parameter \( R \) and a translation parameter \( T \) should all be inferred from

\[
Y = \Pi(R \sum_{i \in \mathcal{D}} c_i B_i + T), \quad \text{where} \quad R \in SO(3), T \in \mathbb{R}^3 \tag{3}
\]

and \( I_3 \in \mathbb{R}^{3 \times 3} \) is an identity matrix and

\[
SO(3) = \{ R \in \mathbb{R}^{3 \times 3} \mid R^T R = I_3, \det(R) = 1 \}.
\]

In addition, [45] proposed distributing individual rotation matrix \( R_i \) to each basis, then the 2D poses are represented as \( Y = \sum_{i \in \mathcal{D}} c_i R_i B_i \), \( R_i \in \mathbb{R}^{3 \times 3} \). They substitute the bilinear term composed of \( \Pi \) and \( R \) by uniform variables \( \{M_i \in \mathbb{R}^{2 \times 3}\}_{i \in \mathcal{D}} \), that \( M_i = c_i \Pi R_i \) which implicitly take rotation and projection factors into account. Denoting \( M \) as a 3 dimensional tensor stacking \( \{M_i\}_{i=1}^D \), we rewrite the
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objective as

\[
\min_{R_i \in \Omega(c_i), c} F(M, c) = \frac{1}{2} ||Y - \sum_{i \in D} M_iB_i||_F^2 + H(c), \quad (4)
\]

where \( \Omega(c_i) = \{ M_i \in \mathbb{R}^{2 \times 3} | M_i^\top M_i = c_i^2 I_2 \} \), and \( H(c) \) is the regularization and \( I_2 \in \mathbb{R}^{2 \times 2} \) is an identity matrix. Here the translation \( T \) is eliminated by centralizing the data. In our model of 3D pose recovery, we adopt the linear formulation as Eq.(4) since it is the best baseline up until now and has some attractive properties.

The model described above assumes that a high-precision 2D pose is given by the detector, in some case, this model could be improved by considering the uncertainty of 2D poses, or using the video context for such images. For example, give a sequence of images as \( I = \{ I_1, I_2, \cdots, I_n \} \). Monocap [47] considers optimizing the likelihood w.r.t. the parameters \( \theta = \{ M, c \} \) and variance parameter \( \nu \),

\[
Pr(I, Y | \theta) = Pr(I | Y) Pr(Y | \theta), \quad (5)
\]

where \( Pr(I | Y) \) can be modeled by a normalized CNN heatmap extracted from given images, and

\[
Pr(Y | \theta) = \exp(-\frac{1}{2\nu^2} ||Y - \sum_{i \in D} M_iB_i||_2^2). \quad (6)
\]

The consistence of human poses over the sequence can be modeled by

\[
L_i(\theta) = H(c) + \varphi ||\nabla_i c||_F^2 + \Gamma ||\nabla_i R||_F^2, \quad (7)
\]

where \( \nabla_i \) means taking derivatives w.r.t. the time variable of two consecutive frames in a sequence, and \( \varphi, \Gamma \) are constants. Combining the terms above together, the parameter is optimized by

\[
\argmax_{\theta} \ln Pr(Y | \theta) - L_i(\theta). \quad (8)
\]

3. Leaky Capped \( \ell_1 \) Norm Regularizer

Now we proceed to study the regularization of the aforementioned model. A popular choice for \( H \) is the \( \ell_1 \) norm, due to its convenience for optimization and as a good surrogate of the \( \ell_0 \) norm. In this work, we aim to move beyond the limitations of existing literatures and develop new insights to higher accuracy and faster speed in learning sparse representations. From an optimization perspective, the sparsity parameter is critical to proximal operators,

\[
prox_H(y) = \arg\min_x \frac{1}{2} ||x - y||^2 + H(x). \quad (9)
\]

For \( \ell_1 \) regularization \( H(c) = \lambda ||c||_1 \), it has a closed form solution \( \text{sign}(y) \cdot \max(|y| - \lambda, 0) \). Although directly enlarging the \( \ell_1 \) regularizer will force more small weights to be zero within limited time, but this will certainly compromise the accuracy since the larger and effective weights are also penalized strongly. So, we need to find a trade-off between the factors. There are also some literatures suggesting that the \( \ell_1 \) norm is in many case inferior to non-convex regularizers, e.g. smoothly clipped absolute deviation (SCAD)[23], the capped \( \ell_1 \)-norm [41] [42] [16] [34] which are capable of penalizing part of the parameters lower than a threshold, without penalization on larger weights. They get better performance in applications like learning low rank matrices [40][19][17][34] when applied to suppress small singular values. We continue with a discussion a representative non-convex regularization:

**Definition 1** The capped \( \ell_1 \) norm [41] is defined as

\[
H(c) = \alpha \sum_i \min(|c_i|, \tau), \quad \text{where} \quad \alpha, \tau > 0. \quad (10)
\]

As shown in Figure 2, this formulation only regularizes those weights that are below a certain threshold \( \tau \). For those beyond this value, they can grow arbitrarily without experiencing penalties. It is noteworthy that it is a generalization of \( \ell_1 \) norm. Particularly, it becomes \( \ell_1 \) as \( \tau \rightarrow \infty \). Generally, with a finite \( \tau \), it approximates \( \ell_0 \) better than \( \ell_1 \), and therefore leads to higher sparsity in some real-world applications. The key feature of capped norms is the lack of penalty for weights whose magnitudes are greater than \( \tau \), this feature, however, gives a worse performance in the 3D pose recovery with long enough inferences, by the same multi-stage algorithm that we introduced later. One possible explanation for this question is that an approximated sparse solution, with most elements approaching zero, is perhaps more suitable than a truly sparse one, which has most elements being zero. Since the assumption that any 3D poses are combinations of existing bases is not entirely accurate for all cases. We should also utilize the massive existing works on \( \ell_1 \) norms that achieve state-of-the-art results with fine-tuned parameters, which is actually useful to combine non-convex regularization with. With the analysis above in mind, we propose an improved variant, which could keep the advantages of both \( \ell_1 \) and non-convex norms like capped \( \ell_1 \).

**Proposition 2** With \( 0 < \beta < \alpha, 0 < \tau \), the Leaky Capped \( \ell_1 \) Norm Regularizer (LCNR) is defined as

\[
H(c) = \alpha \sum_i \min(|c_i|, \tau) + \beta \sum_i \max(|c_i|, \tau). \quad (11)
\]
As shown in Figure 2, LCNR is piecewise linear and thus is differentiable (except at a few points). The key difference between the proposed formulation and the standard $\ell_1$ norm and the capped norm is that large weights (i.e. those greater than $\tau$) are still penalized positively but less heavily. The parameter selection is simpler - one can first tune $\beta$ for accuracy (or transfer the parameter from tuned $\ell_1$ regularization in existing research) then search $\alpha$ for speed. This is worthwhile since after the procedure is done once, the advantage of faster convergence is enjoyed for thousands of times at deployment.

4. Multi-Stage Optimization

The aforementioned regularizers, including LCNR are non-convex, so some difficulties may arise if we directly apply them in the 3D recovery model. Hence, we propose to use a multi-stage algorithm [41] to optimize the objective function. At each stage, it constructs a convex upper bound as a surrogate objective. The optimal solution derived in one stage will be used to initialize the optimization at the next stage. Our objective function is same with Eq.(4). The stage-wise objective is

$$F^{l+1}(M,c) = \frac{1}{2} ||Y - \sum_{i \in D} M_i B_i||_F^2 + H^{l+1}(c),$$

in the $(l+1)$-th stage, where $M_i \in \Omega(c_i)$. Here the $H^{l+1}(c)$ is a tight surrogate function, or a tangent at $c^{l}$ that

$$H(c) \leq H^{l+1}(c), \forall c \in \mathbb{R}^K, \quad H(c^{l}) = H^{l+1}(c^{l}),$$

where $c^{l}$ is the optimal $c$ at the $l$-th stage. If $H(c)$ is set to be LCNR as Eq.(11) or capped $\ell_1$, then

$$H^{l+1}(c) = \sum_{i} |c_i| \cdot \lambda_i^{l}, \quad \lambda_i^{l} = \alpha \mathbb{I}(|c_i| \leq \tau) + \beta \mathbb{I}(|c_i| > \tau).$$

where $\mathbb{I}(\cdot)$ is the indicator function that equals to 1 for truth and 0 for false. We set the initialization parameter $\lambda_i^0 = \beta$, so as to begin with a light regularization for all weights. Although $F(R,c)$ is convex in each stage, the surrogate function is still non-convex by the orthogonal constraint.

**Lemma 3** The spectral-norm ball $\text{conv} \Omega(c_i) = \{X \in \mathbb{R}^{2 \times 3} | ||X||_2 \leq c_i \}$, is the tightest convex hull of the Stiefel manifold $\Omega(c_i)$, where $||\cdot||_2$ represents the spectral norm, which is its largest singular value. [45] (22), Section 3.4

By relaxing the domain $\Omega$ to $\text{conv} \Omega$, and the recalibration rule of $\lambda_i$ is transferred to

$$\lambda_i^{l} = \alpha \mathbb{I}(|\hat{M}_i^{l}||_2 \leq \tau) + \beta \mathbb{I}(|\hat{M}_i^{l}||_2 > \tau),$$

where $\hat{M}_i$ is the optimal $M_i$ in the $l$-th stage. We employ the alternate direction method of multiplier algorithm (ADMM) [5][45] to attain the stage-wise optimum. The algorithm decomposes an optimization problem with complex regularizations into several smaller problems, each of which keeps an individual copy of global parameters, and all the copies are coupled with the main copy by regularizations. We introduce a tensor $V$ as a copy of $M$, $U$ as a dual tensor variable and $\mu$ as a stepsize parameter, then rewrite Eq.(12) in its augmented Lagrangian formulation

$$F^{l+1}_\mu(M,V,U) = \frac{1}{2} ||Y - \sum_{i \in D} V_i B_i||_F^2 + \sum_{i \in D} \lambda_i^{l} ||M_i||_2$$

$$+ \frac{\mu}{2} \sum_{i \in D} ||M_i - V_i||^2$$

Then the ADMM procedure is applied to solve the subproblem. After the convergence, the multi-stage solver will update the surrogate functions. We denote the inner-iteration superscript as $t$. Then $M^{l+1}$ is update based on the proximal operator on spectral norms [27], Section 6.7.2,

$$\text{prox}_\lambda(V_t') = P \text{diag}(\sigma - \lambda V_t')Q^T,$$

where $V_t' = V_t - U_t / \mu$ and $\lambda_t = \lambda / \mu$. Denoting the solution as $\text{prox}_\lambda(V_t')$, $V_t'' = P \text{diag}(\sigma)Q^T$ is the singular value decomposition of $V_t'$, and $P_1(\cdot)$ is the Euclidean projection onto the $\ell_1$ norm ball. The update on $V$ and $U$ have closed form solutions,

$$V^{l+1}_t = (YB_t^T + \mu M_t^{l+1} + U^{l+1}_t)(B_t B_t^T + \mu I_3)^{-1},$$

$$U^{l+1}_t = U_t + \mu (M_t - V_t').$$

The convergence property of this algorithm is well studied in [5], additionally, we adopt an adaptive policy for stepsize $\mu$ as suggested by [5], Section 3.

5. Theoretical Analysis

Generally speaking, the theoretical convergence of non-convex optimization relates the intrinsic data property like restricted isometry property (RIP) or matrix incoherence [6]. When combined with non-convex regularizers, even convex problems need specialized analysis, for each problem, e.g., multi-task feature learning [16][35], matrix completion [13] and [2][34][17][41][42]. Our problem is harder since the loss function is also non-convex.

In this section, we prove that for optimizing the objective function in Eq.4 with LCNR as regularization, with a high probability, the estimated affine matrices converge to the ground truth at nearly linear speed against stages. We assume that the ground truth of the $2D$ pose $\tilde{Y} \in \mathbb{R}^{2 \times p}$ is expressed as a projection of the combined deformation of $3D$ pose bases, as $\tilde{Y} = \sum_{i \in D} \tilde{M}_i B_i$, where $\tilde{M}_i$ is the ground truth of deformation matrix $M_i$, for $0 \leq i \leq D$. The observation model is $Y = \tilde{Y} + \delta$, where $\delta \in \mathbb{R}^{2 \times p}$ is a Gaussian noise, i.e. $\delta_{jk} \sim \mathcal{N}(0, \sigma^2)$. For notational simplicity, we also set $\gamma = \alpha + \beta$. 
Assumption 4 For any matrix $Z$, $B_i$, and $M_i \in \mathbb{R}(s)$ in the restricted set $\mathcal{R}(s) = \{X \in \mathbb{R}^{n \times m} \mid \text{rank}(X) \leq s\}$, that $\|Z - M_i B_i\|_F \geq \epsilon$, we define the condition constant $\kappa_i$ as

$$
\kappa_i = \min_{M_i \in \mathcal{R}(s)} \frac{\|Z - M_i B_i\|_F}{\|M_i\|_*} > 0.
$$

(17)

Theorem 5 Following the common setting of sparse dictionary learning, we assume that each basis $B_i$ is normalized by row $\ell_2$ norm and $\sum_k B_{irk}^2 = \phi$ for all $i \in \mathcal{D}, 1 \leq r \leq 3$, where $\phi$ is an constant. For the optimal matrix $\hat{M}_i \in \mathbb{R}^{2 \times 3}$ in any stage, if we set $\alpha, \beta$ as $$(\alpha + \beta) \geq \phi \sqrt{3 + \epsilon^2/2},$$

then it holds

$$
\frac{1}{2} \|\hat{Y} - \sum_{i \in \mathcal{D}} \hat{M}_i B_i\|_F^2 \leq \frac{1}{2} \|\hat{Y} - \sum_{i \in \mathcal{D}} M_i B_i\|_F^2
+ \sum_{i \in \mathcal{D}} (4 \gamma + \lambda_i^4) \|M_i - \hat{M}_i\|_2^2,
$$

(18)

with the probability of at least $1 - 2D \exp(-\frac{1}{2}(e - 3 \ln(1 + e/3)))$, where $e$ is a positive scalar that $(\alpha + \beta) \geq \phi \sqrt{3 + \epsilon^2/8}$.

Proof. Recalling that $Y = \hat{Y} + \delta$ and the property of optimal point $\hat{M}_i$, then we have

$$
\frac{1}{2} \|\hat{Y} - \sum_{i \in \mathcal{D}} \hat{M}_i B_i\|_F^2 \leq \frac{1}{2} \|\hat{Y} - \sum_{i \in \mathcal{D}} M_i B_i\|_F^2
+ \sum_{i \in \mathcal{D}} \lambda_i^4 \|M_i - \hat{M}_i\|_2
+ \sum_{i \in \mathcal{D}} \text{tr}[(M_i - \hat{M}_i)B_i \delta^T],
$$

(19)

where we use the triangular inequality of spectral norm

$$
\|M_i\|_2 - \|\hat{M}_i\|_2 \leq \|M_i - \hat{M}_i\|_2.
$$

(20)

We first establish the upper bound of tr$[(\hat{M}_i - M_i)B_i \delta^T]$. We denote a set of random events $\{A_{ij}\}$ and define a set of random variables $\{v_{ijr}\}$ as

$$
\mathcal{A}_{ij} = \{|B_i^T \delta_j|_2 \leq \phi \gamma\},
\quad v_{ijr} = \frac{1}{p} \sum_{k=1}^p B_{irk} \delta_{jk},
$$

(21)

where $B_{irk}$ is the element in the $r$-th row and $k$-th column of $B_i$. Since $B_i$ is normalized, $v_{ijr}$ are i.i.d. Gaussian variables following $N(0,1)$. Then $\sum_{r=1}^3 v_{ijr}^2$ is a chi-squared random variable with $d = 3$ degrees of freedom. By choosing $\lambda$ according to Theorem 5, we have

$$
Pr\left(\frac{1}{2} \|B_i \delta^T_j\|_2 > \gamma\right) = Pr\left(\sum_{k=1}^p \left(\sum_{r=1}^3 B_{irk} \delta_{jk}\right)^2 > 4\gamma^2\right)
\leq Pr\left(\sum_{r=1}^3 v_{ijr}^2 > 3 + \epsilon\right) \leq \exp\left(-\frac{1}{2}\theta(\epsilon)\right),
$$

where $\theta(\epsilon) = e - 3 \ln(1 + e/3)$ and the second inequality is due to the chi-squared distribution [9]. Denoting $\mathcal{A} = \bigcap_{i=1}^D \bigcap_{r=1}^3 A_{ij}$, we also denote $\mathcal{A}^c$ as its complementary set and $|\mathcal{A}|$ as its cardinality, then

$$
Pr(\mathcal{A}) = 1 - \bigcup_{i=1}^D \bigcup_{j=1}^2 A_{ij} \geq 1 - 2D \exp(-\frac{1}{2} \theta(e)).
$$

(22)

Denoting $M_{ir}$ as the $r$-th row of $M_i$, we can derive an upper bound on tr$[(\hat{M}_i - M_i)B_i \delta^T]$ under the event $\mathcal{A}$,

$$
\text{tr}[(M_i - \hat{M}_i)B_i \delta^T] = \sum_{r=1}^3 \sum_{j=1}^2 (M_{ir} - \hat{M}_{ir}) B_{ij} \delta_{jr}^T
\leq \sum_{r=1}^3 \sum_{j=1}^2 \|M_{ir} - \hat{M}_{ir}\|_2 \|B_{ij} \delta_{jr}\|_2
\leq 4\gamma \|M_i - \hat{M}_i\|_2,
$$

where we apply the Cauchy-Schwarz inequality and the relation between Frobenius norm and spectral norm. By substituting this back we get the proof.

A very important issue with regarding the theoretical analysis is that there has been no shared definition on the recovered error, so it will still be an open and unsolved problem about what is the optimal metric to measure the suboptimality of an estimation. We propose to characterize the spectral norms of the difference matrices between the estimated affine matrices and the corresponding ground-truth. Then we proceed to our main theorem.

Definition 6 Let $\hat{M}_l^{l+1}$ be the optimal solution at the $(l + 1)$-th stage, and $M_l^l$ be the one at the $l$-th stage accordingly. We define $W_l^l = M_l - \hat{M}_l^{l+1}$, and a function $\mathcal{L}$ on set $\mathcal{S} \subseteq \mathcal{D}$. We use some constants $\{\kappa_i\}$ to characterize the condition of dataset, which the convergence speed relies on $\kappa \overset{\triangle}{=} \min_i \kappa_i, \quad \kappa_i \overset{\triangle}{=} \min_{M_i \in \mathcal{R}(c)} \frac{\|\hat{Y} - M_i B_i\|_F}{\|M_i\|_*} > 0,$

we also denote two subsets of \mathcal{D} for convenience,

$$
\mathcal{E} = \{i \in \mathcal{D} \mid \|M_i\|_2 \neq 0\}, \mathcal{F} = \{i \in \mathcal{D} \mid \|M_i\|_2 \leq 2\tau\},
$$

which characterize the effective components in dictionary. Then an adaptive definition of the estimation error on $\mathcal{S}$ is

$$
\mathcal{L}_l(\mathcal{S}) = \sqrt{\sum_{i \in \mathcal{S}} \|M_i - \hat{M}_i^{l+1}\|_2^2}.
$$

(23)

Theorem 7 If we choose $\alpha, \beta$ as in Theorem 5 and set $\tau > (\alpha + \beta)/\kappa^2$, the following inequality stands

$$
\mathcal{L}_{l+1}(\mathcal{D}) \leq d \mathcal{L}_l(\mathcal{D}) + \frac{b}{1 - a},
$$

(24)

with a probability of at least $1 - 2D \exp(-\frac{1}{2}(e - 3 \ln(1 + e/3)))$, where $\epsilon \geq \phi \sqrt{3 + \epsilon^2}/8, \quad a = (\alpha + \beta)/\kappa^2 \tau,$ and $b = \left((\alpha + \beta)\sqrt{D} + \phi \sqrt{\mathcal{F} + \beta \sqrt{|\mathcal{S}|}}\right)/(\kappa^2 \tau).$
Proof. We denote $W_i = \hat{M}_i - \bar{M}$ for convenience. We apply Theorem 5 in stage $(i+1)$ and substitute $M$ by its ground truth $\bar{M}$, then get

$$\frac{1}{2} ||\hat{Y} - \sum_{i \in D} \hat{M}_i B_i ||_F^2 \leq \sum_{i \in D} (\gamma + \lambda_i) ||W_i||_2^2,$$  \hfill (25)

where we use $\hat{Y} = \sum_{i \in D} \hat{M}_i B_i$. We define a set $\mathcal{G} = \{ i \in D | ||\hat{M}_i||_2 \leq \tau \}$ to separate the weights, and

$$\alpha_i^l = \alpha(i \in \mathcal{G}), \quad \beta_i^l = \beta(i \in \mathcal{G}^c),$$  \hfill (26)

then there is $\lambda_i^l = \alpha_i^l + \beta_i^l$. Then we establish a bound by Cauchy-Schwarz inequality,

$$\sum_{i \in D} (\gamma_i + \lambda_i) ||W_i||_2 \leq \sum_{i \in D} (\alpha_i + \beta_i + \gamma_i) ||W_i||_2 \leq (\gamma \sqrt{D} + \alpha \sqrt{|\mathcal{G}|} + \beta \sqrt{|\mathcal{G}^c|}) L_{i+1}(D).$$  \hfill (27)

By the rule of set operation and the definition of $\mathcal{G}$ and $\mathcal{F}$,

$$|\mathcal{G}| = |\mathcal{G} \cap \mathcal{F}| + |\mathcal{G} \cap \mathcal{F}^c|, \quad |\mathcal{G} \cap \mathcal{F}| \leq |\mathcal{F}|,$$

$$\tau^2 |\mathcal{G} \cap \mathcal{F}^c| \leq \sum_{i \in \mathcal{G} \cap \mathcal{F}^c} ||\bar{M}_i - \hat{M}_i||_2^2 \leq \frac{L_i^2(\mathcal{G} \cap \mathcal{F}^c)}{\tau^2}.$$

Substituting this to Eq.(25) and combining for $i \in D$,

$$\kappa^2 L_{i+1}^2(D) \leq (\alpha + \beta \sqrt{|\mathcal{G}|} + \beta \sqrt{|\mathcal{G}^c|}) L_{i+1}(D),$$

where we apply $\max(|\mathcal{E}|, |\mathcal{F}|) \leq D$. Recalling the definition of $a$ and $b$, we obtain

$$L_{i+1}(D) \leq a L_i(D) + b \leq a^{i+1} L_0(D) + b \frac{1 - a^{i+1}}{1 - a} \quad (32)$$

by the pre-setting $0 < a < 1$, we obtain the main theorem.

5.1. Discussion

Theorem 7 establishes the convergence property of the estimation error in terms spectral norm, since the target is to approximate the ground truth of $\{M_i\}$, the algorithm should be less sensitive to the initial values.

Although Theorems 5&7 are actually founded on our specific regularizer and optimizer, we are still able to see the fundamental factors and about how they are going to affect the recovery error. For example, the convergence rate depends on $\mathcal{E}$ and $\mathcal{F}$, which are like the support of an over-complete dictionary of signals. The regularization, $\alpha, \beta$ have to be in the same order as the norm $\phi$ of pose in dictionary. In addition, $\kappa$ is an important constant that relates to the convergence speed.

By analysing the regularization factor, we see that by comparing LCNR of $(\alpha_0, \beta_0, \tau_0)$ with the capped $\ell_1$ norm regularizor that $(\alpha = \alpha_0, \beta = 0, \tau_0)$, we see that although the convergence constant $a$ is larger, the probability of the aforementioned inequality holds increases (as $e$ is enlarged); and a differently parameterized LCNR of $(\alpha_0 - \delta, \beta_0 + \delta, \tau_0)$ may leads the convergence rate to vary due the inherently difference between $|\mathcal{E}|$ and $|\mathcal{F}|$. Note that $\ell_2$ is also included in this analysis as $\delta \rightarrow (\alpha_0 - \beta_0)/2$. So the flexibility of LCNR improves the potential accuracy by further tuning.

6. Experiments

6.1. Recovery from 2D poses

We conducted the experiments to verify the effectiveness of leaky capped $\ell_1$ regularization in learning sparse weights for 3D pose recovery. Our proposed algorithms are compared against state-of-the-art baselines in [45], based on the code from its generous authors. We must point it out that, even there exist other methods, like projected matching pursuit [32] and the alternating manifold minimization method, they were proved inferior to this baseline in extensive comparisons in [45], and testing against them show no evidence of improvement of our regularizers since this will make an unfair comparison.

We use the CMU motion capture dataset [1] for both training and testing. The poses are annotated by 3D locations of 15 landmarks, as $S \in \mathbb{R}^{2 \times 15}$, and landmarks are at
the average running time of this part is about 14% of the overall time of each iteration. In Figure (2), we plot the recovered poses by LCNR regularized and $\ell_1$ regularized models, and the ground truth shapes, within a maximum inference iterations of 200. To test the performance against large noise, we also add matrix $[\sigma \times \text{mean}(abs(S)) \times \text{randn(size(S))}]$ to each 3D shape $S$ before generating the 2D observation $Y$, and we put the results in appendix due to limited space. One can see the proposed model reconstruct much more accurate skeletons than state-of-the-art model.

We continue to use the multi-stage algorithm to solve the models, and the constraint on dictionary coefficients $c$ is transferred to the spectral norm of 3D poses $\{M_i\}$. We conducted experiments comparing the LCNR with other representative (non)convex regularizations, including $\ell_1$ norm, Capped $\ell_1$ norm, logarithm norm, and Laplace norm, as

\[
\text{Logarithm} : R(c; \gamma, \lambda) = \frac{\lambda}{\log(\gamma + 1)} \log(\gamma |c|) + 1,
\]

\[
\text{Laplace} : R(c; \lambda, \gamma) = \lambda \left(1 - \exp\left(-\frac{|c|}{\gamma}\right)\right).
\]

The regularization parameters are grid searched for the best final performance. The computation complexity of calibrating $\tau$ and $\lambda^t$ is considerably smaller than the ADMM parts, the average running time of this part is about 14% of the overall time of each iteration. In Figure (2), we plot the recovered poses by LCNR regularized and $\ell_1$ regularized models, and the ground truth shapes, within a maximum inference iterations of 200. To test the performance against large noise, we also add matrix $[\sigma \times \text{mean}(abs(S)) \times \text{randn(size(S))}]$ to each 3D shape $S$ before generating the 2D observation $Y$, and we put the results in appendix due to limited space. One can see the proposed model reconstruct much more accurate skeletons than state-of-the-art model.
significant especially to test phase, which is mostly the case since training phase only needs to be accomplished once.

6.2. Recovery from detected 2D poses by CNN

We tested our algorithm by leveraging the deep features extracted from CNN for estimating 3D pose in video sequences. We use the Human36M dataset [20], which contains about videos of 17 kinds of action, from 11 actors, adding to about 3.6 million frames. The dataset was captured by high-speed motion capture system, and has provided 3D landmark locations and joint angles ground-truth. We follow the testing protocol of previous research on this dataset, using 5 subjects out of 11 (S1,S5,S6,S7,S8) for training and using (S9,S11) for testing, and a downsampling of the original videos to 10 fps is done in advance.

The dictionary of 3D pose is trained for individual actions, and the size if $D = 64$ for all actions. We follow the expectation-maximization framework of [46], on the probabilistic model described in Eq.(8). In each step, the expectation w.r.t. the 2D poses are calculated as $E[Y|I, \theta'] = \int \frac{1}{Z} Pr(\theta|Y)Pr(W|\theta') d\theta'$, where $Z$ is the normalizer and $\theta'$ is the current estimate of the parameters, and in the $M$ step, we optimize an objective function based on the previous estimation $\theta'$ that $Q(\theta|\theta') = \int Pr(Y|I, \theta') \ln Pr(I, Y|\theta - L(\theta)) dY$. The parameters are set to be: $\alpha = 1.0, \beta = 0.25$ and $\tau$ is adaptively set to be the 10-highest spectral norm of $\{M_i\}_i^D$. To demonstrate the inference speed of our approach, we set the maximum iterations to 300 and each stage consists of 20 iterations and one time of recalibration of $\lambda$.

We use the stacked hourglass network [26] for generating the heatmaps. This network takes each frame as input, cascades several blocks of consecutive downsampling, up-sampling layers and skip-connect layers, and generates the heatmaps of size $64 \times 64$ for all landmarks using a single output tensor, each channel of which represents a corresponding landmark and shares convolutional features in the previous layers together. The loss function is the $\ell_2$ normalized distance of all landmarks. The predicted 2D landmarks are locations that have the maximum response in the heatmap. The evaluation metric on the testing data is the mean square per landmark error as the average of Euclidean space distance between the estimated landmarks and ground truth. Plus, the translation factor is neutralized by appropriately aligning the root locations of human poses.

We compare recent approaches that also use deep networks for detecting human poses [20] [24] [36] [12]. To support our claim on accelerating inference to real-time applications, we restricted the number of maximum iterations to 300, which is much smaller than previous settings, e.g. [46] has used 1000 iterations to perform inference, and each iteration costs about the same time with ours. The recovery error in terms of Euclidean distance of all landmarks from different methods is summarized in Table (1), where our algorithm is shortened as LCNR. From the table, we see that our algorithm surpasses most of the existing methods. Our empirical results can be improved if combined with 3D end-to-end methods by enforcing consistence of two results from two approached, and have demonstrate a clear advantage under limited time, which is a real demand when deployed to embedded devices with weaker computation power and needs to be real time. Plus, the 3D dictionary based model gives better physics interpretation on the results, not tending to overfit.

7. Conclusion

We present a monocular 3D pose recovery with non-convex regularization and a multi-stage optimizer. We obtain an improvement in accuracy and acceleration upon state-of-the-art algorithms. We give a theoretical analysis, making an important step to understanding how those fundamental factors (optimization iterations, regularizations, dictionary, observation noise, ground-truth) are affecting the recovery results of dictionary-based methods, and moving towards the optimal speed-accuracy trade-off.
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