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Abstract—Semi-supervised learning has substantially advanced medical image segmentation since it alleviates the heavy burden of acquiring the costly expert-examined annotations. Especially, the consistency-based approaches have attracted more attention for their superior performance, wherein the real labels are only utilized to supervise their paired images via supervised loss while the unlabeled images are exploited by enforcing the perturbation-based “unsupervised” consistency without explicit guidance from those real labels. However, intuitively, the expert-examined real labels contain more reliable supervision signals. Observing this, we ask an unexplored but interesting question: can we exploit the unlabeled data via explicit real label supervision for semi-supervised training? To this end, we discard the previous perturbation-based consistency but absorb the essence of non-parametric prototype learning. Based on the prototypical networks, we then propose a novel cyclic prototype consistency learning (CPCL) framework, which is constructed by a labeled-to-unlabeled (LU) prototypical forward process and an unlabeled-to-labeled (U2L) backward process. Such two processes synergistically enhance the segmentation network by encouraging more discriminative and compact features. In this way, our framework turns previous “unsupervised” consistency into new “supervised” consistency, obtaining the “all-around real label supervision” property of our method. Extensive experiments on brain tumor segmentation from MRI and kidney segmentation from CT images show that our CPCL can effectively exploit the unlabeled data and outperform other state-of-the-art semi-supervised medical image segmentation methods.

Index Terms—Medical Image Segmentation, Prototype Learning, Semi-supervised Learning.

I. INTRODUCTION

Segmenting anatomical organs or tumors from medical images plays an important role in many image-guided therapies. Recently, deep learning (DL)-based approaches have achieved satisfactory performance in various medical image analysis tasks [1]–[4]. However, the success of DL-based segmentation approaches usually relies on a large amount of labeled data, which is particularly difficult and costly to obtain in the medical imaging domain where only experts can provide reliable and accurate annotations and the images are often in 3D volumes. The heavy burden of acquiring the costly expert-examined labels motivates many annotation-efficiency researches such as semi-supervised learning (SSL) [5]–[10], weakly supervised learning [11], [12], and self-supervised learning [13], [14]. In this work, we focus on semi-supervised segmentation since it is clinically practical to obtain a small set of expert-examined labeled data and a large quantity of unlabeled images.

Recent impressive progress in semi-supervised medical image segmentation has featured the smoothness assumption [15]...
Based on the self-ensembling strategy, the proposed CPCL consists of an L2U forward process, i.e., using the perturbation for different tasks that will greatly affect the performance; (ii) limited reliability during training: since the real labels are only provided to their paired labeled images, the unlabeled data cannot benefit from explicit expert-examined supervision. However, distinct from these examined labels, the reliability of the unsupervised consistency targets is hard to guarantee.

Observing the above limitations, it is natural to ask the following question: can we exploit the unlabeled data via explicit real label supervision for semi-supervised training? To this end, we discard the previous perturbation-based consistency but absorb the essence of non-parametric prototype learning [22], [23] commonly used in few-shot learning. Based on the prototypical networks, we then propose a novel real label-centric cyclic prototype consistency learning (CPCL) framework for semi-supervised segmentation. The paradigm is shown in Fig. 1 (b) and detailed architecture is shown in Fig. 2. Specifically, on top of the self-ensembling strategy, the proposed CPCL consists of an L2U forward process, i.e., using the labeled prototypes to segment unlabeled data (Fig. 2 (a)), and a U2L backward process, i.e., using unlabeled prototypes to segment labeled data back (Fig. 2 (b)). When the unlabeled data are fed into the self-ensembling model, the L2U forward consistency targets are driven by the real label prototypes and the extracted features from unlabeled data. Synergistically, the U2L backward process utilizes the unlabeled prototypes, which are driven by the learned unlabeled features and the unlabeled prediction from the self-ensembling model, to perform prototypical segmentation for labeled data back, so that the backward consistency target can be directly guided by the reliable real label. Such a cyclic scheme enhances the segmentation network by encouraging the network learning more discriminative and compact representation from labeled and unlabeled data, and turns previous "unsupervised" consistency into new "supervised" consistency, obtaining the "all-around real label supervision" property of our method.

Overall, the main contributions of this work are as follows:

- We present a new perspective for semi-supervised medical image segmentation, that is, exploiting the unlabeled data via explicit real label supervision.
- Based on the above perspective, we propose a real label-centric cyclic prototype consistency learning (CPCL) framework for semi-supervised training, which turns previous "unsupervised" consistency to a new "supervised" consistency with the help of prototypical networks.
- We have conducted extensive experiments on brain tumor segmentation from magnetic resonance imaging (MRI) and kidney segmentation from computed tomography (CT) images. The comparison and ablation studies demonstrate the superiority of our CPCL over other state-of-the-art semi-supervised methods and the effectiveness of each component.

II. RELATED WORK

A. Semi-supervised Medical Image Segmentation

To reduce the annotation efforts, semi-supervised medical image segmentation has been studied for a long period. In most early semi-supervised works, they perform segmentation with the help of hand-crafted features. For example, You et al. [24] presented a prior-based method to improve retinal vessel segmentation from fundus images, and Portela et al. [25] proposed a clustering-based Gaussian mixture model to segment brain MR images. However, these approaches often suffer from unsatisfactory performance due to the limited representation capacity of the hand-crafted features.

With a stronger ability to automatically learn high-level representation, deep learning has greatly advanced semi-supervised medical image segmentation. Bai et al. [26] proposed a self-training approach for cardiac segmentation from MRI, which iteratively updates the network parameters and pseudo labels for unlabeled data. Then, multi-view co-training is explored for semi-supervised liver segmentation [27] and breast cancer analysis [28]. Adversarial learning also becomes a popular solution for semi-supervised segmentation [6], [7], [29]. As a typical example, Zhang et al. [6] proposed a deep adversarial network (DAN) for biomedical image segmentation by encouraging the predicted segmentation of unlabeled data to be similar to that of labeled data.

More recently, consistency learning, which leverages unlabeled data by enforcing unsupervised perturbation-based consistency, achieves impressive performance in semi-supervised learning. For example, the II model [30] performs multiple forward predictions under different perturbations and encourages consistency of the network outputs. Then, the temporal ensembling strategy [30] improves the II model by using exponential moving average (EMA) predictions for unlabeled data as the consistency targets. However, maintaining the EMA predictions becomes a heavy burden during training. To cope with it, the mean teacher (MT) framework [5], [11] proposed to use a teacher model with the EMA weights of the student model. Inspired by the MT model, some recent improved works were further proposed. Yu et al. [17] extended the MT model by introducing uncertainty map to select reliable voxels as the consistency targets. Luo et al. [12] extended the uncertainty rectified consistency with pyramid multi-scale strategy. Li et al. [10] introduced a transformation-consistency to further improve the semi-supervised skin lesion segmentation. Luo et al. [10] and Zhang et al. [18] combined the regression task with the segmentation task to form a dual-task consistency and thereby explicitly impose geometric constraints. You et al. [33] introduced contrastive loss as the auxiliary
supervision for unlabeled data. Based on contrastive loss, Lai et al. [34] constructed a context-aware consistency to make representations more robust to the environment. Generally, to exploit the unlabeled data, recent consistency-based works are similarly dedicated to investigating better perturbation (e.g., noises and transformations) for unsupervised consistency learning or introducing other parallel tasks to provide auxiliary guidance. However, the existing works utilized the expert-examined labels only for the labeled data training, while the unlabeled data training regrettably cannot obtain any explicit guidance from those costly labels. As another alternative, we present a new perspective that exploit the unlabeled data via the trustworthy real label, i.e., turning existing “unsupervised” consistency to a new “supervised” consistency.

B. Prototype Learning

Apparently, the above perspective poses a major challenge: the expert-examined real labels and the unlabeled data are unpaired. In our work, we mainly draw on the spirit of non-parametric prototype learning in few-shot segmentation to solve this problem. Few-shot segmentation aims to segment targets with only a few labeled samples, wherein the prototype-based approaches perform pixel-wise matching on query images with holistic prototypes of different classes extracted from support set [22], [23], [33]–[38]. Specifically, the prototypical networks [22] were firstly proposed to learn a metric space and perform image classification via computing distances to the class-related prototypes. Concisely, such strategy relies on the idea that there exists an embedding space in which relevant features cluster around a representative prototype for each class, where the prototypical networks aim to learn per-class prototypes on top of sample averaging in the feature space. As shown in Fig. 3, each prototype is the mean vector of the embedding features belonging to its class and can be regarded as the representative of this class. Thereby, the classification can be performed by computing distances between the prototype of each class and the embedding features of the query images. Intuitively, such design encourages more discriminative and compact features towards more appealing classification performance. Following
this spirit, Dong et al. [23] further adapted the prototypical networks to tackle the few-shot pixel-wise classification task, i.e., image segmentation. SG-One [35] designed a masked average pooling strategy to obtain the squeezed representation of support images and then applied the cosine similarity to perform pixel-wise matching between pixels in query images and the prototypes. PANet [37] further introduced a backward prototype alignment between support and query branches to regularize the prototype learning. ASGNet [38] introduced the superpixel technique to form an adaptive prototype allocation mechanism. FWB [39] improved the quality of support prototypes by considering the support feature differences between foreground and background. To tackle the challenge caused by unpaired supervision, we bridge semi-supervised and few-shot segmentation tasks with prototype learning, where the labeled set can be regarded as a support set while the unlabeled images as query images, respectively.

III. METHODOLOGY

Fig. 2 depicts the proposed cyclic prototype consistency learning (CPCL) framework for semi-supervised medical image segmentation. In the existing consistency-based SSL methods, the expert-examined real labels $Y_i$ are only exploited for their corresponding images by means of the supervised loss $L_s$, as shown in Fig. 1(a). Here, we give a new perspective for semi-supervised segmentation. We aim to make full use of those costly pixel-wise real labels, that is, both labeled and unlabeled data can obtain effective guidance from the expert-examined real labels. To this end, we absorb the essence of prototype learning commonly used in few-shot segmentation and form a real label-centric cyclic consistency learning framework (conceptual paradigm is shown in Fig. 1(b)) by constructing the labeled-to-unlabeled (L2U) prototypical forward process (Fig. 2(a)) and the unlabeled-to-labeled (U2L) prototypical backward process (Fig. 2(b)). Noteworthy, the proposed CPCL does not employ any perturbation. The detailed description of the proposed framework is elaborated in the following sections.

A. Framework Overview

To ease the description of the methodology, we first formulate the semi-supervised segmentation problem. In this task, the training set consists of $N$ samples in total, while only $M$ samples have the expert-examined real labels and the remaining $N-M$ samples only include the images, e.g., MRI. We denote the labeled set as $S_L = \{(X_{i(i)}, Y_{i(i)})\}_{i=1}^M$ and the unlabeled set as $S_U = \{X_{u(i)}\}_{i=M+1}^N$. $X_{i(i)}$ and $X_{u(i)} \in \mathbb{R}^{W \times H \times D}$ represent the input 3D volumes of height $H$, width $W$, depth $D$ and $Y_{i(i)} \in \{0,1\}^{H \times W \times D}$ is the ground-truth segmentation label of $X_{i(i)}$. Although the core spirit of our CPCL is substantially different from previous perturbation-based approaches, the proposed method can still be regarded as another type of consistency regularization, i.e., we utilize the real label supervision signals to regularize the learning from the unlabeled set. Therefore, this task can be formulated as training the network by optimizing the following objective:

$$\min_{\theta} L_s(\theta, S_L) + \lambda L_c(\theta, \tilde{\theta}, S_L, S_U),$$

where $L_s$ is the supervised loss for labeled data; $L_c$ represents the general consistency loss, e.g., the proposed cyclic prototype consistency in our work or the perturbation-based prediction consistency in previous works [6, 31]; $\theta$ and $\tilde{\theta}$ denote the weights of the student model and the teacher model, respectively; $\lambda$ is a ramp-up weight commonly scheduled by the time-dependent Gaussian function $\lambda(t) = w_{max} \cdot e^{-5(1-t/t_{max})^2}$ to make the tradeoff between $L_s$ and $L_c$ [31], where $w_{max}$ is the final consistency weight and $t_{max}$ is the maximum number of training steps. Such design for $\lambda$ can avoid the domination by meaningless consistency targets at the beginning of network training.

Besides, recent progress on semi-supervised segmentation indicates that constructing a self-ensembling teacher model from the student model at different training steps can enhance the reliability of the teacher model’s prediction [31]. Thus, following this spirit, we update the teacher model’s weights $\tilde{\theta}_t$ at the training step $t$ by means of the exponential moving average (EMA) approach, which can be formulated as:

$$\tilde{\theta}_t = \alpha \tilde{\theta}_{t-1} + (1 - \alpha) \theta_t,$$

where $\alpha$ is the EMA decay rate and set to 0.99 as recommended by [5, 17].

B. Cyclic Prototype Consistency Learning

As mentioned in Sec. 4, the previous unsupervised targets easily suffer from limited reliability. Without expert-examined supervision, it is difficult to obtain precise segmentation masks from unlabeled images. Instead of constraining unsupervised consistency like in previous approaches, we propose a cyclic prototype consistency learning schema on top of the prototypical networks [22] to encourage network to learn robust well-representative and well-separated prototype representation for the segmentation targets and concurrently realizing contextual information incorporation between labeled and unlabeled data. Specifically, since the voxel embeddings belonging to the same segmentation targets should be similar, we adopt the masked average pooling operation with the late prototype generation strategy [35] which masks the intermediate foreground/background features extracted from the encoder with the segmentation masks. These prototypes with abundant contextual information from labeled data (or unlabeled data) can be then explored to measure the similarity to segment the unlabeled data (or labeled data) via non-parametric metric learning. Such strategy is integrated into our cyclic framework including two tailored processes, i.e., L2U forward consistency and U2L backward consistency, as elaborated successively.

1) L2U Forward Consistency: The purpose of L2U forward process (i.e., using labeled prototypes to segment unlabeled data) is to utilize the generated prototype to transfer the real label supervision signals from labeled data to unlabeled data, as shown in Fig. 2(a). Note that since most previous efforts are evaluated in binary segmentation tasks, we will consistently focus on binary segmentation in this work, i.e., one foreground target and one background target are considered. However, the proposed framework can be easily adapted to multi-class segmentation, i.e., generating multiple foreground prototypes.
for different segmentation targets. Specifically, let $F_{l}(k)$ be the feature map extracted by the encoder for the labeled image $X_{l}(k)$, where $k=1,...,K$ indexes the images in a mini-batch during training. The corresponding real label of $X_{l}(k)$ is $Y_{l}(k)$. The prototype $P(lg)$ of the foreground segmentation target $C_{fg}$ is generated via masked average pooling [35]:

$$P(lg) = \frac{1}{K} \sum_{k} \sum_{x,y,z} F_{l}(x,y,z) I \left( Y_{l}(x,y,z) \in C_{fg} \right),$$

(3)

where the feature map $F_{l}(k)$ is upsampled to match the size of the segmentation mask by trilinear interpolation; $(x, y, z)$ denotes the spatial location for each voxel; and $I(\cdot)$ represents the indicator function that returns 1 when the condition is true or 0 otherwise. Note that to simplify the illustration, we omit the prototype of the background in Fig. 2. Accordingly, the prototype of background can also be generated by:

$$P(bg) = \frac{1}{K} \sum_{k} \sum_{x,y,z} F_{l}(x,y,z) I \left( Y_{l}(x,y,z) \notin C_{fg} \right).$$

(4)

To learn the optimal prototypes collaboratively with the segmentation network, we adopt a non-parametric metric learning mechanism. Noteworthy, this mechanism introduces no extra learnable parameters that may lead to over-fitting. Concretely, we introduce a distance function $d(\cdot)$ to measure the similarity between the unlabeled feature map (denoted as $F_{u}$) extracted from the self-ensembling teacher model and the labeled prototypes $P(lg)$ or $P(bg)$. Then, the softmax function over the similarities is applied to produce the probability map $P_{2u}$ over the classes. Let $P_{l} = \{P(lg)\} \cup \{P(bg)\}$, for each $P_{l}(j) \in \{bg, fg\}$, we have:

$$P_{2u}(j) = \frac{\exp(-\alpha d(F_{u}(x,y,z), P_{l}(j)))}{\sum_{P_{l}(j) \in P_{l}} \exp(-\alpha d(F_{u}(x,y,z), P_{l}(j))},$$

(5)

where $d(\cdot)$ adopts the cosine distance, and multiplier $\alpha$ is a scaling factor set as 20 recommended by [37]. Note that the unlabeled feature map $F_{u}$ also undergoes the trilinear-interpolation-based upsampling process. After obtaining labeled-to-unlabeled prototypical prediction $P_{2u}$ via metric learning, we propagate such real label signal to the unlabeled data via the forward prototype consistency loss $L_{fpc}$, calculated by:

$$L_{fpc} = L_{mse}(P_{2u}, P_{u}),$$

(6)

where $P_{u}$ is the predicted probability of the unlabeled data from the entire self-ensembling teacher model and $L_{mse}$ denotes the loss of mean squared error (MSE). In this way, the real label driven prototypical segmentation $P_{2u}$ can serve as effective guidance for the unlabeled data to discover the desired target regions, and thereby provide more meaningful knowledge for the network training, as experimentally demonstrated in Sec. [IV-B2]

2) U2L Backward Consistency: Synergistically, another backward process is expected to discover the most representative prototype of the same target regions from unlabeled data, where more strict and direct guidance will be imposed by the labeled data via U2L backward consistency, i.e., using unlabeled prototypes to segment labeled data, as shown in Fig. 2 (b). To well-roundly enhance $P_{u}$, $F_{l}$ and $F_{l}$, we use the unlabeled prediction ($P_{u}$) and the extracted feature maps ($F_{l}$ and $F_{l}$) from the above L2U forward process to deduce the prototypical predictions $P_{u2l}$ back for labeled data. By such, the real label $Y_{l}$ can be directly employed again to guide the learning from unlabeled data (i.e., $L_{bpc}$ in Fig. 2), obtaining the "all-around real label supervision" property of our method. Specifically, following Eqs. (3), (4) and (5), we can reversely obtain the unlabeled-to-labeled prototypical prediction $P_{u2l}$ via non-parametric metric learning as well. First, the unlabeled binary prediction mask is given by

$$\hat{Y}_{u} = \arg \max_{j \in \{bg, fg\}} (P_{u}(j)).$$

(7)

Then, the foreground and background holistic prototypes for unlabeled data can be obtained by masked average pooling:

$$\begin{align*}
P_{u}(lg) = \frac{1}{K} \sum_{k} \sum_{x,y,z} F_{l}(x,y,z) I \left( Y_{l}(x,y,z) \in C_{fg} \right), \\
P_{u}(bg) = \frac{1}{K} \sum_{k} \sum_{x,y,z} F_{l}(x,y,z) I \left( Y_{l}(x,y,z) \notin C_{fg} \right).
\end{align*}$$

(8)

After obtaining the unlabeled prototypes $P_{u} = \{P_{u}(lg)\} \cup \{P_{u}(bg)\}$, we can further calculate the cosine distances and produce the U2L probability map $P_{u2l}$ by:

$$P_{u2l}(j) = \frac{\exp(-\alpha d(F_{l}(x,y,z), P_{u}(j)))}{\sum_{P_{u}(j) \in P_{u}} \exp(-\alpha d(F_{l}(x,y,z), P_{u}(j)))}.$$ 

(9)

Finally, the backward prototype consistency loss $L_{bpc}$ is calculated by:

$$L_{bpc} = L_{ce}(Y_{l}, P_{u2l}),$$

(10)

where $L_{ce}$ denotes the commonly used cross-entropy (CE) loss. Intuitively, if the self-ensembling teacher model predicts a good segmentation mask for the unlabeled data along with well-discriminative features $F_{u}$, the unlabeled prototypes are able to distinguish the labeled features $F_{l}$ voxel-by-voxel and thereby segment the labeled images well. Thus, the backward process further regularizes the quality of $P_{u}$ in turn to enhance the forward process. Both processes highly collaborate with each other in a cyclic scheme to turn the previous "unsupervised" consistency to new "supervised" consistency, and such a cycle forces the model to enhance the quality of both embedding spaces and segmentation predictions, as experimentally demonstrated in Sec. [IV-B2]

C. Semi-supervised Training

The total objective function to train our cyclic prototype consistency learning framework is a weighted combination of the supervised loss $L_{s}$ on labeled data only, and the forward and backward prototype consistency loss $L_{fpc}$ and $L_{bpc}$ driven...
by both labeled data and unlabeled data synergistically. Formally, the total loss is calculated as follows:

\[ L = L_s + \lambda L_c, \quad \text{with} \quad L_c = L_{fpc} + \beta L_{bpc} \]  

(11)

where \( \lambda \) is the time-dependent ramp-up weight described in Sec. II-A, \( \beta \) is a hyper-parameter to balance \( L_{fpc} \) and \( L_{bpc} \), which is generally set as 10 and the effect of this hyper-parameter is also studied in Sec. IV-B3. Note that the supervised loss \( L_s \) is a combination of cross-entropy loss and Dice loss:

\[ L_s = 0.5 \ast L_{ce}(\hat{Y}_l, P_l) + 0.5 \ast L_{Dice}(\hat{Y}_l, P_l), \]  

(12)

since we found that such a combination can provide better performance under most supervised-only settings in our exploratory study.

IV. Experiments

We evaluate our proposed semi-supervised segmentation method on both whole brain tumor segmentation from T2 fluid attenuated inversion recovery (T2-FLAIR) MRI and kidney segmentation from arterial phase abdominal CT scans, with extensive ablation analysis and comparison study with state-of-the-art semi-supervised methods.

A. Datasets and Experimental Setup

1) Brain Tumor Segmentation Dataset: The experiment of whole brain tumor segmentation is performed using the T2-FLAIR MRI data from the BraTS 2019 challenge [40]. The entire dataset contains multi-institutional preoperative MRI of 335 glioma patients, including 259 high-grade glioma (HGG) patients and 76 low-grade glioma (LGG) patients, where each patient has four modalities of MRI scans including T1, T1Gd, T2 and T2-FLAIR, with neuroradiologist-examined pixel-wise labels. Here, we use T2-FLAIR for whole tumor segmentation since such modality can better manifest the malignant tumors and is critical to brain surgery of LGG [41]. In our experiments, the MRI scans are resampled to the same resolution (1 mm\(^3\)) with intensity normalized to zero mean and unit variance. The data split follows the common settings in the public benchmark [42], where 250 samples are used for training, 25 for validation and the remaining 60 for testing.

2) Kidney Segmentation Dataset: We conduct the experiment on kidney segmentation using the KiTS19 dataset [43]. This dataset collects preoperative 3D abdominal CT images in the late-arterial phase from 210 patients, along with the manual segmentation labels provided by experts. We preprocess the data by means of resampling to 1 mm\(^3\) resolution, intensity truncation to [−75, 175] HU followed by intensity normalization, and region-of-interest (ROI) cropping (extracting the 3D patches centering at the kidney). Then, we arbitrarily divide the dataset into three groups: 150 for training, 10 for validation and the remaining 50 for testing.

3) Baseline Approaches: We compare our method with the supervised-only baselines and several state-of-the-art semi-supervised medical image segmentation methods including: mean-teacher self-ensembling model (MT) [31], uncertainty-aware MT (UA-MT) [17], entropy minimization approach (Entropy Mini) [8], deep adversarial network (DAN) [6], interpolation consistency training (ICT) [9] and dual-task mutual learning (DTML) [18]. We compare those methods using the same backbone and partition protocols to ensure fairness.

4) Implementation Details and Evaluation Metrics: The framework is implemented in Python with PyTorch, using an NVIDIA GeForce RTX 3090 GPU with 24GB memory. In all experiments, we adopt the same 3D U-Net [44] as the backbone for a fair comparison. The network is trained using the SGD optimizer (weight decay=0.0001, momentum=0.9). The batch size is set to 4, including 2 labeled images and 2 unlabeled images in each mini-batch. The final consistency weight \( w_{max} \) is empirically set to 0.1, following previous consistency-based methods [17]. The maximum number of training steps is set to 20,000 for both tasks. The learning rate is initialized as 0.01 and decayed with a power of 0.9 after each step. We randomly crop patches of 96 × 96 × 96 voxels as the network input. Standard data augmentation, including randomly cropping, flipping and rotating, is also applied. For a fair comparison, no extra post-processing or ensemble methods are utilized. We use a sliding window strategy with a stride of 64 × 64 × 64 voxels for the inference stage. Then, we adopt four metrics for a comprehensive evaluation, including Dice score, Jaccard, average surface distance (ASD) and 95% Hausdorff distance (95HD). Two-sided paired t-test with \( p \leq 0.05 \) is also introduced to test if there is a statistically significant difference in the performance of the proposed method and others.

B. Experiments on Brain Tumor Segmentation

To comprehensively validate the proposed semi-supervised approach, we conduct a comparison study along with rigorous ablation study over the brain tumor segmentation task.

1) Comparison Study: Table I presents the performance of our method and other state-of-the-art methods under 10%, 30% and 50% labeled data settings. The supervised-only methods serve as the baselines. We observe that segmenting whole brain tumors is much more challenging than the kidney segmentation task (elaborated in Sec. IV-C) due to the ambiguous tumor boundary and high diversity in tumor appearance. As shown in Table I, all semi-supervised methods yield substantial improvements over the supervised-only baselines, revealing that the unlabeled data contains rich and diverse information that can facilitate network learning. Interestingly, we observe that some semi-supervised methods (including ours) can approach or even surpass the supervised-only baseline with 100% labeled data, implying that the semi-supervised training may provide more productive guidance than the label-only supervision in this challenging task to alleviate the over-fitting issue.

Among the existing methods, MT [31], Entropy Mini [8], DAN [6] and DTML [18] achieve more competitive performance. Especially, the Entropy Mini framework trained with only 10% labeled data achieves the overall largest improvements over the supervised-only baseline in terms of the four
Table I
Quantitative comparison on the brain tumor segmentation task [40]. Standard deviations are shown in parentheses. *indicates $p \leq 0.05$ from a two-sided paired t-test when comparing ours with others. The best mean results are shown in bold.

| Method       | # Training set | Labeled | Unlabeled | Dice (%) | Jaccard (%) | 95HD (mm) | ASD (mm) |
|--------------|----------------|---------|-----------|----------|-------------|-----------|----------|
| Supervised-only | 10% 90%        | 74.43 (16.67) | 61.86 (19.62) | 7.11 (13.12) | 2.79 (2.08) |
| MT [3]       | 10% 90%        | 81.94 (14.53) | 71.67 (18.51) | 13.62 (16.05) | 2.33 (1.99) |
| UA-MT [17]   | 10% 90%        | 80.72 (16.18) | 70.30 (19.54) | 11.76 (13.40) | 2.72 (2.84) |
| Entropy Mini [8] | 10% 90%      | 82.27 (14.61) | 72.15 (18.41) | 11.98 (13.75) | 2.42 (2.10) |
| DAN [6]      | 10% 90%        | 81.71 (14.92) | 71.43 (18.79) | 15.15 (20.38) | 2.32 (2.15) |
| ICT [9]      | 10% 90%        | 77.60 (22.25) | 67.72 (24.10) | 15.19 (18.99) | 3.76 (4.86) |
| DTML [18]    | 10% 90%        | 81.86 (13.45) | 71.83 (17.58) | 16.24 (21.65) | 2.48 (1.80) |
| CPCL (ours)  | 10% 90%        | 83.36 (12.58) | 73.23 (16.43) | 11.74 (10.02) | 1.99 (1.57) |
| Supervised-only | 30% 70%        | 78.07 (11.12) | 66.53 (14.89) | 25.88 (11.67) | 2.67 (1.85) |
| MT [3]       | 30% 70%        | 83.46 (13.90) | 73.62 (16.98) | 10.38 (12.70) | 2.35 (2.45) |
| UA-MT [17]   | 30% 70%        | 82.63 (13.29) | 72.28 (16.69) | 10.01 (12.13) | 2.42 (1.97) |
| Entropy Mini [8] | 30% 70%      | 84.75 (12.85) | 75.31 (16.07) | 9.10 (11.44) | 2.16 (2.23) |
| DAN [6]      | 30% 70%        | 84.33 (13.06) | 74.74 (16.44) | 10.46 (16.23) | 2.24 (2.25) |
| ICT [9]      | 30% 70%        | 82.17 (17.01) | 72.49 (19.45) | 8.82 (9.79) | 2.61 (3.21) |
| DTML [18]    | 30% 70%        | 84.81 (11.17) | 75.00 (14.38) | 8.99 (10.52) | 2.02 (1.72) |
| CPCL (ours)  | 30% 70%        | 85.22 (11.12) | 75.68 (13.89) | 8.97 (11.65) | 1.96 (1.84) |
| Supervised-only | 50% 50%        | 79.38 (14.81) | 68.37 (17.87) | 30.19 (22.13) | 2.69 (2.02) |
| MT [3]       | 50% 50%        | 85.67 (11.58) | 76.46 (15.18) | 8.77 (12.18) | 1.93 (1.82) |
| UA-MT [17]   | 50% 50%        | 84.10 (14.11) | 74.65 (17.26) | 8.79 (11.01) | 2.16 (2.16) |
| Entropy Mini [8] | 50% 50%      | 85.71 (11.74) | 76.54 (15.23) | 9.07 (11.71) | 1.95 (1.83) |
| DAN [6]      | 50% 50%        | 86.05 (11.40) | 76.99 (14.88) | 9.96 (12.07) | 1.92 (1.88) |
| ICT [9]      | 50% 50%        | 82.76 (15.06) | 72.90 (18.19) | 9.93 (11.37) | 2.53 (2.56) |
| DTML [18]    | 50% 50%        | 86.07 (11.04) | 76.67 (14.60) | 9.54 (11.22) | 1.94 (1.68) |
| CPCL (ours)  | 50% 50%        | 86.41 (10.08) | 77.29 (13.79) | 9.04 (10.88) | 1.90 (1.74) |

Fig. 4. Examples of the whole brain tumor segmentation results of the proposed CPCL and other state-of-the-art approaches under 10% labeled data setting. Red color represents the segmented whole tumor.

Our CPCL framework partly benefits from the self-ensembling strategy. Besides the typical self-ensembling mean-teacher (MT) model, we further propose different variants to perform an ablation study under the most challenging 10% labeled data setting: a) F-PCL: only preserving the forward prototype consistency learning, i.e., $\mathcal{L} = \mathcal{L}_s + \lambda \mathcal{L}_{fpc}$; b) B-PCL: only preserving the backward prototype consistency, i.e., $\mathcal{L} = \mathcal{L}_s + \lambda \mathcal{L}_{bpc}$; c) MT-F-PCL: combining the previous perturbation-based consistency
Table II
Ablation study on whole brain tumor segmentation under 10% labeled data setting. Standard deviations are shown in parentheses. Best results are in bold.

| Method     | Dice (%) | Jaccard (%) | 95HD (mm) | ASD (mm) |
|------------|----------|-------------|-----------|----------|
| MT         | 81.94 (14.51) | 71.67 (18.53) | 13.64 (16.05) | 2.33 (1.99) |
| F-PCL      | 82.93 (12.22) | 72.76 (17.12) | 12.87 (14.69) | 2.03 (1.56) |
| MT-F-PCL   | 82.72 (12.09) | 72.40 (17.06) | 14.05 (17.60) | 2.11 (1.64) |
| MT-B-PCL   | 82.90 (13.00) | 72.70 (17.19) | 15.32 (16.57) | 2.09 (1.70) |
| MT-C-PCL   | 82.86 (13.00) | 72.79 (17.64) | 13.34 (17.28) | 2.14 (1.78) |
| CPCL       | 83.36 (12.53) | 73.23 (18.43) | 11.74 (10.02) | 1.99 (1.37) |

Table III
Results of whole brain tumor segmentation with different loss weight β under 10% labeled data setting. Standard deviations are shown in parentheses. Best results are in bold.

| β     | Dice (%) | Jaccard (%) | 95HD (mm) | ASD (mm) |
|------|----------|-------------|-----------|----------|
| 1    | 82.89 (13.89) | 72.67 (17.07) | 13.32 (12.14) | 2.01 (1.07) |
| 5    | 83.24 (13.60) | 73.18 (17.01) | 11.47 (14.21) | 2.02 (1.00) |
| 10   | 83.36 (12.53) | 73.33 (16.43) | 11.74 (10.02) | 1.99 (1.07) |
| 15   | 83.29 (12.58) | 73.14 (16.54) | 14.10 (18.60) | 2.00 (1.00) |
| 20   | 82.87 (13.58) | 72.78 (17.47) | 13.21 (18.48) | 2.11 (1.34) |

Table IV presents the performance of our method and other semi-supervised methods under 5% and 10% labeled data settings, respectively. Such training set configuration depends on our empiricism that segmenting kidneys is much easier than the whole brain tumor segmentation task, except for the partition protocols.

V. Discussions
To better understand the learning behavior and visually evaluate the quality of the prototype in our proposed CPCL,
we visualize the evolution of the prototype-based predictions under 10% (whole brain tumor segmentation) and 5% (kidney segmentation) labeled data settings in different training periods, as shown in Fig. 6. The corresponding model predictions $P_u$ and $P_l$ are also visualized at the top-left corner with the prototype-based predictions $P_{2u}$ and $P_{2l}$, respectively. At the early training stage, it is observed that the model predictions tend to under-segment the objects, yet the prototype-based predictions often indicate more accurate target regions. Overall, as the training goes on, both the model predictions and prototypical predictions are gradually refined, indicating that the learned features become more discriminative and compact. Ideally, we hope the prototypical prediction at the late training stage can be perfectly consistent with the ground-truth segmentation. However, since the holistic prototype mainly relies on an average prior via the masked average pooling approach, therefore the prototypical predictions lean to predict a relatively large and coarse area for the segmentation target. Interestingly, due to the ambiguous tumor boundary and variegated intensity within the tumor area, the above observation is particularly evident in the whole brain tumor segmentation task. Despite the imperfection, the network training can still benefit from the real label-centric supervision mechanism and acquire effective information from those real label-driven consistency targets, as experimentally demonstrated above. These findings also echo the previous works [45] that the target-related weak labels can offer more high-level region proposals for segmentation. However, intuitively, improving the quality of prototypical prediction can better impose real label supervision. Besides, the ablation study also indicates that our backward process has more direct interaction with the real labels. Thus, for future work, we may consider removing the forward process to construct a more elegant framework and pay more attention to improving the discriminability and compactness of the class prototypes. Since the spirit in few-shot segmentation (FSS) is in line with the proposed perspective in semi-supervised segmentation, i.e., learning transferable knowledge from support set (labeled set) to query set (unlabeled set), more collaboration between the two research fields will be interesting future work on top of our early attempt. For example, introducing the superpixel technique to form an adaptive prototype allocation mechanism [38] or considering the feature differences between foreground and background [39] can be effective ways to further improve the prototype quality and thus enhance the final performance.

Besides the limitation caused by the holistic prototype, another challenge is that we assume both labeled and unlabeled samples are from the same distribution. However, the abundant image-only data are often collected from different devices and clinical centers, where the resulting domain shift will cause substantial performance degradation in semi-supervised...
learning [46]. Such a limitation also applies to most of current semi-supervised methods. Particularly, the domain shift may harm the extracted features in our framework, which may disastrously mislead the prototype extraction and thereby interfere with the cyclic prototype consistency learning process. Therefore, further investigating how to adapt domain adaptation to deal with potential domain shifts in our framework is also an interesting direction with fruitful clinical values.

Overall, this work reveals that our initial attempt, i.e., utilizing expert-examined real labels to explicitly supervise the network learning from both their paired labeled data and unpaired unlabeled data, is challenging yet feasible. Compared with the previous unsupervised consistency fashion, radiologists may have more confidence in the trained model of our framework since we explicitly leverage the real labels acknowledged by the experts themselves during the whole network training. We hope that this work can evolve into a new direction in semi-supervised segmentation and inspire more future research devoted to more reliable models and making more effective use of the precious high-quality labeled data.

VI. CONCLUSION

In this work, we studied the semi-supervised segmentation task from an unexplored perspective, i.e., exploiting the unlabeled data via explicit real label supervision. To this end, we proposed a novel cyclic prototype consistency learning (CPCL) framework constructed by a labeled-to-unlabeled prototypical forward process and an unlabeled-to-labeled backward process. In this way, our framework turns existing "unsupervised" consistency into new "supervised" consistency, obtaining the "all-around real label supervision" property of our method. Extensive experiments on two public datasets demonstrated the superiority of our method over other state-of-the-art semi-supervised learning methods on both whole brain tumor segmentation from T2-FLAIR MRI and kidney segmentation from CT images.
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