SAMPLE SIZE ESTIMATES FOR RISK-NEUTRAL SEMILINEAR PDE-CONSTRAINED OPTIMIZATION
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Abstract. The sample average approximation (SAA) approach is applied to risk-neutral optimization problems governed by semilinear elliptic partial differential equations with random inputs. After constructing a compact set that contains the SAA critical points, we derive nonasymptotic sample size estimates for SAA critical points using the covering number approach. Thereby, we derive upper bounds on the number of samples needed to obtain accurate critical points of the risk-neutral PDE-constrained optimization problem through SAA critical points. We quantify accuracy using expectation and exponential tail bounds. Numerical illustrations are presented.
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1. Introduction. Many objective functions of stochastic programs involve expectations of parameterized objective functions in one way or another. Large-scale stochastic programs arise in a multitude of applications, such as machine learning [46, 66], feedback stabilization of autonomous systems [45], statistical estimation [34, 65], and optimization of differential equations under uncertainty [61, 78]. When the parameter space is high-dimensional, these expectations cannot be accurately evaluated. A common approach to approximate such stochastic programs is the sample average approximation (SAA) method, yielding the SAA problem [38, 67, 70]. The SAA objective function is defined by the sample average of the parameterized objective function. The SAA approach has become popular in the literature on optimization under uncertainty with partial differential equations (PDEs) [33, 64, 78]. The key characteristic of the SAA approach as applied to risk-neutral PDE-constrained optimization is the fact that it yields PDE-constrained optimization problems which can be solved efficiently using existing, rapidly converging algorithms. While the SAA approach is easy to use, a central question is: how many samples are sufficient to obtain approximate critical points of the stochastic program via SAA critical points with high probability? An answer to this question also addresses the computational complexity of risk-neutral PDE-constrained optimization problems, as potentially expensive simulations of PDEs are required for each sample. In the present manuscript, we answer this question for a class of risk-neutral semilinear PDE-constrained optimization problems. Our analysis is inspired by those in [67, 70, 69].

We derive nonasymptotic sample size estimates for SAA critical points of infinite dimensional optimization problems governed by semilinear PDEs with random inputs. We consider the risk-neutral PDE-constrained optimization problem

\begin{equation}
\min_{u \in L^2(D)} \left( \frac{1}{2} \mathbb{E} \left[ \| S(u, \xi) - y_d \|^2_{L^2(D)} \right] + \frac{\alpha}{2} \| u \|^2_{L^2(D)} + \psi(u) \right),
\end{equation}

where \( \alpha > 0 \), \( D \subset \mathbb{R}^d \) is a bounded Lipschitz domain, \( y_d \in L^2(D) \), \( L^1(D) \) \( (L^2(D)) \) is the Lebesgue space of (square) integrable functions defined on \( D \), and \( \xi \) is a random
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element mapping from a complete probability space to a complete probability space with sample space $\Xi$ being a complete, separable metric space. Moreover, for each $(u, \xi) \in L^2(D) \times \Xi$, $y = S(u, \xi) \in H_0^1(D)$ solves the state equation

$$A(\xi)y + Q(y) = b(\xi) + B(\xi)u.$$  

(1.2)

The Sobolev space $H_0^1(D)$ is formally introduced in section 2. We state assumptions on the semilinear PDE (1.2) in section 3. The function $\psi : L^2(D) \to (-\infty, \infty]$ in (1.1) is proper, convex and lower semicontinuous. An example for $\psi$ is given by $\psi(u) = \gamma \|u\|_{L^1(D)}$ if $u \in U_0$ and $\psi(u) = \infty$ otherwise, where $\gamma \ge 0$ and $U_0 = \{ u \in L^2(D) : l \le u \le u \}$ with $l, u \in L^2(D)$ and $l \le u$. This function and its variants arise in control device placement applications such as tidal turbine layout optimization [19].

The SAA problem of (1.1) is given by

$$\min_{u \in L^2(D)} \frac{1}{2N} \sum_{i=1}^N \|S(u, \xi^i) - y_d\|_{L^2(D)}^2 + \left(\frac{\alpha}{2}\right)\|u\|_{L^2(D)}^2 + \psi(u),$$  

(1.3)

where $\xi^1, \xi^2, \ldots$ are independent identically distributed $\Xi$-valued random elements defined on a common complete probability space $(\Omega, \mathcal{F}, P)$ and each $\xi^i$ has the same distribution as $\xi$. Here, $N \in \mathbb{N}$ is the sample size. Critical points of the SAA problem (1.3) can be efficiently computed using semismooth Newton methods [77, 71, 49].

The feasible set, $\{ u \in L^2(D) : \psi(u) < \infty \}$, is generally non-compact. The lack of compactness and the nonconvexity of the risk-neutral PDE-constrained optimization problem (1.1) and its SAA problems complicate the derivation of sample size estimates, as these are typically derived using covering numbers of the feasible set [14, 37, 67, 70, 65]. Sample size estimates can be established for convex stochastic programs without the covering number approach [27, 66]. However, the risk-neutral PDE-constrained optimization problem (1.1) and its SAA problems are nonconvex. For deriving sample size estimates, our initial observation is that critical points of the SAA problem (1.3) are contained in a compact subset of the feasible set. To construct the compact set, we use optimality conditions, PDE stability estimates, and higher regularity of the reduced parameterized objective function’s gradient. Utilizing the covering numbers for Sobolev function classes established in [5, 6], we derive sample size estimates using arguments similar to those in [67, 70, 68, 69, 65, 14, 37, 51]. However, our focus is the analysis of SAA critical points as opposed to SAA solutions, as risk-neutral semilinear PDE-constrained optimization problems are nonconvex. For classes of risk-neutral linear elliptic PDE-constrained optimizations, SAA solutions are analyzed in [33, 50, 52, 53, 64]. However, the analysis in [53] does not generalize to nonconvex problems.

Alternative approximation approaches for risk-neutral PDE-constrained optimization problems include, for example, quasi-Monte Carlo sampling [28], low-rank tensor methods [4, 22], and stochastic collocation [8, 39, 73]. While we are unaware of a systematic theoretical and/or empirical study comparing, for example, Monte Carlo approaches, quasi-Monte Carlo sampling techniques, and sparse grid schemes as applied to risk-neutral nonconvex PDE-constrained optimization, we provide a brief comparison of these approaches in terms of characteristics used for their theoretical convergence analyses. Sparse grid-based discretizations may result in nonconvex optimization problems and their analysis requires smoothness properties with respect to the parameters and independent random variables with Lebesgue densities, but the methods in [40, 39, 79], which combine sparse grid techniques with trust-region
schemes, perform very well. We refer the reader to [12] for the analysis of sparse grid-based approximations of finite dimensional stochastic programs. Monte Carlo sample-based approximations preserve convexity and only require mild integrability properties with respect to possibly infinitely many parameters, but are deemed to be quite slowly convergent. For finite dimensional stochastic programs, it is known that quasi-Monte Carlo methods can outperform Monte Carlo sampling techniques provided that the integrands satisfy certain regularity conditions [69, pp. 185–189]. The quasi-Monte Carlo approach is analyzed in [28] as applied to risk-neutral linear-quadratic control problems with PDEs, an important class of risk-neutral convex PDE-constrained optimization problems. As with every numerical scheme, each approximation approach for risk-neutral PDE-constrained optimization has its advantages and disadvantages. The Monte Carlo sample-based scheme is arguably the most widely used approach to approximating stochastic programs. This and the fact that it yields standard PDE-constrained optimization problems build our main motivation to establishing sample size estimates.

Outline of the paper. We discuss preliminaries and define further notation in section 2. A class of risk-neutral semilinear PDE-constrained optimization problems is introduced in section 3. PDE stability estimates are derived in section 3.1. In section 3.2, we compute the derivative of the expectation function and demonstrate the Lipschitz continuity of its gradient in section 3.3. The focus of our results in section 3 is to make the PDE stability estimates’ dependence on problem-dependent parameters explicit. Section 3.4 discusses the existence of solutions. We combine the results established in section 3 to construct a compact set containing the SAA critical points in section 4. The covering numbers of Sobolev function classes used to establish nonasymptotic finite sample size estimates in section 6 are provided in section 5. In section 8, we summarize our contributions, put our approach into perspective, and comment on potential improvements of our sample size estimates with respect to the dimension of the computational domain. In the appendices, we discuss auxiliary results used in section 6 to derive the sample size estimates. Appendix A discusses the measurability of set inclusions and Appendix B provides sub-Gaussian-type expectation and tail bounds of maxima of Hilbert space-valued random vectors. The bounds are used in Appendix C to derive uniform expectation and exponential tail bounds for normal maps in Hilbert spaces. These bounds are applied in section 6 for obtaining our nonasymptotic sample size estimates for SAA critical points.

2. Preliminaries and further notation. Relationships between random variables, vectors, and elements hold with probability one (w.p. 1) if not specified otherwise. Metric spaces are equipped with their Borel σ-field. Let \( X, X_1 \) and \( X_2 \) be real Banach spaces. The space of bounded, linear operators from \( X_1 \) to \( X_2 \) is denoted by \( \mathcal{L}(X_1, X_2) \). We define \( X^* = \mathcal{L}(X, \mathbb{R}) \). The adjoint operator of \( \Upsilon \in \mathcal{L}(X_1, X_2) \) is denoted by \( \Upsilon^* \in \mathcal{L}(X_2^*, X_1^*) \). Throughout the text, \((\Theta, \mathcal{A}, \mu)\) is a complete probability space. An operator-valued mapping \( \Upsilon : \Theta \rightarrow \mathcal{L}(X_1, X_2) \) is called uniformly measurable if there exists a sequence of simple operators \( \Upsilon_k : \Theta \rightarrow \mathcal{L}(X_1, X_2) \) such that \( \Upsilon_k(\theta) \) converges to \( \Upsilon(\theta) \) in \( \mathcal{L}(X_1, X_2) \) as \( k \rightarrow \infty \) for all \( \theta \in \Theta \); cf. [30, Def. 3.5.5]. A function \( v : \Theta \rightarrow X \) is strongly measurable if there exists a sequence of simple functions \( v_k : \Theta \rightarrow X \) such that \( v_k(\theta) \rightarrow v(\theta) \) as \( k \rightarrow \infty \) for all \( \theta \in \Theta \) [35, Def. 1.1.4]. If \( X \) is separable, then \( v : \Theta \rightarrow X \) is strongly measurable if and only if it is measurable [35, Cor. 1.1.2 and Thm. 1.1.6]. Let \( \Gamma : \Theta \rightrightarrows X \) be a set-valued mapping with closed images. The mapping \( \Gamma \) is called measurable if \( \Gamma^{-1}(V) \in \mathcal{A} \) for each open set \( V \subset X \) [2, Def. 8.1.1]. Here, \( \Gamma^{-1} \) is the inverse image of \( \Gamma \). An operator
\( \Upsilon \in \mathcal{L}(X_1, X_2) \) is compact if \( \Upsilon(V) \subset X_2 \) is precompact for each bounded set \( V \subset X_1 \). Let \( Y \) be a complete metric space. A map \( \Phi : Y \times \Theta \to X \) is a Carathéodory function if \( \Phi(\cdot, \theta) \) is continuous for all \( \theta \in \Theta \) and \( \Phi(y, \cdot) \) is measurable for all \( y \in Y \) [2, p. 311]. The Fréchet derivative of a mapping \( h \) with respect to \( y \) is denoted by \( h_y \). For a real Hilbert space \( H \), \( \langle \cdot, \cdot \rangle_H \) is its inner product and \( \| h \|_H = (h, h)_H^{1/2} \) its norm. For a convex, lower semicontinuous, proper function \( \varphi : H \to (-\infty, \infty] \), the proximity operator \( \text{prox}_\varphi : H \to H \) of \( \varphi \) is defined by (see [3, Def. 12.23])

\[
\text{prox}_\varphi(v) = \arg \min_{w \in H} \varphi(w) + (1/2)\| v - w \|_H^2.
\]

Throughout the text, \( D \subset \mathbb{R}^d \) is a bounded Lipschitz domain. The space \( L^2(D) \) is identified with its dual. The Sobolev space \( H^1(D) \) is defined by all \( L^2(D) \)-functions with square integrable weak derivatives and \( H^1_0(D) \) consists all \( v \in H^1(D) \) with zero boundary traces. We define \( H^{-1}(D) = H^1_0(D)^* \). The dual pairing between \( H^{-1}(D) \) and \( H^1_0(D) \) is denoted by \( \langle \cdot, \cdot \rangle_{H^{-1}(D), H^1_0(D)} \). We equip \( H^1_0(D) \) with \( \| v \|_{H^1_0(D)} = \| \nabla v \|_{L^2(D)} \) and \( H^1(D) \) with \( \| v \|_{H^1(D)} = \left( \| v \|_{L^2(D)}^2 + \| \nabla v \|_{L^2(D)}^2 \right)^{1/2} \). Here, \( \nabla v \) is the weak gradient of \( v \) and \( \| \cdot \|_2 \) is the Euclidean norm on \( \mathbb{R}^d \). Throughout the text, \( \iota : H^1_0(D) \to L^2(D) \) given by \( w = v \) is the embedding operator of the compact embedding \( H^1_0(D) \to L^2(D) \) and \( C_D \) is Friedrichs’ constant, the operator norm of \( \iota \). We have \( C_D = \| \iota \|_{\mathcal{L}(L^2(D), H^1_0(D))} \). We denote by \( |D| \) the Lebesgue measure of \( D \) and by \( \bar{D} \) its closure. We define \( C^{0,1}(\bar{D}) \) as the space of Lipschitz continuous real-valued functions defined on \( \bar{D} \) and equip it with the usual norm \( \| \cdot \|_{C^{0,1}(\bar{D})} \) defined in [32, p. 16].

Let \( (X, \| \cdot \|_X) \) be a normed space, let \( X_0 \subset X \) be nonempty and totally bounded, and let \( \nu > 0 \). The \( \nu \)-covering number \( \mathcal{N}^X(\nu; X_0, \cdot; X) \) is the minimal number of closed \( \| \cdot \|_X \)-balls with radius \( \nu \) in \( X \) needed to cover \( X_0 \) (cf. [74, pp. 87–88]). This notion of covering numbers does not require the centers of the \( \| \cdot \|_X \)-balls to be contained in \( X_0 \).

3. Risk-neutral semilinear PDE-constrained optimization. We impose conditions on the parameterized PDE (1.2) which ensure the existence and uniqueness of solutions. These conditions ensure that the semilinear PDE (1.2) is a monotone operator equation and hence the existence of solutions and the stability estimates can be established using the Minty–Browder theorem [80, Thm. 26.A], for example. Semilinear PDE-constrained optimization problems are analyzed, for example, in [23, 25, 43, 75, 77]. In this section, our contributions are to address some measurability questions, and to derive stability estimates and a bound on an objective function’s Lipschitz constant with the dependence on problem data’s characteristics made explicit. Even though our derivations are built on standard techniques, the stability estimates are needed for establishing our nonasymptotic sample size estimates (see section 6).

We define \( F : L^2(D) \to \mathbb{R} \) and \( F_N : L^2(D) \to \mathbb{R} \) by

\[
F(u) = (1/2)E[\| \iota S(u, \xi) - y_d \|_{L^2(D)}^2] \quad \text{and} \quad F_N(u) = \frac{1}{2N} \sum_{i=1}^N [\| \iota S(u, \xi^i) - y_d \|_{L^2(D)}^2].
\]

As opposed to the problem formulations in (1.1) and (1.3), we make here the use of the embedding operator \( \iota \) explicit. Since the random elements \( \xi^1, \xi^2, \ldots \) are defined
on the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, we can view $\hat{F}_N$ as a function defined on $L^2(D) \times \Omega$. However, we often omit the second argument.

We define the feasible set $U_{\text{ad}} = \{ u \in L^2(D) : \psi(u) < \infty \}$.

**Assumption 3.1** (Control regularization and feasible set).
(a) The function $\psi : L^2(D) \to (-\infty, \infty]$ is proper, convex and lower semicontinuous.
(b) For some $r_{\text{ad}} \in (0, \infty)$, $\|u\|_{L^2(D)} \leq r_{\text{ad}}$ for all $u \in U_{\text{ad}}$.

**3.1. Semilinear PDEs with random inputs.** We impose conditions on the data defining the semilinear PDE (1.2) based on those used in [43, Assumptions (3.1)–(3.3)], [77, sect. 9.1], and [23, Assumption 2.2].

**Assumption 3.2** (Semilinear PDE: Problem data).
(a) $D \subset \mathbb{R}^d$ is a bounded Lipschitz domain with $d \in \{2, 3\}$.
(b) $A : \Xi \to \mathcal{L}(H_0^1(D), H^{-1}(D))$ is uniformly measurable. There exists a constant $\kappa_0 > 0$ such that $A(\xi)$ is self-adjoint and $\langle A(\xi)y, y \rangle_{H^{-1}(D), H_0^1(D)} \geq \kappa_0 \|y\|_{H_0^1(D)}^2$ for all $y \in H_0^1(D)$ and each $\xi \in \Xi$.
(c) $b : \Xi \to H^{-1}(D)$ and $g : \Xi \to C_0^0(\overline{D})$ are strongly measurable and there exist constants $b_{\text{max}}$, $g_{\text{max}} > 0$ such that $\|b(\xi)\|_{H^{-1}(D)} \leq b_{\text{max}}$ and $\|g(\xi)\|_{C_0^0(\overline{D})} \leq g_{\text{max}}$ for each $\xi \in \Xi$.
(d) For each $\xi \in \Xi$, $B(\xi) : \mathcal{L}(L^2(D), H^{-1}(D))$ is defined by
\[
\langle B(\xi)u, v \rangle_{H^{-1}(D), H_0^1(D)} = (g(\xi)u, v)_{L^2(D)}.
\]
(e) We define $Q : H_0^1(D) \to H^{-1}(D)$ by $\langle Q(y), v \rangle_{H^{-1}(D), H_0^1(D)} = (q(y), v)_{L^2(D)}$. The function $q : \mathbb{R} \to \mathbb{R}$ is nondecreasing, twice continuously differentiable, $q(0) = 0$, and $|q''(t)| \leq c_q + d_q|t|^{p-3}$ for all $t \in \mathbb{R}$, where $c_q, d_q \geq 0$ and $p \in (3, \infty)$ if $d = 2$ and $p \in (3, 6]$ if $d = 3$.

Assumptions 3.2 (a) and 3.2 (e) ensure that the embedding $H_0^1(D) \to L^p(D)$ is continuous [32, Thm. 1.14] and that $q$ is twice continuously differentiable as a superposition operator from $L^p(D)$ to $L^{p^*}(D)$ [77, p. 202], where $p^* \in [1, \infty)$ fulfills $1/p + 1/p^* = 1$. Hence, $Q$ is twice continuously differentiable from $H_0^1(D)$ to $H^{-1}(D)$. Moreover $Q$ is monotone. Hence Assumption 3.2 ensures that for each $\xi \in \Xi$, the operator $H_0^1(D) \ni y \to A(\xi)y + Q(y) \in H^{-1}(D)$ is continuous and strongly monotone with parameter $\kappa_0$ and hence coercive [80, p. 501]. We denote by $c_p > 0$ the embedding constant of the embedding $H_0^1(D) \to L^p(D)$. Under Assumptions 3.2 (a) and 3.2 (e), the constant $c_p$ is finite since $d \in \{2, 3\}$ and $p \in [1, 6]$ [32, Thm. 1.14].

**Lemma 3.3.** If Assumptions 3.2 (a), 3.2 (c), and 3.2 (d) hold, then for all $\xi \in \Xi$,
(a) $B : \Xi \to \mathcal{L}(L^2(D), H^{-1}(D))$ is uniformly measurable and
\[
\|B(\xi)\|_{\mathcal{L}(L^2(D), H^{-1}(D))} \leq C_D\|g(\xi)\|_{C_0^0(\overline{D})},
\]
(b) $B(\xi)^*v = \iota[g(\xi)v] = g(\xi)v$ for all $v \in H_0^1(D)$, and $B(\xi)^*$ and $B(\xi)$ are compact.

We prove Lemma 3.3 using Lemma 3.4. Lemma 3.4 establishes an explicit continuity constant of a certain bilinear mapping in terms of Friedrichs’ constant.

**Lemma 3.4.** Let $D \subset \mathbb{R}^d$ be a bounded Lipschitz domain. If $v \in C_0^1(D)$ and $w \in H_0^1(D)$, then $vw \in H_0^1(D)$ and $\|vw\|_{H_0^1(D)} \leq (C_D + 1)\|v\|_{C_0^1(\overline{D})}\|w\|_{H_0^1(D)}$. 

Proof. Using [26, Thm. 1.4.1.2], we have \( vw \in H^1_0(D) \). Since \( v \) is Lipschitz continuous, we have \( \|v\|_{H^1_0(D)} \leq \|v\|_{C^{0,1}(D)} \). Using \( \nabla[vw] = w\nabla v + v\nabla w \) and the Hölder inequality, we obtain \( \|vw\|_{H^1_0(D)} \leq \|v\|_{C^{0,1}(D)}(\|w\|_{L^2(D)} + \|\nabla w\|_{L^2(D)}) \).

Combined with Friedrichs’ inequality, we obtain the stability estimate.

Proof of Lemma 3.3. Let us fix \( u \in L^2(D), v \in H^1_0(D) \), and \( \xi \in \mathbb{X} \).

(a) We define \( \varrho : C^{0,1}(D) \to \mathcal{Z}(L^2(D), H^{-1}(D)) \) by \( \langle \varrho(g)v, w \rangle_{H^{-1}(D), H^1_0(D)} = \langle gu, v \rangle_{L^2(D)} \). The map \( \varrho \) is Lipschitz continuous with Lipschitz constant \( C_D \). Combined with \( B = \varrho \circ g \) (see (3.2)) and the strong measurability of \( g \), we find that \( B \) is uniformly measurable \([35, \text{Cor. 1.1.11}]\). The bound on the operator norm of \( \varrho \) is implied by the above Lipschitz continuity.

(b) We have \( (B(\xi)^*v, u)_{L^2(D)} = \langle g(\xi)v, u \rangle_{L^2(D)} \) for all \( u \in L^2(D) \). Since \( g(\xi) \in C^{0,1}(D), g(\xi)v \in H^1_0(D) \) [26, Thm. 1.4.1.2]. Hence, \( B(\xi)^*v = i[g(\xi)v] \). The map \( H^1_0(D) \ni v \mapsto g(\xi)v \in H^1_0(D) \) is linear and bounded (see Lemma 3.4). Hence \( B(\xi)^* \) is compact. Now Schauder’s theorem \([13, \text{Thm. 3.4 on p. 174}]\) implies that \( B(\xi) \) is compact.

The next lemma is essentially known; cf. [77, 43, 23].

Lemma 3.5. Let Assumption 3.2 hold. For each \( (u, \xi) \in L^2(D) \times \mathbb{X} \), the parameterized PDE (1.2) has a unique solution \( S(u, \xi) \in H^1_0(D) \) and

\[
\|S(u, \xi)\|_{H^1_0(D)} \leq (1/\kappa_{\min})\|b(\xi)\|_{H^{-1}(D)} + (C_D/\kappa_{\min})\|g(\xi)\|_{C^{0,1}(D)}\|u\|_{L^2(D)}.
\]

Moreover, for each \( (u_1, u_2, \xi) \in L^2(D)^2 \times \mathbb{X} \),

\[
\|S(u_2, \xi) - S(u_1, \xi)\|_{H^1_0(D)} \leq (C_D/\kappa_{\min})\|g(\xi)\|_{C^{0,1}(D)}\|u_2 - u_1\|_{L^2(D)}.
\]

Proof. The existence and uniqueness is implied by [80, Thm. 26.A]. We have \( \kappa_{\min}\|S(u, \xi)\|_{H^1_0(D)} \leq \|b(\xi) + B(\xi)u\|_{H^{-1}(D)} \) (cf. [43, eq. (3.5)]) and

\[
\kappa_{\min}\|S(u, \xi) - S(u_1, \xi)\|_{H^1_0(D)} \leq \|B(\xi)(u_2 - u_1)\|_{H^{-1}(D)};
\]

cf. [80, p. 560] and [43, eq. (3.5)]. Combined with Lemma 3.3, we obtain (3.3) and (3.4).

3.2. Derivative computation. We show that the functions \( F \) and \( \hat{F}_N \) are Fréchet differentiable, compute their derivatives using the adjoint approach, and derive further stability estimates. The derivative formulas and the stability estimates are crucial for obtaining our finite sample size estimates.

Let us define \( J : L^2(D) \times \mathbb{X} \to \mathbb{R} \) by

\[
J(u, \xi) = (1/2)\|iS(u, \xi) - y_d\|^2_{L^2(D)}.
\]

For each \( (u, \xi) \in L^2(D) \times \mathbb{X} \), \( z = z(u, \xi) \in H^1_0(D) \) solves the adjoint equation

\[
[A(\xi) + Q_p(S(u, \xi))]z = -i\|iS(u, \xi) - y_d\|.
\]

To derive (3.7), we have used the fact that \( A(\xi) \) (see Assumption 3.2 (b)) and \( Q_p(y) \) are self-adjoint for each \( (y, \xi) \in H^1_0(D) \times \mathbb{X} \) (cf. [23, eq. (2.8)]).

Proposition 3.6. If Assumption 3.2 holds, then \( F \) and \( \hat{F}_N \) defined in (3.1) are Fréchet differentiable. For each \( u \in L^2(D) \), it holds that \( \nabla F(u), \nabla \hat{F}_N(u) \in H^1_0(D) \),

\[
\nabla F(u) = -\mathbb{E}[g(\xi)z(u, \xi)] \quad \text{and} \quad \nabla \hat{F}_N(u) = -\frac{1}{N} \sum_{i=1}^{N} g(\xi^i)z(u, \xi^i).
\]
The proof of Proposition 3.6 uses Lemmas 3.7 and 3.8.

**Lemma 3.7.** If Assumption 3.2 holds, then the following statements hold.
(a) For each \((u, \xi) \in L^2(D) \times \Xi\), the adjoint equation (3.7) has a unique solution \(z(u, \xi) \in H^1_D(D)\) if and only if \(u \in L^2(D)\) and
\[
\|z(u, \xi)\|_{H^1_D(D)} \leq \min\{D, \kappa\} \|s(u, \xi) - y_d\|_{L^2(D)}.
\]
(b) The solution operator \(S : L^2(D) \times \Xi \to H^1_D(D)\) is a Carathéodory mapping.
(c) If \(s : \Xi \to H^1_D(D)\) is measurable, then \(\Xi \ni \xi \mapsto Q_y(s(\xi)) \in L(H^1_D(D), H^{-1}(D))\) is uniformly measurable.
(d) The adjoint state \(z : L^2(D) \times \Xi \to H^1_D(D)\) is a Carathéodory function.
(e) \(L^2(D) \times \Xi \ni (u, \xi) \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\) is a Carathéodory map. For each \(u \in L^2(D)\), \(\Xi \ni \xi \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\) is Bochner integrable and
\[
\|g(\xi)z(u, \xi)\|_{H^1_D(D)} \leq (C_D + 1)\|g(\xi)\|_{C^0(D)}\|z(u, \xi)\|_{H^1_D(D)}.
\]

**Proof.** (a) The assertions are a consequence of the Lax–Milgram lemma and the fact that \(C_D = \|s\|_{L^2(D), H^{-1}(D)}\).

(b) Let us define the nonlinear operator \(E : H^1_D(D) \times L^2(D) \times \Xi \to H^{-1}(D)\) by \(E(y, u, \xi) = A(\xi)y + Q_y(y) - B(\xi)u\). Then \(S(u, \xi)\) solves (1.2) if and only if \(E(S(u, \xi), u, \xi) = 0\). As in the proofs of [77, Lems. 9.2 and 9.6], we can show that \(E(\xi, \cdot, \cdot)\) is twice continuously differentiable for each \(\xi \in \Xi\) and that \(\langle E_y(y, u, \xi)v, v \rangle_{H^{-1}(D), H^1_D(D)} \geq \kappa_{\min} \|v\|^2_{H^1_D(D)}\) for each \((y, v, u, \xi) \in H^1_D(D)^2 \times L^2(D) \times \Xi\). Hence, the implicit function theorem and the Lax–Milgram lemma [32, Lem. 1.8] ensure that \(S(\cdot, \xi)\) is twice continuously differentiable for each \(\xi \in \Xi\). For each \(u \in L^2(D)\), the measurability of \(S(u, \cdot)\) is implied by the proof of [20, Thm. 3.12].

(c) Since \(H^1_D(D) \ni y \mapsto Q_y(y) \in L(H^1_D(D), H^{-1}(D))\) is continuous and \(s\) is strongly measurable, \(Q_y \circ s\) is uniformly measurable [35, Cor. 1.1.11].

(d) For each \(y \in H^1_D(D)\), \(v \mapsto Q_y(y)v\) is monotone. Hence, for each \(\xi \in \Xi\), \(\langle A(\xi)y + Q_y(S(u, \xi))y, y \rangle_{H^{-1}(D), H^1_D(D)} \geq \kappa_{\min} \|y\|^2_{H^1_D(D)}\) for all \(y \in H^1_D(D)\). Now, the implicit function theorem and part (b) can be used to deduce the twice continuous differentiability of \(z(\cdot, \xi)\) for all \(\xi \in \Xi\). Fix \(u \in L^2(D)\), Assumption 3.2, and parts (b) and (c) ensure that \(\Xi \ni \xi \mapsto A(\xi) + Q_y(S(u, \xi))\) is uniformly measurable. The measurability of \(z(u, \cdot)\) is now implied by part (b) when applied to the adjoint equation (3.7) rather than the state equation (1.2).

(e) For each \(\xi \in \Xi\), part (d) and Lemma 3.4 ensure the continuity of \(L^2(D) \ni u \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\). Now, let \(u \in L^2(D)\). Let us define \(g_1 : \Xi \to C_0^1(D) \times H^1_D(D)\) by \(g_1(\xi) = (g(\xi), z(u, \xi))\). Since \(g\) and \(z(u, \cdot)\) are strongly measurable (see part (d)), \(g_1\) is strongly measurable. We also define \(g_2 : C_0^1(D) \times H^1_D(D) \to H^1_D(D)\) by \(g_2(g, z) = gz\). Lemma 3.4 ensures that \(g_2\) is bounded. Combined with the fact that \(g_2\) is bilinear, we find that \(g_2\) is continuous. We have \(g(\xi)z(u, \xi) = (g_2 \circ g_1)(\xi)\) for all \(\xi \in \Xi\). Thus, the chain rule [35, Cor. 1.1.11] ensures the measurability of \(\Xi \ni \xi \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\).

Lemma 3.4 yields (3.10). Using (3.3), (3.9), (3.10), Assumption 3.2 (c), and the measurability of \(\Xi \ni \xi \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\), we have \(E\|g(\xi)z(u, \xi)\|_{H^1_D(D)} < \infty\). Hence, \(\Xi \ni \xi \mapsto g(\xi)z(u, \xi) \in H^1_D(D)\) is Bochner integrable [35, Prop. 1.2.2].

Lemma 3.8 establishes bounds on the gradient of \(J\).

**Lemma 3.8.** If Assumption 3.2 holds, then \(J(\cdot, \xi)\) is twice continuously differen-
tiable for all $\xi \in \Xi$. For all $(u, \xi) \in L^2(D) \times \Xi$, $\nabla_u J(u, \xi) = -g(\xi)z(u, \xi)$ and

\begin{equation}
\|\nabla_u J(u, \xi)\|_{H^1_0(D)} \leq (C_D + 1)(C_D/\kappa_{\text{min}})\|g(\xi)\|_{C^{0.1}(\bar{D})} \left( (C_D/\kappa_{\text{min}})\|b(\xi)\|_{H^{-1}(D)} + (C_D^2/\kappa_{\text{min}})\|g(\xi)\|_{C^{0.1}(\bar{D})}\|u\|_{L^2(D)} + \|y_d\|_{L^2(D)} \right). \tag{3.11}
\end{equation}

\begin{equation}
\|\nabla_u J(u, \xi)\|_{L^2(D)} \leq (C_D^2/\kappa_{\text{min}})\|g(\xi)\|_{C^{0.1}(\bar{D})} \left( C_D\|S(u, \xi)\|_{H^1_0(D)} + \|y_d\|_{L^2(D)} \right). \tag{3.12}
\end{equation}

Proof. Adapting the proof of [77, Lem. 9.8], we obtain that $J(\cdot, \xi)$ is twice continuously differentiable on $L^2(D)$ with $\nabla_u J(u, \xi) = -g(\xi)z(u, \xi)$ for each $(u, \xi) \in L^2(D)$. Combined with (3.9) and Friedrichs’ inequality, we have

\[ \|\nabla_u J(u, \xi)\|_{L^2(D)} \leq (C_D + 1)(C_D/\kappa_{\text{min}})\|g(\xi)\|_{C^{0.1}(\bar{D})}\|S(u, \xi) - y_d\|_{L^2(D)}. \]

Together with (3.3), we obtain (3.11). Using (3.9) and Friedrichs’ inequality, we have

\[ \|\nabla_u J(u, \xi)\|_{L^2(D)} \leq \|g(\xi)z(u, \xi)\|_{L^2(D)} \leq \frac{C_D^2}{\kappa_{\text{min}}}\|g(\xi)\|_{C^{0.1}(\bar{D})}\|S(u, \xi) - y_d\|_{L^2(D)}. \]

Hence, we obtain (3.12).

Proof of Proposition 3.6. Combining the stability estimates (3.3) and (3.11), and Friedrichs’ inequality, we can apply [25, Lem. C.3] to deduce the Fréchet differentiability of $F$ and of $\hat{F}_N$ and the formulas in (3.8). Owing to (3.8) and Lemma 3.7, we find that $\nabla F(u)$, $\nabla \hat{F}_N(u) \in H^1_0(D)$. 

3.3. Lipschitz constant computation. We compute a deterministic Lipschitz constant of the gradient $\nabla_u J(\cdot, \xi)$ on $U_{\text{ad}}$ for $\xi \in \Xi$.

Proposition 3.9. If Assumptions 3.1 (b) and 3.2 hold, then for each $\xi \in \Xi$, the map $\nabla_u J(\cdot, \xi)$ is Lipschitz continuous on $U_{\text{ad}}$ with Lipschitz constant $L_{\nabla J}$ given by

\[ L_{\nabla J} = C_D g_{\text{max}} \left( \frac{C_D^2}{\kappa_{\text{min}}} \right) g_{\text{max}} + \left[ (C_D/\kappa_{\text{min}}) \right] c_d |D|^{(p-3)/p} + \left[ (C_D/\kappa_{\text{min}}) \right] c_d |D|^{(p-3)/p} \right) \cdot \left( \left( C_D^2/\kappa_{\text{min}} \right) g_{\text{max}} + \left( C_D^2/\kappa_{\text{min}} \right) g_{\text{max}} \right) \right]. \tag{3.13}
\]

Proposition 3.9 is established using Lemma 3.10.

Lemma 3.10 (see [20, Lem. 5.2] and [24, Lem. 4.1]). If Assumptions 3.2 (a) and 3.2 (c) hold, then for all $y_1, y_2 \in H^1_0(D)$,

\[ \|Q_p(y_2) - Q_p(y_1)\|_{X(H^1_0(D), H^{-1}(D))} \leq c_p^3 \left( c_d |D|^{(p-3)/p} + \left[ (\|y_2\|_{H^1_0(D)} + \|y_2 - y_1\|_{H^1_0(D)}) \right] \right)^{p-3} \|y_2 - y_1\|_{H^1_0(D)}. \]
Proof of Proposition 3.9. Fix \((u_1, u_2, \xi) \in L^2(D)^2 \times \Xi\). First, we show that
\[
\|z(u_2, \xi) - z(u_1, \xi)\|_{H^1_0(D)} \leq (C_D^2/\kappa_{\text{min}}^2)\|g(\xi)\|_{C^{0,1}(\overline{D})}\|u_2 - u_1\|_{L^2(D)}
\]
\[
+ \left[ C_D/\kappa_{\text{min}}^2\right] g(\xi)\|_{C^{0,1}(\overline{D})} \left(c_p D^3/\kappa_{\text{min}}^3\right)^{p-3/p}
\]
\[
+ d_y c_p^{\kappa_{\text{min}}^3} \left( 2\|S(u_2, \xi)\|_{H^1_0(D)} + 2\|S(u_2, \xi) - S(u_1, \xi)\|_{H^1_0(D)} \right)^{p-3/p}
\]
\[
\cdot \|z(u_1, \xi)\|_{H^1_0(D)} \|u_2 - u_1\|_{L^2(D)}.
\] (3.14)

Using arguments similar to those used to derive the stability estimate in the proof of [43, Prop. 4.4], the definition of \(J\) (see (3.6)), and the triangle inequality, we have
\[
\kappa_{\text{min}}\|z(u_2, \xi) - z(u_1, \xi)\|_{H^1_0(D)} \leq \|\nu^* S(u_2, \xi) - S(u_1, \xi)\|_{H^{-1}(D)}
\]
\[
+ \|\nu^* (\xi) - Q_y(\xi)\|_{H^{-1}(D)}\|z(u_1, \xi)\|_{H^1_0(D)}.
\] (3.15)

Using (3.4), we have
\[
\|\nu^* S(u_2, \xi) - S(u_1, \xi)\|_{H^{-1}(D)} \leq C_D^2\|S(u_2, \xi) - S(u_1, \xi)\|_{H^1_0(D)}
\]
\[
\leq (C_D^2/\kappa_{\text{min}}^2)\|g(\xi)\|_{C^{0,1}(\overline{D})}\|u_2 - u_1\|_{L^2(D)}.
\] (3.16)

To derive a bound on the second term in (3.15), we apply Lemma 3.10 with \(y_2 = S(u_2, \xi)\) and \(y_1 = S(u_1, \xi)\). Using the resulting estimate and (3.4), and dividing (3.15) and (3.16) by \(\kappa_{\text{min}}\), we obtain (3.14).

Next, we show that \(L_{u,j}\) defined in (3.13) is a Lipschitz constant of \(\nabla_u J(\cdot, \xi)\) on \(U_{\text{ad}}\). Lemma 3.8 ensures
\[
\nabla_u J(u_2, \xi) - \nabla_u J(u_1, \xi) = -g(\xi) (z(u_2, \xi) - z(u_1, \xi)).
\]

Combining Lemmas 3.5 and 3.8, Assumption 3.1 (b), Friedrichs’ inequality, and (3.14), we obtain the Lipschitz bound.

### 3.4. Existence of solutions

Proposition 3.11 establishes the existence of solutions to the stochastic program (1.1) and to the SAA problem (1.3).

**Proposition 3.11.** If Assumptions 3.1 (a) and 3.2 hold, then the stochastic program (1.1) has a solution and for each \(N \in \mathbb{N}\), the SAA problem (1.3) has a solution.

**Proof.** Using Lemma 3.3, (3.3), (3.5), (3.6), and [7, Lem. 2.33], the assertions can be verified using standard arguments. We omit the details.

### 4. Compact subset of feasible set

We construct a deterministic, compact set containing the SAA critical points using first-order necessary optimality conditions and the stability estimates established in section 3. The compact subset is used to derive finite sample size estimates in section 6. While the computations performed in this section mainly use the stability estimate (3.11), the compact set’s construction provides an integral step towards establishing our nonasymptotic sample size estimates via the covering number approach. In particular, we derive an explicit bound on the compact set’s diameter.

We define the set of SAA critical points \(\mathcal{C}_N\) by
\[
\mathcal{C}_N = \{ u_N \in U_{\text{ad}}: u_N = \text{prox}_{\psi/\alpha}( - (1/\alpha) \nabla \hat{F}_N(u_N) ) \}.
\]
Let Assumptions 3.1 and 3.2 hold true. Let \( u_N^* \in U_{ad} \) be a local solution to the SAA problem (1.3). Since \( \alpha > 0 \) and \( \hat{F}_N \) is Fréchet differentiable according to Proposition 3.6, we have \( u_N^* \in \mathcal{U}_N \) (cf. [49, p. 2092] and [32, Thm. 1.46]). The set \( \mathcal{U}_N \) can be viewed as a set-valued mapping from \( \Omega \) to \( L^2(D) \). We also define the set \( \hat{\mathcal{U}}_N \) by

\[
\hat{\mathcal{U}}_N = \{ v_N \in L^2(D) : v_N = -(1/\alpha)\nabla \hat{F}_N(\text{prox}_{\psi/\alpha}(v_N)) \}. 
\]

As with \( \mathcal{U}_N \), the set \( \hat{\mathcal{U}}_N \) can be viewed as a set-valued mapping from \( \Omega \) to \( L^2(D) \). We have the relationships (cf. [49, p. 2092])

\[
(4.1) \quad \mathcal{D}^{\psi} = (C_D/\kappa_{min})\beta_{max} + (C_D^2/\kappa_{min})g_{max}r_{ad} + \| y_d \| L^2(D),
\]

\[
(4.2) \quad R_{ad} = (C_D + 1)^2(C_D/\kappa_{min})g_{max}\mathcal{D}^{\psi}.
\]

Proposition 4.1 demonstrates that \( \hat{\mathcal{U}}_N \) is contained in the set

\[
V_{ad}^{\psi} = \{ u \in H^1(D) : \| u \|_{H^1(D)} \leq (1/\alpha)R_{ad} \}.
\]

The set \( V_{ad}^{\psi} \) is a compact subset of \( L^2(D) \), as \( \alpha > 0 \), \( R_{ad} \) is finite and the embedding operator of the embedding \( H^1(D) \hookrightarrow L^2(D) \) is compact.

**Proposition 4.1.** If Assumptions 3.1 and 3.2 hold, then for each \( N \in \mathbb{N} \), it holds that \( \mathcal{D}_N \subset V_{ad}^{\psi} \), where \( \mathcal{D}_N \) and \( V_{ad}^{\psi} \) are defined in (4.1) and (4.4), respectively.

**Proof.** Fix \((u, \xi) \in U_{ad} \times \Xi \). Using (3.11), \( \| y \|_{H^1(\Omega)} \leq (C_D + 1)\| y \|_{H^1(\Omega)} \) being valid for all \( y \in H^1(\Omega) \), and the definition of \( R_{ad} \), we find that

\[
(4.5) \quad \| \nabla u J(u, \xi) \|_{H^1(D)} \leq R_{ad}.
\]

Fix \( N \in \mathbb{N} \) and \( v_N \in \hat{\mathcal{U}}_N \). We have \( v_N = -(1/\alpha)\nabla \hat{F}_N(\text{prox}_{\psi/\alpha}(v_N)) \). Defining \( u_N = \text{prox}_{\psi/\alpha}(v_N) \), we have \( u_N \in U_{ad} \). Choosing \( u = u_N \) in (4.5), we obtain \( v_N \in V_{ad}^{\psi} \). \( \square \)

Proposition 4.1 and (4.2) imply that for each \( N \in \mathbb{N} \), the set \( \mathcal{U}_N \) is contained in \( \text{prox}_{\psi/\alpha}(V_{ad}^{\psi}) \). This set is compact, as it is the image of the compact set \( V_{ad}^{\psi} \) under \( \text{prox}_{\psi/\alpha} \).

**5. Quantitative Sobolev embeddings.** The Sobolev embedding \( H^1(D) \hookrightarrow L^2(D) \) is compact, provided that \( D \subset \mathbb{R}^d \) is a bounded Lipschitz domain. The authors of [5, 6] establish covering numbers of closed unit balls in Sobolev spaces with respect to Lebesgue norms. Theorem 5.1, which is an excerpt of [6, Thm. 1.7], is the key result for establishing the nonasymptotic sample size estimates in section 6.

**Theorem 5.1** (see [6, Thm. 1.7]). Let \( s > 0 \). The binary logarithm of the \( \nu \)-covering number of the closed \( H^s((0, 1)^d) \)-unit ball with respect to the \( L^2((0, 1)^d) \)-norm is proportional to \((1/\nu)^{d/s}\) for all (sufficiently small) \( \nu > 0 \).

Note that in [6, p. 2] the definition \( W^{k,p}((0, 1)^d) = W^{k,p}((0, 1)^d) \) is made. Theorem 5.1 implies the existence of a constant \( \rho > 0 \) such that for all \( \nu > 0 \),

\[
N(\nu; B_{H^1((0,1)^d)}, \| \cdot \| L^2((0,1)^d)) \leq 2\rho(1/\nu)^d,
\]

where \( B_{H^1((0,1)^d)} \) is the closed \( H^1((0,1)^d) \)-unit ball. The upper bound in Theorem 5.1 is established in [5, Thm. 5.2] for the \( H^s((0,1)^d) \)-unit sphere rather than for the closed \( H^s((0,1)^d) \)-unit ball. We refer the reader to [58, sect. 1.3.12] and [16, pp. 118 and 151] for related quantitative Sobolev embedding statements.
6. Nonasymptotic sample size estimates. We establish sample size estimates for SAA critical points. We define the normal map $\phi : L^2(D) \to L^2(D)$ by

$$
\phi(v) = \nabla F(\text{prox}_{\psi/\alpha}(v)) + \alpha v.
$$

(6.1)

If $v^* \in L^2(D)$ satisfies $\phi(v^*) = 0$, then $u^* = \text{prox}_{\psi/\alpha}(v^*)$ is a critical point of the stochastic program (1.1) [49, p. 2092].

**Theorem 6.1.** Let Assumptions 3.1 and 3.2 hold and let $D = (0,1)^d$. Let $\varepsilon > 0$.

If $\bar{v}_N$ is a measurable selection of $\hat{D}_N$ defined in (4.1) and

$$
N \geq \frac{12 \ln(2) \tau^2_{\varnothing}}{\varepsilon^2} \left[ \varepsilon \left( \frac{4 \max \{ L_{\mathcal{V},J} \}, 1 \} R^\varnothing_{ad} \right)^d + 1 \right],
$$

then

$$
\mathbb{E}[\|\phi(\bar{v}_N)\|_{L^2(D)}] \leq \varepsilon,
$$

(6.2)

where $\mathcal{D}^\varnothing$ and $R^\varnothing_{ad}$ are defined in (4.3), $\varnothing > 0$ is specified in (5.1), the Lipschitz constant $L_{\mathcal{V},J}$ is given in (3.13), and

$$
\tau_{\varnothing} = 2(C_\varnothing^2 / \kappa_{\min}) g_{\max} \mathcal{D}^\varnothing.
$$

If $\delta \in (0,1)$ and

$$
N \geq \frac{48 \tau^2_{\varnothing}}{\varepsilon^2} \left[ \ln(2) \varnothing \left( \frac{4 L_{\mathcal{V},J} R^\varnothing_{ad}}{\alpha \varepsilon} \right)^d + \ln \left( \frac{2}{\delta} \right) \right],
$$

(6.4)

then

$$
\text{Prob}(\hat{D}_N \subset \mathcal{D}^\varepsilon) \geq 1 - \delta,
$$

(6.5)

where $\hat{D}_N$ is defined in (4.1), $\varnothing$ in (6.1), and $\mathcal{D}^\varepsilon = \{ v \in L^2(D) : \|\phi(v)\|_{L^2(D)} \leq \varepsilon \}$.

Before establishing Theorem 6.1, we briefly comment on the sample size estimates (6.2) and (6.4), and address measurability issues in Lemma 6.2. The first addends in the sample size estimates (6.2) and (6.4) are very similar. Our proofs of Theorem 6.1 and Proposition C.3 show that the Lipschitz constant $L_{\mathcal{V},J}$ (see Proposition 3.9) in (6.2) may be replaced by the expected value of an integrable Lipschitz constant of $\nabla u J(\cdot, \xi)$ on $U_{ad}$. While this approach may result in a potentially less conservative sample size estimate than (6.2), we choose to use $L_{\mathcal{V},J}$ in (6.2).

**Lemma 6.2.** If Assumptions 3.1 and 3.2 hold, then the set-valued mapping $\hat{D}_N$ is measurable with closed, nonempty images and $\{ \omega \in \Omega : \hat{D}_N(\omega) \subset \mathcal{D}^\varepsilon \}$ is measurable.

**Proof.** Since $\nabla \hat{F}_N$ is a Carathéodory function (see Lemmas 3.7 and 3.8), $U_{ad}$ is nonempty and closed, and $\text{prox}_{\psi/\alpha}$ is firmly nonexpansive [3, Prop. 12.28], the set-valued mapping $\hat{D}_N$ is closed-valued and measurable [2, Thm. 8.2.9]. Proposition 3.6 ensures that $\nabla u J(\cdot, \xi)$ is Lipschitz continuous with a Lipschitz constant independent of $\xi \in \Xi$. Hence, $\nabla F$ is (Lipschitz) continuous, yielding the closeness of $\mathcal{D}^\varepsilon$. Proposition 3.11 implies that $\mathcal{D}^\varepsilon$ and $\hat{D}_N$ are nonempty. Now, Lemma A.1 ensures the measurability of the event $\{ \hat{D}_N \subset \mathcal{D}^\varepsilon \}$. \qed
Proof of Theorem 6.1. Lemma 6.2 ensures that \( \{ \hat{D}_N \subset \mathcal{D}^c \} \) is measurable. To establish the expectation bound (6.3) and the tail bound (6.5), we apply Proposition C.3 with \( V_{ad} = V_{ad}^{\mathcal{D}}, H = L^2(D) \), and \( G = \nabla_u J \), where \( V_{ad}^{\mathcal{D}} \) is defined in (4.4). We verify the hypotheses of Proposition C.3. Assumption C.1 (a) is implied by Lemmas 3.7 and 3.8. Using (3.13) and Proposition 3.6, we find that \( \nabla_u J(\cdot, \xi) \) is Lipschitz continuous with Lipschitz constant \( L_{\nabla J} \) for all \( \xi \in \Xi \). Hence, Assumptions C.1 (b) and C.1 (c) hold true. We verify Assumption C.1 (e). By construction, the set \( V_{ad}^{\mathcal{D}} \) is an \( H^1(D) \)-ball about zero with radius \((1/\alpha)\bar{R}_{ad}^D\). Therefore, Theorem 5.1 yields

\[
\mathcal{N}(\nu; V_{ad}^{\mathcal{D}}, \| \cdot \|_{L^2(D)}) \leq 2e^{(|R_{ad}^D/(\alpha\nu)|)^d} \quad \text{for all} \quad \nu > 0,
\]

where \( \varrho > 0 \) is specified in (5.1). Hence, Assumption C.1 (e) holds true. We verify Assumption C.1 (d). Fix \((u, \xi) \in U_{ad} \times \Xi \). Using (3.3) and (3.12), we obtain \( \|\nabla_u J(u, \xi)\|_{L^2(D)} \leq \tau_v/2 \). Thus, \( \|\nabla_u J(u, \xi) - \mathbb{E}[\nabla_u J(u, \xi)]\|_{L^2(D)} \leq \tau_v \). Combined with part (c) in Lemma B.2, we find that Assumption C.1 (d) holds true with \( \tau_v = \tau_v \). Finally, Proposition 4.1 ensures that for each \( N \in \mathbb{N} \), \( \hat{D}_N \subset V_{ad}^{\mathcal{D}} \). Hence, we can use the estimate established in Remark C.4.

To derive the expectation bound (6.3), we use (6.6) and (C.2). We choose \( \nu = \varepsilon/(4\max\{L_{\nabla J}, 1\}) \), yielding \( 2L_{\nabla J}\nu \leq \varepsilon/2 \). Using (C.2), (6.6), and the estimate established in Remark C.4, we have

\[
\mathbb{E}[\|\phi(\hat{v}_N)\|_{L^2(D)}] \leq \frac{\bar{\xi}}{2} + \frac{\sqrt{2\varrho}}{\sqrt{2}}\sqrt{\ln(2)(\varrho(4\max\{L_{\nabla J}, 1\}R_{ad}^D/(\alpha\varepsilon))^d + 1)}.
\]

Requiring the right-hand side be less than or equal to \( \varepsilon \) and solving for \( N \) yields (6.3).

It remains to show (6.5). Using (6.6), the tail bound (C.3), and Remark C.4, we have: if \( \hat{v}_N \in \hat{D}_N \), then \( \phi(\hat{v}_N) < \varepsilon \) and hence \( \hat{v}_N \in \mathcal{D}^c \) with a probability of at least

\[
1 - 2 \cdot 2^{(\rho(4L_{\nabla J}R_{ad}^D/(\alpha))d)} - \frac{N\varepsilon^2}{(4\varepsilon^2 N^2)}.
\]

Requiring this term be greater or equal to \( 1 - \delta \) and solving for \( N \), we obtain (6.5). \( \Box \)

Theorem 6.1 establishes sample size estimates in terms of the normal map (6.1). Next we derive sample size estimates for another popular criticality measure, which can be used within termination criteria for numerical methods, for example. In Section 7, we provide numerical illustrations using this criticality measure. We define the criticality measure \( \chi : L^2(D) \to \mathbb{R} \) for (1.1) by

\[
\chi(u) = \|u - \text{prox}_{\mathcal{D}^c}(-1/\alpha)\nabla F(u)\|_{L^2(D)}
\]

and the set of \( \varepsilon \)-critical points of (1.1) by \( \mathcal{C}^\varepsilon = \{ u \in U_{ad} : \chi(u) \leq \varepsilon \} \) for \( \varepsilon \geq 0 \).

Corollary 6.3. Under the hypotheses of Theorem 6.1, and \( \varepsilon > 0 \), it follows that (a) if \( \hat{u}_N \) is a measurable selection of \( \mathcal{D}^c_N \) and \( N \) satisfies (6.2), then \( \mathbb{E}[\chi(\hat{u}_N)] \leq \varepsilon/\alpha \), and (b) if \( \delta \in (0, 1) \) and \( N \) fulfills (6.4), then \( \text{Prob}(\mathcal{C}^\varepsilon \subset \mathcal{C}^{(\varepsilon/\alpha)}) \geq 1 - \delta \).

Proof. The measurability of \( \{ \mathcal{D}^c_N \subset \mathcal{C}^{(\varepsilon/\alpha)} \} \) can be established using arguments similar to those in the proof of Lemma 6.2. Fix \( v \in L^2(D) \) and define \( u = \text{prox}_{\mathcal{D}^c}(-1/\alpha)(v) \). Since the proximity operator is firmly nonexpansive \([3, \text{Prop. 12.28}]\), we have

\[
\chi(u) = \|\text{prox}_{\mathcal{D}^c}(-1/\alpha)(v) - \text{prox}_{\mathcal{D}^c}(-1/\alpha)\nabla F(u)\|_{L^2(D)} \\
\leq \|v + (1/\alpha)\nabla F(u)\|_{L^2(D)} = (1/\alpha)\|\phi(v)\|_{L^2(D)},
\]
where $\phi$ is defined in (6.1). Since $\bar{u}_N$ is a measurable selection of $\mathcal{C}_N$, Lemma 6.2 and Filippov’s theorem [2, Thm. 8.2.10] applied to the identity in (4.2) ensure the existence of a measurable selection $\bar{v}_N$ of $\mathcal{D}_N$ defined in (4.1) such that $\bar{u}_N = \text{prox}_{\psi/\alpha}(\bar{v}_N)$. Now Theorem 6.1 implies the assertions.

7. Numerical illustrations. The main purposes of our numerical illustrations are to verify the typical Monte Carlo convergence rate for $E[\chi(\bar{u}_N)]$ where $\bar{u}_N$ is an SAA critical point and to examine the dependence of our expectation bounds on the parameter $\alpha$. For numerical computations, the infinite dimensionality of (1.1) and its SAA problem (1.3) necessitate finite dimensional approximations. We also illustrate empirically that the expectation bounds are independent of the dimension of the finite dimensional spaces. The estimate (6.7) when combined with (6.9) yields for each $\varepsilon > 0$,

$$
(7.1) \quad \mathbb{E}[\|\chi(\bar{u}_N)\|_{L^2(D)}] \leq \frac{\varepsilon}{\sqrt{N}} + \frac{\sqrt{\varepsilon}}{\sqrt{N}} \left( \left( \frac{\ln(2)}{g(4 \max\{L\nabla J, 1\} R^p_{ad}/(\alpha \varepsilon) \})^d + 1 \right) \right),
$$

where $\chi$ is defined in (6.8). For fixed $\alpha > 0$ and $\varepsilon > 0$, the second term in the right-hand side in (7.1) decays with the rate $1/\sqrt{N}$ as a function of $N$. Moreover, for fixed $N \in \mathbb{N}$ and $\varepsilon > 0$, the first term increases with rate $1/\alpha$ and the second term with rate $1/\alpha^{d/2+1}$ as $\alpha$ approaches zero.

We consider an instance of (1.1). Let $d = 2$ and $D = (0, 1)^d$. For $\gamma \geq 0$, let $\psi(u) = \gamma \|u\|_{L^1(D)}$ if $u \in L^2(D)$ with $-10 \leq u \leq 10$ and $\psi(u) = \infty$ otherwise. We define $\Xi = [-1, 1]^{100}$, $g(t) = t^3$, and $(A(\xi)y, v)_{H^{-1}(D), H_0^1(D)} = \int_D \kappa(x, \xi) \nabla y(x) \nabla v(x) dx$, where $\kappa: D \times \Xi \to \mathbb{R}$ is given by $\kappa(x, \xi) = e^{\sum_{k=1}^{25} 5/(2k^2) \sin(4k\xi_1 \pi x_1) \sin(4k\xi_{25+k} \pi x_2)}$ if $x_1 \leq 1/2$ and $\kappa(x, \xi) = 3/2 + \sum_{k=1}^{25} |(10/k^2)\xi_{25+k} \cos((10 + \xi_{25+k})x_1 x_2)|$ otherwise. We further define $y_d(x) = -1$ if $x \in [1/4, 3/4]^2$ and $y_d(x) = 1$ otherwise, $b(x, \xi) = 1 + \sum_{k=1}^{25} (5/k^2)\xi_{75+k} x_1 x_2 \sin(4\pi k x_1) \sin(4\pi k x_2)$ if $x_1 \leq 3/4 + \xi_{76}/2$ and $b(x, \xi) = 1 + \sum_{k=1}^{25} (3/k^2)\xi_{75+k} \sin(3\pi x_2) \cos(3\pi (x_1 - k\xi_{75+k} x_2))$ otherwise, and $g(x, \xi) = \max\{1, \sum_{k=1}^{25} (10/k^2)\xi_{50+k} \sin((4+k)\xi_{50+k} x_1 x_2) \cos((4+k)\xi_{50+k} x_1 x_2)\}$. The random variables $\xi_1, \ldots, \xi_{100}$ are independent $[-1, 1]$-uniformly distributed. The ran-
For both plots, were excluded for the least squares computations. For each plot, the first four empirical means and empirical mean (7.4) critical points of and functions that are separable with respect to the vector as a linear combination of a moderate number of desire to design an instance of (1.2) with random fields that lack a representation of dom fields . In particular, each of the random fields , , and lacks a representation as a truncated Karhunen–Loève-type expansion with a small number of addends.

We discretized (1.1) and (1.3) using a finite element discretization; is approximated using piecewise linear continuous finite elements and is discretized using piecewise constant functions defined on a regular triangular mesh with a total of $2n^2$ triangles. Here, is the number of triangles in each direction in $(0,1)^2$. For a fixed , the finite dimensional control space is denote by . We use the subscript in $J_n$ and $\nabla F_{N,n}$ to denote the approximations of $J$ (see (3.6)) and $\nabla F_N$, respectively, resulting from the finite dimensional approximations.
The criticality measure $\chi$ in (6.8) involves the gradient $\nabla F(\cdot) = \mathbb{E}[\nabla u J(\cdot, \xi)]$. To approximate $\chi$, we generated $N_1 = 2^{13}$ samples using a Sobol’ sequence [36] and transformed the samples to take values in $\Xi$. Let us denote these samples by $\xi_1, \ldots, \xi_{N_1}$. Defining $\tilde{F}_{N_1,n}(\cdot) = (1/N_1) \sum_{i=1}^{N_1} J_n(\cdot, \xi_i)$, the criticality measure $\chi$ is approximated by $\tilde{\chi}_n : L^2(D) \to [0, \infty)$ defined by

$$\tilde{\chi}_n(u) = \|u - \text{prox}_{1/\alpha}(-1/\alpha)\nabla \tilde{F}_{N_1,n}(u)\|_{L^2(D)}.$$  

We also use the samples $\tilde{\xi}_1, \ldots, \tilde{\xi}_{N_1}$ to approximate the risk-neutral PDE-constrained optimization problem (1.1) by the finite dimensional SAA problem

$$\min_{u \in U_n} \frac{1}{N_1} \sum_{i=1}^{N_1} J_n(u, \tilde{\xi}_i) + (\alpha/2)\|u\|_{L^2(D)}^2 + \psi(u).$$  

Finally, we approximate the infinite dimensional SAA problems (1.3) by the finite dimensional SAA problems

$$\min_{u \in U_n} \frac{1}{N} \sum_{i=1}^{N} J_n(u, \xi_i) + (\alpha/2)\|u\|_{L^2(D)}^2 + \psi(u).$$  

Inspired by the choice made in [60, p. 199], we chose $\gamma = 0.2\hat{\gamma}_{\text{max}}$, where $\hat{\gamma}_{\text{max}} = \|\nabla F_{10,64}(0)\|_{L^{\infty}(D)}$. We rounded $0.2\hat{\gamma}_{\text{max}}$ to three significant figures, yielding $\gamma = 7.48 \cdot 10^{-3}$. This value is used for all simulations. The computations used to generate the simulation output depicted in Figures 1, 2, 4, and 5 were performed on a Linux cluster with 48 CPUs (Intel Xeon CPU E7-8857 v2 3.00GHz) and 1TB of RAM. Figure 3 is based on output of simulations performed on the PACE Phoenix cluster [59]. We used dolfin-adjoint [55, 18] with FEniCs [1, 48] to evaluate the cost functions and their derivatives. The problems (7.3) and (7.4) were solved using a semismooth Newton-CG method applied to a normal map [49, 77]. Its implementation is based on that of Moola’s NewtonCG method [57].

We present numerical illustrations for moderate values of the space discretization parameter $n$ and sample size $N$. These parameter choices are aimed at balancing the empirical demonstration of our theoretical findings with computational resource use.

For visualization, critical points were interpolated to the discretized state space. For $\alpha = 10^{-3}$ and $n = 64$, Figure 1 depicts a nominal critical point, that is, a critical point of the nominal problem

$$\min_{u \in U_n} J_n(u, \mathbb{E}[\xi]) + (\alpha/2)\|u\|_{L^2(D)}^2 + \psi(u)$$  

and a critical point of (7.3). Throughout the section, we estimate $\mathbb{E}[\tilde{\chi}_n(\tilde{u}_{N,\alpha,n})]$ using 48 independent realizations of the SAA critical point $\tilde{u}_{N,\alpha,n}$ of (7.4) and denote the empirical estimate by $\hat{\mathbb{E}}[\tilde{\chi}_n(\tilde{u}_{N,\alpha,n})]$.

For $n = 64$, Figure 2 depicts the empirical estimate of $\mathbb{E}[\tilde{\chi}_n(\tilde{u}_{N,\alpha,n})]$ with $\alpha = 10^{-3}$ and shows the typical Monte Carlo convergence rate $1/\sqrt{N}$. Figure 2 also depicts the empirical estimate of $\mathbb{E}[\tilde{\chi}_n(\tilde{u}_{N,\alpha,n})]$ for various values of $\alpha$, which highlights a dependence on the expected error of SAA critical points on the parameter $\alpha$. To shed

---

Our computer code, simulation output, and figures depicting samples of $\kappa$, $g$, and $b$ are available at https://github.com/milzj/SAA4PDE/tree/semilinear_complexity/simulations/semilinear_complexity.
some light on the convergence behavior of the empirical estimate of \( E(\tilde{\chi}_n(\tilde{u}_{256,0.64})) \) for \( \alpha \to 0^+ \) as depicted in Figure 2, we interpret (1.1), (7.3), and (7.4) as PDE-constrained optimization problems resulting from a Tikhonov regularization [15, pp. 29–37] with regularization parameter \( \alpha \) and empirically demonstrate that \( \tilde{u}_{256,0.64} \) provide approximate critical points of the optimization problems

\[
\min_{u \in U_n} \frac{1}{N} \sum_{i=1}^{N} J_n(u, \tilde{\xi}_i) + \psi(u) \quad \text{and} \quad \min_{u \in U_n} \frac{1}{N} \sum_{i=1}^{N} J_n(u, \xi_i) + \psi(u)
\]

as \( \alpha \to 0^+ \). We define \( \bar{\Psi}_n, \bar{\Psi}_{N,n} : L^2(D) \to [0, \infty) \) by

\[
\bar{\Psi}_n(u) = \|u - \text{prox}_\psi(u - \nabla \tilde{F}_{N,1,n}(u))\|_{L^2(D)}, \\
\bar{\Psi}_{N,n}(u) = \|u - \text{prox}_\psi(u - \nabla \tilde{F}_{N,n}(u))\|_{L^2(D)}.
\]

The function \( \bar{\Psi}_n \) is a criticality measure for the first problem in (7.6) and \( \bar{\Psi}_{N,n} \) is one for the second problem in (7.6); cf., e.g., [54, sect. 2.1.2]. Figure 3 depicts the empirical mean of \( \bar{\Psi}_{256,0.64}(\tilde{u}_{256,0.64}) \) and \( \bar{\Psi}_{256,0.64}(\tilde{u}_{256,0.64}) \) computed using 48 independent SAA critical points \( \tilde{u}_{256,0.64} \) for various values of \( \alpha \). This may suggest that the controls \( \tilde{u}_{256,0.64} \) provide approximate critical points of the optimization problems in (7.6) as \( \alpha \to 0^+ \).

Figure 4 depicts the empirical estimates of \( E(\tilde{\chi}_n(\tilde{u}_{N,0.64})) \) over the sample size \( N \) for multiple values of the discretization parameter \( n \). For fixed sample sizes \( N \) and regularization parameters \( \alpha \), Figure 5 depicts empirical estimates of \( E(\tilde{\chi}_n(\tilde{u}_{N,0.64})) \) for multiple discretization parameters \( n \). The simulation output in Figures 4 and 5 indicates that the expectation \( E(\tilde{\chi}_n(\tilde{u}_{N,0.64})) \) may be independent of the discretization parameter \( n \) and hence of the dimension \( 2n^2 \) of the finite dimensional control space \( U_n \). The theoretical analysis of this empirical observation is beyond the scope of this
Fig. 5. Empirical estimate $\hat{E}[\tilde{\chi}_n(\bar{u}_{N,\alpha,n})]$ of $E[\tilde{\chi}_n(\bar{u}_{N,\alpha,n})]$ over the discretization parameter $n$ with $N = 256$ and $\alpha = 10^{-1}$ (left) and with $N = 256$ and $\alpha = 10^{-3}$ (right). Here, $\bar{u}_{N,\alpha,n}$ are SAA critical points of (7.4) computed with sample size $N$, regularization parameter $\alpha$, and discretization parameter $n$. The approximated criticality measure $\tilde{\chi}_n$ is defined in (7.2). For both plots, 48 independent realizations of the criticality measure $\tilde{\chi}_n(\bar{u}_{N,\alpha,n})$ are depicted. The convergence rates were computed using least squares.

8. Discussion. We established nonasymptotic sample size estimates for SAA critical points of risk-neutral semilinear PDE-constrained optimization, a class of infinite dimensional, nonconvex stochastic programs. To derive the sample size estimates, we constructed a compact subset of the feasible set containing all SAA critical points. Using covering numbers of Sobolev function classes, we derived nonasymptotic sample size estimates inspired by the analyses in [67, 70, 69]. The construction of the compact set exploits structure in PDE-constrained optimization problems. This structure has been used for other purposes in different ways, such as for establishing mesh-independence of semismooth Newton methods [31], developing smoothing steps within semismooth Newton methods [77], and deriving higher regularity of solutions to deterministic PDE-constrained optimization problems [11].

Risk-neutral semilinear PDE-constrained optimization is a subfield of infinite dimensional optimization with dynamical systems under uncertainty. Our approach to establishing sample size estimates may be applied to risk-neutral PDE-constrained optimization problems other than those considered here. Among other things, our derivations rely on the Lipschitz continuity properties of the reduced parameterized objective function’s gradient and covering numbers of a set containing all SAA critical points. These key properties may be verified for objective functions other than tracking-type functions (3.6) and parameterized operator equations other than the semilinear PDE (1.2).

Risk-averse PDE-constrained optimization [21, 41, 42] provides a more general approach to optimization of complex systems under uncertainty than risk-neutral optimization. For risk-averse semilinear PDE-constrained optimization using the average/conditional value-at-risk, our analysis when combined with considerations in [47, sect. 4.2] may be adapted to constructing a compact set containing all SAA critical points. While deriving sample size estimates for critical points is complicated by the risk-averse objective function’s nonsmoothness, establishing sample size estimates for optimal values and optimal solutions may be possible using uniform exponential tail bounds.

Using Theorem 5.1, the dependence on the dimension $d$ in the sample size es-
timates (6.2) and (6.4) could be improved to $d/2$ if there exists $R_{ad} > 0$ such that
\[
\nabla_u J(u, \xi) \in H^2(D) \quad \text{and} \quad \|\nabla_u J(u, \xi)\|_{H^2(D)} \leq R_{ad} \quad \text{for all} \quad (u, \xi) \in U_{ad} \times \Xi.
\]
However, the constant $R_{ad}'$ in (6.2) and in (6.4) must then be replaced by $R_{ad}$ which could be
significantly larger than $R_{ad}$. For a class of linear elliptic PDEs with random inputs,
$H^2(D)$-stability estimates are provided in [72]. These stability estimates could be
used to establish $\|\nabla_u J(u, \xi)\|_{H^2(D)} \leq R_{ad} \quad \text{for all} \quad (u, \xi) \in U_{ad} \times \Xi$; provided that
the parameterized elliptic operator $A$ satisfies additional assumptions.

Appendix A. Measurability of set inclusions. We establish a measurability statement of set inclusions which is used in section 6. This statement is essentially known. As introduced in section 2, $(\Theta, \mathcal{A}, \mu)$ is a complete probability space.

Lemma A.1. Let $X$ be a real, separable Banach space and let $\Gamma : \Theta \rightarrow X$ be a measurable set-valued mapping with closed, nonempty images. If $\Upsilon \subset X$ is nonempty and closed, then \{ $\theta \in \Theta$: $\Gamma(\theta) \subset \Upsilon$ \} is measurable.

Proof. Since $X \setminus \Upsilon$ is open and $\Gamma$ is measurable, \( \Gamma^{-1}(X \setminus \Upsilon) \) is measurable. Combined with \{ $\theta \in \Theta$: $\Gamma(\theta) \subset \Upsilon$ \} = $\Theta \setminus \Gamma^{-1}(X \setminus \Upsilon)$, we find that \{ $\theta \in \Theta$: $\Gamma(\theta) \subset \Upsilon$ \} is measurable. \( \Box \)

Appendix B. Sub-Gaussian-type bounds for maxima of random vectors.
We establish expectation and exponential tail bounds for pointwise maxima of sub-Gaussian-type Hilbert space-valued random vectors. The techniques used to derive these results are similar to those used to establish expectation and tail bounds for pointwise maxima of sub-Gaussian real-valued random variables. However, we use [62, Thm. 3] which provides expectation bounds for sums of independent, mean-zero Hilbert space-valued random vectors. The results established in this section are used in Appendix C to derive uniform expectation and exponential tail bounds.

Proposition B.1. Let $\tau > 0$, let $H$ be a real, separable Hilbert space and for each $k \in \{1, 2, \ldots, K\}$, let $W_{i,k} : \Theta \rightarrow H$ ($i = 1, 2, \ldots, N$) be independent, mean-zero random vectors with $E[\cosh(\lambda\|W_{i,k}\|_H)] \leq \exp(\lambda^2\tau^2/2)$ for all $\lambda \in \mathbb{R}$ and $i \in \{1, 2, \ldots, N\}$. We define $Z_k^{[N]} = (1/N) \sum_{i=1}^N W_{i,k}$. Then for each $\varepsilon \geq 0$,

\begin{align}
E[\max_{1 \leq k \leq K} \|Z_k^{[N]}\|_H] & \leq \sqrt{3/2}\tau(1/\sqrt{N})\sqrt{2\ln(2K)}, \\
\prob[\max_{1 \leq k \leq K} \|Z_k^{[N]}\|_H \geq \varepsilon] & \leq 2K \exp(-\tau^{-2}\varepsilon^2N/3).
\end{align}

The proof of Proposition B.1 is presented at the end of the section. Let $Z : \Theta \rightarrow \mathbb{R}$ be a random variable. We provide a motivation for the condition

\begin{equation}
E[\cosh(\lambda|Z|)] \leq \exp(\lambda^2\tau^2/2) \quad \text{for all} \quad \lambda \in \mathbb{R},
\end{equation}

where $\tau > 0$. A random variable $Z : \Theta \rightarrow \mathbb{R}$ is sub-Gaussian with parameter $\tau$ if $\tau \in [0, \infty)$ and $E[\exp(\lambda|Z|)] \leq \exp(\lambda^2\tau^2/2)$ for all $\lambda \in \mathbb{R}$ [10, p. 9]. Since $\cosh(x) = (e^{-x} + e^x)/2$ for all $x \in \mathbb{R}$, a sub-Gaussian random variable $Z$ with parameter $\tau > 0$ fulfills (B.3). If $H$ is a real, separable Hilbert space and $W : \Theta \rightarrow H$ is a nondegenerate, mean-zero Gaussian random vector, then (B.3) holds with $Z = \|W\|_H$ and $\tau = \sqrt{E[\|W\|_H^2]}$ [62, Rem. 4]. Suppose that there exists $\sigma > 0$ such that

\begin{equation}
E[\exp(|Z|^2/\sigma^2)] \leq e.
\end{equation}

This condition and its variants are used in the literature on stochastic programming [56, 69, 46] with $Z$ being the norm of a stochastic (sub)gradient, for example. Let us demonstrate that (B.3) and (B.4) are essentially equivalent.
**Lemma B.2.** Let $Z : \Theta \to \mathbb{R}$ be a random variable.

(a) If (B.3) holds with $\tau > 0$, then (B.4) holds with $\sigma = (2\tau^2/(1-e^{-2}))^{1/2}$.

(b) If (B.4) is satisfied with $\sigma > 0$, then (B.3) is fulfilled with $\tau = 2^{1/4}\sigma$.

(c) If $\tau > 0$ and $|Z| \leq \tau$ w.p. 1, then (B.3) is fulfilled.

**Proof.** (a) We adapt the proof of [10, Lem. 1.6 on p. 9]. We define $s = 1-e^{-2}$ and $\sigma^2 = 2\tau^2/s$. We have for all $z \in \mathbb{R}$ (cf. [10, p. 9]),

$$
\int_{\mathbb{R}} e^{\lambda^2 - (s-1)/4s} d\lambda = \frac{1}{\sqrt{2\pi s}} \text{ and } \int_{\mathbb{R}} \cosh(\lambda z) e^{\lambda^2 - (s-1)/4s} d\lambda = \frac{\sqrt{\pi s}}{\tau} e^{\sigma^2/\tau^2}.
$$

Multiplying (B.3) by $e^{-\lambda^2 - (s-1)/4s}$ yields $E[\cosh(\lambda|Z|) e^{-\lambda^2 - (s-1)/4s}] \leq e^{\lambda^2 - (s-1)/4s}$ for all $\lambda \in \mathbb{R}$. Integrating both sides over $\lambda \in \mathbb{R}$ and using Fubini’s theorem, we obtain

$$
\frac{\sqrt{2\pi s}}{\tau} E[e^{\lambda^2/\sigma^2}] \leq \frac{1}{\sqrt{2\pi s}} \text{. Hence, } E[e^{\lambda^2/\sigma^2}] \leq 1/(1-s)^{1/2} = e.
$$

(b) The proof is inspired by that of [69, Prop. 9.81]. Fix $\lambda \in \mathbb{R}$ with $\lambda^2 \sigma^2/2 \leq 1$. Using Jensen’s inequality and $\cosh(x) \leq \exp(x^2/2)$ for all $x \in \mathbb{R}$ [76, eq. (4.6.6)],

$$
E[\cosh(\lambda|Z|)] \leq E[\cosh(\lambda|Z|)] = E[\cosh(\lambda^2 \sigma^2/2)] \leq E[\cosh(\lambda^2 \sigma^2/2)] \leq e^{\lambda^2 \sigma^2/2}. \text{ Now let } \lambda \in \mathbb{R} \text{ with } \lambda^2 \sigma^2/2 \geq 1. \text{ Young’s inequality ensures } 2\lambda s \leq \lambda^2 \sigma^2/\sqrt{2} + \sqrt{2s^2/\sigma^2} \text{ for all } s \in \mathbb{R}. \text{ Combined with } \cosh(x) \leq \exp(x) \text{ being valid for all } x \geq 0, \text{ the symmetry of } \cosh, \sqrt{2} \lambda^2 \sigma^2/4 > \sqrt{2}/2, \text{ and } \text{Jensen’s inequality, we have }
$$

$$
E[\cosh(\lambda|Z|)] \leq e^{\lambda^2 \sigma^2/(2\sqrt{2}) \text{ E}[e^{\sqrt{2}|Z|^2/(2\sigma^2)}]} \leq e^{\lambda^2 \sigma^2/(2\sqrt{2}) + \sqrt{2}/2} < e^{\sqrt{2} \lambda^2 \sigma^2/2}.
$$

Putting together the pieces, we obtain the assertion.

(c) Since $\cosh(x) \leq \exp(x^2/2)$ for all $x \in \mathbb{R}$ [76, eq. (4.6.6)] and $\cosh$ is a symmetric function, we have $E[\cosh(\lambda|Z|)] \leq E[\cosh(\lambda x)] \leq \exp(\lambda^2 x^2/2)$ for all $\lambda \in \mathbb{R}$.

**Lemma B.3.** Let $\tau > 0$, let $H$ be a real, separable Hilbert space, and let $Z_i : \Theta \to H$ be independent, mean-zero random vectors such that $E[\cosh(\lambda||Z_i||_H)] \leq \exp(\lambda^2 \tau^2/2)$ for all $\lambda \in \mathbb{R}$ ($i = 1, 2, \ldots, N$). Then, for each $\lambda \in \mathbb{R}$,

$$
E[\cosh(\lambda||Z_1 + \cdots + Z_N||_H)] \leq \exp(3\lambda^2 \tau^2 N/4).
$$

**Lemma B.3** is established using **Theorem B.4**.

**Theorem B.4** (see [62, Thm. 3]). Let $H$ be a real, separable Hilbert space. If $Z_i : \Theta \to H$ ($i = 1, \ldots, N$) are independent, mean-zero random vectors, then

$$
E[\cosh(\lambda||Z_1 + \cdots + Z_N||_H)] \leq \prod_{i=1}^N E[\exp(\lambda||Z_i||_H)] - \lambda||Z_i||_H \text{ for all } \lambda \geq 0.
$$

**Proof of Lemma B.3.** Fix $\lambda \geq 0$. We have $\exp(s) - s \leq \cosh(\sqrt{3/2}s)$ for all $s \in \mathbb{R}$. Hence, $E[\exp(\lambda||Z_i||_H)] - \lambda||Z_i||_H \leq \exp(3\lambda^2 \tau^2/4)$. Combined with **Theorem B.4**, we find that $E[\cosh(\lambda||Z_1 + \cdots + Z_N||_H)] \leq \prod_{i=1}^N \exp(3\lambda^2 \tau^2/4) = \exp(3\lambda^2 \tau^2 N/4)$. Since $\cosh$ is symmetric, the estimate is valid for all $\lambda \in \mathbb{R}$.

**Lemma B.5** establishes an expectation and an exponential tail bound for pointwise maxima of sub-Gaussian random variables similar to those found, e.g., in [17, Prop. 7.29] and [9, sect. 2.5], but we express sub-Gaussianity via (B.3).
Lemma B.5. Let $\sigma > 0$. Suppose that $Z_k : \Theta \to \mathbb{R}$ are random variables with
$E[\cosh(\lambda Z_k)] \leq \exp(\lambda^2 \sigma^2 / 2)$ for all $\lambda \in \mathbb{R}$ and $k = 1, 2, \ldots, K$. Then for all $\varepsilon > 0$,

$$E[\max_{1 \leq k \leq K} |Z_k|] \leq \sigma \sqrt{2 \ln(2K)} \quad \text{and} \quad \Pr(\max_{1 \leq k \leq K} |Z_k| \geq \varepsilon) \leq 2K e^{-\varepsilon^2/(2\sigma^2)}.$$

Proof. The proof of the expectation bound uses standard derivations based on “smoothing” of the pointwise maximum. We have $\exp \leq 2 \cosh$. For $\lambda > 0$, we have

$$E[\max_{1 \leq k \leq K} |Z_k|] \leq (1/\lambda) \ln \left( \sum_{k=1}^{K} E[\exp(\lambda Z_k)] \right) \leq (1/\lambda) \ln \left( \sum_{k=1}^{K} 2E[\cosh(\lambda Z_k)] \right) \leq (1/\lambda) \ln \left( 2K \exp(\lambda^2 \sigma^2 / 2) \right) = (1/\lambda) \ln(2K) + \lambda^2 \sigma^2 / 2.$$

Choosing $\lambda = \sqrt{2 \ln(2K)/\sigma}$ yields the expectation bound.

The union bound and Markov’s inequality ensure for all $\lambda > 0$,

$$\Pr(\max_{1 \leq k \leq K} |Z_k| \geq \varepsilon) \leq \sum_{k=1}^{K} \Pr(|Z_k| \geq \varepsilon) \leq e^{-\lambda \varepsilon} \sum_{k=1}^{K} E[\exp(\lambda Z_k)] \leq 2e^{-\lambda \varepsilon} \sum_{k=1}^{K} E[\cosh(\lambda Z_k)] \leq 2K e^{-\lambda \varepsilon} e^{\lambda^2 \sigma^2 / 2} = 2K e^{-\lambda \varepsilon + \lambda^2 \sigma^2 / 2}.$$

Minimizing the right-hand side over $\lambda > 0$ yields the tail bound. \hfill \qed

Proof of Proposition B.1. We prove (B.1) and (B.2) using Lemmas B.3 and B.5. Fix $\lambda > 0$. Lemma B.3 and $E[\cos(\lambda \|W_i,k\|_H)] \leq \exp(\lambda^2 \tau^2 / 2)$ imply

$$E[\cos(\lambda \|Z_k^N\|_H)] \leq \exp(3\lambda^2 \tau^2 / (4N)).$$

Defining $\sigma = \tau \sqrt{3/2} / \sqrt{N}$, we have $\exp(3\lambda^2 \tau^2 / (4N)) = \exp(\lambda^2 \sigma^2 / 2)$. Now we apply Lemma B.5 to the random variables $\|Z_k^N\|_H$, yielding (B.1) and (B.2). \hfill \qed

Appendix C. Uniform exponential tail bounds for SAA normal maps.

We derive uniform expectation and exponential tail bounds for an SAA normal map in Hilbert spaces. The derivation of the tail bounds is inspired by those in [69, Thms. 9.84 and 9.86] for real-valued functions. The uniform exponential tail bounds are used in section 6 to derive nonasymptotic sample size estimates.

Throughout the section, $\xi, \Xi, \xi^1, \xi^2, \ldots$ and $(\Omega, F, P)$ are as in sections 1 and 3. Let $H$ be a real, separable Hilbert space and let $\varphi : H \to (-\infty, \infty]$ be proper, convex and lower semicontinuous. We define $H_{ad} = \{ u \in H : \varphi(u) < \infty \}$. Let $G : H_{ad} \times \Xi \to H$ be a function. We define $\tilde{G}_N : H_{ad} \to H$ by $\tilde{G}_N(u) = (1/N) \sum_{i=1}^{N} G(u, \xi^i)$. Let $\alpha > 0$. We further define $\Phi, \Phi_N : H \to H$ by

$$\Phi(v) = E[G(\text{prox}_{\varphi/\alpha}(v), \xi)] \quad \text{and} \quad \Phi_N(v) = \tilde{G}_N(\text{prox}_{\varphi/\alpha}(v)).$$

Since $\xi^1, \xi^2, \ldots$ are defined on $\Omega$, we can view $\Phi_N$ as a function on $H \times \Omega$. The mappings $v \mapsto \Phi(v) + \alpha v$ and $v \mapsto \Phi_N(v) + \alpha v$ define normal maps [63]. When establishing the uniform tail bounds in Proposition C.3, we only rely on properties of their difference, that is, on characteristics of $\Phi - \Phi_N$. The following assumptions are inspired by those used in [69, sect. 9.2.11]. A random variable $Z : \Theta \to \mathbb{R}$ is sub-exponential with parameters $(\tau, \Lambda)$ if $\tau \in [0, \infty)$, $\Lambda \in (0, \infty]$ and $E[\exp(\lambda Z)] \leq \exp(\lambda^2 \tau^2 / 2)$ for all $\lambda \in (-\Lambda, \Lambda)$ [10, p. 19].
Assumption C.1 (Uniform exponential tail bounds: Problem data).
(a) The mapping $G : H_{\text{ad}} \times \Xi \to H$ is a Carathéodory function, and $G(u, \xi)$ is Bochner integrable for each $u \in H_{\text{ad}}$.
(b) For an integrable random variable $M : \Xi \to (0, \infty)$,
$$
\|G(u_2, \xi) - G(u_1, \xi)\|_H \leq M(\xi)\|u_2 - u_1\|_H \quad \text{for all} \quad u_2, u_1 \in H_{\text{ad}}, \ \xi \in \Xi.
$$
(c) The random variable $M(\xi) - \mathbb{E}[M(\xi)]$ is sub-exponential with parameters $(\tau_M, \Lambda_M)$.
(d) There exists $\tau_G > 0$ such that, for each $u \in H_{\text{ad}}$,
$$
\mathbb{E}[\cosh(\lambda\|G(u, \xi) - \mathbb{E}[G(u, \xi)]\|_H)] \leq \exp(\lambda^2\tau_G^2/2) \quad \text{for all} \quad \lambda \in \mathbb{R}.
$$
(e) The $\nu$-covering number of the nonempty, closed set $V_{\text{ad}} \subset H_{\text{ad}}$ is finite for all $\nu > 0$.

Assumption C.1 (e) ensures that $V_{\text{ad}}$ is compact, as it is closed and totally bounded [44, Lem. 8.2-2]. We define $M_N = (1/N) \sum_{i=1}^N M(\xi^i)$.

Lemma C.2. If Assumptions C.1 (a) and C.1 (b) hold, then $\Phi$ and $\hat{\Phi}_N$ are Lipschitz continuous with Lipschitz constants $\mathbb{E}[M(\xi)]$ and $M_N$, respectively. Moreover, $
\sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H$ is measurable on $\Omega$.

Proof. For each $u \in H_{\text{ad}}$, $\mathbb{E}[G(u, \xi)]$ is well-defined. Hence, Assumption C.1 (b) ensures that $\mathbb{E}[G(v, \xi)]$ is Lipschitz continuous on $H_{\text{ad}}$ with Lipschitz constant $\mathbb{E}[M(\xi)]$. Since $\text{prox}_{\varphi/\alpha}$ is firmly nonexpansive and $\text{prox}_{\varphi/\alpha}(H) \subset H_{\text{ad}}$, $\Phi$ is Lipschitz continuous with Lipschitz constant $\mathbb{E}[M(\xi)]$. Similarly, we obtain that $\hat{\Phi}_N$ is Lipschitz continuous with Lipschitz constant $M_N$. Combined with the fact that $G$ is a Carathéodory mapping on $H_{\text{ad}} \times \Xi$ and that $\xi^i : \Omega \to \Xi (i = 1, 2, \ldots)$ are random elements, we find that $\|\hat{\Phi}_N(\cdot) - \Phi(\cdot)\|_H$ is a Carathéodory map on $H_{\text{ad}} \times \Omega$. Since $V_{\text{ad}} \subset H_{\text{ad}}$ is nonempty and closed, $\sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H$ is measurable [29, Lem. 2.1].

Proposition C.3. Let Assumption C.1 hold. Then $\Phi$ is Lipschitz continuous with Lipschitz constant $L = \mathbb{E}[M(\xi)]$ and for all $\nu > 0$,
$$
\mathbb{E}[\sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H] \leq 2L\nu + \frac{\sqrt{\lambda_M}}{\sqrt{N}} \ln(2N(\nu; V_{\text{ad}}; \|\cdot\|_H)).
$$

Define $\ell = L^2/(2\tau_M^2)$ if $L \leq \lambda_M^{1/2}$ and $\ell = \Lambda_M L/2$ otherwise. Then for all $\varepsilon > 0$,
$$
\operatorname{Prob}(\sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H \geq \varepsilon) \leq e^{-N\ell} + 2N(\varepsilon/(4L); V_{\text{ad}}; \|\cdot\|_H)e^{-N\varepsilon^2/(48\tau_M^2)}.
$$

If furthermore $M(\xi) \leq L$ for all $\xi \in \Xi$, then for all $\varepsilon > 0$,
$$
\operatorname{Prob}(\sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H \geq \varepsilon) \leq 2N(\varepsilon/(4L); V_{\text{ad}}; \|\cdot\|_H)e^{-N\varepsilon^2/(48\tau_M^2)}.
$$

Before establishing Proposition C.3, we illustrate how it is used in section 6 to derive nonasymptotic sample size estimates.

Remark C.4. Let the hypotheses of Proposition C.3 hold. Suppose that w.p. 1 for each $N \in \mathbb{N}$, \{ $v \in H : \Phi_N(v) + \alpha v = 0$ \} is contained in $V_{\text{ad}}$. Let $N \in \mathbb{N}$ and let $v_N \in H$ be a measurable selection of \{ $v \in H : \Phi_N(v) + \alpha v = 0$ \}. Then w.p. 1,
$$
\|\alpha v_N + \Phi(v_N)\|_H \leq \|\hat{\Phi}_N(v_N) - \Phi(v_N)\|_H + \|\hat{\Phi}_N(v_N) + \alpha v_N\|_H
\leq \sup_{v \in V_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H.
$$

The term on the right-hand side can be estimated using Proposition C.3.
We establish Proposition C.3 using Lemma C.5, which is a direct consequence of [10, Thm. 5.1 on p. 26].

**Lemma C.5.** Let $W$ be an integrable, nonnegative random variable. Suppose that $W - \mathbb{E}[W]$ is sub-exponential with parameters $(\tau, \Lambda)$. We define $L = \mathbb{E}[W]$. Let $\ell = L^2/(2\tau^2)$ if $L \leq \Lambda \tau^2$ and $\ell = \Lambda L/2$ otherwise. If $W_1, W_2, \ldots$ are independent and each $W_i : \Theta \to \mathbb{R}$ has the same distribution as $W$, then for all $N \in \mathbb{N}$, $\text{Prob}((1/N) \sum_{i=1}^N W_i \geq 2L) \leq \exp(-N\ell)$.

**Proof.** Since $W_i - \mathbb{E}[W]$ are independent and sub-exponential with parameters $(\tau, \Lambda)$, we have (see [10, Thm. 5.1 on p. 26]),

$$\text{Prob}(1/N \sum_{i=1}^N W_i - \mathbb{E}[W] \geq \varepsilon) \leq \begin{cases} \exp(-N\varepsilon^2/(2\tau^2)) & \text{if } 0 < \varepsilon \leq \Lambda \tau^2, \\ \exp(-N\Lambda \varepsilon/2) & \text{if } \varepsilon > \Lambda \tau^2. \end{cases}$$

Choosing $\varepsilon = \mathbb{E}[W]$ and using the definition of $\ell$, we obtain the assertion. \(\square\)

**Proof of Proposition C.3.** The proof is inspired by those of [69, Thms. 9.84 and 9.86]. The Lipschitz property of $\Phi$ is provided by Lemma C.2. Fix $\nu > 0$. We define $K = \mathcal{N}(\nu; \mathcal{V}_{\text{ad}}, \|\cdot\|_H) < \infty$. By assumption, there exist $v_1, \ldots, v_K \in H$ such that for each $v \in \mathcal{V}_{\text{ad}}$, we have $\|v - v_k\|_H \leq \nu$, where $k(v) = \arg \min_{1 \leq k \leq K} \|v - v_k\|_H$. Furthermore, $G(u, \xi) - \mathbb{E}[G(u, \xi)]$ has zero mean for each $u \in \mathcal{H}_{\text{ad}}$. Using Lemma C.2, we find that

$$\|\hat{\Phi}_N(v) - \Phi(v)\|_H \leq \hat{\Phi}_N(v) - \Phi_k(v)\|_H + \|\hat{\Phi}_N(v_k) - \Phi(v_k)\|_H$$

$$\leq \hat{M}_N\|v - v_k\|_H + \|\hat{\Phi}_N(v_k) - \Phi(v_k)\|_H + L\|v - v_k\|_H$$

$$\leq \hat{M}_N\nu + \|\hat{\Phi}_N(v_k) - \Phi(v_k)\|_H + L\nu.$$

Defining $u_k = \text{prox}_{\frac{\nu}{\alpha}}(v_k)$, we obtain $u_k \in \mathcal{H}_{\text{ad}}$ and

$$\sup_{v \in \mathcal{V}_{\text{ad}}} \|\hat{\Phi}_N(v) - \Phi(v)\|_H \leq \hat{M}_N\nu + \max_{1 \leq k \leq K} \|\hat{G}_N(u_k) - \mathbb{E}[G(u_k, \xi)]\|_H + L\nu.$$

Taking expectations, using $\mathbb{E}[\hat{M}_N] = L$ and utilizing Proposition B.1, we obtain (C.2).

We fix $\varepsilon > 0$ and choose $\nu = \varepsilon/(4L)$ as in [69, p. 471]. Proposition B.1 ensures

$$\text{Prob}(\max_{1 \leq k \leq K} \|\hat{G}_N(u_k) - \mathbb{E}[G(u_k, \xi)]\|_H \geq \varepsilon/4) \leq 2K e^{-N\varepsilon^2/(48\Lambda^2)}.$$

Lemma C.5 yields $\text{Prob}(\hat{M}_N \geq 2L) \leq \exp(-N\ell)$. If $\hat{M}_N < 2L$, then $(\hat{M}_N + L)\nu < 3L\nu$. Now the union bound implies the first tail bound. If $M(\xi) \leq L$, then $\text{Prob}(\hat{M}_N \geq 2L) = 0$ and we obtain (C.3). \(\square\)
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