Improving the Performance of Multivariate Bernoulli Model based Documents Clustering Algorithms using Transformation Techniques
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Abstract: Problem statement: Document clustering is the most important areas of data mining since they are very much and currently the subject of significant global research since such areas strengthen the enterprises of web intelligence, web mining, web search engine design and so forth. Generative models based on the multivariate Bernoulli and multinomial distributions have been widely used for text classification. Approach: This study explores the suitability of multivariate Bernoulli model based probabilistic algorithm for text clustering application. In a multivariate Bernoulli model, a document is represented as a binary vector over the space of words with 0 and 1, indicating that whether word occurs or not in the document. The number of occurrences is not considered. So the word frequency information is lost due to this nature of implementation. In this work, we propose a FFT based transformation technique for improving clustering performance of multivariate Bernoulli model based probabilistic algorithm. We are using the transformation technique to transform the actual term frequency count data in to a time domain signal. So, the weight of frequency of each word will be distributed throughout each row of records. Now if we apply multivariate Bernoulli model on values less than zero and greater than zero, the performance will get increased since there is no information loss in this kind of data representation. Results: In this work, Bernoulli model-based clustering and an improved version of the same will be implemented and evaluated using suitable metrics and the results are shown. Conclusion: The transformation technique in multivariate Bernoulli model improves the performance of document clustering significantly.
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INTRODUCTION

Clustering: Clustering is the process of grouping a set of physical or abstract objects into classes of similar objects. A cluster is a collection of data objects that are similar to one another with the same cluster and are dissimilar to the objects in other clusters. A cluster of data objects can be treated collectively as one group in many applications (Han et al., 2011). Clustering is a form of learning by observation rather than learning by examples. Cluster analysis is an important human activity in which we indulge since childhood when we learn to distinguish between animals and plants by continuously improving subconscious clustering schemes. It is widely used in numerous applications, including pattern recognition, data analysis, image processing and market research. Clustering is a very important application area but widely interdisciplinary in nature, that makes it very difficult to define its scope. It is used in several research communities to describe methods for grouping of unlabeled data, now, these communities have different terminologies and assumptions for the components of the clustering process and the contexts in which clustering is used (Velmurugan et al., 2010; Jain et al., 1999). Cluster analysis has been studied extensively for years, focusing mainly on distance-based cluster analysis. Many clustering tools were made based on k-means, k-medoids and some of the methods were incorporated in many statistical analysis software packages (Han et al., 2011).

Clustering steps: Preprocessing and feature selection: Most clustering models assume that all data items are represented by n-dimensional feature vectors. This first step therefore
involves choosing appropriate features and doing appropriate preprocessing and feature extraction on data items to measure the values of the chosen feature set. It will often be desirable to choose a subset of all the features available, to reduce the dimensionality of the problem space. This step often requires a good deal of domain knowledge and data analysis (Suguna et al., 2011, Rao, 2003).

**Similarity measure:** This is a function, which takes two sets of data items as input and returns as output a similarity measure between them. Item-item versions include the weighted lpq norm (and its fuzzy version), the inner product, Hamming distance, Mahalanobis distance and edit distance. Item-set versions use any item-item version as subroutines and include max/min/average distance; another approach looks at the distance from the item to the distance to the cluster representative of the set, where point representatives are chosen as the mean vector/mean center/median center of the set and hyperplane or hyperspherical representatives of the set can also be used. Set-set versions include max/min average distance, as well as item-item versions applied to the two set representatives (Geetha and Kannan, 2007, Adderly, 2002; Jindal, 2006).

**Clustering algorithm:** Clustering algorithms are general schemes which use particular similarity measures as subroutines. The particular choice of clustering algorithms depends on the desired properties of the final clustering, e.g. what are the relative importance of compactness, parsimony and inclusiveness? Other considerations include the usual time and space complexity (Suguna et al., 2011, Rao, 2003).

**Result validation:** Do the results make sense? If not, we may want to iterate back to some prior stage. It may also be useful to do a test of clustering tendency, to try to guess if clusters are present at all; note that any clustering algorithm will produce some clusters regardless of whether or not natural clusters exist.

**Result interpretation and application:** Typical applications of clustering include data compression (via representing data samples by their cluster representative), hypothesis generation (looking for patterns in the clustering of data), hypothesis testing (e.g. verifying feature correlation or other data properties through a high degree of cluster formation) and prediction (once clusters have been formed from data and characterized, new data items can be classified by the characteristics of the cluster to which they would belong) (Suguna et al., 2011, Rao, 2003).

**Document clustering:** The document clustering is the core topic in the information retrieval field. It uses unsupervised algorithms to cluster a large amount web page into several groups. Let's take an example to illustrate why document clustering is necessary. Everyone has experienced Google search for information from Internet. In response to a query of a web client, Google will send back tons of web pages. Although they are listed by the order of its importance, users still sometimes have to browse hundreds of web page to find what they want. If we can group the pages into groups, users can skip the group they are not interested in. They will not have to browse too many pages before reaching their targets. This will help users to do their queries efficiently. However the problem is How to group pages? The answer is using document clustering.

Key requirements for document clustering are:

- How to present a document in the mathematical model
- Different kinds of document cluster algorithms
- Some refinements to the clustering algorithm
- How to choose an appropriate topic to present the clusters
- How to evaluate the algorithms and resulting clusters
- Evaluate and compare different algorithms
- A real world document clustering application

Document clustering has become an increasingly important technique for unsupervised document organization, automatic topic extraction and fast information retrieval or filtering [Performance].

In many emerging data mining applications, one needs to cluster complex data such as very high-dimensional sparse text documents and continuous or discrete time sequences. Probabilistic model-based clustering techniques have shown promising results in many such applications. For real-valued low-dimensional vector data, Gaussian models have been frequently used. For very high-dimensional vector and non-vector data, model-based clustering is a natural choice when it is difficult to extract good features or identify an appropriate measure of similarity between pairs of data objects (Suguna et al., 2011, Zhong, 2003).

**The vector space model and document clustering:** Generally in document clustering algorithms,
documents are represented using the vector-space model. In this model, each document, \( d \), is considered to be a vector, \( \mathbf{d} \), in the term-space (set of document “words”). In its simplest form, each document is represented by the Term Frequency (TF) vector:

\[
d_{tf} = (tf_1, tf_2, \ldots, tf_n)
\]

where, \( tf_i \) is the frequency of the \( i^{th} \) term in the document (Hyma et al., 2010).

**Problem definition:** The database of document is represented as term document matrix in which each column will represent a word in one or more documents and each row will represent a text document. Each number in a row will represent the number of counts of different words in that document. So practically, in a typical Term Matrix, there will be lot of zeros that will represent the absence of a word in a document. Further, there will be huge values representing frequent assurance of some particular words in most of the documents. So the magnitudes of these individual values will be scattered between zeros to a very large number.

So even though this is a multidimensional numerical data set, any typical clustering algorithm will not create meaningful clusters out of them because of the waste differences in word counts. The distance metrics generally used for finding distance between record sets in a clustering algorithm will fail to find exact distance between these document vectors.

In an earlier multivariate Bernoulli model (Sumathi et al., 2010, Zhong and Ghosh, 2003), a document is represented as a binary vector over the space of words. The dimension of a document vector is denoted by either 0 or 1, indicating whether word \( w_i \) occurs or not in the document. Even though their model proposed better results than classical distance based approaches like normal k-means algorithm, still there was some performance lack due to the binary form of representation of data. In this representation, the number of occurrences is not considered, so the word frequency information is lost.

In some of the other earlier implementations of the algorithms namely, Multinomial model-based clustering, von Mises-Fisher model-based clustering, they did not used the actual frequency counts in the calculations.

So in our implementation we will do little changes in that algorithm and will use the transformed virtual time domain representation of document data instead of actual data.

**The solution strategy:** To make the distance metric to work better on document data, we are going to convert the two dimensional term frequency data in to a time domain signal. For that, we propose a method to handle this situation using Fourier Transformation Technique (FTT). By assuming the two dimensional term frequency matrix data as a transformed data, inverse Fourier transformation is applied to get a hypothetical original data.

That is, the actual data is considered as a frequency domain representation of the documents and the time domain signals are derived from that using inverse Fourier transformation.

This study explores the suitability of multivariate Bernoulli model based probabilistic algorithm for text clustering application. In a multivariate Bernoulli model, a document is represented as a binary vector over the space of words with 0 and 1, indicating whether word occurs or not in the document. The number of occurrences is not considered. So the word frequency information is lost due to this nature of implementation.

We are using this transformation technique to transform the actual term frequency count data into a time domain signal. So, the weight of frequency/word count of each word will be distributed throughout all columns of each row of records. Now if we apply multivariate Bernoulli model probability calculations on values less than zero and greater than zero, the performance will get increased since there is no information loss in this kind of data representation.

**Evaluating the quality of the cluster results:** Validating clustering algorithms and comparing performance of different algorithms is complex because it is difficult to find an objective measure of quality of clusters. In order to compare results against external criteria, a measure of agreement is needed. Since we assume that each record is assigned to only one class in the external criterion and to only one cluster, measures of agreement between two partitions can be used (Dalton et al., 2009).

Purity is a simple and transparent evaluation measure. Normalized mutual information can be information-theoretically interpreted. The Rand index penalizes both false positive and false negative decisions during clustering (Dalton et al., 2009).

**Purity measure:** To compute purity, each cluster is assigned to the class which is most frequent in the cluster and then the accuracy of this assignment is measured by counting the number of correctly assigned documents and dividing by N Formally:
Purity($\Omega$, $C$) $\leq \frac{1}{N} \sum_{k=1}^{\max \left| \omega_k \cap c_j \right|} \Omega = \omega \cap \sum$

Where:
$\Omega = \{\omega_1, \omega_2, \ldots, \omega_k\} = \text{The set of clusters}$

$C = \{c_1, c_2, \ldots, c_J\} = \text{The set of classes}$

We interpret $\omega_k$ as the set of documents in $\omega_k$ and $c_j$ as the set of documents in $c_j$ the above Equation.

High purity is easy to achieve when the number of clusters is large; in particular, purity is 1 if each document gets its own cluster. Thus, we cannot use purity to trade off the quality of the clustering against the number of clusters.

**Mutual information measure:** The mutual information $I(X; Y)$ between a random variable $X$, governing the cluster labels and a random variable $Y$, governing the class labels, is a superior measure than purity or entropy (Sumathi et al., 2010, Zhong and Ghosh, 2003). Moreover, by normalizing this measure to lie in the range [0, 1]; it becomes quite impartial to $k$. There are several choices for normalization based on the entropies $H(X)$ and $H(Y)$. We shall follow the definition of Normalized Mutual Information (NMI) using geometrical mean, $\text{NMI} = \frac{I(X; Y)}{\sqrt{H(X)H(Y)}}$ as given in (Sumathi et al., 2010, Zhong and Ghosh, 2003). In practice, we use a sample estimate:

$$\text{NMI} = \frac{\sum_{i,j} n_{ij} \log \left( \frac{n_{ij} n}{n_i n_j} \right)}{\sqrt{\sum_i n_i \log \frac{n_i}{n} \left( \sum_j n_j \log \frac{n_j}{n} \right)}}$$

where, $n_h$ is the number of data samples in class $h$, $n_l$ the number of samples in cluster $l$ and $n_{hl}; l$.

The number of samples in class $h$ as well as in cluster $l$. The NMI value is 1 when clustering results perfectly match the external category labels and close to 0 for a random partitioning.

**Rand index:** The Rand index or Rand measure is a commonly used technique for measure of such similarity between two data clusters.

Given a set of $n$ objects $S = \{O1... On\}$ and two data clusters of $S$ which we want to compare: $X = \{x1... xR\}$ and $Y = \{y1... yS\}$ where the different partitions of $X$ and $Y$ are disjoint and their union is equal to $S$; we can compute the following values (Dalton et al., 2009):

- $a$ is the number of elements in $S$ that are in the same partition in $X$ and in the same partition in $Y$
- $b$ is the number of elements in $S$ that are not in the same partition in $X$ and not in the same partition in $Y$
- $c$ is the number of elements in $S$ that are in the same partition in $X$ and not in the same partition in $Y$
- $d$ is the number of elements in $S$ that are not in the same partition in $X$ but are in the same partition in $Y$

Intuitively, one can think of $a + b$ as the number of agreements between $X$ and $Y$ and $c + d$ the number of disagreements between $X$ and $Y$. The rand index, $R$, then becomes:

$$R = \frac{a + b}{a + b + c + d} = \frac{a + b}{\binom{n}{2}}$$

The rand index has a value between 0 and 1 with 0 indicating that the two data clusters do not agree on any pair of points and 1 indicating that the data clusters are exactly the same.

**Probabilistic model based document clustering:** The traditional vector space representation is used for text a document, i.e., each document is represented as a high dimensional vector of “word” counts in the document. The dimensionality equals the number of words in the vocabulary used.

In k-means, we attempt to find $k$ centroids that are good representatives. We can view the set of $k$ centroids as a model that generates the data. Generating a document in this model consists of first picking a centroid at random and then adding some noise. Model-based clustering assumes that the data were generated by a model and tries to recover the original model from the data. The model that we recover from the data then defines clusters and an assignment of documents to clusters.

The model can be adapted to what we know about the underlying distribution of the data, be it Bernoulli, Gaussian with non-spherical variance (another model that is important in document clustering) or a member of a different family.

**Model-based k-means:** The model-based k-means (mk-means) algorithm is a generalization of the standard k-means algorithm, with the cluster centroid vectors being replaced by probabilistic model. Let $X = \{x_1, \ldots, x_N\}$ be the set of data object and $^\lambda = \{\lambda_1, \ldots, \lambda_k\}$ the set cluster models. A commonly used criterion for
estimating the model parameters is maximum likelihood. The mk-means algorithm locally maximizes the log-likelihood objective function:

$$\log P(X | \lambda) = \sum_{x \in X} \log p(x | \lambda, y(x))$$

where, \(y(x) = \arg \max_y \log p(x | \lambda, y)\) is the cluster identity of object \(x\).

So a generic model based algorithm will have following steps:

- Initialize the cluster identity vector
- Model re-estimation step
- Sample re-assignment step
- Convergence Check and repeat from 2 or stop

**Multivariate Bernoulli model:** In a multivariate Bernoulli model (Geetha and Kannan, 2007; Zhong and Ghosh, 2003), a document is represented as a binary vector over the space of words. The \(l\)-th dimension of a document vector \(x\) is denoted by \(x(l)\) and is either 0 or 1, indicating whether word \(w_l\) occurs or not in the document. The number of occurrences is not considered, i.e., the word frequency information is lost.

With naïve Bayes assumption, the probability of a document \(x\) in cluster \(y\) is:

$$P(x | \lambda) = \prod_{l=1}^{m} P_y(w_l)^x(l)(1 - P_y(w_l))_{1-x(l)}$$

where, \(\lambda_y = \{P_y(w_l)\}\), \(P_y(w_l)\) is the probability of word \(w_l\) being present in cluster \(y\) and \((1 - P_y(w_l))\) the probability of word \(w_l\) not being present in cluster \(y\). To avoid zero probabilities when estimating \(P_y(w_l)\), one can employ the solution as (Geetha and Kannan, 2007; Zhong and Ghosh, 2003):

$$P_y(w_l) = \frac{1 + \sum_x P(y | x, \lambda)x(l)}{2 + \sum_x P(y | x, \lambda)}$$

where, \(P(y | x, \lambda)\) is the posterior probability of cluster \(y\).

In the above model, the data is reduced to binary form in probability calculations. If a particular word is not found in a document, then it is represented as 0. On the other hand, if it is present then it is represented as 1 irrespective of the number of occurrences of the word in that document. This will lead to inaccuracy in calculations. To avoid this, first we are transforming the data using Fourier transformation.

**MATERIALS AND METHODS**

The Fourier Transform is based on the discovery that it is possible to take any periodic function of time \(x(t)\) and resolve it into an equivalent infinite summation of sine waves and cosine waves with frequencies that start at 0 and increase in integer multiples of a base frequency \(f_0 = 1/T\), where \(T\) is the period of \(x(t)\) (Duhamel and Vetterli, 1990). Here is what the expansion looks like:

$$x(t) = a_0 + \sum_{k=1}^{\infty} (a_k \cos(2\pi k f_0 t) + b_k \sin(2\pi k f_0 t))$$

An expression of the form of the right hand side of this equation is called a Fourier series. Fast Fourier Transformation (FFT) is an algorithm to compute the Discrete Fourier Transform (DFT) even with computers with limited computing power.

Take one document in the dataset. Let the document vector \(V = \{f_1, f_2, f_2, \ldots, F_n\}\) represents that one document in the database. Where \(f_1, f_2, f_2, \ldots, F_n\) are the \(n\) word counts/frequencies representing that document. If we consider this as a frequency domain representation of that document (in signal processing we will get this kind of frequency domain data if we transform the time domain signal) then we can apply inverse Fourier transform to estimate the imaginary time domain representation of that document.

So the function FFT \((V)\) will give a time domain signal where all the weights of any frequency/word count. Generally FFT calculation will result both imaginary part as well as real part. We can only consider real part of the output for our clustering calculations.

For example, if the first histogram in the following Fig. 1 graphically represents the word counts (magnitude in \(y\) axis) of 130 words (\(x\)-axis) in a document, then the inverse Fourier transformation of that frequency domain signal will give the second signal which will be the indirect time domain representation of the document (here we can represent time as imaginary locations of words in the document) starting from 1 to 200-200 word locations/word in that document).

**Fig. 1:** The frequency domain and time domain representation of the document
If we observe the time domain signal, the distribution of amplitude is almost even-so any distance calculation function will give better result.

Further in Bernoulli model, during calculating the log-likelihood, the < 0 values and the values between 0 and 1 will be handled separately. But, if we use FFT transformed data, then there will be chance of getting high negative values as well as high positive values. So in the proposed method, during calculating the log-likelihood, the < 0 values and the values > 0 or >1 may be handled separately.

RESULTS

To evaluate the algorithms, a suitable and standard data set is needed. We decided to use some of the same datasets which were originally used in a previous reference work (Perumal and Nedunchezian, 2011; Zhong and Ghosh, 2003). The datasets were originally from TREC collections (http://trec.nist.gov). Datasets tr11, tr23, tr41 and tr45 were originally derived from TREC-5, TREC-6 and TREC-7 collections. (NIST Text RETrieval Conferences-TREC). We used TMG format of these datasets which is available in several internet resources.

Accuracy of clustering with different datasets: Upon using FFT the values obtained are tabulated with respect to Normal Bernoulli model and improved Bernoulli model in terms of Rand Index as a metric, from Table 1 it can be observed that upon computing the average for both the models, the proposed improved Bernoulli model gives a better result in comparison to the normal Bernoulli model.

DISCUSSION

The tabulated values of Table 1 are represented as bar chart in Fig. 2. The x-axis consist of the datasets: Tr11, Tr12, Tr23, Tr31 and Tr41 and the y-axis as a Rand Index value. The normal Bernoulli model and improved Bernoulli model for each data set can be inferred in this chart and it clearly shows that for all the dataset values taken, improved Bernoulli model provides better results.

Upon using FFT the values obtained are tabulated with respect to Normal Bernoulli model and improved Bernoulli model in terms of Mutual information measure as a metric, from Table 2 it can be observed that upon computing the average for both the models, the proposed improved Bernoulli model gives a better result in comparison to the normal Bernoulli model.

The following Fig. 3 shows results based on Table 2. It clearly shows that improved Bernoulli model gives better results than normal Bernoulli model.
the performance of this work is better. In comparing the performance of the two versions of the algorithms in terms of Mutual Information Measure, Purity Measure and Rand Index, the performance of the modified version of algorithm was very much better than the normal Multivariate Bernoulli Model based clustering. Further all the three metrics clearly signified the difference in performance.

It is also found that if binary representation is used to represent document as vectors in a Term-Document Matrix then there is a large difference in magnitude of individual attributes of data. To overcome these drawbacks, FFT based data transformation technique with changes in Bernoulli model has been proposed to achieve better accuracy in clustering. Future works may be extended to find efficient computation methods to minimize the time complexity involved in large datasets.
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