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Abstract
We develop a framework for obtaining linear programming bounds for spherical codes whose inner products belong to a prescribed subinterval \([\ell, s]\) of \([-1, 1]\). An intricate relationship between Levenshtein-type upper bounds on cardinality of codes with inner products in \([\ell, s]\) and lower bounds on the potential energy (for absolutely monotone interactions) for codes with inner products in \([\ell, 1]\) (when the cardinality of the code is kept fixed) is revealed and explained. Thereby, we obtain a new extension of Levenshtein bounds for such codes. The universality of our bounds is exhibited by a unified derivation and their validity for a wide range of codes and potential functions.
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1 Introduction

In the seminal paper of Cohn and Kumar [6], many classical maximal spherical codes with applications to communications, such as the Korkin–Zolotarev kissing number configuration on \(S^7\), the Leech lattice configuration in 24 dimensions, the 600-cell, etc., were shown to be universally optimal in the sense that they have minimal potential energy for a large class of potential interactions. The notion of universal optimality was further developed for Hamming spaces in [8].

As important as these particular configurations are, it is of significant interest to study bounds for codes of general cardinality. The theory of universal bounds for codes and designs in polynomial metric spaces was laid out by Levenshtein in [15]. The interplay between Levenshtein’s framework and universal lower bounds (ULB) on potential energy of codes...
was established recently by the authors for Euclidean spaces in [3] and for Hamming spaces in [4] (see also [2]). In this paper we further that interplay to codes with inner products in a prescribed subinterval $[\ell, s]$ of $[-1, 1]$ and as a result derive an extension of Levenshtein’s framework to this setting.

Let $\mathbb{S}^{n-1} \subset \mathbb{R}^n$ denote the $(n-1)$-dimensional unit sphere. A nonempty finite set $C \subset \mathbb{S}^{n-1}$ is called a spherical code. For $-1 \leq \ell < s < 1$ denote by

$$C(\ell, s) := \{ C \subset \mathbb{S}^{n-1} : \ell \leq \langle x, y \rangle \leq s, x, y \in C, x \neq y \},$$

the set of spherical codes with prescribed maximum diameter and minimum pairwise distance, where $\langle x, y \rangle$ denotes the inner product of $x$ and $y$. We establish upper bounds on the quantity

$$A(n; [\ell, s]) := \max\{|C| : C \in C(\ell, s)\},$$

which is a classical problem in coding theory.

Given a (potential) function $h(t) : [-1, 1] \to [0, +\infty]$ and a code $C \subset \mathbb{S}^{n-1}$, we define the potential energy (also referred to as $h$-energy) of $C$ as

$$E(C; h) := \sum_{x, y \in C, x \neq y} h(\langle x, y \rangle).$$

In what follows we shall consider potential functions $h$ that are absolutely monotone, namely $h^{(k)}(t) \geq 0$ for every $k \geq 0$ and $t \in [-1, 1]$. For such potentials we establish ULB for the quantity

$$\mathcal{E}(n, M, \ell, h) := \inf\{E(C; h) : C \in C(\ell, 1), |C| = M\}.$$

As in [3], the use of linear programming reveals a strong connection between our ULB on $\mathcal{E}(n, M, \ell, h)$ and our Levenshtein-type upper bounds on $A(n; [\ell, s])$.

Throughout, $P_k^{(n)}(t), k = 0, 1, \ldots$, will denote the Gegenbauer polynomials $1$ [17] normalized with $P_k(1) = 1$. We consider functions $f(t) : [-1, 1] \to \mathbb{R}$,

$$f(t) = \sum_{k=0}^{\infty} f_k P_k^{(n)}(t), \text{ where } f(1) = \sum_{k=0}^{\infty} f_k < \infty.$$

The function $f$ is called positive definite (strictly positive definite) if all coefficients $f_k$ are non-negative (positive). Following Levenshtein’s notation we denote the class of all positive definite (strictly positive definite) functions by the symbol $\mathcal{F}_\geq (\mathcal{F}_>)$. When $f$ is a polynomial, the definition of $\mathcal{F}_\geq$ does not include $f_k$ for $k > \deg(f)$ (since $f_k = 0$ for such $k$).

The Kabatiansky–Levenshtein [12] approach (see also [10]) is based on the inequality

$$A(n; [\ell, s]) \leq \min_{f \in \mathcal{F}_{n, \ell, s}} f(1)/f_0, \quad (1)$$

where

$$\mathcal{F}_{n, \ell, s} := \{ f \in \mathcal{F}_\geq \mid f(t) \leq 0, t \in [\ell, s], f_0 > 0 \}.$$

Similarly, the Delsarte–Yudin approach (see [18]) uses the inequality

$$\mathcal{E}(n, M, \ell, h) \geq \max_{g \in \mathcal{G}_{n, \ell, h}} M(Mg_0 - g(1)), \quad (2)$$

where

$$\mathcal{G}_{n, \ell, h} := \{ g \in \mathcal{F}_\geq \mid g(t) \leq h(t), t \in [\ell, 1], g_0 > 0 \}.$$

---

$1$ For recent matrix generalizations of Gegenbauer polynomials, see [13] and [16].
The determination of the right-hand sides of the bounds (1) and (2) over the respective classes defines two infinite linear programs. To determine his universal bounds on \( A(n, s) := A(n; [-1, s]) \) Levenshtein [15] found explicitly the solution of the linear program posed by (1) when restricted to \( F_{n,-1} \cap P_m \), where \( P_m \) denotes the class of real polynomials of degree at most \( m \).

In [3] the authors considered the linear program in (2) over \( G_{n,-1} \cap P_m \) and found its solution as the Hermite interpolation polynomial of \( h(t) \) at the zeros of the Levenshtein polynomial. This implies the ULB on \( E(n, M; h) := E(n, M, -1; h) \). The interplay between the two optimal solutions is that the zeros of the Levenshtein polynomials serve also as nodes of an important Radau or Lobato quadrature formulae.

In this paper we further develop the intricate connection between the maximum cardinality and minimum energy problems, which is described in our main result Theorem 4.6. For this purpose a central role is played by an \( \ell \)-modification of the so-called ‘strengthened Krein condition’ introduced by Levenshtein (see Sect. 4).

The outline of the paper is as follows. In Sect. 2, we introduce certain signed measures and establish their positive definiteness up to an appropriate degree. Properties of their associated orthogonal polynomials are also discussed. In Sect. 3, Levenshtein-type polynomials \( f_2^{(n, \ell, s)}(t) \) are constructed and corresponding quadrature formulas are derived. These formulas are used in Sect. 4, together with linear programming techniques, to derive the Levenshtein-type bounds on the cardinality of maximal codes \( A(n; \ell, s) \) and ULB-type (in the sense of [3]) energy bounds on \( E(n, M, \ell; h) \). In the last section some special examples and numerical evidence of an \( \ell \)-strengthened Krein property are presented.

**2 Positive definite signed measures and associated orthogonal polynomials**

In this section we establish the positive definiteness up to certain degrees of the signed measures that are used in the proof of our main result, Theorem 4.6.

We shall denote the measure of orthogonality of Gegenbauer polynomials as

\[
d\mu(t) := \gamma_n (1 - t^2)^{n-3/2} dt, \quad t \in [-1, 1], \quad \gamma_n := \frac{\Gamma\left(\frac{n}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)},
\]

where \( \gamma_n \) is a normalizing constant that makes \( \mu \) a probability measure.

Levenshtein used the adjacent (to Gegenbauer) polynomials

\[
P_k^{1,0}(t) := \frac{P_k^{\left(\frac{n-1}{2}, \frac{n+3}{2}\right)}(t)}{P_k^{\left(\frac{n-1}{2}, \frac{n+3}{2}\right)}(1)} = \eta_k^{1,0} t^k + \cdots, \quad \eta_k^{1,0} > 0,
\]

where \( P_k^{(\alpha, \beta)}(t) \) denotes the classical Jacobi polynomial (the normalization is again chosen so that \( P_k^{1,0}(1) = 1 \)). The polynomials (4) are orthogonal with respect to the probability measure

\[
d\chi(t) := (1 - t) d\mu(t).
\]

They also satisfy the following three-term recurrence relation

\[
(t - a_i^{1,0}) P_i^{1,0}(t) = b_i^{1,0} P_{i+1}^{1,0}(t) + c_i^{1,0} P_{i-1}^{1,0}(t), \quad i = 1, 2, \ldots,
\]
where
\[ P_0^{1,0}(t) = 1, \quad P_1^{1,0}(t) = \frac{nt + 1}{n + 1}, \]
\[ b_i^{1,0} = \frac{\eta_i^{1,0}}{\eta_{i+1}^{1,0}} > 0, \quad c_i^{1,0} = \frac{r_{i-1}^{1,0} b_i^{1,0}}{r_i^{1,0}}, \quad a_i^{1,0} = 1 - b_i^{1,0} - c_i^{1,0}. \]
\[ r_i^{1,0} := \left( \int_{-1}^{1} \left[ P_i^{1,0}(t) \right]^2 d\chi(t) \right)^{-1} = \left( \frac{n + 2i - 1}{n - 1} \right)^2 (n + i - 2). \]

Let \( t_{i,1}^{1,0} < t_{i,2}^{1,0} < \cdots < t_{i,i}^{1,0} \) be the zeros of the polynomial \( P_i^{1,0}(t) \), which are known to interlace with the zeros of \( P_{i-1}^{1,0}(t) \).

We next recall the definition of positive definite signed measures up to degree \( m \) (see [6, Definition 3.4]).

**Definition 2.1** A signed Borel measure \( \nu \) on \( \mathbb{R} \) for which all polynomials are integrable is called **positive definite up to degree \( m \)** if for all real polynomials \( p \neq 0 \) of degree at most \( m \) we have \( \int p(t)^2 d\nu(t) > 0 \).

Given \( \ell \) and \( s \) such that \( \ell < t_{k,1}^{1,0} < t_{k,k}^{1,0} < s \), we define the signed measures on \([-1, 1]\) [see (3) and (5)]
\[ d\nu_{\ell}(t) := (t - \ell) d\chi(t), \quad d\nu_{s}(t) := (s - t) d\chi(t), \]
\[ d\nu_{\ell,s}(t) := (t - \ell)(s - t) d\chi(t), \]
\[ d\mu_{\ell}(t) := (t - \ell) d\mu(t). \]

The following lemma establishes the positive definiteness of these signed measures up to certain degrees, which in turn allows us to define orthogonal polynomials with respect to these signed measures. This equips us with the essential ingredients for modifying Levenshtein’s framework.

**Lemma 2.2** For given \( k > 1 \), let \( s \) and \( \ell \) satisfy \( \ell < t_{k,1}^{1,0} < t_{k,k}^{1,0} < s \). Then the measures \( d\nu_{\ell}(t) \), \( d\nu_{s}(t) \), and \( d\mu_{\ell}(t) \) are positive definite up to degree \( k - 1 \) and the measure \( d\nu_{\ell,s}(t) \) is positive definite up to degree \( k - 2 \).

**Proof** We first note that the system of \( k + 1 \) nodes
\[ M_{k+1} := \left\{ t_{k,1}^{1,0} < t_{k,2}^{1,0} < \cdots < t_{k,k}^{1,0} < 1 := t_{k,k+1}^{1,0} \right\} \]
defines a positive Radau quadrature with respect to the measure \( \mu \) that is exact for all polynomials of degree at most \( 2k \) (see e.g., [9, pp. 102–105], [5, Theorem 2.4]), namely the quadrature formula
\[ f_0 := \int_{-1}^{1} f(t) d\mu(t) = w_{k+1} f(1) + \sum_{i=1}^{k} w_i f(t_{k,i}^{1,0}) \]
holds for all polynomials \( f \) of degree at most \( 2k \), and the weights \( w_i, i = 1, \ldots, k + 1 \) are positive.
Let now \( q(t) \) be an arbitrary polynomial of degree at most \( k - 1 \). From (10) we have that
\[
\int_{-1}^{1} q^2(t) d\nu_{\ell}(t) = \int_{-1}^{1} q^2(t)(1 - t)(t - \ell) d\mu(t)
\]
\[
= \sum_{i=1}^{k} w_i q^2\left(t_{k,i}^{1,0}\right) \left(1 - t_{k,i}^{1,0}\right) \left(t_{k,i}^{1,0} - \ell\right) \geq 0,
\]
where equality may hold only if \( q\left(t_{k,i}^{1,0}\right) = 0 \) for all \( i = 1, \ldots, k \), which would imply that \( q(t) \equiv 0 \). Therefore the measure \( d\nu_{\ell}(t) \) is positive definite up to degree \( k - 1 \) as asserted.

Similarly, for the measure \( d\nu_s(t) \) and \( \deg q \leq k - 1 \) we have
\[
\int_{-1}^{1} q^2(t) d\nu_s(t) = \int_{-1}^{1} q^2(t)(s - t) d\mu(t)
\]
\[
= \sum_{i=1}^{k} w_i q^2\left(t_{k,i}^{1,0}\right) \left(1 - t_{k,i}^{1,0}\right) \left(s - t_{k,i}^{1,0}\right) \geq 0,
\]
where again equality holds only for \( q(t) \equiv 0 \).

Next, if \( q(t) \neq 0 \) is of degree at most \( k - 2 \), then we utilize (10) again to derive that
\[
\int_{-1}^{1} q^2(t) d\nu_{\ell,s}(t) = \sum_{i=1}^{k} w_i q^2\left(t_{k,i}^{1,0}\right) \left(1 - t_{k,i}^{1,0}\right) \left(t_{k,i}^{1,0} - \ell\right) \left(s - t_{k,i}^{1,0}\right) > 0.
\]
Hence, \( d\nu_{\ell,s}(t) \) is positive definite up to degree \( k - 2 \).

To verify the assertion about the measure \( d\mu_{\ell}(t) \) we employ a similar argument but with a quadrature rule defined on the collection of \( k \) nodes
\[
\tilde{M}_k := \{t_{k,1} < t_{k,2} < \cdots < t_{k,k}\},
\]
where \( t_{k,i} \) are the zeros of the regular Gegenbauer polynomials \( P_{k}^{(n)}(t) \). We note that from [15, Lemma 5.29, Eq. (72)] we have \( t_{k,1}^{1,0} < t_{k,1} \). Using the associated Lagrange basis polynomials \( \tilde{L}_i, i = 1, 2, \ldots, k \), we define the weights \( v_i := \int_{-1}^{1} \tilde{L}_i(t) d\mu(t), i = 1, 2, \ldots, k \). Then, as in the proof of Gaussian quadrature, one shows that the formula
\[
f_0 := \int_{-1}^{1} f(t) d\mu(t) = \sum_{i=1}^{k} v_i f(t_{k,i})
\]
is exact for polynomials of degree up to \( 2k - 1 \). Thus, for any polynomial \( q(t) \) of degree less than or equal to \( k - 1 \), we have
\[
\int_{-1}^{1} q^2(t) d\mu_{\ell}(t) = \int_{-1}^{1} q^2(t)(t - \ell) d\mu(t)
\]
\[
= \sum_{i=1}^{k} v_i q^2(t_{k,i})(t_{k,i} - \ell) \geq 0,
\]
with equality if and only if \( q(t) \equiv 0 \). This concludes the proof of the lemma. \( \Box \)

Applying Gram–Schmidt orthogonalization (see, for example, [6, Lemma 3.5]) one derives the existence and uniqueness (for the so-chosen normalization) of the following classes of orthogonal polynomials with respect to the signed measures (6)–(9).
Corollary 2.3 Let \( \ell < t_{1,k}^{1,0} < t_{k,k}^{1,0} < s \). The following classes of orthogonal polynomials are well-defined:
\[
\begin{align*}
  &\left\{ P_{j}^{0,\ell}(t) \right\}_{j=0}^{k}, \text{ orthogonal w.r.t. } d\mu_{\ell}(t), \quad P_{j}^{0,\ell}(1) = 1; \\
  &\left\{ P_{j}^{1,\ell}(t) \right\}_{j=0}^{k}, \text{ orthogonal w.r.t. } dv_{\ell}(t), \quad P_{j}^{1,\ell}(1) = 1; \\
  &\left\{ P_{j}^{1,s}(t) \right\}_{j=0}^{k}, \text{ orthogonal w.r.t. } dv_{s}(t), \quad P_{j}^{1,s}(1) = 1; \\
  &\left\{ P_{j}^{1,\ell,s}(t) \right\}_{j=0}^{k-1}, \text{ orthogonal w.r.t. } dv_{\ell,s}(t), \quad P_{j}^{1,\ell,s}(1) = 1.
\end{align*}
\]

The polynomials in each class satisfy a three-term recurrence relation and their zeros interlace.

Remark 2.4 We note that if \( t_{k+1,1}^{1,0} < \ell < t_{k,1}^{1,0} \) is such that \( P_{k+1}^{1,0}(\ell)/P_{k}^{1,0}(\ell) = 1 \), then \( P_{k}^{1,\ell}(1) = 0 \) and the normalization above fails. However, for our purposes we shall restrict to values of \( \ell \) such that \( P_{k+1}^{1,0}(\ell)/P_{k}^{1,0}(\ell) < 1 \).

Utilizing the Christoffel–Darboux formula [see, for example [17, Theorem 3.2.2], [15, Eq. (5.65)]] we are able to construct these polynomials explicitly. Let
\[
T_{i}^{1,0}(x, y) := \sum_{j=0}^{i} r_{j}^{1,0} P_{j}^{1,0}(x) P_{j}^{1,0}(y)
\]
\[
= r_{i}^{1,0} b_{i}^{1,0} \frac{P_{i+1}^{1,0}(x) P_{i}^{1,0}(y) - P_{i}^{1,0}(y) P_{i}^{1,0}(x)}{x - y}.
\]

Note that in the limiting case \( x = y \) we use appropriate derivatives.

Levenshtein [15] uses the Christoffel–Darboux formula to prove the interlacing properties \( t_{j+1,i} < t_{j,i} < t_{j,i}, i = 1, 2, \ldots, j \), of the zeros of \( P_{j}^{1,0} \) and the Gegenbauer polynomials. Similarly, from the representation
\[
P_{j}^{1,\ell}(t) = \frac{(1 - \ell) \left( P_{j+1}^{1,0}(t) - P_{j}^{1,0}(t) \right) P_{j}^{1,0}(\ell) / P_{j}^{1,0}(\ell)}{(t - \ell) \left( 1 - P_{j+1}^{1,0}(\ell) / P_{j}^{1,0}(\ell) \right)},
\]
which is verified in the next theorem, we derive interlacing properties of the zeros of \( P_{j}^{1,\ell} \) with respect to the zeros of \( P_{i}^{1,0} \).

Theorem 2.5 Let \( \ell \) and \( k \) be such that \( t_{k+1,1}^{1,0} < \ell < t_{k,1}^{1,0} \) and \( P_{k+1}^{1,0}(\ell)/P_{k}^{1,0}(\ell) < 1 \). Then all zeros \( \{t_{i,j}^{1,\ell}\}_{j=1}^{k} \) of \( P_{i}^{1,\ell}(t) \) are in the interval \([\ell, 1]\) and we have
\[
P_{i}^{1,\ell}(t) = \frac{T_{i}^{1,0}(t, \ell)}{T_{i}^{1,0}(1, \ell)} = \eta_{i}^{1,\ell} t^{i} + \cdots, \quad i = 0, 1, \ldots, k,
\]
with all leading coefficients \( \eta_{i}^{1,\ell} > 0 \) and \( t_{k,k}^{1,\ell} < 1 \). Finally, the interlacing rules
\[
t_{i,j}^{1,\ell} \in (t_{i,j}^{1,0}, t_{i+1,j+1}^{1,0}), \quad i = 1, \ldots, k - 1, \quad j = 1, \ldots, i; \\
t_{k,j}^{1,\ell} \in (t_{k+1,j+1}^{1,0}, t_{k,j+1}^{1,0}), \quad j = 1, \ldots, k - 1,
\]
hold.
Remark 2.6 As the proof below shows the condition $P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell) < 1$ is equivalent with $t_{k,k}^{1,\ell} < 1$. In general, the orthogonal polynomial $P_k^{1,\ell}(t)$ is well defined for all $t_{k+1}^{1,\ell} < \ell < t_{k,k}^{1,0}$, but its largest root leaves the interval $[-1, 1]$ and the leading coefficient becomes negative.

Proof For any polynomial $p(t)$ of degree less than $i$ we have

$$
\int_{-1}^{1} T_i^{1,0}(t, \ell) p(t) \, d\nu_\ell(t) = \int_{-1}^{1} \frac{p(t)}{P_i^{1,0}(t)} \left( P_{i+1}^{1,0}(t) - P_i^{1,0}(t) \right) \, d\chi(t) = 0,
$$

and (12) follows from the positive definiteness of the measure $d\nu_\ell(t)$ and the uniqueness of the Gram–Schmidt orthogonalization process.

We next focus on the location of the zeros of $P_i^{1,\ell}(t)$. From (11) and (12) they are solutions of the equation

$$
P_{i+1}^{1,0}(t) = \frac{P_{i+1}^{1,0}(\ell)}{P_i^{1,0}(\ell)}. \tag{14}
$$

For all $i < k$ the zeros of $P_{i+1}^{1,0}(t)$ and $P_i^{1,0}(t)$ are interlaced and contained in $[t_{k+1}^{1,0}, t_{k,k}^{1,0}]$. Observe that sign $P_i^{1,0}(\ell) = (-1)^i$, so $P_{i+1}^{1,0}(t)/P_i^{1,0}(\ell) < 0$. The function $P_{i+1}^{1,0}(t)/P_i^{1,0}(t)$ has simple poles at $t_{i,j}^{1,0}$, $j = 1, \ldots, i$, and simple zeros at $t_{i,j}^{1,0}$, $j = 1, \ldots, i + 1$; therefore, there is at least one solution $t_{i,j}^{1,\ell}$ of (14) on every subinterval $[t_{i,j}^{1,0}, t_{i+1,j+1}^{1,0}]$, $j = 1, \ldots, i$, which accounts for all zeros of $P_i^{1,\ell}(t)$.

When $i = k$ we note first that $P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell) > 0$. Moreover, $\ell$ is contained in the interval $(t_{k+1}^{1,0}, t_{k,k}^{1,0})$, so we can account similarly for only the first $k - 1$ solutions of (14), namely

$$
t_{k,j}^{1,\ell} \in (t_{k+1,j+1}^{1,0}, t_{k,k}^{1,0}) \quad j = 1, \ldots, k - 1.
$$

This establishes the interlacing properties (13). To account for the last zero of $P_k^{1,\ell}(t)$ we utilize the fact that $P_{k+1}^{1,0}(t)/P_k^{1,0}(t) > 0$ for $t \in (t_{k,k+1}^{1,0}, \infty)$. As $\lim_{t \to \infty} P_{k+1}^{1,0}(t)/P_k^{1,0}(t) = \infty$, we have one more solution $t_{k,k}^{1,\ell}$ of (14).

Since $P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell) < 1$, we conclude that $t_{k,k}^{1,\ell} < 1$ because $P_{k+1}^{1,0}(1)/P_k^{1,0}(1) = 1$. Comparison of coefficients in (12) yields $\eta_1^{1,\ell} > 0$. \hfill \Box

3 Construction of the Levenshtein-type polynomials

Given some $\ell > -1$, we choose $k = k(\ell)$ to be the largest $k$ such that the condition $\ell < t_{k,k}^{1,0}$ is satisfied.

We first construct the polynomials $P_i^{1,\ell,s}(t)$ utilizing the system $\left\{P_i^{1,\ell}(t)\right\}_{i=0}^k$ from the previous section. The positive definiteness of the measure $d\nu_\ell(t)$ implies that

$$
r_i^{1,\ell} := \left( \int_{-1}^{1} (P_i^{1,\ell}(t))^2 \, d\nu_\ell(t) \right)^{-1} > 0, \quad i = 0, 1, \ldots, k - 1.
$$
The three-term recurrence relation from Corollary 2.3 can be written as
\[
(t - a_i^{1,\ell}) P_i^{1,\ell}(t) = b_i^{1,\ell} P_{i+1}^{1,\ell}(t) + c_i^{1,\ell} P_{i-1}^{1,\ell}(t), \quad i = 1, 2, \ldots, k - 1,
\]
where
\[
P_0^{1,\ell}(t) = 1, \quad P_1^{1,\ell}(t) = \frac{(n\ell + 1)t + \ell + 1}{(n + 1)\ell + 2},
\]
\[
b_i^{1,\ell} = \frac{n_{i+1}^{1,\ell}}{n_i^{1,\ell}} > 0, \quad c_i^{1,\ell} = \frac{r_i^{1,\ell} b_i^{1,\ell}}{b_i^{1,\ell}} > 0, \quad a_i^{1,\ell} = 1 - b_i^{1,\ell} - c_i^{1,\ell}.
\]

By Corollary 2.3 we have that the zeros of \( P_i^{1,\ell}(t) \) interlace; i.e.,
\[
t_{j,i}^{1,\ell} < t_{j-1,i}^{1,\ell} < t_{j,i+1}^{1,\ell}, \quad i = 1, 2, \ldots, j - 1.
\]

We next consider the Christoffel–Darboux kernel (depending on \( \ell \)) associated with the polynomials \( \{ P_j^{1,\ell} \}_{j=0}^k \):
\[
R_i(x, y; \ell) := \sum_{j=0}^i r_j^{1,\ell} P_j^{1,\ell}(x) P_j^{1,\ell}(y)
= r_i^{1,\ell} b_i^{1,\ell} P_{i+1}(x) P_i^{1,\ell}(y) - P_{i+1}(y) P_i^{1,\ell}(x) \frac{x - y}{x - y}, \quad 0 \leq i \leq k - 1.
\]

Given \( t_{k,k}^{1,0} \leq s \leq t_{k,k}^{1,\ell} \), we define
\[
P_{k-1}^{1,\ell,s}(t) := \frac{R_{k-1}(t, s; \ell)}{R_{k-1}(1, s; \ell)} = \frac{1 - s}{1 - P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s)} \frac{P_k^{1,\ell}(t) - P_{k-1}^{1,\ell}(t) P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s)}{t - s}.
\]

We now define the Levenshtein-type polynomial
\[
f_{2k}^{(n,\ell,s)}(t) := (t - \ell)(t - s) \left( P_{k-1}^{1,\ell,s}(t) \right)^2,
\]
and proceed with an investigation its properties.

**Theorem 3.1** Let \( n, \ell, s \) and \( k \) be such that \( t_{k,k+1}^{1,0} < \ell < t_{k,k+1}^{1,0} \), \( P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell) < 1 \), \( t_{k,k}^{1,0} \leq s < t_{k,k}^{1,\ell} \), and \( P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) > P_k^{1,\ell}(\ell)/P_{k-1}^{1,\ell}(\ell) \). Then the polynomial \( P_{k-1}^{1,\ell,s}(t) \) has \( k - 1 \) simple zeros \( \beta_1 < \beta_2 < \cdots < \beta_{k-1} \) such that \( \beta_i \in (\ell, t_{k-1,i}) \) and \( \beta_{i+1} \in (t_{k-1,i}, t_{k-1,i+1}) \), \( i = 1, 2, \ldots, k - 2 \).

**Proof** The proof is similar to that of Theorem 2.5. It follows from (16) that the roots of the equation
\[
\frac{P_k^{1,\ell}(t)}{P_{k-1}^{1,\ell}(t)} = \frac{P_k^{1,\ell}(s)}{P_{k-1}^{1,\ell}(s)}
\]
are \( s \) and the zeros of \( P_{k-1}^{1,\ell,s}(t) \), say \( \beta_1 < \beta_2 < \cdots < \beta_{k-1} \).
The function $P_k^{1,\ell}(t)/P_{k-1}^{1,\ell}(t)$ has $k-1$ simple poles at the zeros $t_{k-1,i}^{1,\ell}, i = 1, 2, \ldots, k-1,$ of $P_{k-1}^{1,\ell}(t)$. Therefore, there is a zero of $P_k^{1,\ell,s}(t)$ in each interval $(t_{k-1,i}^{1,\ell}, t_{k-1,i+1}^{1,\ell}), i = 1, 2, \ldots, k-2$, which accounts for $k-2$ zeros.

Since $P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) < 0$ and the function $P_k^{1,\ell}(t)/P_{k-1}^{1,\ell}(t)$ increases from $-\infty$ to $1$ for $t \in (t_{k-1,1}^{1,\ell}, 1)$, we have the root $s$ in this interval. Finally, in the interval $[-\infty, t_{k-1,1}^{1,\ell})$, the function $P_k^{1,\ell}(t)/P_{k-1}^{1,\ell}(t)$ increases from $-\infty$ to $+\infty$ and the condition $P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) > P_k^{1,\ell}(\ell)/P_{k-1}^{1,\ell}(\ell)$ implies that the smallest zero $\beta_1$ of $P_k^{1,\ell,s}(t)$ lies in the interval $(\ell, t_{k-1,1}^{1,\ell})$. \hfill \qed

The next theorem is an analog of Theorem from [15, Theorem 5.39] (see also [14, Section 4]). It involves the zeros of $f_{2k}^{(\ell, k-s)}(t)$ to form a right end-point Radau quadrature formula with positive weights (see [1]).

**Theorem 3.2** Let $\beta_1 < \beta_2 < \cdots < \beta_{k-1}$ be the zeros of the polynomial $P_{k-1}^{1,\ell,s}(t)$. Then the Radau quadrature formula

$$f_0 = \int_{-1}^{1} f(t)(1-t^2)^{\frac{k-3}{2}} \, dt = \rho_0 f(\ell) + \sum_{i=1}^{k-1} \rho_i f(\beta_i) + \rho_k f(s) + \rho_{k+1} f(1) =: QF(f)$$

is exact for all polynomials of degree at most $2k$ and has positive weights $\rho_i > 0$, $i = 0, 1, \ldots, k+1$.

**Proof** Let us denote with $L_i(t), i = 0, 1, \ldots, k+1$, the Lagrange basic polynomials generated by the nodes $\beta_0 := \ell < \beta_1 < \cdots < \beta_{k-1} < \beta_k := s < 1 := \beta_{k+1}$. Defining $\rho_i := \int_{-1}^{1} L_i(t) d\mu(t), i = 0, 1, \ldots, k+1$, we observe that (18) is exact for the Lagrange basis and hence for all polynomials of degree $k+1$.

We write any polynomial $f(t)$ of degree at most $2k$ as

$$f(t) = q(t)(t-\ell)(t-s)(1-t)P_{k-1}^{1,\ell,s}(t) + g(t),$$

where $q(t)$ is of degree at most $k-2$ and $g(t)$ is of degree at most $k+1$. Then the orthogonality of $P_{k-1}^{1,\ell,s}(t)$ to all polynomials of degree at most $k-2$ with respect to the measure $d\nu_{\ell,s}(t) = (t-\ell)(s-t) d\chi(t)$ and the fact that $QF(f) = QF(g)$ show the exactness of the quadratic formula for polynomials up to degree $2k$, namely

$$\int_{-1}^{1} f(t) d\mu(t) = \int_{-1}^{1} g(t) d\mu(t) = QF(g) = QF(f).$$

We next show the positivity of the weights $\rho_i, i = 0, \ldots, k$. Substituting in (18) the polynomial $f(t) = (s-t)(1-t)\left(P_{k-1}^{1,\ell,s}(t)\right)^2$ of degree $2k$, we obtain

$$\rho_0(s-\ell)(1-\ell)\left(P_{k-1}^{1,\ell,s}(\ell)\right)^2 = f_0 = \int_{-1}^{1} (s-t)(1-t)\left(P_{k-1}^{1,\ell,s}(t)\right)^2 d\mu(t) = \int_{-1}^{1} \left(P_{k-1}^{1,\ell,s}(t)\right)^2 d\nu_{\ell,s}(t) > 0,$$

from which we derive $\rho_0 > 0$.\hfill \qed
To derive that \( \rho_i > 0 \) for \( i = 1, 2, \ldots, k - 1 \), we substitute
\[
f(t) = (1 - t)(t - \ell)(s - t)u_{k-1,i}^2(t)
\]
in (18), where \( u_{k-1,i}(t) = P_{k-1}^{1,\ell,s}(t)/(t - \beta_i) \). Then clearly
\[
\rho_i(1 - \beta_i)(s - \beta_i)(\beta_i - \ell)u_{k-1,i}^2(\beta_i) = f_0 = \int_{-1}^1 u_{k-1,i}^2(t) \, dv_{\ell,s}(t) > 0.
\]

Similarly, utilizing the polynomial \( f(t) = (1 - t)(t - \ell) \left( P_{k-1}^{1,\ell,s}(t) \right)^2 \) of degree \( 2k \) and the positive definiteness of the measure \( dv_\ell(t) \) up to degree \( k - 1 \) we show that \( \rho_k > 0 \).

Finally, we compute the weight \( \rho_{k+1} \) and show that it is positive. In this case we use \( f(t) = f_{2k}^{(n,\ell,s)}(t) \) in (18) and easily find that
\[
\rho_{k+1} = \frac{f_0}{f(1)} = \frac{f_{2k}^{(n,\ell,s)}(1)}{f_{2k}^{(n,\ell,s)}(1)} = \frac{f_{2k}^{(n,\ell,s)}}{(1 - s)(1 - \ell)}.
\]

Computing \( f_0 = f_{2k}^{(n,\ell,s)} \) using (16) (recall that \( P_{k-1}^{1,\ell,s}(1) = 1 \)) we get
\[
\begin{align*}
f_0 &= \int_{-1}^1 (t - \ell)(s - t)(1 - t)P_{k-1}^{1,\ell,s}(t) \, \frac{P_{k-1}^{1,\ell,s}(t) - P_{k-1}^{1,\ell,s}(1)}{t - 1} \, d\mu(t) \\
&\quad + \int_{-1}^1 (t - \ell)(t - s)P_{k-1}^{1,\ell,s}(t) \, d\mu(t) \\
&= \frac{1 - s}{1 - P_{k-1}^{1,\ell}(s)P_{k-1}^{1,\ell}(s)} \int_{-1}^1 (t - \ell) \left( \frac{P_{k-1}^{1,\ell}(t) - P_{k-1}^{1,\ell}(1)}{P_{k-1}^{1,\ell}(s)} \right) \, d\mu(t).
\end{align*}
\]
By Lemma 4.3 and the fact that \(-P_{k-1}^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) > 0\) we have that the integrand in (25) is positive definite and in particular its zero-th coefficient [which is the integral in (25)] is positive. This proves the theorem.

For any fixed \(-1 < \ell < t_{1,k}^{1,0}\) and \(t_{k,k}^{1,0} < s < t_{k,k}^{1,\ell}\) the Levenshtein-type bound is defined to be
\[
L_{2k}(n; [\ell, s]) := \frac{1}{\rho_{k+1}} = \frac{f_{2k}^{(n,\ell,s)}(1)}{f_0} = \frac{(1 - \ell)(1 - s)}{f_0}.
\]
The explicit form of this bound will be given in Theorem 4.6.

## 4 Bounding cardinalities and energies

In the proof of the positive definiteness of his polynomials Levenshtein uses what he called the strengthened Krein condition
\[
(t + 1)P_{i}^{1,1}(t)P_{j}^{1,1}(t) \in \mathcal{F}_>
\]
(see [15, (3.88) and (3.92)]). We need a following modification.

**Definition 4.1** We say that the polynomials \( \{P_i^{1,\ell}(t)\}_{i=0}^k \) satisfy \( \ell \)-stretched Krein condition if
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for every \( i, j \in \{0, 1, \ldots, k\} \) except for \( i = j = k \).

The strengthened Krein condition holds true for every \( i \) and \( j \) by a classical result of Gasper [11]. However, the \( \ell \)-strengthened Krein condition is not true for every \( \ell \), and for fixed \( \ell \), is not true for every \( k \).

For fixed \( n \) and \( k \), denote

\[
\ell(n, k) := \sup\{\ell \in [-1, 0] : \ell\text{-strengthened Krein condition holds true}\}.
\]

**Remark 4.2** The Christoffel–Darboux formula

\[
(t - \ell) P_k^{1, \ell}(t) = \frac{(1 - \ell) (P_{k+1}^{1,0}(t) - P_k^{1,0}(t) P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell))}{1 - P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell)}
\]

yields easily that the inequality \( P_{k+1}^{1,0}(\ell)/P_k^{1,0}(\ell) < 1 \) is a necessary condition for the \( \ell \)-strengthened condition to hold. Therefore, we assume from now on that it holds (see the hypothesis of Theorems 2.5 and 3.1).

Our computations suggest also that \( \ell(n, k) \) is always less (but not much less!) than \( t_{k,1}^{1,0} \) and the smallest root of the equation \( P_{k+1}^{1,0}(t)/P_k^{1,0}(t) = 1 \). Hence the \( \ell \)-strengthened Krein condition is stronger than the conditions imposed so far. This corresponds to the Levenshtein’s theory, where the strengthened Krein condition appears to be the most significant obstacle.

**Lemma 4.3** The polynomials \( \{ (t - \ell) P_i^{1, \ell}(t) \}_{i=0}^{k-1} \) are strictly positive definite provided that \(-1 \leq \ell < t_{k,1}^{1,0}\).

**Proof** From the definition (11) of the kernels \( T_i^{1,0}(x, y) \) and (12) we have that

\[
(t - \ell) P_i^{1, \ell}(t) = \frac{(1 - \ell)(P_{i+1}^{1,0}(t) P_i^{1,0}(\ell) - P_i^{1,0}(t) P_{i+1}^{1,0}(\ell))}{P_{i+1}^{1,0}(1) P_i^{1,0}(\ell) - P_i^{1,0}(1) P_{i+1}^{1,0}(\ell)}
\]

\[
= \frac{1 - \ell}{1 - P_{i+1}^{1,0}(\ell)/P_i^{1,0}(\ell)} \left( P_{i+1}^{1,0}(t) - \frac{P_i^{1,0}(\ell)}{P_i^{1,0}(\ell)} P_i^{1,0}(t) \right)
\]

Since the zeros of \( \{ P_i^{1,0}(t) \} \) interlace we have that for all \( i \leq k \) the zeros of \( P_i^{1,0}(t) \) lie in the interval \([t_{k,1}^{1,0}, t_{k,k}^{1,0}]\) we have that \( P_{i+1}^{1,0}(\ell)/P_i^{1,0}(\ell) < 0 \) for all \( i \leq k - 1 \). Indeed, the numerator and denominator polynomials have different signs on \((-\infty, t_{k,1}^{1,0})\). Since \( P_i^{1,0}(t) \) are strictly positive definite (see [15, Eq. (3.9)]), we conclude the proof of the Lemma. □

**Lemma 4.4** The polynomials \((t - \ell)(t - s) P_{k-1}^{1, \ell,s}(t)\) and \((t - \ell) P_{k-1}^{1, \ell,s}(t)\) are strictly positive definite.

**Proof** The interlacing property of \( \{ P_i^{1, \ell} \} \) implies that \( \frac{P_i^{1, \ell}(s)}{P_i^{1, \ell}(s)} < 0 \). Applying Lemma 4.3 one concludes that \((t - \ell)(t - s) P_{k-1}^{1, \ell,s}(t)\) is positive definite. Furthermore, as \( P_j^{1, \ell}(s) > 0 \) and \((t - \ell) P_j^{1, \ell}(t)\) is strictly positive definite for \( j = 0, 1, \ldots, k - 1 \), we derive using (15) that \((t - \ell) P_{k-1}^{1, \ell,s}(t)\) is also strictly positive definite. □
The next assertion is the analog of Theorem of [15, Theorem 5.42]. It uses a seemingly weaker\(^2\) version of the \(\ell\)-strengthened Krein condition (20).

**Theorem 4.5** Let \(n, k, \ell\) be such that the polynomials \((t - \ell)P_{i}^{1,\ell}(t)P_{j}^{1,\ell}(t)\) are positive definite for \(i \in \{k, k - 1\}\) and every \(j \leq k - 1\). Let \(t_{k,k}^{1,0} \leq s \leq t_{k,k}^{1,\ell}\) and \(P_{k}^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) > P_{k}^{1,\ell}(\ell)/P_{k-1}^{1,\ell}(\ell)\). Then the Levenshtein-type polynomial \(f_{2k}^{(n,\ell,s)}(t)\) is positive definite.

**Proof** It follows from the definition (16) that the Levenshtein-type polynomial can be represented as follows

\[
f_{2k}^{(n,\ell,s)}(t) = c(t - \ell) \left( P_{k}^{1,\ell}(t) + c_{1}P_{k-1}^{1,\ell}(t) \right) \sum_{i=0}^{k-1} r_{i}^{1,\ell} P_{i}^{1,\ell}(t) P_{i}^{1,\ell}(s), \tag{21}
\]

where \(c = (1 - s)/(1 + c_{1})R_{k-1}(1, \ell, s) > 0\) and \(c_{1} = -P_{k}^{1,\ell}(s)/P_{k-1}^{1,\ell}(s) > 0\) under the assumptions for \(\ell\) and \(s\). Since \(P_{i}^{1,\ell}(s) > 0\) for \(0 \leq i \leq k - 1\), it follows from (21) that the polynomial \(f_{2k}^{(n,\ell,s)}(t)\) becomes positive linear combination of terms like \((t - \ell)P_{i}^{1,\ell}(t)P_{j}^{1,\ell}(t)\), where \(i \in \{k, k - 1\}\) and \(j \leq k - 1\).

The main result in this paper is the following.

**Theorem 4.6** Assume that \(\ell \in \left[-1, t_{k,k}^{1,0}\right]\) and \(s \in \left(t_{k,k}^{1,0}, t_{k,k}^{1,\ell}\right)\) and that the \(\ell\)-strengthened Krein condition holds true. Then

\[
\mathcal{A}(n; [\ell, s]) \leq \frac{f_{2k}^{(n,\ell,s)}}{f_0}(1) = \frac{1}{\rho_{k+1}} = L_{2k}(n; [\ell, s]), \tag{22}
\]

where

\[
L_{2k}(n; [\ell, s]) := \frac{S_{k} \left( P_{k-1}^{1,\ell}(s) - P_{k}^{1,\ell}(s) \right)}{r_{k+1}P_{k+1}^{(n)}(\ell)P_{k-1}^{1,\ell}(s)} - \frac{r_{k}P_{k}^{(n)}(\ell)P_{k}^{1,\ell}(s)}{S_{k-1} \left( P_{k}^{1,\ell}(\ell) - P_{k-1}^{1,\ell}(\ell) \right)}, \tag{23}
\]

and \(S_{j} = \sum_{i=0}^{j} r_{i} = \frac{2i + n - 2}{i + n - 2} \left( i + n - 2 \right)\). Furthermore, for \(h\) being an absolutely monotone function, and for \(M\) determined by \(f_{2k}^{(n,\ell,s)}(1) = Mf_0\), the Hermite interpolant\(^3\)

\[
g(t) = H \left( (t - s)f_{2k}^{(n,\ell,s)}(t); h \right)
\]

belongs to \(\mathcal{G}_{n,\ell,h}\), and, therefore,

\[
\mathcal{E}(n, M, \ell; h) \geq M(Mg_0 - g(1)) = M^{2} \sum_{i=0}^{k} \rho_{i}h(\beta_{i}). \tag{24}
\]

\(^2\) In fact, we suspect that both conditions are equivalent.

\(^3\) The notation \(g = H(f; h)\) is taken from [6]; it signifies that \(g\) is the Hermite interpolant to the function \(h\) at the zeros (taken with their multiplicity) of \(f\).
Remark 4.7 Based on numerical experiments we list in Table 1 the conjectured values $\ell(n, k)$ for $3 \leq n, k \leq 10$ along with the roots of the equation $P_{k+1}^{1,0}(t)/P_k^{1,0}(t) = 1$. Our computations and Lemma 4.3 provide strong evidence that the following conjecture is true.

Conjecture 4.8 For fixed $n$ and $k$ the condition (20) holds true for every $\ell \in [-1, \ell(n, k)]$.

Proof of Theorem 4.6 We first verify the positive definiteness of the polynomials $f_{2k}^{(n, \ell, s)}(t)$ and $g(t)$. We have $f_{2k}^{(n, \ell, s)}(t) \in \mathcal{F}_>$ by Theorem 4.5.

Denote by $t_1 \leq t_2 \leq \cdots \leq t_{2k}$ the zeros of $f_{2k}^{(n, \ell, s)}(t)$ counting multiplicity. Observe, that $t_1 = \ell$, $t_{2i} = t_{2i+1} = \beta_i$, $i = 1, \ldots, k - 1$, and $t_{2k} = s$. It follows from [7, Lemma 10] that the polynomial

$$g(t) := H((t - s) f_{2k}^{(n, \ell, s)}(t); h)$$

is a linear combination with nonnegative coefficients of the partial products

$$\prod_{j=1}^m (t - t_j), \quad m = 0, 1, 2, \ldots, 2k$$

(of course, the $m = 0$ case is the constant function 1).

Since $t_{2i}, i = 1, \ldots, k$, are the roots of $P_k^{1,\ell}(t) + \alpha P_k^{1,\ell}(t)$ [see (16)] it follows from [6, Theorem 3.1] that the partial products $\prod_{j=1}^m (t - t_{2j}), m = 1, \ldots, k - 1$, have positive coefficients when expanded in terms of the polynomials $P_i^{1,\ell}(t)$. Then $g(t)$ is a linear combination with positive coefficients of terms $(t - \ell) P_i^{1,\ell}(t) f_{2k}^{(n, \ell, s)}(t)$ and the last partial product which is in fact $f_{2k}^{(n, \ell, s)}(t)$. Now the positive definiteness of $g(t)$ follows from the validity of the $\ell$-strengthened Krein condition and Theorem 4.5.

The bounds (22) and (24) now hold true since $f_{2k}^{(n, \ell, s)}(t) \leq 0$ for every $t \in [\ell, s]$ [see (17) and $g(t) \leq h(t)$ for every $t \in [\ell, 1]$ by [7, Lemma 9].

The expressions of the bounds via the weights $\rho_i$ and the nodes $\beta_i$ follow from Theorem 3.2. We complete the proof with the explicit form of the bound (22).

Computing $f_0 = f_{2k,0}^{(n, \ell, s)}$ we get [last line in (20)]

$$f_0 = \frac{1 - s}{1 - P_k^{1,\ell}(s)/P_{k-1}^{1,\ell}(s)} \int_{-1}^1 (t - \ell) \left( P_k^{1,\ell}(t) - \frac{P_k^{1,\ell}(s)}{P_{k-1}^{1,\ell}(s)} P_{k-1}^{1,\ell}(t) \right) d\mu(t). \quad (25)$$

We now use the representation of $(t - \ell) P_j^{1,\ell}(t)$ from Remark 4.2 for $j = k - 1$ and $k$ to get linear combination of $P_i^{1,0}(t), i = k - 1, k, k + 1$. Since

$$\int_{-1}^1 P_j^{1,0}(t) d\mu(t) = \int_{-1}^1 \frac{T_j(t, 1)}{T_j(1, 1)} d\mu(t) = \frac{1}{S_j},$$

where $S_j = \sum_{i=0}^j r_i$ (in fact, this is a Delsarte–Goethals–Seidel bound), we obtain, after simplifications, (23).
5 Examples and numerical results

5.1 On the $\ell$-strengthened Krein condition

In every particular case of $\ell$, the $\ell$-strengthened Krein condition needs finitely many checks and thus can be rigorously derived. We note that this may lead to more general rigorous proof by interval analysis but this is outside the scope of this paper.

In the table below we present our computations of the conjectured value of $\ell(n, k)$, the maximum $\ell$ for fixed $n$ and $k$, such that the $\ell$-strengthened Krein condition is true.

5.2 System of bounds for fixed $n$ and $\ell$

We present here as example the system of bounds for $A(n; [\ell, s])$, where $n = 4$ and $\ell = -0.95$ are fixed and $s$ is varying. The $\ell$-strengthened Krein conditions holds true for $k \leq 7$ and therefore corresponding bounds

$$A(4; [-0.95, s]) \leq L_{2k}(4; [-0.95, s]) = 1/\rho_{k+1}, \quad k = 1, 2, \ldots, 7,$$

are valid.

On the figure below we show the first four bounds

$$L_{2k}(4; [-0.95, s]), \quad k = 1, 2, 3, 4,$$

together with the Levenshtein odd degree bounds $L_{2u-1}(4, s), \quad u = 1, 2, 3, 4$. The subscripts are missed for short. The behaviour of the bounds is as follows. For $s \in [-0.95, t_1^{1,0}]$, $t_1^{1,0} = -1/4$, the Levenshtein bound $L_1(4, s)$ is better, then for $s \in [t_1^{1,0}, 0.0175]$ our bound
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$L_2(4; [-0.95, s])$ is better, for $s \in [-0.0175, t_2^{1.0}]$, $t_2^{1.0} \approx 0.27429$, the Levenshtein bound $L_3(4, s)$ is better, then for $s \in [t_2^{1.0}, 0.4195]$ our bound $L_4(4; [-0.95, s])$ is better, etc. This is the typical situation for all reasonable values of $n$ and $\ell$ we have checked.

### 5.3 Bounds for $E(n, M, \ell; h)$

We use the system of bounds from Sect. 5.2 to derive our ULB-like bounds for $E(n, M, \ell; h)$. Given $n$, $\ell$, and $M$ we consecutively construct the polynomials $f_{2k}^{(n, \ell, s)}(t)$ and their bounds as above until we reach the maximum $k$ such that $f_{2k}^{(n, \ell, s)}(t) \in F_<$ and the equality

$$f_{2k}^{(n, \ell, s)}(1) = Mf_0$$

holds. Then, as Theorem 4.6 states, we construct the interpolant

$$g(t) = H((t - s)f_{2k}^{(n, \ell, s)}(t); h)$$

and compute the bound

$$E(n, M, \ell; h) \geq M(Mg_0 - g(1)) = M^2 \sum_{i=0}^{k} \rho_i h(\beta_i).$$

### 5.4 System of bounds for fixed $\ell$ and $s$

For the case $k = 2$, the Levenshtein polynomial (17) is given by

$$f_{4}^{(n, \ell, s)}(t) := (t - \ell)(t - s)\left(P_1^{1, \ell, s}(t)\right)^2,$$
where the zero of \( P^{1,\ell,s}_1(t) \) is \( \alpha = -\frac{3+(n+2)((s+\ell+s)(n+2)(n+2)(n+2)(s+2+1))}{(n+2)(n+2)(n+2)(n+2)(s+2+1)} \). Thus, from Theorem 4.6 we obtain

\[
A(n; [\ell, s]) \leq \frac{f^{4,\ell,s}_4(1)}{f_0} = \frac{n(1-\ell)(1-s)[3+(n+2)(n\ell s + \ell s + 2\ell + 2s + 1)]}{(n+2)[n\ell^2s^2 - (\ell-s)^2] - 6\ell s + 3}
\]

subject to

\[
\ell + s + 2\alpha \leq 0,
\alpha^2 + 2(\ell + s)\alpha + \ell s + \frac{6}{n+4} \geq 0,
(\ell + s)\alpha^2 + 2\alpha(\ell s + \frac{3}{n+2}) + \frac{3(\ell + s)}{n+2} \leq 0.
\]

The bound (26) is attained by codes of parameters

\[
(n, M, s) = \left(3m^2 - 5, \frac{m^4(3m^2 - 5)}{2}, \frac{1}{m+1}\right),
\]

known only for \( m = 2 \) (here \( \ell = -1 \)) and 3 (here \( \ell = -1/2 \)). Such codes are derived from corresponding tight spherical 7-designs in dimensions \( 3m^2 - 4 \) (see [10]).

Let \( n, M, \) and \( \ell \) be such that \( k = 2 \) be the maximal value of \( k \) such that \( f^{(n,\ell,s)}_{2k}(1) = Mf_0 \) holds true and the above \( f^{(n,\ell,s)}_{4}(t) \) is positive definite (this fixes \( s \) as well). Then, according to Theorem 4.6, the \( h \)-energy (for any absolutely monotone \( h \)) bound (24) is given by the polynomial \( g_4(t) \in G_{n,\ell,h} \) of degree 4 which interpolates \( h \) by

\[
g_4(\ell) = h(\ell), \quad g_4(\alpha) = h(\alpha), \quad g'_4(\alpha) = h'(\alpha), \quad g_4(s) = h(s), \quad g'_4(s) = h'(s).
\]

In right ranges for \( \ell \) and \( s \) both bounds are optimal in the sense that they can not be improved by using linear programming with polynomials of degree at most 4.
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