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Abstract: This paper presents a design and implementation of Root Mean Square (RMS) measurement system based on fast discrete Wavelet using a dsPIC-type microcontroller. For data acquisition, two sensors have been used such as the voltage divider for sensing voltage and the Hall Effect sensor for sensing the current. The proposed method has the real-time calculation advantages and can be used in sinusoidal and non-sinusoidal electrical power systems. The results of calculations have been verified using MATLAB and Proteus ISIS simulations. It has been proved that the Wavelet transform measuring technique is more accurate as it takes in consideration all the harmonics in the analyzed signal and provides temporal information, which is absent in other transforms or not directly available in the Fourier transform.
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1. Introduction

In the last years, the interest for power quality has increased both to utilities and their customers. One of the major power system problems is steady-state waveform distortion due to harmonics. Harmonics are produced by variable speed drives, arc furnaces, three phase rectifiers with diode, personal computers, and other nonlinear devices. Since, harmonics can severely degrade the performance of power supplies and their connected equipment; it is important and necessary to always monitor harmonic parameters such as voltage, current, and power.

Nowadays, power grid; non-linear loads, such as power supply based on power electronics components; arching furnaces in steel mills; computer equipment in call centers; or six pulse rectifiers in motor drives are common harmonic distortion sources in both of current and voltage waveform and are used wide spread. Since harmonics have effects on electrical quantities measurement, they must be carefully monitored. In this situation, using an effective and fast method is necessary to take in consideration those distortions when the current and voltage RMS values are being calculated. For this purpose, Fourier-based methods have been proposed [1]. Although these methods have shown a very good performance; they are not suitable for non-stationary waveforms analysis. Wavelet transforms (WT) based methods have been proposed to overcome the drawbacks of the Fourier-based methods. Despite the fact that the computational cost of the Wavelet transform is higher than the Fourier transform. The wavelet transform has received great importance in the last years on the power system analysis because the multi-resolution analysis presents proprieties good for the transient signal analysis. Continuous and discrete Wavelet transforms (CWTs and DWTs) are promising tools that have
been used in non-stationary signals analysis, and several recent papers have proposed the use of Wavelets for power system parameters calculation [2-11]. For example, E. Y. Hamid et al. [6] proposed an approach based on wavelet packet transform (WPT) for RMS values of voltage and power measurements. The algorithm can simultaneously measure the distribution of the RMS of voltage or current and power with respect to individual frequency bands from the Wavelet coefficients associated with each voltage current pair. The advantage of the WPT is that it can decompose a power system waveform into uniform frequency bands, which are important for identification of harmonic components and measurement of harmonic parameters. The algorithm is validated using simulated Waveforms. In [7], a novel approach based on Wavelet Packet Transform was presented to measure RMS value and phase angle of the fundamental harmonic. The analytical expressions were derived and using a Graphical User Interface (GUI) designed and experimental works the validity of analytical expressions was demonstrated. In [8] an RMS voltage estimator that eludes the inherent uncertainty of complex arithmetic operations related to the discretized RMS algorithm has been presented. The authors proposed an approximation to the problem by means of an RMS value estimator that uses as a base a microcontroller of basic range and low economic cost and algorithms of calculation of very low computational cost that elude complex arithmetic operation to controllers, such as powers or roots. The importance of selection of mother Wavelet for analyzing stationary disturbances using DWT has been presented in [9]. Signals with stationary disturbances of various frequencies are generated in these works using MATLAB. The analysis of these signals is done using various mother Wavelets like Daubechies and bi-orthogonal Wavelets and the measured RMS value of stationary disturbance is obtained. The measured value obtained by DWT is compared with the exact RMS value of the frequency component and the percentage differences are presented which helps to select optimum mother Wavelet. In [10], a new method has been proposed for fundamental power calculation based on a Wavelet transform with pre-processing by the Hilbert transform. The proposed method increases the frequencies of all harmonics by half of the main frequencies and locates both odd and even harmonics in the centres of the extracted frequency bands. In [11], the authors presented a review on main application of Wavelet transform in electric power systems. The study areas have been classified as power system protection, power quality disturbances, power system transient, partial discharge, load forecasting, faults detection, and power system measurement.

Taking into consideration the previous discussion, we notice that there has not been work on applying the Wavelet transform for real time measurement systems which is required in all energy meters. To solve this problem we propose in this paper an RMS calculation system based on fast discrete Wavelet and implemented by using a dsPIC-type microcontroller which has the advantage of real-time calculation of the distorted stationary and non-stationary signals. Firstly, the system is simulated with MATLAB to verify the feasibility and effectiveness of the proposed approach. The MATLAB simulation results have been compared to the analytic results and have shown a good precision where the error does not exceed 2% in all simulated cases. The remaining part of this paper is organized as follows. Section 2 considers the Wavelet transform clarification. Section 3 examines the RMS value definition in the Wavelet domain. The results of MATLAB and Proteus ISIS simulations are presented in Section 4 and 5. Finally, the conclusion is drawn in Section 5.

2. Wavelet Transform

A Wavelet is a "small wave", which has its energy concentrated in time to give a tool for the analysis of transient, non-stationary, or time-varying phenomena. We will take Wavelets and use them in a series expansion of signals or functions much the same way a Fourier series uses the wave or sinusoid to represent a signal or function [12].

In general, the Wavelet transform is concluded in two DWT and CWT forms. These forms are introduced in the next subsection.

A. Continuous Wavelet Transform

The CWT of a real signal $f(t)$ is computed as

$$W_f = \int_{-\infty}^{+\infty} f(t) \left( {\psi^* \left( \frac{t-b}{a} \right) } \right) dt$$

(1)

where $a \in \mathbb{R}$ with $a \neq 0$ and $b \in \mathbb{R}$ represent the dilation and translation parameters, respectively. $\psi^*(t)$ is the complex conjugate of mother Wavelet $\psi(t)$ where mother Wavelet is a function with limited period and zero average [13].
B. Discrete Wavelet transform

The passage from the CWT to DWT is done by the discretization of the dilatation and translation parameters as follows [14]

\[
\begin{aligned}
a &= 2^j \\
b &= 2^j k \\
k &= 1, 2, 3, \ldots \\
j &= k = 1, 2, 3, \ldots
\end{aligned}
\]  

(2)

By definition, the DWT of a real signal \( f(t) \) is computed as follows

\[
DW_f = \int_{-\infty}^{+\infty} f(t) \frac{1}{\sqrt{2^j}} \psi \left( \frac{t - \left( k \cdot 2^j \right)}{2^j} \right) dt
\]

(3)

The Wavelet basis functions can be implemented as a finite impulse response filter to get a multi-resolution analysis (MRA) [15]. It is noted that S. Mallat [16] has been introduced the MRA in the Wavelet theory for implementation of DWT and unified the structure of Wavelet orthogonal basis. The author, also, proved that the discrete signals could be decomposed and reconstructed according to the Wavelet transform.

The Wavelet decomposition process is depicted in Fig. 1. The original signal \( f(n) \) consists of \( 2^N \) sampling points which is the input signal. Firstly, the operation of convolution is performed to the input signal \( f(n) \) respectively with high-pass \( g(n) \) and low-pass \( h(n) \) filters, and then the results are down sampled by a factor 2. The output of the high-pass filter represents the Detail coefficients \( D_1 \) and contains the high frequencies components of the original signal. On the other hand the low-pass filter output represents the Approximation coefficients \( A_1 \) and contains the low frequencies components of the original signal. From the second level the Approximation and Detail coefficients are obtained from the decomposition of the approximation of the previous level and so on until the last level.

![Fig. 1. Two-level DWT analysis.](image)

3. RMS Value Definition based on the Discrete Wavelet Transform

The most common way to describe or analyze power quality events is by the measurement of the RMS value of voltage or current. According to [17], the RMS value of an electrical magnitude \( f(t) \) of period \( T \) (e.g., voltage) is determined by

\[
F = \sqrt{\frac{1}{T} \int_{0}^{T} f^2(t) \, dt}
\]

(4)

A particular case where the waveform the periodic signal \( f(t) \) is sinusoidal it's RMS values is given by
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\[ F = \frac{F_m}{\sqrt{2}} \]  

(5)

where \( F_m \) is the maximum amplitude of the periodic sinusoidal signal \( f(t) \). However, real voltage and current signals are not ideally sinusoidal and will contain harmonics. In this case the voltage and current can both be expressed as a Fourier series as

\[ f(t) = \sum_{h} F_h \sin (2h\pi ft - \alpha_h) \]  

(6)

where \( h \) is an existing harmonics order, \( \alpha_h \) and \( F_h \) are respectively the phase angle and the maximum amplitude of the \( h^{th} \) harmonics order and \( f = 1/T \) represents the frequency. The RMS values in Fourier domain is given by

\[ F = \sqrt{\sum_{h} \frac{F_h^2}{2}} \]  

(7)

The continue signal \( f(t) \) is digitized to get \( f(n) \), where \( n = 0, 1, 2, \ldots, 2^N - 1 \) for the period \( T \). The RMS value of the digitized signal \( f(n) \) is given as follows

\[ F = \sqrt{\sum_{n=0}^{2^N-1} f^2(n)} \]  

(8)

In the Wavelet domain, the signal \( f(t) \) is described by its Wavelet coefficients as

\[ f(t) = \sum_{j} \sum_{k} c_{j0,k} \phi_{j0,k}(t) + \sum_{j \geq j_0} \sum_{k} d_{j,k} \psi_{j,k}(t) \]  

(9)

where \( d_{j,k} \) and \( c_{j0,k} \) are the detail and approximation coefficients of the signal, respectively. \( j \) is the frequency sub-band and \( j_0 \) is the lowest frequency sub-band (base-band). \( \psi_{j,k}(t) \) is the Wavelet function (mother Wavelet) that the high-pass filter is derived form and measures the details. \( \phi_{j0,k}(t) \) represents the scaling function associated to the mother Wavelet that the low-pass filter is derived form and delivers a smoothed version of the input signal.

The RMS value of the digitized signal \( f(n) \) in the Wavelet domain calculated using the Wavelet coefficients is given as follows

\[ F = \sqrt{\frac{1}{2^N} \left( \sum_{k=0}^{2^j_0 - 1} c_{j0,k}^2 + \sum_{j \geq j_0} \sum_{k=0}^{N-1} 2^{-j-1} d_{j,k}^2 \right)} \]  

(10)

4. Numerical Simulation

In order to evaluate the proposed approach accuracy, MATLAB has been used to compare the results of this method with analytical approach, which consists of the application of the definition given by the equation (8). Initially, digital current and voltage signals have been generated to be used as input signals in the proposed method of calculation. Secondly, both original waveforms are decomposed by using of discrete Wavelet transform method. Finally, the calculation of the RMS values using equation (10) have been proceeded. The proposed RMS calculation system based on DWT is illustrated in Fig 2.
A. The input signals

In this simulation, two input signals have been used (current and voltage). The input signals are composed of the fundamental and the odd harmonics order up to 11, where each order has its own amplitude and phase.

In all cases, the voltage and current waveform has four cycles of 50 Hz with a sampling frequency of 25600 Hz or 512 points per cycle. This means that the original waveform has a length of 2048 points (N = 11) during the observation period of \( 4 \times T = \frac{4}{50} = 0.08 \) sec .

According to Nyquist sampling theory, the maximum frequency that a sampled signal could faithfully be represented is equal to half its sampling frequency which in our case is 12800 Hz [18-20]. The sampling frequency is largely sufficient where the frequency content of the input signal is up to the 11th harmonic which is 550 Hz on the 50 Hz line frequency.

The voltage signals that were chosen and used for the simulation is defined as

\[
V(t) = 311 \sin(100 \pi t) + 20 \sin \left(300 \pi t + \frac{\pi}{2}\right) + 12 \sin \left(500 \pi t + \frac{\pi}{3}\right) + 5 \sin \left(700 \pi t + \frac{\pi}{8}\right) + 3 \sin \left(900 \pi t + \frac{\pi}{6}\right) + 0.5 \sin \left(1100 \pi t + \frac{\pi}{5}\right)
\]

As regards of the current, three cases are studied. For each case, different signal is generated. The three generated signals are identical in magnitude but different in phase (inductive, Capacitive and Resistive) and are given by the Eq. (12) for inductive current, Eq. (13) for capacitive current and Eq. (14) for resistive current.

\[
i(t) = 15 \sin \left(\frac{100 \pi t}{6}\right) + 5 \sin \left(300 \pi t - \frac{\pi}{5}\right) + 4 \sin \left(500 \pi t - \frac{\pi}{7}\right) + 3 \sin \left(700 \pi t - \frac{\pi}{8}\right) + \sin \left(900 \pi t - \frac{\pi}{10}\right) + 2 \sin \left(1100 \pi t - \frac{\pi}{12}\right)
\]

\[
c(t) = 15 \sin \left(\frac{100 \pi t}{6}\right) + 5 \sin \left(300 \pi t + \frac{\pi}{5}\right) + 4 \sin \left(500 \pi t + \frac{\pi}{7}\right) + 3 \sin \left(700 \pi t + \frac{\pi}{8}\right) + \sin \left(900 \pi t + \frac{\pi}{10}\right) + 2 \sin \left(1100 \pi t + \frac{\pi}{12}\right)
\]

\[
r(t) = 15 \sin \left(100 \pi t\right) + 5 \sin \left(300 \pi t\right) + 4 \sin \left(500 \pi t\right) + 3 \sin \left(700 \pi t\right) + \sin \left(900 \pi t\right) + 2 \sin \left(1100 \pi t\right)
\]

B. The Wavelet decomposition of the input signals

Sampled data is decomposed with the discrete Wavelet transform. A Daubechies mother Wavelet (db2) has been chosen in the present work, which means that the low and high pass filters of the decomposition have four coefficients. Although, currently there is no rule that helps choosing which mother Wavelet to use, it has been observed in recent
study and research, that the Debauchees mother Wavelet is most stable, and the signal does not lose any information during the reconstruction process [21]. The maximum decomposition level that a signal can reach depends on the number of samples per period and the filters coefficients number [22]. In the simulation, the last decomposition level is set to four with sampling frequency of 25600Hz, thus decomposing the signal four-times would divide the band into [0, 1600, 3200, 6400, 12800]Hz.

The four harmonics distorted signals and its respective decomposition results are shown in figures 3, 4, 5 and 6, respectively. In all four figures the original signal is on top and its four levels decompositions are below.

All four input signals harmonic components do not exceed the 11th order (550 Hz) which means that all harmonics are falling inside the band of [0, 1600] Hz. In other words, those frequencies are included in the approximation and in the fourth detail decomposition coefficients.

The rest of the bands ideally should not display any energy relating to these harmonics. However, it has been observed that a certain amount of harmonics energy leaks to higher-frequency bands D3, D2 and D1, this phenomenon is called filter leakage. The easiest way to reduce filter leakage is to use longer-length filters, but it yields to larger computation time.
C. Simulation results

The proposed method for the calculation of the RMS values based on equation (10) is compared with the analytical approach which consists of the application of the definition given by equation (8).

Tables 1 illustrates the results for the analytical approach and the values calculated using DWT approach with the error according to the four signals, were V, I, C and R represent the RMS values of the voltage, the inductive current, the capacitive current and the resistive current signals, respectively.

Table 1. Results for the analytical and the DWT approaches.

| Inputs | Analytic results | DWT results | Error % |
|--------|------------------|-------------|---------|
| V      | 228.4207 V       | 228.8562 V  | 0.1907  |
| I      | 11.8322 A        | 11.9552 A  | 1.0403  |
| C      | 11.8322 A        | 11.9780 A  | 1.2324  |
| R      | 11.8322 A        | 11.8931 A  | 0.5147  |

The simulation results as given by Table 1 shown that the error between the analytical results and the DWT results does not exceed 1.3% in all four cases which validate the theoretical presentation of the method of calculating described above.
The error in the DWT approach results is due to the boundary or edge effect. Boundary effects are very common in the processing of finite-length signals. They are caused by incomplete data in the boundary regions of finite-length signals.

To reduce the edge effect the number of filter coefficients must be reduced and the number of sample per period must be increased. Truncating the unfavorable results at boundaries after convolution between signal and the Wavelet filters is another good solution to edge effect.

5. Proteus Simulation

The Proteus simulation set up of the proposed method includes several modules such as power supply, current and voltage sensors, microcontroller, Liquid Crystal Display (LCD) and load. These modules are integrated in a system block diagram as shown in Fig. 7.

A. Power supply and load

Three alternative generator connected in series have been used to produce a waveform that contains a fundamental and tow harmonics order the third and fifth. The equation representing the power supply is given by

\[ v(t) = 311 \sin(100\pi t) + 50 \sin(300\pi t) + 20 \sin(500\pi t) \]

As regard the load we used a 5mH inductance and a variable resistance to produce a phase shift between current and voltage waveform.

B. Voltage sensor

For the voltage measurement a voltage divider sensor has been used with a ratio of 200 to 1. The microcontroller has an input voltage range of 0 to 5V DC supply voltage (Vcc). Thus, sampled AC signal needs to be biased at Vcc/2. However, the DC bias voltage needs to be removed in order to calculate RMS value of the voltage and current [23]. The power supply voltage peak is 281V; thus the resistor divider output peak is 1.405V. To meet the ADC module requirements an Op-Amp IC has been included for buffering and level shifting the signal so the zero point will be centered at 2.5V. The equation that relates the input and output signals of the voltage sensor is given by

\[ V_{out} = \frac{(3V_{in}) + 1000}{400} \]

where \( V_{in} \) represents the input signal of the microcontroller and \( V_{out} \) represents the voltage of the power supply.

C. Current sensor

For the current measurement, an ACS712 Hall Effect transducer has been used. This sensor design has various advantages such as DC currents measurement ability and its output is linear across the entire range of measured currents thanks to the closed loop design. In addition these types of sensors provide a galvanic isolation between the power supply and the electronics components. Fig. 8 schematizes the power supply and load in addition of voltage and current signals acquisition and conditioning are illustrated. The obtained current and voltage waveforms are displayed by fig. 9.
In the proposed system (figure 10), a Microchip dsPIC33FJ32GP202 microcontroller has been adopted as calculator. It has the ability to operating at a clock frequency of 40MHz, it possesses 16-bit modified Harvard architecture with the support for digital signal processing and includes a 256 Kbytes of program ROM and 30 Kbytes of SRAM [24].

The dsPIC33FJ32GP202 has one ADC module which supports up to 13 analog input channels with either 10-bit or 12-bit resolution. In addition the ADC module possess four sample and hold that offer the ability to make simultaneous samples, which is very important advantage for the precision of the measurements. The clock frequency of the dsPIC is 40 MHz and 10 bit analogue-to-digital converter with simultaneous sampling is used to convert the test signal to discrete form. The ADC sampling rate is set at 400Hz (8 samples/cycles) by use of timer 3, which will trigger the end of sampling and starts the conversation of the desired analog inputs in this case AN2 and AN3.

D. Microchip dsPIC33FJ32GP202 microcontroller
E. Programming the dsPIC33FJ32GP202

There are four main phases involved in this development of the RMS calculation system as shown in Figure 11, which are; Initialization process of devices used in this application, data acquisition, data process and data analysis stages. The last phase concerns the displaying of the obtained results. Each phase is further divided into several stages which include initializing, modelling, analysing and computing.

Programming the dsPIC is realized by using a C programming language tool to write and compile the code. The program starts with the initiation part where it first set the LCD module connection pins. Then, the program configures the ADC module using its three configuration registers AD1CON1, AD1CON2 and AD1CON3. To set the channels and the inputs that will be sampled, the program uses the ADC input select registers AD1CHS0 and AD1CHS123 in addition to the ports configuration register AD1PCFG.

Finally, the program initiates the Timer 3 module to set the conversation rate using the T3CON register. In the end of the initiation of the ADC and Timer 3 modules, the program disables there interruption and clear the interruption flag using IFS0 and IEC0 registers.

Once the initiation part is finished the program starts an infinite loop so the instruction within this loop will be repeated infinitely. The loop contains three set of instructions first the acquisition instructions were the program takes the converted sample from the ADC buffer AD1Buf and puts it in its appropriate array (current or voltage).
Once the acquisition process is done, the program starts the calculation of the DWT coefficients and then uses those coefficients to calculate the RMS values. Finally, the program converts the numerical values to texts and sends them to the LCD module so it can be displayed.

![Flowchart for RMS calculation based on dsPIC and DWT.](image)

**F. Experimental results**

Once the algorithm was implemented, we run the system to obtain voltage and current calculated with the proposed method. The LCD displays those results, where the voltage is placed on the top line and in the bottom line the current. An ammeter and a voltmeter were installed to be used as reference to compare the results. The exact values of the current and voltage have been calculated analytically using the load and the power supply values.

The Analytic value has been used to calculate the relative error for both the proposed method and the meters. Figure 10 shows the configuration used in this simulation. The voltage of the power supply is constant but the current consumption of the load is varied through a variable resistance RV1.

Tables 1 and 2 show simulation results of the voltage and different values of current obtained from the proposed method, the Analytic results and the voltage and ammeter with their respective relative error.

| Table 2. Comparison of Proteus simulation results for voltage. |
|---------------------------------------------------------------|
| Proposed method (V) | Analytic results (V) | Voltmeter (V) | Relative error % |
| RMS Voltage         | 220.43              | 223.18        | 224             | 1.23          | 0.37          |

Tables 2 and 3 illustrate the results for the proposed method, volt and ammeter and the true value calculated using the Analytic method and their respective relative error. The errors results errors are generally quite small where it does not exceed 1.23%. This proves that the proposed RMS calculation method using the discrete Wavelet transform is correct.
Table 3. Comparison of Proteus simulation results for current.

| Resistor value (Ω) | Proposed method (A) | Analytic results (A) | Ammeter (A) | Relative error % |
|--------------------|---------------------|----------------------|-------------|------------------|
| 7.5                | 29.0341             | 29.0042              | 29.1        | 0.103089, 0.330297 |
| 10                 | 21.9779             | 21.9869              | 22          | 0.049033, 0.059581 |
| 12.5               | 17.6618             | 17.691               | 17.7        | 0.165056, 0.050873 |
| 15                 | 14.74               | 14.7769              | 14.8        | 0.249714, 0.156325 |
| 17.5               | 12.6481             | 12.6885              | 12.6        | 0.318399, 0.697482 |
| 20                 | 11.0662             | 11.1555              | 11.1        | 0.443525, 0.139445 |
| 22.5               | 9.8232              | 9.8884               | 9.91        | 0.659358, 0.218438 |
| 25                 | 8.8569              | 8.9048               | 8.89        | 0.537912, 0.166202 |
| 27.5               | 8.0437              | 8.0988               | 8.11        | 0.680348, 0.138292 |
| 30                 | 7.3912              | 7.4263               | 7.42        | 0.472645, 0.084834 |
| 32.5               | 6.8022              | 6.8568               | 6.86        | 0.79629, 0.046669  |
| 35                 | 6.3205              | 6.3684               | 6.36        | 0.752151, 0.131901 |
| 37.5               | 5.9073              | 5.9448               | 5.94        | 0.630803, 0.080743 |

Fig. 12 show the relative error calculated using the analytic result for the proposed method and the Ammeter. The error does not exceed 1% in all cases which is good but the method can be ameliorated by using better sensor, greater ADC resolution and more simples per period.

6. Conclusion

This paper focuses on the proposed RMS calculation system based on fast discrete Wavelet and implemented by using a dsPIC-type microcontroller. The proposed method has the advantage of real-time calculation of distorted signals which can be implemented in energy meters. The system is simulated with MATLAB and implemented in a dsPIC using Proteus ISIS to validate the feasibility and effectiveness of the proposed method. The MATLAB simulation results have been compared to the analytic results and have shown a good precision where the error does not exceed 2% in all simulated cases. The calculation method is successfully implemented on Proteus ISIS and the results have been compared to a traditional volt and ammeter. The implementation results are good and can be improved by increasing the number of samples per period, the ADC output resolution and the DWT filters coefficients number.
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