Application of Zernike moments in computer vision problems for infrared images
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Abstract: The efficiency of using Zernike moments when working with digital images obtained in the infrared region of the spectrum is considered to improve the accuracy and speed of an autonomous thermal imaging system. The theoretical justification of the choice of Zernike moments for solving computer (machine) vision problems and the choice of a suitable threshold binarization method is given. In order to verify the adequacy and expediency of using the chosen method, practical studies were conducted on the use of Zernike methods for distorting various thermal images in shades of gray.
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1 Introduction

One of the main tasks in computer (machine) vision is feature matching. In this regard, a large number of algorithms have been proposed using local feature descriptors that are used to recreate or recognize patterns. Despite the rapid development of autonomous recognition systems, in which artificial neural networks (ANN) are often used, approaches based on the use of local descriptors remain relevant today [1-3]. Their main positive qualities are ease of use, speed and resistance to various types of noise.

There are a large number of varieties of such algorithms, such as: scale-invariant feature transform (SIFT) [4]; accelerated up robust features (SURF) [5]; local binary patterns (LBP) [6], etc. This article examines the Zernike moments (ZM) as one of many local descriptors in image recognition problems. However, among the above descriptors, they represent an easily embedded mathematical apparatus.

ZM is a descriptor used to characterize the object in the image. Initially, geometric moments were used in image processing tasks. Their main problem was information redundancy. The use of ZM, built on a set of orthogonal radial Zernike polynomials, helped to solve this problem. The main advantage of the ZM is the use of orthogonal functions, since there is no redundancy of information between the moments, which makes them more reliable and discriminant.

The article [7] considers the introduction of ZM into the adaptive local feature descriptor and provides results showing easy embeddability of moments. This suggests that the ZM can be used, among other things, as an additional mathematical apparatus for one or another algorithm. However, one of the main tasks of this article is the possibility of using the ZM in problems of object recognition in digital images captured in the infrared region of the spectrum.

2 Mathematical Description

In 1934, F. Zernike introduced a system of polynomials that are orthogonal inside the unit circle and have invariance properties, described in detail in [8]. Based on a set of orthogonal radial Zernike polynomials, Teague [9] described the ZM as a two-dimensional function.

Two-dimensional ZM \( Z_{nm} \) of order \( n \) with repetition \( m \) are defined in polar coordinates \((r, \theta)\) inside the unit circle as

\[
Z_{nm} = \frac{n+1}{\pi} \int_0^{2\pi} \int_0^1 R_{nm}(r) \, \text{e}^{-im\theta} f(r, \theta) \, r \, dr \, d\theta,
\]

where \( n \) is the order of the moment; \( m \) is the harmonic order (repetition), while \( 0 \leq |m| \leq n, |n-m| \) is even; \( R_{nm}(r) \) – is the \( n \)-th order Zernike radial polynomial, given by the formula:

---
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If we take into account that $R_{m}(r) e^{jn\theta}$ is a complex conjugation of Zernike polynomials defined on the unit circle in polar coordinates, and represented as $R_{m}(r) \exp(-j\theta) = V_{m}(x,y)$, then we can easily express ZM of order $n$ with a repetition of $m$ of this conjugation for a discrete digital image as \cite{7}:

$$A_{n,m} = \frac{n+1}{\pi} \sum_{x^2+y^2 \leq r^2} f(x,y) V_{n,m}(p,\theta),$$

in this case, $V_{n,m}(p,\theta) = V_{n,m}(x,y)$, a $f(x,y)$ is a two - dimensional image function.

3 Practical Description and Image Reconstruction

From the mathematical description given in equations (1)-(2), it follows that the Zernike polynomials are orthogonal along a disk with radius $r$, which is given in polar coordinates. This property makes them applicable in computer vision problems and the description of the shape.

Figure 1 (a) shows some selected shape of the object, in this case, the binary image of the tank, for which it is necessary to calculate the ZM. The object or feature is placed in a disk with a radius of $r$, describing the selected shape. In order to cover the entire area of the figure, the radius $r$ must be set correctly, but in practice this restriction is usually relaxed to ensure a consistent description of the image.

To calculate the ZM, they are usually set by two parameters: the radius of the disk and the order (degree) of the polynomial. It is worth noting that the radius is the area in which the polynomials are defined.

First, the input image is placed in a disk with radius $r$, where the center of the image coincides with the center of the disk. For the choice of the radius $r$, a certain tolerance is allowed without negative effects on the result. However, a large deviation of the value when determining the radius can introduce undesirable effects.

Figure 1 (b)-(c) shows examples of incorrect selection of the disk radius. If the pixels of an object or feature fall outside the disk, they are ignored and not calculated. If the radius was chosen more than the object of interest or feature of interest to us, then other features and objects may also accidentally fall into the disk area when calculating the ZM.

After selecting the radius of the disk describing the object or feature, the ZM is calculated to the specified degree and used as a feature vector. The size of the returned feature vector directly depends on the degree of the polynomial. The larger the degree, the larger the feature vector.

ZM can describe the shape of an object or feature with a function. With the help of the inverse transformation, the image can be restored by the moments of a certain order, which is based on the theorem on the uniqueness of the expansion \cite{10}. The results of the reconstructed thermal image are shown in Figure 2. It can be seen from the figure that with a larger order of the polynomial, the image is restored more clearly. However, due to the fact that the use of the ZM requires a shape and a clear outline of the object of interest, such an initial image is not suitable for further research.
Thus, for a more accurate description of the object of interest and the highlighting of the necessary features, the described shape can be represented as a binary image, or as the boundary of the object (that is the "contour" of the shape). Figure 3 shows the recovery of a binary image using ZM. In comparison with Figure 2, the outline of the object in this case is described more clearly.

It is worth noting that when there is an overabundance of polynomials, the so-called "collapse" effect occurs. It consists in the fact that the outlines of the object of interest or feature disappear in the reconstructed image. This is another additional factor that shows the importance of choosing the order of the polynomial.
4 Results of Practical Research

4.1 Binarization

Before the practical application of the ZM, it is necessary to choose a method of digital filtering of a thermal image to highlight the necessary features or an object of interest. Due to the lower susceptibility to noise, the threshold filtering (binarization) method was chosen. Figure 5 shows the types of binary images. These images were modeled using a special library of computer vision algorithms, image processing and general-purpose numerical algorithms with open source – OpenCV. It is worth noting that the choice of a specific binarization method will depend on other conditions and the quality of the images obtained. Obviously, the greatest effect can be achieved with the help of adaptive algorithms based, for example, on the use of a local or global image histogram.
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*Fig. 5. Examples of binary images at a given threshold $\gamma = 140$.*

In the course of comparing the visual representation of a binary thermal image, the method of Analysis was chosen for further research. In particular, it is worth noting that such a threshold filtering method as a multi-level threshold transformation is not suitable for solving such a problem.

4.2 Thermal Image Recognition Using ZM

To implement the ZM when recognizing the object of interest in the image, code written in the Python programming language using special libraries and modules was used. Thus, the value of the disk radius $r$ was calculated using the program and set automatically, with the order of the polynomial $n = 8$. Figure 6 shows the results of autonomous recognition of the object of interest using the ZM. The image was taken using a microbolometric module on vanadium oxide with a resolution of 640×480 and a step of 17 microns, as well as a thermal imaging lens with passive athermalization, a focal length of 100 mm and a relative aperture of 1:4.
4.3 Investigation of Rotation Invariance

Despite the positive result in the autonomous recognition of the object of interest on a thermal image using ZM, their main advantages remain invariance and resistance to various types of distortion and noise. This is of particular interest for moving carriers subject to all kinds of turbulence and rapidly changing foreshortening. For further research, the captured image of Figure 6 (a) was subjected to digital distortions to test the theory of the use of ZM.

In [11], the authors provide a mathematical proof of the invariance of the ZM to rotations. In this paper, this statement was studied practically, its results are presented in Figure 7. Note that the invariance of ZM to rotations is revealed from the equal values of the image amplitude $A$ and the phase $\phi$, the values of which are directly proportional to the rotation. At the same time, in Figure 7 (b), the object of interest is highlighted with a green rectangle, while the red rectangles are similar in some features, but below the specified threshold value.
4.4 Investigation of Scale Invariance and Noise Resistance

Additional studies of the use of ZM on a thermal image when recognizing an object of interest were carried out in order to verify the invariance of moments to scale and resistance to noise. The thermal image size of 640×480 was enlarged to the format of 1000×750 and reduced to 200×150. However, despite the change in the size of the object of interest, the program was able to accurately recognize the selected object. The results are shown in Figure 8.

Then the median blur and impulse noise of the "salt/pepper" type were digitally superimposed on the original thermal image. The result of recognizing an image distorted by noise is shown in Figure 9.
4.5 Investigation of the Stability of ZM Under Heavy Lubrication

The following experimental study was conducted to test the possibility of recognizing the object of interest when using ZM on a thermal image with a significant blur. Figure 10 shows a detailed diagram of the study. First, a more or less high-quality thermal image was taken and the selected object of interest (car) was used as a feature. After that, ZM was used on a heavily blurred image to recognize the object of interest, while the program was able to easily recognize this object, despite the highly distorted image quality.

5 Conclusion

Based on the conducted research, the following conclusions can be drawn:

1) Due to the properties of invariance to rotation and scale, as well as relative resistance to noise (interference) and blur, the ZM can be used when working with distorted images.
2) In [7], studies were conducted, which provides a justification for the speed of the MC in contrast to other modern methods of pattern recognition. However, based on the research conducted in our article, it should be borne in mind that the input parameters significantly depend on the application conditions, that is, on a specific task.

3) Due to the relatively simple mathematical apparatus, ZM is successfully implemented into other feature descriptors to increase accuracy and speed, so in the future they can be used together with convolutional neural networks.

4) Due to the fact that classical thermal images do not have color information, but carry information only about the temperature of objects, which is represented by grayscale or pseudo-colors, it is more expedient to apply binarization to such images, moreover, without significant loss of information, which is an integral part of the ZM calculations.
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