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Abstract

The rapid dissemination of misinformation through online social networks poses a pressing issue with harmful consequences jeopardizing human health, public safety, democracy, and the economy; therefore, urgent action is required to address this problem. In this study, we construct a new human-annotated dataset, called MiDe22, having 5,284 English and 5,064 Turkish tweets with their misinformation labels for several recent events between 2020 and 2022, including the Russia-Ukraine war, COVID-19 pandemic, and Refugees. The dataset includes user engagements with the tweets in terms of likes, replies, retweets, and quotes. We also provide a detailed data analysis with descriptive statistics and the experimental results of a benchmark evaluation for misinformation detection.
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1. Introduction

With the growth of online social networks, people develop new behaviors and trends. An example is the amount of news consumed in these networks, and eventually the phrase “social media” is coined. However, considering their popularity and easy accessibility, it is inevitable to observe different kinds of content in social media platforms; e.g., information manipulations, fake news, and misinformation/disinformation spread. Twitter (rebranding to X since July 2023) is one of the platforms where misinformation can be widely spread as observed in the U.S. Elections (Grinberg et al., 2019), so that “fake news” became the Word of the Year in 2017 (Collins Dictionary, 2017).

Misinformation is spread in many domains including but not limited to health, politics, and disasters. Once misinformation is spread, the consequences can be devastating (Islam et al., 2020b; Reuters, 2022). For instance, many people died because of false rumors that claim that the cure for COVID-19 is drinking methanol (Islam et al., 2020b). Another example is that Ukraine sought an emergency order from the International Court of Justice due to the false claims of genocide against Russian speakers in Ukraine (Reuters, 2022). Considering the importance of misinformation spread in society and the ugly truth of unavoidable diffusion and beliefs, misinformation detection becomes a critical task that requires advanced methods and datasets.

A straightforward solution for misinformation is to avoid the spread in advance. However, people can be biased to change their beliefs even if corrections exist, and the attempts to correct falsehoods may not avoid its spread and even sometimes help its diffusion (Nyhan and Reifler, 2010). Moreover, targeted advertising to increase user engagement can help misinformation spread, which may be a source of revenue for social media platforms (Neumann et al., 2022).

We have four main observations on existing social media collections for misinformation detection. Although they mostly cover a limited number of topics (Ma et al., 2017), these topics remain too high-level to provide an opportunity to systematically examine which type of incidents trigger the misinformation spread. The availability of fine-grained event-specific information can play a significant role in capturing different user behaviors for detecting and preventing misinformation. Furthermore, the existing datasets focus on widely used languages such as English (D’Ulizia et al., 2021), while they are very limited for low-resource languages. Lastly, user engagements (like, reply, retweet, and quote) and media elements (image and video) in false tweets can be useful to analyze different types of information diffusion and detection methods (e.g., multimodal), but not all types are always included in the datasets.

In order to bridge these gaps, we present an annotated multi-event tweet dataset for Misinformation Detection under several recent...
events from 2020 to 2022, called MiDe22, including English and Turkish tweets with four types of user engagements and they are likes, replies, retweets, and quotes.

1.1. Dataset Contents

The MiDe22 dataset\(^2\) consists of three parts: (i) Topics and Events, (ii) Tweets, and (iii) User Engagements. Each part exists for both English (MiDe22-EN) and Turkish (MiDe22-TR).

**Topics and Events.** We consider the issues occupying the world’s agenda in recent years as the topics of our dataset. Then, we extract the significant events with the highest spread of misinformation. Figure 1 presents an overview of the structure of our dataset. The inner circle indicates the COVID-19 pandemic, the 2022 War between Russia and Ukraine, Refugees (Immigration), and Miscellaneous events that are not categorized under the previous topics. Overall, these topics contain 40 newsworthy events in the outer circles of the figure. We also provide the event titles along with their topics online\(^2\).

Note that we prefer well-known recent events for both languages. The reason is that some misinformation events can be global and observed in several countries, such as “COVID-19 vaccines contain Human Immunodeficiency Virus (HIV)”. These common events can provide an opportunity to inspect how misinformation is spread in different languages. On the other hand, there are local events that have influence in specific regions. The details on the events are given in Section 3.1.

**Tweets.** The dataset has tweets related to the events. The crawling process is explained in Section 3.1. Each tweet is labeled according to three classes: False information, True information, and Other. The Other class includes tweets that cannot be categorized under false and true information. The annotation process is explained in Section 3.2.

**User Engagements and Media.** We provide the user engagements with all tweets. Separate engagement splits are provided in the types of like, reply, retweet and quote. We also provide media elements in our dataset, i.e. image and video if they exist in the tweets.

1.2. Contributions

Our contribution involves the development of a novel tweet dataset for misinformation detection in two languages with various topics and user engagements. The languages are a widely used language: English, and a low-resource language: Turkish. The topics of the dataset cover several recent events, such as the 2022 Russia-Ukraine War and the COVID-19 pandemic. The dataset includes the user engagements with all tweets in terms of likes, replies, retweets, and quotes. It can be used in many studies such as misinformation, event, and topic detection. Additionally, we conduct experiments to provide initial baseline scores from different model families, e.g., bag-of-words, neural, and transformer-based models. Apart from demonstrating the quality and utility of our dataset, these baselines also provide a benchmark for researchers to compare against and further enhance their developments. The variety of baseline models is rich enough to perform statistical tests and interpret the results properly.

\(^2\)The dataset and all other related documents can be accessed at https://github.com/metunlp/MiDe22

---

Figure 1: The topics (inner circle) and events (outer circle) in MiDe22 for English (left) and Turkish (right). The areas are proportional to the number of tweets they have.
Table 1: Related misinformation studies. RUW stands for Russia-Ukraine War, C19 for COVID-19, IMM for Immigration and Refugees, HPV for Human Papilloma Virus, and MISC for Miscellaneous. The last column shows if tweets are annotated by humans, or labeled by the output of queries to Twitter API. Size is given in terms of number of tweets.

| Dataset Name                  | Langs | Domain | Topics | Date of Data | Engagements | Size    | Labels            |
|-------------------------------|-------|--------|--------|--------------|-------------|---------|-------------------|
| LIAR (Wang, 2017)             | En    | Stories| MISC   | 2007-2016    | None        | 23.9k   | Annotated         |
| FakeNewsNet (Shu et al., 2020) | En    | News, tweets | MISC | 2019-2020 | Reply | 4.2k, 160k | Query |
| CoAID (Cui and Lee, 2020)    | En    | Tweets | C19   | 2020        | None        | 6.7k    | Annotated         |
| COVID19Allie (Hossain et al., 2020) | En    | Tweets | C19   | 2020        | None        | 4.9k    | Annotated         |
| CMU-McCovid19 (Memon and Carley, 2020) | En    | Tweets | C19   | 2020        | None        | 4.9k    | Annotated         |
| MM-COVID (Li et al., 2020)   | En    | Tweets | C19   | 2019-2021   | None        | 105.3k  | Query             |
| VaccineLies (Weinzierl and Harabagiu, 2022) | En    | Tweets | C19, HPV | 2019-2021 | None | 14.6k   | Annotated         |
| MUMm (Nielsen and McConville, 2022) | En, Zh | Tweets, Weibo | MISC | 2017-2022 | Reply, retweet | 21.5m  | Query             |
| MR2 (Hu et al., 2023)        | En, Tr| Tweets | R.J.N, C19, IMM, MISC | 2020-2022 | Reply, retweet, like, quote | 14.7k | Annotated         |
| MDA22 (this study)           | En    | Tweets | MISC   | 2020-2022   | Reply, retweet, like, quote | 10.3k | Annotated         |

2. Related Work

In this section, we provide a brief review of the existing literature and explore the methods used for the analysis and detection of misinformation, the available datasets for research purposes, and the various interventions implemented to combat the spread of misinformation.

2.1. Misinformation Analysis

Misinformation analysis is the process of identifying, evaluating, and understanding the spread and impact of false, misleading, or inaccurate information. Misinformation modeling covers temporal and patterns of information diffusion to analyze spread (Shin et al., 2018; Rosenfeld et al., 2020), and also analysis of misinformation spreads during important events such as the 2016 U.S. Election (Grinberg et al., 2019), the COVID-19 Pandemic (Ferrara et al., 2020), and the 2020 BLM Movement (Toraman et al., 2022a).

2.2. Misinformation Detection

Misinformation detection is a challenging task when the dynamics subject to misinformation spread are considered. The task is also studied as fake news detection (Zhou and Zafarani, 2020), rumor detection (Zubiaga et al., 2018), and fact/claim verification (Bekoulis et al., 2021; Guo et al., 2022).

There are two important aspects of misinformation detection. First, the task mostly depends on supervised learning with a labeled dataset. Second, existing studies rely on different feature types for automated misinformation detection (Wu et al., 2016). Text contents are represented in a vector or embedding space by natural language processing (Oshikawa et al., 2020) and the task is formulated as classification or regression mostly solved by deep learning models (Islam et al., 2020a). The features extracted from user profiles can be used to detect the spreaders (Lee et al., 2011). Besides contents, there are efforts to extract features from the network structure such as network diffusion models (Kwon and Cha, 2014; Shu et al., 2019a) and graph neural networks (Mehta et al., 2022). Lastly, external knowledge sources (Shi and Weninger, 2016; Toraman et al., 2022b) and the social context among publishers, news, and users (Shu et al., 2019b) can be integrated to the learning phase.

Rather than identifying the content with misinformation, there are efforts to detect the user accounts that would spread undesirable content such as spamming and misinformation. Social honeypot (Lee et al., 2011) is a method to identify such users by attracting them to engage with a fake account, called honeypot. There are also bots producing computer-generated content to promote misinformation (Himelein-Wachowiak et al., 2021).

2.3. Misinformation Datasets

There are several efforts in the literature to construct a dataset for misinformation detection. The LIAR dataset (Wang, 2017) includes short statements from different backgrounds, annotated by PolitiFact API. News and related tweets for fact-checked events are composed in a dataset in (Shu et al., 2020). Recently, global events and their repercussions in social media lead to the emergence of new misinformation datasets. For instance, Memon and Carley (2020) annotate tweets according to misinformation categories such as fake treatments for COVID-19. In (Li et al., 2020), news sources are investigated for fake news in different languages. Hossain et al. (2020b) retrieve common misconceptions about COVID-19, and label tweets according to their stances against misconceptions. Weinzierl and Harabagiu (2022) compose the vaccine version of the same dataset. Other datasets include COVID-19 healthcare misinformation (Cui and Lee, 2020), and large-scale multimodal misinformation (Nielsen and McConville, 2022). (Hu et al., 2023) curate annotated multimodal social media dataset for two widely-spoken languages (English and Chinese), providing reply and retweet engagements. Lastly, there are very limited datasets for low-resource languages (Hossain et al., 2020a; Lucas et al., 2022) but do not exist for Turkish.
2.4. Misinformation Intervention and Generative AI

Misinformation intervention is the task of reducing the negative effects of spread in advance. One way to fight against misinformation is to spread true information by cascade modeling (Budak et al., 2011). Other methods include detecting credible information (Morstatter et al., 2014), cost-aware intervention (Thirumuruganathan et al., 2021), and crowdsourcing (Twitter, 2022). However, with the recent success of transformer-based generative models, such as ChatGPT, it becomes more difficult for a human reader to assess and interfere with the credibility of the news source (Hsu and Thompson, 2023). Recent studies (Zellers et al., 2019; Spitale et al., 2023) reveal that social media users cannot distinguish manipulative contents generated by Generative AI (Brown et al., 2020) and humans.

2.5. Our Differences

In Table 1, we summarize notable datasets in the literature and compare them with our dataset. We aim to provide a resource for misinformation detection and analysis, rather than intervention. Different from existing works, our study covers several recent events for misinformation analysis, including the 2022 Russia-Ukraine War, providing human-annotated tweets and user engagements on Twitter.

3. Dataset Construction

3.1. Data Crawling

There are 40 events under four topics per language (English and Turkish). We manually browsed fact-checking platforms (PolitiFact.com, EuVsDisinfo.eu, UsaToday.com/FactCheck for English, and Teyit.org for Turkish), and manually selected all events related to our topics at the beginning of April 2022. The events range from September 10th, 2020 to March 21st, 2022 in English, and October 5th, 2020 to March 11th, 2022 in Turkish. To find relevant tweets for events, we used a predetermined set of keywords for each event. At this point, we emphasize that the main criteria of keyword selection is to reach the critical mass in terms of the number of tweets for a given event. Therefore, there is not any bias stemming from keywords towards True and False labels. The details of tweet crawling and query structure are given in Appendix A.1. We collected tweets via Twitter API’s Academic Research Access.

Each event is represented by 11 attributes: Event’s language, id, topic, title, URL for evidence, the keywords for querying tweets, the date when evidence is provided, the start date of querying tweets, the end date of querying tweets, the keywords used while querying tweets for the Other class, sample tweet ID(s) in this event. The tweets range from September 19th, 2020 to April 5th, 2022 in English, and September 15th, 2020 to April 5th, 2022 in Turkish.

We excluded retweets to avoid duplicates. We used Dice similarity (Schütze et al., 2008), and applied a similarity threshold (85%) between a newly collected tweet and previous tweets. If it exceeded the threshold, then we skipped that tweet and collected another tweet. We did not set a limit on tweet length, since misinformation can be spread by a few or no words using media objects. We kept the original contents, and provided links to the images and external URLs in tweets. We also collected all user engagements returned to our queries in the types of like, reply, retweet and quote.

3.2. Data Annotation and Statistical Authentication

Each tweet in the dataset is labeled according to three classes: True information, False information, and Other. The True class includes tweets with the correct information regarding the corresponding event. The False class includes tweets with misinformation on the corresponding event. The Other class includes tweets that cannot be categorized under false and true information. In general, these tweets include opinions or information related to the events, which cannot be directly judged as True or False. Sample sentences for each class label are given for the EN18 event in Table 2. The

---

Table 2: Sample sentences from MiDe22. The event number is EN18.

| Classes | Sample Sentence |
|---------|-----------------|
| True    | No, WHO’s Director-General Didn’t Say COVID Vaccines Are ‘Being Used To Kill Children’. |
| False   | The director-general of the WHO and I quote: “countries are using the vaccine to kill children”. |
| Other   | Africa moving toward control of COVID-19: WHO director. |

---

3https://chat.openai.com

4Some of the events were later filtered out due to the insufficient number of tweets.
Table 3: The main statistics of our dataset for English (EN) and Turkish (TR). The mean and standard deviation among tweets for each attribute are given.

We assigned five annotators who were computer engineering undergraduate students. We developed an annotation tool based on INCEpTION (Klie et al., 2018) for ease of labeling. Before the annotation process started, all annotators were given a tutorial about the task. Explicit definitions of True and False tweets were provided along with the corresponding examples. We try to mitigate any bias such as political leanings and beliefs during annotation tutorials. Annotation guidelines are detailed in the online repository.

Since each tweet is annotated by at least two annotators, we calculate Krippendorf’s alpha-reliability (Krippendorf, 1970) to measure inter-annotator agreement (IAA). The resulting alpha coefficients are 0.785 and 0.791 in English and Turkish, respectively. Regarding the study of Landis and Koch (1977), our dataset has substantial agreement among annotators. Furthermore, the IAA scores of MiDe22 are higher than or similar to those of existing datasets (Nakamura et al., 2019; Pérez-Rosas et al., 2017; Wang, 2017; Nguyen et al., 2020).

Figure 2a and 2b show the word clouds for each class (true, false, and other). Collocations are calculated within a window size of two consecutive words.

4. Data Analysis

4.1. Quantitative Analysis

Our dataset is available in English and Turkish. The tweet counts together with the average numbers of user engagements (like, reply, retweet, and quote) are listed in Table 3. The average number of all types of user engagements per true tweet is higher than false tweets in both languages. On the other hand, there is no significant difference in the average number of images and videos. Nevertheless, false tweets in Turkish have more images, while false tweets in English have slightly more videos, compared to true ones.

4.2. Content Analysis

Figure 2a and 2b show the word clouds for each class (true, false, and other). Although the dataset

| Statistics | MiDe22-EN | Other | MiDe22-TR | Other |
|------------|-----------|-------|-----------|-------|
| Tweets     |           |       |           |       |
| Like       |           |       |           |       |
| User       |           |       |           |       |
| Engagements|           |       |           |       |
| Quote      |           |       |           |       |
| Average    |           |       |           |       |
| Like       | 16.04±166.61 | 4.97±36.65 | 11.70±153.55 | 24.80±122.33 |
| Reply      | 1.17±11.95  | 0.62±3.82  | 1.16±11.51  | 1.97±11.66  |
| Retweet    | 3.91±43.35  | 1.81±15.69 | 3.22±39.11  | 4.57±27.14  |
| Quote      | 0.47±4.55   | 0.26±1.56  | 0.95±23.33  | 1.02±5.62   |
| Image      | 0.10±0.30   | 0.08±0.27  | 0.13±0.34   | 0.17±0.37   |
| Video      | 0.01±0.08   | 0.03±0.17  | 0.03±0.18   | 0.07±0.25   |

event is about the speech of T. A. Ghebreyesus, the Director-General of World Health Organization (WHO), during the opening of the WHO Academy in Lyon. Ghebreyesus stumbled over his words, first mispronouncing the word “children” led some people to claim he said “kill children”.
includes several topics, COVID-related keywords are observed more in false tweets for both languages (e.g. “azır” translated as “vaccine”), and also political figures (e.g. Biden, Trump, and Putin). On the contrary, we observe fact-checking keywords in true tweets (e.g. “yalan” translated as “lie”).

We also provide the top five most frequently observed emojis and hashtags in Table 4. When smiling and laughing emojis are discarded, true tweets include mostly cross signs that would represent false information. False tweets contain the pointing down emoji that would point a message to readers, and also a thinking emoji that would emphasize the false information to readers. In terms of hashtags, we find that most of the hashtags are related to the 2022 Russia-Ukraine War. In English, there are fact-checking hashtags in true tweets (e.g. #FakeNewsAlert), while a similar kind of hashtag is not observed in Turkish.

### 4.3. Temporal Analysis

We provide the distribution of the tweets for each topic in Figure 3. Most of the events gain popularity rapidly, reach their peak, and fall from the grace after a while. Most of the distributions exhibit a bimodal Gaussian shape, meaning that there is a second peak point (local or global) for the distribution. There is a stimulus that makes the event regain its popularity. In our early analyses, we find that the dates of the turning point in distributions coincide with the dates of fact-checking news.

When we examine the distribution of events according to tweet posting date, we observe both similar and different patterns among topics. For instance, COVID-19 events can last up to six months (Figure 3b), since it is a long-term incident. A similar pattern also exists in Turkish with events lasting more than four months (Figure 3e). The Russia-Ukraine War is a fresh topic, covering a relatively shorter time period. However, Figures 3a and 3d show that there are different events that could lead to the spread of misinformation in this short period of time. Overall, we argue that detection algorithms can be developed based on the event’s life span, e.g. user engagements for the long-term and context for short-term events.

### 5. Experiments

In order to understand if the constructed dataset is adequate in terms of task difficulty, we target misinformation detection using only tweet text. We leave utilization of user engagements for future work. We implement total of eight benchmark models (see Table 5) from the following model families:

**Bag-of-Words:** We consider conventional machine learning classifiers based on the bag-of-words model since tweets can include specific terms and phrases used for reporting manipulated news (e.g. “Did you know?”) and correcting falsehood (e.g. “FactCheck”). We implement a linear Support Vector Machine (SVM) (Vapnik, 1999) with TD-IDF vectors of each tweet using scikit-learn (Pedregosa et al., 2011). SVM is trained with a stopping criterion, i.e., 1e-3 tolerance. The remaining parameters are selected default.

**Neural Models:** We implement Long Short-term Memory (LSTM) (Hochreiter and Schmidhuber, 1996) and Bi-directional Long Short-Term Memory (BiLSTM) (Graves and Schmidhuber, 2005) with PyTorch (Paszke et al., 2019). The embedding size is 125, and there are 50 units in each layer. After the LSTM layers, there is a dense layer which takes in the perceiver of the same size of units. Next, there is a dropout layer with a probability of 0.5. We use the sigmoid activation function. They are trained during 20 epochs, where we set a learning rate of 1e-3 with a batch size of 16.

**Transformer-based Language Models:** We use BERT base uncased (Devlin et al., 2019) and DeBERTa (He et al., 2021) pretrained with English corpus, BERTurk uncased base model (Schweter, 2020) for Turkish corpus, and mBERT base un-
We observe that Transformer-based language models outperform conventional methods (SVM, LSTM, and BiLSTM) in both languages. However, SVM has a better performance than LSTM and BiLSTM. The reason could be the distribution of words in the false and true tweets. SVM is trained on a Bag-of-Words model where features represent the importance score of individual words.

Among language models, DeBERTa has the highest performance in English, while a multilingual model, XLM-R, in Turkish. This observation can show the generalization capability of multilingual models for low-resource languages, such as Turkish, in misinformation detection.

The performance of misinformation detection in terms of F1-Score can be observed differently in other annotated datasets: 90.07 in (Weinzierl and Harabagiu, 2022), 50.20 in (Hossain et al., 2020), and 83.95 in our study (no F1 score reported in (Wang, 2017) and no detection score in (Memon and Carley, 2020)). We argue that the performance depends on datasets since misinformation detection is a dynamic task where context changes rapidly. The context can be integrated into the learning phase via knowledge sources (Pan et al., 2018; Toraman et al., 2022b) to adapt to the dynamic nature of the misinformation task.

## 5.1. Experimental Results

We report the performance of models in Table 5. The y-axis represents the density of tweet counts. The x-axis represents the date that tweets are shared. The events EN03 and EN11 are neglected due to the shorter time range.

The y-axis represents the density of tweet counts.
## 6.2. Difficulties Encountered

Finding relevant tweets to events was a challenging task. We run different queries with different keywords to fetch the highest number of relevant tweets. Although we used Twitter Academic Access API, we could not increase the number of tweets relevant to events. Another difficulty was the guidance of annotators in this dataset. We tried to guide the annotators to be as objective and unbiased as possible by providing a guidelines document and a dedicated live video seminar, where we explained the events, claims and evidences, annotation tool, and example annotations.

## 7. Conclusion

We curate a multi-event tweet dataset for misinformation detection that has novelty in terms of the variety of languages (English and Turkish), topics (various topics and 40 events per language), and engagements (like, reply, retweet, and quote). We further analyze the dataset and provide benchmark experiments including the performances of state-of-the-art models. We publish the dataset and the files related to the dataset curation for transparency. They provide new opportunities for researchers from different backgrounds including but not limited to natural language processing, social network analysis, and computer vision.

In future work, we plan to develop new models on our dataset for various tasks such as multimodal detection and adversarial attacks for misinformation. Cross-lingual misinformation spread is another opportunity since our dataset covers two languages with overlapping events. We can also extend our study to other social media platforms for cross-platform misinformation detection.

## 8. Limitations

We acknowledge a set of limitations in this study. First, creating a misinformation dataset is more difficult than other types of tweet datasets due to the regulations of social media platforms. Making the dataset balanced in terms of labels can be therefore challenging. Second, we decided on the events included in the dataset manually by browsing the fact-checking platforms such as Politifact.com and Teyit.org. Furthermore, human annotation is a costly and laborious process.

In this study, we labor five annotators to label tweets due to budget and time limitations. The annotators were given careful guidelines on the topics and definitions of class labels. However, the dataset can still reflect their personal biases and interpretations to some extent. Recent advances in generative AI can be also integrated to generate label annotations (Zhu et al., 2023). Lastly, our study focuses on the English and Turkish languages only, which might reflect the cultural biases exposed by newsletters and fact-checkers. There could be different instances for the same topics in other languages.

## 9. Ethical Concerns

We consider the ethical concerns regarding the stakeholders in misinformation detection (Neumann et al., 2022). First, all sources of information (tweet author) should be treated equally. We collected the tweets returned to our API queries without discriminating or selecting authors. Second, subjects of information (the subject in tweet content) should be represented fairly and accurately.

### Table 5: The results of benchmark models for Misinformation Detection on MiDe22. The average score of five folds with standard deviation is reported in terms of weighted precision, recall, and F1 scores. The best scores for each dataset and metric are given in bold.

| Model   | MiDe22-EN       | MiDe22-TR       |
|---------|-----------------|-----------------|
|         | Precision       | Recall          | F1   | Precision       | Recall          | F1   |
| SVM     | 79.29±0.9       | 79.00±0.8       | 78.33±0.9 | 78.78±1.1       | 78.60±1.1       | 78.20±1.1 |
| LSTM    | 72.71±2.2       | 72.94±2.0       | 72.24±1.8 | 72.59±0.9       | 72.71±0.9       | 72.23±0.8  |
| BiLSTM  | 73.31±0.7       | 73.61±0.8       | 73.30±0.7 | 74.16±0.7       | 74.21±0.8       | 73.77±0.9  |
| BERT    | 82.44±0.8       | 82.33±1.0       | 82.35±0.9 | 78.63±1.3       | 78.39±1.4       | 78.46±1.4  |
| DeBERTa | 84.04±0.7       | 83.94±0.7       | 83.95±0.7 | 76.03±2.2       | 75.14±2.3       | 75.30±2.2  |
| mBERT   | 78.87±2.9       | 78.37±4.1       | 78.21±4.3 | 78.63±1.0       | 78.20±1.2       | 78.26±1.2  |
| XLM-R   | 79.19±3.0       | 78.94±3.0       | 79.01±3.0 | 83.18±1.1       | 82.76±1.1       | 82.82±1.1  |
| BERTurk | 78.31±1.5       | 78.36±1.6       | 78.30±1.6 | 82.89±1.1       | 82.52±1.1       | 82.58±1.1  |
Since tweets may include false claims about the subject of information, we included true tweets that refute the claims as well. Third, all seekers of information (the audience of tweet authors) should obtain relevant and high-quality information. Distributive justice is out of context since our focus is to detect misinformation not to distribute tweets to the audience. Lastly, individuals/organizations should generate fair evidence with testimonial justice. We assigned annotators to label the data according to a guidelines document that includes the details of events, claims, and corrections with sources of evidence.

We obtain an internal IRB approval for our misinformation detection dataset study, which includes the approval of two reviewers.

In order to provide transparency (Bender et al., 2021; Baeza-Yates, 2022), we publish the files related to data crawling and annotation: The queries and details of the events, the annotation guidelines document, video seminar recording for directing annotators, and the details of the annotation tool.

A. Appendix

A.1. Tweet Crawling

An example query for crawling tweets from Twitter API for a specific event is given in Table 6. We manually determined the events and query keywords by browsing events in fact checking web pages. The motivation for using a different keyword set for the Other class is that we might not find irrelevant tweets or tweets with no information with the query keywords prepared for the True and False classes.

We relied on trust-worthy fact-checking platforms as sources of evidence: https://www.politifact.com, https://euvsdisinfo.eu, and https://eu.usatoday.com/news/factcheck for English, and https://teyit.org for Turkish.

Since the start and end dates of querying tweets are selected before and after two months of the evidence date, unless restricted by the crawling date (2022-04-06), we run four consecutive queries for each event. We first collected tweets with media object (image, video, or GIF) and geographic location tags (Query-1). If the number of such tweets was not enough to fulfill the number of target tweets (50 tweets per class, total of 100 tweets for the True and False classes), then we collected tweets without media objects and geographic location tags (Query-2). After running queries for the True and False classes, we collected tweets for the Other class with the same approach by first searching for media objects (Query-3) and then regular tweets (Query-4).

We set the highest number of tweets to be collected for each class (true, false, other) to 50 tweets to provide a balance among classes and limit the total number of tweets to be annotated.

A.2. Event List

There are four topics in the dataset. The topics are the 2022 Russia-Ukraine War, COVID-19 pandemic, Refugees (Immigration), and Miscellaneous. There are 40 events under four topics for both languages. The list of events along with their topics are published online.

A.3. User Engagements

The detailed list of tweets and user engagements (like, retweet, reply, and quote) per event are published online.

A.4. Annotation Tool

The details of the annotation tool are published online.
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