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Abstract: In this paper, we consider the customer call center operation which is one of the personal computer end-user services. We deal with the problem as a case study where the optimal allocation of the call center staff which is called agents is determined. This previous proposed model was to provide the optimal agents’ allocation for the call center service based on queuing (Erlang loss formula) [18, 19] and linear programming theory [20]. Here, besides it, we’re going to address or examine the mode, considering the queuing space of not-using phones or the phones that no agents are using and the repeated calls that the customers would call when they couldn’t reach any agents directly or immediately, and they couldn’t even get into the queuing space of not-using phones. Then we show the effectiveness or the extent of the effectiveness of the model.
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1. Introduction

In one of the Outsourcing Businesses of IT industry, there is the call center service for the end-users of the customers. It provides the customers with a single point of contact for the solution support of various IT problems, especially of the most familiar product of PCs’. You could say that the call center is also the first contact point for the customers; it is, for that reason, one of the most important services to establish or enhance the product brand and to improve the customer satisfaction.

In this study, we’re considering the model with the un-used phones and the repeated calls based on the previous model, where the optimal agents are fixed according to the arrival rate each hour.

There have been many other studies on the agents’ scheduling problem of the call center so far. As some of the latest papers on it, they addressed the enhanced model itself [1, 2, 4, 6, 7-9, 13], the new solution approaches [3, 5, 11, 12, 14, 15], and then tried practically to make the call center more effective [10, 17], so on. In those papers, they considered the agents’ cyclic work shift and their detailed skills levels, or they basically touched on the agents’ work-force allocation from the points of a broad scale and long time range or long term. It is often difficult to estimate the arrival calls for a long time span.

While we take it into account that the arrival calls are fluctuating and depend on the types of the PCs that the customers use or the timing of the software up-grades and so on. So we focus on doing the arrival calls’ forecast for quite a short time period or the unit time of one hour at each service day. Then, we considered making a model of the agents’ scheduling dynamically and flexibly based on it [21]. We’re now going over or exploring the above situation, plus the un-used phones available (as the waiting space) and repeated calls considered. And we’re going to get the result that we’d find the previous model suited or applicable enough, in the actual call center situation except such special or typical cases as system programs’ changes or updates, etc.

2. Arrival Rate

The table 1 shows the average call arrival rate each hour over actual 84 months’ period. We’re going to focus on addressing the most frequent call arrival time of 10 a.m.-11 a.m. to explain the core of this study. And we show that the actual call arrival number’s frequency and its theoretical Poisson arrival in the figure 1.

The expected values in the figure 1 are the theoretical values of Poisson arrival based on the actual arrival calls. We used the Chi-squared test to show how well the Poisson arrival fits for the actual arrival rate in the table 2. We got the result, good enough within the rejection region of 5% and its average of 14.40, standard deviation of 3.07. And the actual maximum call arrival number is 25.38 and its arrival possibility is 0.33%, theoretically. And 25.38 is also the highest call arrival number over 84 months’ data-tracking period of all the service time of 8 a.m. to 20 p.m.

3. Service Rate

In the same manner as arrival rate, we got the service time distribution as we measured the actual service time over the past
84 months’ period, and below was depicted the figure 2 with the vertical line of Frequency to the service time range of every 50 second. The actual average service time is 428.57 seconds. While the theoretical expected service time is expressed as Erlang distribution, and its fitness is shown in the table 3 with Chi-squared test.

You would find the fitness quite good from the table 3. Here, we assume that the service time doesn’t depend on the time itself or each time. Now we’re going to address or look into the call center model with the repeated calls and the waiting space involved, based on these arrival rate and service time.

4. State Transition Model

We’re going to set the probability variable of \( i, j, \) and \( l \) as the number of agents working each hour, the number of users in the waiting space, and the number of users trying to re-call for the services, respectively, and to define the notation or the probability as \( (i,j,l) \) and \( P_{(i,j,l)} \). Also, we set the number of the physical existing phones available as \( M \). Here, we’re going to address or think about the probability of the steady-state system where one situation is moving to another during a very tiny time period of \( \Delta t \) or the state transition probability. Whenever the changes occur, we have such situations as a call arrival, a service completion, a call dropping-away from the waiting space, or a repeated call occurring (including a giving-up repeated call).

Here, the probability of one call’s arrival in tiny bits of time \( \Delta t \) is always, regardless of the system situation, \( \lambda \Delta t + o(\Delta t) \), according to the Poisson arrival assumption. We’re going to discuss, using the actual service time as a service time parameter \( \mu \), which we found as Erlang distribution. The probability that the number of \( i \) agents \((i \leq 1)\) are servicing in tiny bits of time is \( i\mu\Delta t + o(\Delta t) \). And we also assume that the abandon rate (or the dropping-away rate) is \( \beta\Delta t + o(\Delta t) \), where \( \beta \) is the dropping-away rate in the waiting space, and the probability of the repeated calls in the tiny bits of time similarly is \( f\Delta t + o(\Delta t) \), where \( f(l \leq 1) \) is the number of users who would be going to re-call for the services and \( \gamma \) is the interval time of recalling, that is the time until when the users could wait and try to re-call for the services. And the users have the options that they re-call or not, with the probability of \( \alpha \) for re-calling and \((1 - \alpha)\) for NOT re-calling. And \( o(\Delta t) \) means that \( \lim o(\Delta t)/\Delta t = 0 \)(lim : as \( \Delta t \) goes to 0).

5. State Transition Probability

5.1 State Transition

In the call center operation, we have been taking the approach that a minimum number of agents \((i = c)\) is assigned or fixed each hour according to each hour’s call arrival rate. From here, we’re going to take more realistic situation where the minimal number of agents \((i = c)\) is already set, there is the number of unused phones available \((M - c)\) as the waiting space and repeated calls are considered. Here, \( M \) is the total number of phones existed. The table 4 shows each state transition status according to the state transition diagram (the figure 4). And potential re-calling users \((l \leq 1)\) are trying to re-call with the
probability of $l_y$, but there are no agents who can take the calls and provide the services. Therefore, they cannot receive the services, or they are back to the current state of $(c, M - c, l)$. $l_y$ does not give any changes to the state of $(c, M - c, l)$ so that we exclude it in the table 4. The figure 3 shows this state transition. We’re thinking about the system or the situation where the number of agents($i = c$) is already set or fixed each hour, and up to the number of calls of $c$, that is, the agents assigned ($i = c$) can take the calls of up to calls of $c$ and give the services immediately. This means that the row of ($i - 3$)in the figure 4, for example, has no waiting queues or no users in the waiting space (the horizontal cells of $j$). Once agents ($i = c$) can not take care of calls ($i > c$), the state transition moves to the horizontal columns of the waiting space. Therefore, we’ll address or solve the state transition equation, only focusing on the horizontal cells of $(i, j, l)$ in the figure 4. In the notation of $(i, j, l)$ of the figure 4, if $l = 0$, then we simply set $(i, j)$ and the figure 4 specifically shows the case of $i = 5$.

![Fig. 4 State Transition](image)

5.2 State Equation

We could generally notify the state transition as the following equation.

When

$$
1 \leq i \leq c \\
0 \leq j \leq (M - i) \\
0 \leq l \leq k,
$$

$\lambda l_0 = \mu \Pi_{1,0}$

$\lambda (\mu)\Pi_{1,0} = \lambda \Pi_{0,0} + 2\mu \Pi_{2,0}$
(\lambda + 5\mu + \beta)\Pi_{5,1} = \lambda \Pi_{5,0} + (5\mu + 2\beta)\Pi_{5,2}

(\lambda + 5\mu + 2\beta)\Pi_{5,2} = \lambda \Pi_{5,1} + (5\mu + 3\beta)\Pi_{5,3}

(\lambda + 5\mu + 3\beta)\Pi_{5,3} = \lambda \Pi_{5,2} + (5\mu + 4\beta)\Pi_{5,4}

(\lambda + 5\mu + 4\beta)\Pi_{5,4} = \lambda \Pi_{5,3} + (5\mu + 5\beta)\Pi_{5,5}

(\lambda + 5\mu + 5\beta)\Pi_{5,5} = \lambda \Pi_{5,4} + \gamma(1 - \alpha)\Pi_{5,5,1}

(\lambda + 2\gamma(1 - \alpha))\Pi_{5,5,2} = \lambda \alpha \Pi_{5,5,1} + 3\gamma(1 - \alpha)\Pi_{5,5,2}

(\lambda + 2\gamma(1 - \alpha))\Pi_{5,5,3} = \lambda \alpha \Pi_{5,5,2} + 3(1 - \alpha)\Pi_{5,5,3}

(\lambda + 3\gamma(1 - \alpha))\Pi_{5,5,4} = \lambda \alpha \Pi_{5,5,3} + 5\gamma(1 - \alpha)\Pi_{5,5,4}

5\gamma(1 - \alpha)\Pi_{5,5,5} = \lambda \alpha \Pi_{5,5,4}

Focusing on the equations of \(\square\) and \(\text{underlined}\), we’re starting to solve sequentially from the equation of \(\square\) in the descending order. Then, we got the following simpler forms of equations.

\(\mu \Pi_{1,0} = \lambda \Pi_{0,0}\)

\(2\mu \Pi_{2,0} = \lambda \Pi_{1,0}\)

\(3\mu \Pi_{3,0} = \lambda \Pi_{2,0}\)

\(4\mu \Pi_{4,0} = \lambda \Pi_{3,0}\)

\(5\mu \Pi_{5,0} = \lambda \Pi_{4,0}\)

\((5\mu + \beta)\Pi_{5,1} = \lambda \Pi_{5,0}\)

\((5\mu + 2\beta)\Pi_{5,2} = \lambda \Pi_{5,1}\)

\((5\mu + 3\beta)\Pi_{5,3} = \lambda \Pi_{5,2}\)

\((5\mu + 4\beta)\Pi_{5,4} = \lambda \Pi_{5,3}\)

\((5\mu + 5\beta)\Pi_{5,5} = \lambda \Pi_{5,4}\)

\(\gamma(1 - \alpha)\Pi_{5,5,1} = \lambda \alpha \Pi_{5,5,1}\)

\(2\gamma(1 - \alpha)\Pi_{5,5,2} = \lambda \alpha \Pi_{5,5,1}\)

\(3\gamma(1 - \alpha)\Pi_{5,5,3} = \lambda \alpha \Pi_{5,5,2}\)

\(4\gamma(1 - \alpha)\Pi_{5,5,4} = \lambda \alpha \Pi_{5,5,3}\)

\(5\gamma(1 - \alpha)\Pi_{5,5,5} = \lambda \alpha \Pi_{5,5,4}\)

These 15 equations are showing the relationships of a neighboring variable of \(\Pi_{i,j}\). Hence, with these equations and the total sum of each state transition probability to 1, we can notify each state transition probability as the form of the probability of \(\Pi_{0,0}\).

### Table 5 Solution of Steady-state transition equation

| State Transition | Probability | User in Queue |
|------------------|-------------|---------------|
| \(\Pi_{0,0}\)    | 17.93%      | 0.000         |
| \(\Pi_{1,0}\)    | 30.73%      | 0.000         |
| \(\Pi_{2,0}\)    | 26.34%      | 0.000         |
| \(\Pi_{3,0}\)    | 13.05%      | 0.000         |
| \(\Pi_{4,0}\)    | 6.45%       | 0.000         |
| \(\Pi_{5,0}\)    | 2.21%       | 0.000         |
| \(\Pi_{5,1}\)    | 0.75%       | 0.007         |
| \(\Pi_{5,2}\)    | 0.25%       | 0.005         |
| \(\Pi_{5,3}\)    | 0.08%       | 0.002         |
| \(\Pi_{5,4}\)    | 0.03%       | 0.001         |
| \(\Pi_{5,5}\)    | 0.01%       | 0.000         |
| \(\Pi_{5,5,1}\)  | 0.04%       | 0.002         |
| \(\Pi_{5,5,2}\)  | 0.05%       | 0.003         |
| \(\Pi_{5,5,3}\)  | 0.04%       | 0.003         |
| \(\Pi_{5,5,4}\)  | 0.02%       | 0.002         |
| \(\Pi_{5,5,5}\)  | 0.01%       | 0.001         |
| Total            | 1           | 0.029         |

### Fig. 5 State Transition Probability (\(\lambda = 14.40\))

6. Steady-state equation and its solution

The table 5 shows the result that we’ve solved the steady-state equation of the specific case of 5.3 to get each state transition probability. Similarly, we could get the probability of the general steady-state equation of 5.2, given the parameters fixed or set. The parameters of the case of 5.3 are shown in the table 5. The figure 5 shows the probability of each state transition. The agents of 5 could take care of 98.72% calls. Then, they could take care of 99.84% calls with the waiting space provided. In the total system, there are 0.029 users waiting, with the waiting space and re-calling users included.

In the same way, at \(\lambda\) of 20.57 which is the point of the right hand of \(+2\sigma\) from the center of arrival rate of 14.40, we get the solution of the steady-state equation in the table 6 and their probabilities’ status in the figure 6. The agents of 5 could take care of 87.99% calls. Furthermore, they could take care of 93.17% calls with the waiting space. And there are 0.0637 users waiting totally. We would say that the agents of 5 could do the services with almost no impact to the services or users.

From the figure 6, we guess that we would have more impacts to the system or the services if the arrival rate is increas-
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Table 6 Solution of Steady-state transition equation $(\lambda = 20.57)$

| State Transition | Probability | User in Queue |
|------------------|-------------|---------------|
| $\pi_{0;0}$      | 7.91%       | 0.000         |
| $\pi_{0;1}$      | 19.36%      | 0.000         |
| $\pi_{0;2}$      | 23.71%      | 0.000         |
| $\pi_{0;3}$      | 19.35%      | 0.000         |
| $\pi_{0;4}$      | 11.85%      | 0.000         |

Table 7 Solution of Steady-state transition equation $(\lambda = 25.38)$

| State Transition | Probability | User in Queue |
|------------------|-------------|---------------|
| $\pi_{0;0}$      | 2.83%       | 0.000         |
| $\pi_{1;0}$      | 8.54%       | 0.000         |
| $\pi_{1;1}$      | 12.90%      | 0.000         |
| $\pi_{1;2}$      | 12.99%      | 0.000         |
| $\pi_{1;3}$      | 9.81%       | 0.000         |

Fig. 6 State Transition Probability $(\lambda = 20.57)$

Fig. 7 State Transition Probability $(\lambda = 25.38)$

Fig. 8 State Transition Probability $(\lambda = 25.38, Agents of 7)$

...ing with the current service situation of 5 agents and service rate of 8.40 calls/hour. The theoretical probability of the arrival rate of 25.38 is 0.33%. But, once the agents of 5 would get this arrival rate of 25.38, the re-calling status would suddenly increase, as shown in the table 7 or the figure 7. In the month of having the arrival rate of 25.38, we had actually known the fact or the event hat we had the system program’s update. And we made ready for it and assigned 7 agents to do the services well enough, as shown in the table 8 or the figure 8.

Here, the table 9 shows the number of waiting users according to the arrival rate $\lambda$ with the agents of 5. Supposed the abandon rate is less that or equal to 5%, we would do the services well enough with the arrival rate of 17.5 (waiting users; 0.145).

From the standpoint of the daily abandon rate in the previous study, we could do the services with the service rate of 20.56 (waiting users; 0.637).

We have been doing the agent scheduling, based on the past call arrival rate and any IT changes, such as software changes or updates. We would say from this study that we could provide the services with our previous proposed model if we have the call arrival rate range of up to +2σ from the average call arrival rate of 10 to 11 a.m. in the table 1.

If we have an arrival rate increasing by the impact of re-calling in a unit hour, we would have the higher arrival rate in the next hour. But, take, for example, the arrival rate of 11 a.m. ~ 12 noon in the table 1, we have lower arrival rate of
than the arrival rate of 10 a.m. — 11 a.m., or 14.40. Moreover, the table 10 shows the arrival rate each hour of the month in which we had the highest arrival rate of 25.38 during 10 — 11 a.m. In the next service hour of 11 a.m. — 12 noon, we had the lower arrival rate of 20.38, which is not affected, impacted, or not being increased. Therefore, we think that it is meaningful or effective enough to use our optimal agents’ scheduling with the abandon rate. Here, the table 11 shows the minimal number of agents each hour, and the table 12 shows the optimal agents’ scheduling using Linear Programming based on the minimal agents each hour as constraints.

### 7. Conclusion

In the previously proposed paper on the optimal agents’ scheduling for the call center, we got the solution by solving the Linear Programming based on the minimal number of agents each hour, meeting the service level (of the abandon rate) as constraints. But in this paper, we further studied, or made the model much closer to the real call center situation, being focusing on the users who can not receive the services at their first call because of all agents handling the calls. And some of them might be going to wait for the services available in the waiting space or others might be going to re-call for the services.

In this situation, we went over or explored the extent to the system which or how much the re-calling calls affect, according to such assumptions as the theoretical calls’ arrival distribution based on the actual calls’ arrival rate and the theoretical service distribution based on the actual service time, and there are un-used phones available as the waiting space, from which the automatic guiding message of asking to wait is running. There are also another automatic guideline message when the waiting space is full, saying that please try to call later again. These messages actually work for not re-calling or mitigating re-calling immediately.

As a result of this model with 5 agents and the waiting space for up to 5 users available, our call center could provide the services with 93.22% calls’ handling coverage against the potential arrival calls’ moving range of $+2\sigma$ (standard deviation) at the center of 14.40, the average calls arrival rate. And we believe that our previous proposed optimal scheduling model is enough good to use.
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