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Abstract: Development of 5G networks requires a substantial increase to both spectral and power efficiency of transmitters. It is known that these two parameters are subjected to a mutual trade-off. To increase the linearity without losing power efficiency, linearization techniques are applied to power amplifiers. This paper aims to compare most popular linearization techniques to date and evaluate their applicability to upcoming 5G networks. The history of each respective linearization technique is followed by the main principle of operation, revealing advantages and disadvantages supported by concluding the latest research results. Three main groups of linearization methods currently known are feedforward, feedback, and predistortion, each with its own tradeoffs. Although digital predistortion seems to be the go-to method currently, other techniques with less research attention are still non-obsolete. A generalized discussion and a direct comparison of techniques analyzed are presented at the end of this paper. The article offers a systematic view on PA linearization problems which should be useful to researchers of this field. It is concluded that there are still a lot of problems that need to be addressed in every linearization technique in order to achieve 5G specifications.
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1. Introduction

Despite the already high performance and reliability of 4G technology wireless systems, the telecommunications industry and academia are looking for new ways to further improve data rates, connection densities, and latencies by developing next generation 5G wireless standards and future network models. Compared to 4G communication networks, 5G wireless communication technologies are planned to achieve user experienced data rates from 100 Mbps to 1 Gbps, reliable connection densities of up to 1 million per square kilometer, end-to-end latency in the millisecond level, frequency bandwidths of up to 150 MHz, and mobility of up to 500 km/h [1]. The target parameters are planned to be obtained using sub-6 GHz/cm-Wave/mm-Wave spectrum frequency carriers, together with spectrally efficient modulation waveforms, and large numbers of beamforming antennas for massive MIMO and rapidly evolving GaN, GaAs, SiGe, and Si-LDMOS technologies [2]. As a result, 5G wireless networks will connect a wide range of devices that support a variety of communication standards and bands. This is expected to utilize a massive amount of MIMO multichannel and multi-standard RF transceivers with a highly integrated density of RF power amplifiers (PA’s), making the PA’s PAE, cost, and small form-factors particularly critical to the mission success of the 5G revolution [3].

The efficiency of RF PA directly affects the efficiency of any transmitter, so emerging 5G wireless technologies require new PA architectures that improve efficiency without losing linearity. It is widely known that the RF PA is the most power-consuming component in RF transceivers and, at the same time, occupies an important place in the data transmission circuit. Researchers must find a compromise between key RF PA parameters such as...
linearity, output power, and PAE. With the classical RF PA architecture, it is not possible to optimize all key parameters without significantly degrading at least one. A universally accepted solution to this problem today is the design of a power efficient amplifier, which is later linearized. This paper is dedicated towards outlining and explaining the most widely used linearization methods, as well as reviewing the last results obtained.

Linearization is currently the main way to resolve the conflict between growing energy and spectrum efficiency requirements. The contradiction arises from the use of increasingly higher order signal modulations for higher spectral efficiency. This inevitably increases the ratio between the mean and peak signal values, i.e., peak-to-average power ratio (PAPR). An increase in this ratio requires an increase in the amplifier’s linear range. Without the use of any linearization techniques, the amplifier must be used in class A mode with a considerable power back-off, which in turn, significantly reduces the energy efficiency of the system. This problem has been known and solved for a long time, but in order to achieve the goals set by 5G, it is becoming more and more relevant again.

Our paper consists of four sections: introduction, overview, discussion, and conclusions. The introduction section is followed by the overview section, in which general linearization techniques, their operation principles, and concrete implementations are reviewed. The discussion section consists of the summary of methods reviewed and authors’ observations on the matter. The paper is concluded with summary and suggestions for further research directions. We attempt to systematically show the development of the problem and solutions presented in the literature thus far. We offer analyses and comparison of the research in this field. This work serves as an in-depth introduction to a wide, deep, and interesting power amplifier linearization problem.

2. Overview

The linearization problem can be visualized by inspecting the general transfer characteristic of a power amplifier (Figure 1). Ideally, we would like to have a transfer characteristic that is linear up until the clipping point, but, due to physics of semiconductors, this is not the case in transistor amplifiers. It can be seen that the transfer characteristic splits into three parts: linear region, nonlinear region, and saturation region. It is known that an amplifier is most energetically efficient in the saturation region of the transfer characteristic. In case when the constant amplitude signal is amplified, it is possible to set a quiescent point (Q point in Figure 1) near the amplifier’s saturation point (S point in Figure 1). However, when we are aiming for spectral efficiency, we are, generally, forced to use variable amplitude signals. In order to transfer signals with variable amplitude, we need to move Q point down to the amplifier’s linear range, this, in turn, reduces the amplifier’s power efficiency. When the Q point is set in a way that allows it to amplify whole signal amplitude linearly, the amplifier is considered to be class A. This is a basic linearization technique that uses power back-off (which is a difference between S point power and Q point power, either in input power terms or output power terms) and is highly spectrally efficient but also extremely energetically inefficient. Maximal theoretical efficiency of class A amplifier is 50% but, due to practical limitations, may fall below 25%. By extending the amplifier’s linear range, we can move Q point closer to S point, reduce the required power back-off (ideally power back-off should not exceed input signal’s amplitude), and improve power efficiency.

The best way to achieve both spectrally and energetically efficient amplification today is to linearize the nonlinear transfer characteristic of an energetically efficient amplifier. There are three common linearization techniques that will be reviewed in following sections: feedforward, feedback, and predistortion. Every section is concluded by the table listing of respective method results.
2.1. Feedforward Linearization

The feedforward linearization technique was the first invented linearization method but was widely adopted later than other linearization methods [4]. This can be explained by reviewing the principle of the feedforward operation and the development of communication technologies. The operational diagram of the method is given in Figure 2. The feedforward circuitry attempts to isolate an error generated by a main amplifier so that this error can be further minimized, or ideally, completely eliminated from the output signal. The feedforward circuitry consists of signal and error cancelation sub-circuits. The signal cancelation circuit isolates the error of the main amplifier, and the error cancelation circuit subtracts the received error from the main signal.

The input signal is divided into two parts, one of which is fed to the input of the power amplifier; the other is delayed by \( T_{d3} \) and fed to the comparator of the signal cancellation circuit. For simplicity, we assume that coupling ratio \( B \gg 1 \) so that the coupler has no noticeable effect on the input and output signal powers of the amplifier. The output signal of the main amplifier consists of the sum of the amplified input signal and the interference generated by the amplifier \( (AV_{in} + V_d) \). Part of the output signal is coupled to the signal cancellation loop comparator via an attenuator. By setting the delay time \( T_{d3} \) so that it compensates for the delays caused by the main amplifier and the attenuator, i.e., \( T_{d3} = T_{d1} + T_{d2} \), at the output of the signal cancellation comparator, one will ideally obtain the attenuated value of the distortions generated by the main amplifier. The value obtained in the signal cancellation circuit is then amplified by an error amplifier and fed to an output comparator. The delay time \( T_{d5} = T_{d2} + T_{d4} \) ensures the same phases of both compared signals. Ideally, the error signal is subtracted from the main amplifier signal, receiving a distortion free signal at the output.

The concept of the feedforward method is intuitive and simple, but it was clear to Howard Black, the developer of the methodology, that the implementation of this concept has many practical difficulties with respect to the stability of component parameters [4,5]. The accuracy of the circuit parameters has a decisive influence on the value of nonlinear distortion suppression, since almost identical values are compared. During his time, Howard Black faced the problem that the vacuum tube amplifiers used did not have sufficient stability in temperature, age, and frequency parameters. For example, the feedforward
amplifier system he developed had to be manually adjusted every six hours because the fluctuation in supply voltage caused gain change, which drastically lowered distortion suppression. Eventually, Black solved his problem by developing another linearization technique—feedback linearization, which we will discuss later. The feedforward method was more or less forgotten up until the early 1970s.

Figure 2. Simplified feedforward operational diagram.

By the 1970s, vacuum tube amplifiers were starting to be replaced by solid-state devices. Communication networks were expanding, and solutions were needed to ensure the use of wider bandwidth channels. Around this time, researchers returned their attention to feedforward amplifiers. In 1973, researchers T. J. Bennett and R. F. Clements published an article [6] reviewing the disadvantages of the feedback linearization technique and the potential advantages of the feedforward method. The authors noted that, as the frequencies of the signals used increased, the gain and phase margins of feedback structure decreased, and, therefore, it became more difficult or even impossible to ensure circuit stability. Several years earlier, similar statements were made by H. Seidel et al. [7]. H. Seidel contended that the feedback method faced the problem of causality. The problem was at the heart of the feedback method—one attempts to correct an event that has already happened by changing its cause. This works up to a certain limit when the “past” and the “present” are not clearly separated in terms of the signal, i.e., the delay of the amplifier is much shorter than the period of the received signal. As the signal period approaches the amplifier delay time, this limitation arises, and the contradiction of the method becomes apparent—unwanted oscillation occurs at the amplifier output. Unlike feedback, the feedforward circuit structure is unconditionally stable at all frequencies, because the signal is compared to a time delayed reference signal. This advantage of feedforward was a cornerstone that often did not even leave a real choice between the two methods. Together with this main advantage, feedforward also has a less drastic reduction in gain compared to feedback, does not depend on the delay nature of the amplifier used, and does not require the use of a portion of the gain–bandwidth product to ensure amplifier stability.

After identifying all the potential advantages of feedforward, it was necessary to come up with ways to minimize or circumvent the shortcomings of this structure. The disadvantages of feedforward can be roughly divided into two groups: distortions due to extremely high requirements for component tolerance and power losses due to additional amplifier and passive components. The stability of the values of the components used is critical when the circuit compares two nearly identical signals. Unlike feedback, feedforward does not have a self-regulating mechanism to compensate for component value shifts due to temperature, age, supply voltage fluctuations, and so on. This means that, as the environmental conditions change, the classical feedforward scheme collapses quickly. Therefore, in order to achieve an acceptable distortion suppression value, it is necessary to provide
a way to compensate for natural fluctuations in the values of the elements of the circuit. There are also questions about the power efficiency of such a structure. The error amplifier used must not introduce its own distortions in the signal, which usually means that it must be used in class A mode with a significant power back-off. In addition, the use of additional couplers and comparators inevitably reduces the power efficiency of the system. Researchers have been working on these problems since the 1970s.

Additional power loss is one of the serious factors limiting the use of feedforward. When developing this methodology, Black was primarily thinking about reducing inter-modulation distortions, and energy efficiency was a secondary consideration for him. Today, in order to reduce the energy consumption of communication networks, the energy efficiency of the amplifier system requires much attention. From an energy efficiency point of view, an additional power amplifier in the error cancellation circuit becomes a key issue in the feedforward system. The power consumed by the error amplifier is not directly used to amplify the input signal, so its amount is inversely proportional to the total value of the system power efficiency factor. One of the factors that determines the power consumed by the error amplifier is the amplifier’s output power coupler ratio. By transferring more power to the error cancelation circuit, one can use a lower power error amplifier, but this reduces the output power level, because there is no way to compensate for the losses caused by the power coupler. This problem is solved by selecting the optimal coefficients of the utilized power couplers. Reactive devices (such as transformers) can also be used instead of hybrid directional couplers, sacrificing insulation between the main and error correction circuits for lower power losses.

With certain assumptions, [6,8,9] papers provide a quantitative theoretical analysis of feedforward circuit power efficiency parameters. The authors single out the main factors determining power efficiency: variation of the gain of the main amplifier in the signal bandwidth, the value of the output coupler, and total insertion losses of time delay elements. The power consumption of the error amplifier increases as the variation of the gain of the main amplifier increases. For example, if the gain of the main amplifier drops by 2 dB in the bandwidth and the phase fluctuates by ± 9°, the error amplifier must provide −12 dB of power compared to the main amplifier. Similarly, the relative power of the error amplifier can be calculated for other values of gain and phase variation [6]. This study shows that the peak value of the efficiency curve is sharply defined using more efficient amplifiers (e.g., with a class C power amplifier, the feedforward system achieves a theoretical efficiency of 43.25% at an 8.2 dB output coupler value). In the case of less efficient amplifiers in the system, the peak of the efficiency curve is wider (e.g., with a class A amplifier, the feedforward system achieves a theoretical power efficiency of 24.1% at 17.6 dB output coupler value. However, when increasing coupler value by 10 dB, efficiency drops only by 1.6% to 22.5%). Although both these results are only approximate due to the assumptions made, the dependence revealed is illustrative. Further mathematical analysis showed that the efficiency of the feedforward circuit drops drastically when estimating the insertion losses of the time delay elements [9]. For example, a 1 dB input loss reduces the efficiency of the theoretical Class C amplifier feedforward system from 43% to ~34%, and a 2 dB input loss reduces the theoretical efficiency to ~28%.

To solve the problem of low component tolerance and natural parameter drift, adaptive feedforward linearization technique is used. To our knowledge, one of the first to theoretically investigate this method was J. K. Cavers [10,11]. In his work, he investigated the adaptation parameters of a so-called gradient feedforward amplifier. The essence of the method is to adjust the parameters of the feedforward circuit (delay time, complex gain, etc.) using a mathematically calculated gradient signal. Analyzing the feedforward circuit, J. K. Cavers found that the accuracy of the signal cancellation circuit elements must be in the order of $10^{-4}$ over the entire signal frequency range to achieve 40 dB IM distortion attenuation.

$$IMSR_0 = |\beta - 1|^2 IMSR_a$$  \hspace{1cm} (1)
where $\beta$ is the unity gain of error amplifier, $IMSR_a$ and $IMSR_0$ are the ratios of intermodulation power to signal power before and after the error cancellation circuit, respectively. For example, to suppress intermodulation interference by 40 dB, one needs an accuracy of 1% in error amplifier parameters in the whole bandwidth. It has also been determined that the error in the delay times of the branches of the circuit must not exceed 0.3% of the signal period. For example, to achieve 40 dB intermodulation distortion suppression when a 10 MHz bandwidth signal is used, the maximum delay time error $\tau$ is calculated in Equation (2). Considering that 5G aims to use bandwidths considerably higher than 10 MHz, simple feedforward delay elements accuracy requirements can easily become unpractical.

$$\tau = 0.3 \% \times \frac{1}{10 \text{ MHz}} = 0.3 \text{ ns}$$  \hspace{1cm} (2)

One of the shortcomings of the analysis is that it ignores the memory effects of the amplifier. The least mean squares adaptation estimating the amplifier memory effects using the Wiener–Hammerstein memory model has been thoroughly investigated in [12]. Both analyses propose methods to alleviate the component tolerance requirements for the feedforward circuit. A method of a pilot signal adaptation has also been described in the literature [13]. Unlike the gradient method, this method adds a pilot signal outside of the channel bandwidth to the input signal. The power of the added signal is then measured at the output, thus evaluating the level of distortion suppression and adjusting the parameters of the error cancellation circuit.

Table 1 shows the best results obtained with the feedforward method to the best of the authors’ knowledge. Studies were selected that took the following into account: the date of publication—only the results of the last 15 years were included; whether the work provided a measurement of a physical prototype; and whether both spectral and energy efficiency parameters were specified.

| Source | Year | Output Power (dBm) | Efficiency | ACLR (Lowest) dBC | Frequency (MHz) | Test Signal | Bandwidth MHz |
|--------|------|--------------------|------------|-------------------|-----------------|-------------|--------------|
| [14]   | 2005 | 44.7               | 10.9% (PAE)| −60.0             | 2140            | WCDMA       | 4            |
| [15]   | 2009 | 49                 | 27.2%      | −53.5*            | 945             | Two tone    | N/A          |
| [16]   | 2010 | 43                 | 19.4% (PAE)| −53.2             | 2140            | WCDMA       | 20           |
| [17]   | 2013 | 52.7               | 25.0%      | −62.0             | 880             | WCDMA       | 10           |
| [18]   | 2015 | 51.4               | 21.4%      | −63.0             | 880             | WCDMA       | 10           |

* Calculated from data.

Five works were investigated according to the specified criteria. The highest achieved energy efficiency was 27.2% (drain efficiency) and 19.4% PAE. The highest achieved Adjacent channel leakage ratio was −63 dBc. The best ratio of spectral to energy efficiency was demonstrated in R. N. Braithwaite’s 2013 work [17]. Typically, the error amplifier is set to Class A or AB, which significantly reduces the efficiency of the feedforward circuit. In the mentioned study, the error amplifier was a nonlinear Doherty structure amplifier. By appropriately controlling the nonlinear distortions generated by the main amplifier, the author determined a mode of operation in which the distortions generated by the main amplifier are inverse to the distortions created by the error amplifier; thus, these distortions compensate for each other. This is achieved by including an offset calculated in the value function.

2.2. Feedback Linearization

As mentioned earlier, the feedback linearization technique was developed by the same author as the feedforward technique. While, today, feedback is one of the most often used design techniques for amplifiers, it is interesting to note that, in an initial attempt to patent it, the patent was denied, because this method was thought to be some variation of the
perpetual motion machine. However, later, due to its simplicity and efficiency, this methodology became widely used in lower frequency amplifiers. A simplified operational diagram of the feedback circuit is given in Figure 3.

Figure 3. Simplified feedback operational diagram.

Mathematical interpretation of the operation of a feedback circuit is given below. It is known that, algebraically, the output signal $V_{out}$ of an amplifier can be described as follows:

$$V_{out} = k_1 V + \sum_{n=2}^{\infty} k_n V^n$$

where $V$ is the input signal, $k_n$ is the weight of the corresponding harmonic. Ideally, all $k_n$ with coefficients $n > 1$ are equal to 0. Of course, virtually any amplifier distorts the shape of the input signal and creates new spectral components. If part of the signal $\beta$ is returned to the amplifier’s input via the negative feedback circuit, the expression of the output signal can be overwritten [19]:

$$V_{out} = k_1 V_{in} + \frac{1}{1 + k_1 \beta} \sum_{n=2}^{\infty} k_n V^n_{in}$$

where

$$V_{in} = V - \beta V_{out}$$

The simplest feedback circuit reduces the amplitudes of the side harmonics by a factor of $1/(1 + k_1 \beta)$. It is not difficult to notice that, together with the side harmonics, distortions caused by other reasons are suppressed: temperature, age, supply voltage fluctuations, etc., so in general, the feedback circuit does not require additional system adjustment. It is also said that feedback is a self-regulating circuit. It can also be shown that, in the case of negative feedback, the frequency-dependent gain is replaced by a much smaller but more stable feedback gain. The physical essence of this process is that, by turning the phase of the output signal by 180° and returning it to the input, the power of the generated side harmonics is subtracted from the input signal so it can be later compensated by the amplifier. This methodology is applied at relatively low frequencies, but the transition to RF and microwave reveals a contradiction in causality that we described earlier. This contradiction is partially resolved by using part of the gain–bandwidth to ensure stability, i.e., creating sufficient gain and phase margin. It is also obvious that returning part of the output signal to the input results in an irreversible loss of the output signal power. It is not difficult to notice that, in the case of simple feedback, the attenuation of side harmonics in decibels is equal to the value of the gain in decibels lost [20]. The problems of ensuring stability and compensating for gain reduction are relatively easily solved in low frequency systems but are much more difficult to solve at higher frequencies. This is because, as the frequencies increase, each decibel of the gain becomes technologically more expensive, and the delay of the feedback circuit approaches the propagation rate of the signal.
In order to use feedback linearization at RF frequencies, a number of different methods have been proposed [20–22]: active feedback, envelope feedback, polar feedback, and Cartesian feedback. These are the most widely used feedback methods. At the same time, references to so-called distortion and difference-frequency methods can be found in the literature, but they are rarely used and will not be discussed in more detail.

The active feedback methodology was proposed by Ballesteros et al. [23–25] in the mid-1980s. A simplified operational diagram of active feedback is shown in Figure 4. Passive component feedback is replaced by active component feedback. Couplers C1 and C2 are also used in the system, whose values are adjusted to achieve optimal system performance. It is clear from (4) that the greater the portion of the output signal returned to the input, the greater the attenuation of the side harmonics. By using active components in the feedback circuit, it is possible to ensure the suppression of intermodulation distortions of the same magnitude by using a smaller part of the output signal power. It is also possible to suppress the intermodulation distortions of the main amplifier by controlling the operational point of the secondary amplifier. To do so, the form of the distortion in the secondary amplifier must be complementary to the distortion form generated by the main amplifier. The authors were able to demonstrate a 3.2 dB increase in output power at the same level of distortion compared to a conventional feedback scheme [23]. However, at the same time, it was noted that such a system was sensitive to changes in temperature due to the variation in gain of the secondary amplifier. Therefore, one of the main advantages of feedback, circuit self-regulation, is lost in this methodology. To the authors’ knowledge, this method is not widely used, although recently, several papers utilizing active feedback (and variations) techniques have been presented and reported quite promising results [26–29].

![Active feedback operational diagram](image)

**Figure 4.** Active feedback operational diagram.

Another problem of feedback, the lack of stability at higher frequencies, is solved by the so-called modulation or envelope feedback. An operational diagram of such a transmitter is shown in Figure 5. In this case, an output signal envelope is detected in the feedback path. It makes it possible to compare low-frequency signal envelopes, which in turn, allows it to more easily ensure the stability of the circuit. The frequency band of the detector generally depends on the type of signal modulation used and, in some cases, (for example in a two-tone test) can reach relatively high values [20]. It should be noted that such a circuit no longer consists of a single power amplifier, but it contains the entire transmitter system, as the input signal is an unmodulated low-frequency signal, and the output signal is a modulated RF signal. In case it is not possible to work with the baseband signal (for example in repeaters), the detection of the input signal, using an additional coupler at the amplifier’s input, can be applied, as shown in [30]. One of the main disadvantages of such a system is a simple envelope detector, which cannot compensate for the phase distortions generated by the nonlinearities in the AM/PM characteristic of the amplifier [20]. As a result, the following modifications of the methodology are most used: polar and Cartesian feedback.
The simplified schematic of the polar feedback transmitter proposed by V. Petrovic and W. Gosling [31] is presented in Figure 6. In this case, one is again considering the entire transmitter system, not just the power amplifier. Similar to the previously described envelope feedback circuit, the output signal of the power amplifier is initially shifted to lower frequencies. Unlike the modulation feedback circuit described above, in this case, the output signal is fed to a splitter circuit (in the simplest case it can be a combination of a demodulator and an amplitude limiter [20]) and resolved into envelope and phase components, i.e., converted to its polar form. The envelope signal is compared to the input envelope signal. The received difference (or error) signal is fed to a modulation amplifier. The oscillator (commonly a PLL) is controlled by the output and input phase difference signal. In a modulation amplifier, the signal is raised to the required RF frequency and further fed to the RF amplifier. In this way, we obtain a circuit with two separate feedback loops, one of which corrects for amplitude and the other for phase distortions. The circuit presented in Figure 6 can achieve up to 50 dBc distortion attenuation in a two-harmonic test [20]. The accuracy of the circuit directly depends on the accuracy of the PLL used, as well as its operating limitations. It is often difficult to ensure stable operation of the PLL over a wide frequency range. Additionally, due to the peculiarities of polar modulation, the widths of the phase and amplitude spectra of the components differ significantly, which creates additional problems while designing the system. Polar transmitters are currently being tested using partially or fully digital structures [32–34]. There is research about ways to reduce the influence of group delay on transmitter operation by using phase and amplitude feedback separately [35], although in this case, a non-polar signal image is used.
Before talking about Cartesian feedback transmitters, the differences between quadrature and polar modulation should be discussed. In the case of polar modulation, the signal is divided into amplitude and phase components. A constant amplitude signal is applied to the power amplifier and is modulated in phase. Amplitude modulation is obtained by modulating not the input signal but usually the power supply voltage of the power amplifier. In the case of quadrature modulation, the signal is divided into in-phase and quadrature components, which are shifted by 90° with respect to each other (as shown in Figure 6). By modifying the amplitudes of the component signals, different modulations are obtained. As a result of the modulation, one can achieve an input signal with a variable amplitude. By amplifying a constant amplitude signal, in a case of polar modulation, one can use a power amplifier in the saturation region. Conversely, while using quadrature modulation, one must ensure the linearity of the amplifier within the variation range of the signal amplitude. Nevertheless, it is the quadrature modulation and, accordingly, the Cartesian feedback transmitters that are more common in practice.

The simplified schematic diagram of Cartesian feedback transmitter is shown in Figure 7. In this case, the signal is not divided into amplitude and phase components, but into in-phase and quadrature components (commonly referred to as I and Q, respectively). This means that one can dispense with difficult-to-implement PLLs in the transmitter, achieving the necessary modulation using a combination of I and Q signals. Differently from polar form components, IQ is characterized by the fact that both the in-phase and quadrature components of the signal have a similar bandwidth [36,37].

Figure 7. Cartesian feedback transmitter operational diagram.

Figure 7 shows a transmitter whose input signal has already been split. In general cases, the transmitter input may have a broadband phase change circuit for signal splitting. The phase and quadrature signal components are fed to the inputs of the differential amplifiers, where they are compared to the feedback signals. The resulting error signal is modulated using a quadrature RF modulator. The signal is amplified by a power amplifier. A portion of the signal is coupled to the feedback circuit, where it is decomposed into I and Q components using a feedback demodulator. The signals are amplified if necessary and fed back to the input. A phase change circuit is placed between the input
and feedback quadrature RF oscillators to provide a phase shift for synchronous signal modulation and demodulation. This circuit is required to ensure transmitter stability. The Cartesian feedback scheme is relatively easy to implement and offers both amplitude and phase control without the use of complicated broadband PLLs. For this reason, it is the quadrature modulation amplifiers that have become classical and the most widely applied and researched.

The accuracy of system operation is limited by the parameters of the feedback circuit: the total circuit delay, and the integrity of the demodulator. A method for compensating errors in the demodulator circuit was proposed in [38]. The stability conditions of the Cartesian circuit were being investigated in [39]. The study provides a detailed analysis of the Cartesian feedback circuit stability conditions, as well as recommendations for transmitter design. Phase shift circuit correction methods were investigated in [40]. As was mentioned earlier in this work, one of the main advantages of a polar transmitter is its higher power efficiency due to the use of constant amplitude linearization. Attempts have been made to adapt the modulated power source to the Cartesian transmitter, thus, increasing its power efficiency [41]. A hybrid Cartesian and feedforward linearization circuit has been proposed to reduce the effects of noise in the feedback circuit [42]. A similar hybrid was also described in [43]. Much attention has been paid to the integrated implementation of the Cartesian transmitter using CMOS, for example [44–47].

Table 2 presents the results obtained by the feedback linearization methods. We selected the data based on the date of publication (publication made no earlier than 2010), the feedback used, the results achieved, and the completeness of the description of the results. Table 2 contains both fully integrated and discrete power amplifier implementations.

### Table 2. Feedback method results.

| Source | Year | Output Power (dBm) | Power Efficiency, % | ACLR (Lowest), dBC | Frequency (MHz) | Test Signal | Band-Width, MHz | RF Transistor Technology |
|--------|------|-------------------|---------------------|---------------------|----------------|-------------|----------------|--------------------------|
| [48]   | 2010 | 15                | 13.2 *              | −38.4              | 2000          | 64 QAM     | 10            | 130 nm CMOS             |
| [35]   | 2012 | 27.1              | (PAE)               | −40                 | 1880          | WCDMA      | 5             | 130 nm CMOS             |
| [43]   | 2015 | 16.6              | N/A                 | −33.8               | 2400          | 16 QAM LTE | 1.4           | 130 nm CMOS             |
| [44]   | 2017 | 14.1              | N/A                 | −35                 | 2             | 16 QAM     | 2             | 65 nm CMOS              |
| [46]   | 2019 | 21.4              | 22.3                | −49                 | 10000         | WCDMA-UL   | 4             | 65 nm CMOS              |

* Evaluated or calculated from data.

The highest achieved added power efficiency was 28%. In this work, the authors propose an integrated feedback amplifier with a reduced overall group delay, which is achieved by applying feedback only to the last stage of the amplifier. The feedback is implemented using separate circuits: a differential amplifier for phase distortions and a transconductance modulation amplifier to compensate for amplitude distortions. The phase feedback circuit maintains the phase difference between the input and output constant by regulating the gate voltages of the transistors. The amplitude feedback regulates the operating point of the transistors and, thus, maintains a constant gain. The authors propose this method as an alternative to Cartesian and polar feedback because it does not require an oscillator and can work with signals at the RF frequency without the need to transfer them back to the baseband. Authors managed to obtain an −40 dBC adjacent channel leakage ratio.

The highest value of side harmonics attenuation (−49 dBC), which also meets the goal set in sub-6 GHz 5G networks, was achieved using Cartesian feedback. In this work, in addition to the standard feedback, a reference signal path is used, which subtracts the main signal from the feedback signal, thus, leaving only the distortions generated by the amplifier. In this way, the authors partially solve the dilemma of the feedback signal power: a higher feedback signal power results in larger nonlinear distortions in the feedback, and a lower signal value results in a decrease in the signal-to-noise ratio. A reference
signal suppresses the power of the feedback signal by subtracting the unnecessary part from it, leaving only the necessary information about the distortions generated by the main amplifier.

2.3. Predistortion Linearization

The concept of the predistortion linearization, similar to every great scientific idea, is simple to understand. To an amplifier with a nonlinear transmission characteristic, one connects an inverse transmission characteristic circuit, receiving an undistorted signal at the output, as is shown in Figure 8. For a long time, this method coexisted alongside with the feedforward and feedback methods but saw very limited application. As far as can be deduced from the records, the active research of predistortion methodologies began in the 1980s [49–52]. A large part of the research papers at that time investigated analog predistortion circuits, but with the rapid development of digital processors, more and more attention was paid to digital predistortion models [53,54]. Finally, today, digital predistortion (DPD) is arguably the most popular and widely studied linearization method.

Together with the relatively simple implementation, the main advantage of predistortion is that it potentially allows compensation for nonlinear distortions in the entire bandwidth, as it ideally completely compensates for the nonlinearity of the amplifier under any operating conditions. Of course, it is practically impossible to achieve full compensation of nonlinearity, so one must find the optimal relationship between the implementation complexity and the obtained linearity performance. The arising difficulties become apparent from a more detailed examination of the operation of the method. Predistortion challenges split into two main research topics: the creation of an accurate power amplifier model and the design of the circuit with required transmission characteristic. The easiest solution is to measure the transmission characteristic of the power amplifier under the selected operating conditions and design a compensating analog circuit accordingly. In the simplest case, this compensating analog circuit is a Schottky diode [55,56] connected in series to the circuit, setting its operating point so that the nonlinear signal distortions generated by this diode compensate for the distortions generated by the power amplifier. This is an almost cost-free solution, but it can provide only limited compensation—a few dB ACLR improvement at most. As in the case described above, the natural drift of the power amplifier parameters changes the form of its transmission characteristic. In order to achieve better results in nonlinear distortion suppression, adaptive predistortion methods are used, similar to the case of feedforward.

The simplest way in which adaptation algorithm can be implemented is by working with a digital signal form. As a consequence of this, in the digital domain, more sophisticated algorithms, which are impractical to implement in analog, can be used. This has led to the widespread use of digital adaptation algorithms. Figure 9 (adapted from [37]) shows an operational diagram of an adaptive digital predistortion transmitter. In the general case, the sampling of the analog signal x(t) can be included in the scheme, but in this case,
we omit it from consideration. The input signal $x(n)$ is fed to the DPD and coefficient estimation blocks. Depending on the adaptation algorithm used, only $x(n)$ or $x_{\text{DPD}}(n)$ input signals may be fed to the coefficient estimation circuit. The distorted signal is then transferred to digital to RF converter, after which the signal is fed to the power amplifier. Part of the output signal is demodulated, digitized, and transmitted to a coefficient estimation circuit, which changes the DPD coefficients according to the difference between the received input and output signals.

![Figure 9. Adaptive predistortion operational diagram.](image)

The presented circuit and its variants have become the most widely used methods of linearization. This success of adaptive DPD is explained by the fact that, when using adaptive digital predistortion models, it is possible to achieve the linearity parameters of the feedforward while having self-regulation properties similar to feedback circuits. Additionally, in the case of DPD, we do not have to solve the stability problem that arises in the case of feedback linearization. The change of the predistortion circuit is relatively slow compared to signal envelope change and depends on the rate of change of circuit working conditions. The feedback used by DPD allows the predistortion circuit to be adapted depending on the change in operating conditions. Energy-efficient and fast processors available today allow for extremely accurate models to be calculated and therefore to significantly reduce nonlinear distortions. Along with the benefits offered, new challenges arise. The main DPD problems can be classified into the following groups: accuracy of analog/RF components in the transmission and feedback paths, data converters (ADC and DAC), digital hardware for transmission characteristic generation, and algorithms for controlling that hardware. These problems are extensively reviewed in [57,58], so we will confine ourselves to a brief discussion of them.

When addressing the DPD architecture, one needs to investigate which adaptation and/or learning system will meet the requirements of a particular task. Depending on whether amplifiers with memory are modeled (i.e., when the output signal value depends on both current and past input signal values) or without it (signal output value depends only on the current input value), a number of DPD training algorithms have been described in the literature. One of the earliest adaptive digital linearization methods for memoryless amplifiers is described in [59]. These kinds of methods are applicable when one is working with relatively low power amplifiers. However, when considering high power amplifiers (HPAs), memory effects occur and have a significant effect on the linearization results. Therefore, the most commonly used implementations include algorithms of direct [60,61] and indirect [62–64] training, all of which evaluate the memory effects of the amplifier. An overview of other, less commonly used methods is provided in [65]. Structural diagrams of indirect and direct learning algorithms are presented in Figure 10 (adapted from [60]).
Using indirect learning architecture allows us to obtain the inverse transfer characteristic of a nonlinear system. Signal \( x(n) \) is fed to the control system (in our case, the predistorter circuit), which is identical to the adaptive post-inverse filter in observation path. The resulting signal \( x_{\text{DPD}}(n) \) is fed to the input of the nonlinear system and to the comparator. Normalized nonlinear system output \( y(n) / G \) is fed to the post-inverse filter, whose output \( z(n) \) is then compared to the predistorter’s output \( x_{\text{DPD}}(n) \). Convergence is reached when error signal \( e(n) \) is equal to 0, i.e., \( x_{\text{DPD}}(n) = z(n) \). This ensures that inverse transfer function is obtained in the adaptive post-inverse filter and the output of nonlinear system \( y(n) = Gx(n) \). Indirect learning can be applied to power amplifier linearization. In the literature, the resulting circuit is called STR (self-tuning regulator), as shown in Figure 11. It should be noted that there are two versions of STR regulators in literature. The first one evaluates an amplifier’s transfer characteristic by comparing its input and output signals and then inverts it to use as a DPD function. However, in the case of amplifiers with significant memory effects, the inversion operation can be difficult to implement. The second STR version is based on indirect learning architecture and needs no additional inversion operation. Its implementation is shown in Figure 11. The post-distortion module is added, whose input is PA’s output signal \( y(n) \). This module adapts the variable nonlinear function \( G(y(n)) \) to achieve \( G(y(n)) = z(n) = x_{\text{DPD}}(n) \). When convergence is achieved, the resulting function \( G \) will be the inverted power amplifier transfer function and can be used as a DPD function. Although this method solves the inversion problem, other problems arise: the inverse function \( G \) is undefined in the amplifier saturation region and the comparison \( G(y(n)) = x_{\text{DPD}}(n) \) requires a higher bandwidth than when comparing it to the input signal \( x(n) \) (since the DPD algorithm extends the \( x(n) \) spectrum by adding higher frequency components to it [57].

Figure 11. STR transmitter.

Different from indirect, the direct learning method compares the output signal \( y(n) \) with the input signal \( x(n) \). In this case, the adaptive algorithm tries to reach the condition when \( y(n) = x(n) \) by changing the values of the coefficients \( a_i \) (Figure 10b). In this case, an inversion is not required, which greatly reduces the complexity of the modeling systems.
with memory, as there is no need to use an additional post-distortion module. The implementation of this architecture for power amplifier linearization is called model reference adaptive system (MRAS). A block diagram of MRAS is shown in Figure 12. The main disadvantage of this structure is that it is suitable for use only when the nonlinearity of \( y(t) \) is relatively small, because the adaptation algorithm uses a first-order approximation \(^{[57]}\).

![Figure 12. MRAS transmitter.](image)

A hybrid of these algorithms is possible, the block diagram of which is shown in Figure 13. In this case, both STR and MRAS linearization methods are used to mitigate the deficiencies of both. STR linearization compensates for most of the nonlinear distortions while MRAS corrects those small distortions due to memory effects that STR failed to linearize. Because both systems work with different datasets (MRAS with \( x(n) \) and \( y(n) \) and STR with \( x_{STR}(n) \) and \( y(n) \)), stability problems do not arise in such structures. STR correction factors are independent of MRAS correction, and MRAS correction follows STR factor correction \(^{[57]}\).

![Figure 13. MRAS-STR transmitter.](image)

Another important question for DPD is the mathematical apparatus chosen for amplifier modeling. Here, we face a dilemma—in general, the more detailed (and at the same time more accurate) mathematical model we choose, the more time and energy it will take to calculate this model, thus, reducing the energy efficiency and increasing the hardware cost. Furthermore, depending on the mathematical model used, the predistortion block adds additional spectral components to the input signal that extend the spectral width of the input signal up to seven times \(^{[58]}\). To avoid aliasing, we need to sample the input signal at several times the sampling rate. For this reason, the sampling rates of modern DPD systems range from a few hundred MS/s to several GS/s.
The simplest known modeling method is a look-up table (LUT). The table stores the inversions of the amplifier’s AM/AM and AM/PM characteristics. When using adaptive DPD, the table values change according to a change in operational conditions. The change occurs after gathering a set of the output signal values of the amplifier. To increase the accuracy, every value is sampled some set number of times. Subsequently, the average of every set is taken and inverted. In this way every input signal value is paired with corresponding averaged and inverted predistorter value, generating a table of values. The most common types of the LUT methods are described in [66]. A simple LUT does not allow for evaluating the effects of the amplifier’s memory. It is most commonly used where nonlinear distortions are relatively small. Although there are ways to apply infinite impulse response filters in LUT system feedback, they can also be applied to the linearization of amplifiers with memory [67].

In applications where high precision is required, polynomial approximation of a nonlinear system is used. In modeling systems without memory, the polynomial given in (3) is often used. More complex models are needed when evaluating memory effects. The so-called Volterra series was described in the second half of the last century [68]. This is a general mathematical model for describing nonlinear systems. Using Volterra (or any other) polynomial approximation, one attempts to interpolate the collected sample of discrete (in our case, power amplifier output) values to get a mathematical approximation of the power amplifier transfer function. The accuracy of the approximation depends on the chosen model, the degree of the polynomials, and in the Volterra series case, the depth of memory. It is important to choose the correct degree of the polynomial. The problem with the Volterra series is that when the order of polynomial and the depth of its memory grows, the number of computations increases exponentially [69]. This makes the application of the Volterra series impractical in real-time systems. To solve this problem, a series of simplifications for the Volterra series have been proposed that sacrifice part of the accuracy but propose a significant reduction to the number of calculated coefficients. The best known and most widely used simplifications are: the Wiener model, the Hammerstein model, the Wiener–Hammerstein model, the memory polynomial model (MPP), and the general memory polynomial (GMP) model. A detailed description of the mathematical apparatus of these models can be found in [70]. A lot of additional behavioral models are described in [71].

As mentioned above, the signal spectrum expands when using DPD linearization. Depending on the frequency of the signal used, the ADC and DAC speeds must follow suit to satisfy the Nyquist requirement. For high frequency input signals, the ADC and DAC energy consumption increases dramatically. To avoid aliasing, input signal requires oversampling three to seven times. The exact value of oversampling depends on the order of nonlinearity that is compensated for in the predistortion circuit. A higher oversampling value allows for compensation for higher nonlinearity order. For example, a 20 MHz wide single-carrier LTE signal expands to 60 MHz–140 MHz. This means that ADC/DAC with a sampling frequency of 280 MHz is required to linearize the 20 MHz signal [58]. In the case of a 100 MHz LTE-A signal [72], the signal spectrum expands up to 500 MHz–700 MHz and requires converters with speeds from 1 GS/s to 1.4 GS/s [73]. The power consumption of these converters becomes a major barrier to higher efficiency, especially when one considers lower power wireless transmitters as opposed to base station deployments. Along with high sampling frequencies, the ADC and DAC have stringent requirements for accuracy and spectral efficiency. For example, for a GSM mask, the SFDR (spurious free dynamic range) of the converters utilized must be $-86$ dBc [58]. Higher accuracy always requires additional cost and reduces the efficiency of DPD implementations in relatively low power and low-cost applications.

When it comes to the analog/RF architecture of a DPD transmitter, one of the key issues is the choice between a real-IF and a complex-IF signal architecture. In the case when architecture with two parallel mixers, which are fed with a same local oscillator whose phase is offset by 90° to one of them, it is considered to be a complex-IF architecture.
A single mixer architecture is considered to be real-IF architecture. Today, one of the most common solutions is complex-IF transmitter and real-IF observer receiver (although there are also cases of complex-IF observer receivers) [58]. An operational diagram of such a structure is shown in Figure 14. The complex-IF signal architecture offers a higher bandwidth and several other advantages but, as may be seen in Figure 14, requires two separate DACs and a quadrature modulator for its implementation. There are also distortions due to the imbalance of the I and Q components, which are frequency dependent and cause problems in broadband signals. Transmission characteristic distortions due to errors in DAC, modulators, and filters are ultimately compensated by the DPD. So, from this point of view, it is only essential to ensure the required bandwidth of the circuit. The situation is quite different in the observer receiver circuit. The distortions created here are inseparable from the distortions created by the power amplifier. For this reason, the DPD circuit adds unnecessary signal components that are not related to the errors generated by the power amplifier. The ADC used and the entire observer circuit should be the most accurate part of the transmitter, should not have any memory effects, and should exceed the accuracy of all other components of the circuit by at least 10 dB [58]. Such components are quite expensive, which is one of the reasons for the popularity of the real-IF observer receiver architecture.

![Figure 14. Mixed complex/real transmitter.](image)

Table 3 presents the results of research on predistortion linearization over the past decade. This is not a full list, as it is definitely impossible to list all the results achieved. In selecting the data, the authors deliberately tried to select studies from different applications, so that it may be possible to evaluate broad application opportunities, as well as blind spots.

| Source | Year | Output Power (dBm) | PAE, % | ACLR (Lowest), dBc | Frequency (MHz) | Test Signal | Bandwidth, MHz | RF Transistor Technology |
|--------|------|---------------------|--------|-------------------|-----------------|-------------|---------------|------------------------|
| [74]   | 2010 | 15                  | 51     | −42               | 880             | EDGE        | 0.2           | HEMT                   |
| [75]   | 2020 | 26.3                | 18.7 (η)| −40               | 900             | 64-QAM      | 200           | GaN-HEMT               |
| [76]   | 2015 | 37.5                | 45     | −48.1             | 1890            | 2-carrier LTE| 40            | N/A                    |
| [77]   | 2013 | 23.3                | 8      | −43.5             | 1950            | LTE         | 5             | 65 nm CMOS             |
| [78]   | 2017 | 46                  | 34.6   | −40 *             | 2140            | LTE         | 20            | LDMOS                  |
| [79]   | 2016 | 35                  | 29.8   | −45.9             | 2650            | OFDM        | 16            | GaN-HEMT               |
| [80]   | 2017 | 16.4                | 15.2   | −28.8             | 15,000          | 64-QAM      | 200           | SOI CMOS 45 nm         |
| [81]   | 2019 | 9.8                 | 18.2   | −30               | 28,000          | 64-QAM      | 340           | CMOS 65 nm             |
| [82]   | 2011 | 7                   | N/A    | −21 *             | 60,000          | Two tone    | 5             | CMOS 90 nm             |

* Calculated or evaluated from graphical data.
The predistortion method has wider application than any other linearization method discussed. Predistortion is applied at carrier frequencies from less than 1 GHz to more than 60 GHz. The range of linearized power stretches from 7 dBm to 46 dBm. Linearized channel bandwidths are from less than 1 MHz to 200–300 MHz. These operational ranges arise from data we managed to collect. It should be noted that these are not the only possible ranges of values, since predistortion techniques can and are applied at other operational conditions. This just goes to show the versatility and universal character of predistortion linearization. As one would expect, the lower the frequencies used and the higher the power, the more efficient and frequent is the use of digital linearization. In cases where low power amplifiers are used, digital linearization becomes too expensive and analog predistortion linearization is used. In higher carrier frequencies and wider channels, there is also still a tendency towards analog solutions, although there are exceptions, for example [75]. It should be noted, that predistortion linearization is a go to technique when it comes to traveling wave tube (TWT) amplifiers, which are used in satellite communications [83–85].

3. Discussion

The most popular methods summary is given in Table 4.

### Table 4. Linearization methods summary.

| Feedforward | Adaptive Feedforward | Cartesian Feedback | Polar Feedback | Analog Predistortion | Digital Predistortion |
|-------------|----------------------|--------------------|----------------|----------------------|-----------------------|
| 20–24       | 28                   | ACLR improvement, dBC | 8–14           | 10                   | 6–17                  |
| 10–27       | 25                   | Energy efficiency, % | 13–22          | 28                   | 15–18                 |
| 4–20        | 10                   | Bandwidth, MHz      | 1–10           | 5                    | 200–340               |
|             |                      | Disadvantages/difficulties |               |                      | Dependency on stable operational conditions, limited linearization capability |
|             | Additional power amplifier, dependency on stable operational conditions | Limited bandwidth, additional IQ converters, IQ imbalance, severe bandwidth–gain trade-off, different amplitude, and phase components spectra | | | High energy consumption, expensive converters |
|             | Relatively high improvement in linearity, relatively high bandwidth | Improvement in stability conditions over classical feedback, no need of phase locked loop controllers, similar signal component bandwidth, feedback architecture allows self-regulation | | | Relatively easy to implement, possibility to implement at extremely high carrier frequencies and bandwidths |
| 43–51       | 52                   | Output power level, dBm | 14–21          | 27                   | 7–26                  |
|             |                      |                     |                |                      | 15–46                 |

Looking at the dynamics of today’s linearization research, it is safe to say that predistortion in general, and DPD in particular, is and, due to its versatility, will be the most widely used linearization technique in the near future. Ongoing research on learning architectures and approximation algorithms and development of faster and more efficient ADCs, DACs, and digital processors make DPD an increasingly attractive linearization technique. However, this still does not facilitate the discussion about the redundancy of other methodologies. Predistortion now faces a big problem—low power and/or battery powered transmitters. On the one hand, digital predistortion is (or at least will be in the very near future) a methodology that requires excessive energy consumption, especially when it comes to broadband standards such as LTE-A. On the other hand, the level of linearization proposed by analog predistortion is often insufficient to meet the 3GPP standard requirement of $-45 \text{ dBC}$ radiated to other channels. In this case, one has a choice: to go back to already known methods or to innovate. Feedforward is unlikely to be superior
in this respect to DPD, as the need for additional active elements at low power again greatly reduces efficiency. Thus, feedback remains, which is a good option for applications where the required channel bandwidths do not exceed 5–10 MHz. On the other hand, other linearization techniques have already been proposed, such as generating part of the fundamental power with a more linear amplifier [73]. There is a whole series of studies, for example [86–88], trying to reduce the so-called Crest factor, which aims to substantially relax the requirements for amplifier linearity.

Currently, at higher powers (base station level), according to the data collected, feedforward can still compete with DPD; this can be seen by comparing the data in Tables 1 and 3. From this data, one can conclude that feedforward can meet and exceed the $-45$ dBc ACLR requirement. Adaptive feedforward often is a viable alternative to DPD in the case of working with broadband signals, since DPD also faces the problem of expensive ADC and DAC converters on high frequencies. Other research directions include attempts to combine analog RF linearization with lower frequency DPD linearization [89,90]. This is a particularly promising area of research as the combination of analog and digital linearization would allow one to mitigate the shortcomings of these methodologies. Additionally, one of the main hurdles in 5G networks should be introduced—MIMO (multiple input multiple output) and mMIMO (massive MIMO) [91]. These systems present additional challenges for amplifier linearization: additional transmission channels and parasitic interactions between them. To the best knowledge of the authors, currently, the main method of linearization in these systems is DPD [92]. This further encourages the research and development of all components that compromise a DPD system, from the hardware used, to mathematical models and algorithms implemented.

In [92] authors cite thought-to-be generalized parameters of 5G networks. The standard is split into two main frequency ranges: sub-6 GHz and mm-Wave. According to [92], sub-6 GHz channel bandwidths should reach up to and beyond 200 MHz. Required output power is more than 43 dBm with an average efficiency of more than 40%. The ACLR should not exceed $-45$ dBc and EVM should not exceed 5% for 64 QAM and 3% for 256 QAM. In the case of mm-Wave, channel bandwidths should exceed 800 MHz with an ACLR below $-27.5$ dBc. The output power should reach 25 dBm (for III-V semiconductors) with an average efficiency of more than 20%.

If we compare thought-to-be 5G network required parameters with those given in Tables 1–3, we can conclude that most of the systems we listed are not able to meet these specifications. Feedback linearization was able to meet the specified ACLR only in one case [46], and it is very unlikely it will be able to reach the specified sub-6 GHz channel bandwidth of 200 MHz. Feedforward reaches and exceeds $-45$ dB ACLR standard at 50+ dBm output power but, as far as we can see, was demonstrated to work only in channels up to 20–40 MHz. To the best knowledge of authors, only predistortion linearization was shown to be able to consistently work in bandwidths higher than 200 MHz [75], and even then, the requirements of power and spectral efficiency are still not met. All in all, not a single linearization technique as it is today has reached specified 5G network parameters, but digital predistortion seems to have the highest chance to achieve them. This again goes to show the predominant role research on predistortion in general, and DPD with its derivatives in particular, will likely have in 5G network development. Nevertheless, it is probably too early to say that other linearization techniques will be obsolete in near future, since the DPD has problems that will limit its usage.

One of the examples of such a problem is the delay time due to finite speed of processor calculations and its relation to maximal network latency (which is defined as time it takes data to travel from one point to another) of less than 1 ms in 5G, which we mentioned in the introduction. In [93–95], the delay of DPD, depending on the implementation (FPGA, GPU, ASIC), is evaluated to be tens to hundreds of microseconds. Taking into account the fact that signal may have to pass through multiple DPD stages and through the whole data transfer system, it is possible DPD delay will be a major bottleneck in overall system latency. The effort is taken in improving hardware speeds and optimizing DPD algorithms
used [96]. This goes to show that there is still much work to do, but the communication network of the future, with all of the potential it has, is a goal worth investing our time and recourses.

4. Conclusions

Three main groups of linearization methods are currently known: feedforward, feedback, and predistortion. Each of these groups is divided into varieties depending on: circuit adaptability and/or architecture (analog, digital, mixed). The feedforward circuit is unconditionally stable and allows achievement of good linearization results but, due to the difficulty in implementing analog architecture, is used relatively infrequently. The feedback structure is characterized by self-regulation and low energy costs but faces stability problems at higher frequencies. The predistortion method currently has two main varieties: analog and digital. An analog variant of the method is relatively easy to implement at both low and high carrier frequencies and bandwidths but offers very limited distortion suppression. The DPD offers a high value of accuracy and adaptability but also requires high energy costs with increasing frequencies.

Each of the three groups still has its own application field, but the trend towards the increased use of digital predistortion is self-evident. One promising, but still poorly researched method, presently, is a hybrid of analog and digital predistortion systems. Combining these two methodologies would theoretically allow for leveling or mitigating DPD problems at higher frequencies. Judging from the results already achieved, advances in this area, along with overall advancement in digital processing, may be one of the most necessary steps for the further development of 5G networks.
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Abbreviations

Abbreviations used in this paper

| Abbreviation | Description |
|--------------|-------------|
| ADC          | Analog to digital converter |
| AM           | Amplitude modulation |
| ACLR         | Adjacent channel leakage ratio |
| ASIC         | Application-specific integrated circuit |
| CMOS         | Complementary metal-oxide semiconductor |
| DAC          | Digital to analog converter |
| DPD          | Digital predistortion |
| EDGE         | Enhanced data rates for GSM evolution |
| EVM          | Error vector module |
| FPGA         | Field-programmable gate array |
| GMP          | General memory polynomial |
| GaN          | Gallium nitride |
| GaN-HEMT     | Gallium nitride high-electron-mobility transistor |
| GaAs         | Gallium arsenide |
| GPU          | Graphical processor unit |
| HEMT         | High-electron-mobility transistor |
| HPA          | High power amplifier |
| GSM          | Global system for mobile communications |
| IM           | Intermodulation |
| IF           | Intermediate frequency |
LTE Long-term evolution
LTE-A LTE advanced
LUT Look-up table
LDMOS Lateral-diffused metal-oxide semiconductor
MIMO Multiple input multiple output
mMIMO Massive MIMO
MRAS Model reference advanced system
MPP Memory polynomial model
OFDM Orthogonal frequency division multiplexing
PAE Power added efficiency
PAPR Peak to average power ratio
PM Phase modulation
PLL Phase locked loop
PA Power amplifier
PS Phase shift
QAM Quadrature amplitude modulation
RF Radio frequency
SiGe Silicon germanium
Si-LDMOS Silicon laterally-diffused metal-oxide semiconductor
SOI CMOS Silicon on insulator complementary metal-oxide semiconductor
STR Self-tuning regulator
SFDR Spurious free dynamic range
TWT Traveling wave tube
VCO Voltage-controlled oscillator
WCDMA Wideband code division multiple access
4G Fourth generation
5G Fifth generation

Symbols used in figures and equations of this paper

A Analog amplifier gain
B Analog couplers coupling ratio
C1, C2 Active feedback couplers
G Digital system gain
S point, Q point Power amplifier saturation and quiescent points
IMSRa, IMSR0 Ratio of intermodulation power to signal power before and after the error cancellation circuit
β Feedback constant
ai, aMRAS,i, aSTR,i DPD, MRAS-DPD and STR-DPD coefficients
Tdn Delay time of time-delay element
τ Maximal delay time error in feedforward circuit
Pin, Pout Input and output power
Vin, Vout Input and output voltages of feedback amplifier
kn n-th harmonic coefficient of nonlinear system
x(t), y(t), yRF(t) Input and output analog signals
xI(t), xQ(t) In-phase and quadrature signal components
x(n), xDPD(n), xSTR(n) y(n) Input, DPD output, STR output and output digital signals
z(n), e(n) Output and error signal of post-inverse adaptive filter
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