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1 Introduction

Conformal blocks are basic ingredients of conformal field theory correlation functions, they also play crucial role in the conformal bootstrap program [1, 2]. Recently, CFT\textsubscript{d} conformal blocks were interpreted in the AdS\textsubscript{d+1}/CFT\textsubscript{d} correspondence as geodesic (Witten) networks stretched in the asymptotically AdS\textsubscript{d+1} spaces [3–15]. The alternative description of conformal blocks in terms of Wilson lines was extensively studied in [16–33].\textsuperscript{1}

On the other hand, there is an intriguing relation between the space of quantum states in the three-dimensional Chern-Simons theory in the presence of the Wilson lines and the space of conformal blocks in two-dimensional conformal field theory noticed a long ago [58–60]. Since the SO(2, 2) Chern-Simons theory describes 3d gravity with the cosmological term then the above relation acquires a new meaning in the context of the AdS\textsubscript{3}/CFT\textsubscript{2} correspondence [21, 27, 56, 61, 62].

The Wilson line networks under consideration are typical Penrose’s spin networks [63, 64]. Formally, such a network is a graph in AdS space with a number of boundary endpoints, edges associated with sl(2, \mathbb{R}) representations and vertices given by 3-valent intertwiners. For a fixed background gravitational connection the Wilson line network is a gauge covariant functional of associated representations. To gain the conformal block interpretation one calculates the matrix element of the network operator between specific boundary states which are highest(lowest)-weight vectors in the respective sl(2, \mathbb{R}) representations.\textsuperscript{2}

In this paper we revisit the holographic relation between the Wilson line networks and conformal blocks focusing on the case of finite-dimensional sl(2, \mathbb{R}) representations. Our primary interest are toroidal Wilson networks in the thermal AdS\textsubscript{3} space and corresponding torus blocks. We formulate and calculate one-point and two-point Wilson network functionals which are dual to one-point and two-point torus conformal blocks for degenerate quasi-primary operators. The paper is organised as follows:

— in section 2 we review what is known about Wilson networks and how they compute conformal blocks. Here, we briefly recall some necessary background about Chern-Simons description of 3d gravity with the cosmological term. Then, on the basis of the findings of refs. [21, 56, 61], we attempt to rethink the whole approach focusing on key elements that would allow one to study higher-point conformal blocks of (quasi-)primary and secondary operators as well as extension to toroidal Wilson networks which are dual to torus conformal blocks.

— in section 3 we define toroidal Wilson network operators with one and two boundary attachments. They are the basis for explicit calculations of one-point blocks and two-point blocks in two OPE channels in the following sections.

\textsuperscript{1}See also further extensive developments of the block/network correspondence in different context like black holes [34–36], heavy-light approximations and other backgrounds [37–45], supersymmetric extensions [46, 47], higher-point blocks [48–54], torus (thermal) CFT [13, 55–57], etc.

\textsuperscript{2}More generally, one can consider arbitrary matrix elements that we call vertex functions. In section 2.4 we show that these are related to correlation functions of descendant operators.
— in section 4 we consider torus conformal blocks for degenerate quasi-primary operators which are dual to the Wilson networks carrying finite-dimensional representations of the gauge algebra.

— section 5 contains explicit calculation of the one-point toroidal Wilson network operator in two different representations, using $3j$ Wigner symbols and symmetric tensor product representation. In particular, in the later representation we find the character decomposition of one-point torus block for degenerate operators.

— section 6 considers explicit calculations of two-point Wilson toroidal networks. In sections 6.1 and 6.2 we formulate the symmetric tensor product representation of the toroidal Wilson networks. Explicit demonstration that the corresponding network operators calculate 2-point blocks is given by one simple example (unit conformal weights) for each OPE channel contained in appendix D. In sections 6.3 and 6.4 we explicitly calculate the $s$-channel and $t$-channel toroidal networks for general conformal weights using $3j$ Wigner symbols and show that the resulting functions coincide with 2-point $s$-channel and $t$-channel torus blocks.

— concluding remarks and future perspectives are shortly discussed in section 7. Technical details are collected in appendices A–D.

2 Wilson networks vs conformal blocks

In this section we mainly review Wilson line approach to conformal blocks proposed and studied in different contexts in [21, 27, 56, 61, 62]. Here, we rephrase the whole construction in very general terms underlying key elements that finally allow direct passing from concrete calculations of sphere blocks in the above references to calculation of torus blocks. We will discuss only the case of (non-unitary) finite-dimensional $sl(2, \mathbb{R})$ representations (see appendix A). The Wilson networks carrying (unitary) infinite-dimensional representations and the corresponding global sphere blocks are considered in [21, 62].

2.1 Brief review of 3d Chern-Simons gravity theory

The Chern-Simons formulation of 3d gravity with the cosmological term is obtained by combining the dreibein and spin-connection into the $o(2, 2)$-connection $A$ [65, 66] (for extensive review see e.g. [17, 67]). Decomposing the gauge algebra as $o(2, 2) \approx sl(2, \mathbb{R}) \oplus sl(2, \mathbb{R})$ one introduces associated (anti)-chiral connections $A, \bar{A}$ in each simple factor $sl(2, \mathbb{R})$ with basis elements $J_{0, \pm 1}$, see the appendix A for more details. Then, the 3d gravity action is given by the $o(2, 2)$ Chern-Simons action

$$S[A] = \frac{k}{4\pi} \int_{M^3} \text{Tr} \left( A \wedge A + \frac{2}{3} A \wedge A \wedge A \right),$$

where $k$ is related to the 3-dimensional Newton constant $G_3$ through $k = l/(4G_3)$ and $l$ is the AdS$_3$ radius, and Tr stands for the Killing invariant form. Equivalently, the action can...
be factorized as $S[A] = S[A] - S[\bar{A}]$, where each chiral component is the $sl(2, \mathbb{R})$ Chern-Simons action. The convenient choice of local coordinates is given by $x^\mu = (\rho, z, \bar{z})$ with radial $\rho \geq 0$ and (anti)holomorphic $z, \bar{z} \in \mathbb{C}$.

The equations of motion that follow from the CS action (2.1) are generally solved by flat $o(2, 2)$-connections $A$. After imposing appropriate boundary conditions the solutions yielding a boundary metric can be written as the gauge transformed (chiral) connection $A = U^{-1} \Omega U + U^{-1} dU$ with the gauge group element $U(x) = \exp \rho J_0$ [68] and the holomorphic gravitational connection given by

$$\Omega = \left( J_1 - \frac{6 T(z)}{c} J_{-1} \right) dz,$$

(2.2)

where $T(z)$ is the holomorphic boundary stress tensor, the central charge $c$ is defined through the Brown-Henneaux relation $c = 3l/(2G_3)$ [69]. The same anti-holomorphic connection $\bar{\Omega} = \bar{\Omega}(\bar{z})$ arises in the anti-chiral $sl(2, \mathbb{R})$ sector.

Considering a path $L$ connecting two points $x_1, x_2 \in \mathcal{M}_3$ we can associate to $L$ the following chiral Wilson line operators

$$W_R[L] = \mathcal{P} \exp \left(- \int_L \Omega \right),$$

(2.3)

where the chiral $sl(2, \mathbb{R})$ connection is given by (2.2) in some representation $R$. Similarly, one can consider $\bar{W}_R[L]$ in the anti-chiral sector. Under the gauge group, the Wilson operator transforms homogeneously as $W_R[L] \rightarrow U_R(x_2) W_R[L] U_R^{-1}(x_1)$, where the gauge group elements are $U_R = \exp \epsilon J_R$ with generators $J_R$ in the representation $R$. As we deal with the flat connections, the Wilson line operators depend only on the path $L$ endpoints and on the topology of the base manifold $\mathcal{M}_3$. (Anti-)chiral Wilson operators (2.3) are instrumental when discussing (anti-)holomorphic conformal blocks in the boundary conformal theory.

2.2 General construction

The Euclidean AdS$_3$ space metric can be obtained from (2.2) by taking a constant boundary stress tensor. In what follows we discuss spaces with both periodic and non-periodic time directions. In the non-periodic case, the stress tensor can be chosen as $T(z) = 0$ so that the chiral gravitational connection (2.2) takes the form

$$\Omega = J_1 dz,$$

(2.4)

and the corresponding AdS$_3$ metric is given in the Poincare coordinates. In the periodic case (thermal AdS$_3$), the stress tensor is $T(z) = -c/48\pi$ so that the chiral connection is given by

$$\Omega = \left( J_1 + \frac{1}{4} J_{-1} \right) dw,$$

(2.5)

along with the standard identifications $w \sim w + 2\pi$ and $w \sim w + 2\pi \tau$, where $i\tau \in \mathbb{R}_-$. The boundary (rectangular) torus is defined by the modular parameter $\tau$ while the conformal symmetry algebra in the large-$c$ limit is contracted to the finite-dimensional $sl(2, \mathbb{R}) \oplus sl(2, \mathbb{R})$. 


In the chiral sector, the Wilson line (2.3) for the connections (2.4) or (2.5) is the holonomy of the chiral gauge field along the path $L$ with endpoints $x_1$ and $x_2$:

$$W_a[x_1, x_2] = \mathcal{P} \exp \left( - \int_{x_1}^{x_2} \Omega \right) = \exp (x_{12} \Omega) ,$$

where $x_{mn} = x_m - x_n$, and $a$ labels a finite-dimensional spin-$j_a$ representation $D_a$ of the chiral gauge algebra $sl(2, \mathbb{R})$. Recall that the Wilson line operators have the transition property

$$W_a[x_1, x_2] = W_a[x_1, x] W_a[x, x_2] ,$$

where $x$ is some intermediate point. The relation (2.7) is obvious for coordinate independent connections like (2.4) and (2.5).

In order to realize conformal blocks through the Wilson networks we need the following ingredients.

1) The Wilson line $W_a[z, x]$ in a spin-$j_a$ representation $D_a$ of $sl(2, \mathbb{R})$ algebra, connecting the external operator $O_{\Delta_a}(z, \bar{z})$ on the boundary with some point $x$ in the bulk. The conformal dimension of the boundary operator is $\Delta_a = -j_a$.

2) The Wilson line $W_a[x, y]$ connecting two bulk points $x$ and $y$. In the thermal AdS$_3$, the thermal cycle yields the Wilson loop $W_a[x, x + 2\pi \tau]$.

3) The trivalent vertex in the bulk point $x_b$ connects three Wilson line operators associated with three representations $D_b, D_c,$ and $D_a$ by means of the 3-valent intertwiner operator

$$I_{a;b;c} : D_b \otimes D_c \rightarrow D_a ,$$

which satisfies the defining $sl(2, \mathbb{R})$ invariance property

$$I_{a;b;c} U_b U_c = U_a I_{a;b;c} ,$$

where $U_\alpha$ labelled by $\alpha = a, b, c$ are linear operators acting in the respective representation spaces. In other words, the intertwiner spans the one-dimensional space of $sl(2, \mathbb{R})$ invariants $\text{Inv}(D_a^* \otimes D_b \otimes D_c)$, where $*$ denotes a contragredient representation.

4) The Wilson line attached to the boundary acts on a particular state $|\alpha\rangle \in D_a$.

In general, $n$-point global conformal blocks $F(\Delta, \tilde{\Delta}|\mathbf{q}, \mathbf{z})$ on Riemann surface of genus $g$ with modular parameters $\mathbf{q} = (q_1, \ldots, q_g)$, with external and intermediate conformal dimensions $\Delta$ and $\tilde{\Delta}$, can be calculated as the following matrix element

$$F(\Delta, \tilde{\Delta}|\mathbf{q}, \mathbf{z}) = \langle \Phi [W_a, I_{b;c,d}|\mathbf{q}, \mathbf{z}] \rangle .$$

Here, the Wilson network operator $\Phi[W_a, I_{b;c,d}]$ is built of Wilson line operators $W_a$ associated to a particular (bulk-to-bulk or bulk-to-boundary) segments joined together by 3-valent intertwiners $I_{b;c,d}$ to form a network with the boundary endpoints $\mathbf{z} = (z_1, \ldots, z_n)$. The double brackets mean that one calculates a particular matrix element of the operator.
\( \Phi \) between specific vectors of associated \( sl(2, \mathbb{R}) \) representations in such a way that the resulting quantity is \( sl(2, \mathbb{R}) \) gauge algebra singlet. Using general arguments one may show that the matrix element (2.10): (a) does not depend on positions of bulk vertex points due to the gauge covariance of the Wilson operators, (b) transforms under \( sl(2) \) conformal boundary transformations as \( n \)-point correlation function.

### 2.3 Vertex functions

In what follows we discuss examples of the operator (2.10): 2-point, 3-point and 4-point Wilson networks in the \( AdS_3 \) space with the spherical (plane) boundary. Let us consider first the trivalent vertex consisting of three boundary anchored Wilson lines meeting in the bulk point \( x \). Let \( |a\rangle \) be some vector in the spin-\( j_a \) representation \( D_a \) that we call a boundary vector. Acting with the bulk-to-boundary Wilson line \( W_a[x, z] \) we can obtain the following bra and ket vectors

\[
|\tilde{a}\rangle = W_a[x, z]|a\rangle ,
\langle \tilde{a}| = \langle a|W_a[z, x] ,
\]

to be associated with some quasi-primary or secondary boundary operator \( \mathcal{O}(z, \bar{z}) \) belonging to the conformal family \( [\mathcal{O}_{\Delta_a}] \) of dimension \( \Delta_a = -j_a \).

Bra and ket vectors (2.11) are the only elements of the Wilson network operator (2.10) which depend on positions of boundary operators. Thus, it is their properties that completely define how the resulting CFT correlation function (block) transforms with respect to the global conformal symmetry algebra. One can show that depending on the choice of particular \( W_a \) and \( |a\rangle \in D_a \), the conformal invariance of the correlation function of quasi-primary operators is guaranteed by the following basic property \([56, 61, 62]\)

\[
(\mathcal{L}_n - C^m_n J_m)|\tilde{a}\rangle = 0 , \quad n = 0, \pm 1 ,
\]

where \([C^m_n]\) is some \([3 \times 3]\) constant matrix. It claims that holomorphic conformal transformation is generated by a combination of the chiral \( sl(2, \mathbb{R}) \) gauge transformations. Here, \( J_n \) are (chiral) \( sl(2, \mathbb{R}) \) gauge algebra generators taken in the representation \( D_a \) and \( \mathcal{L}_n \) are the boundary conformal generators represented by differential operators in coordinates \( z \), satisfying (holomorphic) \( sl(2, \mathbb{R}) \) conformal algebra commutation relations

\[
[\mathcal{L}_m, \mathcal{L}_n] = (m - n)\mathcal{L}_{m+n} .
\]

Explicit form of \( C^m_n \) is fixed by particular choice of the gravitational connections defining \( W_a \) and boundary vectors \( |a\rangle \) (see below).\(^3\)

### 3-point vertex function.

Following the general definition of the Wilson network operator (2.10) we use the intertwiner (2.8) and introduce a trivalent vertex function (see

\(^3\)Technically, in this paper, the matrix \( C \) is calculated case by case and, moreover, just for two background gravitational connections (2.4) and (2.4), both with constant coefficients. It would be important to formalize its possible properties like unitarity, etc. (The only obvious property now is that \( C \) is invertible.) On the other hand, conceptually, it is obvious that the matrix \( C \) is a derived object. Its exact definition and properties can be rigorously obtained from the holographic Ward identities of dual 3d Chern-Simons theory and CFT\(_2\) along the lines discussed in the appendix A of ref. [62].
Figure 1. Wilson networks: trivalent vertex (left) and four-valent vertex given by two trivalent vertices joined by an edge (right).

As the following matrix element

$$V_{a,b,c}(\mathbf{z}) = \langle \bar{a} | I_{a,b,c} W_1[\mathbf{z}_1, \mathbf{z}_2] W_2[\mathbf{z}_2, \mathbf{z}_3] | b \rangle \otimes | c \rangle ,$$

(2.13)

where $\mathbf{z} = (\mathbf{z}_1, \mathbf{z}_2, \mathbf{z}_3)$ stands for positions of boundary conformal operators, $|a\rangle$, $|b\rangle$, $|c\rangle$ are arbitrary boundary vectors. Using the invariance condition (2.9) in the form

$$I_{a,b,c} W_b[\mathbf{z}, \mathbf{z}_2] = W_a[\mathbf{z}, \mathbf{z}_2] I_{a,b,c} W_c[\mathbf{z}_2, \mathbf{x}] ,$$

(2.14)

along with the transition property (2.7) the trivalent vertex function can be represented as

$$V_{a,b,c}(\mathbf{z}) = \langle \bar{a} | W_a[\mathbf{z}_1, \mathbf{z}_2] I_{a,b,c} W_c[\mathbf{z}_2, \mathbf{z}_3] | b \rangle \otimes | c \rangle .$$

(2.15)

This expression can be equivalently obtained by choosing the bulk vertex point $\mathbf{x} = \mathbf{z}_2$ yielding $W_b[\mathbf{z}_2, \mathbf{z}_2] = 1$. This is legitimate since we noted earlier that the resulting Wilson network does not depend on location of bulk vertices. On the other hand, this freedom in choosing the vertex point is encoded in the intertwiner transformation property.

Two comments are in order. First, in order to have a non-trivial intertwiner with the property (2.9) the weights of three representations must satisfy the triangle inequality. Indeed, tensoring two irreps as in (2.8) we find out the Clebsch-Gordon series

$$D_a \otimes D_b = \bigoplus_{j_c = |j_a - j_b|} D_c .$$

(2.16)

If a representation $D_c$ of a given spin $j_c$ arises in the Clebsch-Gordon series then the intertwiner is just a projector, otherwise it is zero. Equivalently, $j_a + j_b - j_c \geq 0$. Second, one may rewrite (2.15) through the matrix elements in the standard basis (A.2) by inserting resolutions of identities,

$$1 = \sum_{m=-j}^{j} |j, m\rangle \langle j, m|$$

(2.17)

to obtain

$$V_{a,b,c}(\mathbf{z}) = \sum_{m} \sum_{k} \sum_{n} \left( \langle \bar{a} | I_{a,b,c} [j_b, k] \otimes | j_c, n\rangle \right) \langle \bar{a} | j_a, m\rangle \langle j_b, k | \bar{b} \rangle \langle j_c, n | \bar{c} \rangle .$$

(2.18)

In this form the trivalent vertex function is represented as a product of four matrix elements which can be drastically simplified when $|a\rangle$, $|b\rangle$, and $|c\rangle$ are chosen in some canonical way like lowest-weight or highest-weight vectors. The last three factors are matrix elements of
the Wilson operators, or, equivalently, coordinates of tilded vectors in the standard basis. The first factor is the matrix element of the intertwiner which in fact is the Wigner 3\(j\) symbol. Indeed, let us denote the matrix element of the intertwiner and 3\(j\) symbol as

\[
[I_{a;b,c}]_{mkn} = \langle j_a, m | I_{a;b,c} | j_b, k \rangle \otimes \langle j_c, n \rangle , \quad [W_{a,b,c}]_{mkn} = \left( \begin{array}{ccc} j_a & j_b & j_c \\ m & k & n \end{array} \right) .
\]

Here, each of magnetic numbers \(m, n, k\) runs its domain. Then, the two tensors are related as

\[
[I_{a;b,c}]_{mkn} = \sum_l \epsilon^{(a)ml}[W_{a,b,c}]_{lkn} ,
\]

where \(\epsilon^{(a)ml}\) is the Levi-Civita tensor in the \(D_a\) representation. Obviously, both tensors are \(sl(2,\mathbb{R})\) invariant, while the 3\(j\) symbol spans \(\text{Inv}(D_a D_b D_c)\). The Levi-Civita tensor in \(D_a\) is given by

\[
\epsilon^{(a)mn} = (-)^{j_a - m} \delta_{m,-n} = \sqrt{2j_a + 1} \left( \begin{array}{ccc} j_a & 0 \\ m & m \end{array} \right) = \left( \begin{array}{c} j_a \\ mn \end{array} \right) .
\]

The last equality introduces the 1\(jm\) Wigner symbol which is considered as an invariant metric relating the standard and contragredient standard bases. In particular, this object allows introducing 2-point vertex function as

\[
V_{a,b}(z) = \langle \bar{a} | I_{a;b} \hat{b} | a \rangle = \delta_{ab} \langle a | I_{a;a} W_a [z_1, z_2] | a \rangle ,
\]

where \(I_{a;a}\) is 2-valent intertwiner belonging to \(\text{Inv}(D_a^* D_a)\) which definition directly follows from (2.8), (2.9) at \(D_c = 1\). Thus,

\[
[I_{a;a}]_{m}^n = \left( \begin{array}{c} j_a \\ mn \end{array} \right) .
\]

Coming back to the 3-point vertex functions one may explicitly check that choosing the boundary vectors as highest-weight elements of the respective spin-\(j_\eta\) representations \(\eta = a, b, c\) (see appendix A)

\[
|\eta\rangle = |\bar{h}_\omega\rangle_\eta : \quad J^{-1}|\bar{h}_\omega\rangle_\eta = 0 , \quad J_0|\bar{h}_\omega\rangle_\eta = j_\eta|\bar{h}_\omega\rangle_\eta ,
\]
along with the Wilson line operator in Euclidean AdS\(_3\) space defined by the connection (2.4), one reproduces the 3-point function of quasi-primary operators on the plane [21, 61]:

\[
V_{a,b,c}(z) = \langle \mathcal{O}_{\Delta_a}(z_1, \bar{z}_1) \mathcal{O}_{\Delta_b}(z_2, \bar{z}_2) \mathcal{O}_{\Delta_c}(z_3, \bar{z}_3) \rangle .
\]

\(^4\)Strictly speaking, we consider here \(SL(2,\mathbb{R}) \approx SU(1, 1)\) Wigner 3\(mnj\) symbols which are generally different from \(SU(2)\) Wigner 3\(mj\) symbols for arbitrary (unitary or non-unitary, finite- or infinite-dimensional) representations. However, in this paper we deal only with finite-dimensional representations for which these two types of symbols are identical [70]. Note also that if we consider Wilson networks in Euclidean dS\(_3\) gravity [32] where the spacetime isometry group is \(SO(4) \approx SU(2) \times SU(2)\), then we can directly apply the standard Wigner 3\(j\) symbol calculus.
One can show that the basic transformation property (2.12) guaranteeing the conformal invariance of (2.25) is defined by the backward identity matrix $C_{mn}$, i.e.,

\[
(J_1 + L_{-1}) W |h\nu\rangle = 0, \\
(J_0 + L_0) W |h\nu\rangle = 0, \\
(J_{-1} + L_1) W |h\nu\rangle = 0.
\] (2.26)

**4-point vertex function.** Further, we may consider 4-point vertex function between four representations $D_a, D_b, D_c, D_d$ built as two trivalent vertices attached to each other through an intermediate bulk-to-bulk Wilson line $W_e \equiv W_e[y, x]$ carrying the representation $D_e$ (see figure 1), namely,

\[
V_{a,b,c,d|e}(z) = \langle \tilde{d} | I_{d, e, c, e} W_e I_{c, a, b} | \tilde{a} \rangle \otimes | \tilde{b} \rangle \otimes | \tilde{c} \rangle.
\] (2.27)

Using the transition property we can represent $W_e[y, x] = W_e[y, 0] W_e[0, x]$ and then: (1) for the left factor we repeat arguments around (2.14) to neglect dependence on $y$, (2) for the right factor we use the intertwiner transformation property to neglect dependence on $x$. The result is that positions $x, y$ fall out of (2.27). Effectively, it means that we set $x = y = 0$ so that the intermediate Wilson line operator trivializes $W_e[0, 0] = 1$. All in all, we find that the vertex function can be cast into the form

\[
V_{a,b,c,d|e}(z) = \langle d | W_d[0, 0] I_{d, c, e} W_e[0, z_1] W_b[0, z_2] W_c[0, z_3] | a \rangle \otimes | b \rangle \otimes | c \rangle.
\] (2.28)

Similarly to the previous consideration of the trivalent function one may reshuffle the Wilson operators using the intertwiner transformation property and by inserting the resolutions of identities represent the final expression as contractions of six matrix elements. Choosing $|a\rangle, |b\rangle, |c\rangle$, and $|d\rangle$ to be highest-weight vectors in their representations one directly finds 4-point conformal block on the sphere [21, 61].

For our further purposes, the 3-point function (2.15) or (2.18) along with the 4-point function (2.27) will prove convenient to build conformal blocks on the torus (see section 3). Building the operator $\Phi$ (2.10) for the Wilson networks with more endpoints and edges is expected to give higher point conformal blocks on the sphere though this has not been checked explicitly (except for 5-point sphere block in the comb channel [21]). In the next section we discuss $\Phi$ in terms of $n$-valent intertwiners.

**2.4 Further developments**

Here we extend the general discussion in the previous section by considering some novel features of the Wilson network vertex functions.

**Descendants.** Let us demonstrate that choosing the boundary vectors as descendants of highest-weight vectors we reproduce 3-point function of any three (holomorphic) secondary operators

\[
O^{|l\rangle}_{\Delta}(z, \bar{z}) = (L_{-1})^l O_{\Delta}(z, \bar{z}),
\] (2.29)
or, in components,}
\begin{equation}
\left[ I^{(2)}_{ac, bd | e} \right]_{n_1 n_2 n_3} = (-)^{j_d - n_4} \sum_m (-)^{j_e - m} \begin{pmatrix} j_a & j_b & j_e & j_d \\ n_1 & n_2 & m & \end{pmatrix} \begin{pmatrix} j_e & j_c & j_d \\ -m & n_3 & -n_4 \end{pmatrix} .
\end{equation}
The two intertwiners provide two bases in $\text{Inv}(D^*_a \otimes D_a \otimes D_b \otimes D_c)$. In the standard basis, one intertwiner is expressed in terms of the other by the following relation

$$I^{(2)}_{\eta|ac,bd} = \sum_{\eta} (-)^{j_a+j_b+j_c+j_d} (2j_k + 1) \begin{pmatrix} j_a & j_b & j_k \\ j_d & j_c & j_e \end{pmatrix} I^{(1)}_{k|ab,cd} ,$$

(2.37)

where, by definition, the expansion coefficients are given by the $6j$ Wigner symbol. In terms of the conformal block decomposition of the 4-point correlation function $(\mathcal{O}_{\Delta_a} \mathcal{O}_{\Delta_b} \mathcal{O}_{\Delta_c} \mathcal{O}_{\Delta_d})$ we say about exchanges in two OPE channels, while the change of basis (2.37) is the crossing relation. We see that the crossing matrix is given by the $6j$ Wigner symbol which in its turn can be expressed from (2.37) as a contraction of two distinct 4-valent intertwiners or, equivalently, four 3-valent intertwiners.\(^5\)

Intertwiners of arbitrary higher valence can be introduced in the same manner to build $n$-point conformal blocks. Fixing the order of representations, an $n$-valent intertwiner can be defined by contracting $n - 2$ copies of the 3-valent intertwiner by means of $n - 3$ intermediate representations with representations ordered in different ways,

$$I_{a_1,a_2,...,a_n|e_1,...,e_{n-3}} = I_{a_1,a_2,e_1} I_{e_1,a_3,a_4} \cdots I_{e_{n-3},a_{n-1},a_n} .$$

(2.38)

Each of possible contractions defines a basis in $\text{Inv}(D^*_1 \otimes \cdots \otimes D^*_n)$ which can be changed by an appropriate Wigner $3(n - 2)j$ symbol. E.g. in the five-point case the crossing matrices are given by Wigner $9j$ symbol, etc.

The corresponding $n$-point blocks of conformal (quasi-primary/secondary) operators in $[\mathcal{O}_{\Delta_i}]$ with dimensions $\Delta_i = -j_{a_i}$ are built by acting with a given $n$-valent intertwiner on $n$ boundary states $|\tilde{a}_i\rangle = W_i(0, z_i) |a_i\rangle$, $i = 1, \ldots, n$, see (2.11), as

$$F(\Delta_1, \tilde{\Delta}_j|z) = \langle \tilde{a}_1 | I_{a_1,a_2,...,a_n|e_1,...,e_{n-3}} |\tilde{a}_2\rangle \otimes \cdots \otimes |\tilde{a}_n\rangle ,$$

(2.39)

where the intertwiner is built by a particular ordering the representations that corresponds to given exchange channels in CFT\(_d\) with dimensions $\tilde{\Delta}_l = -j_{e_l}$, $l = 1, \ldots, n - 3$. In this way, we explicitly obtain the Wilson network operator on the sphere (2.10).

### 3 Toroidal Wilson networks

As discussed in section 2.2, due to the gauge covariance, the Wilson networks do not depend on positions of vertex points in the bulk. It follows that bulk-to-bulk Wilson lines are effectively shrunk to points so that all diagrams with exchange channels expanded in trees and loops are given by contact diagrams only. However, on non-trivial topologies like (rigid) torus we discuss in this paper, there are non-contractible cycles. Then the associated Wilson networks will contain non-contractible loops given by non-trivial holonomies.

The general idea is that we can build torus blocks from the Wilson networks described in the sphere topology case simply by gluing together any two extra edges modulo $2\pi\tau$ (see \(^5\))

\(^5\)The Wigner $6j$ symbols for the conformal group $o(d - 1, 2)$ have attracted some interest recently for their role in the crossing (kernel) equations and for CFT\(_d\) 4-point functions, see e.g. [71–76].
Figure 2. Wilson networks with loops around non-contractible cycles on the (rigid) torus. Topologically different identifications of endpoints on the second and third graphs yield 2-point blocks in two OPE channels.

...
Let us now turn to the two-point toroidal Wilson networks and consider the rightmost graph on figure 2. Here, the representations labelled by $a, b, c, d$ are associated with endpoints ordered as $w_1, w_2, w_3, w_4$. In terms of the vertex function (2.28) we identify representations $\mathcal{D}_d \cong \mathcal{D}_c$ and respective endpoints $w_4 = -2\pi \tau$ and $w_3 = 0$. Now, choosing $|d| = |c| = |j_c, m|$ and summing up over all $m$ to produce a trace over $\mathcal{D}_c$, from (2.28) we directly obtain

$$V^{(\circ)}_{(t)c,a,b}(\tau, w) = \text{Tr}_c \left( W_c[0, 2\pi \tau] I_{c,a,b} W_a[0, w_1] W_b[0, w_2] |a\rangle \otimes |b\rangle \right). \quad (3.3)$$

The other possible toroidal two-point Wilson network corresponds to the middle graph on figure 2. We fix endpoints as $w_4 = -2\pi \tau$ and $w_2 = 0$. Identifying representations $\mathcal{D}_d \cong \mathcal{D}_b$ and then summing up over states $|d| = |b| = |j_b, m|$ we find

$$V^{(\circ)}_{(s)b,e,a,c}(\tau, w) = \text{Tr}_b \left( W_b[0, 2\pi \tau] I_{b,c,e} I_{e,a,b} W_a[0, w_1] W_c[0, w_3] |a\rangle \otimes |c\rangle \right). \quad (3.4)$$

Using the crossing equations (2.37) we see that two-point toroidal vertex functions are related by means of the Wigner $6j$ symbols. In the next sections we check that the vertex functions (3.4) and (3.3) with $|a\rangle, |b\rangle$ chosen as lowest-weight vectors calculate two-point global torus conformal blocks in respectively $t$-channel and $s$-channel. Finally, let us note that both functions (3.3) and (3.4) are consistently reduced to (3.1) if one of external spins vanishes. E.g. we can set $j_a = 0$ in which case $I_{c;0,b} \sim \delta_{ab} \mathbb{1}_c$ (2.23) and $W_a[0, w_1] = \mathbb{1}_a$. The same is true at $j_b = 0$. In other words, two-point vertex functions do reproduce one-point vertex functions provided one of extra spins is zero. The respective torus conformal blocks share the same property.

4 Global torus blocks

In this section we review one-point and two-point torus global blocks and find their explicit form when quasi-primary operators are degenerate, which through the operator-state correspondence are described by finite-dimensional representations of the global conformal algebra.\footnote{Global blocks are associated with $\mathfrak{sl}(2, \mathbb{C})$ subalgebra of Virasoro algebra $\mathfrak{Vir}$ which can be obtained by the Inönü-Wigner contraction at $1/c \to 0$. Various other limiting blocks can be obtained from $\mathfrak{Vir}$ by different types of contractions, for details see [77] and references therein. Global torus (thermal) blocks in CFT$_3$ and their dual AdS$_{d+1}$ interpretation in terms of the bulk (Witten) geodesic networks were studied in [13, 55–57].}

In what follows we work in the planar coordinates $(z, \bar{z}) \in \mathbb{C}$ related to the cylindrical coordinates $(w, \bar{w}) \in \mathbb{T}^2$ on the torus by the conformal mapping $w = i \log z$.

Prior to describing global blocks let us shortly discuss the origin and relevance of degenerate $\mathfrak{sl}(2)$ operators. Since $\mathfrak{sl}(2) \subset \mathfrak{Vir}$, conformal dimensions of degenerate quasi-primaries can be seen as the large-$c$ limit of the Kac degenerate dimensions $h_{r,s}$ with integer $r, s \geq 1$ [78]. Expanding around $c = \infty$ we get

$$h_{r,s} = c \frac{1-r^2}{24} - \frac{s-1}{2} - \frac{(1-r)(13r-12s+13)}{24} + \mathcal{O}(1/c). \quad (4.1)$$
It follows that in the large-$c$ regime one can distinguish between light ($h \sim O(c^0)$) and heavy ($h \sim O(c^1)$) degenerate operators. Moreover, those with $h_{1,s}$ are always light,

\[ h_{1,s} = -\frac{s - 1}{2} + O(1/c) , \]  

while heavy operators have $h_{r,s}$ with $r > 1$. The paradigmatic example here are the lowest dimension operators: the light operator with $h_{1,2}$ and heavy operator with $h_{2,1}$.\(^7\) On the other hand, the $sl(2)$ subalgebra with all its representations can be viewed as the Virasoro algebra \(\dot{V}_\text{ir} = V_2\) minimal models relevant in our case. Moreover, a specific class of minimal coset CFT\(_2\) models was conjectured to be dual to 3d higher-spin gravity \([81,82]\). Complementary to the standard ‘t Hooft limit in such models one may consider the large-$c$ regime limit \([83,84]\). Despite that the boundary theory becomes non-unitary (the conformal dimensions are negative, e.g. as discussed above) such a regime is interesting since the bulk gravity is semiclassical according to the Brown-Henneaux relation \(G_3 \sim 1/c\) \([69]\). Moreover, a gravity dual theory can be formulated as the Chern-Simons theory that brings us back to the study of Wilson lines and conformal blocks, now for such non-unitary finite-dimensional representations \([22-25,62]\).\(^8\)

### 4.1 One-point blocks

The global one-point block in the torus CFT\(_2\) is defined as the holomorphic contribution to the one-point correlation function of a given (quasi-)primary operator,

\[ \langle \mathcal{O}_{\Delta,\bar{\Delta}}(z, \bar{z}) \rangle = \text{Tr} \left( q^{L_0} q^{\bar{L}_0} \mathcal{O}_{\Delta,\bar{\Delta}}(z, \bar{z}) \right) = \sum_{\Delta,\bar{\Delta}} C^{\Delta,\bar{\Delta}}_{\Delta,\bar{\Delta}} \mathcal{F}_{\Delta,\bar{\Delta}}(z, q) \mathcal{F}_{\Delta,\bar{\Delta}}(\bar{z}, \bar{q}) , \]  

where the trace Tr is taken over the space of states, and the right-hand side defines the OPE expansion into (anti)holomorphic torus blocks, the expansion coefficients are the 3-point structure constants with two dimensions identified that corresponds to creating a loop (see figure 3). The parameter \(q = \exp 2\pi i \tau\), where \(\tau \in \mathbb{H}\) is the torus modulus, (holomorphic) conformal dimensions \(\Delta, \bar{\Delta}\) parameterize the external (quasi-)primary operator and the OPE channel, respectively. The convenient representation of the torus block is given by

\(^7\)These are operational in the so-called monodromy method of calculating the large-$c$ (classical) $n$-point conformal blocks via $(n + 1)$-point blocks with one light degenerate insertion $h_{1,2}$ \([79]\). It is intriguing that the monodromy method has a direct AdS dual interpretation as a worldline formulation of particle’s configurations \([5,10,12,80]\).

\(^8\)Yet another related direction where non-unitary large-$c$ Virasoro blocks are used is the study of the black hole thermodynamics and information loss in AdS\(_3\)/CFT\(_2\) as a consequence of Virasoro symmetry both in the $c = \infty$ limit and with $1/c$ corrections \([85]\).
Figure 3. One-point conformal block on a torus. $\Delta$ and $\tilde{\Delta}$ are external and intermediate conformal dimensions. The same graph shows the Wilson network with Wilson line $W_{j_1}$ and loop $W_{j_p}$, along with the intertwiner $I_{j_p;j_p;j_1}$ in the bulk point $x$. Dashed line is the boundary of the thermal AdS$_3$.

The one-point block function is $z$-independent due to the global $u(1)$ translational invariance of torus CFT$_2$. Note that at $\Delta = 0$ the one-point function becomes the $sl(2,R)$ character

$$F_{\Delta,\Delta}(q) = \frac{q^{\Delta}}{1-q} \, _2F_1 \left( \frac{\Delta+1}{2}, \frac{-\Delta+2\tilde{\Delta}}{q-1} \right) = 1 + \left[ 1 + \frac{2\tilde{\Delta}}{2\Delta} \right] q + \left[ 1 + \frac{(\Delta-1)\Delta}{2\Delta} + \frac{(\Delta-1)\Delta(\Delta^2-\Delta+4\tilde{\Delta})}{4\Delta(2\Delta+1)} \right] q^2 + \ldots . \quad (4.4)$$

The one-point block function is $z$-independent due to the global $u(1)$ translational invariance of torus CFT$_2$. Note that at $\Delta = 0$ the one-point function becomes the $sl(2,R)$ character

$$F_{\Delta,0}(q) = \frac{q^{\tilde{\Delta}}}{1-q} = q^{\tilde{\Delta}} (1 + q + q^2 + q^3 + \ldots) , \quad (4.5)$$

showing that for generic dimension $\tilde{\Delta}$ there is one state on each level of the corresponding Verma module. The block function (4.4) can be shown to have poles at $\tilde{\Delta} = -n/2$, where $n \in \mathbb{N}_0$ which is most manifest when the block is represented as the Legendre function (see appendix C).

In general, conformal dimensions $\Delta, \tilde{\Delta}$ are assumed to be arbitrary. The corresponding operators are related to (non)-unitary infinite-dimensional $sl(2,C)$ representations. For integer negative dimensions

$$\Delta = -j_1 \quad \text{and} \quad \tilde{\Delta} = -j_p , \quad j_1, j_p \in \mathbb{N}_0 , \quad (4.6)$$

these representations contain singular submodules on level $2j$ with the conformal dimension $\Delta' = -\Delta + 1$ so that one may consider quotient representations $D_j$ which are finite-dimensional non-unitary spin-$j$ representations of dimension $2j + 1$.

Note that the degenerate dimension $\tilde{\Delta}$ of the loop channel (4.6) defines poles of the block function. It follows that in order to find torus blocks for $D_j$ one may proceed in two equivalent ways. The first one is to use the BPZ procedure [1] to impose the singular vector decoupling condition on correlation functions. E.g., for the zero-point blocks which are characters (4.5) the BPZ condition is solved by subtracting the singular submodule

---

See appendix A. In this paper we consider only bosonic (integer spin) representations.
character \( \mathcal{F}_{\Delta',0} \) from the original character \( \mathcal{F}_{\Delta,0} \) to obtain the well-known expression for finite-dimensional \( sl(2,\mathbb{C}) \) character

\[
\chi_p = \mathcal{F}_{\Delta,0}(q) - \mathcal{F}_{\Delta',0}(q) = q^{-j_p} \left( 1 + q + q^2 + \ldots + q^{2j_p} \right) = q^{-j_p} \frac{1 - q^{j_p+1}}{1 - q} .
\] (4.7)

Similarly, one may formulate and solve the respective BPZ condition for one-point blocks.

The alternative way is to define the torus block as (anti)holomorphic constituents of the correlation functions built by evaluating the trace already in the finite-dimensional quotient modules. In this case, the holomorphic one-point block is simply

\[
\mathcal{F}_{j_p,j_1}(q) = \text{Tr}_{j_p} \left( q^{L_0} \mathcal{O}_{j_1} \right) ,
\] (4.8)

where the quasi-primary operator \( \mathcal{O}_{j_1} \) corresponds to \( \mathcal{D}_{j_1} \), and the trace is taken over \( \mathcal{D}_{j_p} \), cf. (4.3). It becomes the order-2\( j_p \) polynomial in the modular parameter,

\[
\mathcal{F}_{j_p,j_1}(q) = q^{-j_p} \left( f_0 + q f_1 + q^2 f_2 + \ldots + q^{2j_p} f_{2j_p} \right) ,
\] (4.9)

where the coefficients are given by

\[
f_n = 3F_2(-j_1, j_1 + 1, -n; 1, -2j_p; 1) = \sum_{m=0}^{n} \frac{(-)^m n!}{(n-m)!(m)!^2} \frac{(j_1 + m)_{2m}}{(2j_p)_m} \] (4.10)

and \((x)_n = x(x-1)\ldots(x-n+1)\) is the falling factorial. At \( j_1 = 0 \) we reproduce (4.7).

Note that imposing the BPZ condition enforces the conformal dimensions to satisfy the fusion rule

\[
0 \leq j_1 \leq 2j_p .
\] (4.11)

### 4.2 Two-point blocks

The global two-point torus correlation functions can be expanded in two OPE channels that below are referred to as \( s \)-channel and \( t \)-channel, see figure 4.

**s-channel.** The two-point \( s \)-channel global block is given by [57]:

\[
\mathcal{F}_s^{\Delta_1,\Delta_2,\Delta_1,2}(q, z_1, z_2) = z_1^{-\Delta_1+\Delta_2-\Delta_3} z_2^{-\Delta_1-\Delta_2+\Delta_3} \sum_{m,n=0}^{\infty} \frac{\tau_{m,n}(\Delta_1, \Delta_2) \tau_{m,n}(\Delta_2, \Delta_1)}{m! n! (2\Delta_1)(2\Delta_2)} q^{-\Delta_1+n} \left( \frac{z_1}{z_2} \right)^{-m} ,
\] (4.12)

where the coefficients \( \tau_{m,n}(\Delta_i, \Delta_j, \Delta_k) \) defining the \( sl(2) \) 3-point function of a primary operator \( \Delta_j \) and descendant operators \( \Delta_{i,k} \) on the levels \( n,m \) are [11]

\[
\tau_{m,n}(\Delta_{i,j,k}) = \sum_{p=0}^{\min[n,m]} \binom{n}{p} (2\Delta_{k+m-1}+p)(\Delta_k+\Delta_j-\Delta_l)_{m-p}(\Delta_i+\Delta_j-\Delta_k+p-m)_{n-p} ,
\] (4.13)

where \((x)_l = x(x+1)\ldots(x+l-1)\) and \((x)^{(l)} = x(x-1)\ldots(x-l+1)\) are raising (falling) factorials.
Figure 4. Two-point conformal blocks in $s$-channel and $t$-channel. The same graphs show the Wilson networks, with dashed lines representing the boundary of the thermal $\text{AdS}_3$.

The conformal dimensions of the degenerate (external and internal) quasi-primary operators read

$$\Delta_a = -j_a \text{ and } \tilde{\Delta}_b = -j_{p_b}, \quad a, b = 1, 2, \quad j_a, j_{p_b} \in \mathbb{N}_0.$$  \hfill (4.14)

These values of the intermediate channel dimensions define poles of the block function. It follows that in order to use (4.12) for the degenerate operators the summation is to be restricted to the region $n < 2e_1 + 1$ and $m < 2e_2 + 1$ which is an implementation of the BPZ decoupling condition.

$t$-channel. The two-point global block in the $t$-channel can be calculated either by solving the $\text{sl}(2, \mathbb{C})$ Casimir equation [56] or by summing over 3-point functions of three descendant operators [57]:

$$P_{t}^{\Delta_1, \tilde{\Delta}_2, \tilde{\Delta}_1} (q, z_{1,2}) = (z_1 - z_2)^{\tilde{\Delta}_2 - \Delta_1 - \Delta_2} z_{1,2}^{-2} \sum_{m,n=0}^{\infty} \frac{\sigma_m(\Delta_1, \tilde{\Delta}_2, \tilde{\Delta}_1) \tau_{n,n}(\tilde{\Delta}_1, \tilde{\Delta}_2, \Delta_1)}{m! n! (2\Delta_1)_n (2\Delta_2)_m} q^{\tilde{\Delta}_1 + n} \left(\frac{z_1 - z_2}{z_1 z_2}\right)^m,$$  \hfill (4.15)

where the $\tau$-function is given by (4.13) and $\sigma_m(\Delta_1, \Delta_2, \tilde{\Delta}_2) = (-)^m(\tilde{\Delta}_2 + \Delta_1 - \Delta_2)_m(\tilde{\Delta}_2)_m$. The $t$-channel block for the degenerate quasi-primary operators is obtained by applying arguments given around (4.14).

5 One-point toroidal Wilson networks

In this section we explicitly calculate the one-point toroidal vertex function (3.1) in the thermal $\text{AdS}_3$ (2.5) which is equal to the one-point block function (4.9)–(4.10).
5.1 Diagonal gauge

Let us choose the boundary state as the lowest-weight vector in the respective spin-$j_a$ representation $D_a$ (see appendix A)

$$|a\rangle = |\psi\rangle_a \in D_a : \quad J_1|\psi\rangle_a = 0 \,, \quad J_0|\psi\rangle_a = -j_a|\psi\rangle_a \,,$$

(5.1)
along with the Wilson line operator in Euclidean thermal AdS$_3$ space defined by the gravitational connection (2.5). Performing a gauge transformation, $\Omega = U \hat{\Omega} U^{-1} + UdU^{-1}$, where the SL(2, $\mathbb{R}$) gauge group element is $U = \exp \frac{i}{2} J_{-1} \exp -i J_1 \exp -i \frac{\Omega}{2} J_0$, the chiral connection (2.5) can be cast into the diagonal form $\hat{\Omega} = -i J_0 dw$ as compared to the original off-diagonal form.$^{10}$ In the diagonal gauge, the chiral Wilson line operators (2.6) take the following general form

$$W_a[x_1, x_2] = \exp (-i x_{12} J_0) \,.$$  

(5.2)

The Wilson loop traversing the thermal circle can now be given in terms of the modular parameter as

$$W_a[0, 2\pi \tau] = \exp (2\pi i \tau J_0) \equiv q^{j_0} \,, \quad q = \exp 2\pi i \tau \,,$$

(5.3)

where $J_0$ is taken in the representation $D_a$. Due to the intertwiner transformation property, using the Wilson operators in the diagonal gauge does not change toroidal vertex functions of section 3 except for that the boundary lowest-weight vectors (5.1) are to be transformed accordingly,

$$|\psi\rangle_a \rightarrow |\tilde{\psi}\rangle_a = U^{-1}_a |\psi\rangle_a \in D_a \,,$$

(5.4)

with the gauge group (constant) element $U_a$ given above and evaluated in the representation $D_a$. In the diagonal gauge, the conformal invariance of the toroidal vertex functions is guaranteed by the property (2.12) which is now given by the identity matrix $C^m_n = \delta^m_n$ and the holomorphic conformal algebra generators $L_n = -\exp (inw)(i\partial_w - n\Delta)$ in the cylindrical coordinates on $T^2$.

The transformed boundary vector (5.4) obeys the following linear relations [56]

$$(J_1 + J_{-1} - 2J_0) |\tilde{\psi}\rangle = 0 \,,$$

$$(J_1 - J_{-1} + 2j) |\tilde{\psi}\rangle = 0 \,,$$

(5.5)

which are the two transformed lowest-weight conditions (5.1). Representing $|\tilde{\psi}\rangle \in D_j$ in the standard basis as

$$|\tilde{\psi}\rangle = \beta_{j, j}|j, j\rangle + \beta_{j, j-1}|j, j-1\rangle + \cdots + \beta_{j, j-|j|}|j, -|j|\rangle \,,$$

(5.6)

acting on this state with $J_1$ or $J_{-1}$ and then using the defining relations (5.5) we obtain the recurrence relations

$$\beta_{j, k}(h_j + k) = M_-(j, k + 1)\beta_{j, k+1} \,,$$

$$M_+(j, k - 1)\beta_{j, k-1} = (k - h_j)\beta_{j, k} \,,$$

(5.7)

$^{10}$See [87] for more about the diagonal gauge in the $sl(N, \mathbb{R})$ higher-spin gravity case.
where \( k = -j, \ldots, j \) and \( M_{\pm}(j, k) \) are defined in (A.2). Fixing the overall normalization as \( \beta_{j,j} = 1 \) and solving (5.7) we find

\[
\beta_{j,k} = - \prod_{r=0}^{j-k-1} \frac{M_-(j, j-r)}{r+1} = \prod_{r=0}^{j-k-1} \frac{2j-r}{M_+(j, j-r-1)}.
\]  

(5.8)

In what follows we will need the transformed boundary state in the fundamental (two-dimensional) representation \( D_2 \) which is read off from (5.6), (5.8) as

\[
|\tilde{\omega}\rangle = \left| \frac{1}{2}, \frac{1}{2} \right> + \left| \frac{1}{2}, -\frac{1}{2} \right>.
\]  

(5.9)

### 5.2 Wigner 3\( j \) symbol representation

Let us consider the one-point toroidal Wilson network in the diagonal gauge. To this end, using the translation invariance we set \( w = 0 \) so that \( W_c = I_c \), then insert the resolutions of identities (2.17) that allows representing the vertex function (3.1) in the form

\[
\phi_{a|j}(\tau) = \sum_{m,n=-j_a}^{j_a} \sum_{l=-j_\ell}^{j_\ell} \langle j_a, m| W_a[0, 2\pi \tau] | j_a, n \rangle \langle j_a, n| I_{a,a,c} | j_a, m \rangle \otimes | j_\ell, l \rangle \langle j_\ell, l | |\tilde{\omega}\rangle_c ,
\]  

(5.10)

where the Wilson operator is given by (5.3) and \( |\tilde{\omega}\rangle_c \) is the transformed boundary vector (5.4). The first factor in (5.10) is the Wigner D-matrix for the SU(1,1) group element (5.3),

\[
D^{(j_a)}_{m,n} \equiv \langle j_a, m| q^{j_0} | j_a, n \rangle = \delta_m^n q^n , \quad m, n = -j_a, -j_a + 1, \ldots, j_a ,
\]  

(5.11)

where the last equality is obtained by using the standard basis (A.2).\(^{11}\) The last factor is the \( l \)-th coordinate of the transformed boundary vector in the standard basis,

\[
V^l_{(j_\ell)} \equiv \langle j_\ell, l | |\tilde{\omega}\rangle_c , \quad l = -j_\ell, -j_\ell + 1, \ldots, j_\ell ,
\]  

(5.12)

It is given by (5.6), (5.8). Finally, the second factor is the matrix element of the intertwiner which is related to the Wigner 3\( j \) symbol by (2.20). Gathering all matrix elements together we obtain

\[
\phi_{a|c}(q) = \sum_{m,n=-j_a}^{j_a} \sum_{l=-j_\ell}^{j_\ell} D^{(j_a)}_{m,n} [I_{a,a,c}]^n_m V^l_{(j_\ell)} = (-)^{j_\ell} V^0_{(j_\ell)} \sum_{m=-j_a}^{j_a} (-)^m q^m \left( \begin{array}{ccc} j_\ell & j_a & j_a \\ 0 & m & -m \end{array} \right) ,
\]  

(5.13)

where when obtaining the second equality we used: (1) relations (2.19), (2.20), (2) the 3\( j \) symbol \( [W_{a,b,c}]_{m+n+k=0} \) property \( m + n + k = 0 \), (3) the D-matrix \( D^{(j_a)}_{m,n} \) is diagonal, \( m - n = 0 \). The last two properties allow reducing three sums to one. Also, it follows that only the middle (the magnetic number =0) component of the boundary transformed vector contributes by giving an overall factor.

\(^{11}\)Note that taking the trace of the D-matrix (5.11) we directly obtain the \( su(1,1) \) character (4.7).
Now, we adjust representations $D_a \approx D_{j_p}$ and $D_c \approx D_{j_1}$ to the loop and the external leg. In this case, the sum in the right-hand side of (5.13) can be cast into the form
\[
\sum_{m=-j_p}^{j_p} (-)^m \left( \begin{array}{ccc} j_1 & j_p & j_p \\ 0 & m & -m \end{array} \right) q^m = q^{-j_p} \sum_{n=0}^{2j_p} (-)^{n-j_p} \left( \begin{array}{ccc} j_1 & j_p & j_p \\ 0 & n-j_p & j_p-n \end{array} \right) q^n ,
\]
which is obtained by changing $n = m + j_p$. On the other hand, the expansion coefficients of the one-point block (4.9) are given by the hypergeometric function (4.10). Hence, in order to verify the representation (5.13) we need to check the identity
\[
3F_2(-j_1, j_1+1, -n; 1, -2j_p; 1) = \kappa (-)^{n-j_p} \left( \begin{array}{ccc} j_1 & j_p & j_p \\ 0 & n-j_p & j_p-n \end{array} \right) ,
\]
where $\kappa$ is an $n$-independent factor. This relation holds for
\[
\kappa = (-)^{j_p} \left( \begin{array}{ccc} j_1 & j_p & j_p \\ 0 & j_p & -j_p \end{array} \right)^{-1} = (-)^{j_p} \frac{(2j_p+1)\sqrt{\Gamma(1+2j_p-j_1)\Gamma(2+2j_p+j_1)}}{\Gamma(2j_p+2)} .
\]
To see this we use the explicit representation for the Wigner 3j symbol [88]
\[
\left( \begin{array}{ccc} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{array} \right) = \delta_{m_1+m_2+m_3,0} \frac{\sqrt{(j_3-j_1+j_2)!\sqrt{(-j_3+j_1+j_2)!}\sqrt{(j_3+j_1+j_2+1)!}}}{\Gamma(j_3+j_1+j_2+2)\sqrt{(j_3+j_1-j_2)!}} \times
\]
\[
\frac{\sqrt{(j_3-m_3)!\sqrt{(j_1-m_1)!}}\sqrt{(j_3-m_3)!\sqrt{(j_1-m_1)!}\sqrt{(j_2-m_2)!}\sqrt{(j_2+m_2)!}}}{\sqrt{(j_3+m_3)!\sqrt{(j_1+m_1)!}\sqrt{(j_2-m_2)!}\sqrt{(j_2+m_2)!}}} \frac{(-)^{j_1+j_2-m_3}2j_3!(j_3+j_2+m_3)!}{(j_3-j_1+j_2)!(j_3-m_3)!} \times
\]
\[
3F_2(-j_3+m_3, -j_3-j_1-j_2-1, -j_3+j_1-j_2; -2j_3, -j_3-j_2-m_3; 1) ,
\]
which gives for the right-hand side of (5.15)
\[
\kappa (-)^{n-j_p} \left( \begin{array}{ccc} j_1 & j_p & j_p \\ 0 & n-j_p & j_p-n \end{array} \right) = \frac{(2j_p)!(-1)^{n-j_1}3F_2(-j_1-2j_p-1, j_1-2j_p, -n; -2j_p, -2j_p; 1)}{n!(2j_p-n)!} .
\]
The right-hand side here can be transformed by making use of the (Euler-type) transformation for the generalized hypergeometric function (see e.g. [89]),
\[
\frac{\Gamma(d)\Gamma(-a-b-c+d+e)3F_2(e-a, e-b, c; -a-b+d+e, e; 1)}{\Gamma(d-c)\Gamma(-a-b+d+e)} = 3F_2(a, b, c; d, e; 1) ,
\]
so that we obtain the equality (5.15) that proves the representation (5.13) for the one-point torus block (4.9).

5.3 Symmetric tensor product representation

Yet another possible realization of the intertwiners is given when finite-dimensional $sl(2, \mathbb{R})$ representations $D_j$ are realized as components of the symmetric tensor products of fundamental (spinor) representation $D_{j_{\frac{1}{2}}}$ (for notation and conventions, see appendix B). This
multispinor technique was used in [61] to calculate three-point and four-point sphere blocks. In what follows we explicitly calculate the one-point torus block for degenerate operators using the toroidal vertex function (3.1) realized via multispinors. In particular, this realization of the Wilson network formulation brings to light an interesting decomposition of the torus block function in terms of $sl(2; \mathbb{R})$ characters (see section 5.4).

We start with the toroidal one-point vertex function given in the form (5.10) or (5.13), which is a product of three matrix elements which are now to be calculated using the multispinor approach.

(I). The first matrix element in (5.10) is the Wigner $D$-matrix,

$$D_{\alpha_1 \cdots \alpha_{\lambda_a}}^{\beta_1 \cdots \beta_{\lambda_a}} = \frac{1}{\lambda_a!} D_{(\alpha_1 \cdots \alpha_{\lambda_a})}^{\beta_1 \cdots \beta_{\lambda_a}},$$

(5.20)

where $\lambda_a = 2j_a$ and $D_0^2$ is the Wigner $D$-matrix of the Wilson line wrapping the thermal cycle in the fundamental representation,

$$D_0^\beta = \begin{pmatrix} q^{\frac{1}{2}} & 0 \\ 0 & q^{-\frac{1}{2}} \end{pmatrix},$$

(5.21)

where $|e_\alpha\rangle = |\frac{1}{2}, -1+\alpha\rangle_\frac{1}{2}$ denote the standard basis elements. \(^{12}\)

(II). The third matrix element in (5.10) is coordinates of the transformed boundary state $|j_c\rangle = |\bar{\omega}\rangle_c$ defined by (5.5). Then, using the product formulas for spinors and representing $|\bar{\omega}\rangle_c$ as a product of elements (5.9) we find

$$\langle j_c | j l | \bar{\omega}\rangle_c \sim V_{\gamma_1 \cdots \gamma_{\lambda_c}} = V_{\gamma_1} \cdots V_{\gamma_{\lambda_c}},$$

(5.22)

where a spinor $V_\gamma$ is now coordinates of the transformed boundary vector (5.9) in the fundamental representation,

$$V_\gamma = \langle e_\gamma | (|e_1\rangle + |e_2\rangle) \rangle = \delta_{\gamma,1} + \delta_{\gamma,2}.$$

(5.23)

(III). The second matrix element in (5.10) is the intertwiner which in the spinor form is just the projector (B.4) with $\lambda_1 = \lambda_3 = \lambda_a$ and $\lambda_2 = \lambda_c$, so that from (B.5) we have $k = \lambda_c/2$.

Gathering all matrix elements together we assemble the following Wilson network matrix element

$$W_{\gamma_1 \cdots \gamma_{\lambda_a}}^{\rho_1 \cdots \rho_{\lambda_a}} = e^{\alpha_1 \beta_1 \cdots \epsilon \lambda_a \beta_{\lambda_a}} \frac{\rho_1 \cdots \rho_{\lambda_a}}{\rho_1 \cdots \rho_{\lambda_a}} D_{\alpha_1 \cdots \alpha_{\lambda_a}}^{\beta_1 \cdots \beta_{\lambda_a}} V_{\gamma_1 \cdots \gamma_{\lambda_a} - \lambda_1} V_{\gamma_2 \cdots \gamma_{\lambda_a} - \lambda_2},$$

(5.24)

so that the vertex function (5.10) is given by

$$V_{\alpha|c} = W_{\gamma_1 \cdots \gamma_{\lambda_a}}^{\rho_1 \cdots \rho_{\lambda_a}}.$$

(5.25)

\(^{12}\)Note that taking the trace of the $D$-matrix (5.20) one can obtain the $su(1, 1)$ character (4.7) [56].
In the rest of this section we show that the vertex function calculates the one-point torus block with degenerate operators as
\[ F_{j_p j_1} (q) = W_{j_1 \cdots j_2 p}^{\gamma_1 \cdots \gamma_2 p}. \]  

Substituting (5.20) and (5.22) into (5.26) we obtain
\[ F_{j_p j_1} (q) = \frac{1}{(2j_p)!} e^{\alpha_1 \beta_1} \cdots e^{\alpha_{j_1} \beta_{j_1}} D_{\alpha_1}^{\gamma_1} \cdots D_{\alpha_{j_1}}^{\gamma_{j_1}} \times \]
\[ \times D_{\gamma_1}^{\gamma_1 \ldots} \cdots D_{\gamma_{2p-j_1}}^{\gamma_{2p-j_1}} V_{\gamma_{2p-j_1+1}} \cdots V_{\gamma_{2p}}. \]

In order to calculate (5.27) we parameterize \( 2j_p = p \) and \( j_1 = k \) along with the fusion condition \( k \leq p \) (4.11). This expression can be simplified by introducing new spinor and scalar functions,
\[ E \equiv D_{V}^{1} = (q_{12}^{1}, -q_{12}^{2}) \]
and
\[ C_n = E^{\gamma} \left( D_{\beta_1}^{\alpha_1} D_{\beta_2}^{\beta_2} \cdots D_{\gamma_m}^{\gamma_m-1} \right) V_{\alpha} \equiv E^{\gamma} (D^{n})_{\gamma}^{\alpha} V_{\alpha} = q^{\frac{n+1}{2}} - q^{-\frac{n+1}{2}}, \]
which are calculated using the definitions (5.21) and (5.23). Then, (5.27) can be cast into the form
\[ F_{j_p j_1} (q) \equiv F_{p,k} = \frac{1}{p!} E^{\gamma_1} \cdots E^{\gamma_k} D_{\gamma_1}^{\gamma_k+1} \cdots D_{\gamma_{p-k}}^{\gamma_{p-k+1}} V_{\gamma_{p-k+1}} \cdots V_{\gamma_p}. \]

Let us introduce the following matrix element,
\[ [T^{(n,m)}]^{\alpha_1 \ldots \alpha_m}_{\beta_1 \ldots \beta_m} = \frac{1}{n!} D^{\alpha_1 \ldots \alpha_m} \cdots D_{\beta_1 \cdots \beta_m} \cdots D_{\gamma_n}^{\gamma_m+1} \cdots D_{\gamma_1}^{\gamma_n}, \]

at \( m = 0, \ldots, n \). E.g., at \( m = 0 \) we get the character \([T^{(n,0)}] = \chi_n \) of the spin-\( n/2 \) representations [56], while at higher \( m \) these elements serve as building blocks of the matrix element (5.30). To calculate (5.31) it is convenient to classify all contractions in terms of cycles of the symmetric group \( S_n \) acting on the lower indices. Noting that a length-\( s \) cycle is given by \( s \)-th power of the Wigner D-matrix \( D_{\beta}^{\alpha} \) we find
\[ [T^{(n,m)}]^{\alpha_1 \ldots \alpha_m}_{\beta_1 \ldots \beta_m} = \frac{1}{n!} \sum_{m \leq s_1 + \ldots + s_m \leq n} b_{s_1 \ldots s_m} (D^{s_1})^{\alpha_1}_{\beta_1} \cdots (D^{s_m})^{\alpha_m}_{\beta_m} \left[ T^{(n-s_1-\ldots-s_m,0)} \right], \]

with the coefficients
\[ b_{s_1 \ldots s_m} = (n - s_1 - \ldots - s_m)! \prod_{i=1}^{m} A_{n-m-s_1-\ldots-s_{i-1}+i-1}^{s_i-1} = (n - m)! \]

where
\[ A_{t}^{s} = \frac{s!}{(s-t)!} \]
denotes the number of partial permutations (sequences without repetitions). In (5.33) the first factorial corresponds to the number of terms in \([T^{(n-s_1-\ldots-s_m,0)}] \), while each factor in
the product counts a number of independent cycles of length \( s_i \) in the original symmetrization of \( n \) indices. Remarkably, the result does not depend on \( s_i \).

Using the matrix elements (5.31) the original expression (5.30) can be represented as

\[
F_{p,k} = \sum_{l=0}^{k} a_l \left( C_0 \right)^l E^{\beta_1} \cdots E^{\beta_{k-l}} \left[ \prod_{i=p-k}^{p-1} \alpha_1 \cdots \alpha_{k-i} \right] V_{\alpha_1} \cdots V_{\alpha_{k-i}},
\]

where coefficients are given by the triangle sequence

\[
a_l = \frac{(p-k)!}{p!} \left[ C_k^l A_k^l A_{p-k}^l \right],
\]

where \( C_k^l \) are binomial coefficients \( \binom{k}{l} \). We omit a combinatorial consideration that leads us to this formula. As a consistency check, one can show that the coefficients satisfy the natural condition \( \sum_{l=0}^{k} a_l = 1 \) meaning that we enumerated all possible permutations of originally symmetrized indices by re-organizing them in terms of the matrix elements (5.31).

Now, using explicit form of the matrix elements (5.31) we find (up to an overall normalization)

\[
F_{p,k} = \sum_{s=0}^{k} C_k^s \left( C_0 \right)^{k-s-1} \sum_{s \leq m_1 + \cdots + m_s \leq p-k} C_{m_1} C_{m_2} \cdots C_{m_s} C_{p-k-m_1-\cdots-m_s},
\]

where factors \( C_n \) are given by (5.29). Expressing \( C_n \) in terms of the modular parameter \( q \) the multiple summation can be reduced to just four sums. To this end, we split the multiple sum in two parts, which take into account two terms in the last factor \( C_{p-k-m_1-\cdots-m_s} \),

\[
F_{p,k} = q^{-\frac{k}{2}} \sum_{n=0}^{k} C_k^n \left( q-1 \right)^{k-n-1} \left( q^{p-k+1} J_2(n,q) - J_1(n,q) \right).
\]

Here,

\[
J_1(n,q) = \sum_{n \leq m_1 + \cdots + m_n \leq p-k} \left( q^{m_1+1} - 1 \right) \cdots \left( q^{m_n+1} - 1 \right) = \sum_{r=0}^{n} \left( - \right)^{n+r} C_n^r q^r \tilde{J}_1(n,r,q),
\]

\[
J_2(n,q) = \sum_{n \leq m_1 + \cdots + m_n \leq p-k} q^{-\sum_{j=1}^{n} m_j} \left( q^{m_1+1} - 1 \right) \cdots \left( q^{m_n+1} - 1 \right) = \sum_{r=0}^{n} \left( - \right)^{n+r} C_n^r q^r \tilde{J}_2(n,r,q),
\]

and

\[
\tilde{J}_1(n,r,q) = \sum_{n \leq m_1 + \cdots + m_n \leq p-k} \sum_{m_j \leq n} q^{-\sum_{j=1}^{n} m_j}, \quad \tilde{J}_2(n,r,q) = \sum_{n \leq m_1 + \cdots + m_n \leq p-k} q^{-\sum_{j=1}^{n} m_j - \sum_{j=1}^{n} m_j}.
\]

We find

\[
\tilde{J}_1(n,r,q) = \sum_{i=n-r}^{(p-k)(n-r)} \sum_{j=n-r}^{p-k-i} C_i C_j q^i q^j,
\]

\[13\]This can be directly seen by expressing \( A_n^m = m! C_n^m \) and using the relation \( \sum_{i=0}^{n} C_n^i C_{n-i}^r = C_n^r. \)
where the first binomial coefficient takes into account different ways to choose a set of \((n - r)\) elements \(m_j\) not arising in the summand and the second coefficient counts the restricted compositions \((n-r)\) for the set of the rest \(r\) elements \(m_j\). We note that for \(\tilde{J}_2(n, r, q)\) the evaluation differs only by interchanging the two sets and simultaneously replacing \(q\) by \(1/q\):

\[
\tilde{J}_2(n, r, q) = \tilde{J}_1(n, n - r, 1/q) .
\]

This gives

\[
F_{p,k} = q^{-p} \sum_{n=0}^{k} \sum_{r=0}^{n} (-1)^{r+k-1} C_n^r C_r^n (1-q)^{k-n-1} \times \\
\times \left( q^{p-k+1} \sum_{i=r}^{r(p-k)} C_i^{r-1} \sum_{j=n-r}^{p-k-i} C_j^{n-r-1} q^{r-j} - \sum_{i=n-r}^{(p-k)(n-r)} C_i^{n-r-1} \sum_{j=r}^{p-k-i} C_j^{p-r} q^{r+j} \right),
\]

that can be directly manipulated and after a somewhat tedious but straightforward re-summation yields the conformal block function \((4.9)-(4.10)\).

Let us note the representation \((5.37)\) has the triangle degree of complexity in the sense that it is simple when \(k = 0\) \((j_1 = 0, \text{the 0-point function, i.e. the character } (4.7))\) or \(k = p\) \((j_1 = 2j_p, \text{maximal admissible value of the external dimension } (4.11))\)

\[
F_{p,0} = C_0 C_p = q^{-p} \frac{1 - q^{p+1}}{1 - q}, \quad F_{p,p} = (C_0)^p = (-)^p q^{-p} (1-q)^p,
\]

while the most complicated function arises at \(k = p/2\), when all multiple sums contribute.

### 5.4 Character decomposition

The one-point block in the form \((5.37)\) can be represented as a combination of zero-point blocks, i.e. characters, of various dimensions. To this end, we note that the character \((4.7)\) can be expressed in terms of variables \(C_n\) as

\[
\chi_n = \frac{C_n}{C_0},
\]

where, in its turn, \(C_0\) can be interpreted as the inverse character of the weight \(\Delta = 1/2\) representation,

\[
C_0 = \frac{-1}{\tilde{\chi}_0^{1/2}}, \quad \text{where} \quad \tilde{\chi}_0^{1/2} = \frac{q^{\frac{1}{2}}}{1 - q},
\]

see \((4.5)\). Then, rewriting \((5.37)\) in terms of the characters we arrive at the following representation of the one-point block (up to a prefactor, recall that \(p = 2j_p\) and \(k = j_1\))

\[
F_{p,k} = \frac{1}{(\tilde{\chi}_0^{1/2})^k} \sum_{s=0}^{k} \binom{k}{s} \sum_{\sum_{i=1}^{s} m_i = p-k} \chi_{p-k-m_1 - \ldots - m_s} \prod_{i=1}^{s} \chi_{m_i} .
\]

This form suggests that one can alternatively evaluate this expression by using the Clebsch-Gordon rule for characters. As an example, let the external dimension take the
minimal admissible (bosonic) value, $j_1 = k = 1$. In this case, from (5.47) we obtain the relation (recall that $p$ is even)

$$F_{p,1} = \frac{1}{\chi_{1/2}} \sum_{m=0}^{p-1} \chi_m \chi_{p-m-1}. \quad (5.48)$$

Now we recall the Clebsch-Gordon series (2.16) in terms of the characters

$$\chi_m \chi_{p-m-1} = \sum_{i=0}^{m} \chi_{p-2m+2i}. \quad (5.49)$$

Substituting this expression into (5.48) we find

$$F_{p,1} = \frac{1}{\chi_{1/2}} \sum_{n=0}^{p-1} \left( \frac{p}{2} - n \right) \chi_{p-2n-1}, \quad (5.50)$$

which after substituting the explicit form of characters in terms of $q$ gives back the one-point torus block function.

To perform this calculation for general values of external dimension $j_1 = k$ one needs to know the Clebsch-Gordon series for tensoring any number $n$ of irreps of weights $j = \{j_i = m_i/2\}$. It essentially reduces to knowing the Clebsch-Gordon numbers $N_j(j)$ which are multiplicities of occurrence of a spin-$j$ in the range $[j_{\text{min}}, j_{\text{max}}]$, where $\text{min}(\text{max})$ weights are simply defined as $2j_{\text{max}} = \sum_{i=1}^{n} m_i$ and $2j_{\text{min}} = \sum_{i=1}^{n} (-)^{n+i-1} m_i$. However, a closed formula for the general Clebsch-Gordon numbers is an unsolved mathematical problem (for recent developments see e.g. [91]). This consideration leads to the following representation

$$F_{j,p;j_1}(q) = \frac{1}{\left(\chi_{1/2}\right)^{j_1}} \sum_{m \in D(j,p,j_1)} d_m \chi_m(q), \quad (5.51)$$

which realizes the one-point block as the linear combination of characters. Here, unknown constant coefficients $d_m$ and the summation range $D(j,p,j_1)$ depend on the Clebsch-Gordon numbers $N_j(j)$ for strings of characters and factorial coefficients arising when re-summing multiple sums in the original formula (5.47). An example is given by (5.50).

6 Two-point toroidal Wilson networks

In what follows we represent two-point toroidal vertex functions of section 3 in terms of the symmetric tensor products along the lines of section 5.3 and using the $3j$ Wigner symbols as in section 5.2.

---

14Alternatively, in order to evaluate $n$-fold tensor product one can apply the Clebsch-Gordon procedure to each tensor couple of irreps to eliminate all tensor products in favour of direct sums.

15Note that the similar character decomposition is used to calculate the partition functions and correlators in SU(N) lattice gauge theories in the strong coupling regime, see e.g. review [92].
6.1 s-channel toroidal network

Let us consider the toroidal vertex function (3.4) and insert resolutions of identities to express all ingredients as matrix elements in the standard basis (see appendix A)

\[
V^0_{b,c|a,c} (\tau, z) = \sum_{m} \sum_{n} \sum_{k} \sum_{l} \sum_{r} \left( \langle j_b, m| W_b[0, 2\pi \tau]| j_b, n \rangle \langle j_c, k| I_{k,c,e} | j_c, l \rangle \right) \times \left( \langle j_c, l| I_{c,a,b} | j_b, m \rangle \otimes | j_a, r \rangle \right) \langle j_c, l| \tilde{c} \rangle \langle j_a, r| \tilde{a} \rangle ,
\]

where the last two matrix elements are given by coordinates of the tilded boundary vectors,

\[
\langle j_c, l| \tilde{c} \rangle = \langle j_c, l| W_c[0, w_1]| \tilde{w} \rangle_c ,
\]

\[
\langle j_a, r| \tilde{a} \rangle = \langle j_a, r| W_a[0, w_2]| \tilde{w} \rangle_a ,
\]

where the transformed boundary vectors are defined by expressions (5.6), (5.8) in the respective representations. Now, we identify representations in two internal edges as \( D_b \approx D_{j_{p_1}} \) and \( D_c \approx D_{j_{p_2}} \), and two external edges as \( D_e \approx D_{j_1} \) and \( D_a \approx D_{j_2} \). The direct computation of the two-point torus blocks in s-channel from Wilson line networks according to (6.1)–(6.2) is given in section 6.3.

Following the discussion in section 5.3 we can also explicitly calculate each of the matrix elements entering (6.1)–(6.2). The Wigner D-matrix (5.20) in the present case reads as

\[
D^{\beta_1 \ldots \beta_{\lambda_{p_1}}}_{\alpha_1 \ldots \alpha_{\lambda_{p_1}}} = \frac{1}{\lambda_{p_1}!} D^{\beta_1}_{\alpha_1} \ldots D^{\beta_{\lambda_{p_1}}}_{\alpha_{\lambda_{p_1}}} ,
\]

where \( \lambda_{p_1} = 2j_{p_1} \), and the projections of the boundary states are calculated as

\[
\tilde{V}^{(m)}_{\gamma_1 \ldots \gamma_{\lambda_m}} = \tilde{V}^{(m)}_{\gamma_1} \ldots \tilde{V}^{(m)}_{\gamma_{\lambda_m}} , \quad m = 1, 2 ,
\]

where \( \tilde{V}^{(1,2)}_\gamma \) are coordinates of the tilded transformed boundary vectors (6.2) in the basis of the fundamental representation,

\[
\tilde{V}^{(m)}_\gamma = \delta_{\gamma_1} \exp \frac{i w_m}{2} + \delta_{\gamma_2} \exp -\frac{i w_m}{2} , \quad m = 1, 2 ,
\]

cf. (5.23). Now, we gather the above matrix elements together contracting them by means of the two intertwiners (B.4)–(B.5). Using the first intertwiner we obtain

\[
(W_1)^{\rho_1 \ldots \rho_{p_1}}_{\gamma_{1} \ldots \gamma_{p_2}} = \epsilon^{\alpha_1 \beta_1} \ldots \epsilon^{\alpha_{\lambda} \beta_{\lambda}} D^{\rho_1 \ldots \rho_{\lambda+1} \ldots \rho_{\lambda_{p_1}}}_{\alpha_1 \ldots \alpha_{\lambda} \alpha_{\lambda_{p_1}}} \tilde{V}^{(1)}_{\gamma_{\lambda_{p_1}} \ldots \delta+1 \ldots \gamma_{\lambda_{p_2}}} \beta_1 \ldots \beta_{\lambda} ,
\]

where \( \delta = \lambda_{p_1} - \lambda_{p_2} + \lambda_1 \). The second intertwiner gives

\[
(W_2)^{\rho_1 \ldots \rho_{p_1}}_{\gamma_{1} \ldots \gamma_{p_2}} = \epsilon^{\alpha_1 \beta_1} \ldots \epsilon^{\alpha_{\lambda} \beta_{\lambda}} (W_1)^{\rho_{\lambda+1} \ldots \rho_{\lambda_{p_2}} \rho_{\lambda_{p_1}+1} \ldots \rho_{\lambda_{p_1}}}_{\alpha_{\lambda+1} \ldots \alpha_{\lambda_{p_2}} \alpha_{\lambda_{p_1}}} \tilde{V}^{(2)}_{\gamma_{\lambda_{p_1}} \ldots \gamma_{\lambda_{p_2}}} \beta_1 \ldots \beta_{\lambda} ,
\]

where \( \kappa = \lambda_{p_2} - \lambda_{p_1} + \lambda_2 \). Finally, the overall contraction yields the two-point torus block in the s-channel as

\[
2^{\lambda_{1,2} / \Delta_{1,2}} (q, w_1, 2) = (W_2)^{\gamma_1 \ldots \gamma_{\lambda_{p_1}}}_{\gamma_{1} \ldots \gamma_{\lambda_{p_2}}} ,
\]
The cylindrical coordinates on the torus can be related to the planar coordinates by \( w = i \log z \) so that the block function (4.12) given in the planar coordinates is obtained from (6.8) by the standard conformal transformation for correlation functions. Explicit calculation of this matrix representation along the lines of the one-point block analysis in section 5.3 will be considered elsewhere. Here, we just give one simple example with spins \( j_{p_1} = j_{p_2} = 1 \) demonstrating that the resulting function is indeed (4.12), see appendix D.

6.2 \( t \)-channel toroidal network

Let us consider the toroidal vertex function (3.3) and insert resolutions of identities to express all ingredients as matrix elements in the standard basis

\[
\hat{V}_{(t)\alpha \beta}(\tau, z) = \sum_m \sum_n \sum_k \sum_l \sum_r \left( \langle j_c, m | W_c[0, 2\pi \tau] | j_c, n \rangle \langle j_c, n | I_{c,c} | j_c, m \rangle \otimes | j_c, l \rangle \right)
\times \left( \langle j_c, l | I_{c,a,b} | j_a, r \rangle \otimes | j_b, k \rangle \right) \langle j_a, r | \bar{a} \rangle \langle j_b, k | \bar{b} \rangle ,
\]

where the last two matrix elements are given by

\[
\langle j_a, r | \bar{a} \rangle = \langle j_a, r | W_a[0, w_1] | \bar{w} \rangle_{a} ,
\]

\[
\langle j_b, k | \bar{b} \rangle = \langle j_b, k | W_b[0, w_2] | \bar{w} \rangle_{b} .
\]

The representations are identified as \( D_c \approx D_{j_p} \) and \( D_a \approx D_{j_a} \) for intermediate edges, \( D_d \approx D_{j_1} \) and \( D_b \approx D_{j_2} \) for external edges. Using the matrix elements (6.3) and (6.4), (6.5) and then evaluating the second intertwiner in (6.9) we obtain

\[
(W_1)_{\gamma_1 \ldots \gamma_{p_2}} = \epsilon^{\alpha_1 \beta_1} \ldots \epsilon^{\alpha_{\delta} \beta_{\delta}} \tilde{V}_{(1)}^{\gamma_1 \ldots \gamma_{\lambda_1 - \delta}} \tilde{V}_{(2)}^{\gamma_{\lambda_1 - \delta + 1} \ldots \gamma_{\lambda_{p_2}} \beta_1 \ldots \beta_{\delta}} ,
\]

where \( \delta = \frac{\lambda_1 + \lambda_2 - \lambda_{p_2}}{2} \). The first intertwiner gives

\[
(W_2)_{\gamma_1 \ldots \gamma_{p_1}} = \epsilon^{\alpha_1 \beta_1} \ldots \epsilon^{\alpha_{\delta} \beta_{\delta}} D_{\alpha_1 \ldots \alpha_{\delta} (\gamma_1 \ldots \gamma_{p_1})} (W_1)_{\gamma_{p_1} \ldots \gamma_{\lambda_{p_1} - \delta + 1} \ldots \gamma_{\lambda_{p_1}}} \beta_1 \ldots \beta_{\delta} ,
\]

where \( \chi = \frac{\lambda_2}{2} \). Finally, the overall contraction yields the two-point torus block in the \( t \)-channel (4.15) in the cylindrical coordinates as

\[
\mathcal{F}^{\Delta_1,2,\Delta_1,2} (q, w_{1,2}) = (W_2)_{\gamma_1 \ldots \gamma_{\lambda_{p_1}}} .
\]

Just as for \( s \)-channel blocks, we leave aside the straightforward check of this matrix representation and explicitly calculate just the simplest example given by spins \( j_{p_1} = j_{p_2} = j_1 = j_2 = 1 \) to demonstrate that the resulting function is indeed (4.15), see appendix D.

6.3 Wigner \( 3j \) symbol representation of the \( s \)-channel block

Similarly to the one-point block the expansion coefficients of the two-point block in \( s \)-channel (4.12) with degenerate dimensions can be written in terms of hypergeometric functions

\[
\mathcal{F}^{\Delta_1,2,\Delta_1,2} (q, z_{1,2}) = q^{-j_1} z_1^{j_1 - j_{p_1} + j_{p_2}} z_2^{j_2 + j_{p_1} - j_{p_2}} \sum_{k=0}^{2j_1} \sum_{m=0}^{2j_2} \sum_{j_{p_1,2}} f_{k,m}(j_{1,2},j_{p_1,2}) q^{k} \left( \frac{z_1}{z_2} \right)^{k-m} ,
\]
\[ f_{k,m}(j_{1,2}|j_{p,1,2}) = \frac{\tau_{k,m}(-j_{p1},-j_{1},-j_{p2})\tau_{m,k}(-j_{p2},-j_{2},-j_{p1})}{k!\,m!\,(-2j_{p1})k(-2j_{p2})m} , \]  

(6.15)

where the \( \tau \)-coefficients are defined in (4.13). It can be written more explicitly in terms of generalized hypergeometric function as

\[
 f_{k,m}(j_{1,2}|j_{p,1,2}) = \frac{(j_{p1}-j_{p2}-j_{1})m(j_{p2}-j_{p1}-j_{2})k(j_{p2}-j_{p1}-j_{1}-m)k(j_{p1}-j_{p2}-j_{2}-k)m \times 
 \times 3_F_2(2j_{p1}-k+1,-k,-m;\ j_{p1}-j_{p2}-j_{2}-k,\ j_{p1}-j_{p2}+j_{2}+k+1;\ 1) 
 \times 3_F_2(2j_{p2}-m+1,-k,-m;\ j_{p2}-j_{p1}-j_{1}-m,\ j_{p2}-j_{p1}+j_{1}+m+1;\ 1). 
\]

(6.16)

On the other hand, the Wilson line network representation (6.1) reads

\[
 \hat{V}_{(s),b,c}^{(a)}(\tau, w_{1,2}) = \sum_{m} \sum_{n} \sum_{k} \sum_{l} \sum_{r} \left( \langle j_{b}, m| W_{b}[0, 2\pi\tau] | j_{b}, n \rangle \right) \times 
 \times \left( \langle j_{b}, n | I_{k,l,c} | j_{e}, k \rangle \otimes | j_{e}, l \rangle \right) \left( | j_{e}, k | I_{e,a,b} | j_{b}, m \rangle \otimes | j_{a}, r \rangle \right) \langle j_{e}, l | \langle j_{a}, r | \rangle . \]

(6.17)

where \( z_{1,2} = \exp(-iw_{1,2}) \). Or, using the notation introduced in section 5.2,

\[
 \hat{V}_{(s),b,c}^{(a)}(\tau, w_{1,2}) = \sum_{m} \sum_{n} \sum_{k} \sum_{l} \sum_{r} D^{(j_{b})m}_{k,l} I^{n}_{k,l} I^{m}_{l,c} V^{r}_{(j_{b})} V^{r}_{(j_{a})} . \]

(6.18)

Substituting the Wigner D-matrix (5.11), the intertwiners in terms of 3j symbol (2.20), and the two boundary vectors according to (6.2),

\[
 V^{j}_{(j)} = \langle j, l | W[0, w] | \rangle = \beta_{j,l} \exp(iwl) , \]

(6.19)

we find

\[
 \hat{V}_{(s),b,c}^{(a)}(q, w_{1,2}) = 
 = \sum_{m,k,l,r} \sum_{q_{m,k,l,r}} \frac{e^{(b)m,k,l}e^{(c)k,m,r} \delta_{m,k+l} \delta_{m+r}}{\beta_{j,c}{l}e^{iwl} \beta_{j,a}{r}e^{iwl}} , 
\]

(6.20)

where the \( \beta \)-coefficients are defined in (5.8), the sum over \( n \) is removed by \( \delta_{m+k+1}^{m} \) factor in the D-matrix (5.11) and the 3j symbol \( [W_{a,b,c}]_{mkn} \) property \( m+n+k = 0 \) is used. The Levi-Civita symbols \( \epsilon^{(b)m-k-l} = (-)^{k-l} \delta_{m+k+l} \) and \( \epsilon^{(c)k,n-r} = (-)^{k-l} \delta_{m+n+r} \) (2.21) remove other two summations

\[
 \hat{V}_{(s),b,c}^{(a)}(q, w_{1,2}) = 
 = \sum_{m,k} \sum_{q_{m,k}} (-)^{k+l} \frac{e^{(b)m-k} e^{(c)k-l} \delta_{m+k+l} \delta_{m+r}}{\beta_{j,c}{l}e^{iwl(m-k)} \beta_{j,a}{r}e^{iwl(k-m)}} , 
\]

(6.21)

\[ ^{16}\text{See eq. (2.13) in \cite{11}.} \]
In order to compare the Wilson line network representation (6.17) with the CFT result (6.14) we need to identify representation labels as $a = j_2$, $b = j_{p_1}$, $c = j_1$, $e = j_{p_2}$, and take into account the Jacobian of the transformation to the planar coordinates $z_{1,2} = \exp(-iw_{1,2})$, see (D.6),

$$\mathcal{F}^{\Delta_{1,2}}_{s_{1,2}}(q, z_{1,2}) = z_1^{s_1} z_2^{s_2} \sum_{k=-j_{p_1}}^{j_{p_1}} \sum_{m=-j_{p_2}}^{j_{p_2}} q^k (-)^{j_{p_1}+j_{p_2}-k-m} \left( \frac{z_1}{z_2} \right)^{k-m} \times \beta_{j_1, k-m} \beta_{j_2, m-k} \left( \begin{array}{ccc} j_{p_1} & j_1 & j_{p_2} \\ -k & k-m & m \end{array} \right) \left( \begin{array}{ccc} j_{p_2} & j_2 & j_{p_1} \\ -m & m-k & k \end{array} \right). \quad (6.22)$$

Changing $k \to k + j_{p_1}$ and $m \to m + j_{p_2}$ we obtain

$$\mathcal{F}^{\Delta_{1,2}}_{s_{1,2}}(q, z_{1,2}) = q^{-j_{p_1}} z_1^{s_1-j_{p_1}+j_{p_2}} z_2^{s_2-j_{p_1}+j_{p_2}} \sum_{k=0}^{2j_{p_2}} \sum_{m=0}^{2j_{p_2}} \tilde{f}_{k,m}(j_{1,2}|j_{p_1,2}) q^k \left( \frac{z_1}{z_2} \right)^{k-m}, \quad (6.23)$$

where

$$\tilde{f}_{k,m}(j_{1,2}|j_{p_1,2}) = (-)^{k-m} \beta_{j_1, j_{p_2}-j_{p_1}+k-m} \beta_{j_2, j_{p_1}-j_{p_2}} \times \left( \begin{array}{ccc} j_{p_1} & j_1 & j_{p_2} \\ -k & j_{p_2}-j_{p_1}+k-m & m-j_{p_2} \end{array} \right) \left( \begin{array}{ccc} j_{p_2} & j_2 & j_{p_1} \\ -m & j_{p_1}-j_{p_2}+k+m & j_{p_1}-j_{p_2} \end{array} \right). \quad (6.24)$$

Now, comparing (6.23) and (6.14), we see that in order to verify the representation (6.1) we need to check

$$\tilde{f}_{k,m}(j_{1,2}|j_{p_1,2}) = \pi_2 \tilde{f}_{k,m}(j_{1,2}|j_{p_1,2}), \quad (6.25)$$

where the l.h.s. is defined in (6.24) and the r.h.s. in (6.15) and $\pi_2$ is $(k,m)$-independent factor. Using the explicit representation (5.17) for $3j$ symbol in terms of the generalized hypergeometric function as well as the following relation (see e.g. [89]):

$$3F_2(a, b, -k; c, d; 1) = (-)^k \frac{(d-a)k(d-b)k}{(c)k(d)_k} 3F_2(1-d-k, a+b-c-d-k+1, -k; a-d-k+1, b-d-k+1; 1), \quad (6.26)$$

one can check that the parameter $\pi_2$ is given by

$$\pi_2 = \frac{2\Gamma(2j_{p_1}+1)\Gamma(2j_{p_2}+1)}{\Gamma(j_1+j_{p_1}+j_{p_2}+1)\Gamma(j_2+j_{p_1}-j_{p_2}+1)} \sqrt{\frac{j_1 j_2}{j_1+j_{p_1}+j_{p_2}+2}} \times \sqrt{\frac{\Gamma(2j_1)\Gamma(2j_2)\Gamma(j_1-j_{p_1}+j_{p_2}+1)\Gamma(j_2+j_{p_1}-j_{p_2}+1)}{\Gamma(j_1+j_{p_1}-j_{p_2}+1)\Gamma(-j_1+j_{p_1}+j_{p_2}+1)\Gamma(j_2-j_{p_1}+j_{p_2}+1)\Gamma(-j_2+j_{p_1}+j_{p_2}+1)}. \quad (6.27)$$

Thus, the relation (6.25) holds which proves the Wilson line network representation (6.1) for the two-point block in $s$-channel (4.12).
A few comments are in order. First, we note that the general idea behind the proof is to observe that the \( \tau \)-function defining the block coefficients (6.15) can be expressed via the hypergeometric function \( _3F_2 \). On the other hand, one of the convenient representations of the Wigner 3\( j \) symbols is also given in terms of \( _3F_2 \). This ultimately allows comparing two dual representations of two-point configurations. Second, using this observation one can directly calculate the Wilson network representation for the \( n \)-point global torus block function in the \( s \)-channel (also known as a necklace channel) [57].

### 6.4 Wigner 3\( j \) symbol representation of the \( t \)-channel block

In this section we follow the general calculation pattern elaborated in sections (5.2) and (6.3). To this end, we rewrite the two-point \( t \)-channel block (4.15) as

\[
F^\Delta_{1,2-\tilde{\Delta}1,2}(q, z_{1,2}) = z_{2}^{-\Delta_{1}-\Delta_{2}} \sum_{m=0}^{\infty} g_{m}(\tilde{\Delta}_{1,2}) q^{m+\Delta_{1}} \sum_{l=0}^{\infty} h_{l}(\Delta_{1,2}|\tilde{\Delta}_{2}) \left( \frac{z_{1}}{z_{2}} \right)^{l},
\]

(6.28)

where the coefficients

\[
g_{m}(\tilde{\Delta}_{1,2}) = \frac{\tau_{m,m}(\tilde{\Delta}_{1}, \tilde{\Delta}_{2}, \Delta_{1})}{m! (2\Delta_{1})_{m}}
\]

(6.29)

and

\[
h_{l}(\Delta_{1,2}|\tilde{\Delta}_{2}) = (-\Delta_{2}-\tilde{\Delta}_{1}+l) \sum_{s=0}^{\infty} (-s)^{s} \left( \tilde{\Delta}_{2} - \Delta_{1} - \Delta_{2} + s \right) \frac{\sigma_{s}(\Delta_{1,2}, \tilde{\Delta}_{2})}{s! (2\Delta_{2})^{s}},
\]

(6.30)

where to simplify the summation domain over parameter \( s \) in the last formula we have adopted a formal rule that \( \left( \frac{x}{y} \right)^{0} = 0 \) if \( x < y \). All conformal dimensions are kept arbitrary and later on we choose those ones corresponding to the degenerate operators (4.14).

On the other hand, the Wilson line network representation (6.9) reads

\[
\tilde{V}_{(t)}^{\circ}(\tau, \mathbf{z}) = \sum_{m} \sum_{n} \sum_{k} \sum_{l} \sum_{r} \left( \langle j_{c}, m \mid W_{c}[0, 2\pi\tau] \mid j_{c}, n \rangle \right) \times
\]

\[
\times \left( \langle j_{c}, m \mid I_{c,e} \mid j_{c}, m \rangle \otimes \langle j_{e}, l \rangle \langle j_{c}, m \mid I_{c,a} \mid j_{a}, r \rangle \otimes \langle j_{b}, k \rangle \right) \langle j_{a}, r | \tilde{a} \rangle \langle j_{b}, k | \tilde{b} \rangle.
\]

(6.31)

Using the notation introduced in section 5.2,

\[
\tilde{V}_{(t)}^{\circ}(\tau, w_{1,2}) = \sum_{m} \sum_{n} \sum_{l} \sum_{k} \sum_{r} D^{(j_{c})} D^{(j_{c})} D^{(j_{a})} D^{(j_{b})} \langle j_{e}, m | I_{c,e} \rangle n_{m} [I_{c,a} \mid l \rangle k \rangle V_{(a)}^{r} V_{(b)}^{k}.
\]

(6.32)

Substituting the Wigner D-matrix (5.11), the intertwiners in terms of 3\( j \) symbol (2.20), and the two boundary vectors (6.19), we find

\[
\tilde{V}_{(t)}^{\circ}(\tau, w_{1,2}) = \sum_{m, k, l, r} q^{m l} e^{(c) m} e^{(e) l} e^{(r) k} \left( \begin{array}{ccc}
\mathcal{J}_{c} & \mathcal{J}_{c} & \mathcal{J}_{e} \\
m & m - l & m \\
-r - k & r & k
\end{array} \right) \beta_{j_{a}, r} e^{i \omega_{1} r} \beta_{j_{b}, k} e^{i \omega_{2} k},
\]

(6.33)

\footnote{It can be shown that this factorized form of the block function is reduced to the product of two hypergeometric functions which are 1-point torus block and 4-point sphere \( t \)-channel block [56].}
where the $\beta$-coefficients are defined in (5.8). Now, we identify representation labels as $a = j_1$, $b = j_2$, $c = j_{p_1}$, $e = j_{p_2}$, and then use the Levi-Civita symbols and change to $z_{1,2} = \exp(-i w_{1,2})$.

$$
F^{\Delta_{1,2}}_t(q, z_{1,2}) = z_1^{j_1} z_2^{j_2} \sum_{m=-j_{p_1}}^{j_{p_1}} (-)^{j_{p_2} - m} \left( j_{p_1} \ j_{p_1} \ j_{p_2} \ m \ m \ 0 \right) q^m \times
\times \sum_{k=-j_2}^{j_2} \beta_{j_1,-k} \beta_{j_2,k} \left( j_{p_2} \ j_1 \ j_2 \ 0 \ -k \ k \right) \left( \frac{z_1}{z_2} \right)^k. \tag{6.34}
$$

Changing $m \to m + j_{p_1}$ and $k \to l - j_1$ and assuming, for definiteness, that $j_1 > j_2$ we obtain the expression

$$
F^{\Delta_{1,2}}_t(q, z_{1,2}) = z_2^{j_1+j_2} \left[ \sum_{m=0}^{2j_{p_1}} (-)^{j_{p_2} - m} \left( j_{p_1} \ j_{p_1} \ j_{p_2} \ m \ m \ 0 \right) q^{m-j_{p_1}} \right] \times
\times \left[ \sum_{l=j_1-j_2}^{j_1+j_2} \beta_{j_1,j_1-l} \beta_{j_2,l-j_1} \left( j_{p_2} \ j_1 \ j_2 \ 0 \ -j_1 \ l \ -j_1 \right) \left( \frac{z_1}{z_2} \right)^l \right], \tag{6.35}
$$

that has the following structure

$$
F^{\Delta_{1,2}}_t(q, z_{1,2}) = z_2^{j_1+j_2} \sum_{m=0}^{2j_{p_1}} \tilde{g}_m(j_{p_1,2}) q^{m-j_{p_1}} \sum_{l=j_1-j_2}^{j_1+j_2} \tilde{h}_l(j_{1,2}|j_{p_2}) \left( \frac{z_1}{z_2} \right)^l. \tag{6.36}
$$

Now, comparing the last relation (6.36) and the original block function (6.28) at integer negative weights (4.14), we see that in order to verify the representation (6.9) we need to check

$$
\tilde{g}_m(j_{p_1,2}) = \chi_1 g_m(-j_{p_1,2}) \quad \text{and} \quad \tilde{h}_l(j_{1,2}|j_{p_2}) = \chi_2 h_l(-j_{1,2} - j_{p_2}), \tag{6.37}
$$

where the coefficients $\chi_{1,2}$ should not depend on $m, l$ and the coefficient functions $g_m, h_l$ are defined in (6.29) and (6.30). Note that $h_l(-j_{1,2} - j_{p_2}) = 0$ if $l \not\in [j_1 - j_2, j_1 + j_2]$. Using the results of section 5.2 we get

$$
\chi_1 = \frac{(-j_{p_2}^2)(2j_{p_1})!}{\sqrt{(2j_{p_1} - j_{p_2})!}(2 + 2j_{p_1} + j_{p_2})}. \tag{6.38}
$$

Similarly, using explicit representation for $3j$ symbol [88] one can find that the second equality in (6.37) holds with

$$
\chi_2 = \frac{(j_2 - j_1 - j_{p_2})j_{p_2}}{(-1)^{j_1+j_2+j_{p_2}}(2j_{p_2} + 1)\Gamma(2j_{p_2} + 1)2F_1(-j_1 - j_2 - j_{p_2} - 1, j_1 - j_2 - j_{p_2}; -2j_{p_2}; 1)}.
$$

Thus, we conclude that the Wilson toroidal network operator (6.9) does calculate the two-point torus block in $t$-channel (4.15).
7 Concluding remarks

In this work we discussed toroidal Wilson networks in the thermal AdS$_3$ and how they compute $sl(2, \mathbb{R})$ conformal blocks in torus CFT$_2$. We extensively discussed the general formulation of the Wilson line networks which are actually SU$(1, 1)$ spin networks, paying particular attention to key features that allow interpreting these networks as invariant parts of the conformal correlation functions, i.e. conformal blocks, on different topologies. We explicitly formulated toroidal Wilson line networks in the thermal AdS$_3$ and built corresponding vertex functions which calculate one-point and two-point torus conformal blocks with degenerate quasi-primary operators. In particular, both in the one-point and two-point cases we described two equivalent representations: the first is in terms of symmetric tensor products (multispinors), while the second involves $3j$ Wigner symbols. It turned out that the calculation based on the $3j$ symbols is obviously shorter than the one based on multispinors. However, this is because the multispinor approach makes all combinatorial calculations manifest while using the $3j$ symbols we package this combinatorics into the known relations from the mathematical handbook.

Our general direction for further research is to use the spin network approach, which is a quite developed area (for review see e.g. [64]), in order to generalize Wilson line network representation of the $sl(2, \mathbb{R})$ conformal blocks to the full Virasoro algebra Vir conformal blocks. In this respect, recent papers [22–25, 62] dealing with $1/c$ corrections to the sphere CFT$_2$ global blocks are interesting and promising. It would be tempting, for instance, to formulate the Wilson line network representation of quantum conformal blocks in $1/c$ perturbation theory for CFT$_2$ on general Riemann surfaces $\Sigma_g$.

Obviously, this problem is quite non-trivial already in the leading approximation since even global blocks on $\Sigma_g$ are unknown. In this respect one can mention the Casimir equation approach that characterizes global blocks as eigenfunctions of Casimir operators in OPE channels [93]. As argued in [56] there are general group-theoretical arguments based on the gauge/conformal algebra relation (2.12) that force the Wilson network operators in the bulk to satisfy the Casimir equations on the boundary. It would be important to elaborate an exact procedure which identifies the Wilson network operators with solutions of the Casimir equations for arbitrary OPE channels thereby showing the Wilson/block correspondence explicitly.

Going beyond the global $c = \infty$ limit essentially leads to calculating multi-stress tensor correlators (as in the sphere CFT$_2$ case originally treated in [62] and [22]). However, the multi-stress tensor correlators on higher genus Riemann surfaces, and, in particular, on the torus, are quite complicated. In part, this is due to non-trivial modular properties of double-periodic functions (in the torus case).

In general, it might be that the Wilson line approach will prove efficient to calculate block functions on arbitrary $\Sigma_g$ because the underlying spin networks are essentially the same as in the sphere topology case except for loops corresponding to non-trivial holonomies of the bulk space. It would be an alternative to the direct operator approach to calculating conformal blocks in CFT on Riemann surfaces.
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A \( sl(2, \mathbb{R}) \) finite-dimensional representations

The commutation relations of \( sl(2, \mathbb{R}) \) algebra are \([J_m, J_n] = (m - n)J_{m+n}, \) where \( m, n = 0, \pm 1 \). Let \( \mathcal{V}_\Delta \) be a Verma module with weight (conformal dimension) \( \Delta \). Its realization via the ladder operators reads as

\[
\begin{align*}
J_0|\Delta, n\rangle &= (\Delta + n)|\Delta, n\rangle, \\
J_1|\Delta, n\rangle &= \sqrt{n(2\Delta + n - 1)}|\Delta, n - 1\rangle, \\
J_{-1}|\Delta, n\rangle &= \sqrt{(n + 1)(2\Delta + n)}|\Delta, n + 1\rangle,
\end{align*}
\]

for \( n = 0, 1, 2, \ldots \) enumerates the basis vectors \(|\Delta, n\rangle\) and \(|\Delta, 0\rangle\) is the lowest-weight vector in \( \mathcal{V}_\Delta \). At negative weights \( \Delta = -j \), where \( j \in \mathbb{Z}_+ \) there is a singular vector at \( n = -2\Delta + 1 = 2j + 1 \). The corresponding quotient module \( \mathcal{D}_j = \mathcal{V}_\Delta / \mathcal{V}_{-\Delta + 1} \) is a non-unitary spin-\( j \) representation of dimension \( 2j+1 \). It is spanned by vectors \(|\Delta, n\rangle\) with \( n = 0, 1, \ldots, -2\Delta = 2j \). Keeping in mind the relation \( \Delta = -j \) we call \( j \) spin contrary to (conformal) weight.

The standard basis in \( \mathcal{D}_j \) is obtained from (A.1) by redefining basis elements and introducing a new “magnetic” parameter \( m = n - j \) which runs \( m = -j, -j+1, \ldots, j - 1, j \) so that the corresponding ladder operators now read

\[
\begin{align*}
J_0|j, m\rangle &= m|j, m\rangle, \\
J_1|j, m\rangle &= i \sqrt{(m+j)(m-j-1)}|j, m-1\rangle \equiv M_-(j, m) |j, m-1\rangle, \\
J_{-1}|j, m\rangle &= -i \sqrt{(m-j)(m+j+1)}|j, m+1\rangle \equiv M_+(j, m) |j, m+1\rangle,
\end{align*}
\]

where we also defined coefficient functions \( M_{\pm}(j, m) \). The inner product in \( \mathcal{D}_j \) is defined in the standard fashion as \( \langle j, m | j, m \rangle = |j, m \rangle^\dagger J_0^\dagger = J_0, J_{\pm 1}^\dagger = J_{\mp 1} \). The basis is orthonormal \( \langle j_1, m_1 | j_2, m_2 \rangle = \delta_{j_1, j_2} \delta_{m_1, m_2} \). From (A.2) the explicit generators in the fundamental representation are

\[
J_0 = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad J_1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad J_{-1} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

A representation \( \mathcal{D}_j \) has both (highest)lowest-weight vectors. The corresponding highest-weight and lowest-weight conditions are given by

\[
\begin{align*}
\text{HW} : & \quad J_{-1}|j, j\rangle = 0, \quad J_0|j, j\rangle = j|j, j\rangle, \\
\text{LW} : & \quad J_1|j, -j\rangle = 0, \quad J_0|j, -j\rangle = -j|j, -j\rangle.
\end{align*}
\]
The tensor product of two representations of weights $h_1$ and $h_2$ can be conveniently expressed in terms of multiplying two Young diagrams of respective lengths $\lambda_1$ and $\lambda_2$.

\[
\lambda_1 \otimes \lambda_2 = \sum_{k=0}^{\lambda_2 - \lambda_2 - 2k} \lambda_2 \binom{\lambda_1 + \lambda_2 - k}{k}
\]

Figure 5. The Clebsch-Gordon series (2.16) in terms of $sl(2, \mathbb{R})$ spinor Young diagrams.

## B Tensor product of $sl(2, \mathbb{R})$ spinors

Using the Clebsch-Gordon series, a representation $D_j$ of spin $j \in \mathbb{Z}/2$ can be realized as the symmetrized product $D_j = (D_1 \otimes D_2)_{\text{sym}}$, where $D_1$ is the spinor (fundamental) representation. In components, $T = T^{\alpha_1 \cdots \alpha_3} |e_{\alpha_1} \cdots e_{\alpha_3} \rangle$, where $T^{\alpha_1 \cdots \alpha_3}$ is a totally-symmetric multispinor with $\lambda = 2j$, spinor indices $\alpha = 1, 2$, and $|e_{\alpha_1} \cdots e_{\alpha_3} \rangle$ are basis elements. The highest-weight element is by construction $|h\rangle = |e_1 \cdots e_1\rangle$.

A tensor product of representations $D_{j_1}$ and $D_{j_2}$ can be conveniently expressed in terms of multiplying two Young diagrams of respective lengths $\lambda_1 = 2j_1$ and $\lambda_2 = 2j_2$, where without loss of generality, we supposed that $\lambda_1 \geq \lambda_2$. The last equality on figure 5 follows from the fact that $2d$ Levi-Civita symbol $e^{\alpha \beta} = \epsilon$ equals a scalar by Hodge duality that lead to cutting off the two-row part of any $sl(2, \mathbb{R})$ Young diagram.

There are two technical tools that we use in the sequel. First, a totally symmetrized product of $\lambda$ spinors realizes a rank-$\lambda$ multispinor,

\[
T^{\alpha_1 \cdots \alpha_\lambda} = \frac{1}{\lambda!} T^{(\alpha_1} T^{\alpha_2} \cdots T^{\alpha_\lambda)} ,
\]

or, in terms of ket vectors

\[
|e_{\alpha_1} \cdots e_{\alpha_\lambda}\rangle = \left( |e_{\alpha_1}\rangle \otimes \cdots \otimes |e_{\alpha_\lambda}\rangle \right)_{\text{sym}} .
\]

Here, $|e_\alpha\rangle = \{ |\frac{1}{2}, \frac{1}{2} \rangle, |\frac{1}{2}, -\frac{1}{2} \rangle \}$ are the standard basis elements of the spinor $sl(2, \mathbb{R})$ representation. The basis elements of $D_j$ parameterized by $\lambda = 2j$ read

\[
|j, m\rangle \sim |e_{\alpha_1} \cdots e_{\alpha_\lambda}\rangle .
\]

Second, the intertwiner $I_{j_i j_3 j_2}$ or the projector on the rank $\lambda_3$ multispinor on the right-hand side of figure 5 is defined by contracting indices by the Levi-Civita symbols (cf. (2.20)) and subsequent symmetrization,

\[
R_{\alpha_1 \cdots \alpha_\lambda_3} = e^{\beta_1 \gamma_1} \cdots e^{\beta_k \gamma_k} S_{\beta_1 \cdots \beta_k (\alpha_1 \cdots \alpha_{\lambda_1 - k})} T^{\alpha_{\lambda_1 - k+1} \cdots \alpha_{\lambda_3}}_{\gamma_{1} \cdots \gamma_{k}} ,
\]

where

\[
k = \frac{\lambda_1 + \lambda_2 - \lambda_3}{2} .
\]

The projector formula (B.4) directly follows from the decomposition on figure 5 by requiring that the right-hand side contains a representation with the weight $\lambda_3$. The two-row part of a given Young diagram gives a product of $k$ Levi-Civita symbols. The convention $\lambda_1 \geq \lambda_2$ guarantees the triangle inequalities $\lambda_1 - \lambda_2 \leq \lambda_3 \leq \lambda_1 + \lambda_2$ which define the summation domain in (2.16), and so that $k \geq 0$. 
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C One-point block via Legendre functions

The one-point torus block expressed in terms of the hypergeometric function (4.4) can be equally represented in terms of the Legendre functions (see e.g. [94]) as

$$F_{\Delta,\Delta}(q) = (-)^{\frac{1}{2}} \Gamma(2\Delta) \frac{q^\frac{1}{2}}{1-q} \mathcal P_{-\Delta}^{1-2\Delta} \left[ \frac{1+q}{1-q} \right]. \quad (C.1)$$

Here, $\mathcal P_{\nu}[z]$ are the Legendre functions with arbitrary parameters $\mu, \nu \in \mathbb C$. For integer parameters $\mu, \nu \in \mathbb Z$ we get the associated Legendre polynomials which at $\mu = 0$ become the standard Legendre polynomials.

Using the hyperbolic parameterization with $x = \frac{1}{2} \log q = i\pi \tau$, where $\tau \in \mathbb H$ is the modulus, we can introduce yet another representation

$$F_{\Delta,\Delta}(q) = \frac{1}{2} (-)^{\frac{1}{2}} \Gamma(2\Delta) \cosh x \mathcal P_{-\Delta}^{1-2\Delta} [-\coth x]. \quad (C.2)$$

A few comments are in order. (A) Due to the gamma function poles the above representations of the one-point torus block are not defined at $\Delta = -n/2$, where $n \in \mathbb N_0$. These particular dimensions define non-unitary finite-dimensional modules of (half-)integer weights. (B) At vanishing lower index ($\Delta = 0$) the Legendre function reads

$$\mathcal P_{\nu}[z] = \frac{1}{\Gamma(1-\mu)} \left[ \frac{1+z}{1-z} \right]^\frac{\nu}{2} \quad (C.3)$$

that can be used to show that in this case the one-point function (C.1) goes into the $sl(2)$ character (4.5). (C) The prefactor $\frac{q^{\frac{1}{2}}}{1-q}$ in (C.1) is the character $\widehat{\chi}_1$ of the $sl(2)$ Verma module of the conformal weight $\frac{1}{2}$.

D Explicit examples of two-point Wilson network operators

Example 1. Choosing $\lambda_{p_1} = 2$, $\lambda_{p_2} = 2$, $\lambda_1 = 2$, $\lambda_2 = 2$ we explicitly evaluate all quantities (6.3)–(6.7) to obtain

$$D_{\alpha_1\alpha_2}^{\beta_1\beta_2} = D_{\alpha_1}^{\beta_1} D_{\alpha_2}^{\beta_2} + D_{\beta_1}^{\alpha_1} D_{\beta_2}^{\alpha_2}, \quad (D.1)$$

$$\widehat{V}_1^{(1)}(\gamma_{1,1}) = \widehat{V}_1^{(1)}(\gamma_{1,1}), \quad \widehat{V}_1^{(2)}(\gamma_{1,1}) = \widehat{V}_2^{(2)}(\gamma_{1,1}), \quad (D.2)$$

$$(W_1)^{\rho_{1,1}}_{\gamma_{1,1}} = \epsilon^{\alpha_1\alpha_2} \alpha_1^{\alpha_1\gamma_{1,1}} \alpha_2^{\gamma_{1,1}} + \epsilon^{\alpha_1\alpha_2} \alpha_1^{\gamma_{1,1}} \alpha_2^{\gamma_{1,1}}, \quad (D.3)$$

$$(W_2)^{\rho_{1,1}}_{\gamma_{1,1}} = \epsilon^{\alpha_1\alpha_2} (W_1)^{\rho_{1,1}}_{\gamma_{1,1}} \alpha_2^{\gamma_{1,1}} + \epsilon^{\alpha_1\alpha_2} (W_1)^{\rho_{1,1}}_{\gamma_{1,1}} \alpha_1^{\gamma_{1,1}}, \quad (D.4)$$

where $\widehat{V}_1^{(1,2)}$ are given by (6.5). In the planar coordinates $z = \exp(-iw)$ the tilded boundary vectors are given by

$$\widehat{V}_1^{(m)} = (z_m)^{-\frac{1}{2}} (\delta_{\gamma,1} + z_m \delta_{\gamma,2}), \quad m = 1, 2. \quad (D.5)$$

The two-point torus block in the $s$-channel in the planar coordinates reads

$$F_s^{\Delta_1,\Delta_2}(q, z_{1,2}) = (z_1)^{\Delta_1}(z_2)^{\Delta_2}(W_2)^{\gamma_{1,1}}_{\gamma_{1,1}}, \quad (D.6)$$
where the conformal weights $\Delta_1 = \Delta_2 = -1$, and the prefactors are the standard Jacobians relating correlations functions in different coordinates. Substituting all matrix elements into (D.6), after tedious but elementary algebra, we find

\[
F_{-1,-1,-1}^{1,1,1} = \frac{\sqrt{2} z_1 (z_1 - 2 z_2) + \sqrt{2} \left( z_1^2 + z_2^2 \right) + z_2 (z_2 - 2 z_1)}{2 q},
\]

which reproduces the $s$-channel block (4.12) for the chosen conformal weights.

**Example II.** For the same weights $\lambda_{p_1} = 2$, $\lambda_{p_2} = 2$, $\lambda_1 = 2$, $\lambda_2 = 2$ we obtain (D.1)–(D.2) as well as

\[
(W_1)_{j_1j_2}^{\alpha_1\beta_1} = \epsilon^{\alpha_1\beta_1} \tilde{V}_{\alpha_1\gamma_1}^{(1)} \tilde{V}_{\gamma_1\beta_1}^{(2)} + \epsilon^{\alpha_1\beta_1} \tilde{V}_{\alpha_1\gamma_2}^{(1)} \tilde{V}_{\gamma_2\beta_1}^{(2)},
\]

\[
(W_2)_{j_1j_2}^{\alpha_1\beta_1} = \epsilon^{\alpha_1\beta_1} D_{\alpha_1\gamma_1}^{\rho_1\rho_2} (W_1)_{j_2\beta_1}^{\gamma_1\gamma_2} + \epsilon^{\alpha_1\beta_1} D_{\alpha_1\gamma_2}^{\rho_1\rho_2} (W_1)_{j_2\beta_1}^{\gamma_1\gamma_2}.
\]

The two-point torus block in the $t$-channel (4.15) in the planar coordinates is

\[
F_{t}^{\Delta_1,\Delta_1,2} (q, z_{1,2}) = \left( z_1 \right)^{\Delta_1} \left( z_2 \right)^{\Delta_2} (W_2)_{j_1j_2}^{\gamma_1\gamma_2}.
\]

Substituting all matrix elements into (D.9) we find that

\[
F_{t}^{1,1,1,1,1} = \frac{(q - 1)^2 \left( z_1^2 + 4 z_1 z_2 + z_2^2 \right)}{6 q},
\]

which reproduces the $t$-channel block (4.15) for the chosen conformal weights.
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**References**

[1] A.A. Belavin, A.M. Polyakov and A.B. Zamolodchikov, *Infinite Conformal Symmetry in Two-Dimensional Quantum Field Theory*, Nucl. Phys. B **241** (1984) 333 [inSPIRE].

[2] D. Poland, S. Rychkov and A. Vichi, *The Conformal Bootstrap: Theory, Numerical Techniques, and Applications*, Rev. Mod. Phys. **91** (2019) 015002 [arXiv:1805.04405] [inSPIRE].

[3] T. Hartman, *Entanglement Entropy at Large Central Charge*, arXiv:1303.6955 [inSPIRE].

[4] A. Fitzpatrick, J. Kaplan and M.T. Walters, *Universality of Long-Distance AdS Physics from the CFT Bootstrap*, JHEP **08** (2014) 145 [arXiv:1403.6829] [inSPIRE].

[5] E. Hijano, P. Kraus and R. Snively, *Worldline approach to semi-classical conformal blocks*, JHEP **07** (2015) 131 [arXiv:1501.02260] [inSPIRE].

[6] A.L. Fitzpatrick, J. Kaplan and M.T. Walters, *Virasoro Conformal Blocks and Thermality from Classical Background Fields*, JHEP **11** (2015) 200 [arXiv:1501.05315] [inSPIRE].

[7] K.B. Alkalaev and V.A. Belavin, *Classical conformal blocks via AdS/CFT correspondence*, JHEP **08** (2015) 049 [arXiv:1504.05943] [inSPIRE].

[8] E. Hijano, P. Kraus, E. Perlmutter and R. Snively, *Semiclassical Virasoro blocks from AdS3 gravity*, JHEP **12** (2015) 077 [arXiv:1508.04987] [inSPIRE].
[9] E. Hijano, P. Kraus, E. Perlmutter and R. Snively, Witten Diagrams Revisited: The AdS Geometry of Conformal Blocks, *JHEP* 01 (2016) 146 [arXiv:1508.00501] [inspire].

[10] K.B. Alkalaev and V.A. Belavin, Monodromic vs geodesic computation of Virasoro classical conformal blocks, *Nucl. Phys. B* 904 (2016) 367 [arXiv:1510.06685] [inspire].

[11] K.B. Alkalaev and V.A. Belavin, From global to heavy-light: 5-point conformal blocks, *JHEP* 01 (2016) 146 [arXiv:1508.00501] [inspire].

[12] P. Banerjee, S. Datta and R. Sinha, Higher-point conformal blocks and entanglement entropy in heavy states, *JHEP* 05 (2016) 184 [arXiv:1512.07627] [inspire].

[13] Y. Gobeil, A. Maloney, G.S. Ng and J.-q. Wu, Thermal Conformal Blocks, *SciPost Phys.* 7 (2019) 015 [arXiv:1802.10537] [inspire].

[14] L.-Y. Hung, W. Li and C.M. Melby-Thompson, Wilson line networks in p-adic AdS/CFT, *JHEP* 05 (2019) 118 [arXiv:1812.06059] [inspire].

[15] S. Alekseev, A. Gorsky and M. Litvinov, Toward the Pole, *JHEP* 03 (2020) 157 [arXiv:1911.01334] [inspire].

[16] J. de Boer and J.I. Jottar, Entanglement Entropy and Higher Spin Holography in AdS3, *JHEP* 04 (2014) 089 [arXiv:1306.4347] [inspire].

[17] M. Ammon, A. Castro and N. Iqbal, Wilson Lines and Entanglement Entropy in Higher Spin Gravity, *JHEP* 10 (2013) 110 [arXiv:1306.4338] [inspire].

[18] J. de Boer, A. Castro, E. Hijano, J.I. Jottar and P. Kraus, Higher spin entanglement and \( W_N \) conformal blocks, *JHEP* 07 (2015) 168 [arXiv:1412.7520] [inspire].

[19] A. Hegde, P. Kraus and E. Perlmutter, General Results for Higher Spin Wilson Lines and Entanglement in Vasiliev Theory, *JHEP* 01 (2016) 176 [arXiv:1511.05555] [inspire].

[20] D. Melnikov, A. Mironov and A. Morozov, On skew tau-functions in higher spin theory, *JHEP* 05 (2016) 027 [arXiv:1602.06233] [inspire].

[21] A. Bhatta, P. Raman and N.V. Suryanarayana, Holographic Conformal Partial Waves as Gravitational Open Wilson Networks, *JHEP* 06 (2016) 119 [arXiv:1602.02962] [inspire].

[22] M. Besken, A. Hegde and P. Kraus, Anomalous dimensions from quantum Wilson lines, arXiv:1702.06640 [inspire].

[23] Y. Hikida and T. Uetoko, Correlators in higher-spin AdS3 holography from Wilson lines with loop corrections, *PTEP* 2017 (2017) 113B03 [arXiv:1708.08657] [inspire].

[24] Y. Hikida and T. Uetoko, Superconformal blocks from Wilson lines with loop corrections, *JHEP* 08 (2018) 010 [arXiv:1806.05836] [inspire].

[25] Y. Hikida and T. Uetoko, Conformal blocks from Wilson lines with loop corrections, *Phys. Rev. D* 97 (2018) 086014 [arXiv:1801.08549] [inspire].

[26] M. Bešken, E. D’Hoker, A. Hegde and P. Kraus, Renormalization of gravitational Wilson lines, *JHEP* 06 (2019) 020 [arXiv:1810.00766] [inspire].

[27] A. Bhatta, P. Raman and N.V. Suryanarayana, Scalar Blocks as Gravitational Wilson Networks, *JHEP* 12 (2018) 125 [arXiv:1806.05475] [inspire].

[28] E. D’Hoker and P. Kraus, Gravitational Wilson lines in AdS3, arXiv:1912.02750 [inspire].

[29] A. Castro, N. Iqbal and E. Llabrés, Wilson lines and Ishibashi states in AdS3/CFT2, *JHEP* 09 (2018) 066 [arXiv:1805.05398] [inspire].
[30] P. Kraus, A. Sivaramakrishnan and R. Snively, *Late time Wilson lines*, *JHEP* 04 (2019) 026 [arXiv:1810.01439] [INSPIRE].

[31] O. Hulik, J. Raeymaekers and O. Vasilakis, *Multi-centered higher spin solutions from \( W_N \) conformal blocks*, *JHEP* 11 (2018) 101 [arXiv:1809.01387] [INSPIRE].

[32] A. Castro, P. Sabella-Garnier and C. Zukowski, *Gravitational Wilson Lines in 3D de Sitter*, *JHEP* 07 (2020) 202 [arXiv:2001.09998] [INSPIRE].

[33] B. Chen, B. Czech and Z.-z. Wang, *Cutof Dependence and Complexity of the CFT\(_2\) Ground State*, [arXiv:2004.11377] [INSPIRE].

[34] T. Anous, T. Hartman, A. Rovai and J. Sonner, *Black Hole Collapse in the \( 1/c \) Expansion*, *JHEP* 07 (2016) 123 [arXiv:1603.04856] [INSPIRE].

[35] H. Chen, C. Hussong, J. Kaplan and D. Li, *A Numerical Approach to Virasoro Blocks and the Information Paradox*, *JHEP* 07 (2017) 102 [arXiv:1703.09727] [INSPIRE].

[36] H. Chen, A.L. Fitzpatrick, J. Kaplan and D. Li, *The Bulk-to-Boundary Propagator in Black Hole Microstate Backgrounds*, *JHEP* 06 (2019) 107 [arXiv:1810.02436] [INSPIRE].

[37] V.A. Belavin and R.V. Geiko, *Geodesic description of Heavy-Light Virasoro blocks*, *JHEP* 08 (2017) 125 [arXiv:1705.10950] [INSPIRE].

[38] Y. Kusuki, *New Properties of Large-\( c \) Conformal Blocks from Recursion Relation*, *JHEP* 07 (2018) 010 [arXiv:1804.06171] [INSPIRE].

[39] Y. Kusuki, *Large \( c \) Virasoro Blocks from Monodromy Method beyond Known Limits*, *JHEP* 08 (2018) 161 [arXiv:1806.04352] [INSPIRE].

[40] E. Hijano, *Semi-classical BMS\(_3\) blocks and flat holography*, *JHEP* 10 (2018) 044 [arXiv:1805.00949] [INSPIRE].

[41] T. Anous and J. Sonner, *Phases of scrambling in eigenstates*, *SciPost Phys.* 7 (2019) 003 [arXiv:1903.03143] [INSPIRE].

[42] K.B. Alkalaev and M. Pavlov, *Four-point conformal blocks with three heavy background operators*, *JHEP* 08 (2019) 038 [arXiv:1905.03195] [INSPIRE].

[43] H. Chen, J. Kaplan and U. Sharma, *AdS\(_3\) reconstruction with general gravitational dressings*, *JHEP* 07 (2019) 141 [arXiv:1905.00015] [INSPIRE].

[44] K. Alkalaev and M. Pavlov, *Holographic variables for CFT\(_2\) conformal blocks with heavy operators*, *Nucl. Phys. B* 956 (2020) 115018, [arXiv:2001.02604] [INSPIRE].

[45] C. Cardona, *Virasoro blocks at large exchange dimension*, [arXiv:2006.01237] [INSPIRE].

[46] H. Chen, A.L. Fitzpatrick, J. Kaplan, D. Li and J. Wang, *Degenerate Operators and the \( 1/c \) Expansion: Lorentzian Resummations, High Order Computations, and Super-Virasoro Blocks*, *JHEP* 03 (2017) 167 [arXiv:1606.02659] [INSPIRE].

[47] K. Alkalaev and V. Belavin, *Large-c superconformal torus blocks*, *JHEP* 08 (2018) 042 [arXiv:1805.12585] [INSPIRE].

[48] O. Hulik, T. Procházka and J. Raeymaekers, *Multi-centered AdS\(_3\) solutions from Virasoro conformal blocks*, *JHEP* 03 (2017) 129 [arXiv:1612.03879] [INSPIRE].

[49] V. Rosenhaus, *Multipoint Conformal Blocks in the Comb Channel*, *JHEP* 02 (2019) 142 [arXiv:1810.03244] [INSPIRE].
[50] K. Alkalaev and M. Pavlov, *Perturbative classical conformal blocks as Steiner trees on the hyperbolic disk*, *JHEP* **02** (2019) 023 [arXiv:1810.07741] [inSPIRE].

[51] J.-F. Fortin, W. Ma and W. Skiba, *Higher-Point Conformal Blocks in the Comb Channel*, *JHEP* **07** (2020) 213 [arXiv:1911.11046] [inSPIRE].

[52] S. Parikh, *Holographic dual of the five-point conformal block*, *JHEP* **05** (2019) 051 [arXiv:1901.01267] [inSPIRE].

[53] C.B. Jepsen and S. Parikh, *Propagator identities, holographic conformal blocks, and higher-point AdS diagrams*, *JHEP* **10** (2019) 268 [arXiv:1906.08405] [inSPIRE].

[54] T. Anous and F.M. Haehl, *On the Virasoro six-point identity block and chaos*, *JHEP* **08** (2020) 002 [arXiv:2005.06440] [inSPIRE].

[55] K.B. Alkalaev and V.A. Belavin, *Holographic interpretation of 1-point toroidal block in the semiclassical limit*, *JHEP* **06** (2016) 183 [arXiv:1603.08440] [inSPIRE].

[56] P. Kraus, A. Maloney, H. Maxfield, G.S. Ng and J.-q. Wu, *Witten Diagrams for Torus Conformal Blocks*, *JHEP* **09** (2017) 149 [arXiv:1706.00047] [inSPIRE].

[57] K.B. Alkalaev and V.A. Belavin, *Holographic duals of large-c torus conformal blocks*, *JHEP* **10** (2017) 140 [arXiv:1707.09311] [inSPIRE].

[58] E. Witten, *Quantum Field Theory and the Jones Polynomial*, *Commun. Math. Phys.* **121** (1989) 351 [inSPIRE].

[59] H.L. Verlinde, *Conformal Field Theory, 2-D Quantum Gravity and Quantization of Teichmüller Space*, *Nucl. Phys. B* **337** (1990) 652 [inSPIRE].

[60] J.M.F. Labastida and A.V. Ramallo, *Chern-Simons Theory and Conformal Blocks*, *Phys. Lett. B* **228** (1989) 214 [inSPIRE].

[61] M. Besken, A. Hegde, E. Hijano and P. Kraus, *Holographic conformal blocks from interacting Wilson lines*, *JHEP* **08** (2016) 099 [arXiv:1603.07317] [inSPIRE].

[62] A.L. Fitzpatrick, J. Kaplan, D. Li and J. Wang, *Exact Virasoro Blocks from Wilson Lines and Background-Independent Operators*, *JHEP* **07** (2017) 092 [arXiv:1612.06385] [inSPIRE].

[63] R. Penrose, *Angular momentum; an approach to combinatorial space time*, in *Quantum Theory and Beyond*, Cambridge University Press, Cambridge U.K. (1971).

[64] J.C. Baez, *Spin network states in gauge theory*, *Adv. Math.* **117** (1996) 253 [gr-qc/9411007] [inSPIRE].

[65] A. Achucarro and P.K. Townsend, *A Chern-Simons Action for Three-Dimensional anti-de Sitter Supergravity Theories*, *Phys. Lett. B* **180** (1986) 89 [inSPIRE].

[66] M. Bañados, *Three-dimensional quantum geometry and black holes*, *AIP Conf. Proc.* **484** (1999) 147 [hep-th/9901148] [inSPIRE].

[67] M. Bañados, *Global charges in Chern-Simons field theory and the (2 + 1) black hole*, *Phys. Rev. D* **52** (1996) 5816 [hep-th/9405171] [inSPIRE].

[68] J. Brown and M. Henneaux, *Central Charges in the Canonical Realization of Asymptotic Symmetries: An Example from Three-Dimensional Gravity*, *Commun. Math. Phys.* **104** (1986) 207 [inSPIRE].
[70] W.J. Holman and L.C. Biedenharn, *Complex angular momenta and the groups su(1, 1) and su(2)*, *Annals Phys.* 39 (1966) 1.

[71] B. Ponsot and J. Teschner, *Liouville bootstrap via harmonic analysis on a noncompact quantum group*, hep-th/9911110 [SPIRE].

[72] A. Gadde, *In search of conformal theories*, arXiv:1702.07362 [SPIRE].

[73] J. Liu, E. Perlmutter, V. Rosenhaus and D. Simmons-Duffin, *d-dimensional SYK, AdS Loops, and 6j Symbols*, JHEP 03 (2019) 052 [arXiv:1808.00612] [SPIRE].

[74] D. Meltzer, E. Perlmutter and A. Sivaramakrishnan, *Unitarity Methods in AdS/CFT*, JHEP 03 (2020) 061 [arXiv:1912.09521] [SPIRE].

[75] C. Sleight and M. Taronna, *Spinning Mellin Bootstrap: Conformal Partial Waves, Crossing Kernels and Applications*, Fortsch. Phys. 66 (2018) 1800038 [arXiv:1804.09334] [SPIRE].

[76] S. Albayrak, D. Meltzer and D. Poland, *The Inversion Formula and 6j Symbol for 3d Fermions*, JHEP 09 (2020) 148 [arXiv:2006.07374] [SPIRE].

[77] K.B. Alkalaev, R.V. Geiko and V.A. Rappoport, *Various semiclassical limits of torus conformal blocks*, JHEP 04 (2017) 070 [arXiv:1612.05891] [SPIRE].

[78] P. Di Francesco, P. Mathieu and D. Senechal, *Conformal Field Theory*, Graduate Texts in Contemporary Physics, Springer-Verlag, New York (1997), 10.1007/978-1-4612-2256-9 [SPIRE].

[79] A. Zamolodchikov, *Two-dimensional conformal symmetry and critical four-spin correlation functions in the Ashkin-Teller model*, Zh. Eksp. Teor. Fiz. 90 (1986) 1808.

[80] K.B. Alkalaev, Many-point classical conformal blocks and geodesic networks on the hyperbolic plane, JHEP 12 (2016) 070 [arXiv:1610.06717] [SPIRE].

[81] M.R. Gaberdiel and R. Gopakumar, *An AdS 3 Dual for Minimal Model CFTs*, Phys. Rev. D 83 (2011) 066007 [arXiv:1011.2986] [SPIRE].

[82] S.F. Prokushkin and M.A. Vasiliev, *Higher spin gauge interactions for massive matter fields in 3 – D AdS space-time*, Nucl. Phys. B 545 (1999) 385 [hep-th/9806236] [SPIRE].

[83] M.R. Gaberdiel and R. Gopakumar, *Triality in Minimal Model Holography*, JHEP 07 (2012) 127 [arXiv:1205.2472] [SPIRE].

[84] E. Perlmutter, T. Prochazka and J. Raeymaekers, *The semiclassical limit of WN CFTs and Vasiliev theory*, JHEP 05 (2013) 007 [arXiv:1210.8452] [SPIRE].

[85] A.L. Fitzpatrick, J. Kaplan, D. Li and J. Wang, *On information loss in AdS 3/CFT 2*, JHEP 05 (2016) 109 [arXiv:1603.08925] [SPIRE].

[86] L. Hadasz, Z. Jaskolski and P. Suchanek, *Recursive representation of the torus 1-point conformal block*, JHEP 01 (2010) 063 [arXiv:0911.2353] [SPIRE].

[87] A. Castro, E. Hijano, A. Lepage-Jutier and A. Maloney, *Black Holes and Singularity Resolution in Higher Spin Gravity*, JHEP 01 (2012) 031 [arXiv:1110.4117] [SPIRE].

[88] D. Varshalovich, A. Moskalev and V. Khersonskii, *Quantum theory of angular momentum*, World Scientific, New York U.S.A. (1987).

[89] A. Prudnikov, I. Brychkov, I. Brychkov and O. Marichev, *Integrals and Series. Vol. 2: Integrals and Series: Special functions*, Gordon and Breach Science Publishers, London U.K. (1986).
[90] G. Jaklic, V. Vitrih and E. Zagar, Closed form formula for the number of restricted compositions, Bull. Aust. Math. Soc. 81 (2010) 289.

[91] J.D. Louck, Properties of Clebsch-Gordan numbers, J. Phys. Conf. Ser. 104 (2008) 012015.

[92] M. Caselle, Lattice gauge theories and the AdS/CFT correspondence, Int. J. Mod. Phys. A 15 (2000) 3901 [hep-th/0003119] [insPIRE].

[93] F.A. Dolan and H. Osborn, Conformal Partial Waves: Further Mathematical Results, arXiv:1108.6194 [insPIRE].

[94] M. Abramowitz and I. Stegun, Handbook of Mathematical Functions, Dover Publications, Mineola U.S.A. (1965).