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Combing the advantages of film cooling, impingement cooling, and enhanced cooling by pin fins, laminated cooling is attracting more and more attention. This study investigates the effects of geometric and thermodynamic parameters on overall cooling effectiveness of laminated configuration, and model experiments were carried out to validate the numerical results. It is found that the increases in film cooling hole diameter and pin fin diameter both result in the increase in cooling effectiveness, but the increases in impingement hole diameter, impingement height, and spanwise hole pitch degrade the cooling performance. The increase of the coolant flow rate causes the increase in cooling efficiency, but this effect becomes weaker at a high coolant flow rate. The coolant-to-mainstream density ratio has no obvious effect on cooling effectiveness but affects wall temperature obviously. Moreover, based on the numerical results, an empirical correlation is developed to predict the overall cooling efficiency in a specific range, and a genetic algorithm is applied to determine the empirical parameters. Compared with the numerical results, the mean prediction error (relative value) of the correlation can reach 8.3%.

1. Introduction

Among the cooling methods of the gas turbine, film cooling is the most common and effective cooling method and has been widely researched. The results [1, 2] show that the improvement of film cooling effectiveness is mainly to restrain the development of the kidney vortex and reduce the normal penetration ability of cooling jet to the mainstream. In the novel film cooling schemes, researchers have designed combined-hole [3, 4], antivortex hole [5, 6], trench [7, 8], and ridge-shaped tabs [9, 10] to suppress the strength of the kidney vortex. However, with the development trend of gas turbines, the combustor outlet temperature continues to increase for higher recycling efficiency, and the single cooling method cannot fulfill the requirements. In order to reduce the thermal stress and extend the service life of hot components, double-wall composite cooling configurations including a jet issuing wall and a target wall spaced from the jet issuing wall have been developed. After impinging on the inner surface of the target plate, the coolant is extracted from the internal channel and discharged from the film cooling holes. Because combining the advantages of film cooling and jet impingement cooling, double-wall cooling has been widely studied and applied in the past years. Factors like the jet Reynolds number, internal channel height, hole diameter, and hole number as well as hole spacing have also been examined in detail [11–15].

For further improvement of cooling performance, laminated cooling is developed by adopting pin fins in the internal channel of double-wall cooling configuration. As shown in Figure 1, laminated cooling is usually achieved in a compact space constructed by an impingement layer, a film layer, and arrays of pin fins in between. The coolant enters the internal channel from the impingement holes, then impinges on the inner surface of the target plate and interacts with pin fins, and is finally discharged from the film cooling holes. The pin fins connect the film layer and impingement layer directly and thus enhance the heat conduction in the solid domain. Furthermore, the application of pin fins promotes the convective heat transfer in the internal channel and
Rolls-Royce plc has increased the contact area between the coolant and solid [16]. The laminated cooling strategy can achieve the same cooling performance with only 67% coolant consumption compared with traditional cases [17]. The laminated cooling has also been used in many other combustors, and the running data show that the cooling efficiency can reach 0.7–0.9 [18]. The experimental results from Kim et al. [19] also show that, compared with film cooling with the same thickness, the cooling effectiveness increases about 47% to 141% by applying laminated cooling.

Due to its superior cooling performance, laminated cooling has attracted more and more attention from academia and industry. Funazaki and Hachiya [20, 21] compared the heat transfer between laminated and traditional double-wall cooling configurations. Their results show that the heat flux on the target surface increases about 50% by introducing pin fins. Moreover, pressure drop and Nusselt number on pin fin surfaces decrease with the increase of the pin fin height. Nakamata et al. [22, 23] studied the effects of pin fin arrangement and sizes on the heat transfer. They reported that the application of pin fins improves cooling effectiveness remarkably in the upstream region but has no obvious effect in the downstream region. Luo et al. [24] studied the dimple effects on the heat transfer and friction performance of laminated configuration. Their results show that, as the dimple diameter and depth increases, heat transfer on the target surface increases firstly because of the increase of flow reattachment and recirculation and then decreases due to the flow separation. Luo et al. [25] also indicated that adding pin fin normalized location and diameter degrades the heat transfer on the target surface but reduces the friction factor. The experimental results from Wang et al. [26] show that the angle impact of the film cooling hole on heat transfer is very pronounced. Even without the pin fin, high cooling efficiency can be achieved by adjusting the angle of the film cooling hole. Pu et al. [27] performed experimental studies to compare the laminated cooling and film cooling endwall. They indicated that adding turbulence intensity results in the decrease of overall cooling effectiveness, especially for laminated cases. Furthermore, the diamond-shaped pin fins and large-size impingement holes can improve cooling performance. The experimental results from Rao et al. [28] showed that the introduction of effusion holes and pin fins can inhibit the strength of the cross flow and enhance the uniform heat transfer. Moreover, in the most cases, the laminated configuration generates better cooling performance on the endwall than that on the flat plate. Sweeney and Rhodes [29] developed snow-shaped pin fins in a laminated configuration. They indicated that, at small hole spacing, the inclination of film cooling hole can improve cooling effectiveness effectively, but this impact becomes weaker as the hole spacing increases. Tan et al. [30] compared the elliptical, drop-shaped, and circular pin fins and found that the shaped pin fins generate better cooling performance. Wang et al. [31] studied the thermal stress characteristics of laminated configurations. They indicated that the spanwise hole-to-hole pitch has the most obvious effect, while the influence of impinging hole diameter and pin fin diameter is very weak. The influence of pitch-to-diameter ratios of impingement and film cooling holes was studied by Zhou et al. [32]. They indicated that the increase of pitch-to-diameter ratio of impingement holes results in the exponential increase of pressure loss.

Due to the numerous structural parameters of laminated configuration, its influence is still a main emphasis worthy of attention. Moreover, the combustion chamber has a high-temperature and high-pressure environment, which is significantly different from the operating conditions in the experiment. Therefore, it is necessary to simulate the cooling performance of laminated configurations under real conditions by numerical methods. In this paper, the cooling performances of laminated configurations were studied, and the effects of thermodynamic and geometric parameters on overall cooling effectiveness were analyzed in detail. The validation experiments were carried out to test the numerical results. Moreover, an empirical correlation for predicting overall cooling efficiency was developed, and the genetic algorithm is applied to determine the empirical parameters.

2. Computational Domain and Inlet Conditions

As shown in Figure 2(a), the computational domain consists of a mainstream channel, a coolant channel, and a laminated cooling structure. The detailed arrangements of holes and pin fins in the cooling structure are shown in Figure 2(b). P denotes the hole pitch on the spanwise direction, and S

![Figure 1: Schematic of laminated cooling [16].](image)
denotes the hole spacing on the streamwise direction. Thickness of the film plate and impingement plate is both 0.5 mm, and the variations of other geometric parameters of laminated structure are listed in Table 1.

\[\frac{d_i}{d_f} - 0.5 \sim 1\]
\[\frac{H}{d_i} - 0.5 \sim 3\]
\[\frac{S}{d_i} - 6 \sim 12\]
\[\frac{P}{S} - 1 \sim 2\]
\[\varepsilon - 0.35 \sim 0.65\]

Table 1: Changing interval of geometric parameters in the present cases.

The x, y, and z axes denote the streamwise, spanwise, and vertical directions to the cooling surface, respectively.

The mainstream has an inlet velocity of 20 m/s, temperature of 2000 K, and pressure of 3.0 MPa. Mass flow inlet boundary condition is specified on the coolant inlet. The coolant consumption rate per unit area \((G_c)\) changes from 3 kg/m²s to 27 kg/m²s. The coolant temperature changes from 680 K to 1000 K. The solid phase has a density of 8934 kg/m³, a specific heat of 550 J/(kg·K), and a thermal conductivity of 25 W/(m·K). Ideal gas is used for the gas phase, and the change of viscosity follows Sutherland’s law [33].

Structured meshes shown in Figure 3 are generated by Gambit software [34]. Near the wall surface, the grid points are refined to ensure that \(z^+ = 1.0\). To test the accuracy of turbulence models, CFD results with different turbulence models are compared with the experimental data from Nakamata et al. [22]. In the computational domain, the film cooling hole has a diameter of 4 mm and a height of 3 mm. The impingement hole has a diameter of 4 mm and a height of 4 mm. The pin fin has a diameter of 3 mm and a height of 6 mm. The hole pitch is 20 mm, and the hole spacing is 10 mm. The mainstream and coolant temperatures are 673 K and 336.5 K. As shown in Figure 4, the prediction accuracy of the realizable \(k-\varepsilon\) model is higher than that of
other models. So, in the present study, realizable $k-\varepsilon$ is used to for turbulence modeling, and enhanced wall function is applied for wall treatment. Grid number is determined by grid independent tests. In the present cases, the grid number is between 9 million and 18 million.

Ansys Fluent software [33] is used for solving the governing equations. The second-order scheme and least square cell-based scheme are applied for discretizing the pressure and gradient term, respectively. The second-order upwind scheme is applied for the solution of energy and momentum equations. The pressure-velocity coupling is done by the SIMPLE algorithm. Three criteria are used to determine whether the calculation is convergent: (1) value of normalized residuals ($\approx 10^{-6}$), (2) variation of local effectiveness ($\approx 10^{-2}$), and (3) mass balance error ($\approx 10^{-6}$).

### 3. Model Validation

The experiments were carried out for model validation. The experimental system is shown in Figure 5. Supplied by a compressed air supply (0.8 MPa), the primary flow passes through a calibrated orifice flow meter and then enters the combustor. The combustor is used to generate high temperature flue gas. The flue gas is routed through a section with baffles to ensure obtaining a uniform temperature distribution across the cross-section and then enters the test sections. The mainstream temperature and velocity is 600 K and 20 m/s in the present study. The coolant temperature is 300 K, and the velocity is calculated by the blowing ratio ($M$ is the blowing ratio, defined as $M = (\rho_c u_c)/(\rho_\infty u_\infty)$, where $\rho_c$ and $\rho_\infty$ are the mainstream-flow density and the coolant-flow density, respectively).

The inlet surface of the test section has a width of 120 mm and a height of 200 mm. The infrared thermography is used to measure the temperature of the hot-side surface through the infrared glass on the top surface of test sections. This infrared glass has a high nominal transmissivity of nearly 0.97 in the long IR band (8~14 mm) of the infrared spectrum. The infrared thermography (Mag32HF model) is produced by Magnity Electronics Co. Ltd., and its testing range and accuracy are -20~500°C and ±1°C, respectively. The infrared measurement calibration was conducted in advance by using five thermocouples embedded on the black-painted test surface. The detailed measurement and calibration steps are.

---

![Figure 3: Grids used in the present study.](image_url)

![Figure 4: Test of turbulence models.](image_url)
illustrated by Ji [35]. The laminated cooling structures shown in Figure 6 are made of 316 stainless steel. In the present studies, two laminated structures with the cooling area of 100 mm × 100 mm are tested, and their geometric parameters are listed in Table 2.

Figure 7 shows the distribution of cooling effectiveness on the test surfaces. Cooling efficiency increases with the blowing ratio, especially at low coolant consumption. Case 1 generates much better cooling performance than Case 2. However, due to the large opening rate of the film cooling hole, the coolant consumption for Case 1 is also higher than that for Case 2 at the same blowing ratio. Figure 8 compares the spanwise averaged overall cooling effectiveness by numerical simulation and experimental measurement. In the start zone, the calculation error is higher than that in the stable zone, especially for Case 2. It can be contributed to by two factors: (1) the machining error may cause the difference; (2) the superposition process of the gas film in the start zone is very complicated to be predicted. However, the error level is not high. The maximum relative errors for Case 1 and Case 2 are 3.4% and 2.8%, respectively. Overall, CFD results agree with the experimental results well.

4. Results Analysis

4.1. Effects of Thermodynamic Parameters. Figure 10 shows the influences of the coolant flow rate on the hot-side wall temperature distribution. The laminated configuration has a size of $(d_1, d_2, H, S, P) = (0.9, 1.5, 0.8, 1.0, 6.8, 6.8)$ mm. The density ratio is 2.5. With the increase of the streamwise distance, temperature decreases sharply due to the superposition effect of the gas film. In the front region, the coolant jets injected from the front rows of film cooling holes experience a developing stage to merge together; the local overall cooling effectiveness is certainly small. In the middle and trailing regions, due to the superposition effect of upstream coolant jets, a well-covered film layer (namely, fully developed stage) begins to form, so that the local effectiveness reaches its maximum value gradually. However, in the trailing-edge region, the temperature becomes stable and does not change with streamwise distance obviously. Overall, increasing the coolant flow rate reduces wall temperature effectively. Figure 11 shows the variations of laterally averaged cooling
effectiveness with streamwise distance at different coolant flow rates. At the low flow rate, increasing the coolant flow rate results in the increase of cooling efficiency obviously. For example, the area-averaged cooling efficiency increases from 0.763 to 0.908 by increasing the coolant flow rate from 3 to 18 kg/m²s. However, at a high coolant flow rate, cooling efficiency becomes stable. For example, the area-averaged cooling efficiency only changes about 0.83% as the cooling flow rate increases from 18 to 24 kg/m²s, which is due to a well-covered film layer on the hot-side surface of the laminated configuration, and the cooling efficiency is very high; it does not change obviously with the coolant flow rate.

Figure 12 shows the influences of coolant-to-mainstream density ratio on the film-plate temperature distribution. The coolant consumption per unit area is 8 kg/m²s. Increasing the density ratio results in the decrease of the wall temperature obviously. For example, the area-averaged temperature of the outer surface decreases from 1087 to 783 K as the density ratio increases from 2.0 to 3.0. So, in the present cases, the increase of the density ratio can reduce the wall temperature but has no obvious impact on cooling efficiency.

4.2. Effects of Geometric Parameters. Figure 14 shows the influences of the film hole diameter on streamline distribution on the central plane (y = 0). In the present cases, \((d_1, d_2, H, S, P) = (0.9, 0.8, 1.0, 6.8, 6.8)\) mm, \(G_c = 8\) kg/m²s, and DR = 2.5. Increasing the hole size can reduce the jet penetration into the mainstream. It is because the increase of the hole size causes the increase of the opening rate and the decrease of the jet momentum. Figure 15 shows the variation of laterally averaged cooling efficiency with streamwise distance at different film hole diameters. At \(x/S = 0\), the increase of the hole size from 0.9 to 1.5 mm causes the increase of cooling efficiency from 0.655 to 0.703. At \(x/S = 15\), the increase of the hole size causes the increase of cooling efficiency from 0.893 to 0.931. Overall, increasing the film hole diameter improves coolant coverage and cooling performance effectively.

Figures 16(a) and 16(b) show the streamline distribution on the central plane at different impingement heights. In the present cases, \((d_1, d_2, d_3, S, P) = (0.9, 1.5, 0.8, 6.8, 6.8)\) mm, \(G_c = 8\) kg/m²s, and DR = 2.5. On both sides of the
Figure 7: Distribution of cooling effectiveness on the hot-side surface of the laminated configuration.

Figure 8: Comparison of the spanwise averaged overall cooling effectiveness.
Impingement jet, a pair of roller vortices is generated. It can be found that increasing the impingement height results in the increase of the roller vortex scale. Moreover, the centers of roller vortices move upwards as the impingement height increases. Figure 17 shows the variation of the cooling efficiency with the streamwise distance at different impingement heights. As the impingement height increases, the momentum loss caused by the mixture between the jet and surrounding gas increases, which degrades the impingement cooling capability. On the other hand, increasing the impingement height also leads to the increase of the surface area of pin fins, which enhances the convective heat transfer between the coolant and pins. In the present cases, the first effect takes the dominant role, and the cooling effectiveness decreases with the increase of the impingement height. However, the impact of the impingement height on cooling effectiveness is not very obvious. For example, as the impingement height decreases from 3 mm to 1 mm, the area-averaged cooling effectiveness only decreases by about 2.5%.

Figures 16(a) and 16(c) show the influences of the impingement hole diameter on streamline distribution on the central plane. In the present cases, \((d_1, d_2, H, S, P) = (0.9, 1.5, 0.8, 1.0, 6.8, 6.8)\) mm, \(G_c = 8\) kg/m²s, and \(DR = 2.5\). As the coolant enters the impingement hole, the streamline deflects, and the stagnation point on the target surface moves downstream. As the hole size increases, the streamline deflection becomes more and more pronounced; accordingly, the impingement cooling performance becomes worse. Furthermore, the increase of the hole size causes the decrease of the jet velocity, which also deteriorates cooling performance. For example, the temperature on the target surface increases from 854 to 903 K by increasing the impingement hole diameter from 0.9 to 1.5 mm. Figure 18 shows influences of impingement height on cooling efficiency distribution. As the streamwise distance increases, the cooling efficiency decreases firstly and then keeps stable. Compared with the film hole, the effect of the impingement hole size on cooling...
is much weaker. For example, the area-averaged cooling efficiency changes 7.0% by increasing the film hole diameter from 0.9 to 1.5 mm but only 2.7% by increasing the impingement hole diameter from 0.9 to 1.5 mm. It illustrates that film cooling takes the dominant role in laminated cooling.

Figure 19 shows the influences of pin fin diameter on temperature distribution. In the present cases, \((d_i, d_l, d_2, H, S, P) = (0.9, 1.5, 1.0, 6.8, 6.8)\) mm, \(G_c = 8\) kg/m²s, and DR = 2.5. As the pin fin diameter increases, the wall temperature decreases. The existence of the pin fin increases the heat exchange area and turbulent intensity inside the cavity, which enhances the convective heat transfer. Furthermore, pin fins connect the film plate and impingement plate and improve the heat conduction between two plates. For example, as the pin fin diameter increases from 0 to 0.8 mm, the area-averaged temperature of the cool-side surface of the film plate decreases from 897 K to 850 K, but the area-averaged temperature of the hot-side surface of the impingement plate increases from 825 K to 883 K.

Figure 20 shows influence of the pin fin diameter on cooling efficiency distribution. At \(x/S = 0\), the laterally averaged cooling effectiveness increases from 0.615 to 0.705 by increasing the pin fin diameter from 0 to 0.8 mm. At \(x/S = 14.0\), the increase of the pin fin diameter causes the increase of the laterally averaged cooling effectiveness from 0.908 to 0.926. Overall, increasing the pin fin diameter can improve the cooling performance.

Figure 21 shows the influence of the spanwise hole pitch and streamwise hole spacing on the hot-side wall temperature distribution. In the present cases, \((d_i, d_l, d_2, H) = (0.9, 1.5, 0.8, 1.0)\) mm, \(G_c = 8\) kg/m²s, and DR = 2.5. The increase of the hole pitch results in the decrease of the opening rate of the film hole, which deteriorates the coolant coverage. However, the impact of the hole spacing on the temperature distribution is contrary. Figure 22 shows the influence of hole arrangements on the cooling efficiency distribution. In the present cases, the cooling efficiency can be improved by increasing the hole spacing and decreasing the hole pitch. For example, the area-averaged cooling effectiveness decreases from 0.861 to 0.806 by increasing the hole pitch from 6.8 mm to 10.2 mm but increases to 0.875 by increasing the hole space from 6.8 to 10.2 mm.
4.3. Empirical Correlation. To ensure that the sampled design structures will be evenly distributed over the design space, the orthogonal test method was used, as displayed in Table 3, and 40 design structures are initially obtained. The method of the dynamic adjusting data to improve the forecast precision in the sample field is adopted, and a total of 48 design points were finally selected as training samples for the purpose of empirical correlation.

Based on the computational results (48 different structures × 6 different working conditions), an empirical correlation is developed to predict the laterally averaged cooling effectiveness:

\[
\eta_{\text{lat}}(x_S) = \eta_0 + n_0 \left( \frac{d}{T_F} \right)^{n_1} \left( \frac{P}{T_F} \right)^{n_2} \left( \frac{S}{P} \right)^{n_3} \left( \frac{H}{T_F} \right)^{n_4} e^{n_5 DR} \left( \frac{G_{\infty}}{\rho_{\infty} u_{\infty}} \right)^{n_6} (x_S)^{n_7},
\]

\[
\eta_0 = n_0 \left( \frac{d}{T_F} \right)^{n_1} \left( \frac{P}{T_F} \right)^{n_2} \left( \frac{S}{P} \right)^{n_3} \left( \frac{H}{T_F} \right)^{n_4} e^{n_5 DR} \left( \frac{G_{\infty}}{\rho_{\infty} u_{\infty}} \right)^{n_6}.
\]

In the present study, the empirical coefficients \( n_0 \sim n_{16} \) were determined by the genetic algorithm (GA), and the optimization function is expressed by

\[
\text{fitness} = \text{mean} \left( \left| \eta_{\text{cal}} - \eta_{\text{CFD}} \right| \eta_{\text{CFD}} \right),
\]

\[
\begin{align*}
    n_0 & \in [-1, 1], \\
    n_1 & \in [-1, 1], \\
    \ldots \\
    n_{16} & \in [-1, 1],
\end{align*}
\]

where the subscripts “cal” and “CFD” denote the values determined by empirical correlation and the CFD model, respectively. The detailed introductions of GA are provided in Ref. [36, 37].

MATLAB software is used to perform GA optimization. In the optimization options, the population size is 240 (15 × number of variables), a tournament method with the size of 2.0 is used for the selection operation, a Gaussian function is used for the mutation function, an intermediate with the ratio of 1.0 is used for the crossover function, the migration process has a forward direction with the fraction of 0.2, and the maximum iteration step is 200. Figure 23(a) shows the variation of best fitness value with the generation steps. It can be found that, as the iteration step reaches 70, fitness values keep nearly stable (5.4%). To test the generalization capability, cooling effectiveness calculated by empirical correlation is compared with the testing samples. As shown in Figure 23(b), the maximum relative error is 34.3%, and the mean relative error is 8.3%. The optimized values for \( n_0 \sim n_{16} \) are listed in Table 4. Due to the numerous structural parameters of laminated configurations and complex influencing factors, the error of 8.3% can actually contain the requirements. However, compared with the film cooling, which has fewer parameters, the errors of four empirical correlations are less than 2% [38]. Although the empirical formula error of laminated configurations does not reach this value, it can provide a reference for the subsequent research.

In order to verify the accuracy of the empirical formula, the Monte Carlo method and mean-square pure error
Figure 16: Effects of impingement hole diameter and height on streamline distribution on central plane.

Figure 17: Influence of impingement height on cooling efficiency distribution.

Figure 18: Influence of impingement hole diameter on cooling efficiency distribution.
MSPE analysis are proposed. The uncertainty analysis of the empirical parameters is used to determine the correctness of the empirical coefficients. Figure 24 shows the sensitivity results of empirical parameters. Among the empirical

Figure 19: Effect of pin fin diameter on temperature distribution.

Figure 20: Influence of pin fin diameter on cooling efficiency distribution.

Figure 21: Temperature distribution on the hot-side surface at different hole arrangements.

Table 3: Orthogonal parameters.

| Level | \(d_i/d_f\) | \(H/d_i\) | \(S/d_i\) | \(P/S\) | \(\beta\) |
|-------|-------------|-----------|------------|--------|--------|
| 1     | 0.5         | 0.5       | 6          | 1      | 0.35   |
| 2     | 0.6         | 1.0       | 7          | 1.2    | 0.4    |
| 3     | 0.7         | 1.5       | 8          | 1.4    | 0.45   |
| 4     | 0.8         | 2.0       | 9          | 1.6    | 0.5    |
| 5     | 0.9         | 2.5       | 10         | 1.8    | 0.55   |
| 6     | 1.0         | 3.0       | 12         | 2      | 0.65   |
parameters, the structural parameters have the greatest effect on the overall cooling effectiveness, such as $\varepsilon$ and $d_i/d_f$, while the thermodynamic parameters have little effect on the effectiveness. By comparing the results of the uncertainty analysis with the empirical coefficients, obvious consistency can be found, which shows that the results of empirical formula are valuable.

5. Conclusions

In the present study, the influence of the geometric and thermodynamic parameters on the cooling performance of laminated configurations was studied in detail, and the calculation results were tested by model experiments. Based on the CFD calculation results, an empirical correlation was developed. Some useful conclusions were drawn from the study:

(1) At a low coolant flow rate, adding to the coolant flow rate results in the increase of the cooling efficiency. However, at a high coolant flow rate, the impact of the coolant flow rate on the cooling performance does not become obvious. In the present study, increasing the coolant-to-mainstream density ratio causes the decrease of the wall temperature, but has no obvious impact on the cooling efficiency.

(2) At the same coolant consumption per unit area, increasing both the film cooling hole diameter and the pin fin diameter results in the increase of the cooling effectiveness, but the increase of the impingement hole diameter, impingement height, and hole spanwise pitch degrades the cooling performance.

(3) A new correlation based on the genetic algorithm is developed for the prediction of the laterally averaged cooling efficiency of the laminated configuration:

$$
\eta_{\text{lat}} \left( \frac{x}{S} \right) = \eta_0 + 0.451 \left( \frac{d_i}{d_f} \right)^{0.321} \left( \frac{P}{d_f} \right)^{-0.502} \left( \frac{S}{P} \right)^{0.576} \left( \frac{H}{d_i} \right)^{-0.082} \varepsilon^{-0.518} \text{DR}^{-0.423} \left( \frac{G_c}{\rho_c u_c} \right)^{0.422} \left( \frac{x}{S} \right)^{0.491},
\eta_0 = 0.744 \left( \frac{d_i}{d_f} \right)^{-0.135} \left( \frac{P}{d_f} \right)^{0.083} \left( \frac{S}{P} \right)^{-0.040} \left( \frac{H}{d_i} \right)^{0.011} \varepsilon^{0.223} \text{DR}^{-0.075} \left( \frac{G_c}{\rho_c u_c} \right)^{0.026}.
$$

Figure 23: GA optimization for the parameters in empirical correlation.

Figure 24: Sensitivity coefficient of empirical parameters.

Table 4: Values for parameters in the empirical correlation.

| No. | Value | No. | Value |
|-----|-------|-----|-------|
| $n_0$ | 0.451 | $n_9$ | 0.744 |
| $n_1$ | 0.321 | $n_{10}$ | -0.135 |
| $n_2$ | -0.502 | $n_{11}$ | 0.083 |
| $n_3$ | 0.576 | $n_{12}$ | -0.040 |
| $n_4$ | -0.082 | $n_{13}$ | 0.011 |
| $n_5$ | -0.518 | $n_{14}$ | 0.221 |
| $n_6$ | -0.423 | $n_{15}$ | -0.075 |
| $n_7$ | 0.422 | $n_{16}$ | 0.026 |
| $n_8$ | 0.491 |
The application range of the correlation is \( G_e \in [3, 27] \) kg/m²s, \( d_r/d_i \in [0.5, 1] \), \( H/d_i \in [0.5, 3] \), \( S/d_i \in [6, 12] \), \( P/S \in [1, 2] \), and \( \varepsilon \in [0.35, 0.65] \).

**Nomenclature**

- \( d_i \): Pin fin diameter (mm)
- \( d_f \): Film cooling hole diameter (mm)
- \( d_c \): Impingement hole diameter (mm)
- \( DR \): Coolant-to-mainstream density ratio (-)
- \( G_e \): Coolant consumption per unit area (kg/m²s)
- \( M \): Blowing ratio \( (= (\rho_u/\rho_c)/(\rho_u/\rho_\infty)) \)
- \( H \): Impingement height (mm)
- \( P \): Spanwise hole pitch (mm)
- \( S \): Streamwise hole spacing (mm)
- \( T \): Temperature (K)
- \( u \): Velocity (m/s)
- \( x, y, z \): Streamwise, spanwise, and vertical directions.

**Greek Symbols**

- \( \rho \): Gas density (kg/m³)
- \( \varepsilon \): Blocking rate \( (= 4d_i/P) \)
- \( \eta \): Cooling effectiveness \( (= (T_\infty - T_w)/(T_c - T_w)) \).

**Subscript**

- \( \infty \): Mainstream
- \( c \): Coolant
- \( w \): Wall
- \( loc \): Local value
- \( lat \): Laterally averaged value
- \( cat \): Centerline averaged value.
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