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Defining and accurately measuring generalization in generative models remains an ongoing challenge and a topic of active research within the machine learning community. This is in contrast to discriminative models, where there is a clear definition of generalization, i.e., the model’s classification accuracy when faced with unseen data. In this work, we construct a simple and unambiguous approach to evaluate the generalization capabilities of generative models. Using the sample-based generalization metrics proposed here, any generative model, from state-of-the-art classical generative models such as GANs to quantum models such as Quantum Circuit Born Machines, can be evaluated on the same ground on a concrete well-defined framework. In contrast to other sample-based metrics for probing generalization, we leverage constrained optimization problems (e.g., cardinality constrained problems) and use these discrete datasets to define specific metrics capable of unambiguously measuring the quality of the samples and the model’s generalization capabilities for generating data beyond the training set but still within the valid solution space. Additionally, our metrics can diagnose trainability issues such as mode collapse and overfitting, as we illustrate when comparing GANs to quantum-inspired models built out of tensor networks. Our simulation results show that our quantum-inspired models have up to a 68× enhancement in generating unseen unique and valid samples compared to GANs, and a ratio of 61:2 for generating samples with better quality than those observed in the training set. We foresee these metrics as valuable tools for rigorously defining practical quantum advantage in the domain of generative modeling.

INTRODUCTION

Utilizing generative models for unsupervised learning tasks has become increasingly popular within both the classical and the quantum machine learning (QML) communities (see e.g., [1–6]). With the development of deeper classical Generative Adversarial Networks (GANs) [7–9], quantum-inspired methods such as Tensor Network Born Machines (TNBMs) [10] and quantum models such as Quantum Circuit Born Machines (QCBMs) [4], generative models have been identified as leading candidates for advanced artificial intelligence tasks and quantum advantage applications. For example, generative neural networks can be used for molecular design and discovery [11, 12], image synthesis and deepfakes generation [13, 14], risk communication for malware defense [15], and secure modeling of private data across industries [16].

Recently, quantum and quantum-assisted generative models have been introduced as a potential candidate for generative tasks ranging from the generation of images (see e.g., [17–19]) to the optimization of low-risk financial portfolios [20–22]. Despite the fact that these quantum models have been proven to learn distributions which are outside of classical reach [5,23–26], we have yet to fully understand the power of these models and compare their generalization capabilities in the classical, quantum-assisted and hybrid quantum-classical regimes.

Indeed, in many applications, the real advantage behind machine learning (ML) is unlocking a trained model’s ability to generalize, where the generalization capability describes a model’s relationship with unseen data. The definition of generalization takes on slightly different nuances depending on the ML task under examination, and as such, there have been many contributions that investigate this property given its remarkable importance [16,27–30]. In the context of unsupervised generative learning, where models only have access to unlabelled data, generalization describes a trained model’s capability to generate quality data beyond the training set. This is different from the generalization error that exists in commonly used supervised discriminative models (e.g., image classification), which is equipped with a clear definition, even though its characterization is a popular and heavily investigated topic within the ML and QML community (see e.g., [28,30–32]). Therefore, we restrict the scope of this work to investigating generalization in unsupervised generative models, which is far less discussed and understood, despite their growing impact and importance. In fact, even giving a quantitative and measurable definition of generalization, along with appropriate evaluation metrics, is far from being straightforward, as one can easily see from the wide variety of ideas that lack a unitary and well accepted vision [16,33–37].

When evaluating unsupervised generative models, we tend to veer towards metrics that capture high quality and diversity among the generated data, but leave out novelty. Hence, with these metrics, generalization is never the focus of study. These are metrics that still provide a perfect score whenever the training dataset is exactly reproduced, a phenomenon known as data-copying [38]. In the case of classical and quantum models, metrics such as the Inception Score (IS) [39], Frechet Inception Distance (FID) [40], and Precision and Recall [35–37,41] are common examples of metrics that demonstrate the model’s ability to generate high quality and diverse data without providing a complete picture on how well the model can generalize. Other methods have attempted to touch on generalization by probing the model’s inductive bias, i.e., the
intrinsic bias due to a predetermined architecture or training procedure that gives rise to generalization [27, 42]. However, this method fails to take into account the model’s ability to sift through poor quality unseen samples and generate only unseen data of value - in addition to the fact that a theoretical understanding of the exact role played by inductive bias within generalization is still an ongoing challenge in the classical and quantum machine learning community. Lastly, several works discussing quantum generative models have hinted at the concept of generalization, but have ultimately restricted their work to replicating a given target probability distribution, leaving such a question for future research [10, 20, 43–45]. A summary of previously proposed alternative metrics and evaluation schemes is presented in Appendix A.

If we stick to metrics that reward the model for reproducing the training set, then we are not allowing the model to learn what information, features, or patterns in the dataset are important and which are not - in essence, it doesn’t distinguish between what to keep and what to disregard. Without doing this, the model is simply memorizing. However, exactly as in human learning, the ability of ‘forgetting’ what is not important is a fundamental part of the learning process [46].

In this work, we present a unified approach to measure the generalization capabilities of both state-of-the-art classical and quantum generative models. Our proposal bridges the gap between two important research efforts. The first is the known rigorous and theoretical standpoint, which usually lacks immediate real-world application (see e.g., [26, 47]). Conversely, the other uses state-of-the-art real-world datasets, where only heuristics and approximate metrics can be proposed, but where the complexity of the models and tasks at hand blur any definite conclusions about the model generalization capacity. In our framework, leveraging discrete datasets relevant to many application domains [48], we can unequivocally measure the generalization capabilities of generative models. As in other sample-based metrics, our framework can be applied to any generative model, but the discrete nature of the sample space, combined with the unique “cost/value” associated with each sample, allows for an unambiguous quality assessment of the generated samples.

In Sections I and II, we first provide a robust definition of generalization, introducing concepts and a discrete dataset framework to describe and assess this capability. Building off of previous work [20], in Section III, we introduce robust sample-based metrics that allow one to conduct a comprehensive quantitative assessment of a model’s generalization capabilities and detect common pitfalls associated to the training process. Furthermore, in Sections IV and V, we illustrate our approach by comparing models from two separate regimes, namely fully classical GANs and quantum-inspired TNBM architectures, for a specific task with relevance in financial asset management.

To the best of our knowledge, this is the first proposal of an approach that combines a heuristic-based analysis with an application-based dataset to quantitatively evaluate generalization of unsupervised generative models, as well as the first direct comparison of generalization capabilities between classical and quantum-inspired ML models.

I. GENERALIZATION

Unsupervised generative models aim at capturing implicit correlations among unlabeled training data in order to generate samples with the same underlying features. In this work, we focus on binary encodings of datasets with discrete values, and therefore, discrete probability distributions. This is needed to facilitate the comparison of quantum and classical generative models, and to allow for a more accurate and unambiguous evaluation of generalization as opposed to the continuous case, as further clarified in Section I C.

More concretely, given a dataset \( D_{\text{Train}} = \{x_1, x_2, \ldots, x_T\} \), where each sample \( x_t \) is an \( N \)-dimensional binary vector such that \( x_t \in \{0, 1\}^N \) with \( t = 1, 2, \ldots, T \), we can train a generative model to resemble the unknown probability distribution \( P(x) \) from which the samples in \( D_{\text{Train}} \) were drawn. Since a goal of the present work is to compare the generalization capabilities of models, we introduce formal definitions and metrics to quantify different aspects of the behaviours that arise when we sample from the generative model. We denote these samples as \( D_{\text{Gen}} = \{x_1, x_2, \ldots, x_G\} \), where each \( x_g \) is again an \( N \)-dimensional binary bitstring, with \( g = 1, 2, \ldots, G \). As it will be shown later, the only requirement for the data distribution \( P(x) \) to have a support, which is a “valid” sector, and a complement, which is a set of noise or undesirable features. Many real-world datasets can be represented this way: for example, portfolio optimization as demonstrated in our work, as well as molecular design problems [49]. Remarkably, the notion of a constraint that defines valid and invalid spaces arises naturally within the context of combinatorial optimization as the constraint is usually part of the problem definition [48].

The formal definitions of our metrics are given in Section III but prior to it, we provide a brief high level introduction to each of them, presenting the essential concepts for studying various flavors of generalization.

A. Pre-Generalization

We refer to pre-generalization as the generative model’s ability to go beyond the training set \( D_{\text{Train}} \) by producing unseen outputs. More precisely, for any level of generalization to occur it is necessary - but not sufficient - that there exist some points \( x_g \) such that

\[
x_g \in D_{\text{Gen}} \land x_g \notin D_{\text{Train}}.
\]

However, these outputs may not be samples distributed according to \( P(x) \); for example, they may just be meaningless noise instead. In other words, pre-generalization is the model’s ability to generate any new output - whether it is distributed according to \( P(x) \) or not (Figure I). Note that we consider this behaviour to be a prerequisite for a model to be able to generalize, and not generalization in itself. As mentioned above and further specified below, to have any kind of generalization, a model must first be able to generate data beyond the training set, and the generalization potential is higher if the amount of unseen data is maximized. This implies that the training set cannot be exhaustive, i.e. the number
of unique\footnote{Bitstrings = \{00, 00, 11\}, unique bitstrings = \{00, 11\}.} training bitstrings must be less than the number of unique bitstrings that can be sampled from \( P(x) \). To discover new data, the training dataset should not consist of all of the bitstrings that could be sampled from the original distribution (i.e., its support).

The pre-generalization behaviour can be verified with our exploration metric \( E \), defined in Section III A, that quantifies how many generated samples were not included in the training set. We note that this quantity has a similar definition to the authenticity metric in [16], that captures sample novelty. However, our exploration metric is computed directly from samples rather than requiring an embedding scheme and a separate classification network. This quantity allows one to investigate the general questions: “Can the model reach out-of-training data points? And with which frequency?”.

### B. Validity-Based Generalization

We refer to validity-based generalization as the generative model’s ability to go beyond the training set \( D_{\text{Train}} \) and effectively produce new bitstrings living in a given solution space with the underlying distribution \( P(x) \) (Figure 1). In other words, the model is able to learn a fixed particular feature about bitstrings drawn from \( P(x) \) and produce new samples with the same feature, where this feature is specified via a constraint on the bitstrings. More precisely, the generative model outputs samples \( x_g \) such that

\[ x_g \notin D_{\text{Train}} \land x_g \in \text{support of } P(x). \tag{2} \]

We remark here that this approach for validity-based generalization is task-independent, as the metrics are exclusively sample-based and agnostic to the specific use case, or more specifically, independent of the quality associated to each bitstring. In Section II we highlight the essential conditions one needs to meet when defining an appropriate task to study validity-based generalization.

We evaluate the validity-based generalization behaviour introducing the three metrics of fidelity \( F \), rate \( R \), and coverage \( C \). In a nutshell, \( F \) quantifies the probability that a model generates unseen samples that are valid results rather than unwanted noise. \( R \) quantifies the frequency at which a model produces unseen and valid results. \( C \) quantifies the fraction of unseen and valid results retrieved among all the potential valid and unseen samples. These metrics allow one to answer the following general questions, respectively linked to the three generalization estimators presented above:

- \( F \): “How effectively can the model distinguish between noisy and valid unseen results?”
- \( R \): “How efficiently can the model reach unseen and valid results?”
- \( C \): “How effectively can the model reach all unseen and valid results?”

### C. Quality-Based Generalization

We refer to quality-based generalization as the generative model’s ability to go beyond the training set \( D_{\text{Train}} \) and effectively produce bitstrings living in a given solution space with underlying distribution \( P(x) \), where the new bitstrings can be mapped to a real number indicating their quality. While there can be many examples of functional maps that one could use to assign each bitstring a score to be maximized, we emphasize optimization as a natural choice for assigning such a value to each sample. In this case, the score is quantified by a cost to be minimized. In other words, optimization provides a natural framework to introduce quantitative estimators of generalization, as a generative task can be equipped with a well defined cost function, indicating the quality of samples. The framework presented here combines generalization and optimization as a promising strategy towards the definition of quantitative metrics.

When focusing on quality-based generalization, one is interested in generating samples that not only follow a given probability distribution of interest, but also have associated costs that minimize a given objective function (Figure 1). When considering continuous data distributions (e.g., in image generation tasks), assessing the quality of samples is particularly challenging, as embedding and non trivial transformations are needed in order to utilize the available metrics (see e.g., Refs. [16, 27]). Hence, on purpose we limit the scope of this work to discrete datasets, since this setting provides a more accurate and unambiguous evaluation of the generalization capabilities.

A generative model thus exhibits quality-based generalization if it is able to produce at least some unseen and valid samples that have on average similarly low (or lower) cost values than the ones associated to at least some of the training samples. More precisely,

\[ x_g \text{ satisfies Eq. } (2) \land f(D_{\text{Gen}}, C(x)) < f(D_{\text{Train}}, C(x)), \tag{3} \]

for a given suitable function \( f \) (e.g., the minimum sample cost \( C(x) \) in each sample set) that depends on how strict the cost minimization requirements are for the problem under examination (see Section III C).

Developing metrics for assessing quality-based generalization is a task-dependent challenge as it allows one to evaluate the model’s sample quality, according to a specific task and measured by its associated cost function.

In Section III C we introduce two versions of the sample quality metric, induced by a different choice of \( f \): the first one evaluates the model’s ability to generate a minimum cost value that is lower than anything in the training set, whereas the second accounts for a diversity of samples whose cost is below a user-defined percentile threshold. Even though the former could seem more adequate to quantify the generator’s ability to go beyond the sample quality available in the training set, it may be the case that producing the lowest cost value is not the only desired behaviour of the task. Furthermore, it may be that the desired behaviour is to generate diversity of new samples with a cost comparable to the lowest values
found in the training set. In this scenario, the latter version allows one to reward alternative solutions without restricting the model only toward values below the training threshold. Taking the sample quality metrics one-step further, we also see value in including the number of unique samples with a lower cost value than a user-defined threshold in the training set (e.g. the minimum value in the training set) in the evaluation process, as for many practical optimization tasks, one cares about reaching a diverse pool of these samples.

The quality-based generalization metrics allow us to investigate the general question: “Can the model reach unseen and valid results that are more or just as valuable than the best in the training set?”.

![FIG. 1. A visual representation of generalization-related concepts. The figure shows the different behaviours a model can exhibit when generating data, using a 3x3 Bars and Stripes dataset as an example. The top two rows display a set of samples \( x \) distributed according to the data distribution \( P(x) \); note that only a subset of the 3x3 Bars and Stripes dataset is displayed, rather than the full set of patterns. The Noise row contains samples that do not belong to this dataset. The fourth row contains a subset of samples \( x_t \in \mathcal{D}_{Train} \) used for training and distributed according to \( P_{Train}(x_t) \), while the bottom row shows a new set of samples \( x_g \) produced by the model and living in \( \mathcal{D}_{Gen} \). Note that each sample contains an associated toy-score that corresponds to the samples’ associated cost. In this toy example, the samples are assigned a real-valued score in \((0, 1)\), except for noisy samples that don’t have an associated cost as they are not part of the valid solution space. The bottom row displays four samples from the generated queries, each of which is tagged with a different model behaviour: memorizing data from \( \mathcal{D}_{Train} \) (blue dot), producing data outside of \( \mathcal{D}_{Train} \) that may be noise (yellow dot), generalizing to new data distributed according to \( P(x) \) (purple dot), and generalizing to new data distributed according to \( P(x) \) that contains a minimum value to an associated cost function (red dot).]

II. GENERALIZATION TASK DEFINITION

In order to properly assess generalization, the generative model’s task must meet some essential requirements. Such assumptions do not limit the scope of our approach as they simply provide a robust definition of the task at hand.

As previously specified, we focus our analysis on binary encodings of discrete datasets \( \mathcal{D}_{Train} = \{x_1, x_2, \ldots, x_T\} \), with \( x_t \in \{0, 1\}^N \). We can thus identify a search space \( \mathcal{U} \) of size \( 2^N \), that contains all possible \( N \)-dimensional bitstrings. For validity-based generalization, there must exist a subspace of \( \mathcal{U} \) containing the set of bitstrings we would like our trained model to generate. We refer to this as the valid solution space \( \mathcal{S} \), that includes all the samples that exhibit a given desired feature. Hence, the model aims to approximate the underlying unknown data distribution, defined as:

\[
P(x) = \frac{1}{|\mathcal{S}|}, \forall x \in \mathcal{S}.
\]

We highlight that the notion of validity produces a non-trivial distribution of valid samples across the overall search space \( \mathcal{U} \), adding complexity to the problem despite the data distribution being uniform over the solution space \( \mathcal{S} \). We emphasize that this general solution space \( \mathcal{S} \) will contain different bitstrings for various representational datasets of interest. For instance, Figure 1 displays samples from the well known Bars and Stripes dataset [50]: in this case, the solution space \( \mathcal{S} \) would contain all valid bar and stripe patterns, some of which are shown in the top row of the figure. Alternative datasets could focus on solution spaces defined by a parity constraint, by a cardinality constraint or by any other property of interest. We highlight that the solution space must have a well defined notion of validity that can be evaluated for each of the bitstrings in \( \mathcal{U} \) to verify whether or not they live in its subset \( \mathcal{S} \).

The model’s task is therefore to generate novel samples in \( \mathcal{S} \), after a learning process involving a limited number \( T \) of unique training samples, i.e. \( T = \epsilon |\mathcal{S}| \), where the seen portion \( \epsilon \ll 1 \) is a small parameter quantifying the percentage of \( \mathcal{S} \) that gets seen during training. Note that this is a necessary requirement for generalization because it guarantees that the training set is not exhaustive.

With \( T \) training samples, the model has access only to an approximated version of the data distribution, that we denote as the training distribution:

\[
P_{Train}(x) = \frac{1}{T}, \forall x \in \mathcal{D}_{Train}.
\]

For quality-based generalization, there is an additional requirement as this behaviour depends not only on the validity of the bitstrings, but also on the value associated to each pattern, according to a cost function \( C(x) \). As such, in order to assess quality-based generalization, it is necessary for the task of interest to have a well-defined objective function that indicates the cost of each bitstring in search for minimum values.

As we would like for our model to learn the valid bitstring patterns as well as to generate patterns with low-cost values, it
is integral to bias the dataset distribution in Eq. (4). Here we use a softmax function in order to introduce cost-related information in the training data set. In this scenario, the training samples approximate the following biased training distribution:

$$P^{(b)}_{\text{Train}}(x) = \frac{e^{-\beta_m C(x)}}{\sum_{i=1}^{T} e^{-\beta_m C(x)}}, \forall x \in D_{\text{Train}}.$$  \hspace{1cm} (6)

Following Ref. [20], $\frac{1}{\beta_m}$ was chosen to be the standard deviation of the costs in the training data, whereas $C(x)$ is the cost of each sample bitstring [20].

In summary, the two main essentials for evaluating validity-based and quality-based generalization, respectively are the following:

- There exists a well-defined solution space $S$, containing bitstring patterns that are valid according to easy to specify and verify constraints.

- There exists a well-defined cost function $C(x)$ that can be computed to assess the generalization for all valid bitstring patterns.

III. METRICS FOR EVALUATING GENERALIZATION

As described in Section I and Section II, generalization occurs when we retrieve novel samples that have features corresponding to some underlying distribution, approximated by the trained generative model. To achieve this, typical training schemes attempt to minimize the distance between the training and the generated distribution using a similarity measurement such as the Kullback-Leibler (KL) divergence. Oftentimes, these divergences are further utilized to evaluate the quality of the model after training [51]. However, a necessary and sufficient condition for the KL divergence to be exactly zero is that the training and the generated distributions are identical, namely:

$$\text{KL} = 0 \iff P_{\text{Train}} = P_{\text{model}},$$

which coincides with pure memorization. Hence, by using this metric for evaluation purposes, we are nudging the generalization analysis to focus only on the data-copying capability. Therefore, a KL divergence-like measure is not suitable in the context of generalization as its optimal value does not necessarily imply good generalization behaviours, since $P_{\text{Train}}(x)$ is different from the desired $P(x)$.

Alternatively, another pair of metrics that has been proposed for evaluating training and generalization performances of generative models [34, 35] are the so-called precision and recall. Precision $p$ quantifies the model’s ability to produce samples in the solution set $S$, and recall $r$ measures the model’s ability to recover all solutions in $S$ [16]. However, these metrics are not an ideal choice in the context of generalization as they do not necessarily focus on unseen samples. In other words, the definitions of precision and recall do not distinguish between queries that are in the training set from those that are not, so much so that when one is interested in assessing whether a query is a novel data point, they need to introduce other evaluation tools, such as authenticity [16] to take this feature into account. As an extreme example, if the training set is exhaustive and all samples are retrieved from the discrete dataset, the recall of the model would be perfect although no generalization occurred. We introduce a deeper discussion of various metrics used for generative model evaluation in Section A.

To improve upon these metrics that do not fully capture generalization, we propose a novel approach for evaluating the generalization capabilities of quantum and classical generative models. To give a quantitative definition of the generalization metrics, we first need to clarify the nomenclature of all the spaces involved. We have already defined the set of all queries retrieved from a trained generative model as $D_{\text{Gen}}$, where $|D_{\text{Gen}}| = Q$. We then call $G_{\text{sol}}$ the set of all valid and unseen non-unique queries, which reflect the model’s validity-based generalization capability. We further define a subset of $G_{\text{sol}}$ that contains all its unique bitstring solutions as $g_{\text{sol}}$, thus the only difference between $G_{\text{sol}}$ and $g_{\text{sol}}$ is that in the latter each bitstring appears only once, whereas in the former there can be many occurrences of the same sample. Lastly, we define the subset of unseen non-unique queries as $G_{\text{new}}$, where some of these queries might be unwanted noise and hence reflect the model’s exploration capability. Note that we use uppercase variables for non-unique sets and lowercase variables for unique sets, and a visual representation of the sets in play can be found in Figure 2.

FIG. 2. A visual representation of all possible spaces where a generated query might be located.

Each query is represented by a color-coded dot, where the color-code is the same as in Figure II (Data-Copying: blue, Pre-Generalization: yellow, Validity-Based Generalization: purple) and the color-shade represents a unique bitstring sample. We take all non-unique queries outside of the training set to be in the subset $G_{\text{new}}$ (inside the yellow oval), whether they are in the solution space $S$ or not. Furthermore, we take $G_{\text{sol}}$ to be all non-unique queries that exist in the solution space (inside the pink oval) and $g_{\text{sol}}$ to be all of the unique queries among $G_{\text{sol}}$ (zoomed-in). Lastly, if a query exists in $D_{\text{Train}}$, it is a memorized count from the training set. We note that the quality-based queries (not shown) must exist inside of the solution space.

Having clarified the nomenclature of the spaces involved in the task, we can now proceed to the definition of the generalization metrics.
A. Evaluating Pre-Generalization

While a model’s capability to generate unseen samples that are not valid or valuable solutions to the task at hand is not considered generalization behaviour in itself, it is an important prerequisite for generalization. If the model is not able to go beyond the training set, even just to produce noisy outputs, then the model is not passing the first requirement for generalization - the ability to produce novel data points. To conduct a pre-generalization evaluation prior to assessing for any kind of validity-based or quality-based generalization, we introduce the exploration metric $E$, that quantifies the fraction of generated queries that are new data points, namely:

$$E = \frac{|G_{\text{new}}|}{Q}. \tag{7}$$

If $E \approx 0$, the model will not pass the first required check for generalization. This may be due to an intrinsic property of the model, i.e., the inability to generate novel data, or it can be an artifact of the training set being (almost) exhaustive, because nothing new can be generated if the training data covers (almost) all the entire valid space.

B. Evaluating Validity-Based Generalization

We introduce three sample-based metrics that describe each model’s validity-based generalization behaviour after training: fidelity $F$, rate $R$, and coverage $C$.

Fidelity describes the model’s ability to distinguish an unseen and valid sample in $S$ from a meaningless output (i.e., noise) and it quantifies the fraction of unseen queries that fall into the unseen solution space. It is defined as follows:

$$F = \frac{|G_{\text{sol}}|}{|G_{\text{new}}|}. \tag{8}$$

Rate describes the model’s ability to efficiently produce unseen and valid samples and it quantifies the fraction of all queries that fall into the unseen solution space, namely:

$$R = \frac{|G_{\text{sol}}|}{Q}. \tag{9}$$

Coverage describes the model’s ability to recover all unique unseen and valid samples and it quantifies how much of the solution space that was unexplored gets covered by the generative model’s queries. It is defined as follows, where we highlight that the ratio does not take into account the queries’ frequencies, as a single occurrence has the same weight as a one that appears multiple times:

$$C = \frac{|G_{\text{sol}}|}{|S| - T}. \tag{10}$$

We highlight that one should expect the value of these metrics to depend on the number of queries $Q$ that are retrieved from the trained model. For example, to have a good coverage of a space, i.e., $C \to 1$, one should have enough samples that fall in the entire unexplored space. However, this dependency does not constitute a limitation for drawing a comparison between models, as we can fix the number of queries for all the models under investigation, and evaluate and fairly compare their generalization performance at the given number of queries. Moreover, in Section V B we further showcase the values of $C$ as we increase the number of queries toward and beyond the size of the solution space. We see a clear trend towards the metric ideal limit $C \to 1$ as we increase the number of queries. Conversely, in Appendix E we demonstrate that fidelity and rate are not dependent on the number of generated samples, despite being sample-based metrics.

We note that the different metrics are not completely independent, as there are mutual relations between them. For instance, it can be noted that rate and fidelity are correlated, as $R = EF$. Rate is the same as fidelity whenever a model generates exclusively unseen queries, which only holds in the case of perfect generalization (or in pathological cases such as mode collapse to unseen and valid queries). Another example of mutual relation between the metrics is that $C \leq \frac{EQ}{|S| - T}$, which implies that $C < E$ for large solution spaces and limited queries budget.

To further clarify the expected metrics for a well-generalizing model, we highlight that these metrics will be exactly 1 when evaluated for a model that exhibits the highest validity-based generalization. However, in a practical sense, this might be difficult to achieve; we are then equipped with a theoretical unitary upper bound for all metrics, with the understanding that one should aim to reach toward this limit to obtain a robust model for generalization.

Lastly, we note that the pre-generalization condition in Eq. 1 impacts the validity metrics, and hence, exploration $E$ is directly related to $(F,R,C)$. For $F$, the pre-generalization condition in Eq. 1 must be met in order for the metric to be well-defined. When the condition is not met, $F$ will be null, and $C,R = 0$. Therefore, our metrics rely on the model’s ability to go beyond the training set, and will indicate if the model is only data-copying. Other properties from the model can be inferred from these metrics as demonstrated in Table IV in Appendix C. For example, a metric which measures the degree of data-copying could be defined as $D = 1 - E$, hence perfect memorization would mean $E = 0$. We highlight that, in this framework, one can additionally use our proposed metrics to detect alternative and complementary behaviours to generalization and define additional metrics that are tailored towards specific properties one would like to investigate.

In conclusion, we propose to utilize the metrics $(F,R,C)$ to introduce a 3D quantitative investigation of the generalization capabilities mentioned in Section I B that we report here for convenience:

- **Fidelity**, $F$, evaluates how effectively the model can distinguish between unseen valid and invalid bitstrings.
- **Rate**, $R$, evaluates how efficiently the model can produce unseen and valid bitstrings.
- **Coverage**, $C$, evaluates how effectively the model can retrieve all unseen and valid patterns.
C. Evaluating Quality-Based Generalization

To quantify the quality-based generalization properties of a generative model, we propose adequate metrics addressing the sample quality of the generated samples, which speak to how many of the queries are more valuable results in the context of a specific application domain, i.e., how many bitstrings have a low enough associated cost. Since the quality of a result depends on a given cost function, this metric is task-specific, as opposed to the validity-based generalization case that only requires the notion of validity of a query, according to a well defined hard constraint.

More precisely, we introduce different nuances of this sample quality metric for our quality-based generalization assessment, proposing two different versions with slightly different implementations of $f$ in the right-hand side condition of Eq. (3).

Firstly, we consider the Minimum Value ($MV$) of the costs associated to the queries generated by the model as a relevant evaluation metric, since in many optimization applications the main goal is to find the solution that minimizes the cost, or equivalently, the sample with the best quality. This corresponds to choosing $f = \min$, so that the condition of Eq. (3) becomes:

$$x_g \text{ satisfies Eq. (2)} \land \min_{x_g \in \mathcal{P}_{\text{Gen}}} C(x_g) < \min_{x_t \in \mathcal{P}_{\text{Train}}} C(x_t).$$

Despite its practical impact, this punctual metric can be highly unstable if it is not supported by enough statistics as the metric relies on generating one specific value, the lowest. Since generating the query with the lowest cost is highly dependent on the selected batch $b$ of queries, we define this metric as an average across $B$ batches of queries to avoid biasing the results due to an anomalous batch. In other words,

$$MV = \frac{1}{B} \sum_{b=1}^{B} \min_{x_g \in \mathcal{P}_{\text{Gen}}} C(x_g)$$

for each generative model being evaluated. For the results presented in this work, we fixed $B = 5$. Including such average in the definition of the $MV$ metric itself contributes to alleviate its intrinsic instability, thus making it a more robust metric for quality-based generalization evaluation.

Secondly, we define the Utility $U$ as the average cost of a user-defined set $P_t$ of unseen and valid samples from the generative model. Specifically, $P_t(D)$ is the set obtained from taking the $t\%$ of samples with the best quality (lowest costs) in $D$. Setting $t = 5$, this corresponds to choosing $f = \langle \cdot \rangle$ on the set $P_t$, and the condition of Eq. (3) reads:

$$x_g \text{ satisfies Eq. (2)} \land \langle C(x_g) \rangle_{x_g \in P_t(\mathcal{U}_{\text{Gen}})} < \langle C(x_t) \rangle_{x_t \in P_t(D_{\text{Train}})}.$$

Given its set-based definition, this metric is much more stable than the previous one.

Lastly, we note that it is possible to give another definition of sample quality, which simply consists in counting the number of unseen and valid queries whose cost is lower than a specific critical cost value $C'(x)$ in the training set. For example, one could take $C'(x)$ to be the lowest cost value in the training set i.e., $C'(x_t) = \min_{x_t \in \mathcal{D}_{\text{Train}}} C(x_t)$. When utilizing this estimator, one is interested in verifying the following condition:

$$\{x_g \text{ s.t. } C(x_g) < C'(x_t)\} > 0, \text{ for } x_t \in \mathcal{D}_{\text{Train}},$$

where clearly a higher value of the left-hand side implies a better sample quality. Even though this quantity can carry interesting information, we don’t include it among our quality-based generalization metrics as it is a harsh restriction to impose and may only be important for optimization tasks that are looking for many potential $MV$ bitstrings. We highlight that our framework is not limited to the metrics proposed so far, but allows one to define several other figures of merit which can be relevant for specific applications at hand.

We use these metrics to introduce insight into a model’s quality-based generalization capabilities, and determine which models are able to generate the most value for task-specific challenges. We emphasize again that this approach can be utilized beyond cost minimization problems, as long as there is a quantitative quality scale associated to each bitstring in the valid subspace.

IV. APPROACH DEMONSTRATION

To present the robustness of our approach in evaluating and comparing generative models, we choose a well-defined task and two families of models: classical GANs and quantum-inspired TNBMs. The following sections outline the specific use case (Section IV A) and the generative models (Section IV B) selected for our experimental demonstrations.

A. Use Case

To demonstrate a practical application of our approach, we choose an important use case in the finance sector that addresses the challenge of cardinality-constrained portfolio optimization. The goal of such task is to minimize the risk $\sigma$ associated to a collection of assets, randomly selected from the S&P500 market index, for a fixed desired return $\rho$. Below, we highlight how this task is amenable to the framework and requirements described in Section II.

Given a fixed size $N$ of the asset universe, a portfolio candidate can be encoded into a bitstring of length $N$, where each bit corresponds to an asset either being selected in the portfolio (1) or left out of the portfolio (0). Therefore, the search space $\mathcal{U}$ of all possible portfolios grows exponentially with the asset universe size, i.e. $|\mathcal{U}| = 2^N$.

To assess validity-based generalization within this task, we define the solution space $S$ to be comprised of all bitstrings containing a fixed number $k = \frac{N}{2}$ of selected assets, i.e. a candidate solution must be a bitstring with a fixed Hamming weight equal to $k$. 

With such \( k \)-cardinality constraint, the problem solution set \( S \) contains all possible portfolio bitstrings \( x \) that fit this constraint. Thus, its cardinality is:

\[
|S| = \binom{N}{k}.
\] (14)

To further assess quality-based generalization, we define an objective function that encodes the quality of each bitstring, namely the financial risk \( \sigma \) associated to each portfolio, which in the case of the Mean-Variance Markowitz model \( [52] \) can be efficiently computed by means of Mixed Integer Quadratic Programming (MIQP) \( [21] \). Unlike when investigating validity-based generalization, we use \( \sigma \) to bias the training dataset with the softmax function described in Eq. \( [9] \).

As such, this task satisfies both conditions necessary in order to evaluate validity-based and quality-based generalization. We again emphasize that our framework can be applied to any task that meets the essential requirements in Section II and is not limited to this financial application.

### B. Generative Models

We focus our investigation on Generative Adversarial Networks (GANs) and Tensor Network Born Machines (TNBMs). This choice is motivated by several reasons. On the one hand, GANs constitute one of the most popular and top utilized classical generative models, notwithstanding the challenges that plague their training such as mode collapse \( [53] \), convergence issues \( [54] \), and vanishing gradients \( [55] \). Moreover, they are made up of several components that can be independently and successfully promoted to a quantum model \( [19] \), thus paving the way to the study of hybrid quantum-classical generative models. On the other hand, recent results for training TNBM architectures show that such model is a promising candidate to exhibit both validity-based and quality-based generalization behaviours \( [20] \). We started our generalization study choosing these two models, but our approach can be leveraged to characterize any other state-of-the-art generative model of interest, and we do hope other interesting works will spin out from this initial proposal to evaluate quantitatively their generalization power. Future work can include an analysis of fully quantum models, even trained on hardware, once current limitations in training large and deep circuits are overcome.

#### 1. Generative Adversarial Network (GAN)

Our classical model consists of a Generative Adversarial Network (GAN) architecture with a normal prior distribution, and we conduct the training as typically described in the literature \( [7-9] \). GANs are trained as two neural networks, a discriminator \( D \) and a generator \( G \), competing against one another for optimal performance in an adversarial game. Samples from a prior distribution \( q(z) \) are fed into the generator’s input layer, and throughout training the generator attempts to produce new data \( x \) that can fool the discriminator into classifying \( x \) as a real rather than an artificially created data point. The goal of training is to maximize the generator’s score and minimize the discriminator’s score as described by the loss function:

\[
C_{\text{GAN}} = \min_{G} \max_{D} \mathbb{E}_{x \sim P_{\text{train}}(x)}[\log D(x)] + \mathbb{E}_{z \sim q(z)}[\log(1 - D(G(z)))].
\] (15)

For both the generator and the discriminator, we utilize a feed forward architecture with fully connected linear layers (details are listed in Table III in Appendix B).

#### 2. Tensor Network Born Machine (TNBM)

Our quantum-inspired generative model is a Tensor Network Born Machine (TNBM), whose underlying architecture is chosen to be a Matrix Product State (MPS), a well-known 1D tensor network characterized by a low level of entanglement \( [10] \). A TNBM takes unlabelled \( N \)-dimensional training bitstrings from the dataset \( \{x_t\}_{t=1}^{T} \), and aims to encode the underlying probability distribution in a quantum wavefunction \( \psi \), expressing the correlations between samples in the amplitude of a quantum state, namely:

\[
|\psi\rangle = \sum_{\{s\}} \sum_{\{\alpha\}} A^{s_1}_{\alpha_1} A^{s_2}_{\alpha_2} \ldots A^{s_N}_{\alpha_N} |s_1 s_2 \ldots s_N\rangle.
\] (16)

To motivate this representation, we note that an \( N \)-dimensional bitstring can be interpreted as a possible realization of the spin state \( (0,1) \) of \( N \) particles \( |s_1 s_2 \ldots s_N\rangle \), and therefore the full quantum state can be written as a superposition of all the possible spin states. Rather than using the exact coefficient matrix to build \( |\psi\rangle \), we approximate it by the product of smaller parametrized single-particle matrices \( A^s \), where the dimensions \( \{\alpha\} \) are known as bond dimensions. The summation across \( \alpha \) determines the probability amplitude for each superposition state of individual sites; thus, the bond dimensions controls the expressivity of the TNBM.

We use a similar training method as described in \( [10] \), where models are trained via a DMRG-like algorithm with the log-likelihood cost function:

\[
C(\theta) = \frac{1}{T} \sum_{t} \log(p_{\theta}(x_t)).
\] (17)

During training, samples are generated from the wavefunction according to the Born Rule:

\[
p_{\theta}(x_t) = |\langle x_t | \psi \rangle|^2,
\] (18)

and the goal of the learning process is to find an optimal TNBM parametrization \( \theta \) such that \( p_{\theta}(x_t) \rightarrow P_{\text{train}}(x_t) \).

A TNBM is known as a quantum-inspired technique as it builds upon fundamental concepts and formalism of the quantum-mechanical theory, but it is executed entirely on a classical platform.
V. RESULTS AND DISCUSSION

Having defined several quantitative metrics that allow one to conduct a generalization analysis of generative models, we use them to investigate the performance of TNBM and GAN architectures. We present the results of our simulations, whose details are specified in Section V A. We demonstrate the robustness of our proposed metrics (Section V B), show their ability to spot common pitfalls in model training (Section V C), and introduce insights into the validity-based and quality-based generalization capabilities of each model (Section V D).

A. Simulation Details

For our experiments, we consider a specific instance of a cardinality constrained portfolio optimization task, where we aim at minimizing the associated risk $\sigma$ for a given target return $\rho = 0.002$, such that the asset universe from which one can pick to build a new candidate portfolio has size $N = 20$. Here, assets are randomly selected from the S&P500 index, as previously done in [20, 21], and the return level $\rho$ is the same as used in previous studies. We impose the cardinality constraint that each portfolio must have a fixed Hamming weight $k = \frac{N}{2} = 10$. As previously stated, such an essential restriction creates a subset of the search space $\mathcal{U}$, of size $2^N \sim O(10^6)$, defining a solution space $\mathcal{S}$ of size $\binom{N}{k} \sim O(10^5)$. The choice of these values allows for a big enough space so that generalization capabilities can be probed.

Given the solution space of portfolio candidates, the data distribution $P(x)$ given in Eq. (4) used to assess validity-based generalization is automatically defined. To build a non-exhaustive $P_{\text{Train}}(x)$ as in Eq. (5), only a fixed number $T = \epsilon|\mathcal{S}|$ of training samples are randomly selected from the solution space, thus making the task of learning the distribution $P(x)$ a highly non non-trivial (despite it being defined as a uniform distribution over the valid bitstrings). Specifically, all generative models are trained for a fixed number of epochs $\alpha_{\text{epochs}} = 100$ with a fixed value of $T$ that equals 1% of the solution space (i.e. $\epsilon = 0.01$), leaving the remaining 99\% of the space available for testing their generalization capabilities. Several values of this hyperparameter have been investigated, and we found this particular percentage to be a good choice as it gives the models many chances of generalizing, while providing enough samples $T \sim O(10^5)$ for the learning process to be successful. In order to assess quality-based generalization, we conduct the same process outlined above, with the addition of a pre-processing step that uses a softmax function to introduce risk-based information in the training dataset, so that low-risk portfolios are assigned a higher probability, and sampled with higher frequency.

We investigated the generalization behaviours of different versions of the TNBM and GAN architectures, using various hyperparameter sets. In the case of the TNBM, we considered different values for the bond dimension $\alpha$, as this is the main parameter that affects the model quality. For GANs, the choice of hyperparameters is significantly more challenging. Therefore, in addition to identifying hyperparameters via a trial-and-error procedure, we investigated whether automated hyperparameter optimization using Optuna [57] could significantly improve the performance. We propose three different GANs that only differ in their hyperparameters as per Table III in Appendix B and show generalization behaviours for all of them. From here onward, we refer to a GAN that has mode collapsed onto one seen and valid bitstring as GAN-MC and to the Optuna enhanced GAN as GAN+.

As mentioned above, all models have been trained for a fixed number of epochs and the associated generalization metrics have been computed based on a fixed number $Q = 10^5$ of queries retrieved from the trained model returned after the last epoch. Other strategies can be employed, such as considering the set of weights associated to the lowest loss function during training, or including more advanced training techniques such as early stopping. We decided to leverage a simple training scheme to avoid introducing any training bias and allow for the fairest comparison of the two models under examination. We also chose to sample this high magnitude of queries since this was not a limitation for the problem size considered here. However, in Appendix E, we present the behaviour of our sample-based metrics as a function of the number of queries.

All of the numerical experiments in this work were carried out with Orquestra\(^2\) for workflow and data management.

B. Metric Robustness

The first step to validate our approach consists in showing the robustness of our sample-based metrics. To verify this, we conduct a statistical analysis of the generalization metrics’ values and investigate the statistical errors associated to them.

We focus the robustness analysis on one instance of each of the two generative models presented in Section IV. Specifically, we consider a TNBM model with fixed bond dimension $\alpha = 7$, which has proven to be a good choice for generalization purposes as will be explained in Section V C. For GAN, we consider the set of hyperparameters displayed in the first column of Table III in Appendix B which were selected as reasonable values via a trial and error procedure (i.e. without leveraging automated hyperparameter optimization). The analysis can be extended to other instances to further strengthen the evidence of the robustness of our metrics.

After training these two model instances using gradient-based optimizers (see Table III), we perform 30 independent query retrievals and compute our generalization metrics on these distinct sample sets. We then evaluate the relative percentage error\(^1\) associated to each of the metrics to assess their statistical robustness. For each of the two models, the error values for both validity-based and quality-based metrics are shown in Figure 3.

\(^2\) https://www.orquestra.io/

\(^1\) Relative percentage error is defined as the standard deviation of the metric values over their average.
The errors associated to the different metrics assume similar values for the TNBM and GAN; this supports our claim that our metrics are model-agnostic and can be used to evaluate generalization capabilities for any generative model of interest. Furthermore, we can see in Figure 3 that the relative errors are less than 1%, thus suggesting that our metrics show significant robustness when computed on different sets of queries. Hence, we can affirm that the metrics proposed in this work are sample-based but not sample-dependent across different query batches of the same size.

The latter statement requires further clarification in the case of the coverage metric in Eq. (10). In this case, even though the coverage does not depend on the set of queries, it does depend on the number of queries that are retrieved from the trained model, as suggested in Section III B. The ideal unitary value of coverage is reached in the limit of a large number of queries, thus implying that the ideal unitary value can be reached only with a sufficiently high number of queries, i.e. \( Q \geq |S| \). We investigated if the models considered so far show this trend as we increase the number of queries retrieved after training from \(10^3\) to \(3 \cdot 10^6\). The results of the simulations are displayed in Figure 4 in Appendix E, we compare them with the baseline given by random sampling from the search space \(U\). Results for how the other metrics vary with the number of queries \(Q\) are shown in Appendix E.

The data shows that the TNBM coverage closely resembles the \(UB\) trend for any given value of \(Q\) and saturates to the ideal value of 1 for a large enough number of queries, implying that this model is able to achieve excellent coverage. Conversely, the GAN coverage is further from the \(UB\) and slowly increases without getting to the desired threshold, thus suggesting that significantly more queries would need to be taken to achieve a perfect exploration of all the unseen and valid patterns. Since there is no guarantee that the desired threshold is reached with a finite number of queries, this result might as well indicate that the model is quite poor at generalizing due to a high number of unreachable patterns. This is particularly relevant in the case of very large solution spaces \(S\). In this circumstance, the coverage metric has an intrinsic limitation: its low value might indicate that the number of generated queries is insufficient \((Q << |S| - T)\), rather than being due to poor generalization \((|g_{sol} \approx 0)\). Therefore, in order to mitigate the above issue when evaluating single models in the case of large problem sizes, we envision the denominator in \(C\) to be replaced by the number of queries \(Q\). This solu-
tion will slightly distort the meaning of coverage in Eq. (10) to a new metric quantifying the rate at which the model generates unique unseen and valid samples. When extending to large problem sizes, we see this as a more relevant evaluation metric as one cares more about the diversity of unique unseen and valid samples the model can reach rather than reaching all of them, which would be impossible without the number of queries being at least the size of the solution space. However, as our experiments are conducted with a mid-sized problem space, we stick to the definition in Eq. (10) for our evaluation.

Even though the coverage metric is dependent on the number of queries and its interpretation in terms of generalization is affected by the size of the solution space, we can draw a fair comparison between the coverage of different models. Indeed, we can compare TNBM and GAN models if we keep the number of queries generated from each fixed, as reported in Section V D, where it will be shown that the quantum-inspired model outperforms this GAN model when given the same sample budget.

C. Spotting Pitfalls in Generative Model Training

We further demonstrate that we can use our metrics to detect common pitfalls that are known to affect the training of the TNBM and GAN models. This result strengthens the validity of our approach, which turns out not only to be a good framework for quantifying generalization of generative models, but also to enhance the study of their trainability. In the following sections, we show an example of this study for each of the models. For the TNBM, we analyze the relation between the bond dimension \( \alpha \), our generalization metrics, and the trainability of the model. Conversely, for the GAN, we investigate the relation between our metrics and mode collapse. Additional results to compare the training stability of the two classes of models are shown in Figure 5, in Appendix B.

1. TNBM Bond Dimension and Trainability

In the TNBM architecture, the bond dimension \( \alpha \) of the MPS plays an important role in the model’s ability to generate good quality samples as it is directly correlated with the expressivity of the model. Typically, increasing the bond dimension leads to a better model approximation. We take this one step further and directly connect bond dimension to the model’s generalization behaviour and trainability.

In light of this goal, we train five different instances of the TNBM architecture on a fixed training dataset with various bond dimensions \( \alpha \in \{3, 5, 7, 9, 11\} \). For a given \( \alpha \) value, we select a typical training and build a model with the last set of parameters retrieved after the learning process. We then generate 15 independent query batches from the trained model and compute our validity-based generalization metrics \((F, R, C)\). We show the results in Figure 5, where we display the average metric evaluations for each bond length \( \alpha \). In the plot legend, we report the last loss function value during training (complete training loss curves can be found in Appendix B).

From Figure 5, it can be seen that the lowest value of the KL divergence occurs for \( \alpha = 7 \): this result motivates the usage of such value in Section V B and suggests that the training is most accurate for this choice of the hyperparameter value. Since the lowest value of the loss function corresponds also to the best validity-based generalization performance, as shown in Figure 5, we notice that we are not reaching the overfitting regime. If this were the case, most likely the model would exhibit a data-copying behaviour, which would imply a lower value of the generalization metrics. We expect that our metrics will be able to identify overfitting behaviours when associated to an extremely successful training curve (Table IV).

As the bond dimension grows, we see an increase in \((F, R, C)\) up to \( \alpha = 7 \), and then the metrics’ values begin to decrease; at the same time, we observe an opposite trend.
in the cost function values. Thus, it seems that we are hitting a trainability Goldilocks region around $\alpha \approx 7$, with $\alpha < 7$ leading to underperforming models and $\alpha > 7$ being too expressive for the model to be able to train successfully. These results demonstrate that we can use our metrics to identify thresholds in hyperparameter tuning and to get insights on the trainability of the model, thus potentially spotting training pitfalls associated to its expressivity.

2. Mode collapse in GAN

One of the major issues that affects GAN training is the so-called mode collapse behaviour [53]. This undesired phenomenon occurs when the generator learns to produce a very limited number (sometimes only one) of highly plausible outputs, thus affecting the ability of the generative model to further explore the solution space. Since mode collapse is a well-known pitfall, several strategies have been proposed to mitigate this issue in the context of GANs, among which a promising algorithm is the Wasserstein GAN [58, 59].

We propose an example of how our metrics are able to detect mode collapse, when it occurs. We fine tune our hyperparameters such that the GAN exhibits mode collapse behaviour (see details in Table III in Appendix B) for a fixed training dataset. We run a typical training of this GAN-MC architecture, and then sample 15 query batches from the trained model to compute our generalization metrics $(F, R, C)$.

We display the validity-based metrics for the GAN and GAN-MC in Table I. For the GAN-MC, we see that fidelity and rate are the ideal value of 1, thus suggesting that the model generates exclusively unseen samples with the desired cardinality. However, the coverage value is close to 0, thus it is far from its ideal threshold, since the model is only able to produce one single pattern and does not have the ability to explore the solution space and cover it as much as possible. Such anomaly in the validity-based generalization metrics’ values is not present if the training of a GAN doesn’t exhibit training pitfalls, as displayed by the GAN results in the same table.

We note that these metrics’ values only capture mode collapse behaviour for models that collapse onto an unseen and valid bitstring. If the model were to collapse onto a seen bitstring (in-training mode collapse), $F$ would be not well-defined and both $C$ and $R$ would equal zero. These metrics' values would be indistinguishable from the perfect memorization regime. In order to avoid this, one should also compare the number of individual queries generated, $|d_{gen}|$, to the size of the training set $T$. This would provide the additional information necessary to detect any form of mode collapse. Expected metrics’ values for various mode collapse behaviour along with other model training pitfalls are displayed in Table IV in Appendix C. Therefore, our metrics reflect mode collapse upon occurrence and therefore they can provide insights on the training progress of generative models.

In order to better visualize the difference between the two models and detect the mode collapse phenomenon, in Figure 6a we display the cardinality distribution of the generated queries for the two GAN variants under examination: for GAN, the distribution is centered around the correct cardinality but shows a larger spread as compared to the case of GAN-MC, where all the queries satisfy the cardinality constraint. Nevertheless, Figure 6b allows one to identify the occurrence of mode collapse onto an unseen and valid bitstring: the GAN-MC model generates always the same query, as opposed to the diversity of samples retrieved from GAN.

These results demonstrate that we can use our metrics to identify the occurrence of a very well-known pitfall affecting the learning process of GANs, thus providing an insightful tool for the challenging task of monitoring the training of generative models.

D. Evaluating and Comparing Models

We use our quantitative metric-based approach to evaluate the validity-based and quality-based generalization capabilities across different generative models and compare their performance.

We run 30 independent trainings for a fixed training dataset and choose the best run, which we define as the run with the lowest loss function at the end of the trainings. Then, we generate 15 query batches from such trained model, for each of the generative models under examination. We note that while we use a fixed training dataset to compare models, this evaluation method holds across multiple training datasets that could be selected from a specific problem instance. Indeed, each dataset is characterized by the same asset universe, cardinality, and seen portion $\epsilon$, but different datasets can be built by simply drawing independent bitstring subsets from the support of $P(x)$. We perform this analysis in Appendix E showing that validity-based and quality-based generalization metrics for 15 different training datasets display similar values, thus showcasing the robustness of the models’ behaviour, and the conclusions shown in this work.

For validity-based generalization, we construct $D_{Train}$ by sampling from a $P(x)$ that is uniform over the solution space of cardinality-constrained bitstrings, whereas for quality-based generalization, $D_{Train}$ is biased with cost-related information, i.e., from $P^{(b)}_{Train}(x)$, as in Eq. (6). As stated previously, we use one fixed dataset for our evaluation in Section VD1 and Section VD2. Post training, $Q = 10^5$ queries are collected from each model for comparison.

I. Validity-Based Generalization

We first show the validity-based generalization results for each type of model. While we present these results as both an

---

5 A typical training instance is identified among 30 independent trainings as the one whose mode collapse shows the correct cardinality and whose last associated Hausdorff distance during training is the median. We highlight that the training is performed via an adversarial strategy, hence we use the Hausdorff distance only as a figure of merit to monitor the training.
evaluation and comparison of models, we would like to emphasize that our results do not speak for all GAN or TNBM models, as each type of model may contain various hyperparameters, multi-layered architectures, and other variances that would lead to different results. Thus, we restrict our comparison to the specific models we trained, as described in Section IV with GAN hyperparameters listed in Table III (Appendix B). We choose to focus on using these models to demonstrate the robustness of our framework and metrics, such that when exploring various GAN, TNBM, or alternative model architectures, this approach can be replicated.

Results for \( (F, R, C) \) are listed in Table I along with the values of the exploration \( E \); the corresponding results for the metrics’ baseline given by random sampling from the search space are reported in Appendix D. Additionally, we visualize the average validity-based metrics in Figure 7 through a 3D representation. Lastly, Figure 15 in Appendix F gives an intuition of how the two models perform and allows to visualize their different abilities in reconstructing the data distribution \( P(x) \), showing the remarkable performance of the TNBM as reflected in the metrics’ values.

In evaluating our models, we see that the TNBM is a clear winner with average values \((0.989, 0.978, 0.409)\). The model achieves near perfect rate and fidelity. As the maximum coverage one can achieve is the number of queries over the size of the solution space \((UB = 0.54)\), the TNBM performs remarkably well. Indeed, the ratio of the average coverage to the upper bound \( UB \) for the TNBM is high, i.e., \( C / UB = 76\% \). However, we note that the upper bound represents a scenario that would rarely happen, thus representing a pessimistic reference value. A more realistic reference can be derived if one considers the ideal expected coverage \( C \) when sampling from the data distribution \( P(x) \). By means of simple statistical con-
siderations (see e.g., \[60, 61\]), it can be shown that

$$C = 1 - \left(1 - \frac{1}{|S| - T}\right)^Q,$$

and this estimator indicates which coverage $C$ one should expect when the generative model has perfectly learned the data distribution and generates samples accordingly. When comparing the average TNBM coverage to this more realistic reference value, we obtain a surprisingly high value of 97%, which shows that the model has learned an extremely good approximation of the data distribution $P(x)$. In Table I, we include $C/\overline{C}$ values for all models in order to highlight how well each model’s average coverage compares to the ideal expected coverage. The limit of $C/\overline{C} \to 1.0$ holds for models with perfect generalization.

As shown in Figure 4, the TNBM is able to achieve an improved coverage when sampling up to 3 million queries. The model has a high exploration rate of 98.9%, i.e. $E = 0.989$, such that most of the generated samples were not fed to the model during training. The GAN has much poorer average $(F, R, C)$ values with a slightly higher exploration rate than the TNBM, thus showing that neither of them is performing mere data-copying. The GAN achieves metric values $(0.263, 0.261, 0.006)$, but 99.5% of its generated samples are outside of the training set. One can conclude that while the GAN has the potential to produce novel samples, it requires improved optimization strategies in order to avoid generating noisy samples - i.e. samples that do not match the cardinality constraint - so that fidelity and rate can grow to larger values.

The GAN is not able to learn the underlying features as well as the TNBM, and thus is not able to generalize as well. Lastly, we compute the TNBM-to-GAN ratios for the validity-based metrics, and see that the TNBM is $(3.76, 3.75, 68.2)\times$ better than the GAN, respectively across $(F, R, C)$ values. We would like to highlight that using metric ratios, rather than absolute values, allows one to have a clearer picture of the relation between different models, and this strategy is especially useful when considering the coverage, whose absolute value has been shown to be more heavily affected by the number of collected queries $Q$.

As explained in Section \[\text{IV}C\text{2}\], we further show visually that our metrics detect mode collapse in GANs. The GAN-MC has an exploration rate of 100% ($E = 1$), demonstrating that the single generated sample was not introduced in the training set. Without the prior knowledge that the model exhibits mode collapse, we can use the average $(F, R, C)$ values $(1.0, 1.0, 5.5e-6)$ to detect this behaviour. If perfect fidelity and rate are achieved, with a coverage near zero, we can conclude that the model has focused in too closely on one or a few unseen and valid bitstrings. In general, whenever $C \to 0$ we can safely identify the behaviour as mode collapse.

Then, we consider the $(F, R, C)$ values of the GAN+ and see that while the GAN+ is able to explore slightly more than the GAN, the $(F, R, C)$ values are very similar, namely $(0.243, 0.243, 0.001)$, showing that the optimization scheme with Optuna doesn’t bring a significant improvement for our specific GAN model in terms of generalization.

Lastly, we note that $F$ and $R$ are highly correlated for each trained model. This is the case only because in all of the models studied here the exploration $E$ is quite high ($E \approx 1$). In this limit, and given that $R = EF$, then we have $R \approx F$. It is important to note that there is no reason to expect a value of $E$ to be similar across all models, as it happened for the GAN and TNBM explored here.

2. Quality-Based Generalization

We evaluate our generative models’ ability to generate high quality samples using our quality-based approach and metrics. The models (TNBM and GAN) are evaluated across the two sample quality metrics described in Section \[\text{III}C\]. Minimum Value ($MV$) and Utility ($U$). Note that for calculating the $MV$, as discussed in Section \[\text{III}C\] five batches of $Q = 10^5$ queries were used. Hence, the total number of query retrievals used to compute this metric is $5 \times$ the number of query sets one would desire for gathering statistics (in our case, $15 \times 5 = 75$ query sets, but this can be adjusted according to the available sampling budget).

When averaged over the 15 independent query retrievals, both the TNBM and the GAN meet the conditions in Eq. \[11\] and in Eq. \[12\], as shown in Table I.

We see that our TNBM exhibits a lower $MV$ than our GAN, even though both beat the training set on average. Thus, our TNBM model shows slightly enhanced performance when searching for a minimum value of the cost function $C$, which is assumed to be the financial risk $\sigma(x)$ in the specific appli-
TABLE II. Quality-based generalization metrics for TNBM and GAN models. The first column shows values obtained by averaging over all 15 query retrievals for the TNBM’s sample quality performance, along with the associated relative percentage error. The second column displays the metrics’ values and relative percentage error for the GAN model. The last column displays the training threshold, defined as the $MV$ and $U$ computed for the samples in $D_{Train}$. We see that both the TNBM and the GAN meet the conditions in Eq. (11) and Eq. (12).

| Metric | TNBM         | GAN          | Threshold |
|--------|--------------|--------------|-----------|
| $MV$  | 0.1017 (0.01%) | 0.1024 (0.17%) | 0.1035    |
| $U$   | 0.1049 (0.017%) | 0.1048 (0.02%) | 0.1059    |

Hence, the GAN is able to generalize to similarly low risk portfolios as the TNBM, but fewer in number and less diverse than those of the TNBM. Our $(F, R, C)$ metrics support that this generalization diversity is one of the largest differences between our TNBM and our GAN. Therefore, our TNBM model achieves superior performance when looking to produce a large diversified batch of new low-risk valid portfolios. We note that it remains an open question as to why the TNBM’s performance is of such high quality. Investigating the nature of the model’s inductive bias remains an ongoing research effort and opens an interesting opportunity to understand the power of quantum and quantum-inspired model when compared to their classical counterparts.

Lastly, we calculate the number of unique portfolios each model is able to produce that have a lower associated risk than a critical cost in the training set $C'(x)$. When this critical value is equivalent to the sample with the lowest risk in the training set, our TNBM on average is able to beat our GAN with a 61:4 ratio. In other words, our TNBM model is able to generalize to 61 unique portfolios that have a lower risk than the lowest risk in the training set, while the GAN can only produce 4 (i.e., $\sim 15\times$). We introduce this condition in Eq. (13) on top of the other two metrics in order to have an additional layer to determine whether a model is suitable for generalization. Note that one could adjust this critical cost threshold $C'(x)$ to relax the restriction. For example, when $C'(x)$ is equivalent to the risk taken at cutoff of the lowest 5% of samples in the training set, the TNBM-to-GAN ratio becomes $6709:345$ on average (i.e., $\sim 19\times$).

While the model might meet the sample quality requirements Eq. (11) and Eq. (12), it might be poor at finding many samples with lower cost than $C'(x)$, which is not ideal when one is not only concerned with the global minimum, but also with generating a large quantity of low-cost samples. Our GAN works well under these requirements. On the other hand, our TNBM model shows good quality performance for generalizing to both valid and quality-based portfolios with high diversity and frequency.

SUMMARY AND OUTLOOK

Developing new approaches and frameworks to characterize the generalization capabilities of unsupervised generative models is still a present challenge in both the classical and quantum machine learning community [16, 34–37]. In this work, we contribute to this ongoing effort by first unifying nomenclature for discussing generalization in generative models, next introducing a novel quantitative framework with met-
metrics for identifying various generalization behaviours with discrete datasets, and, finally, demonstrating the robustness of our approach by evaluating and comparing the generalization capabilities of two well-known generative models: classical GANs and quantum-inspired TNBMs. We emphasize that to the best of our knowledge, this is the first work that quantitatively compares classical and quantum-inspired models for their generalization capabilities.

Conceptually, we define generalization in an unsupervised generative context as a model’s ability to produce queries that belong to the underlying data distribution $P(x)$, but exist outside of the training distribution $P_{\text{train}}(x)$. We identify a condition for generalization that a model must meet, known as pre-generalization, where the model is able to at least generate samples that are outside the support of $P_{\text{train}}(x)$.

Furthermore, we introduce a framework for evaluating validity-based generalization along with three novel metrics, namely: fidelity $F$, rate $R$, and coverage $C$. Respectively, these metrics provide a 3D evaluation regarding a model’s ability to effectively and efficiently generate, and fully retrieve out-of-training samples that belong to the support of $P(x)$. We highlight that our metrics offer a more concrete picture of a model’s generalization capabilities than that of metrics that do not intentionally reward generalization. We provide further discussion in Appendix A on various evaluation schemes, where most evaluate sample quality and diversity rather than novelty. In contrast, our metrics focus on the quality, diversity, and usefulness of novel samples, narrowing the scope to assessing a model’s generalization capabilities.

Lastly, we introduce sample quality metrics to evaluate quality-based generalization, namely Minimum Value ($MV$) and Utility ($U$). These metrics provide insight into how well a model can generalize to samples that have associated low cost values (i.e., high quality) for a particular objective function of interest. We demonstrate both our validity-based and quality-based framework on a discrete dataset, associated with a prominent application in finance: cardinality constrained portfolio optimization [20][21].

After defining our approach, we outline the experiments we performed to demonstrate the robustness of our metrics, and show their ability to spot pitfalls in training, as well as to evaluate and compare models. We see that the relative error of our metrics is consistently small, thus suggesting that our metrics show significant robustness when computed on different sets of queries.

Further enhancing the validity of our approach, we show that our metrics can detect trainability and expressibility issues in TNBM and GAN models. Through varying the bond dimension $\alpha$ of the MPS, we are able to see how the hyperparameters affecting the model’s expressibility impact the model’s ability to generalize. We ultimately see that our metrics can detect trainability issues as we increase the model’s expressibility. Additionally, we see that it is possible to use our metrics to detect trainability issues in GANs, such as mode collapse.

Finally, we demonstrate an evaluation and comparison of our TNBM and GAN models using our metrics. We see that the TNBM is a clear winner with $(F, R, C)$ values approaching the ideal value of 1.0. Our quality-based metrics are able to detect that, while both our GAN and TNBM are able to generalize to better quality portfolios than those in the training set, the GAN generates fewer in number with less diversity than those of the TNBM. We see that a lack of diversity in the generated samples is one of the major drawbacks of our GAN model, and that our TNBM model excels in this generative task.

We would like to emphasize that we do not aim to make claims about TNBMs outperforming GANs in absolute terms, as we only considered specific realizations of both models. Instead, these results support and highlight the robustness of our generalization approach, that we hope will be used to move towards more rigorous statements about the performance of different generative models, thus setting an appropriate framework to investigate practical quantum advantage.

In future work, we are looking to use this approach to evaluate and compare the generalization capabilities of alternative models. We see the value in further optimizing the hyperparameters of the GAN architecture, and potentially consider different types of networks such as recurrent neural networks (RNNs) and Variational Autoencoders (VAEs), to push their generalization capabilities. As our framework is tailored towards discrete datasets, we are looking to use this approach in the near future on hybrid and fully quantum generative architectures as well. Previously, it has been a challenge to develop frameworks that can detect generalization in quantum circuits as we are capped with training small-depth circuits [62]. With new meta-learning techniques [63][65] among other pre-training and initialization strategies, one may be able to train larger quantum circuits and use our approach to evaluate generalization. Additionally, demonstrating generalization capabilities on real quantum hardware would open up interesting questions as to how noise may impact the generalization capabilities of the quantum circuit models. Lastly, we can look into further applications where generalization can be assessed and might deliver value.

In summary, besides opening the possibility to quantitatively evaluate the generalization capabilities of generative models, one of the most prominent contributions of this work is the possibility to use this framework to unambiguously define and demonstrate practical quantum advantage in this domain. Generalization is the gold standard for measuring the quality of an ML model. With generative modeling having an edge over supervised ML models in the race for quantum advantage [3], we hope this work opens the possibility to start this race on a solid ground, and on datasets with commercial relevance [48]. As shown here, training GANs and other state-of-the-art classical generative models can be challenging to the point that we report a superior performance from the quantum-inspired generative models used here. Although we expect potentially better results from other classical proposals, there is room as well to improve the quantum-inspired versions explored here. There are also exciting possibilities expected from purely quantum generative models such as Quantum Circuit Born Machines [4], as we will be exploring in future work. We hope this work incites both quantum and classical ML experts to use this framework to enhance the performance and design of their models, in this now quantitative...
race towards demonstrating practical quantum advantage in generative modeling.
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Appendix A: Related Works

Generative models are powerful and widespread algorithms, but the evaluation of their performance is an open challenge. A huge variety of metrics have been proposed to evaluate generative models: all the methods attempt to quantify the mismatch between the training and the generated distribution, even though they leverage different approaches. In the following, we give a brief overview of the main strategies, pointing to [33, 34] for a thorough review.

A common approach to evaluate generative models uses statistical divergences, such as the Kullback-Leibler divergence and the Wasserstein distance. Unfortunately, the sample complexity of such quantities scales poorly with the dimensionality of the distribution under examination, proving them inadequate in high-dimensional spaces. To overcome this limitation, alternative evaluation metrics with polynomial sample complexity have been proposed, such as Inception Score (IS) [39], Frechet Inception Distance (FID) [40] and Kernel Inception Distance (KID) [66]. Utilizing neural networks to estimate statistical divergences is another available strategy [67].

The main limitation affecting divergence-based metrics lies in that a single number summary is used to score a model, thus being unable to distinguish its different modes of failure. In light of this consideration, [35] introduced precision and recall as metrics to evaluate generative models, hence proposing a 2D evaluation to disentangle the various scenarios that can arise after training. Follow-up contributions have attempted to extend this idea from discrete to arbitrary probability distributions [41], and to improve precision and recall definitions and computation [36, 37].

This plethora of methods suggests how challenging it is to evaluate generative models. Evaluate the evaluation metrics themselves is an even more complicated task, despite the paramount importance of choosing the right metric for drawing the right conclusions [51]. [68] addresses such a problem, identifying few necessary conditions that a metric should satisfy in order to qualify as a good performance estimator.

One of these conditions is the ability of a metric to detect overfitting. As highlighted by [69], overfitting is basically equivalent to memorization, i.e. anti-generalization, and it’s not always well defined, despite its importance. While being well established in the context of image classification, notions of generalization are less standardized for generative models. Initial studies on this topic in the context of generative models can be found in [38, 67]. Nonetheless, none of the above metrics is specifically tailored to assessing generalization capabilities, or, in other words, to detect overfitting upon occurrence [70]. So far, very few contributions have been proposed to address the interesting problem of studying and quantifying generalization for generative models. Our work aims at filling this gap: we propose a well-defined approach to generalization, deepening insights gathered from [27], and adequate metrics to quantify such capability, following up on the authenticity metric proposed in [16].

[27] proposed a strategy to analyze generalization in generative models, which consists in probing the input-output behaviour of generative models by projecting data onto carefully chosen low dimension feature spaces. By comparing the training and the generated distribution in these spaces, it is possible to assess whether a model can generate out-of-training samples. However, this contribution focuses only on spotting unseen (i.e., non-memorized) samples, without questioning whether these new samples are meaningful data for the task being solved, or useless noise. [71] hints at this limitation, referring to some of the results in [27] as anomalous generalization behaviour, where the generated distribution differs significantly from the training distribution. The approach we propose in this work takes off from these two contributions. It goes deeper into the formal definition of generalization, identifying different regimes that allow us to assess if a generative model can generate samples that are new high quality solutions of the problem at hand. Our approach is able to discriminate between anomalous generalization and generalization to valid and good samples. Inspired by the numerosity feature map proposed in [27], we focus our work on discrete probability distributions. This choice allows us to avoid the introduction of complicated embeddings, which are instead required for most of the evaluation metrics proposed so far.

In addition to defining the approach, we introduce several quantifiable measures of the generalization concepts we formalize. [16]’s proposal of the authenticity metric to identify data-copied samples paved the way for our generalization metrics. We share their starting point that precision and recall are independent of generalization capabilities, as the latter is not properly assessed by the former. Additionally, we share their point on the importance of the novelty feature of
the samples generated by a model. The metrics we propose, though, go beyond the authenticity metric in that they aim at equipping the "novelty space" with estimators that quantify important features, i.e. fidelity, rate and coverage of such an unseen space. The focus of our evaluation metrics revolve around the out-of-training generated samples, disregarding the known data.

To better contextualize our metrics with respect to previous works, we highlight that we share the starting point of [35], hence we propose multiple generalization metrics to disentangle different features and modes of failure. Additionally, our metrics satisfy the conditions expressed in [68]: they are able to detect overfitting and mode collapse. The generalization metrics proposed in this work aim at starting a new thread in evaluating generative models, focused on assessing if they are able to generate new valid and valuable data. We anticipate our metrics to be used along with other evaluation metrics that monitor other desired features of the model, to provide a comprehensive assessment of these powerful data generators.

Appendix B: Training Details

Here, we provide additional details on the training process for both the quantum-inspired and the classical model. The TNBM, whose underlying architecture is an MPS, is trained with a DMRG approach [10] with the negative log-likelihood cost function Eq. (16), and the optimization is performed via Stochastic Gradient Descent with learning rate \( \eta = 1 \times 10^{-2} \). The number of parameters for the worst case in the TNBM is 1864 for our specific model of \( \alpha = 7 \). As the bond dimensions for each site are adjusted throughout training, we see that the TNBM does not reach the worse case, and instead has a total number of 1152 parameters. The total number of parameters can be calculated by summing over the squared bond dimensions at each site, and multiplying by a factor of 2.

In Figure 9 we show the training curves for TNBM with several values of the bond dimension \( \alpha \), reporting the KL divergence at each training epoch, that complete the data presented in Section V C 1. Once more, we stress that we can detect trainability issues with our metrics that are confirmed by the learning curves trends. However, if we consider models that are successfully trained, we expect that our metrics should be able to detect the overfitting and underfitting regime when varying the hyperparameters (e.g. the bond dimension \( \alpha \) which controls the TNBM expressivity).

In the case of the GAN, the architecture is set to be a feed-forward neural network with linear layers. The generator uses a Gaussian prior, ReLU activation function in the hidden layers and sigmoid cost function in the output layer. The discriminator uses Leaky ReLU activation function in all layers, along with a dropout operation before the final layer. The optimization is performed via the Adam algorithm [72]. The values of the hyperparameters are shown in Table III. The number of total parameters in the GAN is the sum of the parameters in the discriminator and the generator. For our specific architecture, the number of parameters is computed in each layer for the discriminator and generator, respectively. For our GAN with 1 hidden layer, we have a total of 4181 parameters.

| Hyperparameter   | GAN  | GAN-MC | GAN+ |
|------------------|------|--------|------|
| Prior Size       | 20   | 8      | 12   |
| Hidden Size (G)  | 20   | 6      | 6    |
| Number of Layers (G) | 1   | 4      | 1    |
| Learning Rate (G) | 0.02 | 0.051  | 0.001 |
| Hidden Size (D)  | 20   | 9      | 9    |
| Number of Layers (D) | 1   | 3      | 1    |
| Learning Rate (D) | 0.02 | 0.008  | 0.006 |
| Negative Slope (D) | 0.02 | 0.007  | 0.010 |
| Dropout (D)      | 10\(^{-5}\) | 0.024  | 0.107 |
| Batch Size       | 50   | 71     | 56   |

TABLE III. GAN hyperparameter values. The values labelled with \( G(D) \) refer to the generator(discriminator). Hidden Size indicates the number of nodes in each hidden layer within \( G \) and \( D \), approximated to the same significant digit.

Appendix C: Metrics and Model Behaviours

We provide a short guide to what one could expect to see in our metric values \( E \) and \( F,R,C \) when a model exhibits various training behaviours. This ‘cheat sheet’ can be used to quickly check whether the model is perfectly overfitting/memorizing, perfectly generalizing, exhibiting mode collapse in different nuances, or generating too many novel but noisy samples (i.e., anomalous generalization).
Table IV. Metrics’ values across various model behaviours. The table displays the $E$ and $(F, R, C)$ values one obtains across different model behaviours such as perfect generalization, perfect memorization/overfitting, generating predominantly noise referred to as anomalous pre-generalization, and mode collapsing (MC) on various bitstring types. We see that $F$ will be null in the cases where the number of unseen generated samples is zero. Additionally, we provide an extra check allowing to distinguish between cases in which the generalization metrics yield the same results.

Appendix D: Random sampling as metrics’ baseline

To better characterize the performance of the generative models under examination, we compare their generalization capabilities to a simple baseline: we sample randomly from the search space $U$, thus collecting queries to compute the validity metrics, and we compare the results to the ones associated to the TNBM and the GAN. The metrics’ values are summarized in Table V, as expected, both generative models perform better than random sampling, which suggests that during the training process the models were indeed able to learn successfully, despite having different degrees of success. However, the coverage metric in the case of random sampling seems to be higher than the GAN, and this trend persists even considering different numbers of queries $Q$. What motivates this behaviour is the fact that the GAN suffers from mode collapse: its limited diversity impacts the coverage values, whereas the performance of random sampling is favoured by its higher diversity capabilities. However, Figure 10 shows that the GAN (Figure 10a) is able to generate more samples in the valid space or its vicinity than the random sampler (Figure 10b), thus explaining the higher fidelity of the former as opposed to the latter.

Table V. Pre-generalization and validity-based generalization metrics. We display the average exploration $E$ and the average $(F, R, C)$ values for each best model run with an average and the associated relative percentage error across 15 query batches. Both the TNBM and the GAN achieve better performance than the random sampler for all the different metrics, except for the GAN coverage as pointed out in the main text.
Appendix E: Metrics’ Trends

To further demonstrate the power and stability of our metrics, we provide additional details regarding how they scale as we vary the number of queries $Q$ generated from the trained model. Specifically, in Figures 11-14, we plot the values of the validity-based and quality-based generalization metrics and show that most of them do not change with the number of queries - except for coverage, as already shown in Figure 4, and for the minimum value that is displayed in Figure 13. The validity-based trend plots display the constant behaviour of the metrics for both TNBM and GAN as $Q$ increases, along with a dashed black line indicating the ideal metrics value of 1. The quality-based trend plots display the constant behaviour of the utility metric for both TNBM and GAN as $Q$ increases, and a decreasing behaviour for the minimum value as $Q$ increases. The latter is the expected trend: with more queries one has a higher probability of reaching a sample with a lower cost value. For both of these plots, we include a dashed black line indicating the training threshold. This data supports our claim that while our metrics are sample-based, most of them are not dependent on the number of queries.

![Fidelity trends for increasing number of queries.](image)

**FIG. 11.** Fidelity trends for increasing number of queries. The plot displays the constant behaviour of the fidelity $F$ for both TNBM (pink) and GAN (green) as we increase the number of queries $Q$ retrieved from the trained models. The dashed black line shows the ideal metric value of 1. In both models, the fidelity is independent of the number of generated queries.

![Rate trends for increasing number of queries.](image)

**FIG. 12.** Rate trends for increasing number of queries. The plot displays the constant behaviour of the rate $R$ for both TNBM (pink) and GAN (green) as we increase the number of queries $Q$ retrieved from the trained models. The dashed black line shows the ideal metric value of 1. In both models, the $R$ is independent of the number of generated queries.

![Utility trends for increasing number of queries.](image)

**FIG. 14.** Utility trends for increasing number of queries. The plot displays the constant behaviour of the utility $U$ for both TNBM (pink) and GAN (green) as we increase the number of queries $Q$ retrieved from the trained models. The dashed black line shows the threshold value of the training set $\mathcal{U}$. Both the GAN and TNBM remain under the threshold, independent of the number of queries.

We further propose an investigation on the stability of our approach across various training datasets $\mathcal{D}_{\text{Train}}$. Since a training dataset contains a subset of samples of size $T$ drawn from the solution space $\mathcal{S}$, it is possible to build different datasets from the same problem instance by randomizing this samples-drawing procedure.

We present the raw data of each of our metrics obtained using 10 distinct datasets built from the same fixed problem...
instance. Thus, all the datasets share the same asset universe, cardinality, and seen portion $\epsilon$ as stated in Section V A and they simply differ for the training bitstrings that get sampled from $P(x)$. Tables VI and VII show the results we obtained for the different pre-generalization condition, validity-based and value-based generalization metrics across the 10 different datasets, where each line corresponds to one dataset. We see that the TNBM beats the GAN for all $(F, R, C)$ values. The relative percentage errors across the datasets for $(F, R, C)$ values are smaller for the TNBM: (0.5%, 0.5%, 0.5%) than the GAN: (13%, 13%, 30%), demonstrating that the TNBM produces more stable results across datasets. However, both standard deviations are small enough to show that our metrics produce similar results across various training data.

For the quality-based metrics, we see that the $MV$ for the TNBM is always either equal or less than that of the GAN. However, for $U$, the TNBM and the GAN trade-off in being the winner. This is not a surprise, as in Table II the TNBM and the GAN produced very similar values for the utility. The same argument from Section V D holds such that both the TNBM and GAN are able to generate low cost samples. Simply, the TNBM contains more diversified high quality samples, which is not captured by the metric $U$.

FIG. 13 Minimum Value ($MV$) trends for increasing number of queries. The plot displays the decreasing behaviour of the $MV$ metric for both TNBM (pink) and GAN (green) as we increase the number of queries $Q$ retrieved from the trained models. The dashed black line shows the minimum value of the training set $MV$. Note that both models not only produce unseen valid samples, but also samples with better quality than those in the training set. As we increase $Q$, both models are more likely to produce a query with a lower cost value, even if the GAN requires more samples than the TNBM to dip under the threshold.

TABLE VI. TNBM pre-generalization and validity-based generalization metrics’ values across multiple training datasets from the same problem instance. We see that the metrics have similar values across the 10 datasets under examination with relative percentage errors (0.5%, 0.5%, 0.5%) for $(F, R, C)$ values respectively. Thus, our metrics produce similar values across multiple training datasets, demonstrating that they are independent of the portion of training samples selected from the valid space.

| $E$ | $F$ | $R$ | $C$ |
|-----|-----|-----|-----|
| 0.989 | 0.982 | 0.971 | 0.405 |
| 0.989 | 0.978 | 0.968 | 0.406 |
| 0.989 | 0.971 | 0.961 | 0.401 |
| 0.989 | 0.984 | 0.973 | 0.407 |
| 0.989 | 0.983 | 0.973 | 0.406 |
| 0.989 | 0.985 | 0.975 | 0.407 |
| 0.989 | 0.978 | 0.967 | 0.405 |
| 0.989 | 0.977 | 0.967 | 0.404 |
| 0.989 | 0.987 | 0.977 | 0.406 |
| 0.989 | 0.987 | 0.977 | 0.409 |

TABLE IX. GAN quality-based metrics’ values across various training datasets from the same problem instance. The second and last columns display the values for the training set, defined as the $U$ and the $MV$ computed for the samples in $D_{Train}$. We see that the GAN’s $U$ is always less than the training threshold; however, this is not always true for $MV$, as the GAN has a lower $MV$ value only 70% of the time.

An additional analysis on the stability of the different generative models would be the investigation of their generalization capabilities across different problem instances, especially the ones characterized by larger asset universes, e.g. $N = 500$ (which would correspond to all the assets in the S&P500 index). We highlight here that our approach is not limited to the relatively small universe size considered in this work, i.e. $N = 20$, that was chosen to allow for a practically feasible comparison with quantum generative models in the near term.
Appendix F: Supplementary Figures

We include supplementary figures to further demonstrate some of our results. Specifically, in Figure 15, we provide 2D visualizations of the data distribution (Figure 15a), the training distribution (Figure 15b), and the output distributions of the trained TNBM (Figure 15c) and GAN (Figure 15d) for a $N = 20$, $k = 10$ problem instance. In the 2D image, every pixel is associated to one of the $2^N$ bitstrings in the search space $U$, and its color encodes the associated probability value. We can see that the bi-dimensional representation of the data distribution displays a non-trivial pattern defined by the solution space $S$. Remarkably, provided the small amount of samples that do not demonstrate a very clear pattern in the training distribution, the TNBM and GAN are able to learn the unknown correlations: in particular, the TNBM is able to almost perfectly infer the patterns in the data distribution from very little information.

In Figure 16, we provide a visualization of the GAN quality-based generalization metrics in analogy to Figure 8. By comparing the two plots, we can see that both models reach the low-risk section of the spectrum, but the TNBM samples exhibit more diversity than the GAN ones.

In Figure 17 we display a comparison of the training stability of TNBM and all the three GANs considered in this work, showing how good each of the model is in capturing the correct cardinality pattern encoded in the dataset. We can detect the higher instability affecting GAN models, as opposed to the MPS performance, which appears remarkable. We highlight that even if the TNBM produces only queries with a given cardinality, similar to the GAN-MC histograms, the quantum-inspired model is not exhibiting mode collapse onto an unseen and valid bitstring, as the coverage is not negligible as in the GAN-MC case (see Table I).

| $E$ | $F$ | $R$ | $C$ |
|-----|-----|-----|-----|
| 0.999 | 0.249 | 0.249 | 0.0062 |
| 0.996 | 0.236 | 0.235 | 0.0062 |
| 0.996 | 0.309 | 0.307 | 0.0063 |
| 0.998 | 0.233 | 0.233 | 0.0042 |
| 0.995 | 0.181 | 0.179 | 0.0049 |
| 0.999 | 0.232 | 0.232 | 0.0061 |
| 0.997 | 0.274 | 0.274 | 0.0110 |
| 0.997 | 0.276 | 0.275 | 0.0071 |
| 0.999 | 0.239 | 0.239 | 0.0066 |
| 0.994 | 0.251 | 0.249 | 0.0077 |

**TABLE VII.** GAN pre-generalization and validity-based generalization metrics' values across multiple training datasets from the same problem instance. We see that the metrics have similar values across the 10 datasets under examination with mean standard deviations (13%, 13%, 30%) for $(F, R, C)$ values respectively. Despite not being nearly as stable as the TNBM, we see that our metrics produce similar values across multiple training datasets, demonstrating that they independent of the portion of training samples selected from the valid space.

| $U$ | $U_T$ | $MV$ | $MV_T$ |
|-----|-------|------|--------|
| 0.1049 | 0.1064 | 0.1017 | 0.1018 |
| 0.1049 | 0.1065 | 0.1017 | 0.1034 |
| 0.1048 | 0.1067 | 0.1017 | 0.1018 |
| 0.1049 | 0.1064 | 0.1017 | 0.1031 |
| 0.1047 | 0.1062 | 0.1017 | 0.1033 |
| 0.1049 | 0.1065 | 0.1017 | 0.1027 |
| 0.1051 | 0.1068 | 0.1017 | 0.1036 |
| 0.1049 | 0.1065 | 0.1017 | 0.1029 |
| 0.1048 | 0.1064 | 0.1017 | 0.1039 |
| 0.1049 | 0.1062 | 0.1017 | 0.1021 |

**TABLE VIII.** TNBM quality-based metrics' values across various training datasets from the same problem instance. The second and last columns display the values for the training set, defined as the $U$ and $MV$ computed for the samples in $D_{train}$. We see that the TNBM’s $U$ and $MV$ is always less than the training threshold. Additionally, the same low $MV$ value that exists in the fixed problem universe is generated independent of the training set.

We include supplementary figures to further demonstrate some of our results. Specifically, in Figure 15, we provide 2D visualizations of the data distribution (Figure 15a), the training distribution (Figure 15b), and the output distributions of the trained TNBM (Figure 15c) and GAN (Figure 15d) for a $N = 20$, $k = 10$ problem instance. In the 2D image, every pixel is associated to one of the $2^N$ bitstrings in the search space $U$, and its color encodes the associated probability value. We can see that the bi-dimensional representation of the data distribution displays a non-trivial pattern defined by the solution space $S$. Remarkably, provided the small amount of samples that do not demonstrate a very clear pattern in the training distribution, the TNBM and GAN are able to learn the unknown correlations: in particular, the TNBM is able to almost perfectly infer the patterns in the data distribution from very little information.

In Figure 16, we provide a visualization of the GAN quality-based generalization metrics in analogy to Figure 8. By comparing the two plots, we can see that both models reach the low-risk section of the spectrum, but the TNBM samples exhibit more diversity than the GAN ones.

In Figure 17 we display a comparison of the training stability of TNBM and all the three GANs considered in this work, showing how good each of the model is in capturing the correct cardinality pattern encoded in the dataset. We can detect the higher instability affecting GAN models, as opposed to the MPS performance, which appears remarkable. We highlight that even if the TNBM produces only queries with a given cardinality, similar to the GAN-MC histograms, the quantum-inspired model is not exhibiting mode collapse onto an unseen and valid bitstring, as the coverage is not negligible as in the GAN-MC case (see Table I).
Figure 15a shows the 2D visualization of the exact data distribution defined by the solution space $\mathcal{S}$, where we see that a specific pattern emerges from the cardinality. In Figure 15b, we display the 2D visualization for the training distribution, where the same distribution was given to both the TNBM and the GAN models. As shown in Figure 15c, it is very remarkable that with this very limited number of training patterns provided to each model, the TNBM is able to generate the pattern from the data distribution almost exactly (as reflected in the metric values too). On the contrary, in Figure 15d we see that while the GAN is able to learn portions of the pattern, it struggles to reproduce this data distribution.
FIG. 16. Visualization of quality-based metrics for GAN-generated queries. The plot displays the number of portfolio counts associated to given risk values. The green spikes represent valid GAN queries, whereas the gray spikes represent the samples from the training set. Note that for calculating our metrics, we used $Q = 10^5$ queries, but the training distribution only contains 1,848 samples, hence the need for normalizing the histograms. Similar to the TNBM, the model distribution learns the low-risk bias encoded in the training set, and generates more values of low risk. However, unlike the TNBM, the model frequency counts per query are higher, and the sample diversity is quite low. The queries have a lower utility (green dashed) than the training set (black dashed), thus meeting the condition in Eq. (12). Ultimately, no matter the query count, we see that the GAN can reach low risk queries, but simply has less diversity among them in contrast to the TNBM.
FIG. 17. **Cardinality distributions of queries generated by multiple models during independent trainings.** We represent cardinality histograms obtained when taking $Q = 10^5$ queries from three independently trained instances of each model family (TNBM, GAN, GAN-MC, GAN+). Each plot displays the cardinality distribution of the retrieved queries, along with the desired cardinality $k = 10$. We can see that the three TNBM models generate queries that always learn accurately the cardinality constraint, whereas the GAN models show less training stability, which is known to be one of the issues affecting this class of classical generative models. Specifically, for GAN and GAN+ we see that while each model always produces at least some valid queries, the centers and tails of the distributions vary greatly for each instance. For GAN-MC, distinct trainings collapse onto different cardinalities, implying that the model is not always guaranteed to generate valid queries.