Topp-Leone Odd Fréchet Generated Family of Distributions with Applications to COVID-19 Data Sets
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Abstract: Recent studies have pointed out the potential of the odd Fréchet family (or class) of continuous distributions in fitting data of all kinds. In this article, we propose an extension of this family through the so-called “Topp-Leone strategy”, aiming to improve its overall flexibility by adding a shape parameter. The main objective is to offer original distributions with modifiable properties, from which adaptive and pliant statistical models can be derived. For the new family, these aspects are illustrated by the means of comprehensive mathematical and numerical results. In particular, we emphasize a special distribution with three parameters based on the exponential distribution. The related model is shown to be skillful to the fitting of various lifetime data, more or less heterogeneous. Among all the possible applications, we consider two data sets of current interest, linked to the COVID-19 pandemic. They concern daily cases confirmed and recovered in Pakistan from March 24 to April 28, 2020. As a result of our analyzes, the proposed model has the best fitting results in comparison to serious challengers, including the former odd Fréchet model.
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1 Introduction

The ability of a statistical model to fit data depends on the flexibility of some characteristics of the related probability distribution (overall asymmetry, pliancy of the modes, heaviness of the tails...). In order to draw solid conclusions from a data analysis, efficient models are required. This motivated the development of versatile probability distributions based on various mathematical techniques. A myriad of families (or classes) of continuous probability distributions has been proposed in this regard. A complete overview on this subject can be found in [1]. Recent developments include families based on a cumulative distribution function (CDF) having the following exponential form:
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where

- $T(y; \Pi)$ is a function defined on $(0,1)$ which extends or modifies the following “odd transformation”: $\text{odd}(y) = y/(1-y)$ such that: (i) it is increasing with respect to $y$, (ii) $\lim_{y\to 0} T(y; \Pi) = +\infty$ and (iii) $\lim_{y\to 1} T(y; \Pi) = 0$,
- $\Pi$ represents a possible set (or vector) of parameters,
- $G(x; \Omega)$ denotes a CDF of a parent continuous distribution, with $\Omega$ as possible set of parameters.

As examples, by taking $T(y; \theta) = [\text{odd}(y)]^{-\theta}$ with $\theta > 0$, the CDF in Eq. (1) characterizes the odd Fréchet-generated (OFr-G) family developed by [2], by taking $T(y; \lambda, \gamma) = \lambda [\text{odd}(y)]^{-\lambda} (1 + \gamma y)$ with $\lambda > 0$ and $\gamma \geq -1$, the CDF in Eq. (1) refers to the generalized odd inverted exponential-generated (GOIE-G) family by [3], by taking $T(y; \alpha) = [\text{odd}(y^\alpha)]^{-1}$ with $\alpha > 0$, the CDF in Eq. (1) characterizes the type I general exponential-generated (TIGE-G) family introduced by [4], and by taking $T(y; \alpha, \theta) = [\text{odd}(y^\theta)]^{-\alpha}$ with $\alpha > 0$ and $\theta > 0$, the CDF in Eq. (1) characterizes the extended odd Fréchet-generated (EOfr-G) family introduced by [5]. With a less direct use of the odd transformation in the definition of $T(y; \Pi)$, we may also refer to the Type II general inverse exponential-generated (TIIGIE-G) family by [6] and the Fréchet Topp-Leone-generated (FTL-G) family by [7].

With appropriate choices for the parent distributions, these “post year 2018” families offer distributions enjoying versatile shapes (symmetric, left and right skewed...), kurtosis (lepto or meso or platy-kurtic) and tails (light or heavy tails...). Thanks to the tractable exponential expression in Eq. (1), most of them are of relative simplicity in their definitions, as well as their mathematical and statistical treatments. Hence, it is reasonable to investigate some simple extensions of them, maintaining the fragile balance between the overall gain and complexity. As an immediate idea, such simple extensions can be based on a proper transformation of the CDF in Eq. (1). We can think of simple transformations involving new parameters aimed at improving certain adjustment functionalities or at making the choice of parent distribution less delicate, opening up new modeling perspectives.

In this study, we introduce a simple extension of the OFr-G family as pioneered by [2], i.e., defined by the CDF given as $F(x; \theta, \Omega) = \exp\left\{ -[\text{odd}(G(x; \Omega))]^{-\theta} \right\}$, $x \in \mathbb{R}$. Our extension is based on the so-called “Topp-Leone strategy”. This strategy consists in transforming $F(x; \theta, \Omega)$ by composition of the CDF of the Topp-Leone distribution specified by $F(x; \alpha) = [1 - (1-x)^2]^{\alpha} = x^\alpha (2-x)^\alpha$, $x \in (0,1)$, with $\alpha > 0$. This yields the CDF expressed by

$$F(x; \alpha, \theta, \Omega) = \exp\left\{ -x[\text{odd}(G(x; \Omega))]^{-\theta} \right\} \left[ 2 - \exp\left\{ -[\text{odd}(G(x; \Omega))]^{-\theta} \right\} \right]^\alpha, \quad x \in \mathbb{R}. \quad (2)$$

The name of the related family is chosen as “Topp-Leone odd Fréchet-generated (TLOFr-G) family”. The basic idea of the Topp-Leone strategy is to flexibilize a given CDF by introducing a shape parameter $\alpha$, while keeping the following uniform ordering: $2^\alpha x^\alpha \geq F(x; \alpha) \geq x^\alpha$, $x \in (0,1)$. Thus, it provides a simple one-parameter transformation alternative to the one proposed by the power transformation. Another motivation also comes from its numerous successes in the existing literature highlighting the importance of the parameter $\alpha$ for improving the fitting capabilities of standard models. In this regards, we can evoke the Topp-Leone-generated (TL-G) family pioneered by [8], power Topp-Leone-generated (PTL-G) family by [9] and new power Topp-Leone-generated (NPTL-G) by [10]. The Topp-Leone strategy is also used in a less direct way to construct the generalized Topp-Leone-generated (GTL-G) family by [11], type II Topp-Leone-generated (TIITL-G) family by [12], type II generalized Topp-Leone-generated (TIIGTL-G) family by [13], and type II power Topp-Leone-generated (TIIPTL-G) family by [14].
However, to our knowledge, the use of this strategy remains new in the context of the OFr-G family, and the potential for new applications motivates this study. In this perspective, the main probabilistic and statistical characteristics of the TLOFr-G family are described, with an emphasis on the modeling framework. We provide diverse theoretical, graphical and numerical evidence on the importance of the new parameter $\alpha$ in these regards. For the applied side, a special focus is put on a specific TLOFr-G model, constructed with the exponential distribution as parent. It is selected for its simplicity and its overall elasticity allowing the fitting of positive left-skewed data of various kinds. In our study, as a modern contribution, we illustrate this aspect by considering two different right-skewed data sets coming from observations of the COVID-19 pandemic in Pakistan. Quite favorable results are obtained; the new model reveals to have a better fit power than five competitive models of the literature. In particular, it is better than the OFr-G model defined with the same parent model, emphasizing the advantage of using the Topp-Leone strategy. This validates the use of the considered TLOFr-G model for further analysis of the COVID-19 pandemic in other countries, among other applications of interest.

The following sections composed the rest of the study. Section 2 is devoted to the prime definition of the new family. Some mathematical facts are derived in Section 3. Inference on the model is discussed in Section 4. Applications to the COVID-19 data sets are developed in Section 5. Section 6 concludes the paper with some remarks.

2 Functions of the TLOFr-G Family

A first approach of the TLOFr-G family is possible by defining some functions, which is the aim of this section.

2.1 Main Probability Functions

As described in the introduction, the TLOFr-G family is defined by the CDF in Eq. (2). In expanded form, one can also expressed as

$$
F(x; \alpha, \theta, \Omega) = \exp\left(-\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right) \left[ 2 - \exp\left(-\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right) \right]^\frac{1}{\theta}, \quad x \in \mathbb{R}.
$$

(3)

Here, $\alpha$ and $\theta$ are both positive shape parameters. We recall that $G(x; \Omega)$ represents a CDF of a parent continuous distribution, with $\Omega$ as possible set of parameters. A random variable $X$ having this CDF will be denoted by $X \sim \text{TLOFr-G}$.

As secondary essential function, the probability density function (PDF) follows by differentiation of $F(x; \alpha, \theta, \Omega)$ with respect to $x$; it is given as

$$
f(x; \alpha, \theta, \Omega) = 2\alpha \theta g(x; \Omega) \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta-1} \exp\left(-\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right) \times

\left[ 1 - \exp\left(-\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right) \right] \left[ 2 - \exp\left(-\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right) \right]^{\frac{1}{\theta}-1}, \quad x \in \mathbb{R},
$$

(4)

where $g(x; \Omega)$ denotes the PDF corresponding to the parent CDF $G(x; \Omega)$. Note that the power parameter $\alpha - 1$ is negative if $\alpha \in (0,1)$, but without technical problem in the definition; this case is allowed in all the study. From the PDF $f(x; \alpha, \theta, \Omega)$, the TLOFr-G family is characterized by the following property: for $X \sim \text{TLOFr-G}$ and any set $S \subseteq \mathbb{R}$, the probability that $X$ belongs to $S$ is
\[ P(X \in S) = \int_{s} f(x, \alpha, \theta, \Omega)dx \]

In particular, one has \( F(x; \alpha, \theta, \Omega) = P(X \in (-\infty, x]) \).

2.2 Hazard and Reliability Functions

We now express some hazard and reliability functions which are involved in many concepts in probability and statistics. The overall theory and general definitions can be found in [15]. The survival function and hazard rate function (HRF) of the TLOFr-G family are given by

\[
S(x; \alpha, \theta, \Omega) = 1 - \exp\left\{ -\alpha \left[ 1 - \frac{G(x; \Omega)}{G(x; \Omega)} \right] \right\} \left[ 2 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] x, \quad x \in \mathbb{R}
\]

and

\[
h(x; \alpha, \theta, \Omega) = 2\alpha \left[ \frac{x}{G(x; \Omega)} \right] \left[ 1 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] \times
\]

\[
\left[ 1 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right]^{-1} \left[ 2 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] \left[ 2 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] x, \quad x \in \mathbb{R},
\]

respectively. Also, the reversed hazard rate and cumulative hazard rate functions of the TLOFr-G family are given by

\[
r(x; \alpha, \theta, \Omega) = 2\alpha \left[ \frac{G(x; \Omega)}{G(x; \Omega)} \right] \left[ 1 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] \times
\]

\[
\left[ 2 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right]^{-1}, \quad x \in \mathbb{R}
\]

and

\[
H(x; \alpha, \theta, \Omega) = -\log \left( 1 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \left[ 2 - \exp\left\{ -\alpha \left[ 1 - \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right] \right\} \right] \right), \quad x \in \mathbb{R},
\]

respectively.

2.3 The TLOFr-Ex Distribution

The TLOFr-G family contains an arsenal of new flexible continuous distributions. Here, we emphasize on the one based on the exponential distribution with parameter \( \lambda \) as parent, naturally called “TLOFr-Ex distribution”. Thus, by taking \( G(x; \lambda) = 1 - e^{-\lambda x} \), \( \lambda > 0 \), and \( G(x; \lambda) = 0 \), \( x \leq 0 \), and \( g(x; \lambda) = \lambda e^{-\lambda x} x > 0 \), and \( g(x; \lambda) = 0 \), \( x \leq 0 \), the TLOFr-Ex distribution is defined by the following CDF:
\[ F(x; \alpha, \theta, \lambda) = \exp \left\{ -x(e^{\lambda x} - 1)^{-\theta} \right\} \left[ 2 - \exp \left\{ -(e^{\lambda x} - 1)^{-\theta} \right\} \right]^x, \quad x > 0, \]  
\[(7)\]

and \( F(x; \alpha, \theta, \lambda) = 0 \) for \( x \leq 0 \).

Hereafter, a random variable \( X \) following the TLOFr-Ex distribution will be denoted by \( X \sim \text{TLOFr-Ex} \).

The PDF corresponding to \( F(x; \alpha, \theta, \lambda) \) is given as
\[ f(x; \alpha, \theta, \lambda) = 2\alpha \theta e^{-\lambda x} (1 - e^{-\lambda x})^{-\theta} \exp \left\{ -x(e^{\lambda x} - 1)^{-\theta} \right\} \times \]
\[ \left[ 1 - \exp \left\{ -(e^{\lambda x} - 1)^{-\theta} \right\} \right] \left[ 2 - \exp \left\{ -(e^{\lambda x} - 1)^{-\theta} \right\} \right]^{x-1}, \quad x > 0, \]
\[(8)\]

and \( f(x; \alpha, \theta, \lambda) = 0 \) for \( x \leq 0 \).

We now present the corresponding HRF for its importance in modelling of lifetime phenomena. Formally, it is given as
\[ h(x; \alpha, \theta, \lambda) = 2\alpha \theta e^{-\lambda x} (1 - e^{-\lambda x})^{-\theta} \exp \left\{ -x(e^{\lambda x} - 1)^{-\theta} \right\} \times \]
\[ \left[ 1 - \exp \left\{ -(e^{\lambda x} - 1)^{-\theta} \right\} \right] \left[ 2 - \exp \left\{ -(e^{\lambda x} - 1)^{-\theta} \right\} \right]^{x-1}, \quad x > 0, \]
\[(9)\]

and \( h(x; \alpha, \theta, \lambda) = 0 \) for \( x \leq 0 \).

Fig. 1 shows the behavior of the PDF and HRF of the TLOFr-Ex distribution in terms of possible shapes.

In particular, from Fig. 1a, we see that the PDF of the TLOFr-Ex distribution is unimodal, possibly decreasing (revered J shape) or bell shape, mainly rightly skewed. Also, Fig. 1b indicates that the corresponding HRF is very flexible; a wide panel of shapes are observed, such as increasing, decreasing, U, upside-down U and constant shapes. These characteristics are important for the modelling of versatile random phenomena from the observed data.

**Figure 1:** Plots of (a) the PDF and (b) HRF of the TLOFr-Ex distributions
3 Properties

This section discusses the following properties of the TLOFr-G family: first-order stochastic dominance, asymptotic properties, quantile function, expansions of the CDF and PDF, crude moments, order statistics, and multidimensional extensions.

3.1 First-Order Stochastic Dominance

Some stochastic relations between the TLOFr-G family and other known families exist. In particular, the following first-order stochastic dominance result holds:

$$F(x; a, \theta, \Omega) \leq F^*(x; a, \theta, \Omega),$$

where $F^*(x; a, \theta, \Omega)$ is the exponentiated CDF of the OFr-G family with power parameter $\alpha$, i.e.,

$$F^*(x; a, \theta, \Omega) = \exp\left(-\alpha \frac{1 - G(x; \Omega)}{G(x; \Omega)}\right), \quad x \in \mathbb{R}$$

Moreover, when $\alpha \in (0, 1]$, it follows that $F^*(x; a, \theta, \Omega) \geq F(x; \theta, \Omega)$. This means that the TLOFr-G and OFr-G families can produce different kinds of models, with a certain hierarchical order.

3.2 Asymptotic Properties with Application

Some asymptotic properties of the CDF, PDF and HRF of the TLOFr-G family are described below, depending on whether $G(x; \Omega)$ tends to 0 or 1. In particular, this aims to clarify the role of the parameters in the limit properties. When $G(x; \Omega)$ tends to 0, we immediately get

$$F(x; a, \theta, \Omega) \sim 2^\alpha \exp\left(-\alpha \left[\frac{1 - G(x; \Omega)}{G(x; \Omega)}\right]^{\theta}\right),$$

and

$$f(x; a, \theta, \Omega) \sim h(x; a, \theta, \Omega) \sim 2^\alpha \alpha \theta g(x; \Omega) G(x; \Omega)^{\theta+1} \exp\left(-\alpha \left[\frac{1 - G(x; \Omega)}{G(x; \Omega)}\right]^{\theta}\right).$$

Let us now investigate the case where $G(x; \Omega)$ tends to 1. Owing to the standard equivalence: when $y$ tends to 1, $y\alpha(2 - y) = [1 - (1 - y)^2]^{\alpha} \sim 1 - \alpha (1 - y)^2$ and $\exp\left(-\alpha(1 - y)^{\theta}\right) \sim 1 - (1 - y)^{\theta}$, by putting these equivalence together and by substituting $y$ by $G(x; \Omega)$, we obtain

$$F(x; a, \theta, \Omega) \sim 1 - \alpha(1 - G(x; \Omega))^{2\theta}, \quad f(x; a, \theta, \Omega) \sim 2^\alpha \alpha \theta g(x; \Omega) [1 - G(x; \Omega)]^{2\theta-1}$$

and

$$h(x; a, \theta, \Omega) \sim 2\theta h(x; \Omega),$$

where $h(x; \Omega) = g(x; \Omega) [1 - G(x; \Omega)]$ corresponds to the HRF of the parent distribution. These results are applied to the TLOFr-Ex distribution below.

Application. The CDF, PDF and HRF of the TLOFr-Ex distribution given as Eqs. (7)-(9), respectively, possesses the following asymptotic properties. When $x$ tends to 0, we get
F(x; α, θ, λ) \sim 2^x \exp \left\{ -x(e^{λx} - 1)^{-θ} \right\}
and
f(x; α, θ, λ) \sim h(x; α, θ, λ) \sim 2^x θλ^{-θ} x^{-θ-1} \exp \left\{ -x(e^{λx} - 1)^{-θ} \right\}.

In this case, f(x; α, θ, λ) and h(x; α, θ, λ) tend to zero with an exponential decay which mainly depends on θ, for all values of the parameters. Also, when x tends to +∞, we get
F(x; α, θ, λ) \sim 1 - xe^{-2θλx},  \quad f(x; α, θ, λ) \sim 2θλe^{-2θλx},  \quad h(x; α, θ, λ) \sim 2θλ.

Hence, f(x; α, θ, λ) tends to zero with an exponential decay which mainly depends on θ and λ, whereas h (x; α, θ, λ) tends to a constant.

3.3 Quantile Function with Application

The quantile function of the TLOFr-G family is defined by the inverse function Q(y; α, θ, Ω) = F^{-1}(y; α, θ, Ω), y ∈ (0,1). Based on the expression in Eq. (3) and after some algebra, we arrive at
Q(y; α, θ, Ω) = G^{-1}\left[ \left\{ 1 + \left[ -\log\left( 1 - \sqrt{1 - y^{1/2}} \right) \right]^{1/θ} \right\}^{-1} ; Ω \right],  \quad y ∈ (0,1),

where \( G^{-1}(y; Ω) \) denotes the quantile function of the parent distribution.

Hence, the quantile function of the TLOFr-G family is fully available and easily manipulable. This allows the determination of the standard quartiles, i.e., \( Q_k = Q(k/4; α, θ, Ω) \), \( k ∈ \{1,2,3\} \), the generation of values from the TLOFr-G family via the inversion method, and the definition of several measures of asymmetry (skewness), among others. We may refer to the book of [16], for instance.

Application. The quantile function of the TLOFr-Ex distribution is given by
Q(y; α, θ, λ) = -\frac{1}{λ} \log \left[ 1 - \left\{ 1 + \left[ -\log\left( 1 - \sqrt{1 - y^{1/2}} \right) \right]^{1/θ} \right\}^{-1} \right],  \quad y ∈ (0,1).

Random values from X \sim TLOFr-Ex will be generated by the use of this quantile function in Subsection 4.2.

3.4 Expansion of the CDF with Applications

Also, one can express F(x; α, θ, Ω) as a mixture of CDFs of the OFr-G family by using the (generalized) binomial formula. Indeed, based on Eq. (3), we have
\begin{align*}
F(x; α, θ, Ω) &= 2^x \exp \left\{ -x \left[ 1 - \frac{G(x; Ω)}{G(x; Ω)} \right]^θ \right\} \left[ 1 - 2^{-1} \exp \left\{ - \left[ 1 - \frac{G(x; Ω)}{G(x; Ω)} \right]^θ \right\} \right]^x \\
&= 2^x \exp \left\{ -x \left[ 1 - \frac{G(x; Ω)}{G(x; Ω)} \right]^θ \right\} \sum_{k=0}^{+∞} \binom{x}{k} (-1)^k 2^{-k} \exp \left\{ -k \left[ 1 - \frac{G(x; Ω)}{G(x; Ω)} \right]^θ \right\} \\
&= \sum_{k=0}^{+∞} \binom{x}{k} (-1)^k 2^{-k} F_k(x; k + α, θ, Ω). \quad (10)
\end{align*}
Thus, some properties of the former OFr-G family can be exploited to derive those of the proposed family. One can go further this decomposition by expressing \( F^*(x; k + \alpha, \theta, \Omega) \) according to exponentiated functions of the parent distribution. In this regard, let us consider the survival function of the parent distribution given as \( S(x; \Omega) = 1 - G(x; \Omega) \) which is often more easy to handle than \( G(x; \Omega) \) in some situations. Then, it follows from the exponential series expansion and the (generalized) binomial formula that

\[
F^*(x; k + \alpha, \theta, \Omega) = \sum_{\ell=0}^{+\infty} \frac{(-1)^{\ell}}{\ell!} (k + \alpha)^{\ell} S(x; \Omega)^{\ell} \left\{ 1 - S(x; \Omega) \right\}^{-\ell}
\]

By virtue of Eqs. (10) and (11), \( F(x; \alpha, \theta, \Omega) \) can be expressed as

\[
F(x; x, \alpha, \theta, \Omega) = \sum_{k, \ell, m=0}^{+\infty} u_{k, \ell, m}(\alpha, \theta) S(x; \Omega)^{\ell+m}, \quad x \in \mathbb{R},
\]

where

\[
 u_{k, \ell, m}(\alpha, \theta) = \binom{\alpha}{k} \left( \frac{-\theta}{m} \right) \frac{(-1)^{\ell+k+m}}{\ell!} 2^{\alpha-k} (k + \alpha)^{\ell}.
\]

Two applications of Eq. (12) are presented below.

**Application 1.** If \( X \sim \text{TLOFr-G} \), for any interval \( [a, b] \in \mathbb{R} \), we have

\[
P(X \in [a, b]) = \sum_{k, \ell, m=0}^{+\infty} u_{k, \ell, m}(\alpha, \theta) \left[ S(b; \Omega)^{\ell+m} - S(a; \Omega)^{\ell+m} \right].
\]

A precise approximation follows by substituting the infinite limit by any large integer.

**Application 2.** The CDF of the TLOFr-Ex distribution given as Eq. (7) can be expressed by a simple series expansion involving exponential functions as

\[
F(x; \alpha, \theta, \lambda) = \sum_{k, \ell, m=0}^{+\infty} u_{k, \ell, m}(\alpha, \theta) e^{-\lambda (\ell+m)x}, \quad x > 0.
\]

### 3.5 Expansion of the PDF with Applications

By differentiation of \( F(x; \alpha, \theta, \Omega) \) in Eq. (12) with respect to \( x \), we get the following series expansion for the corresponding PDF:

\[
f(x; x, \alpha, \theta, \Omega) = \sum_{k, \ell, m \in \Lambda} u_{k, \ell, m}(\alpha, \theta) \left\{ - (\ell + m) S(x; \Omega)^{\ell+m-1} g(x; \Omega) \right\}, \quad x \in \mathbb{R},
\]

where \( \Lambda = \{(k, \ell, m) \in \mathbb{N}^3; \ell + m > 0\} \). Thus, we express a complicated PDF as a series expansion involving more simple functions. From the computational point of view, this series expression can be

\[
\]
more productive than processing directly with the analytical expression of the PDF. This aspect is developed in the book of [16], among others. Two direct applications of Eq. (13) are given below.

**Application 1.** The PDF of the TLOFr-Ex distribution specified by Eq. (8) can be expressed by a tractable series involving exponential functions as

\[ f(x; \alpha, \theta, \lambda) = \sum_{k, \ell, m \in \Lambda} v_{k, \ell, m}(x, \theta, \lambda) e^{-\lambda(\theta \ell + m)x}, \quad x > 0, \]

where

\[ v_{k, \ell, m}(x, \theta, \lambda) = -\lambda(\theta \ell + m)u_{k, \ell, m}(x, \theta) \]

\[ = \lambda \left( \frac{x}{k} \right) \left( -\theta \ell \right) \frac{(-1)^{k+\ell+m+1}}{m!} 2^{x-k}(k + x)^{(\theta \ell + m)}. \]

We can use it to derive series expansions of various essential probabilistic and statistical tools, including moments of all kinds, as explained in a full generality in the next application.

**Application.** Thanks to Eq. (13), the expectation of a transformation of a random variable \( X \sim \text{TLOFr-G} \) can be expressed in a straightforward manner. Indeed, the transfer theorem says that, for any function \( K(x) \) and \( X \sim \text{TLOFr-G} \), the expectation of \( K(X) \) is

\[ E[K(X)] = \int_{-\infty}^{+\infty} K(x)f(x; \alpha, \theta, \lambda)dx = \sum_{k, \ell, m \in \Lambda} u_{k, \ell, m}(x, \theta)I_{\ell, m}(\theta, \Omega; K), \]

where \( I_{\ell, m}(\theta, \Omega; K) = \int_{-\infty}^{+\infty} K(x)\left\{ -(\theta \ell + m)S(x; \Omega)^{\theta \ell + m - 1}g(x; \Omega) \right\} dx \), provided that all the terms exist in the convergence sense, as assumed in the rest of the study.

### 3.6 Crude Moments and Application

The s-th crude moment of \( X \sim \text{TLOFr-G} \) is obtained as

\[
\mu_s' = E(X^s) = \int_{-\infty}^{+\infty} x^s f(x; \alpha, \theta, \Omega)dx \\
= 2\alpha \theta \int_{-\infty}^{+\infty} x^s \frac{G(x; \Omega)[1 - G(x; \Omega)]^{\theta - 1}}{G(x; \Omega)^{\theta + 1}} \exp \left\{ -\alpha \left[ 1 - G(x; \Omega) \right]^{\theta} \right\} \times \\
\left[ 1 - \exp \left\{ -\left[ 1 - G(x; \Omega) \right]^{\theta} \right\} \right] \left[ 2 - \exp \left\{ -\left[ 1 - G(x; \Omega) \right]^{\theta} \right\} \right]^{x-1} dx. \]

Equivalently, by making the change of variable \( y = G(x; \Omega) \), we can define it by

\[
\mu_s' = 2\alpha \theta \int_{0}^{1} \left[ G^{-1}(y; \Omega) \right]^s \frac{(1 - y)^{\theta - 1}}{y^{\theta + 1}} \exp \left\{ -\alpha \left( 1 - y \right)^{\theta} \right\} \times \\
\left[ 1 - \exp \left\{ -\left( 1 - y \right)^{\theta} \right\} \right] \left[ 2 - \exp \left\{ -\left( 1 - y \right)^{\theta} \right\} \right]^{x-1} dy. \]

In the general case, there is no standard integration technique allowing nice expression for this integral. However, numerical techniques can be employed.
As a secondary approach, based on Eq. (15), we can express $\mu'_s$ as

$$\mu'_s = \sum_{k, l, m \in A} u_{k, l, m}(\alpha, \theta) I_{l, m}(\theta, \Omega, s),$$

where $I_{l, m}(\theta, \Omega, s) = \int_{-\infty}^{+\infty} x^l \left( - (\theta \ell + m) S(x; \Omega) \right)^{\ell + m - 1} g(x; \Omega) \, dx$. The coefficient $u_{k, l, m}(\alpha, \theta)$ as well as the integral $I_{l, m}(\theta, \Omega, s)$ remain more practical to manipulate than the former integral definition. From the crude moments, several important measures can be derived, beginning with the mean, variance and standard deviation of $X$ defined by

$$\mu = \mu'_1, \quad \sigma^2 = \mu'_2 - \mu^2 \quad \text{and} \quad \sigma = \sqrt{\sigma^2},$$

respectively. Also, the coefficients of skewness, kurtosis and of variation are defined by

$$SK = (\mu'_3 - 3\mu'_2 \mu + 2 \mu^3) / \sigma^3, \quad KU = (\mu'_4 - 4 \mu'_3 \mu + 6 \mu'_2 \mu^2 - 3 \mu^4) / \sigma^4 \quad \text{and} \quad CV = \sigma / \mu.$$

All these measures are handled more concretely in the next application.

**Application.** The $s$-th crude moment of $X \sim TLOFr$-Ex is defined (Eq. (16)) with $f(x; \alpha, \theta, \lambda)$ specified as in Eq. (8). Also, by applying Eq. (17), it can be expressed as

$$\mu'_s = \sum_{k, l, m \in A} v_{k, l, m}(\alpha, \theta, \lambda) U_{l, m}(\theta, \lambda, s),$$

where $v_{k, l, m}(\alpha, \theta, \lambda)$ are defined by Eq. (14) and $U_{l, m}(\theta, \lambda, s) = \int_{0}^{+\infty} x^l e^{-\lambda(\theta \ell + m)} \, dx = s! \lambda^{-s-1} (\theta \ell + m)^{-s-1}$.

In Tabs. 1 and 2, we provide numerical values for the following measures of $X \sim TLOFr$-Ex: $\mu, \mu'_2, \mu'_3$ and $\mu'_4, \sigma^2, SK, KU$ and $CV$.

**Table 1:** Some measures of $X \sim TLOFr$-Ex for selected values of $\alpha$, and at $\lambda = 1.5$ and $\theta = 5$

| $\alpha$ | $\mu$ | $\mu'_2$ | $\mu'_3$ | $\mu'_4$ | $\sigma^2$ | $SK$ | $KU$ | $CV$ |
|----------|-------|---------|---------|---------|-----------|------|------|------|
| 2        | 0.487 | 0.24    | 0.12    | 0.061   | 0.0035    | 1.094| 5.444| 0.113|
| 3        | 0.505 | 0.258   | 0.133   | 0.07    | 0.00302   | 1.128| 5.583| 0.109|
| 4        | 0.517 | 0.271   | 0.143   | 0.077   | 0.002017  | 1.15 | 5.675| 0.106|
| 5        | 0.527 | 0.28    | 0.151   | 0.082   | 0.00299   | 1.167| 5.742| 0.104|
| 6        | 0.535 | 0.289   | 0.158   | 0.087   | 0.002989  | 1.179| 5.794| 0.102|
| 7        | 0.541 | 0.296   | 0.164   | 0.091   | 0.002987  | 1.189| 5.835| 0.101|

**Table 2:** Some measures of $X \sim TLOFr$-Ex for selected values of $\theta$, and at $\lambda = 1.5$ and $\alpha = 4$

| $\theta$ | $\mu$ | $\mu'_2$ | $\mu'_3$ | $\mu'_4$ | $\sigma^2$ | $SK$ | $KU$ | $CV$ |
|----------|-------|---------|---------|---------|-----------|------|------|------|
| 2        | 0.613 | 0.4     | 0.281   | 0.213   | 0.024     | 1.421| 6.852| 0.254|
| 4        | 0.532 | 0.288   | 0.159   | 0.09    | 0.00492   | 0.0463| 5.939| 0.132|
| 6        | 0.508 | 0.26    | 0.134   | 0.07    | 0.000492  | 0.00068| 5.489| 0.088|
| 8        | 0.496 | 0.24    | 0.123   | 0.062   | 0.002017  | 0.002017| 5.247| 0.067|
| 10       | 0.489 | 0.24    | 0.118   | 0.058   | 0.000109  | 0.00068| 5.099| 0.053|
| 12       | 0.484 | 0.235   | 0.114   | 0.056   | 0.000068  | 0.000463| 5.104| 0.044|
Tabs. 1 and 2 indicate the possible range of values of the considered measures, as well as some empirical monotonic tendencies subject to the considered values. For instance, in Tab. 1, at \( \lambda = 1.5 \) and \( \theta = 5 \), all the measures have tendency to increase when \( \alpha \) increases, except the variance which decreases, and the CV too as logical consequence. In Tab. 2, we see that, at \( \lambda = 1.5 \) and \( \alpha = 4 \), all the measures have tendency to decrease when \( \theta \) increases, except \( KU \) between \( \theta = 10 \) and \( \theta = 12 \). This exception shows the complex relations between some characteristics and the values of the parameters.

### 3.7 Order Statistics

Some basics on the concept of order statistics in the context of the TLOFr-G family are described below.

#### 3.7.1 General Formula

First of all, the PDF of the \( r \)-th order statistic of \( X \sim \text{TLOFr-G} \), denoted by \( X_{(r)} \), is defined as

\[
f_{X_{(r)}}(x; \alpha, \theta, \Omega) = \frac{n!}{(r-1)!(n-r)!} f(x; \alpha, \theta, \Omega)[F(x; \alpha, \theta, \Omega)]^{r-1}[1 - F(x; \alpha, \theta, \Omega)]^{n-r}, \quad x \in \mathbb{R}. \tag{18}
\]

Hence, owing to Eqs. (3) and (4), after simplifications, we get

\[
f_{X_{(r)}}(x; \alpha, \theta, \Omega) = \frac{n!}{(r-1)!(n-r)!} 2 \alpha \theta g(x; \Omega)[1 - G(x; \Omega)]^{\theta - 1} \exp \left\{ -\alpha r \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \times
\]

\[
\left[ 1 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \right]^{2 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}}^{\alpha (n-r)} -\exp \left\{ -\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}^{\alpha (n-r)}, \quad x \in \mathbb{R}.
\]

In particular, the PDF of the maximum order statistics corresponding to \( r = n \) is given as

\[
f_{X_{(n)}}(x; \alpha, \theta, \Omega) = n 2 \alpha \theta g(x; \Omega)[1 - G(x; \Omega)]^{\theta - 1} \exp \left\{ -\alpha n \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \times
\]

\[
\left[ 1 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \right]^{2 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}}^{\alpha n - (n-1)} -\exp \left\{ -\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}^{\alpha n - (n-1)}, \quad x \in \mathbb{R}
\]

and the one of the minimum order statistics corresponding to \( r = 1 \) is obtained as

\[
f_{X_{(1)}}(x; \alpha, \theta, \Omega) = n 2 \alpha \theta g(x; \Omega)[1 - G(x; \Omega)]^{\theta - 1} \exp \left\{ -\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \times
\]

\[
\left[ 1 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\} \right]^{2 - \exp \left\{ -\left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}}^{\alpha - 1} -\exp \left\{ -\alpha \left[ \frac{1 - G(x; \Omega)}{G(x; \Omega)} \right]^{\theta} \right\}^{\alpha - 1}, \quad x \in \mathbb{R}.
\]
These functions find numerous applications in various applied probability and statistics areas, such as reliability and survival analysis, modelling lifetime of various practical series or parallel systems. We may refer the reader to the book of [17].

3.7.2 Expansion of the PDF and Application
Since the functions related to the order statistics are complicated to manipulate, one can consider tractable series expansions of them. A tractable series expansion for the PDF of the \( r \)-th order statistic is described below.

It follows from Eq. (18) and the binomial formula applied to \( [1 - F(x; \alpha, \theta, \Omega)]^{n - r} \) that

\[
f_{X_{(r)}}(x; \alpha, \theta, \Omega) = \frac{n!}{(r-1)!(n-r)!} \sum_{q=0}^{n-r} \binom{n-r}{q} (-1)^q \{ f(x; \alpha, \theta, \Omega) [F(x; \alpha, \theta, \Omega)]^{q+r+1} \}. \]

On the other hand, after some manipulations on the power parameters, we can remark that

\[
f(x; \alpha, \theta, \Omega) [F(x; \alpha, \theta, \Omega)]^{q+r+1} = \frac{1}{q+r} f(x; \alpha(q+r), \theta, \Omega) \]

Consequently, owing to Eq. (13), we have

\[
f_{X_{(r)}}(x; \alpha, \theta, \Omega) = \sum_{q=0}^{n-r} \sum_{k,t,m \in \Lambda} w_{k,t,m,q(r)}(\alpha, \theta) \left\{ -\theta \ell + m \right\} S(x; \Omega)^{\theta \ell + m - 1} g(x; \Omega), \]

where

\[
w_{k,t,m,q(r)}(\alpha, \theta) = \frac{n!}{(r-1)!(n-r)!} \binom{n-r}{q} (-1)^q u_{k,t,m}(\alpha, \theta) \]

\[
= \frac{n!}{(r-1)!(n-r)!} \binom{n-r}{q} \binom{\alpha}{k} \binom{-\theta \ell}{m} \frac{(-1)^{k+\ell+m+q}}{\ell!} \frac{1}{2^{\alpha-k}} (k+\alpha)^{\ell}. \]

**Application.** As for the former PDF, the PDF of the \( r \)-th order statistic of the TLOFr-Ex distribution given as Eq. (18) can be expressed by a tractable series expansion involving exponential functions as

\[
f_{X_{(r)}}(x; \alpha, \theta, \Omega) = \sum_{q=0}^{n-r} \sum_{k,t,m \in \Lambda} z_{k,t,m,q(r)}(\alpha, \theta, \lambda) e^{-\lambda(\theta \ell + m)x}, \quad x > 0, \quad (19) \]

where

\[
z_{k,t,m,q(r)}(\alpha, \theta, \lambda) = -\lambda(\theta \ell + m) w_{k,t,m,q(r)}(\alpha, \theta) \]

\[
= \lambda \frac{n!}{(r-1)!(n-r)!} \binom{n-r}{q} \binom{\alpha}{k} \binom{-\theta \ell}{m} \frac{(-1)^{k+\ell+m+q+1}}{\ell!} \frac{1}{2^{\alpha-k}} (k+\alpha)^{\ell}. \]

As a direct consequence, for any integer \( s \), the \( s \)-th crude moment of \( X_{(r)} \) can be expressed as

\[
\mu_{s,(r)} = E(X_{(r)}^s) = \int_0^{\infty} x^s f_{X_{(r)}}(x; \alpha, \theta, \lambda) dx = \sum_{q=0}^{n-r} \sum_{k,t,m \in \Lambda} z_{k,t,m,q(r)}(\alpha, \theta, \lambda) U_{s,m}(\theta, \lambda), \quad (20) \]

where \( U_{s,m}(\theta, \lambda) = s! \lambda^{s-1}(\theta \ell + m)^{s-1} \). Also, from \( \mu_{s,(r)} \), the L-moments can be derived. See, for instance [18].
3.8 Multidimensional Extensions

There are several ways to extend the dimensional applicability of the TLOFr-G family, for multivariate data analysis purposes among others. The most common way is to consider a multivariate parent distribution. That is, a natural $d$-dimensional TLOFr-G family is defined by the CDF given by

$$F(x_1, \ldots, x_d; \alpha, \theta, \Omega) = \exp \left\{ -x \left[ 1 - G(x_1, \ldots, x_d; \Omega) \right] \theta \right\} \left[ 2 - \exp \left\{ - \left[ 1 - G(x_1, \ldots, x_d; \Omega) \right] \theta \right\} \right]^{x_i},$$

where $(x_1, \ldots, x_d) \in \mathbb{R}^d$.

A more refined strategy can be derived through the use of copula. In our context, the copula can ensure that all the marginal distributions belong to the TLOFr-G family while keeping the control on the dependence of the corresponding marginal random random variables. Indeed, based on $d$ CDFs of the TLOFr-G family, say $F(x; \alpha_1, \theta_1, \Omega_1), \ldots, F(x; \alpha_d, \theta_d, \Omega_d)$, we can defined a new $d$-dimensional distribution by considering the following CDF:

$$F_s(x_1, \ldots, x_d; \alpha, \theta, \Omega) = C(F(x_1; \alpha_1, \theta_1, \Omega_1), \ldots, F(x_d; \alpha_d, \theta_d, \Omega_d)), \quad (x_1, \ldots, x_d) \in \mathbb{R}^d,$$

where $C(u_1, \ldots, u_d)$ denotes a $d$-dimensional copula, such as the Gaussian copula or those belonging to the Archimedean copulas family (Clayton, Frank, Gumbel…). Then, the first marginal random variable has the CDF $F(x_1; \alpha_1, \theta_1, \Omega_1)$, the second marginal random variable has the CDF $F(x_2; \alpha_2, \theta_2, \Omega_2)$, and so on. Also, the copula $C(u_1, \ldots, u_d)$ can modulate the dependence between these random variables; the independent case corresponding to $C(u_1, \ldots, u_d) = \prod_{i=1}^d u_i$. We may refer the reader to [19] for further details on the concept of copula, and all the possible applications.

4 Inference on the TLOFr-Ex Model

We now focus on some inferential properties of the TLOFr-Ex model, with the use of the maximum likelihood method, validated numerically by a simulation study.

4.1 On the Maximum Likelihood Method

We consider $n$ independent observations $x_1, \ldots, x_n$ from $X \sim$ TLOFr-Ex. Then, based on Eq. (8), the log-likelihood function is obtained as

$$\ell(\alpha, \theta, \lambda) = \sum_{i=1}^n \log[f(x_i; \alpha, \theta, \lambda)] = n \log 2 + n \log \alpha + n \log \theta + n \log \lambda - \lambda \sum_{i=1}^n x_i$$

$$- (\theta + 1) \sum_{i=1}^n \log(1 - e^{-\lambda x_i}) - \alpha \sum_{i=1}^n (e^{\lambda x_i} - 1)^{-\theta} + \sum_{i=1}^n \log \left[ 2 - \exp \left\{ -(e^{\lambda x_i} - 1)^{-\theta} \right\} \right]$$

$$+ (\alpha - 1) \sum_{i=1}^n \log \left[ 2 - \exp \left\{ -(e^{\lambda x_i} - 1)^{-\theta} \right\} \right].$$

Then, the maximum likelihood estimates (MLEs) of $\alpha$, $\theta$, and $\lambda$ are defined by

$$\hat{(\alpha, \theta, \lambda)} = \arg\max_{(\alpha, \theta, \lambda) \in \mathbb{R}^3} \ell(\alpha, \theta, \lambda).$$
Precisely, the “ideal” MLEs can be obtained by solving simultaneously the scores equations given by

\[
\frac{\partial \ell (\mathbf{x}, \theta, \lambda)}{\partial \mathbf{x}} = 0 \quad \Leftrightarrow \quad n \frac{\mathbf{x}}{\lambda} - \sum_{i=1}^{n} \left( e^{\lambda x_i} - 1 \right)^{-\theta} + \sum_{i=1}^{n} \log \left[ 2 - \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\} \right] = 0,
\]

\[
\frac{\partial \ell (\mathbf{x}, \theta, \lambda)}{\partial \theta} = 0 \quad \Leftrightarrow \quad n \frac{\theta}{\lambda} - \lambda \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} \log(1 - e^{-\lambda x_i}) + \lambda \sum_{i=1}^{n} \left( e^{\lambda x_i} - 1 \right)^{-\theta} \log(e^{\lambda x_i} - 1)
\]

\[
- \sum_{i=1}^{n} \frac{\exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\} \left( e^{\lambda x_i} - 1 \right)^{-\theta} \log(e^{\lambda x_i} - 1)}{1 - \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\}}
\]

\[
- (x - 1) \sum_{i=1}^{n} \frac{\exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\} \left( e^{\lambda x_i} - 1 \right)^{-\theta} \log(e^{\lambda x_i} - 1)}{2 - \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\}} = 0
\]

and

\[
\frac{\partial \ell (\mathbf{x}, \theta, \lambda)}{\partial \lambda} = 0 \quad \Leftrightarrow \quad n \frac{\lambda}{\theta} - \theta \sum_{i=1}^{n} x_i - (\theta + 1) \sum_{i=1}^{n} \frac{x_i e^{-\lambda x_i}}{1 - e^{-\lambda x_i}} + \lambda \sum_{i=1}^{n} x_i e^{\lambda x_i} \left( e^{\lambda x_i} - 1 \right)^{-\theta - 1}
\]

\[
- \theta \sum_{i=1}^{n} \frac{x_i e^{\lambda x_i} \left( e^{\lambda x_i} - 1 \right)^{-\theta - 1} \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\}}{1 - \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\}}
\]

\[
- (x - 1) \theta \sum_{i=1}^{n} x_i e^{\lambda x_i} \left( e^{\lambda x_i} - 1 \right)^{-\theta - 1} \exp \left\{ - \left( e^{\lambda x_i} - 1 \right)^{-\theta} \right\}
\]

\[
= 0
\]

The analytical solutions of these equations are not possible; they require numerical optimization techniques such as the Newton-Raphson like techniques (see [20], for instance).

The well-known asymptotic theory on the MLEs, as described in [21] for instance, can be applied. In particular, \((\hat{x}, \hat{\theta}, \hat{\lambda})\) is the observation of a random vector, say \((\hat{x}, \hat{\theta}, \hat{\lambda})\), such that

\[
\lim_{n \to +\infty} E(\hat{x}) = \mathbf{x}, \quad \lim_{n \to +\infty} E(\hat{\theta}) = \theta, \quad \lim_{n \to +\infty} E(\hat{\lambda}) = \lambda.
\]

In addition, the asymptotic distribution of \((\hat{x}, \hat{\theta}, \hat{\lambda})\) can be approximated by the 3-dimensional normal distribution \(\mathcal{N}_3(\mathbf{x}, \mathbf{J}^{-1})\), where \(\mathbf{J}^{-1}\) is the inverse of the matrix \(\mathbf{J}\) defined as

\[
J = 
\begin{pmatrix}
\frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \mathbf{x}^2} & \frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \mathbf{x} \partial \theta} & \frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \mathbf{x} \partial \lambda} \\
\cdot & \frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \theta \partial \mathbf{x}} & \frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \theta \partial \theta}
\end{pmatrix}
\]

\[
\frac{\partial^2 \ell(\mathbf{x}, \theta, \lambda)}{\partial \lambda^2}
\]

\[
J^{-1}(\hat{x}, \hat{\theta}, \hat{\lambda}) = \mathcal{N}_3(\mathbf{x}, \mathbf{J}^{-1})
\]

whose elements can be expressed analytically, with mathematical efforts. From this asymptotic result, one can construct various estimation tools for the parameters, including two sided asymptotic intervals as described below. Let us set \(v_2, v_0, v_3 = \text{diag}(J^{-1})\). Then, the asymptotic two-sided confidence interval (CI) of \(\alpha\) at the level 100(1 - \(\gamma\)% is obtained as
\[ CI_{\alpha} = \left[ \frac{\hat{\alpha} - z_{1-\gamma/2} \sqrt{\hat{\alpha}}}{C_0}, \frac{\hat{\alpha} + z_{1-\gamma/2} \sqrt{\hat{\alpha}}}{C_0} \right], \quad (21) \]

where \( z_{1-\gamma/2} = F_{Z}^{-1}(1-\gamma/2) \), where \( F_{Z}(x) \) denotes the CDF of the (standard) normal distribution \( \mathcal{N}(0,1) \). The CIs of \( \theta \) and \( \lambda \) can be expressed in a similar manner, by replacing \( \alpha \) by \( \theta \) or \( \lambda \) in Eq. (21), respectively. All the details on the general theory of the maximum likelihood method of estimation can be found in [21].

### 4.2 Monte-Carlo Simulation Study

This section provides a Monte-Carlo simulation study to validate the use of the MLEs as described above. In this regards, root mean square errors (RMSEs), standard errors (SEs), along with the lower bounds (LBs), upper bounds (UBs), average lengths (ALs) of CIs at the levels 90% and 95% are calculated. The software Mathematica 9 is employed. As a first step, we generate 5000 random samples of \( n = 50, 100, 200, 500 \) and 1000 from \( X \sim \text{TLOFr-Ex} \) distribution. We consider the following target values:

\( (\alpha = 0.5, \lambda = 0.5, \theta = 0.5), (\alpha = 0.2, \lambda = 1.5, \theta = 0.5), (\alpha = 0.5, \lambda = 1.5, \theta = 0.3). \)

Then, the values of the MLEs, RMSEs, and SEs, as well as those of the LBs, UBs and ALs of the ICs for the considered target values of the parameters are listed in Tabs. 3–5.

| \( n \) | MLE   | RMSE | SE  | 90% LB | 90% UB | 90% AL | 95% LB | 95% UB | 95% AL |
|-------|-------|------|-----|--------|--------|--------|--------|--------|--------|
| 50    | 0.5136| 0.2623| 0.4640| -0.0031| 1.0241 | 1.0210 | -0.0946| 1.1218 | 1.2165 |
| 100   | 0.4350| 0.2153| 0.2479| 0.0950 | 0.7750 | 0.6800 | 0.0299 | 0.8401 | 0.8102 |
| 200   | 0.5181| 0.0819| 0.0728| 0.3858 | 0.6978 | 0.3120 | 0.3559 | 0.7277 | 0.3718 |
| 500   | 0.4829| 0.0908| 0.0866| 0.3260 | 0.6399 | 0.3140 | 0.2959 | 0.6700 | 0.3741 |
| 1000  | 0.4885| 0.0437| 0.0738| 0.3757 | 0.6013 | 0.2256 | 0.3541 | 0.6229 | 0.2687 |

From Tabs. 3–5, we notice that the MLEs are close to the fixed values of the parameters; they near coincide for \( n = 1000 \), among other. Moreover, the RMSEs, SEs and ALs decrease to 0 when \( n \) increases, proving the efficiency of the maximum likelihood method in the framework of the TLOFr-Ex model.
### Table 4: Simulation results for the TLOFr-Ex model for \((\alpha = 0.2, \lambda = 1.5, \theta = 0.5)\)

| n   | MLE  | RMSE | SE  | 90% LB | 90% UB | 90% AL | 95% LB | 95% UB | 95% AL |
|-----|------|------|-----|--------|--------|--------|--------|--------|--------|
| 50  | 0.1887 | 0.0465 | 0.0950 | 0.1186 | 0.2588 | 0.1402 | 0.1051 | 0.2722 | 0.1671 |
| 100 | 1.2197 | 2.0329 | 2.7251 | -1.9829 | 4.4224 | 6.4053 | -2.5962 | 5.0356 | 7.6318 |
| 200 | 0.6225 | 0.5095 | 0.9903 | -0.3698 | 1.6149 | 1.9847 | -0.5598 | 1.8049 | 2.3647 |
| 500 | 0.1947 | 0.0228 | 0.0285 | 0.1505 | 0.2390 | 0.0885 | 0.1420 | 0.2474 | 0.1054 |
| 1000| 0.6225 | 0.5095 | 0.9903 | -0.3698 | 1.6149 | 1.9847 | -0.5598 | 1.8049 | 2.3647 |

### Table 5: Simulation results for the TLOFr-Ex model for \((\alpha = 0.5, \lambda = 1.5, \theta = 0.3)\)

| n   | MLE  | RMSE | SE  | 90% LB | 90% UB | 90% AL | 95% LB | 95% UB | 95% AL |
|-----|------|------|-----|--------|--------|--------|--------|--------|--------|
| 50  | 0.4671 | 0.1613 | 0.0721 | 0.3159 | 0.6183 | 0.3024 | 0.2870 | 0.6473 | 0.3603 |
| 100 | 1.0543 | 2.3200 | 1.6945 | -5.3738 | 7.4824 | 12.8562 | -6.6047 | 8.7133 | 15.3180 |
| 200 | 0.3732 | 0.2939 | 0.1072 | -0.3966 | 1.1431 | 1.5398 | -0.5441 | 1.0811 | 0.9358 |
| 500 | 0.5273 | 0.0409 | 0.0518 | 0.4150 | 0.6396 | 0.2246 | 0.3935 | 0.6611 | 0.2676 |
| 1000| 1.6543 | 0.9753 | 2.1655 | -1.4738 | 4.7825 | 6.2563 | -2.0728 | 5.3815 | 7.4544 |
| 2000| 0.4026 | 0.1753 | 0.1714 | -0.0142 | 0.8120 | 0.9262 | -0.2029 | 0.9007 | 1.1036 |
| 5000| 0.5068 | 0.0379 | 0.0258 | 0.4491 | 0.5645 | 0.1154 | 0.4380 | 0.5755 | 0.1375 |
| 1000| 1.5129 | 0.7851 | 1.9955 | -0.7537 | 3.7795 | 4.5332 | -1.1877 | 4.2135 | 5.4012 |
| 2000| 0.3319 | 0.1155 | 0.2340 | 0.0093 | 0.6545 | 0.6452 | -0.0524 | 0.7163 | 0.7687 |
| 5000| 0.4994 | 0.0272 | 0.0227 | 0.4586 | 0.5402 | 0.0816 | 0.4508 | 0.5480 | 0.0972 |
| 1000| 1.3538 | 0.5732 | 0.6593 | 0.1063 | 2.6012 | 2.4949 | -0.1326 | 2.8401 | 2.9727 |
| 2000| 0.3201 | 0.0861 | 0.1121 | 0.1425 | 0.4976 | 0.3551 | 0.1085 | 0.5316 | 0.4232 |
5 Data Analysis

The prime interest of the TLOFr-Ex model is to be applied for data analysis purposes, making it useful in many applied fields. Here, we illustrate this aspect by considering two data sets based on numerical observations of the COVID-19 pandemic. We recall that the COVID-19 pandemic has spread across the whole globe since the end of 2019, claiming a considerable number of victims. The analysis of related data from various countries has been considered through various approaches. See, for instance, the exponential trend model by [22], the SIR model by [23] and the deep-learning approach by [24]. As far as we know, the first probabilistic model was proposed by [25], providing the first steps to the analysis of such data through a semi-parametric statistical approach. We contribute to the subject by applying the TLOFr-Ex model to analyze the following two datasets on the COVID-19 pandemic in Pakistan, never considered before.

The first data set, called COVID-19 data set I, is obtained from the following official electronic address: http://covid.gov.pk/stats/pakistan

It contains the daily confirmed cases of COVID-19 in Pakistan from 24 March to 28 April 2020 (36 days). The considered values are collected in Tab. 6.

The second data set, called COVID-19 data set II, has the same source, i.e., http://covid.gov.pk/stats/pakistan

It contains the daily recovered cases of COVID-19 in Pakistan from 24 March to 28 April 2020 (36 days). The considered values are collected in Tab. 7.

An histogram analysis shows that data sets I and II are right-skewed, with a heavy-tail for the second data set (see the histograms in Figs. 2a and 3a). These characteristics can well handled by the TLOFr-Ex model has attested by the possible shapes of the corresponding PDF exhibited in Fig. 1a. This motivates the use of the TLOFr-Ex model to adjust these two data sets. In addition, we prove that its fit power is better to those of notable “three or less parameters” competitor models, namely: Weibull-exponential (WEx) model by [26], gamma-exponentiated exponential (GEx) model by [27], cosine-sine exponential (CEx) model by [28], Odd Fréchet exponential (OFr-Ex) model by [2] and the standard exponential (Ex) model (see [29]). “Better” is employed in a sense that needs to be clarified; the details are given below.

First of all, we estimate all the models parameters by the maximum likelihood method by using the package AdequacyModel of the R software. The results are collected in Tabs. 8 and 9 for COVID-19 data sets I and II, respectively.

| Table 6: COVID-19 data set I |
|------------------------------|
| 108 102 133 170 121 99 236 178 250 161 258 172 |
| 407 577 210 243 281 186 254 336 342 269 520 414 |
| 463 514 427 796 555 742 642 785 783 605 751 806 |

| Table 7: COVID-19 data set II |
|-------------------------------|
| 2 2 3 4 26 24 25 19 4 40 87 172 |
| 38 105 155 35 264 69 283 68 199 120 67 36 |
| 102 96 90 181 190 228 111 163 204 192 627 263 |
To our knowledge, there is no strong physical interpretation of the MLEs; they are determined by an optimization technique to make the TLOFr-Ex model flexible enough to capture the information behind the data.

Then, via the MLEs, we can evaluate the fit behavior of the models for comparison purposes. After analysis, the (estimated) TLOFr-Ex model reveals to be the best among the competitors for the two data sets because it has the smallest values for the following goodness-of-fit measures: \(-\hat{\ell}\), Akaike information criterion (AIC), Bayesian information criterion (BIC), Cramer-von Mises (CVM), Anderson-Darling (AD), and Kolmogorov-Smirnov (KS). Also, it has the largest KS p-value (PV). This can be deduced from Tabs. 10 and 11 for COVID-19 data sets I and II, respectively.

From the values of the criteria in Tabs. 10 and 11, we see that the TLOFr-Ex model is far from the concurrence. Indeed, for data set I, for instance, it satisfies \(\text{AIC} \approx 486\) against \(\text{AIC} \approx 489\) for the second best

![Figure 2: Plots of the estimated (a) PDFs and (b) CDFs for COVID-19 data set I](image1)

![Figure 3: Plots of the estimated (a) PDFs and (b) CDFs for COVID-19 data set II](image2)
Table 8: MLEs (and SEs) of the considered models parameters for COVID-19 data set I

| Model     | Estimate |               |            |               |               |               |               |               |               |               |               |               |
|-----------|----------|---------------|------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| TLOFr-Ex  | 3.5264   | 0.5688        | 0.0041     |               |               |               |               |               |               |               |               |               |
| (α, θ, λ) | (1.1905) | (0.0998)      | (0.0009)   |               |               |               |               |               |               |               |               |               |
| WEx       | 0.5917   | 1.2172        | 0.0020     |               |               |               |               |               |               |               |               |               |
| (α, β, λ) | (0.5060) | (0.6741)      | (0.0011)   |               |               |               |               |               |               |               |               |               |
| GEx       | 0.0025   | 0.7713        | 1.7921     |               |               |               |               |               |               |               |               |               |
| (θ, η, λ) | (0.0007) | (0.2191)      | (0.4302)   |               |               |               |               |               |               |               |               |               |
| CEx       | 0.2020   | 1.7499        | 139.3718   |               |               |               |               |               |               |               |               |               |
| (α, γ, λ) | (7.1858) | (2.2260)      | (20.5932)  |               |               |               |               |               |               |               |               |               |
| OFr-Ex    | 1.1317   | 0.0028        |            |               |               |               |               |               |               |               |               |               |
| (θ, λ)    | (0.1415) | (0.0002)      |            |               |               |               |               |               |               |               |               |               |
| Ex        | 0.0026   |               |            |               |               |               |               |               |               |               |               |               |
| (λ)       | (0.0004) |               |            |               |               |               |               |               |               |               |               |               |

Table 9: MLEs (and SEs) of the considered models parameters for COVID-19 data set II

| Model     | Estimate |               |            |               |               |               |               |               |               |               |               |               |
|-----------|----------|---------------|------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| TLOFr-Ex  | 2.9707   | 0.1996        | 0.0290     |               |               |               |               |               |               |               |               |               |
| (α, θ, λ) | (0.8883) | (0.0628)      | (0.0127)   |               |               |               |               |               |               |               |               |               |
| WEx       | 1.3362   | 0.6625        | 0.0038     |               |               |               |               |               |               |               |               |               |
| (α, β, λ) | (0.5943) | (0.1140)      | (0.0015)   |               |               |               |               |               |               |               |               |               |
| GEx       | 0.0035   | 0.8455        | 0.7435     |               |               |               |               |               |               |               |               |               |
| (θ, η, λ) | (0.0015) | (0.3724)      | (0.3834)   |               |               |               |               |               |               |               |               |               |
| CEx       | 7.0667   | 18.6911       | 62.0725    |               |               |               |               |               |               |               |               |               |
| (α, γ, λ) | (6.8066) | (5.3221)      | (12.5899)  |               |               |               |               |               |               |               |               |               |
| OFr-Ex    | 0.3936   | 0.0201        |            |               |               |               |               |               |               |               |               |               |
| (θ, λ)    | (0.0575) | (0.0043)      |            |               |               |               |               |               |               |               |               |               |
| Ex        | 0.0084   |               |            |               |               |               |               |               |               |               |               |               |
| (λ)       | (0.0013) |               |            |               |               |               |               |               |               |               |               |               |

Table 10: Goodness-of-fit measures of the considered models for COVID-19 data set I

| Model     | −\(\hat{\ell}\) | AIC       | BIC       | CVM   | AD     | KS      | PV     |
|-----------|-----------------|-----------|-----------|-------|--------|---------|--------|
| TLOFr-Ex  | 240.3298        | 486.6597  | 491.4102  | 0.06923 | 0.5003 | 0.0926  | 0.8885 |
| WEx       | 243.8997        | 493.7994  | 498.5500  | 0.14243 | 0.9325 | 0.1398  | 0.4424 |
| GEx       | 243.4814        | 492.9628  | 497.7134  | 0.1299 | 0.85085 | 0.1536  | 0.3286 |
| CEx       | 248.9332        | 503.8663  | 508.6169  | 0.2074 | 1.3108 | 0.1454  | 0.3938 |
| OFr-Ex    | 242.7508        | 489.5016  | 492.6686  | 0.0845 | 0.5666 | 0.1165  | 0.6697 |
| Ex        | 250.6808        | 503.3617  | 504.9452  | 0.0967 | 0.6403 | 0.2315  | 0.0352 |
model (i.e., the OFr-Ex model). In addition, we have PV = 0.8885, which is relatively close to the maximum value of 1. The same remarks hold for data set II: the TLOFr-Ex model satisfies AIC ≈ 416 against AIC ≈ 419 for the second best model (i.e., the OFr-Ex model). In addition, we have near the maximum possible KS p-value with PV = 0.9812. In addition, in both Tabs. 10 and 11, it is clear that the TLOFr-Ex model outperforms the former OFr-Ex model introduced by [2], attesting the efficiency of the employed Topp-Leone strategy.

A graphical check of the fits of the all the estimated models is proposed in Figs. 2 and 3 for COVID-19 data sets I and II, respectively. More specifically, we plot the curves of the estimated PDFs and CDFs, over the corresponding histograms and empirical CDFs, respectively.

For the TLOFr-Ex model, the estimated PDFs are given by
\[
\hat{f}(x) = f(x; \hat{\alpha}, \hat{\theta}, \hat{\lambda}) = f(x; 3.5264, 0.5688, 0.0041) = 0.01644769e^{-0.00233208x(1 - e^{-0.0041x} - 1.5688}}
\]
and, based on Eq. (7) and the first line of Tab. 8, the equation of the red curve in Fig. 2 representing the estimated PDF is given by
\[
\hat{F}(x) = F(x; 3.5264, 0.5688, 0.0041) = \exp\left\{-3.5264(e^{0.0041x} - 1) - 0.5688\right\} \left\{2 - \exp\left\{-e^{0.0041x} - 1 - 0.5688\right\}\right\}^{3.5264}, \quad x > 0.
\]

From Figs. 2 and 3, we see that the red curves are more close to the corresponding empirical objects in comparison to the other curves, ending our data analysis.

The above practical results show that the TLOFr-Ex model is efficient to adjust various kinds of data, as those of the considered COVID-19 cases in Pakistan. We believe that it can be applied for similar COVID-19 data from other countries, allowing model comparisons and, in full modesty, a better understanding of some aspects of the COVID-19 pandemic.

6 Conclusions

Since its creation, the odd Fréchet family introduced by [2] has shown great applicability in statistics. In this study, a new extension of this family was proposed following the “Topp-Leone strategy”. We investigate

| Model   | $-\hat{\ell}$ | AIC     | BIC     | CVM    | AD      | KS      | PV     |
|---------|---------------|---------|---------|--------|---------|---------|--------|
| TLOFr-Ex| 205.0644      | 416.1287| 420.8793| 0.0352 | 0.3265  | 0.0778  | 0.9812 |
| WEx     | 208.4831      | 422.9663| 427.7169| 0.0466 | 0.4350  | 0.0925  | 0.9174 |
| GEx     | 208.7286      | 423.4572| 428.2078| 0.0443 | 0.4374  | 0.1014  | 0.8523 |
| CEfr-Ex | 208.1505      | 422.3011| 427.0517| 0.0428 | 0.3401  | 0.1021  | 0.8470 |
| OFr-Ex  | 207.8772      | 419.7544| 422.9214| 0.0856 | 0.6378  | 0.1552  | 0.3506 |
| Ex      | 210.1328      | 422.2656| 423.8491| 0.0638 | 0.4894  | 0.1057  | 0.8155 |
the theoretical and practical interests of the new family, supported by graphical and numerical tools. An emphasis is placed on a special distribution of the family, extending the exponential distribution, through the use of three tuning parameters. Among others, it shows desirable characteristics for various statistical approaches, including data fitting. Then, the related model is considered to analyze two different data sets related to the COVID-19 pandemic in Pakistan. In this regard, new models are introduced, with better performance in comparison to other competitors, including the parent model and its main challenger: the odd Fréchet model defined with the same parent. Of course, the proposed models can be applied for the analysis of data in various fields, beyond the scope of this paper.
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