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Abstract

In this paper, we study the filtering problem of causally estimating a desired signal from a related observation signal, through the lens of regret optimization. Classical filter designs, such as $H_2$ (i.e., Kalman) and $H_\infty$, minimize the average and worst-case estimation errors, respectively. As a result $H_2$ filters are sensitive to inaccuracies in the underlying statistical model, and $H_\infty$ filters are overly conservative since they safeguard against the worst-case scenario. We propose instead to minimize the regret in order to design filters that perform well in different noise regimes by comparing their performance with that of a clairvoyant filter. More explicitly, we minimize the largest deviation of the squared estimation error of a causal filter from that of a non-causal filter that has access to future observations. In this sense, the regret-optimal filter will have the best competitive performance with respect to the non-causal benchmark filter no matter what the true signal and the observation process are. For the important case of signals that can be described with a time-invariant state-space, we provide an explicit construction for the regret optimal filter in the estimation (causal) and the prediction (strictly-causal) regimes. These solutions are obtained by reducing the regret filtering problem to a Nehari problem, i.e., approximating a non-causal operator by a causal one in spectral norm. The regret-optimal filters bear some resemblance to Kalman and $H_\infty$ filters: they are expressed as state-space models, inherit the finite dimension of the original state-space, and their solutions require solving algebraic Riccati equations. Numerical simulations demonstrate that regret minimization inherently interpolates between the performances of the $H_2$ and $H_\infty$ filters and is thus a viable approach for filter design.

I. INTRODUCTION

Filtering is the problem of estimating the current value of a desired signal, given past values of a related observation signal. It has numerous applications in signal processing, control, and learning and its rich history going back to Wiener, Kolmogorov, and Kalman [1], [2]. When the underlying desired and observation signals have state-space structures driven by white Gaussian noise, the celebrated Kalman filter gives the minimum mean-square error estimate of the current value of the desired signal, given the past and current of the observed signal. When all that is known of the noise sources are their first and second-order statistics, the Kalman filter gives the optimal linear least-mean-square-estimate. While these are very desired properties, the Kalman filter is predicated on knowing the underlying statistics and distributions of the signal. It can therefore have poor performance if the underlying signals have statistics and/or properties that deviate from those that are assumed. It is also not suitable for learning applications, since it has no possibility of learning the signal statistics.

Another approach to filtering that was developed in the 80’s and 90’s was $H_\infty$ filtering, where the noise sources were considered adversarial and the worst-case estimation error energy is minimized over all bounded-energy noises [4]–[9]. While $H_\infty$ estimators are robust to lack of statistical knowledge of the underlying noise sources, and have some deep connections to classical learning algorithms (see, e.g. [10]), they are often too conservative since they safeguard against the worst-case and do not exploit the noise structure. We propose to adopt the regret so as to bridge between the philosophies of Kalman ($H_2$) and $H_\infty$ filtering.

Regret is a competitive criterion that measures the loss in performance of a practical policy with respect to a superior policy that cannot be implemented in practice. In the context of filtering, we formulate a regret criterion as the absolute difference between the squared estimation error of a causal filter, to be designed, and that of a clairvoyant filter that has access to the entire observations sequence (including future observations). We then define the optimal regret as the largest absolute squared estimation error difference across all noise sequences. By minimizing the regret, the designed causal filter aims to mimic the behavior of the non-causal filter across all noise sequences. In other words, regret minimization guarantees that the estimation error of the regret-optimal

The authors are with the Department of Electrical Engineering at California Institute of Technology (e-mails: {oron,hassibi}@caltech.edu). A preliminary version of the results presented here first appeared in [1].
filter deviates the least from the performance of the non-causal filter that serves as our benchmark. The simulations demonstrate that regret minimization leads to filters that interpolate between the $H_2$ and the $H_\infty$ approaches to obtain filters that have balanced behavior across all noise sequences.

The regret has been utilized in wide range of problems in learning, estimation [11]–[15] and control [16]–[23]. In particular, the regret approach proposed in [23] for control problems is closely related to the one taken here. In learning, for instance, the regret is defined as the difference between the cost of a feasible policy that does not have access to the system parameters, and it is compared with the cost achieved by a supreme policy which has a full knowledge of the system parameters. The objective there is to derive a policy that will obtain a sub-linear regret meaning that, asymptotically, the inferior policy will attain the optimal (averaged) cost attained by the supreme policy. In this work, we adopt the appealing comparative nature of the regret, but utilize it in a different way than the typical ones used in learning theory; our regret cannot obey a sub-linear law since the causal estimator is inferior with respect to the optimal non-causal estimator no matter how large is the horizon. This fact allows a meaningful comparison with a benchmark. Indeed, the comparison with the non-causal filter enables us to solve the problem in terms of the optimal regret computation and the regret-optimal filter.

Our main results are for the important case of linear filtering problems that can be described with a state-space model. For time-invariant state-space models, we derive regret-optimal filters for two scenarios. The first scenario is an estimation regime where the designed filter constructs its current estimate based on past and present observations (i.e., it has causal access to the observations), and the other scenario is the prediction regime where a predicted estimate of the current state is constructed based on past observations only (i.e. it has a strictly-causal access to the observations). The implementation of the regret-optimal filters is given via two simple steps; first, a bisection method with a simple condition is applied to find the optimal regret value. This is done once, prior to the filtering process itself. Then, by having the optimal regret value, we provide a regret-optimal filter in a state-space form. For a state-space with a state dimension $n$, the regret-optimal estimator has $3n$ states in its state-space representation.

The regret problem of comparing the performance of causal and non-causal policies is closely related with the classical Nehari problem in operator theory of approximating an anti-causal operator with a causal one in an operator norm sense [24]. We show for general linear operators that the regret-optimal filtering problem can be reduced to the Nehari problem in Theorem 2. The reduction to the Nehari problem is done at the operators level and the equivalence is shown by performing several factorizations of positive operators and operators decomposition into their causal and anticausal parts. While the reduction at the operator level does not provide explicit means to construct filters, it holds in the general scenario and sheds light on the structure of regret-optimal filters. For the state-space model, the reduction to the Nehari problem can be made explicit via spectral factorizations and decompositions in order to obtain a Nehari problem in a state-space form, which in turn leads to the explicit regret-optimal predictor and estimator.

We present numerical examples that demonstrate the efficacy and applicability of the regret minimization approach. By comparing the frequency response of the regret-optimal estimator, the $H_2$ and the $H_\infty$ optimal filters, we observe that the regret-optimal estimator interpolates between the $H_2$ and the $H_\infty$ performance. We also perform time-domain simulations for different mixtures of white and adversarial noise sequences. In all simulations, it is being observed that the regret-optimal filter has average and worst-case performances that are simultaneously close to their optimal values. Therefore we argue that regret-optimality is a viable approach to filters design. Lastly, it is interesting to note that the regret-optimal estimator maintains an almost constant regret across all frequencies although its performance is determined by the peak of the regret.

The remainder of the paper is organized as follows. Section III includes the setting and the formulation of the regret approach for the filtering problem. In Section IV we present our main results including the reduction to the Nehari problem and the explicit regret-optimal predictor and estimator. Section V includes our numerical experiments. The proof of the reduction of the regret problem to a Nehari problem appears in Section VI while the state-space derivations are presented in Section VII. Technical proofs appear in the appendix.

II. THE SETTING AND PROBLEM FORMULATION

In this section we present the notation, the problem formulation in a general operator theory notation, the special case of a state-space model, the Riccati and Lyapunov equations needed for the state-space solutions and, lastly, the Nehari problem needed to solve the regret problem.
A. Notation

Linear operators are denoted by calligraphic letters, e.g., $X$. We use $\{\cdot\}_+$ and $\{\cdot\}_-$ to denote the causal (lower triangular) and the strictly anticausal (strictly upper triangular) parts of linear operators, respectively. Finite-dimensional vectors and matrices are denoted with small and capital letters, respectively, e.g., $x$ and $X$, and $x^*$ denotes the conjugate transpose of $x$. If a matrix $X$ has only real eigenvalues, the maximal eigenvalue is denoted by $\lambda_{\text{max}}(X)$. Subscripts denote time indices e.g., $x_i$, and boldface letters denote the vector consists of finite-dimensional vectors at all times, e.g., $\mathbf{x} = \{x_i\}_i$.

B. The setting and problem formulation

A linear estimation problem is given by

$$ y = Hw + v $$
$$ s = Lw $$

(1)

where the sequence $w$ denotes an exogenous disturbance, and $v$ corresponds to the observations’ noise. The sequence $y$ denotes the observations process which is used to estimate the desired signal $s$. The operators $H$ and $L$ are strictly causal (lower-triangular), and specify the mapping from the disturbance $w$ to the observation and the signal processes, respectively. The estimation problem in (1) holds for any time horizon and arbitrary linear operators and include, for instance, the state-space model

$$ x_{i+1} = FX_i + Gw_i $$
$$ y_i = Hx_i + v_i $$
$$ s_i = Lx_i $$

(2)

that is elaborated in the next section.

A linear estimator is a mapping from the observations to the space of the signal $s$ denoted as $\hat{s} = K \hat{y}$. A practical estimator $K$ should have a lower-triangular structure to impose the fact that the estimates are causal functions of the observations process. In the scenario of strictly causal filters, which we refer to as the prediction scenario, the operator $K$ will have a strictly lower-triangular structure. For both scenarios, the estimation error of a mapping $K$ can be written concisely as

$$ e(w, v, K) = s - \hat{s} $$
$$ = Lw - KHw $$
$$ = (L - KH) \begin{pmatrix} w \\ v \end{pmatrix} $$
$$ \triangleq T_K \begin{pmatrix} w \\ v \end{pmatrix} . $$

(3)

Note that the estimation error is a function of the disturbance $w$ and the observation noise $v$. The squared estimation error can be also simply expressed as

$$ e^*(w, v, K)e(w, v, K) = (w^* v^*) T_K^* T_K \begin{pmatrix} w \\ v \end{pmatrix} . $$

(4)

The operator $T_K$ is useful to examine the difference between the existing filtering methods in the literature. For instance, in $H_2$ filtering which is known as the stochastic (Kalman) setting where the sequences $w$ and $v$ are i.i.d. with identity-variance, the expected value of the squared error can be written in terms of the Frobenius norm of the operator $T_K$, that is, $E[e(w, v, K)] = \| T_K \|^2_F$. In the deterministic setting of $H_\infty$ filtering, the optimization problem aims to minimize the operator norm of $T_K$ denoted here as $\| T_K \|$. A common characteristic of these two paradigms is that if the estimator $K$ is not restricted to be causal, there exists a linear estimator that simultaneously attains the minimal Frobenius and operator norms. This fact is summarized in the following lemma.

**Lemma 1** (The non-causal estimator). For the $H_2$ and the $H_\infty$ problems, the optimal non-causal estimator is

$$ K_0 = LH^* (I + HH^*)^{-1}. $$

(5)
The optimality of the non-causal estimator follows from a standard completion of the square and appears, for instance, in [25, Chapter 10]. Note that the non-causal estimator cannot be implemented in practice even for simple operator $L$, $H$ since it requires access to future instances of the observations. The proof of Lemma 1 can be generalized for norms that are induced from inner products. Lemma 1 provides a solid motivation to our regret definition since the non-causal estimator outperforms (in the norm sense) any causal or non-causal estimators.

The regret measures the performance of the causal (or strictly causal) filter by computing its maximal error deviation from that of the non-causal filter in Lemma 1. In particular, we define the optimal regret as

\[
\text{regret} = \min_{\text{causal }} \max_{K, w, \nu \neq 0} \frac{\|e(w, v, K)\|^2 - \|e(w, v, K_0)\|^2}{\|w\|^2 + \|v\|^2} = \min_{\text{causal }} \max_{K, w, \nu \neq 0} \left\| \frac{(w^* v^*) (T^*_K T_K - T^*_K T_{K_0}) (w v)}{\|w\|^2 + \|v\|^2} \right\| = \min_{\text{causal }} \|T^*_K T_K - T^*_K T_{K_0}\|. \tag{6}
\]

In words, the regret measures the maximal deviation of the squared estimation error of the causal from the squared estimation error of the optimal non-causal estimator across all energy-bounded noise sequences. The last equality in (6) follows from the maximal absolute Rayleigh quotient of the Hermitian operator $T^*_K T_K - T^*_K T_{K_0}$.

It is illuminating to compare the regret with the traditional $H_\infty$ estimation:

\[
\inf_{\text{causal }} \|T^*_K T_K\| \text{ }, \inf_{\text{regret-optimal estimation }} \|T^*_K T_K - T^*_K T_{K_0}\|. \tag{7}
\]

The difference is transparent: in $H_\infty$ estimation, one attempts to minimize the worst-case gain from the disturbances energy to the estimation error, whereas in regret-optimal estimation one attempts to minimize the worst-case gain from the disturbance energy to the regret. This latter fact implies that the regret-optimal estimator attempts to track, as best as it can, the performance of the non-causal estimator across all possible disturbances. The $H_\infty$ estimator, on the other hand, has no no baseline against which to compare itself. This competitive feature is illustrated in Section IV where our simulations show that regret minimization results in filters that effectively interpolate between the $H_2$ and the $H_\infty$ design criteria.

Solving the regret-optimal problem in terms of the optimal regret value and the optimal filter is difficult. Thus, we define a sub-optimal regret problem that can be utilized in order to obtain the optimal solution in practice. This is made precise as follows.

**Problem 1** (The $\gamma$-optimal regret estimation problem). For a fixed $\gamma$, if exists, find a causal (or strictly-causal) $K$ such that

\[
\|T^*_K T_K - T^*_K T_{K_0}\| \leq \gamma^2. \tag{8}
\]

A $\gamma$-optimal estimator (or predictor) is referred to as any solution to Problem 1. The regret-optimal value can be computed by minimizing the value of $\gamma$ for which a $\gamma$-optimal estimator/predictor exists.

**C. The state-space model**

The setting in (1) is general and it is difficult to obtain an explicit, implementable solution. In many cases, such as Kalman filtering, $H_\infty$ estimation, and also the regret problem in Problem 1 imposing a state space structure on the operators $L$ and $H$ can lead to explicit solutions. As mentioned above, in the state-space setting, the equations in (1) can be written as

\[
x_{i+1} = F x_i + G w_i \\
y_i = H x_i + v_i \\
s_i = L x_i,
\]

where $x_i$ is a hidden state, $y_i$ is the observation and $s_i$ is the signal to be estimated. To recover the state-space setting from its operator notation counterpart in (1), we can choose $H$ and $L$ as Toeplitz operators with Markov
parameters $\mathcal{H}_i = HF^{i-1}G$ and $\mathcal{L}_i = LF^{i-1}G$ for $i > 0$ and zero otherwise. It is also assumed that $(F, H)$ is detectable and $(F, G)$ is controllable on the unit circle.

A causal estimator is a sequence of mappings $\pi_i(\cdot)$ where the $i$th estimation is $\hat{s}_i = \pi_i(\{y_j\}_{j \leq i})$. This means that a causal estimator has access to the past and current observations when constructing its estimate of the current target signal. The estimation error at time $i$ is

$$e_i = s_i - \hat{s}_i.$$  

(10)

In many practical situations, estimators may only have access to past observations, but not to the current observation, when constructing its current estimate. This is a prediction problem and we define a strictly causal estimator, i.e. a predictor, as a sequence of strictly causal mappings, i.e., $\hat{s}_i = \pi_i(\{y_j\}_{j < i})$. Also in the state-space setting, we restrict our attention to linear policies.

Note that the time horizon of the problem may be finite, one-sided infinite and doubly-infinite. However, in the state-space scenario, we focus on the doubly-infinite time horizon regime where the overall estimation error energy is $\sum_{i=-\infty}^{\infty} e_i^* e_i$. In this horizon regime, it is also convenient to define the transfer matrices

$$H(z) = H(zI - F)^{-1}G,$$

$$L(z) = L(zI - F)^{-1}G.$$  

(11)

to describe the causal mappings from the disturbance $w$ to the observation process $y$ and the target signal $s$, respectively.

D. Riccati and Lyapunov equations

Throughout the derivations, there are three Riccati equations and a single Lyapunov equation. The first Riccati equation is the standard Kalman filter Riccati equation, i.e.,

$$P = GG^* + FP F^* - FPH^* (I + HPH^*)^{-1} HPF^*.$$  

(12)

The stabilizing solution is denoted as $P$, its feedback gain as $K_P = FPH^* (I + HPH^*)^{-1}$ and its closed-loop system as $F_P = F - K_P H$.

The other two Riccati equations depend on the parameter $\gamma$ of Problem 1. With some abuse of notation, we omit the dependence on $\gamma$ and will elaborate on it after Theorem 3. Define the $\gamma$-dependent Riccati equations as

$$W = H^* H + \gamma^{-2} L^* L + F^* W F - K_W R_W K_W$$

$$Q = -GR_W^{-1} G^* + F_W Q F_W^* - K_Q R_Q K_Q^*.$$  

(13)

with

$$K_W = R_W^{-1} G^* W F$$

$$R_W = I + G^* W G$$

$$F_W = F - G K_W$$  

(14)

for the first equation, and

$$K_Q = F_W Q L^* R_Q$$

$$R_Q = \gamma^2 I + L Q L^*$$

$$F_Q = F_W - K_Q L$$  

(15)

for the second equation. Additionally, we define the factorizations $R_W = R_W^{1/2} R_W^{1/2}$ and $R_Q = R_Q^{1/2} R_Q^{1/2}$. Note that the Riccati equation with $Q$ depends on $W$, the solution to the first Riccati equation. Lastly, define $U$ as the solution to the Lyapunov equation

$$U = K_Q L P F_P^* + F_Q U F_P^*.$$  

(16)

We remark that the solutions for (13) and (16) can be obtained with standard software. An implementation of the results in this paper are available at [26].
E. The Nehari problem

Before proceeding to the main results, we define a fundamental problem and its solution that serve as an important tool in our derivations.

**Problem 2** (The Nehari problem). Given a strictly anticausal (or anticausal), bounded operator \( U \), find a causal (or strictly) operator \( K \) such that

\[
\|K - U\| = \min_{\text{causal, bounded}} \|L(z) - T(z)\| = \lambda_{\text{max}}(Z\Pi),
\]

is minimized.

This problem is known as the Nehari problem [24]. In the general operator notation, it is difficult to derive an explicit formula for the approximation \( K \) and the minimal value of in (17). However, when there is a state-space structure to the strictly anticausal operator \( U \), the problem has a closed-form solution. The Nehari problem and its solution are known in several cases [27], [28]. Here, we use an explicit solution to the Nehari problem for the discrete-time state-space in [23].

**Theorem 1** (Solution to the Nehari problem with a state-space model [23]). Consider the Nehari problem with

\[
T(z) = H(z^{-1}I - F)^{-1}G \text{ in a minimal form and stable } F.
\]

The optimal norm is given by

\[
\min_{\text{causal, bounded}} \|L(z) - T(z)\| = \lambda_{\text{max}}(Z\Pi),
\]

where \( Z \) and \( \Pi \) are the unique solutions to the Lyapunov equations

\[
Z = F^*ZF + H^*H
\]

\[
\Pi = F\Pi F^* + GG^*.
\]

Moreover, the optimal solution to (18) is given by

\[
L(z) = H\Pi(I + F_\gamma(zI - F_\gamma)^{-1})K_\gamma,
\]

where

\[
K_\gamma = (I - F^*Z_\gamma F\Pi)^{-1}F^*Z_\gamma G
\]

\[
F_\gamma = F^* - K_\gamma G^*,
\]

and \( Z_\gamma \) is the solution to the Lyapunov equation

\[
Z_\gamma = F^*Z_\gamma F + \lambda_{\text{max}}(Z\Pi)^{-1}H^*H.
\]

III. Main results

In this section, the main results are presented. In particular, explicit regret-optimal filters for the state-space setting in the strictly-causal and the causal scenarios are presented in Section III-A and Section III-B respectively. We start with the reduction of the regret problem to the Nehari problem in the estimation problem (causal scenario).

**Theorem 2** (Reduction to the Nehari problem). A \( \gamma \)-optimal estimator for the regret problem in the causal scenario (Problem 7) exists if and only if the solution to the Nehari problem satisfies

\[
\min_{\text{causal } K} \|\{\nabla_\gamma K_0\} - K'\| \leq 1,
\]

where \( \{\cdot\}_- \) denotes the strictly anticausal part of its argument, \( K_0 \) is the non-causal estimator in Lemma 7 and \( \Delta, \nabla_\gamma \) are causal operators obtained from the canonical factorizations

\[
\Delta^* = I + \mathcal{H}\mathcal{H}^*
\]

\[
\nabla_\gamma^*\nabla_\gamma = \gamma^{-2}(I + \gamma^{-2}\mathcal{L}(I + \mathcal{H}\mathcal{H})^{-1}\mathcal{L}^*).
\]

Let \((\gamma^*, K')\) be a solution that achieves the upper bound in (23), then a regret-optimal causal estimator is given by

\[
K = \nabla_\gamma^{-1}(K' + \{\nabla_\gamma K_0\}+)\Delta^{-1}
\]
where \( \{\cdot\}_+ \) denotes the causal part of an operator.

Theorem 2 provides the outline for the solution of the regret problem. The first step is to find the minimal \( \gamma \) such that (23) is satisfied. This step concludes the computation of the optimal regret value. Given the optimal \( \gamma \) (and the regret value), the next step is to solve the Nehari problem, i.e., to find the causal operator \( K' \) that solves (23). This operator leads in turn to the characterization of the regret-optimal filter in (25). The above procedure relies on the canonical factorizations in (24); in the finite-horizon regime, their computation simplifies to Cholesky factorizations but, in the infinite horizon regime of our interest, the computation of factorizations is not trivial. In the next section, we show that the construction of regret-optimal filters is simple when the operators \( \mathcal{L} \) and \( \mathcal{H} \) have a state-space structure. More specifically, frequency domain methods are utilized to compute the factorizations and the decomposition explicitly, and to derive an explicit solution to the Nehari problem in (23). The proof of Theorem 2 appears in Section V.

Remark 1. Theorem 2 is presented for the causal scenario but can be directly adapted for the strictly-causal scenario by modifying the notation \( \{\cdot\}_- \) to denote the anticausal part of an operator, and \( \{\cdot\}_+ \) to denote the strictly causal part of an operator. The minimization domain in (23) should be changed accordingly to strictly causal \( \mathcal{K}' \). The resulted Nehari problem is slightly different than (23) since the approximation now is of an anticausal operator with a strictly causal one. Nevertheless, in Section VI-B we show that these approximation problems can be transformed to one another when the operators have a state-space structure.

A. Regret-optimal prediction for the state-space setting

In this section, we present the results for the strictly causal scenario of the state-space model in (9). Throughout this section, we use the solutions to the Riccati and Lyapunov equation that appear in Section II-D. First, we provide a simple condition for the existence of a predictor of level \( \gamma \).

Theorem 3 (Condition for regret-optimal prediction). A \( \gamma \)-optimal predictor (the strictly causal scenario) exists if and only if

\[
\lambda_{\max}(\mathcal{Z}_\gamma \Pi) \leq 1,
\]

where \( \mathcal{Z}_\gamma \) and \( \Pi \) are the solutions to the Lyapunov equations

\[
\Pi = F_P^*\Pi F_P + H^*(I + HPH^*)^{-1}H
\]

\[
\mathcal{Z}_\gamma = F_P\mathcal{Z}_\gamma F_P^* + (P - U)^*L^*R_Q^{-1}L(P - U),
\]

and the constants \((F_P, U, R_Q)\) were defined in (12)-(16).

The matrices \( \mathcal{Z}_\gamma \) and \( \Pi \) have the same dimension as the matrix \( F \) in (9). Thus, the condition (26) boils down to the maximal eigenvalue of a finite-dimensional matrix. The optimal regret can be found using a bisection method on \( \gamma \) to guarantee that the maximal eigenvalue in (26) is arbitrarily close to 1. Hereinafter, we assume that the value of \( \gamma \) has been optimized so that the \( \gamma \)-dependent quantities \((W, Q, U, Z_\gamma)\) are fixed.

We proceed to present the solution to the Nehari problem in (23) for the state-space model setting (see remark 1 on the adaptation to the strictly-causal scenario). Recall that the solution to the Nehari problem provides the best approximation (in the operator norm sense) for the anticausal part of the operator \( \nabla_\gamma K_0 \Delta \). In the state-space model this operator can be represented in the frequency domain as \( \nabla_\gamma (z)K_0(z)\Delta(z) \), and its anticausal part is denoted by \( \overline{T}(z) \) (given below in (59)). The approximation of \( \overline{T}(z) \), that is the operator which solves (23) in the strictly-causal scenario is given as follows.

Lemma 2 (Solution to the Nehari problem - strictly causal). The optimal solution to the Nehari problem (Problem 2) with the anticausal operator \( \overline{T}(z) \) (appears in (59) below) is

\[
\overline{K}_N(z) = R_Q^{-1/2}L(P - U)\Pi(zI - F_P)^{-1}\overline{G}_N,
\]

where

\[
\overline{G}_N = (I - F_P\mathcal{Z}_\gamma F_P^*\Pi)^{-1}F_P\mathcal{Z}_\gamma(H^*(I + HPH^*)^{-1/2}
\]

\[
\overline{G}_N = (I - F_P\mathcal{Z}_\gamma F_P^*\Pi)^{-1}F_P\mathcal{Z}_\gamma H^*(I + HPH^*)^{-1/2}.
\]
\[
F_N = F_P - \overline{G}_N(I + HPH^*)^{-1/2}H,
\]
and \(\overline{\Gamma}, \Pi\) are defined in (27) and are evaluated at the optimal \(\gamma\).

The solution to the Nehari problem in (28) corresponds to the operator \(K'\) that appears in Theorem 2. As the solution \(\overline{K}_N(z)\) is a strictly causal transfer matrix, the resulted regret-optimal filter in (25) will be strictly causal as well. Also, note that the solution in (28) can be directly transformed to have a state-space form in the time domain. We are now ready to present the regret-optimal predictor.

**Theorem 4** (Regret-optimal predictor). Given the minimal \(\gamma\) that satisfies (26), a regret-optimal predictor (the strictly-causal scenario) is given by

\[
\begin{align*}
\xi_{i+1} &= F_N \xi_i + \overline{G}_N y_i \\
\hat{s}_i &= \overline{H} \xi_i,
\end{align*}
\]

where

\[
\begin{align*}
F &= \begin{pmatrix}
F_P & 0 & 0 \\
F_{2,1} & F_N & 0 \\
F_{3,1} & F_{3,2} & F_W
\end{pmatrix},
\end{align*}
\]

\[
\Pi = \begin{pmatrix}
L & L(P - U)\Pi & L
\end{pmatrix},
\]

\[
\begin{align*}
\overline{G} &= \begin{pmatrix}
1 & \gamma
\end{pmatrix} \begin{pmatrix}
\overline{G}_N(I + HPH^*)^{-1/2} & 0 \\
-(F_Q U + K_Q L P)H^*(I + HPH^*)^{-1} & 1
\end{pmatrix},
\end{align*}
\]

the Riccati constants are defined in (12)–(16), the pair \((F_N, \overline{G}_N)\) is defined in (29) and the entries of \(F\) are

\[
\begin{align*}
F_{2,1} &= -\overline{G}_N(I + HPH^*)^{-1/2}H \\
F_{3,1} &= -(F_Q U + K_Q L P)H^*(I + HPH^*)^{-1}H \\
F_{3,2} &= K_Q L(P - U)\Pi.
\end{align*}
\]

Theorem 4 concludes the derivation of a simple regret-optimal estimator. In particular, the optimal \(\gamma\) can be found using the simple condition in Theorem 3 and the estimator can be implemented directly by Theorem 4. Note that the \(\gamma\)-dependent Riccati equation should be computed throughout the process of determining the minimal \(\gamma\), i.e. in Theorem 3 but not throughout the filtering process in Theorem 4. The internal state of the regret-optimal estimator inherits the finite dimension of the original state space, but it has an increased dimension by a factor of three. Thus, from a computational perspective, the filter requires the same resources as the standard Kalman filter. A simple implementation of the regret-optimal estimator is available in a public Git repository [26].

Before concluding this section, it is illuminating to see the relation between the regret-optimal and the Kalman filter via the frequency domain counterpart of Theorem 4.

**Theorem 5** (Regret-optimal prediction in frequency domain). The transfer function of regret-optimal predictor in Theorem 4 is given by

\[
\overline{K}(z) = \nabla\gamma^{-1}(z)\overline{G}_N(z) + \overline{S}'(z)\Delta^{-1}(z) + \overline{K}_{H_2}(z),
\]

with

\[
\begin{align*}
\overline{S}'(z) &= -R_Q^{-1/2} L(z I - F_Q)^{-1} \\
&\quad \cdot (F_Q U - K_Q L P)H^*(I + HPH^*)^{-1/2} \\
\nabla\gamma^{-1}(z) &= (I + L(zI - F_W)^{-1}K_Q)R_Q^{-1/2} \\
\Delta^{-1}(z) &= (I + HPH^*)^{-1/2}(I + H(zI - F)^{-1}K_P)^{-1},
\end{align*}
\]

\(\overline{K}_N(z)\) is defined in (28) and \(\overline{K}_{H_2}(z)\) is the (strictly causal) Kalman filter

\[
\overline{K}_{H_2}(z) = L(zI - F_P)^{-1}K_P.
\]
It is interesting that the Kalman filter naturally appears in our derivation of the regret-optimal predictor. This implies that the regret-optimal predictor is a sum of two terms; the first is a Kalman filter which is designed to minimize the Frobenius norm of the operator $T_K$, while the other term is resulted from a Nehari problem and guarantees that the regret criterion is minimized.

B. Regret-optimal estimation for the state-space setting

The structure of this section is similar to the previous section on the strictly causal scenario. We begin with a simple condition for the existence of a regret-optimal estimator.

**Theorem 6** (Condition for regret-optimal estimation). A $\gamma$-optimal causal estimator exists if and only if

$$\lambda_{\text{max}}(Z_\gamma \Pi) \leq 1,$$

where $Z_\gamma$ and $\Pi$ are the solutions to the Lyapunov equations

$$\Pi = F_P^* \Pi F_P + H^*(I + HPH^*)^{-1}H$$
$$Z_\gamma = F_P Z_\gamma F_P^* + F_P (P - U)^* L^* R_Q^{-1} L (P - U) F_P^*.$$

(35)

Also here, the solution to the Nehari problem plays an elemental part in the solution. In the causal scenario here, the strictly anticausal part of $\nabla_\gamma(z)K_0(z)\Delta(z)$ is denoted by $T(z)$ (given explicitly in (61)), and its approximation is given as follows.

**Lemma 3** (Solution to the Nehari problem - causal). The optimal solution to the Nehari problem (Problem 2) with the strictly anticausal operator $T(z)$ (Eq. (61)) is

$$K_N(z) = R_Q^{-1/2} H_N(I + F_N(zI - F_N)^{-1}) G_N,$$

where

$$G_N = (I - F_P Z_\gamma F_P^* \Pi)^{-1} F_P Z_\gamma H^*(I + HPH^*)^{-s/2}$$
$$F_N = F_P - G_N (I + HPH^*)^{-1/2} H$$
$$H_N = L(P - U) F_P^* \Pi$$

and the pair $(Z_\gamma, \Pi)$ is defined in (33).

The main result for the causal scenario is as follows.

**Theorem 7** (Regret-optimal causal estimation). Given the optimal threshold $\gamma$, a regret-optimal estimator for the causal scenario is given by

$$\xi_{i+1} = \tilde{F}\xi_i + \tilde{G}y_i$$
$$\hat{s}_i = \tilde{H}\xi_i + \tilde{J}y_i,$$

(38)

where the matrices are given by

$$\tilde{F} = \begin{pmatrix} F_P & 0 & 0 \\ \tilde{F}_{2,1} & F_N & 0 \\ \tilde{F}_{3,1} & \tilde{F}_{3,2} & F_W \end{pmatrix}$$
$$\tilde{H} = \begin{pmatrix} H_N F_N & L \end{pmatrix}$$
$$\tilde{G} = \begin{pmatrix} K_P \\ G_3 \end{pmatrix}$$
$$\tilde{J} = L(P - U) H^*(I + HPH^*)^{-1} + H_N G_N (I + HPH^*)^{-1/2},$$

(39)
Fig. 1. The operator norm as a function of frequency for the scalar system. The curves correspond to the $H_2$, $H_\infty$ and the regret-optimal estimators, in the causal scenario, and the non-causal estimator. The non-causal estimator achieves the best performance across all frequencies. The $H_\infty$ estimator achieves the lowest peak, while the $H_2$ estimator attains the smallest area under its curve (i.e., integral) among all causal estimators. The regret-optimal filter attains the best of the two worlds: a significantly lower peak than the $H_2$ estimator, and a comparable area under the curve with respect to the optimal $H_2$ estimator. Precise comparison of these norms appears in Table I.

their entries are

$$\tilde{F}_{2,1} = -G_N(I + HP)^{-1/2}H$$
$$\tilde{F}_{3,1} = F_WUH^*(I + HP)^{-1}H - K_QH_NG_N(I + HP)^{-1/2}H$$
$$\tilde{F}_{3,2} = K_QH_NF_N$$
$$\tilde{H}_1 = L - L(P - U)H^*(I + HP)^{-1}H - H_NG_N(I + HP)^{-1/2}H$$
$$\tilde{G}_3 = K_QH_NG_N(I + HP)^{-1/2} - F_WUH^*(I + HP)^{-1},$$

(40)

the Riccati constants are defined in (12)-(16) and the variables $(F_N, G_N, H_N)$ are defined in (37).

IV. NUMERICAL EXAMPLES

In this section, numerical experiments are performed in order to evaluate the merits of the regret-optimal filter compared to the traditional $H_2$ and $H_\infty$ estimators. The experiments are done both in the time domain for particular disturbances, but also in the frequency domain where the behaviour across all energy-bounded disturbances can be illustrated. By (4), the performance of any linear estimator is governed by the transfer operator $T_K$ that maps the disturbances $w$ and $v$ to the errors sequences $e$. When the estimator $T_K$ is time-invariant, it is useful to represent it via its transfer matrix in the $z$-domain

$$T_K(z) = \begin{bmatrix} L(z) - K(z)H(z) & -K(z) \end{bmatrix}.$$

The squared Frobenius norm of $T_K$, which is what the $H_2$ estimator minimizes, is given by

$$\|T_K\|_F^2 = \frac{1}{2\pi} \int_0^{2\pi} \text{Tr} (T_K^*(e^{j\omega})T_K(e^{j\omega})) d\omega,$$

(41)

and the squared operator norm of $T_K$, which is what $H_\infty$ estimators minimize, is given by

$$\|T_K\|_2^2 = \max_{0 \leq \omega \leq 2\pi} \sigma_{\max} (T_K^*(e^{j\omega})T_K(e^{j\omega})),$$

where $\sigma_{\max}(\cdot)$ denotes the maximal singular value of a matrix.
Fig. 2. The regret criterion as a function of frequency. The regret-optimal filter is the one that achieves the lowest peak and it achieves an almost constant regret across all frequencies.

A. Scalar system

We start with a simple scalar system to illustrate the results. Consider a stable state-space with $F = 0.9$ and $H = L = G = 1$. We construct for this state-space the optimal $H_2$, $H_\infty$, and non-causal estimators, as well as the regret-optimal estimators. For scalar systems, $T_K(z)$ is a vector so (41) simplifies as

$$\|T_K\|^2_F = \frac{1}{2\pi} \int_0^{2\pi} \|T_K(e^{j\omega})\|^2 d\omega.$$ 

In Fig. 1 we plot $\|T_K(e^{j\omega})\|^2$ as a function of frequency for all estimators in the causal scenario. This is insightful as it allows one to assess and compare the performance of the estimators across the full range of input disturbances. Also, the precise norms for the causal and strictly causal scenarios are summarized in Table I.

It can be observed in Fig. 1 that the non-causal estimator outperforms the causal estimators across all frequencies. The $H_2$ estimator minimizes the Frobenius norm (i.e., the integral above). However, in doing so, it sacrifices the worst-case performance and it has a relatively large peak at low frequencies. The $H_\infty$ estimator minimizes the operator norm, i.e., the worst-case performance, which is the peak of its curve (we can see that the $H_\infty$ filter attains the minimal $H_\infty$ norm since its peak coincides with that of the non-causal estimator). However, in doing so, it sacrifices the average performance measured by the integral. The regret-optimal estimator achieves the best of both worlds by minimizing the largest error deviation from the non-causal filter: its integral is close to that of the $H_2$-optimal estimator (0.6 vs 0.65), and it has a peak that significantly improves upon the peak of the $H_2$-optimal estimator. We also note in Fig. 1 that the regret-optimal filter always achieves a smaller cost from either the $H_2$ or the $H_\infty$ filters. This behaviour will be illustrated in the time-domain simulations of the next example.

It is also illuminating to examine the regret criterion. In Fig. 1 we plot the regret of the causal estimators is plotted. It can be seen that at low frequencies, the $H_\infty$ estimator attains the lowest regret, while at mid-frequencies it is

| Table I | Estimators performance for the scalar system | $\|T_K\|_F^2$ | $\|T_K\|_2^2$ | Regret |
|---------|-------------------------------------------|----------------|----------------|--------|
| Non-causal | Non-causal estimator | 0.46 | 0.99 | 0 |
| Causal | Regret-optimal | 0.65 | 1.10 | 0.38 |
| | $H_2$ estimator | 0.60 | 1.27 | 0.70 |
| | $H_\infty$ estimator | 0.94 | 0.99 | 0.71 |
| Strictly-Causal | Regret-optimal | 1.17 | 1.37 | 1.08 |
| | $H_2$ estimator | 0.99 | 2.21 | 2.02 |
| | $H_\infty$ estimator | 1.23 | 1.25 | 1.21 |
the $H_2$ estimator. However, their peak is almost twice than that of the regret-optimal estimator which maintains a balanced, almost constant regret across all frequencies.

B. Tracking example

We study a one-dimensional tracking problem given by

$$
\begin{bmatrix}
  x_{i+1} \\
  \nu_{i+1}
\end{bmatrix} = \begin{bmatrix} 1 & \Delta T \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_i \\ \nu_i \end{bmatrix} + \begin{bmatrix} 0 \\ \Delta T \end{bmatrix} a_i
$$

$$
y_i = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_i \\ \nu_i \end{bmatrix} + v_i
$$

$$
s_i = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_i \\ \nu_i \end{bmatrix},
$$

where $x_i$ corresponds to the position, $\nu_i$ corresponds to velocity and $a_i$ is an exogenous acceleration. The desired signal is the position of the object at the current or the next time step, depending on the availability of the noisy measurements of the noisy position $y_i = x_i + v_i$. In Fig. 3, the frequency response of the various estimators is presented for the causal scenario, and Table II summarizes the precise performance for both the estimation (causal) and the prediction (strictly causal) scenarios.

We also simulate the tracking example in time domain to illustrate the performance in different disturbances regimes. In Fig. 4, three sets (triplets) of curves describe the filters performance for disturbances with an i.i.d. Gaussian distribution with a variance of 2.25, adversarial regime (i.e., a worst-case scenario) where the acceleration and the measurement noise are chosen to maximize the transfer function $T_{K_{H_2}}$, and the superposition of the two regimes. When the disturbances have a stochastic element, i.e., a Gaussian distribution, the experiment is repeated 10^3 times and its average is plotted. For disturbances with a Gaussian distribution, the $H_2$ filter obtains the smallest estimation error, while for an adversarial noise, the $H_{\infty}$ filter outperforms the others. Interestingly, the regret-optimal filter interpolates between these two filters in both simulations. In fact, for any adversarial disturbances, by Fig. 3, the regret-optimal filter either interpolates or outperforms the other filters since the green curve lies below the maximum of the blue and black curves. Moreover, there are certain regimes where the superposition of stochastic and adversarial disturbances result in that the regret-optimal filter obtains the smallest error energy, as illustrated in the set of curves at the top of Fig. 4. Also here, this outperforming behavior can be characterized and generalized to other scenarios as long as the Gaussian sequence is added to an adversarial sequence whose frequency lies below $\pi/2$ since the regret-optimal filter has a lower amplitude than the $H_2$ filter in this region.

V. REDUCTION TO THE NEHARI PROBLEM (THEOREM 2)

This section includes the reduction of the regret problem to the Nehari problem for general linear operators.
Fig. 4. The squared estimation error for the tracking example. There are three triplets of curves where each corresponds to a different disturbances regime: adversarial, Gaussian and their superposition (bottom to top). One can see that the regret-optimal has a close performance to the optimal one in the bottom regimes and outperforms them in their superposition.

### Table II

| Estimators for the Tracking Problem | \(\|T_0\|^2\) | \(\|T_0\|^2\) | Regret |
|-------------------------------------|-------------|-------------|--------|
| Non-causal, Non-causal estimator    | 0.39        | 1           | 0      |
| Causal                             |             |             |        |
| Regret-optimal                     | 0.82        | 1.24        | 0.65   |
| \(H_2\) estimator                  | 0.77        | 1.40        | 1.02   |
| \(H_\infty\) estimator            | 0.94        | 0.99        | 0.71   |
| Strictly-Causal                    |             |             |        |
| Regret-optimal                     | 3.82        | 4.00        | 3.80   |
| \(H_2\) estimator                  | 3.33        | 6.04        | 5.93   |
| \(H_\infty\) estimator            | 3.86        | 3.89        | 3.89   |

**Proof of Theorem 2** Recall that, for a fixed \(\gamma\), the sub-optimal regret problem is given by

\[
T_K^* T_K - T_{K_0}^* T_{K_0} \preceq \gamma^2 I. \tag{43}
\]

By the Schur complement, the condition (43) is equivalent to

\[
T_K (\gamma^2 I + T_{K_0}^* T_{K_0})^{-1} T_K^* \preceq I. \tag{44}
\]

We use the Matrix inversion lemma (in its operator form) to simplify the middle operator on the left hand side of (44) as

\[
\gamma^{-2} I - \gamma^{-2} T_{K_0}^* (I + \gamma^{-2} T_{K_0}^* T_{K_0})^{-1} \gamma^{-2} T_{K_0}.
\]

We use the Matrix inversion lemma (in its operator form) to simplify the middle operator on the left hand side of (44) as

\[
\gamma^{-2} I - \gamma^{-2} T_{K_0}^* (I + \gamma^{-2} T_{K_0}^* T_{K_0})^{-1} \gamma^{-2} T_{K_0}.
\]

Recall that \(K_0 = L^* (I + K^* K)^{-1}\), so that the cost operator evaluated at the non-causal estimator \(K_0\) is

\[
T_{K_0} = \begin{pmatrix} \mathcal{L} - K_0 & H \\ -K_0 & \mathcal{I} \end{pmatrix} (I + H^* H)^{-1} (I - H^*).
\]

Using (45) and (47), we can simplify the condition in (44) to

\[
T_K T_K^* \preceq T_{K_0} T_{K_0}^* (\gamma^2 I + T_{K_0} T_{K_0})^{-1} T_{K_0} T_{K_0}^*\tag{48}
\]

\[
= \gamma^2 I + T_{K_0} T_{K_0}^* (\gamma^2 I + T_{K_0} T_{K_0})^{-1} T_{K_0} T_{K_0}^*.
\]
The LHS of (48) can be written using the completion of the square as
\[ T_K T_K^* = (K - K_0)(I + HH^*)(K - K_0)^* + T_{K_0} T_{K_0}^*, \]
and rearranging the corresponding RHS of (48) gives
\[ \gamma^2 I + T_{K_0} T_{K_0}^* (\gamma^2 I + T_{K_0} T_{K_0}^*)^{-1} T_{K_0} T_{K_0}^* - T_{K_0} T_{K_0}^* = \gamma^2 (I + \gamma^{-2} T_{K_0} T_{K_0}^*)^{-1}. \] (49)
To conclude, the condition in (48) can be written as
\[ (K - K_0)(I + HH^*)(K - K_0)^* \leq \gamma^2 (I + \gamma^{-2} L(I + H^* H)^{-1} L^*)^{-1}. \] (50)
By defining the canonical factorizations
\[ \Delta \Delta^* = I + HH^* \]
\[ \nabla_\gamma \nabla_\gamma = \gamma^{-2} (I + \gamma^{-2} L(I + H^* H)^{-1} L^*), \] (51)
and applying the Schur complement on (50) we get
\[ (K \Delta - K_0 \Delta)^* \nabla_\gamma \nabla_\gamma (K \Delta - K_0 \Delta) \leq I \] (52)
so that
\[ (\nabla_\gamma K \Delta - \nabla_\gamma K_0 \Delta)^* (\nabla_\gamma K \Delta - \nabla_\gamma K_0 \Delta) \leq I. \] (53)
Note that \( \nabla_\gamma K \Delta \) is a causal operator. Now, let \( \nabla_\gamma K_0 \Delta = S + T \) where \( S \) is a causal operator and \( T \) is a strictly anticausal operator (both operators depend on \( \gamma \) implicitly). Then, if \( K_N \) is a solution to the Nehari problem
\[ ||K_N - T|| \leq 1, \] (54)
then a \( \gamma \)-optimal estimator is given by \( \nabla_\gamma^{-1}(K_N + S)\Delta^{-1}. \)

VI. PROOF OF THE STATE-SPACE SETTING

The proofs of the main results for the state-space setting rely on three technical lemmas that are presented in Section VI-A. Based on these technical results, the proofs of the main theorems for the strictly causal and the causal scenarios appear in Section VI-B and Section VI-C, respectively.

A. Technical lemmas

By the derivation of Theorem 2 there are three technical steps to obtain the Nehari problem:

1) Canonical factorization of \( \Delta(z) \Delta^*(z^{-*}) = I + H(z)H^*(z^{-*}) \).
2) Canonical factorization of \( \nabla_\gamma(z) \nabla_\gamma^*(z^{-*}) = \gamma^{-2} (I + \gamma^{-2} L(z)(I + H^*(z^{-*})H(z))^{-1} L^*(z^{-*})). \)
3) Decomposition of \( \nabla_\gamma^{-1}(z)L(z)H^*(z^{-*})\Delta^{-*}(z^{-*}). \)

To preserve the flow of presentation, the proofs of the lemmas appear in Appendix A-A.

The first step is summarized in the following lemma.

Lemma 4 (Factorization I). The transfer function \( I + H(z)H^*(z^{-*}) \) can be factored as
\[ \Delta(z) \Delta^*(z^{-*}) = I + H(z)H^*(z^{-*}) \]
with
\[ \Delta(z) = (I + H(zI - F)^{-1}K_P)(I + HPH^*)^{-1/2} \] (55)
where \( (I + HPH^*)^{1/2}(I + HPH^*)^{1/2} = I + HPH^*, \) \( K_P = FPH^*(I + HPH^*)^{-1} \) and \( P \) is the stabilizing solution to the Riccati equation
\[ P = GG^* + FPF^* - FPH^*(I + HPH^*)^{-1} HPF^*. \]
Moreover, the transfer function $\Delta^{-1}(z)$ is bounded on $|z| \geq 1$.

The first factorization is the one required in the discrete-time Kalman filter and follows from standard arguments that are given for completeness. The second spectral factorization, however, is more involved. In particular, the expression we aim to factor is positive but the order of its causal and anticausal components is in the reversed order in order to perform standard factorization. We overcome this by introducing an additional Riccati equation.

**Lemma 5** (Factorization II). For any $\gamma > 0$, the factorization

$$
\nabla_\gamma(z^{-s}) \nabla_\gamma(z) = \gamma^{-2}(I + \gamma^{-2}L(z)(I + H^*(z^{-s})H)^{-1}L^*(z^{-s}))
$$

holds with

$$
\nabla_\gamma(z) = R_Q^{-1/2}(I - L(z - F_Q)^{-1}K_Q),
$$

where $R_Q = R_Q^{1/2}R_Q^{1/2}$. $Q$ is a solution to the Riccati equation

$$
Q = -GR_Q^{-1}G^* + F_WQF_W^* - K_QK_Q^*,
$$

and $K_Q = F_WQL^*R_Q^{-1}$ and $R_Q = \gamma^2I + LQL^*$ and the closed-loop system $F_Q = F_W - K_QL$. The constants ($F_W, K_W$) are obtained from the solution $W$ to the Riccati equation

$$
W = H^*H + L^*L + F^*WF - K_W^*R_WK_W,
$$

and $K_W = R_W^{-1}G^*WF$ and $R_W = I + G^*WG$ with $R_W = R_W^{1/2}R_W^{1/2}$ and $F_W = F - GKW$.

The following lemma is the required decomposition for both scenarios.

**Lemma 6** (Decomposition). The product of the transfer matrices can be written as

$$
\nabla_\gamma(z)L(z)L^*(z^{-s})\Delta^{-s}(z^{-s}) = \overline{T}(z) + \overline{S}(z)
$$

where $\overline{T}(z)$ is the anticausal transfer matrix

$$
\overline{T}(z) = R_Q^{-1/2}L(P - U)
\cdot (I + (z^{-1}I - F_P^*)^{-1}F_P^*)H^*(I + HPH^*)^{-s/2},
\quad
z^{-1}R_Q^{-1/2}L(P - U)
\cdot (z^{-1}I - F_P^*)^{-1}H^*(I + HPH^*)^{-s/2},
$$

and $\overline{S}(z)$ is the strictly-causal transfer function

$$
\overline{S}(z) = \nabla_\gamma(z)L(z - F)^{-1}FPH^*(I + HPH^*)^{-s/2}
- R_Q^{-1/2}L(z - F)^{-1}(F_QU + K_QLP)H^*(I + HPH^*)^{-s/2}
$$

and $U$ solves $U = K_QLPF_F^* + F_QUF_F^*$.

Alternatively, the product in $\overline{S}$ can be decomposed for the causal scenario as $T(z) + S(z)$, where $T(z)$ is the strictly anticausal transfer function

$$
T(z) = R_Q^{-1/2}L(P - U)F_P^*
\cdot (z^{-1}I - F_P^*)^{-1}H^*(I + HPH^*)^{-s/2}.
$$

and the causal transfer function is

$$
S(z) = \nabla_\gamma(z)\Delta^{-1}(z)F + I]PH^*(I + HPH^*)^{-s/2}
- R_Q^{-1/2}L((z - F)^{-1}F_Q + I]UH^*(I + HPH^*)^{-s/2}.
$$
B. Proof of the strictly causal scenario

We will jointly prove the results in Section III-A concerning the strictly causal scenario.

As mentioned in Remark 1, the reduction in the strictly causal scenario directly from Theorem 2 by following the proof steps and modify causal to strictly causal and vice versa. The main difference is that in the resulted Nehari problem we have now

$$\min_{s.causal} \left\| \overline{K}_N(z) - \overline{T}(z) \right\|.$$  \hspace{1cm} (63)

where $\overline{T}(z)$ is given in (59). That is, one should approximate an anticausal operator with a strictly causal operator. Albeit this formulation is slightly different from the solution in Theorem 1 we can transform it into the original Nehari problem as follows

$$\min_{s.causal} \left\| \overline{K}_N(z) - \overline{T}(z) \right\|$$

$$= \min_{s.causal} \left\| \overline{K}_N(z) - z\overline{T}(z) \right\|$$

$$= (a) \min_{causal} \left\| K_N(z) - z\overline{T}(z) \right\|,$$ \hspace{1cm} (64)

where (a) follows from the invertible change of variable $K_N(z) = z\overline{K}_N(z)$. Since the operator $z\overline{T}(z)$ is strictly anticausal, we have a standard Nehari problem. The transfer matrix of $z\overline{T}(z)$ is also given in the second line of (59).

The solution $K_N(z)$ to the Nehari problem in Lemma 2 follows by applying Theorem 1 with $z\overline{T}(z)$ and multiply the resulted solution with $z^{-1}$ by step (a) above. Furthermore, the condition for the existence of the regret-optimal follows from Theorem 1 with $z\overline{T}(z)$.

The proof of Theorem 4 and Theorem 5 follows from the combination of $\overline{K}_N(z)$ in Lemma 2, the factorizations in Lemma 4 and $\overline{S}(z)$ in Lemma 5. The simplification of the regret-optimal estimator $\nabla^{-1}_\gamma(z)(\overline{S}(z) + K_N(z))\Delta^{-1}(z)$ to obtain the explicit time and frequency domains expressions is technical and appears in Appendix A-B.

C. Proof of the causal scenario

The proofs of Lemma 3 and Theorem 6 on the solution to the Nehari problem and the condition for the estimator existence follow from applying Theorem 1 with $T(z)$ in (61). The proof of Theorem 7 is technical and appears in Appendix A-C.

VII. Conclusions

We introduced a new criterion for filter design. The regret minimization approach relies on comparing the performance of the designed filter with the performance of a clairvoyant estimator. In the state-space setting, explicit solutions for regret-optimal filtering were obtained for the estimation (the causal scenario) and the prediction (the strictly-causal scenario) regimes. The solutions were obtained by reducing the problem to a Nehari problem. The performance of the regret-optimal filters was compared with the $H_2$ and the $H_\infty$ estimators for two examples where it was shown to interpolate effectively between the optimal Frobenius and operator norms.

APPENDIX A
TECHNICAL PROOFS

In this section, we prove the technical lemmas in Appendix A-A and later simplify the estimators for both scenarios.
A. Proofs of the technical lemmas

The first factorization is a standard spectral canonical factorization, e.g., [25, Chapter 12] but is proved for completeness.

Proof of Lemma 4. Consider the term

\[ I + H(z)H^*(z^{-*}) = I + H(zI - F)^{-1}GG^*(z^{-1}I - F^*)^{-1}H^* \]

in the matrix form

\[
\begin{pmatrix}
(H(zI - F)^{-1} & I)
\end{pmatrix}
\begin{pmatrix}
GG^* & 0 \\
0 & I
\end{pmatrix}
\begin{pmatrix}
(z^{-1}I - F^*)^{-1}H^*
\end{pmatrix}
\]

Then, by (65), we can factor the middle matrix as

\[ I \]

in the matrix form

\[
\begin{pmatrix}
H(zI - F)^{-1} & I
\end{pmatrix}
\begin{pmatrix}
GG^* + FPF^* - P & FPH^* \\
HPF^* & I + HPH^*
\end{pmatrix}
\begin{pmatrix}
(z^{-1}I - F^*)^{-1}H^*
\end{pmatrix}
\]

The factorization will be done in two steps. First, we will factorize the inner expression:

\[ \Psi(P) = FPH^*(I + HPH^*)^{-1} \]

\[ \Gamma(P) = GG^* - P + FPF^* - FPH^*(I + HPH^*)^{-1}HPF^*. \]

We now choose \( P \) to be the stabilizing solution of the Riccati equation \( \Gamma(P) = 0 \) and denote \( K_P = \Psi(P) \). Then, by (65), we can factor the middle matrix as \( I + HPH^* = (I + HPH^*)^{1/2}(I + HPH^*)^{1/2} \) and conclude

\[ \Delta(z) = (I + H(zI - F)^{-1}K_P)(I + HPH^*)^{1/2}. \]  

One can see that the inverse

\[ \Delta^{-1}(z) = (I + HPH^*)^{-1/2}(I - H(zI - F)^{-1}K_P), \]

is bounded since the closed-loop system \( F_P \) is stable.

The following proof is for the second factorization.

Proof of Lemma 5. Recall that it is required to perform the canonical factorization

\[
\nabla^*(z^{-*})\nabla(z) = \gamma^{-2}(I + \gamma^{-2}L(z)(I + H^*(z^{-*})H(z))^{-1}L^*(z^{-*}))
\]

(68)

If we follow a two-step factorization for the inner and outer terms on the RHS of (68), the transfer matrices will appear in the reversed order. Thus, we should manipulate (68) by inverting it as

\[
\nabla^{-1}_\gamma(z)\nabla^{-*}_\gamma(z^{-*}) = \gamma^{2}I - L(z)(I + H^*(z^{-*})H(z) + \gamma^{-2}L^*(z^{-*})L(z))^{-1}L^*(z^{-*})),
\]

The factorization will be done in two steps. First, we will factorize the inner expression:

\[ \Gamma^*(z^{-*})\Gamma(z) = I + H^*(z^{-*})H(z) + \gamma^{-2}L^*(z^{-*})L(z). \]  

(69)

Then, the proof will be completed by factorizing

\[
\nabla^{-1}_\gamma(z)\nabla^{-*}_\gamma(z^{-*}) = \gamma^{2}I - L(z)\Gamma^{-1}(z)\Gamma^{-*}(z^{-*})L^*(z^{-*}).
\]

(70)
The inner factorization can be written as
\[
\begin{align*}
\Gamma^*(z) &= \Gamma(z) \\
&= I + H^*(z)H(z) + L^*_\gamma(z)\Gamma(z) \\
&= I + G^*(z^{-1}I - F^*)^{-1}(H^*H + L^*_\gamma\Gamma)(zI - F)^{-1}G.
\end{align*}
\] (71)

Using the same argument as in Lemma 4, one can show
\[
\Gamma(z) = R_W^{1/2}(I + K_W(zI - F)^{-1}G)
\] (72)
where \( W \) is a positive solution for
\[
W = H^*H + L^*_\gamma L^* + F^*WF - F^*WG(I + G^*WG)^{-1}G^*WF,
\]
and the constants are given by \( K_W = (I + G^*WG)^{-1}G^*WF \) and \( R_W = (I + G^*WG) \) with \( R_W = R_W^{1/2}R_W^{1/2} \) and \( F_W = F - GK_W \).

Before the second step, we simplify the transfer function
\[
L(z)\Gamma^{-1}(z) = L(zI - F)^{-1}[I + GK_W(zI - F)^{-1}]^{-1}GR_W^{-1/2}
\]
\[
= L(zI - F)^{-1}GR_W^{-1/2}.
\] (73)

We can now perform the second factorization as
\[
\nabla^{-1}_\gamma(z)\nabla^{-*}_\gamma(z^*)
\]
\[
= \gamma^2 I - L(z)\Gamma^{-1}(z)\Gamma^{-*}(z^*)L^*(z^*)
\]
\[
= \gamma^2 I - L(zI - F_W)^{-1}GR_W^{-1}G^*F_W^{-1}L^*
\]
\[
= (I + L(zI - F_W)^{-1}K_Q)R_Q(I + K_Q(z^{-1}I - F_W^{-1})L^*),
\]
where \( Q \) is a solution to the Riccati equation
\[
Q = -GR_W^{-1}G^* + F_WQF_W^* - F_WQL^*(\gamma^2 I + LQL^*)^{-1}LF_W^*,
\]
and \( K_Q = F_WQL^*R_W^{-1} \) and \( R_Q = \gamma^2 I + LQL^* \) and the closed-loop system \( F_Q = F_W - K_QL \).

\[
\text{Finally, by (74), we can write}
\]
\[
\nabla^{-1}_\gamma(z) = (I + L(zI - F_W)^{-1}K_Q)R_Q^{1/2}
\] (75)
with \( R_Q = R_Q^{1/2}R_Q^{1/2} \) and the proof is completed by taking the inverse
\[
\nabla_\gamma(z) = R_Q^{-1/2}(I + L(zI - F_W)^{-1}K_Q)^{-1}
\]
\[
= R_Q^{-1/2}(I - L(zI - F_Q)^{-1}K_Q).
\] (76)

Lastly, the spectral decomposition is proved.

**Proof of Lemma 6** The decomposition should be performed for the product of the transfer matrices
\[
\nabla_\gamma(z) = R_Q^{-1/2}(I - L(zI - F_Q)^{-1}K_Q)
\]
\[
L(z) = L(zI - F)^{-1}G
\]
\[
H^*(z^*) = G^*(z^{-1}I - F^*)^{-1}H^*
\]
\[
\Delta^{-*}(z^*) = (I + K_P(z^{-1}I - F^*)^{-1}H^*)^{-1}(I + HPH^*)^{-1/2}.
\]

First, we simplify \( H^*(z^*)\Delta^{-*}(z^*) \) as
\[
G^*(z^{-1}I - F_P)^{-1}H^*(I + HPH^*)^{-1/2}.
\] (77)
Consider now the product $L(z)H^*(z^{-*})\Delta^{-*}(z^{-*})$:

\[
L(z)H^*(z^{-*})\Delta^{-*}(z^{-*}) = L(zI - F)^{-1}GG^*(z^{-1}I - F_p)^{-1}H^*(I + HPH^*)^{-s/2}
\]

\[
= L[(zI - F)^{-1}FP + PF_p^*(z^{-1}I - F_p)^{-1} + P] 
\cdot H^*(I + HPH^*)^{-s/2},
\]

(78)

where in the last equality we use a standard decomposition (e.g., [25, Lemma 12.3.3]) detailed as follows. For any matrix $\Sigma$, we can write the product as

\[
(zI - F)^{-1}GG^*(z^{-1}I - F_p)^{-1} = ((zI - F)^{-1}) \begin{pmatrix} GG^* & \Sigma + F\Sigma F_p^* \\ \Sigma F_p^* \\ \Sigma \end{pmatrix} \begin{pmatrix} F^* \\ F \Sigma \\ I \end{pmatrix}^{-1}
\]

(79)

By choosing $\Sigma = P$, we note that the first input of the middle matrix satisfies $GG^* - P + FPF_p^* = 0$, and therefore we have the decomposition $(zI - F)^{-1}GG^*(z^{-1}I - F_p)^{-1} = (zI - F)^{-1}FP + PF_p^*(z^{-1}I - F_p)^{-1} + P$.

Now, we can write the causal part of $L(z)H^*(z^{-*})\Delta^{-*}(z^{-*})$ as:

\[
L[(zI - F)^{-1}F + I]PH^*(I + HPH^*)^{-s/2}
\]

(80)

and its anticausal part as

\[
LPF_p^*(z^{-1}I - F_p)^{-1}H^*(I + HPH^*)^{-s/2}.
\]

(81)

Note that $\nabla_\gamma(z)$ is causal and, therefore, all left is to decompose $\nabla_\gamma(z)$ multiplied (from left) with $R_{Q^{-1/2}}(I - L(zI - F_Q)^{-1}K_Q)LPF_p^*$

\[
= R_{Q^{-1/2}}^{-1}LPF_p^*(z^{-1}I - F_p)^{-1}H^*(I + HPH^*)^{-s/2}
\]

(83)

where in the first equality, we use the steps in (79) to write the decomposition

\[
(zI - F_Q)^{-1}K_QLPF_p^*(z^{-1}I - F_p)^{-1}K_QL^{-1}F_QU + UF_p^*(z^{-1}I - F_p)^{-1} + U
\]

\[
\cdot H^*(I + HPH^*)^{-s/2}
\]

\[
= R_{Q^{-1/2}}^{-1}LPF_p^*(z^{-1}I - F_p)^{-1}H^*(I + HPH^*)^{-s/2}
\]

(82)

with $U$ solving the Sylvester equation $U = K_QLPF_p^* + F_QUF_p^*$. To summarize the derivation, the anticausal expression is

\[
T(z) = R_{Q^{-1/2}}^{-1}L(P - U)F_p^*(z^{-1}I - F_p)^{-1}H^*(I + HPH^*)^{-s/2}.
\]

(83)

The causal transfer function is

\[
S(z) = \nabla_\gamma(z)L[(zI - F)^{-1}F + I]PH^*(I + HPH^*)^{-s/2}
\]

\[
- R_{Q^{-1/2}}^{-1}L[(zI - F_Q)^{-1}F_Q + I]UH^*(I + HPH^*)^{-s/2}
\]

(84)

Lastly, it can be verified that $\bar{S}(z) + \bar{T}(z) = S(z) + T(z)$. 

\[
\square
\]
B. Simplification of the strictly-causal estimator

Proof of Theorem 4. Recall that by Theorem 2, the regret-optimal estimator is given by
\[ \nabla^{-1}_\gamma(z)(\overline{S}(z) + \overline{K}_N(z))\Delta^{-1}(z). \] (85)
with the transfer matrices
\[ \overline{K}_N(z) = R^{-1/2}_Q L(P - U) \Pi (z I - \overline{F}_N)^{-1} \overline{G}_N \]
\[ \Delta^{-1}(z) = (I + HPH^*)^{-1/2}(I + H(z I - F)^{-1}K_P)^{-1} \]
\[ = (I + HPH^*)^{-1/2}(I - H(z I - F_P)^{-1}K_P) \]
\[ \nabla^{-1}_\gamma(z) = (I + L(z I - F_W)^{-1}K_Q)R^{-1/2}_Q, \] (86)
and \( \overline{S}(z) \) is given in (60).

The first line of \( \overline{S}(z) \) in (60) combined with the outer transfer matrices above becomes the standard Kalman filter \( L(z I - F_P)^{-1}K_P \). The second line of \( \overline{S}(z) \) when multiplied with \( \nabla^{-1}_\gamma(z) \) gives
\[ -L(z I - F_W)^{-1}(F_QU - K_QLP)H^*(I + HPH^*)^{-*}/2, \]
and multiplying it with \( \Delta^{-1}(z) \) from the right gives
\[ -L(z I - F_W)^{-1}(F_QU + K_QLP) \cdot H^*(I + HPH^*)^{-1}(I - H(z I - F_P)^{-1}K_P). \] (87)

The last term that is resulted from the middle term \( \overline{K}_N(z) \) cannot be simplified further and thus, we combine this term together with (87) and the Kalman filter to the compact state-space that appears in Theorem 4.

C. Simplification of the causal estimator

Proof of Theorem 7. Recall that by Theorem 2, the regret-optimal estimator is given by
\[ K(z) = \nabla^{-1}_\gamma(z)(S(z) + K'(z))\Delta^{-1}(z), \] (88)
where \( \Delta^{-1}(z) \) and \( \nabla^{-1}_\gamma(z) \) are given in (86), \( K'(z) \) is the solution to the Nehari problem and \( S(z) \) is given in (84). First, we take apart the first line of \( S(z) \) in (84) to rewrite
\[ K(z) = \nabla^{-1}_\gamma(z)(S'(z) + K_N(z))\Delta^{-1}(z) + K_{H_2}(z), \] (89)
where
\[ S'(z) = -R^{-1/2}_Q \overline{L}[(zI - F_Q)^{-1}F_Q + I]UH^*(I + HPH^*)^{-*}/2, \]
and the \( H_2 \) estimator is
\[ K_{H_2}(z) = LPH^*(I + HPH^*)^{-1} + (L - LPH^*(I + HPH^*)^{-1}H)(z I - F_P)^{-1}K_P. \] (90)
We first simplify the product \( \nabla^{-1}_\gamma(z)S'(z) \)
\[ - (I + L(z I - F_W)^{-1}K_Q)LUH^*(I + HPH^*)^{-*}/2 \]
\[ - L(I - (z I - F_Q)^{-1}K_QL)^{-1}(z I - F_Q)^{-1}F_QUH^* \cdot (I + HPH^*)^{-*}/2 \]
\[ = -(I + L(z I - F_W)^{-1}K_Q)LUH^*(I + HPH^*)^{-*}/2 \]
\[ - L(z I - F_W)^{-1}F_QUH^*(I + HPH^*)^{-*}/2 \]
\[ = -L(I + (z I - F_W)^{-1}F_W)UH^*(I + HPH^*)^{-*}/2, \]
and by multiplying the resulted term with $\Delta^{-1}(z)$ we get
\[
\nabla_\gamma^{-1}(z) S'(z) \Delta^{-1}(z) = -L(I + (zI - F_W)^{-1}F_W)U \cdot H'(I + HPH^*)^{-1}(I - H(zI - F_P)^{-1}K_P).
\]

The last term corresponds to the solution of the Nehari problem in Lemma 3 and equals
\[
\nabla^{-1}(z) R_Q^{-1/2} H_N(I + F_N(zI - F_N)^{-1}) G_N \Delta^{-1}(z).
\]

It can now be directly verified that the sum of (90)-(92) can be compactly expressed as $K(z) = \tilde{H}(zI - \tilde{F})^{-1}\tilde{G} + \tilde{J}

with the matrices given in Theorem 7.
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