Single-shot wide-field optical section imaging
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Abstract: Optical sectioning technology has been widely used in various fluorescence microscopes owing to its background removing capability. Here, a virtual HiLo based on edge detection (V-HiLo-ED) is proposed to achieve wide-field optical sectioning, which requires only single wide-field image. Compared with conventional optical sectioning technologies, its imaging speed can be increased by at least twice, meanwhile maintaining nice optical sectioning performance, low cost, and excellent artifact suppression capabilities. Furthermore, the new V-HiLo-ED can also be extended to other non-fluorescence imaging fields. This simple, cost-effective and easy-to-extend method will benefit many research and application fields that needs to remove out-of-focus blurred images.
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1. Introduction

Wide-field imaging is a basic and popular imaging method owing to its high speed and low cost. But some common shortcomings are also obvious in wide-field imaging, in which the out-of-focus signal is usually blurred into background or noise, and the additional excitation of illumination light may reduce the signal-to-noise ratio (SNR) of the acquired image[1]. These shortcomings hinder the acquisition of images with high contrast[2, 3]. To reject this out-of-focus noise, a variety of optically sectioned techniques have been developed, such as confocal fluorescence microscopy[4], two-photon fluorescence microscopy[5], light-sheet fluorescence...
microscopy⁶, ⁷, OS-SIM microscopy⁸, ⁹, HiLo microscopy¹⁰, and so on¹¹, ¹². Each technique has advantages and disadvantages owing to its special optical design. Among them, confocal or two-photon fluorescence microscopy based on laser scanning optical designs achieve optical-sectioned capability at the cost of low volume imaging speed. Light-sheet fluorescence microscopy needs expensive and inconvenient complex optical elements. Conventional OS-SIM microscopy can simplify the optical system, but three images with phase-shifted sinusoidal illumination patterns are often required to reconstruct an optically sectioned image, which restricts the imaging speed and the application of fast dynamic events¹³.

Recently, the HiLo technique with excellent optical sectioning ability¹⁴-¹⁸ based on only two captured images, a uniform illuminated image and a structured illuminated image, has been widely used in conventional wide-field microscopy¹⁹, ²⁰, wide-field microendoscopy²¹, ²², wide-field multiphoton microscopy²³, light-sheet microscopy²⁴-²⁶, light field microscopy²⁷, multi-focus microscopy²⁸, ²⁹ and incoherent holography³⁰, etc.

Even though the wide-field operating mode with only two captured images have already improved the imaging speed greatly, the needed two captured images in HiLo, a uniform illuminated image and a structured illuminated image, will still affect the improvement of both imaging speed and imaging quality. Firstly, it cannot make full use of the imaging speed potential of the scientific camera, because there is a switching between structured illumination and uniform illumination in HiLo. As a result, its imaging speed is always less than half that of the camera's imaging speed. Secondly, the requirement of two capture images means a compromise between imaging speed and imaging stability³¹, otherwise artifacts will be introduced³². As for fast moving objects, the moving induced artifacts between two captured images is unavoidable which will affect the final imaging quality. Thirdly, HiLo was rarely applied in label-free imaging, despite its outstanding sectioning capabilities. Inconvenient steps and redundant devices are part of the reason for the limitation. Therefore, there is no wide-field imaging method that can simultaneously meet all the requirements or advantages of fast, low cost, no artifacts, convenient and easy extension currently.

To overcome above constraints of existing optical sectioning techniques, inspired by the speckle contrast effect, a virtual HiLo (V-HiLo) based on edge detection (V-HiLo-ED) is proposed here to simultaneously simplify the optical system and improve both the imaging speed and quality. Only one uniform illumination wide-field image is required in this new method, which broke through the imaging speed limit of the conventional optical sectioning techniques such as HiLo or OS-SIM. With single image, there is no motion-induced artifacts. Furthermore, the optical sectioning performance is comparable to that of current optical sectioning methods. In this proof-of-principle research, by using several typical and irrelevant images, the results with proposed V-HiLo-ED is according with that using the conventional HiLo very well. Several experiments on either traditional wide-field label-free imaging or fluorescence imaging have also been executed which proved the effective of this new method.
Moreover, the proposed V-HiLo-ED exhibits many other advantages simultaneously, such as low-cost, simple setup, and low phototoxicity, etc., which make it a proud method for not only fluorescence microscopy but also other label-free imaging techniques such as incoherent digital holography, etc.

2. Principle of V-HiLo-ED

Different from conventional HiLo technique, which needs two images obtained by uniform illumination and structured illumination to reconstruct an optical-sectioning image, V-HiLo (virtual HiLo) only needs to capture a uniform illumination wide-field image to reconstruct the optically sectioned image, in which the structured illumination image is virtually obtained by a post-processing with the uniform illumination wide-field image.

According to the principle of conventional HiLo algorithm, the final optically sectioned image $I_{HiLo}(x, y)$ is reconstructed from two images together\textsuperscript{[33]}, the high frequency components $H_i(x, y)$ extracted from the uniform illumination image $I_u(x, y)$ and the low frequency components $L_o(x, y)$ extracted from the structured illumination image $I_s(x, y)$.

For clarity, the uniform illuminated image $I_u(x, y)$ can be decomposed into two parts, the in-focus component and the out-of-focus component, so $I_u(x, y)$ can be written as:

$$I_u(x, y) = I_{in}(x, y) + I_{out}(x, y) \quad (1)$$

Where $I_{in}(x, y)$ is the in-focus component, $I_{out}(x, y)$ is the out-of-focus component. The structured illumination image $I_s(x, y)$ is approximately described as\textsuperscript{[15]}:

$$I_s(x, y) = \iiint PSF_{det}(x-x_o, y-y_o, z)Obj(x-x_o, y-y_o, z)S(x-x_o, y-y_o, z)dxdydz \quad (2)$$

Where $PSF_{det}$ is the point spread function of the detection arm, $Obj$ is object distribution. $S$ is the distribution of structured light on the object, and its contrast will decrease with defocus. The high-frequency in-focus component $H_i(x, y)$ can then be
expressed as:
\[ H_i(x, y) = F^{-1} \left\{ HP_{f_c} \left\{ F \left[ I_u(x, y) \right] \right\} \right\} \]  

(3)

Where \( F \) and \( F^{-1} \) are the Fourier and inverse Fourier transform operator. \( HP_{f_c} \) represents a 2D Gaussian high-pass filter in the spectral domain, where \( f_c \) represents the cutoff frequency of the high-pass filter. For low-frequency in-focus component \( L_o(x, y) \), it is can be expressed as:
\[ L_o(x, y) = F^{-1} \left\{ LP_{f_c} \left\{ F \left[ W(x, y) \times I_u(x, y) \right] \right\} \right\} \]

(4)

Where \( HP_{f_c} \) represents a 2D Gaussian low-pass filter in the spectral domain where \( f_c \) represents the cutoff frequency of the low-pass filter. \( W(x, y) \) is a weighting map which is called contrast map. \( W(x, y) \) can be shown as \(^{[20]}\):
\[ W(x, y) = \frac{\sigma_A(x, y)}{\mu_A(x, y)} \]

(5)

Where \( \Lambda \) is the length of the square sampling window, which depends on the cutoff frequency \( k_c \) of the filter \(^{[33]}\). Here, \( k_c \) can be defined as \( k_c = 1/(2\Lambda) \) \(^{[20]}\). \( \sigma_A(x, y) \) and \( \mu_A(x, y) \) are the standard deviation and mean value of difference image \( I_{dpb}(x, y) \) respectively. The equations are as follow:
\[ \mu_A(x, y) = \frac{I_{dpb}(x, y) \ast N_A(x, y)}{N_k} \]

(6)
\[ \sigma_A(x, y) = \sqrt{\left( I_{dpb}(x, y) \right)^2 \ast N_A(x, y) - N_k \times \left( \mu_A(x, y) \right)^2} \]

(7)

Where \( \ast \) represents correlation operation. \( N_A(x, y) \) is a kernel used to calculate \( W(x, y) \). \( N_k \) is the sum of window matrix \( N_A(x, y) \). The difference image \( I_{dpb}(x, y) \) can described as:
\[ I_{dpb}(x, y) = F^{-1} \left\{ \left\{ F \left[ I_u(x, y) - I_s(x, y) \right] \right\} \times BFP(f_x, f_y) \right\} \]

(8)
Where $BFP(f_x, f_y)$ is a 2D Gaussian bandpass filter used to accelerate the noise decay so as to distinguish the in-focus and out-of-focus component. Its functional form is equivalent to subtraction of two low pass filters, which can be presented as\(^{[22]}\):

$$BFP(f_x, f_y) = \exp\left(-\frac{f_x^2 + f_y^2}{2\sigma^2}\right) - \exp\left(-\frac{f_x^2 + f_y^2}{\sigma^2}\right)$$

(9)

Where $(f_x, f_y)$ is coordinate at spectral domain, $\sigma$ is the standard deviation of the bandpass pass filter\(^{[20, 33]}\). After calculating based on the above parameters, the final HiLo image can then be reconstructed as:

$$I_{HiLo}(x, y) = I_i(x, y) + \eta I_o(x, y)$$

(10)

where $\eta$ is a custom scaling factor that can be adjusted experimentally to ensure the transition from low to high frequencies in $I_{HiLo}(x, y)$ occurs seamlessly\(^{[10, 24, 32]}\). The typical range of scaling factor $\eta$ in our experiment is $0 < \eta < 1$.

Here, edge detection is used in the post-processing in the V-HiLo-ED method, which is also a research hotspot in the field of computer vision. It is well known that the edge appears as a sharp local intensity change or discontinuity in the image\(^{[34]}\). Edge detection is not only suitable for segmentation of different objects\(^{[35]}\), but also has satisfactory performance in image depth extraction\(^{[36]}\). So we can extract the edge of different targets in focus through edge detection.

The Laplacian of Gaussian (LOG) for edge detection was proposed by D. Marr and E. Hildreth in 1980\(^{[37]}\). Since the Laplace operator detects the edge based on the zero-crossing point of the second derivative of the image, it is sensitive to discrete points and noise\(^{[38]}\). Considering that there are many discrete points and noises in the acquired wide-field image that are not conducive to the differential operation process in edge detection, the LOG is favored for its excellent anti-noise performance and rotation consistency. Therefore, LOG operation can be performed on the image and calculate its gradient to extract the image edge of the in-focus component\(^{[39]}\), where the selection threshold is achieved through adaptive threshold algorithms such as Otsu threshold segmentation\(^{[40]}\). This parameter-free edge detection method can be extended to various targets\(^{[41]}\). As for reproducibility, LOG can be supported by Image Processing Toolbox of MATLAB.

The LOG can be expressed as $\nabla^2 G$, where $\nabla^2$ is the Laplacian operator (second order differential operator), and $G$ is a 2D Gaussian filter function. They can be expressed as:
\[ \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \]  

(11)

\[ G(x, y) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left( -\frac{x^2 + y^2}{2\sigma^2} \right) \]  

(12)

Where \( \sigma \) is standard deviation. In LOG method, \( x \) and \( y \) are coordinates at spatial domain. We need to perform a Gaussian filtering on the image \( I(x, y) \) to reduce noise and discrete information before edge detection, which can be written as \( I(x, y) \otimes G(x, y) \), where \( \otimes \) is a convolution operation, and then we perform the filtered result with the Laplacian operator, the expression is as follow:

\[ \nabla^2 \left[ I(x, y) \otimes G(x, y) \right] \]  

(13)

Furthermore, according to the property of derivative equation, the partial derivative of the Gaussian function can be performed firstly, and then convolute with the image \( I(x, y) \). Then, the above expression can be described as:

\[ \nabla^2 \left[ I(x, y) \otimes G(x, y) \right] = \nabla^2 G(x, y) \otimes I(x, y) \]  

(14)

For simplicity, the constant term of the Gaussian function can be omitted. The derivation and results of the second-order partial derivation of the Gaussian function are shown as follows:

\[ \nabla^2 G(x, y) = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \times \exp\left( -\frac{x^2 + y^2}{2\sigma^2} \right) \]

\[ = \frac{\partial}{\partial x} \left[ -\frac{x}{\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}} \right] + \frac{\partial}{\partial y} \left[ -\frac{y}{\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}} \right] \]

\[ = \left[ \frac{x^2}{\sigma^4} - \frac{1}{\sigma^2} \right] e^{-\frac{x^2 + y^2}{2\sigma^2}} + \left[ \frac{y^2}{\sigma^4} - \frac{1}{\sigma^2} \right] e^{-\frac{x^2 + y^2}{2\sigma^2}} \]

(15)

\[ = \left[ \frac{x^2 + y^2 - 2\sigma^2}{\sigma^4} \right] e^{-\frac{x^2 + y^2}{2\sigma^2}} \]

Then, the imaging intensity based on the LOG edge detection can be expressed as:

\[ I_L(x, y) = \nabla^2 G(x, y) \otimes I_e(x, y) \]  

(16)

Where \( I_L(x, y) \) contains the edge intensity of the objects in the focal plane, it has a
similar effect to the conventional structured speckle illumination image in calculating local contrast, so \( I_s(x, y) \) can be replaced by \( I_L(x, y) \) to achieve virtual modulation, the formula is:

\[
I_s(x, y) \approx I_L(x, y) = \nabla^2 G(x, y) \otimes I_u(x, y)
\]

This is because the local speckle grain contrast of the conventional structured image is blurred or even disappears in the out-of-focus part, and the local speckle grain contrast in the focus part is clear\(^1\). Similarly, the edge detection image only has obvious edge information in the in-focus part (high local contrast), and retains weak intensity or even no signal in the out-of-focus part (low local contrast). In this way, V-HiLo-ED can extract a virtual structured illumination image from only a uniform illumination image based on edge detection, and then reconstruct a clear optically sectioned image.

The main process of V-HiLo-ED is shown in Fig. 1, and the corresponding sample images are attached to each step to show the change process. Note that the capability and reliability of the V-HiLo-ED was firstly proved by using some already published typical images using conventional optical sectioning method, as shown in the supplementation.

![Fig. 1. Overview of the procedure for V-HiLo-ED.](image)
3. Results and discussion

3.1 Optical section fluorescent imaging with V-HiLo-ED

Defocus background suppression greatly improves the SNR of biological images, which is of significance for observing organisms\(^{[13, 21, 42]}\). To characterize the optical sectioning capability of V-HiLo-ED, a single wide-field image of antibody-labeled mitochondria was used to reconstruct optically sectioned image through V-HiLo-ED for comparison (Fig. 2). In experimental setup, the wide-field fluorescent image was collected onto an EMCCD camera (Evolve 512, Delta Photometrics) with an oil-immersed objective (150×/1.45, Olympus), yielding a pixel size of 106 nm. Fig. 2(a) indicates a wide-field fluorescence image of the antibody-labeled mitochondria. After the LOG edge detection process, the in-focus edge image is shown in Fig. 2(b), which is used as the structured illumination image input of the HiLo algorithm. Fig. 2(c) is the Lo component determined together by the uniform illumination image (Fig. 2(a)) and the edge detection image (Fig. 2(b)). Fig. 2(d) is the Hi component affected by the uniform illumination image (Fig. 2(a)) alone. In the experiment, they are added in an appropriate scaling factor to obtain the final optically sectioned image (Fig. 2(e)). The intensity distribution of the red dashed line at the same position of the wide-field image (Fig. 2(a)) and the optically sectioned image (Fig. 2(e)). From the results of the normalized intensity curve, it is obvious that there is almost no attenuation of the in-focus signal intensity, and the out-of-focus blur noise has been significantly suppressed. This means that the proposed method can achieve excellent optical section performance on antibody-labeled mitochondria that, to our knowledge, have not appeared in conventional HiLo microscopy previously.
Fig. 2. Results of optical sectioning fluorescent imaging with V-HiLo-ED. (a) Uniform illuminated wide-field image of antibody-labeled mitochondria. (b) Edge detection image based on (a) and LOG operator. (c) Lo component image calculated based on (a), (b) and HiLo algorithm. (d) Hi component image calculated based on (a) and HiLo algorithm. (e) Optically sectioned image reconstructed based on (a), (b) and V-HiLo-ED method. (f) Normalized intensity profiles along red dash lines corresponding with (a) and (e). Scale bar: 2μm.

In subcellular imaging, high-resolution imaging (HR) is necessary, but due to the limitation of the field of view, a high dose light is often required to obtain a bright image [42], but this in turn burden more defocus noise [43], which may lead to worse image quality. Therefore, background suppression is particularly important in HR [44]. For this reason, two images with strong background noise, which are common in HR, are used to exemplify the background removal performance of V-HiLo-ED (Fig. 3). Fig. 3a and Fig. 3b are the wide-field image and the optically sectioned image reconstructed by V-HiLo-ED of COS-7 cell labeled with Tubulin-EGFP, respectively. More specifically, in Fig. 3a1 and Fig. 3b1, Fig. 3a2 and Fig. 3b2 are the magnified images of the yellow dashed box in Fig. 3a and Fig. 3b, respectively. The position pointed by the white arrows in the magnified images Fig. 3a1-a2 and Fig. 3b1-b2 show clearly that the separated microtubes can be clearly distinguished in the optically sectioned image after the V-HiLo-ED calculation. Fig. 3c and Fig. 3d are the antibody-labeled mitochondria images obtained by the wide-field image and the optically sectioned image reconstructed by V-HiLo-ED, respectively. Again, the out-of-focus noise has been well removed after the process of V-HiLo-ED. Similarly, Fig. 3c1-c2 and Fig. 3d1-d2 are the enlarged figures of the marked region with the yellow
dashed box in Fig. 3c and Fig. 7d, respectively. The small holes and gaps between the mitochondrial structures can also be clearly identified in the positions indicated by the white arrows in Fig. 3d1 and Fig. 3d2, which is almost invisible in the wide-field image shown in Fig. 3c or Fig. 3c1-c2. The experimental results once again demonstrate the excellent optical sectioning capability of V-HiLo-ED algorithm in HR. Some other typical technologies such as OS-SIM and traditional HiLo technology can also achieve this optical sectioning in HR with the cost of more image data acquisition, additional structured light lighting process, iterative algorithms and many incidental negative effects, which reflects that the proposed V-HiLo-ED method owns the advantages of higher flexibility, faster speed, simpler, more convenient and more economical benefits.

3.2 Optical section label-free imaging with V-HiLo-ED

A wide-field image of a standard resolution target (USAF 1951, Edmund) was used to achieve label-free optical section imaging and verify the resolution of V-HiLo-ED technology. The experimental setup is shown in Fig. 4. The light source from a LED is irradiated on two samples with different axial depths, and then converged on a CMOS camera for imaging. We can obtain a wide-field image with both defocus and in-focus components. Compared with the conventional optical section imaging experimental optical path, this setup is very cheap and
extremely convenient, it hardly requires complicated adjustments, even collimation.

Fig. 4. Layout of optical sectioning label-free imaging with V-HiLo-ED. The LED with fiber provides incoherent light for uniform illumination. Len3 is a biconvex lens used to converge the beam. Len2 is a convex lens, which is used to make the beam irradiate the target 1 and target 2 at the same time, and the beam does not need to be collimated. Both object 1 and object 2 are standard resolution targets (USAF 1951, Edmond). Len1 is a convex lens used to converge the light beam onto the camera chip, the magnification of its imaging will vary with its focal length, and the focal length is selected based on the object being in the same field of view (FOV).

The experimental results are shown in Fig. 5. In the wide-field image (Fig. 5(a)), where object 1 is in focus and very clear, object 2 becomes blurry due to out of focus. After processing by the V-HiLo-ED algorithm, the reconstructed optical-sectioning image is shown in Fig. 5(b). The normalized one-dimensional intensity distributed along the horizontal red dashed lines in both the wide-field and the new V-HiLo-ED images are shown in Fig. 5(c). It shows clearly that the V-HiLo-ED image with better defocus blur suppression. To further confirm the spatial resolution of our method, the enlarged central part of the Object (USAF 1951 resolution target) with high resolution are shown in Fig. 5(d) and Fig. 5(e), respectively. Fig. 5(f) shows the normalized intensity distribution along the grating reticle (red dotted line). The results proved that the spatial resolution is almost the same, which has not been degraded. In summary, we provide an optical-sectioned image in label-free imaging without side effects. Which also means that V-HiLo-ED has a resolution similar to the raw wide-field image without compromising image quality.
3.3 V-HiLo-ED for Incoherent Digital Holography

With its unique principles and advantages, holography is very popular in three-dimensional imaging and has brought some new applications [47]. However, due to various reasons, it has been troubled by defocusing and has not been solved very well. Such as incoherent digital holography [48], on the one hand, the introduction of structured illumination, whether modulated by grating patterns or spatial light modulators, will bring additional difficulties to holographic interferometric imaging that already requires strict adjustment accuracy, which reduces the feasibility of experiments. On the other hand, due to the low reconstruction clarity of incoherent digital holography [49], the uneven intensity and even the introduction of artifacts caused by structured illumination [50] will deteriorate the quality of the reconstructed result, which further increases the difficulty of achieving background suppression. Therefore, there is no application of optical sectioning technologies in incoherent digital holography until now. Fortunately, for V-HiLo-ED, the above restrictions can be cleverly avoided.

To verify the simplicity and applicability of our method, a pair of holographic reconstructed wide-field images in published paper [48] were used to calculate (Fig. 6). Fig. 6(a) and Fig. 6(b) are two images at different imaging depths. The upper right part of the image in Fig. 6(a) is in focus while the lower left part is out of focus, and the opposite for Fig. 6(e). Fig. 6(a) and Fig. 6(e) both use V-HiLo-ED for calculation, and the edge detection images are shown in Fig. 6(b) and Fig. 6(f) respectively, which show that the edge of the focal information is accurately
extracted by the LOG operator. Fig. 6 (c) and Fig. 6(g) are the reconstructed optically sectioned images calculated by the V-HiLo-ED method, which are based on Fig. 6(a) and Fig. 6(e) respectively. By comparing the intensity distribution of the red dashed lines in Fig. 6(a) and Fig. 6(e), respectively, the results (shown in Fig. 6(d) and Fig. 6(h)) exhibit the optical-sectioning performance of V-HiLo-ED, which are not readily achieved by conventional optical sectioning methods in incoherent digital holography.

3.4 Suppressing motion-induced artifacts

In the conventional optical sectioning methods, such as OS-SIM[8] and HiLo[10], etc., at least two images are required. The imaging speed is generally less than half of the camera's capture speed. Furthermore, for fast-moving objects, two or more images are captured at different time which will cause motion-induced artifacts. Since the V-HiLo-ED technology requires simple single-shot image, the imaging speed is only limited by the camera. Besides increasing the imaging speed compared to conventional methods, the motion-induced artifacts can also be absolutely avoided. To show the advantage of V-HiLo-ED on motion artifact suppression more clear, existing data are used to simulate fast-moving objects for comparison.

Assuming that Fig. 7(a) and Fig. 7(b) are uniform illuminated images taken in two adjacent frames with delayed time, respectively. There is a translational in the longitudinal direction between Fig. 7(a) and Fig. 7(b) to simulate the fast movement of the object. Fig. 7(c) is the structured illumination image of Fig. 7(b). Based on the conventional HiLo algorithm, the Lo and Hi components calculated from Fig. 7(c) and Fig. 7(a) are shown in Fig. 7(d) and Fig. 7(e), respectively. Fig. 7(f) shows the final obtained optically sectioned image with obvious artifacts. This is because the movement of the object makes the captured two figures are
different, which causes the calculated Lo component and Hi component to not be exactly paired [32]. And then the wrong optically sectioned image is reconstructed. As for V-HiLo-ED, these artifacts can be avoided because only a wide-field image is required. The calculated edge image from Fig. 7(a) is used as the structured illumination image (shown in Fig. 7(e)) of the HiLo algorithm. The calculated Lo component according to Fig. 7(g) is shown in Fig. 7(h), which in accord well with the Hi component that (shown in Fig. 7(e)) calculated from Fig. 7(a). With an appropriate scaling factor, the optically sectioned image based on V-HiLo-ED is shown in Fig. 7(i), which shows no artifacts (proved in supplementation).

As a result, the proposed new V-HiLo-ED method can effectively avoid the motion artifacts during imaging fast dynamic process that are unavoidable in the traditional optical sectioning methods due to the requirement of multiple frames of images.

Fig. 7. V-HiLo-ED and conventional HiLo algorithms are used to perform optical section imaging of simulated fast-moving objects (Ref. [51]). (a) Uniform illuminated wide-field image at a certain location. (b) Uniform illuminated wide-field image with longitudinal translation relative to (a). (c) Structured illumination image based on (b). (d) Lo component image calculated based on (a), (c) and HiLo algorithm. (e) Hi component image calculated based on (a) and HiLo algorithm. (f) Optically sectioned image with obvious artifacts reconstructed based on (a), (c) and HiLo method. (g) Edge detection image based on (a) and LOG operator. (h) Lo component image calculated based on (a), (g) and HiLo algorithm. (i) Optically sectioned image reconstructed based on (a), (g) and V-HiLo-ED method.
4. Discussion and conclusion

Optical imaging has been widely applied in scientific researches, medical testing, and industrial gauging, where the imaging performance parameters such as imaging speed, field of view, imaging contrast, imaging quality, are all important that is hard to achieve at the same time. In the hot topic of fluorescence microscopy, the optical section imaging is very important to obtain a clear imaging with high contrast. So far, the previous proposed optical section imaging methods were almost all operated at the cost of imaging speed. Here, a novel V-HiLo-ED method is successfully applied to achieve wide-field optical section imaging with simply single uniform illumination, which can achieve high speed, wide-field, high fidelity imaging with simple setup and low cost at the same time. The capability and reliability were effectively verified by using several sets of typical and irrelevant imaging. The imaging capability and fidelity of the V-HiLo-ED method was well proved based on a label-free imaging, an incoherent digital holography imaging and a wide-field fluorescent imaging of antibody-labeled mitochondrial, which are rarely seen in conventional HiLo methods. Furthermore, the sample motion induced artifacts was simulated based on complex biological imaging, where artifacts are inevitable for conventional optical sectioning technology, but they can be ingeniously avoided for V-HiLo-ED.

In conclusion, we reported a single-shot wide-field optical section imaging technique based on edge detection combined with HiLo, which only requires a uniform illumination image to achieve excellent optical sectioning performance comparable to expensive optical sectioning microscopes such as confocal[1][15][31], etc. It not only improves the cost-effective, simplifies the complexity of the experiment, breaks through the speed limitation of the conventional optical sectioning methods, but also avoids various defects such as artifacts, phototoxicity, etc. carried by different optical sectioning technologies. Since the proposed V-HiLo-ED method can be easily extended to many unexpected fields, which is of great significance for promoting the application of this optical sectioning technology, we expected to further improve the V-HiLo-ED method and apply it to microendoscopy, multiphoton microscopy, and light-sheet microscopy, etc. in the near future.
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Supplement 1. Proving V-HiLo-ED with published images

To test the capability, reliability and reproducibility of the proposed V-HiLo-ED method, several different images \cite{1,2} from already published papers based on either traditional HiLo or other optical section imaging methods have been executed by using the V-HiLo-ED method. The results are shown as follows.

The first published image is achieved by using the typical HiLo imaging technology applied to fluorescent biological samples, as shown in Fig. S1 (a)(b)(d). Fig. S1(a) is a representative complex image taken by the wide-field fluorescence microscopy provided by the J. Mertz team \cite{1}, it contains both the out-of-focus dense background and the in-focus imaging object. Fig. S1(b) is the structured illumination image with spatial modulated pattern. Many papers have demonstrated how to induce modulated pattern in the optical layout to achieve structured illumination\cite{3-5}. In Fig. S1(b) with the structured illumination image, it is shown that local contrast is inversely proportional to the defocus distance. In some areas of the image with large defocus distance, the local contrast has even disappeared, while the focus area still maintains a high contrast. Through contrast-based calculations, the out-of-focus background can be suppressed, and the in-focus information is retained. Fig. S1(d) is the result obtained based on traditional HiLo, it is obvious that the background out-of-focus have been removed effectively.

As a comparison, V-HiLo-ED is performed based on single wide-field image of Fig. S1(a). Fig. S1(c) is the calculated image using the edge detection method based on the LOG operator and Fig. S1(a). According to the sharp change in the edge intensity of the focal plane, and the gently change in the defocus plane, the out-of-focus area in the image has been effectively suppressed after processing, and the edge of the in-focus area is well preserved. Fig. S1(e) shows image results based on the proposed V-HiLo-ED method. As we can see that the out of focus noise is eliminated, which is in according with Fig. S1(d) very well. To compare the results in Fig. S1(d) and Fig. S1(e) precisely, Fig. S1 (f) shows the one-dimensional intensity distribution of the red dashed line at the same location in Fig. S1 (d) and Fig. S1 (e). It can be seen that except for some small difference in intensity on some parts, the two lines show almost same precise structure.
Fig. S1. Comparison of conventional HiLo and V-HiLo-ED with a typical sample image (Ref. [1]). (a) Uniform illuminated image. (b) Structured illumination image. (c) Calculated edge detection image based on (a) and LOG operator. (d) Optically sectioned image reconstructed based on (a), (b) and typical HiLo algorithm. (e) Optically sectioned image reconstructed based on (a), (c) and the proposed V-HiLo-ED method. (f) Normalized intensity profiles along red dash lines corresponding to (d) and (e).

In order to objectively and quantitatively assess the similarity of these two images Fig. S1(d) and (e), a common similarity metric: cosine similarity is chosen, which has been widely used in various fields [6-8] owing to its advantages [9] among many similarity metrics approaches. The cosine value is closer to 1, the more similar of the two images are. Here, the cosine values of the two HiLo images, they are Fig. S1(d) and Fig. S1(e), reaches 0.99941. The results prove that our V-HiLo-ED method based on single wide-field image shows a comparable performance to the conventional HiLo imaging method based on two captured images.

To avoid contingency, another publicly available data was selected for a further verification[2]. Fig. S2(a) shows the image of a sample, of which it changed from in-focus to out-of-focus from top toward the bottom. Fig. S2(b) and Fig. S2 (c) are obtained by using structured illumination or virtual detection based on edge detection, respectively. Accordingly, Fig. S2(d) and Fig. S2(e) are the calculated optically sectioned images based on the conventional HiLo method and the proposed V-HiLo-ED method, respectively. The two calculated images just like duplicate each other. Fig. S2 (f) shows the one-dimensional intensity distribution of the red dashed lines in both Fig. S2 (d) and Fig. S2 (e). The two lines overlapped each other very well, which highlights the ability of our V-HiLo-ED on suppressing out-of-focus signals is similar to that of the conventional HiLo technique.

Owing to simple single image is enough for the proposed V-HiLo-ED method, the virtual HiLo technique can improve the image speed of the traditional HiLo method. Furthermore, except for increase the image speed, as for fast moving objects, this single image detection
method will absolutely remove the artifacts due to physical structure pattern \cite{10} or object moving, which appear in many conventional methods such as SIM microscopy or HiLo method. As a result, the proposed method is very suitable for fast wide-field optical section imaging.

Fig. S2. Comparison of conventional HiLo and V-HiLo-ED with a onion biological image (Ref. \cite{2}). (a) Uniform illuminated image. (b) Structured illumination image. (c) Calculated edge detection image based on (a) and LOG operator. (d) Optically sectioned image reconstructed based on (a), (b) and typical HiLo algorithm. (e) Optically sectioned image reconstructed based on (a), (c) and the proposed V-HiLo-ED method. (f) Normalized intensity profiles along red dash lines corresponding with (d) and (e).
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