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ABSTRACT
Marine maintenance can improve ship performance by leveraging predictive maintenance, Machine Learning and Data Analytics. This paper aims to enrich the literature, by developing a novel framework for ship diagnostics based on operational data and the probability of faults. Moreover, the framework can identify the root cause of developing faults avoiding black-box Neural Networks, and complex physics-based models. This research integrates Machine Learning-based Fault Detection, Exponentially Weighted Moving Average control charts, and Bayesian diagnostic networks which allow the examination of the rate of development (fault profile) of faults and failure modes. For validation, the case study of a marine Main Engine is used to examine faults in the engine’s Air Cooler and Air and Gas Handling System. It is concluded that any simultaneous abnormal deviations in the Main Engine’s Exhaust Gas Temperature are more likely to be caused by a fault in the Air and Gas Handling System.

Abbreviations: AC: Air Cooler; ANN: Artificial Neural Networks; BN: Bayesian Networks; CPT: Conditional Probability Table; DAG: Directed Acyclic Graph; DBSCAN: Density-Based Spatial Clustering of Application with Noise; DWT: Deadweight; EB: Expected Behaviour; EGT: Exhaust Gas Temperature; EWMA: Exponentially Weighted Moving Average; FD: Fault Detecting; LCL: Lower Control Limit; ME: Main Engine; OREDA: Offshore and Onshore Reliability Data; PRR: Polynomial Ridge Regression; SVM: Support Vector Machines; UCL: Upper Control Limit.

1. Introduction
Machinery Fault Detection (FD) and diagnostics are integral parts of modern predictive maintenance and they are used to provide accurate predictions for targeted maintenance (Kobbacy 2008; Mohanty 2015; Karatug and Arslanoglu 2020; Karvelis et al. 2021). As a result, FD and diagnostics have a positive impact on safety as discussed by Turan et al. (2009), Lazakis et al. (2010) and Dikis et al. (2015) and can be viewed as hazard mitigation tools (EMSA 2018).

There is substantial literature from many different sectors (e.g. offshore, nuclear) demonstrating the benefits (i.e. fast and accurate models) of regression-based Expected Behaviour (EB) modelling for FD. Zaher et al. (2009) used Artificial Neural Networks (ANN) in EB models for FD in the gearbox of a wind turbine based on operational data. Moreover, Schlechtingen and Santos (2014) compared the effectiveness of polynomial regression models and ANN in EB models for FD. Both types of models exhibited good performance in identifying faults in the stator and gearbox of a wind turbine. Likewise, Schlechtingen et al. (2013) used ANN for the detection of structural and mechanical faults in wind turbines. Bangalore and Patriksson (2018) used an ANN-based EB model for FD in critical components of wind turbines and for optimal maintenance planning. Similarly, the Exponential Weighted Moving Average (EWMA) has been deployed in a variety of cases for the detection of sensitive faults, filtering of noise and trend-checking (Isermann 2006; Garoudja et al. 2017). Harrou et al. (2015) used EWMA in an FD methodology for distillation columns. Moreover, Badodkar and Dwarakanath (2017) detected broken teeth in mechanical gearboxes, from their early onset, by smoothing acceleration signals with the EWMA. Also, Nounou et al. (2018) proposed an EWMA-based predictive maintenance scheme for photovoltaic panels using performance parameters (voltage, current, etc.). Lastly, Adegoke et al. (2019) developed an EWMA-based FD methodology for the manufacturing sector.

Diagnostic models can be categorised into (a) physics-based models, (b) data-driven models and (c) knowledge-based models (Jardine et al. 2006; McKee et al. 2014; Coradu et al. 2021), based on their underlying algorithms. Under the scope of this work, knowledge-based models are examined due to their advantages. In detail, they have the distinct benefit of mimicking specialists’ reasoning while effectively handling uncertainties, and not resorting to time-consuming physics-based, or black-box ANN models (McKee et al. 2014). In general, knowledge-based models have many implementations, but the more prominent approaches are based on Bayesian Networks (BN) (Chojnacki et al. 2019; Wang et al. 2019).

Knowledge-based BN are extremely popular in diagnostic tasks due to their compact nature, consistency, and modularity (Cai et al. 2017; Babaley and Kurt 2020). For instance, Riascos et al. (2007) used BN for the diagnosis of faults in a proton exchange membrane fuel cell. Also, Diakaki et al. (2015) developed a model for route optimisation and fault localisation based on BNs. Atoui et al. (2015) developed a BN-based classifier for the detection and
diagnosis of faults in chemical process plants. Moreover, Zhao et al. (2017) created a BN for the diagnosis of more than 27 faults in industrial air handling units, demonstrating the versatility of BN, as they make use of data fusion. The versatility and accuracy of BNs are demonstrated in the work of Wang et al. (2017), through the development of a diagnostic network for chiller units. Ami et al. (2018), looked at the development of dynamic BN for FD and root-cause analysis for chemical process plants, generating evidence for collected data under the assumption of a Gaussian distribution. The effectiveness of BNs for diagnostic tasks, and consequently improved safety, is demonstrated in numerous research efforts applied in different industries, but with limited applicability in the maritime (Riascos et al. 2007; Tantele and Onoufriou 2009; Atoui et al. 2015; Cai et al. 2016; Zhao et al. 2017).

The maritime industry is taking quick steps to benefit from the applications of machine learning and data analytics. There are many examples of machine learning applications tackling a plethora of issues ranging from fault detection to route optimisation (Lazakis et al. 2018; Raptodimos and Lazakis 2018; Iraklis Lazakis et al. 2019; Cheliotis et al. 2020; Tan et al. 2020). However, the application of modern diagnostic tools for shipboard systems is very limited and underdeveloped. For example, Silva et al. (2018) used two-dimensional wavelet transforms for the diagnosis of faults in the electrical system of a ship. Similarly, Campora et al. (2018) developed an ANN and a thermodynamic model for fault diagnostics of naval gas turbines. Moreover, Korczewski (2016) investigated the use of the Main Engine (ME) Exhaust Gas Temperature (EGT) in thermodynamic models for the diagnosis of engine internal faults. Homik (2010) used vibration signals in an FD and diagnostics methodology for torsional vibration dampers and marine ME crankshafts. Finally, Ranachowski and Bejger (2005) studied the use of wavelet analysis from acoustic signals for the diagnosis of common faults in the fuel injection systems of a marine diesel engine.

1.1. Comparison and gaps

From the previously cited literature, the following inferences regarding maritime diagnostics can be made. Overall, the size and quality of available datasets are not uniform as only sparse datasets are available for each ship application. Consequently, the algorithms included in the developed frameworks should be streamlined with these issues in mind.

It is observed that ANNs form the core of most EB models for FD. Despite their good performance, they require large datasets for training which are not readily available in the maritime industry. Also, ANNs are black-box approaches making it challenging to impart domain knowledge. The core approach for the EB model should serve the application and address the characteristics of the available data. In cases with sparse data and requirements for precise results, regression-based EB models should be considered.

Also, the use of EB models for FD is advantageous compared to the alternative classification approaches. With EB models there is greater flexibility in the selection of the underlying algorithms. In classification, in the absence of recorded faulty data one-class Support Vector Machines (SVM) are the standard choice, with few alternatives. Moreover, EB models are easier to integrate with diagnostic tasks.

In addition, most diagnostic models are physics-based which even though perform well they are time-consuming to develop. Likewise, data-driven diagnostic models also exhibit good behaviour, but they depend on large training datasets which are scarce in the maritime industry. On the contrary, knowledge-based diagnostics, including BNs, offer accurate performance without requiring lengthy set-up times or large amounts of training data. Furthermore, knowledge-based diagnostics are modular which improves their compatibility with FD modules and makes it easier to expand in other engineering systems.

From the above, it is inferred that the area of marine systems diagnostics is still under active development. Diagnostic efforts in the maritime field are very limited and cover only a few of the available systems. There is a gap for the development of a novel diagnostic framework that tackles the previously mentioned issues while benefiting from regression-based EB modelling, EWMA control chart, and BNs diagnostics and addressing the particular needs of maritime predictive maintenance. Also, there is a distinctive gap in the application of such a framework for ship propulsion plants.

1.2. Novelty and impact

The innovation of this work lies in the development of a novel framework that combines a machine learning based FD module with a BN-based diagnostic module. The FD module includes the pre-processing of data, multiple Polynomial Ridge Regression (PRR) for the development of an EB model, and EWMA control charts for the analysis of the residuals and the detection of faults. The FD module is combined in a novel way with the diagnostic module which includes the mapping of faults and the construction of a BN. Evidence of detected faults are propagated in a BN network. Then, the BN outputs quantified probabilities of the mapped faults together with the fault profiles of different failure modes.

By applying the novel diagnostic framework the maritime industry will benefit from (a) the ability to capture previously unseen faults based on the EB model, (b) the use of EWMA control charts to accurately detect developing faults (c) the ability to monitor real-time the development of faults and assess the condition of the selected system and (d) the practical and interoperable integration of FD with diagnostic tasks in a holistic novel framework catering to the needs of the maritime industry. Overall, the developed framework will allow the real-time detection and diagnosis of developing faults. This has a tangible impact on the effectiveness of maintenance planning and operational efficiency of ships. This will also enhance safety and reduce unavailability by creating time for pre-
emptive actions. As seen, this novel framework can be used by ship operators to contribute to the safe and efficient operations of vessels.

In the rest of the paper, Section 2 discusses the details and novelty of the developed methodology, Section 3 presents the case study together with the results, and Section 4 provides the overall conclusions and future work.

2. Proposed methodology

The goal of this study is to establish a novel Bayesian and machine learning based diagnostic framework for practical ship system applications. To that end, machine learning tools are used for data pre-processing and the creation of an EB model. Subsequently, these are combined with EWMA control charts in a novel integration with fault mapping and BNs.

To fulfil the above, four interconnected phases are developed (Figure 1). These phases are:

1. Data collection: comprising of the data gathering efforts from a data acquisition system and other sources.
2. Data preparation: comprising of the pre-processing tasks, such as outlier detection, data filtering and correction to reference conditions.
3. Fault detection: comprising of the development and application of the PRR model and EWMA control chart.
4. Diagnostic Set-up: comprising of the pairing between monitored variables and corresponding faults and the creation of BN structure.

2.1. Data collection

Data collection is the initiating phase of the methodology that outputs a database with historic data (Figure 1), which is used throughout the methodology. The gathered data originate from a commercial data acquisition system installed onboard a merchant vessel. Normally, data acquisition signals for FD and diagnostic tasks of engineering systems include performance parameters (power outputs, speeds, etc.). Moreover, the sampling frequency can range from one recording per second to one recording per five minutes.

2.2. Data preparation and pre-processing

Data preparation is the essential second phase of the methodology, which includes the pre-processing tasks necessary to prepare and enhance the gathered data for the next steps of the analysis, as discussed by, Tanasa and Trousse (2004), Kotsiantis et al. (2006) and Cheliotis et al. (2019). The processes of this phase are performed using the Python programming language, and its output is the transformation of the collected historic data into ‘cleaned’ processed inputs.

The data preparation phase initiates with form handling and units checking of the data and then proceeds with the use of the Density-Based Spatial Clustering of Application with Noise (DBSCAN) algorithm for outlier and transient-state detection and removal. Outliers are sparse data points with considerably dissimilar values caused by sensor errors and instrumentation faults. It should be clarified that outliers are not part of fault suggestive patterns. The DBSCAN algorithm is an effective tool for the identification of outliers and other ill-recorded information, as demonstrated by many studies (Chen and Li 2011; Çelik et al. 2011; Thang and Kim 2011). DBSCAN is a density-based spatial algorithm that examines each point in the dataset to identify dense areas of points (clusters). The clusters are defined by the minimum number of points required to form a cluster (minP) and the maximum distance between points for them to be considered in the same cluster (ε) (Chen and Li 2011; Çelik et al. 2011; Thang and Kim 2011). Finally, additional value-based data filtering takes place, which ensures that the data represent only operational periods and the remaining data are corrected to account for the environmental influences, as per standard practices (ISO 2008; MAN B&W 2014).

2.3. Fault detection

The FD phase follows the data preparation phase and includes the EB model and the EWMA control chart. An EB model is developed to predict the expected behaviour of a specified variable, based on certain inputs. Then, the output of the EB model is compared with incoming data of the variable to obtain the residuals. The residuals are finally analysed in the EWMA to detect any faults. Once the results from the fault detection phase are obtained, they are aggregated and used as input in the diagnostic set-up phase of the methodology.

2.3.1. EB model development

For the EB model, multiple PRR is used due to its accurate and reliable performance as reviewed by Olive (2005), Bowerman et al. (2015) and Cheliotis et al. (2020). The training, validation and testing performance of the model is carried using the R² metric. In general, the developed polynomial regression model for the specified variable has a form as shown in Equation (1). That equation represents the general form of nth order polynomial using two predictor variables (x₁, x₂), having w₀ to wₚ as the regression coefficients, b is the axis intercept and ̂ y the prediction for the target (specified) variable.

\[ \hat{y} = w₀x₁ + w₁x₂ + w₂x₁x₂ + \ldots wₚx₁^2 + w₂x₂^2 + b \] (1)

From the available data, a segment is used for training and validating to fit and fine-tune the algorithm. During training sets of known predictor variables (x₁, x₂) together with target variables (y) are used as input in Equation (1) to get estimates for the regression coefficients and the axis intercept. The training proceeds with the minimisation of the objective function shown in Equation (2). The objective function of the ridge regression includes the term \( a\|w\|²_l² \), which limits the magnitude of the regression coefficients to avoid overfitting. The user-specified hyperparameter, \( α \), is responsible for controlling the limiting amount of L2. For the determination of the optimum \( α \) value, k-fold cross-validation was used, as detailed in Müller and Guido (2015) and Cheliotis et al. (2020).

\[ \text{Ridge: } \|\hat{y} - y\|²_l² + α\|w\|²_l² \text{ with } a \in [0, \infty) \] (2)

The general working process that is followed for the development of the EB model is shown in the following pseudocode (Algorithm 2.3.1). This algorithm requires as inputs the predictor and target variables. It also requires the number of folds for the k-fold cross-validation and the size of the test set. Lastly, the set of the considered values for the model’s hyperparameters is given. Algorithm 2.3.1 represents the generalised process for the development of a supervised model, including the optimisation of one of its hyperparameters.
Algorithm 2.3.1 (Cheliotis et al. 2020)

Require: $X$, $Y$, TrainingSet, $k$ and a list of hyperparameters $h_i$ for $i$ between 1 and $n$
1: $X_{\text{polynomial}}$— derive the polynomial features of $X$
2: Augment $X$ with $X_{\text{polynomial}}$
3: $X_{\text{TrainValidate}}, Y_{\text{TrainValidate}}, X_{\text{Test}}, Y_{\text{Test}}$— Split and normalise $X$ and $Y$ based on TrainingSet
4: BestScore = 0
5: BestParameter = 0
6: For $i = 1, ..., n$ do
7: 7: Model— model with $h_i$ hyper parameter
8: 8: Scores— $k$-fold cross-validation scores using $X_{\text{TrainValidate}}, Y_{\text{TrainValidate}}$, and Model
9: 9: Score— average of Scores for the $k$th iteration
10: if Score > BestScore then
11: 11: BestScore = Score
12: 12: BestParameter = $h_i$
13: EndIf
14: EndFor
Return Model

2.3.2. EWMA control chart

Once the EB model is developed it is used to obtain the residuals of the specified (target) variable, as seen in Equation (3). In Equation (3), $\hat{y}_k$ represents the predicted value of the $k$th instance of the target variable and $y_k$ is the actual value of the $k$th instance of the target variable.

$$r_k = \hat{y}_k - y_k$$

for $k = 1, ..., N$ (3)

Using residuals for FD is a proven and effective strategy. By comparing the ideal value of a variable with the incoming data we can quantify any variations and classify them, given a set of operating conditions (Martinez-Guerra and Luis Mata-Machuca 2013; Harrou et al. 2015).

The residuals are then used to construct the EWMA control chart. Equation (4) calculates the EWMA statistic ($q_k$) for all of the $k$ instances of the target variable, with $q_0$ representing the mean value of the specified variable in the incoming data. The calculation of the EWMA statistic also requires $r_k$, together with the user-defined smoothing parameter, $\lambda$. In this paper, the smoothing parameter was given the value of 0.4 according to common practices and by following the suggestions of Badodkar and Dwarakanath (2017), and Cheliotis et al. (2020).

$$q_k = \lambda r_k + (1-\lambda)q_{k-1}$$

for $k = 1, ..., N$ (4)

and $\lambda \in (0, 1]$

Lastly, the Upper Control Limit (UCL) and Lower Control Limit (LCL) are calculated. These limits provide the basis for the detection of faults, as any point that exceeds them signify faults. In other words, the UCL and LCL form the envelope of normal operations for the selected variable. In Equations (5) and (6) the mean value of the specified variable in the incoming data ($\mu_0$) and the standard deviation ($\sigma$) are used. Lastly, $L$ signifies the width of the control chart and is empirically given a value of 3. Since the value of $L$ affects the envelope of normal operations, it must be appropriately selected so that it can correctly classify normal operating points. As the recorded data represent ‘healthy’ operating points, the resulting envelope must fully enclose all the data points.

$$UCL = \mu_0 + L\sigma \sqrt{\frac{\lambda}{2 - \lambda}} [1 - (1 - \lambda)^2]$$

(5)

$$LCL = \mu_0 - L\sigma \sqrt{\frac{\lambda}{2 - \lambda}} [1 - (1 - \lambda)^2]$$

(6)

2.4. Diagnostic set-up

Diagnostic set-up is the next phase of the methodology and uses as input aggregated results from the fault detection. The goal is to use real-time information to produce accurate probabilities of different faults occurring in the system. For that purpose, this phase initiates with the fault mapping, which includes the pairing between monitored variables and corresponding faults; then, the structure of the diagnostic BN is determined.

2.4.1. Fault mapping

Fault mapping is a very important task as it identifies the potential faults that can be diagnosed in a selected system, and the variables required for their diagnosis. Alongside the required variables, the acceptable range and behaviour of each variable are specified. Lastly, any additional tests for the diagnosis of specific faults are determined. Fault mapping is based on domain knowledge and by taking into consideration the operating manuals of the selected systems, provided by the equipment’s manufacturer or operator.

2.4.2. Bayesian network

Once the pairing between monitored variables and corresponding faults is completed, the structure of the diagnostic BN is determined. The identified faults are represented in the primary and secondary fault nodes of the network, while the variables required for the monitoring are used in the observable nodes. Any additional tests required for the investigation of a fault are inserted in the test nodes. Lastly, any other nodes concerned with the inner workings of the diagnostic tool can be inserted in the control nodes section.

BNs represent a joint probability distribution of a set of random variables and consist of a qualitative part and a quantitative part. The qualitative part is defined by a probabilistic Directed Acyclic Graphical (DAG) model where each variable is depicted as a node and links between them define causal relationships. The quantitative part is defined by the conditional probability distribution in the Conditional Probability Table (CPT) of each node (Ruggeri et al. 2007). BNs are based on Baye’s theorem, and calculate the posterior conditional probability distribution of occurrence of a fault given some observable evidence, as shown in Equation (7) (Langseth and Portinale 2007; Horný 2014; Cai et al. 2017). In detail, the posterior conditional probability distribution of occurrence of a fault is calculated using the clustering inference algorithm based on the size of the network and its documented positive characteristics (Yu et al. 2004; Zheng et al. 2019).

$$P(\text{fault} | \text{evidence}) = \frac{P(\text{fault})P(\text{evidence} | \text{fault})}{P(\text{evidence})}$$

(7)

Assuming a set ($U$) of $n$ random variables $U = (X_1, X_2, ..., X_j, ..., X_n)$, a BN with $n$-nodes can be
constructed. Moreover, $X_j$ represents the $j$th variable. The BN for the $n$ variables can be represented by Equation (8), where $pa(X_j)$ denotes all the parent nodes of $X_j$.

$$P(X_1, \ldots, X_n) = \prod_{j=1}^{n} P(X_j|pa(X_j)) \quad (8)$$

For example, the case of a simple network is considered in Figure 2, assuming that each variable has only two states, True ($t$) and False ($f$). Consequently, Equation (8) takes the form of Equation (9), by using the chain rule of probabilities and a conditional independence assumption. The conditional independence assumption dictates that a child node ($X_j$) is statistically dependent only to its parents ($pa(X_j)$).

$$P(X_1, X_2, X_3) = P(X_1)P(X_2|X_1)P(X_3|X_1, X_2) \quad (9)$$

Therefore, the probability $P(X_3 = t)$ is represented in Equation (10), which is also referred to as the prior probability of $X_3$.

$$P(X_3 = t) = P(X_3 = t, X_1, X_2) = P(X_1)P(X_2|X_3 = t) = tP(X_1) \quad (10)$$

Also, assuming that $X_3$ is observed to be at its True state, then the probability of $X_2$ occurring ($P(X_2 = t|X_3 = t)$) can be found by using Equation (11).

$$P(X_2 = t|X_3 = t) = \frac{P(X_2 = t, X_1|X_3 = t)}{P(X_3 = t)} = \frac{P(X_2 = t|X_3 = t)P(X_3 = t)}{P(X_3 = t)} = tP(X_1) \quad (11)$$

Equation (11) is also referred to as the posterior probability, and the first part of the product is due to Equation (7), while the second term is due to the joint probability distribution.

For this study, two types of evidence were used, namely hard evidence and virtual evidence. The former represents the traditional type of evidence used in BNs, which dictate the value or state of a variable (e.g., $X_1$ = True). In this paper, hard evidence was used for strict diagnostic tasks, to obtain the probabilities of examined faults based on monitored variables. However, hard evidence can introduce troublesome assumptions, especially when the value of a variable is very close to a state’s decision boundary. To counter this issue, and to extend the capabilities of the diagnostic network, virtual evidence was used. Virtual evidence represent evidence with uncertainty and was also used to obtain the fault profiles of the examined faults (Bilmes 2004; Korb and Nicholson 2010; Mrad et al. 2012). For instance, $X_1 = 0.7$ True is considered as virtual evidence and represents that $X_1$ is almost in its true state.

3. Case-Study

3.1. Data collection

This section of the paper demonstrates the application of the developed methodology in a case study. The used data originate from a 65,000 DWT dry bulk carrier and were collected from the installed data acquisition system. The system has a 5-minute sampling rate and recordings during the first three months of 2017 were collected, resulting in 25,627 instances per variable.

For this paper, the ME of the ship and its supporting systems are studied (Figure 3). The ME EGT is selected for monitoring, as it can help uncover developing faults, both within the engine and in the supporting systems. In detail, faults in the air cooler, turbocharger and gas passages of the ME can manifest through changes in the ME EGT (MAN B&W 2017; Zhan et al. 2007; Woodyard 2009). Lastly, Table 1 shows the collected variables together with a description and their diagnostic purpose.

3.2. Data preparation and pre-processing

Data preparation begins with form handling and units checking and continues with the application of the DBSCAN algorithm for outlier and transient detection. Lastly, the data are filtered, using a value-based approach, to ensure that they represent only operational periods. During this study, the user-defined

![Figure 3. ME system representation (This figure is available in colour online.).](image-url)
hyperparameters $\varepsilon = 0.23$ and $\min P = 11$ are used for the application of the DBSCAN algorithm. The selected values of the $\varepsilon$ and $\min P$ hyperparameters were achieved after iterative attempts and according to Chen and Li (2011), Gaonkar and Sawant (2013), Rahmah and Sitanggang (2016) and Schubert et al. (2017). Finally, the remaining data are filtered according to Equation (12).

$$\text{Power}_{\text{Main Engine}} > 5 \text{ kW} \quad (12)$$

The application of the data preparation phase is demonstrated in Figure 4, showing the ME shaft power before (bottom chart), and after (top chart) the identification and filtering of the outliers and transient states. As can be observed, the data preparation phase can identify and remove sudden ‘spikes’, ‘dips’ and ‘flat-lines’ in the data.

### 3.3. Fault detection

#### 3.3.1. EB model specification

From the data, 80% are used for training and validation, while the rest are kept for testing. For the process described in Algorithm 1, a five-fold cross-validation procedure is used. As a result, a fifth order multiple PRR model with $\alpha = 0.6$ is obtained. Also, the ME scavenging air pressure and the ME shaft speed are used as predictor variables to obtain the ME EGT for each cylinder (target variable). The selection of the target variables was based on domain knowledge and after experts’ advice. In detail, the resulting model exhibits good training, validation and testing performance with $R^2_{\text{TRAINING}} = 0.92, R^2_{\text{VALIDATION}} = 0.9$ and $R^2_{\text{TESTING}} = 0.9$ respectively. In addition, the test set is used to ensure the multiple PRR model has good generalisation capabilities as it examines its performance in previously unseen data.

#### 3.3.2. EWMA and verification

The FD phase concludes with the analysis of the residuals in an EWMA control chart. To evaluate the detection capabilities of the FD module, and by considering the fault-free nature of the used data, a sensitivity analysis is performed (Saltelli 2004; Law 2009). Since the collected data represent healthy operating conditions, as confirmed by the vessel’s operator, the EWMA control chart must not detect any faults.

Figure 5 shows the performance of the EWMA-based FD chart, in an example for Cylinder 1. As can be seen, the FD module correctly avoids the detection of any faults, as the envelope of normal operations, defined by the ULC and LCL, is not exceeded.

To further evaluate the FD module, an artificial fault is introduced, and the FD module is tested on its capability to detect it. The use of artificial fault is necessary due to the fault-free nature of the used data, which is a very common problem in applications from merchant vessels (Cheliotis et al. 2020). The maritime industry can be reluctant in sharing performance and condition datasets, even more so when they contain faulty data. The artificial fault is introduced in terms of increased residuals, according to domain knowledge and by examining the publications of Hountalas.
This verifies that the simulated failure is amongst the predominant failure modes of the examined system. The increased residuals are caused by a gradual increase in the ME scavenging air pressure (predictor variable) until the alarm limit (3.30 bar) for the variable is exceeded. The alarm limit is specified by the ME manufacturer and is obtained from the ME’s operating manual (MAN B&W 2017).

Figure 6 shows the performance of the FD chart in detecting the artificial fault, in an indicative example for Cylinder 1 of the ME. This figure includes two additional control limits (orange dotted lines), which demonstrate a transition between normal, degraded, and failed points. Lastly, it is observed that the artificial fault that is introduced on 18 January 2017 is successfully detected, as the EWMA of the residuals for Cylinder 1 exceeds the UCL.

3.4. Diagnostic set-up

3.4.1. Fault mapping
During fault mapping, faults are paired with monitored variables (ME EGT) and with additional diagnostic tests, as shown in Table 2. The monitored variables are selected so that any deviations indicate the development of a specific fault. The behaviour of the variable is accessed in terms of any abnormal increments in all of the cylinders simultaneously, indicating faults in the supporting systems of the ME (i.e. AC and air and gas handling system). Conversely, isolated increments in the ME EGT of only one cylinder indicate faults in the internal components of that cylinder (e.g. exhaust valve). However, to diagnose such fault, parameters that are not reordered in the used dataset are required. Based on these two criteria, the examined faults are divided into primary and secondary. The primary faults refer to the system in which a fault is developed. The secondary faults refer to the specific components of a system in which the fault is developing. In this paper, two primary and five secondary faults are mapped (Table 2). Moreover, each fault is given a specific diagnostic test, to assist with the identification of the fault. For example, to verify whether the fouling in the air-side of the AC is causing the increase in the ME EGT, the value of ΔPC is examined in relation to SCAV_AIR_PRESS in the pressure drop test.

Figure 7 shows a sample of the diagnostic test charts, and in this case of the fouling on the air-side of the AC. The ΔPC is examined in terms of the SCAV_AIR_PRESS and if its value is beyond the highlighted envelope, the test is failed. Failed diagnostic tests occurring when all the cylinders have increased EGT signifies the presence of the respective fault.

3.4.2. Bayesian network and verification

Once the fault mapping is concluded, the results from Table 2 are used to specify the structure of the BN. For the period of interest, the CPTs of the network are populated by aggregating the results from the FD module. After this, virtual and hard evidence regarding the states of the observable and test nodes are used as input. The probabilities of the primary and secondary faults, together with the profile of each fault be obtained using the clustering inference algorithm (Bayes Fusion LLC 2019).

In Figure 8 the resulting layout of the diagnostic BN is shown. The top nodes (i.e. Cyl 1–Cyl 5) represent the state of each cylinder (Failed, Degraded, Normal), based on the residuals’ location in the EWMA control chart for that cylinder. The next layer represents the control nodes, which are tasked with accessing if a simultaneous increase in the ME EGT of all the cylinders takes place. The state of these nodes is binary (True or False). The next two layers represent
the primary and secondary fault nodes, each of which has a Normal or Abnormal state. Lastly, the lowest layer represents the test nodes which help to quantify the probability of the occurrence of a specific fault and have Pass or Fail states.

Indicatively, on 23 January 2017, the EWMA control charts suggest that the ME cylinders are on the ‘Failed’ state (hard evidence), as presented in Figure 6. By aggregating the results in the EWMA control charts of each cylinder, between the beginning of the recordings and the 23 January 2017, the following percentages are used as inputs in the CPT of each cylinder (Figure 8):

- Cylinder 1: 36% Failed, 29% Degraded and 36% Normal
- Cylinder 2: 37% Failed, 44% Degraded and 19% Normal
- Cylinder 3: 29% Failed, 22% Degraded and 49% Normal
- Cylinder 4: 34% Failed, 22% Degraded and 44% Normal
- Cylinder 5: 28% Failed, 14% Degraded and 59% Normal

The combination of the CPTs and the ‘Failed’ state in the observable nodes increase the probabilities of the primary and secondary faults. Assuming that the AC pressure-drop test fails, as described in Table 2, Figure 9 is obtained. In this case, the air-side of the AC moves to 100% abnormal state. Also, the level of AC function moves to 86% abnormal state.

The CPTs of the observable nodes are populated by summarising the amount of data in the different regions of the EWMA control chart of each cylinder. Also, the CPTs of the test and the control nodes are populated to depict functional dependencies in the network. Lastly, the CPTs of the primary and secondary nodes are populated by obtaining failure statistics from Offshore and Onshore Reliability Data (OREDA) data-bank and using logical rules, due to the absence of available parameters from the used data acquisition.

The artificial fault described in Section 3.3.1 is used to assess the ability of the BN in finding the root cause of developing faults. Increased residuals are obtained for each cylinder and the results of the EWMA charts are summarised to populate the corresponding nodes. Subsequently, gradual transitions between each state of the observable nodes, through the use of

| Monitored Variable | Behaviour | Primary Faults | Secondary Faults | Diagnostic Parameters | Diagnostic Test |
|--------------------|-----------|----------------|------------------|-----------------------|-----------------|
| ME EGT | Increase in all cylinders | AC, AC | AC Air-side fouling, AC Water-side fouling | ΔPC, SCAV_AIR_PRESS, ΔPT, SCAV_AIR_PRESS, ΔPF, SCAV_AIR_PRESS | Pressure drop test, Temperature drop test, Pressure drop test |
| | | Air and gas handling system | AF Fouling | TCS, SCAV_AIR_PRESS | Speed drop test |
| | | | Corroded TC mechanical components | SHAFT_PWR, SCAV_AIR_PRESS | Scavenging air pressure drop test |
virtual evidence, takes place. The transition concludes at the Fail state in all the observable nodes, which is facilitated using hard evidence. This process is repeated and applied similarly for each of the test nodes.

Hard evidence is used to demonstrate the BNs ability to calculate the probability of observing each fault. Therefore, the observable nodes are set at the Fail state, due to the artificial fault, and the appropriate test nodes are set to the Fail state. The application of the virtual evidence follows the same principle, but their use allows to capture the profile of each fault (i.e. the cause for the artificial fault). Figures 10 and 11 show the fault profiles for the primary and secondary faults respectively, as verified by the data provider.
Regarding the primary faults shown in Figure 10, the possible failure modes are examined and summarised in Table 3.

Figure 10 shows the fault profiles for the primary faults based on Table 3. In Figure 10, the lower three lines represent the failure modes of the AC, whereas the remaining represent the failure modes of the air and gas handling system. As observed, the air and gas handling system have a faster fault development profile than the AC. Consequently, simultaneous deviations in the ME EGT are more likely to be caused by faults in the air and gas handling system. In particular, the fastest developing failure mode corresponds to the simultaneous failure of all the components of the air and gas handling system.

Figure 11 shows the fault profiles for the secondary faults, observing that the fastest developing fault profile belongs to the corroded TC mechanical components followed by the AF fouling. Therefore, corrosion in the mechanical components of the TC is the fault that can develop the fastest in the system. Therefore, during the period of interest any faults manifested through the simultaneous increase of the ME EGT, are most likely attributed to the corrosion of the mechanical components of the TC.

4. Conclusions
The focus of this paper is the development of a novel diagnostic framework for practical applications in ship systems combining BNs and machine learning. In detail, the novelty of this paper lies in the combination of ML-based FD with BNs for practical ship system diagnostics. Also, another novel part is the use of both hard and virtual evidence for capturing the profiles of different faults. The aim is to improve ship safety and obtain an enhanced understanding of the operational condition for marine engineering systems in a practical manner. For this, DBCSAN and data filtering are used for pre-processing, multiple PRR and EWMA are used for FD, while fault mapping and a BN are used for the diagnostic task and for obtaining the fault profiles of the different faults and failure modes. In detail, the key outcomes of this study are the following:

- The development of a novel diagnostic framework for practical applications in ship systems, enriching the lacking literature.
- The creation of a practical diagnostic network allows the real-time assessment of operational data to compute accurate probabilities of different faults.
- The use of the fault probabilities to better understand the operation state of the examined system and to improve ship safety.
- The novel integration of machine learning applications for pre-processing and FD with BNs for diagnostic tasks.
- The development of robust machine learning based FD and pre-processing modules.
- The integration of domain knowledge with data from data-banks and results from the machine learning based FD for the population of the CPTs of the BN.
Figure 10. Fault profiles for the primary faults including all the failure modes (This figure is available in colour online.).

Figure 11. Fault profiles for the secondary faults (This figure is available in colour online.).
Table 3. Failure modes summary for the primary faults.

| Case Number | Failure Modes |
|-------------|---------------|
| AC Fault 1  | AC Water-side fouling |
| AC Fault 2  | AC Air-side fouling |
| AC Fault 3  | AC Air-side fouling |
| Air and Gas Handling System Fault 1 | AF Fouling |
| Air and Gas Handling System Fault 2 | Corroded TC mechanical components |
| Air and Gas Handling System Fault 3 | TC fouling |
| Air and Gas Handling System Fault 4 | AF Fouling |
| Air and Gas Handling System Fault 5 | Corroded TC mechanical components |
| Air and Gas Handling System Fault 6 | TC fouling |
| Air and Gas Handling System Fault 7 | AF Fouling |

- The ability to obtain the fault profiles for different faults and failure modes, which allows the comparison of different failure modes, based on the rate with which they develop.

Future work can include the expansion of the BN for the modelling of other systems (e.g. diesel generator system), keeping in mind that only variables whose behaviour can be predicted through EB modelling can be used. Additionally, another limitation is the use of data banks in the absence of available data from the data acquisition system. From the point of view of practicality, the developed framework can be used to monitor the degradation of systems over time while capturing trends caused by the ship’s operating profile. Additionally, the real-time detection of developing faults and the identification of the root cause can help operators evaluate the condition of vessels and better plan and manage the required maintenance. Consequently, FD and diagnostics can trickle down and improve the operational efficiency, and ultimately the profitability of vessels.
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