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1. Introduction
For many years there has been interest in families of multivariate distributions with the marginals as parameters. Also, if one has some idea about the kind of dependence, how can you build a stochastic model subject to this information? There are many methods for constructing multivariate distributions subject to information about marginals and dependence structure. In this article, we attempt to construct a bivariate distribution which has the least information about what is not known, or has the maximum entropy subject about what is known.

Shannon (1948), Soofi et al. (1995), Kapour (1989), Zellner and Highfield (1988), Bedford and Meeuwissen (1996), studied various maximum entropy distributions in special classes.

In this article, Sec. 2 describes the concepts of entropy and maximum entropy, and some well-known distributions as maximum entropy distributions in special classes are introduced. In Sec. 3, the approach of finding maximum entropy distribution with given marginals and given correlation matrix is described. Since this approach needs an iterative procedure, this procedure is given and
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the convergence of it is proved. In Sec. 4, one application of the iterative procedure—obtaining some special contingency tables—is discussed.

2. Entropy and Maximum Entropy Distribution

Shannon (1948) introduced two important ideas of information. The first idea is that information is a statistical concept. The second idea implies that on the basis of the frequency distribution there is an essentially unique function of the distribution which measures the amount of the information. The entropy of a random vector \( X = (X_1, \ldots, X_n) \) is

\[
H(X) = H[f(X)] = - \int \cdots \int f(x_1, \ldots, x_n) \log f(x_1, \ldots, x_n) dx_1, \ldots, dx_n. \quad (1)
\]

The Maximum Entropy (ME) model \( f^*(x) \) is the density that maximize \( H(f) \) subject to the information constraints.

In parametric inference about a vector of unknown parameters \( \theta = (\theta_1, \ldots, \theta_m) \), Shore and Johnson (1980) considered a class of distributions

\[
\Omega_\theta = \{ f(x; \theta); E_f[T_j(X)] = \theta_j, j = 1, \ldots, m \},
\]

where \( T_j \)'s are absolutely integrable functions with respect to \( f \). For the continuous case, the inference is based on the model that maximizes the entropy \( H[f(X; \theta)] = - \int f(x; \theta) \log f(x; \theta) dx \) subject to the information constraints that define \( \Omega_\theta \). The ME model \( f^*(x; \theta) \) in \( \Omega_\theta \), if it exists (Soofi et al., 1995), is of the form

\[
f^*(x; \theta) = C(\theta) \exp[\eta_1(\theta)T_1(x) + \cdots + \eta_m(\theta)T_m(x)], \quad (2)
\]

where \( C(\theta) \) is the normalizing constant and \( \eta_1, \ldots, \eta_m \) are Lagrange multipliers.

Many well-known distributions are ME subject to various types of constraints; see Soofi et al. (1995), Kapour (1989), and Zellner and Highfield (1988).

Suppose \( \Omega_f \) is the class of all \( n \)-variate density functions with fixed marginals,

\[
\Omega_f = \{ f(x_1, \ldots, x_n); f_i(x_i) (i = 1, \ldots, n) \text{ are its marginals} \}. \quad (3)
\]

In order to find maximum entropy distribution subject to \( \Omega_f \), define \( T_{x_i}(X) = \delta(x_i - X_i), (i = 1, \ldots, n) \), where \( \delta \) is the Delta-Dirac function, so \( E_f[T_{x_i}(X)] = f_i(x_i) \) for each \( x_i, (i = 1, \ldots, n) \). By these definitions \( \Omega_f \) can be rewritten as

\[
\Omega_f = \{ f(x_1, \ldots, x_n); E_f[T_{x_i}(X)] = f_i(x_i), i = 1, \ldots, n \}. \quad (4)
\]

Using Lagrange method for maximizing \( H \) subject to \( \Omega_f \), the ME density function is the case of independence as follows:

\[
f^*(x_1, \ldots, x_n) = \prod_{i=1}^n f_i(x_i), \quad (5)
\]

where \( f_i \) for \( i = 1, \ldots, n \), are known marginals.
Now, let $X = (X_1, \ldots, X_n)$ be a random vector with given mean vector $\mu = (\mu_1, \ldots, \mu_n)$ and covariance matrix $\Sigma$. Define $\Omega_{\mu, \Sigma}$ as the class of all multivariate density functions $f(x_1, \ldots, x_n)$ with fixed mean vector $\mu$ and covariance matrix $\Sigma$,

$$\Omega_{\mu, \Sigma} = \{ f(x_1, \ldots, x_n); E_f(X) = \mu, V_f(X) = \Sigma \}. \quad (6)$$

Bedford and Meeuwissen (1996) showed that the ME multivariate distribution subject to $\Omega_{\mu, \Sigma}$ is $MN(\mu, \Sigma)$, multivariate normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$.

3. ME Multivariate Distribution with Given Marginals and Correlation Matrix

Let $X = (X_1, \ldots, X_n)$ be a random vector with given marginal distribution functions $F_1, \ldots, F_n$ and given covariance matrix $\Sigma$. Define $\Omega_{F, \Sigma}$ as the class of all multivariate density functions $f(x_1, \ldots, x_n)$ with fixed marginal densities $f_1, \ldots, f_n$ and covariance matrix $\Sigma$.

The problem is to maximize (1) subject to $\Omega_{F, \Sigma}$. In order to solve this problem, again let $T_i(X) = \delta(x_i - X_i), (i = 1, \ldots, n)$ and $V(X) = (X - \mu)(X - \mu)'$, where $\mu = E(X)$ (the vector $\mu$ is known because marginals are known), and $V$ is the covariance matrix of vector $X$.

Using Lagrange method to maximize $H$ subject to $\Omega_{F, \Sigma}$, the maximizing function is

$$f^*(x_1, \ldots, x_n) = \exp \left\{ \sum_{i=1}^n \int \tau_i(u_i) \delta(x_i - u_i) du_i + x'Ax \right\} \left[ M(\tau_1, \ldots, \tau_n, A) \right]^{-1},$$

where $M(\tau_1, \ldots, \tau_n, A) = \int \cdots \int \exp \{ \sum_{i=1}^n \tau_i(x_i) + x'Ax \} dx_1, \ldots, dx_n$. By setting $\exp{\{\tau_i(x_i)\}} = d_i(x_i), (i = 1, \ldots, n)$ and normalizing such that $M(\tau_1, \ldots, \tau_n, A) = 1$,

| Support   | T(X)         | ME distribution |
|-----------|--------------|-----------------|
| $(a, b)$  | None         | Uniform         |
| $(0, 1)$  | $\log(X), \log(1 - X)$ | Beta            |
| $(0, \infty)$ | $X$             | Exponential     |
| $(0, \infty)$ | $X, \log X$     | Gamma           |
| $(0, \infty)$ | $X^\beta, \log X, (\beta \neq 1)$ | Weibull         |
| $(a, \infty), a > 0$ | $\log X$     | Pareto          |
| $(-\infty, \infty)$ | $|X|$            | Laplace         |
| $(-\infty, \infty)$ | $X, X^2$       | Normal (mean = 0) |
| $(-\infty, \infty)$ | $X, \log(1 + X^2)$ | Generalized Cauchy |
| $(-\infty, \infty)$ | $X, \log(1 + e^{-X})$ | Generalized Logistic |
| $(-\infty, \infty)$ | $X, e^{-X}$ | Generalized Extreme value |
| $(-\infty, \infty)$ | $X, X^2, X^3, X^4$ | Quadratic Exponential |
the maximizing density is

\[ f^*(x_1, \ldots, x_n) = \prod_{i=1}^{n} d_i(x_i) \cdot \exp \{\mathbf{x}' \mathbf{A} \}, \quad (7) \]

where \( d_i, (i = 1, \ldots, n) \) and \( \mathbf{A} \) are such that

\[ f_i(x_i) = d_i(x_i) \int \cdots \int \prod_{j \neq i} d_j(x_j) \exp \{\mathbf{x}' \mathbf{A} \} dx_1 \cdots dx_{j-1} dx_{j+1} \cdots dx_n \]

\[ \Sigma = \int \cdots \int (x_1 \cdot \mu) (x_2 \cdot \mu) \cdots \prod_{i=1}^{n} d_i(x_i) \exp \{\mathbf{x}' \mathbf{A} \}. \quad (8) \]

In a special case when \( \Sigma \) is a diagonal matrix, named \( \Sigma^* \), it is shown that the ME distribution subject to \( \Omega_{F, \Sigma} \) is the independent case.

**Theorem 3.1.** The ME multivariate distribution that maximizes \( H \) subject to \( \Omega_{F, \Sigma} \), is the case of independence.

**Proof.** Suppose \( f^*(x_1, \ldots, x_n) = \prod_{i=1}^{n} f_i(x_i) \). It is obvious that \( f^* \in \Omega_{F, \Sigma} \), and is ME subject to \( \Omega_F \). Since \( f^* \in \Omega_F \) and \( \Omega_{F, \Sigma} \subseteq \Omega_F \) hence \( f^* \) is the ME density subject to \( \Omega_{F, \Sigma} \). \( \Box \)

**Theorem 3.2.** The density that maximizes \( H \) subject to \( \Omega_{F, \Sigma} \), is of the form (7), (8).

**Proof.** Let \( f = f^* \) and \( g \) be any density function belongs to \( \Omega_{F, \Sigma} \), then \( h_{\lambda} = (1 - \lambda) f + \lambda g \) \((0 \leq \lambda \leq 1)\) belongs to \( \Omega_{F, \Sigma} \), too. The entropy of \( h_{\lambda} \) is

\[ H[h_{\lambda}] = - \int \cdots \int h_{\lambda}(x_1, \ldots, x_n) \log h_{\lambda}(x_1, \ldots, x_n) dx_1, \ldots, dx_n \]

It follows that the derivative of the entropy with respect to \( \lambda \) equals

\[ \frac{\partial}{\partial \lambda} H[h_{\lambda}] = \int \cdots \int [f(x_1, \ldots, x_n) - g(x_1, \ldots, x_n)] \log h_{\lambda}(x_1, \ldots, x_n) dx_1, \ldots, dx_n. \]

Since \( \log f = \sum \log b_i(x_i) + \mathbf{x}' \mathbf{A}x \) and \( f, g \) have the same marginals and the same covariance matrix at \( \lambda = 0 \) the derivative equals to zero:

\[ \int \cdots \int [f(x_1, \ldots, x_n) - g(x_1, \ldots, x_n)] \log f(x_1, \ldots, x_n) dx_1, \ldots, dx_n = 0. \]

Hence, \( H[h_{\lambda}] \) has a stationary point at \( \lambda = 0 \), and this stationary point is a maximum because

\[ \frac{\partial^2}{\partial \lambda^2} H[h_{\lambda}] = - \int \cdots \int \frac{[f(x_1, \ldots, x_n) - g(x_1, \ldots, x_n)]^2}{h_{\lambda}(x_1, \ldots, x_n)} dx_1, \ldots, dx_n < 0. \]

Thus, for all \( g \in \Omega_{F, \Sigma} \), \( H[f^*] \leq H[g] \). It will suffice to exhibit a density of the form (7) and having marginals and \( \Sigma \) to have ME. \( \Box \)
To find \( d_i(x_i) \), \( i = 1, \ldots, n \) and \( A \) such that (8) holds, it is required an iterative procedure. The following is the formulation of an iterative procedure which will be shown that it converges. For proving convergence of the procedure we use a well-known information-theoretic measure of discrepancy between distributions.

The Kullback discrimination information function between two distributions is

\[
K[f; g] = \int f(x) \log \frac{f(x)}{g(x)} \, dx = -H[f] - E_f[\log(g(x))].
\]  

(9)

It is well known that \( K[f; g] \geq 0 \) and the equality holds if and only if \( f(x) = g(x) \) almost everywhere.

### 3.1. Iterative Procedure

Let \( n = 2 \); the ME density subject to \( \Omega_{F,2} \) is

\[
f^*(x_1, x_2) = d_1(x_1) d_2(x_2) e^{a_1 x_1^2 + a_2 x_2^2 + a_3 x_1 x_2}
\]

(10)

since marginals and \( \text{cov}(X, Y) \) are known, (8) reduces to

\[
\begin{align*}
 f_1(x_1) &= b_1(x_1) \int b_2(x_2) e^{a_1 x_1^2} \, dx_2 \\
 f_2(x_2) &= b_2(x_2) \int b_1(x_1) e^{a_2 x_2^2} \, dx_1 \\
 c &= \int \int x_1 x_2 b_1(x_1) b_2(x_2) e^{a_3 x_1 x_2} \, dx_1 \, dx_2,
\end{align*}
\]

where \( b_i(x_i) = e^{a_i x_i^2} d_i(x_i) \) and the iteration is given by

\[
\left\{
\begin{array}{l}
 f_1^{(2k-1)}(x_1, x_2) = f_1(x_1) [f_1^{(2k-2)}(x_1)]^{-1} f_1^{(2k-2)}(x_1, x_2) \\
 f_2^{(2k)}(x_1, x_2) = f_2(x_2) [f_2^{(2k-1)}(x_2)]^{-1} f_2^{(2k-1)}(x_1, x_2) \\
 f_1^{(0)}(x_1, x_2) = b_1^{(0)}(x_1) b_2^{(1)}(x_2) e^{a_3 x_1 x_2}
\end{array}\right.
\]

(11)

By choosing \( b_1^{(0)}(x_1) \) and \( b_2^{(1)}(x_2) \) as initial function in (11) and assuming

\[
\left\{
\begin{array}{l}
 b_1^{(0)}(x_1) = \frac{f_1(x_1)}{\int b_2^{(0)}(x_2) e^{a_3 x_1 x_2} \, dx_2} \\
 b_2^{(1)}(x_2) = \frac{f_2(x_2)}{\int b_1^{(0)}(x_1) e^{a_3 x_1 x_2} \, dx_1}
\end{array}\right.
\]

it is seen that

\[
\left\{
\begin{array}{l}
 f_1^{(2k-1)}(x_1) = f_1(x_1), \quad f_2^{(2k)}(x_2) = f_2(x_2), \\
 f_1^{(2k-1)}(x_1, x_2) = b_1^{(k)}(x_1) b_2^{(k)}(x_2) e^{a_3 x_1 x_2} \\
 f_2^{(2k)}(x_1, x_2) = b_1^{(k)}(x_1) b_2^{(k+1)}(x_2) e^{a_3 x_1 x_2}
\end{array}\right.
\]

(12)

so that the iterated functions are of the form (7).
Theorem 3.3. Let (10) and (12) hold; then
\[ f^{(N)}(x_1, x_2) = f^*(x_1, x_2) \quad \text{a.e.} \]

Proof. Consider
\[ K[f^*; f^{(2k)}] = K[f^*; f^{(2k-1)}] - K[f_2^{(2k-1)}] \quad \text{(13)} \]
and
\[ K[f^*; f^{(2k+1)}] = K[f^*; f^{(2k)}] - K[f_1^{(2k)}]. \quad \text{(14)} \]
Since the discrimination information values in (13) and (14) are non negative, \( K[f^*; f^{(2k)}] \leq K[f^*; f^{(2k-1)}] \), with equality holds if and only if
\[ f_2(x_2) = f_2^{(2k-1)}(x_2) \quad \text{a.e.,} \quad \text{(15)} \]
and \( k[f^*; f^{(2k+1)}] \leq K[f^*; f^{(2k)}] \), with equality holds if and only if
\[ f_1(x_1) = f_1^{(2k)}(x_1) \quad \text{a.e.} \quad \text{(16)} \]
It is clear that
\[ K[f^*; f^{(1)}] \geq K[f^*; f^{(2)}] \geq \cdots \geq K[f^*, f^{(2k-1)}] \geq K[f^*, f^{(2k)}] \geq \cdots \geq 0. \quad \text{(17)} \]
Let us consider when there is equality in someplace in (17), say,
\[ K[f^*; f^{(2k-1)}] = K[f^*; f^{(2k)}]; \]
then from (15), (16), and the first row of (12) it follows that almost everywhere
\[ f_1^{(2k)}(x_1) = f_1^{(2k-1)}(x_1) = f_1(x_1), \quad f_2^{(2k+1)}(x_2) = f_2^{(2k)}(x_2) = f_2(x_2) \quad \text{(18)} \]
and that equality thereafter, hence for \( N \geq 2k - 1 \), almost everywhere
\[ f_1^{(N)}(x_1) = f_1(x_1), \quad f_2^{(N)}(x_2) = f_2(x_2), \quad f^{(N)}(x_1, x_2) = b_1^{(N)}(x_1)b_2^{(N)}(x_2)e^{a^1x_1x_2}. \quad \text{(19)} \]
It will now be shown that \( f^{(N)}(x_1, x_2) = f^*(x_1, x_2) \), a.e., \( (N \geq 2k - 1) \). Since \( f^*(x_1, x_2) \) minimizes \( \iint f^*(x_1, x_2)\log f^*(x_1, x_2) \) for all densities with marginals \( f_1(x_1), f_2(x_2) \) and fixed covariance,
\[
\iint f^{(N)}(x_1, x_2) \log f^{(N)}(x_1, x_2)e^{-a_1x_1}dx_1dx_2 \\
\geq \iint f^*(x_1, x_2) \log f^*(x_1, x_2)e^{-a_1x_1}dx_1dx_2 \\
= \iint f^*(x_1, x_2) \log f^*(x_1, x_2)e^{-a_1x_1}dx_1dx_2 \\
+ \iint f^*(x_1, x_2) \log f^{(N)}(x_1, x_2)e^{-a_1x_2}dx_1dx_2
\]
but \( \log f^{(N)}(x_1, x_2)e^{-x_1x_2} = \log b_1^{(N)}(x_1) + \log b_2^{(N)}(x_2) \), so that

\[
\begin{align*}
\int \int f^{(N)}(x_1, x_2) \log f^{(N)}(x_1, x_2)e^{-x_1x_2}dx_1dx_2 &= \int f_1(x_1) \log b_1^{(n)}(x_1)dx_1 + \int f_2(x_2) \log b_2^{(N)}(x_2)dx_2 \\
&= \int \int f^*(x_1, x_2) \log f^{(N)}(x_1, x_2)e^{-x_1x_2}dx_1dx_2
\end{align*}
\]

and it is clear that

\[
0 \geq \int \int f^*(x_1, x_2) \log \frac{f^*(x_1, x_2)}{f^{(N)}(x_1, x_2)}dx_1dx_2 = K[f^*; f^{(N)}]. \tag{20}
\]

Since \( K[f^*; f^{(N)}] \) should be nonnegative, hence

\[
K[f^*, f^{(N)}] = 0
\]

and

\[
f^*(x_1, x_2) = f^{(N)}(x_1, x_2) \text{ a.e.} \tag{21}
\]

Now consider the case when there is no equality in (17). Since (17) is a monotone decreasing sequence of non-negative numbers bounded below, it converges to a finite value as \( k \to \infty \), hence from (13) and (14)

\[
\begin{align*}
K[f^*; f^{(2k-1)}] - K[f^*; f^{(2k)}] &= K[f_2; f_2^{(2k-1)}] \to 0 \tag{22} \\
K[f^*; f^{(2k)}] - K[f^*; f^{(2k+1)}] &= K[f_1; f_1^{(2k)}] \to 0. \tag{23}
\end{align*}
\]

Kullback (1959) showed that as \( N \to \infty \) (22), (23) imply

\[
\int |f_1^{(N)}(x_1) - f_1(x_1)|dx_1 \to 0, \quad \int |f_2^{(N)}(x_2) - f_2(x_2)|dx_2 \to 0. \tag{24}
\]

Hence, using (12) as \( k \to \infty \),

\[
\begin{align*}
\int \int |f^{(2k)}(x_1, x_2) - f^{(2k-1)}(x_1, x_2)|dx_1dx_2 &= \int \int f^{(2k-1)}(x_1, x_2)|f_2(x_2) - f_2^{(2k-1)}(x_2)||f_2^{(2k-1)}(x_2)|^{-1}dx_1dx_2 \\
&= \int |f_2(x_2) - f_2^{(2k-1)}(x_2)|dx_2 \to 0 \tag{25}
\end{align*}
\]

and

\[
\begin{align*}
\int \int |f^{(2k+1)}(x_1, x_2) - f^{(2k)}(x_1, x_2)|dx_1dx_2 &= \int \int f^{(2k)}(x_1, x_2)|f_1(x_1) - f_1^{(2k)}(x_1)||f_1^{(2k)}(x_1)|^{-1}dx_1dx_2 \\
&= \int |f_1(x_1) - f_1^{(2k)}(x_1)|dx_1 \to 0 \tag{26}
\end{align*}
\]
and for any $m$, as $N \to \infty$

\[
\iint |f^{(N+m)}(x_1, x_2) - f^{(N)}(x_1, x_2)|dx_1dx_2 \\
\leq \iint |f^{(N+m)}(x_1, x_2) - f^{(N+m-1)}(x_1, x_2)|dx_1dx_2 \\
+ \iint |f^{(N+m-1)}(x_1, x_2) - f^{(N+m-2)}(x_1, x_2)|dx_1dx_2 \\
+ \cdots + \iint |f^{(N+1)}(x_1, x_2) - f^{(N)}(x_1, x_2)|dx_1dx_2 \to 0,
\]

(27)

so that there exists a function denoted by $f^{(\infty)}(x_1, x_2)$ defined uniquely a.e. (see Titchmarsh, 1939), such that

\[
\iint |f^{(N)}(x_1, x_2) - f^{(\infty)}(x_1, x_2)|dx_1dx_2 \to 0,
\]

(28)

also

\[
\int |f_1^{(N)}(x_1) - f_1^{(\infty)}(x_1)|dx_1 \to 0, \quad \int |f_2^{(N)}(x_2) - f_2^{(\infty)}(x_2)|dx_2 \to 0
\]

(29)

as $N \to \infty$,

\[
\int |f_1(x_1) - f_1^{(\infty)}(x_1)|dx_1 \leq \int |f_1(x_1) - f_1^{(N)}(x_1)|dx_1 + \int |f_1^{(N)}(x_1) - f_1^{(\infty)}(x_1)|dx_1 \to 0
\]

(30)



and

\[
\int |f_2(x_2) - f_2^{(\infty)}(x_2)|dx_2 \leq \int |f_2(x_2) - f_2^{(N)}(x_2)|dx_2 + \int |f_2^{(N)}(x_2) - f_2^{(\infty)}(x_2)|dx_2 \to 0.
\]

(31)

It follows that

\[
\int |f_1(x_1) - f_1^{(\infty)}(x_1)|dx_1 = 0, \quad f_1(x_1) = f_1^{(\infty)}(x_1), \quad \text{a.e.,}
\]

\[
\int |f_2(x_2) - f_2^{(\infty)}(x_2)|dx_2 = 0, \quad f_2(x_2) = f_2^{(\infty)}(x_2), \quad \text{a.e.}
\]

(32)

It can be shown as before that $f^{(\infty)}(x_1, x_2) = f^*(x_1, x_2)$ almost everywhere.

\[\square\]

Example 3.1. Let $X_1$ and $X_2$ be two random variables with standard normal distributions and correlation $\rho$. Using iteration (12) and assuming $b_1^{(1)}(x_1) = e^{-x^2/2}$ and $b_2^{(1)}(x_2) = e^{-x^2/2}$ we will have

\[
b_1^{(1)}(x_1) = \frac{1}{\sqrt{(2\pi)}}e^{-(1+\rho^2)x_1^2/2},
\]

\[
b_2^{(1)}(x_2) = \frac{1}{\sqrt{(2\pi)}}e^{-(1+\rho^2)x_2^2/2};
\]

\[
f_1^{(1)}(x_{1,2}) = \frac{1}{2\pi}e^{-(1+\rho^2)(\frac{x_1^2}{2} + \frac{x_2^2}{2}) + \rho x_1 x_2};
\]
in a second step,

\[ b_1^{(2)}(x_1) = \frac{\sqrt{(1 + a^2)}}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x_1}{\sqrt{1 + a^2}} \right)^2}, \]

\[ b_2^{(2)}(x_2) = \frac{\sqrt{(1 + a^2)}}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x_2}{\sqrt{1 + a^2}} \right)^2}, \]

\[ f_{(x_1,x_2)}^{(2)} = \frac{\sqrt{(1 + a^2)}}{2\pi} e^{-\frac{1}{2} \left( \frac{x_1}{\sqrt{1 + a^2}} \right)^2 - \frac{x_2^2}{2} + ax_1x_2}. \]

in a third step,

\[ b_1^{(3)}(x_1) = \frac{\sqrt{(1 + a^2/(2 + 2a^2))}}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x_1}{\sqrt{1 + a^2/(2 + 2a^2)}} \right)^2}, \]

\[ b_2^{(3)}(x_2) = \frac{\sqrt{(1 + a^2/(2 + 2a^2))}}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x_2}{\sqrt{1 + a^2/(2 + 2a^2)}} \right)^2}, \]

\[ f_{(x_1,x_2)}^{(3)} = \frac{1 + a^2/(2 + 2a^2)}{2\pi} e^{-\frac{1}{2} \left( \frac{x_1}{\sqrt{1 + a^2/(2 + 2a^2)}} \right)^2 - \frac{x_2^2}{2} + ax_1x_2}. \]

Since there is another constraint related to knowing \( \rho \), each of the following equations which has proper solution could be the ME bivariate distribution:

\[ \iiint x_1x_2 f_{(x_1,x_2)}^{(1)} dx_1 dx_2 = \frac{a}{(\sqrt{1 + a^2})(4 + 7a^2 + 4a^4)(\sqrt{4 + 7a^2 + 4a^4}/(1 + a^2))} = \rho, \]

\[ \iiint x_1x_2 f_{(x_1,x_2)}^{(2)} dx_1 dx_2 = \frac{a}{(4 + 5a^2)(\sqrt{4 + 5a^2}/1 + a^2)} = \rho \]

or

\[ \iiint x_1x_2 f_{(x_1,x_2)}^{(3)} dx_1 dx_2 = \rho. \]

3.2. Extension to \( n \)-Variate

In a general case, for solving (12) the iteration is given by

\[
\begin{align*}
&f_{(x_1, \ldots, x_n)}^{(n+1)}(x_1, \ldots, x_n) = f_1(x_1) [f_1^{(n)}(x_1)]^{-1} f_2(x_2) [f_2^{(n+1)}(x_2)]^{-1} f_3(x_3) [f_3^{(n+1)}(x_3)]^{-1} \cdots f_n(x_n) [f_n^{(n+1)}(x_n)]^{-1} f_{(x_1, \ldots, x_n)}^{(n+1)}(x_1, \ldots, x_n) \\
&f_{(x_1, \ldots, x_n)}^{(0)}(x_1, \ldots, x_n) = \prod_{i=1}^{n} b_i^{(0)}(x_i) e^{\lambda x_i}.
\end{align*}
\]

As in bivariate case for any fixed \( A \) it can be shown that the iterative procedure converges.
4. Application in Contingency Tables

Applications of contingency tables have had a long history in statistical theory. In a two-dimensional table of $I$ rows and $J$ columns, each entry in the matrix represents an observed frequency. When the row and column totals and the dependence are specified, then only a subset of frequencies can be assigned arbitrary values; the rest will be determined by the given row and column totals, and the dependence. Here, the estimates of frequencies obtained from an application of the maximum entropy are considered.

Let $P_{ij}$ be the probability in the $i$th row and the $j$th column of the $I \times J$ contingency table in which the row probability sums are $P_1, \ldots, P_I$ and the column probability sums are $Q_1, \ldots, Q_J$ and the covariance is $C$, so that

$$P_i = \sum_{j=1}^{J} P_{ij}; \quad i = 1, \ldots, I,$$

$$Q_j = \sum_{i=1}^{I} P_{ij}; \quad j = 1, \ldots, J,$$

$$C = \sum_{i=1}^{I} \sum_{j=1}^{J} ijP_{ij} - \sum_{i=1}^{I} iP_i \sum_{j=1}^{J} jQ_j.$$

Suppose the values of the row probability sums and the column probability sums are known, but the cell probabilities are unknown. Since the sum of row totals is equal to the sum of column totals, there are $I + J$ independent constraints on the cell probabilities. However, there are $IJ$ unknown probabilities and only $I + J$ constraints. So $IJ - (I + J)$ cell probabilities can be filled arbitrarily, or there are $IJ - (I + J)$ degrees of freedom.

Thus, there can be an infinite set of probabilities that will be consistent with the given information. One of these is the set of probabilities that maximize the entropy

$$H[P] = -\sum_{i=1}^{I} \sum_{j=1}^{J} P_{ij} \log P_{ij}$$

subject to constraints (34).

Maximizing $H$ is equivalent to minimizing $-H$, subject to some linear constraints. We can now specialize our discussion to the important class of nonlinear problems termed convex-programming.

The Lagrangian function is

$$L = -\sum_{i=1}^{I} \sum_{j=1}^{J} P_{ij} \log P_{ij} - \sum_{i=1}^{I} \lambda_i \left( \sum_{j=1}^{J} P_{ij} - P_i \right) - \sum_{j=1}^{J} \gamma_j \left( \sum_{i=1}^{I} P_{ij} - Q_j \right)$$

$$- \nu \left( \sum_{i=1}^{I} \sum_{j=1}^{J} ijP_{ij} - \sum_{i=1}^{I} iP_i \sum_{j=1}^{J} jQ_j - C \right)$$

This gives

$$P_{ij} = A_i B_j P_i Q_j e^{-ij\nu},$$
where \( A_i = e^{-x_i}; \ (i = 1, \ldots, I) \), \( B_j = e^{-y_j}; \ (j = 1, \ldots, J) \), and \( v \) must be determined such that (34) hold.

The maximum entropy is given by

\[
H_{\text{max}} = -\sum_{i=1}^{I} [P_i \log A_i + P_i \log P_i] + \sum_{j=1}^{J} [P_j \log B_j + P_j \log P_j] - vC. \tag{37}
\]

The Kuhn–Tucker conditions (see Martos, 1975) to find the saddle point are:

\[
P_{ij} = A_i B_j P_i Q_j e^{-ijv} \]

\[
1 = A_i \sum_{j=1}^{J} B_j Q_j e^{-ijv}; \quad i = 1, \ldots, I
\]

\[
1 = B_j \sum_{i=1}^{I} A_i P_i e^{-ijv}; \quad j = 1, \ldots, J \tag{38}
\]

\[
C = \sum_{i=1}^{I} \sum_{j=1}^{J} ij A_i B_j P_i Q_j e^{-ijv} - \sum_{i=1}^{I} i P_i \sum_{j=1}^{J} j Q_j
\]

\[
P_{ij} \geq 0; \quad (i = 1, \ldots, I), \ (j = 1, \ldots, J).
\]

As is shown in Lagrange function, \( v \), \( A_i, \{i = 1, \ldots, I\} \) and \( B_j, \{j = 1, \ldots, J\} \) are the Lagrangian multipliers, and must be determined. One method for determining them is proposed as follows.

First, take a fixed value of \( v \) and solve the second and third equations in (38) using the following iterative scheme to find \( A_i, \{i = 1, \ldots, I\} \) and \( B_j, \{j = 1, \ldots, J\} \) (by assuming \( A_0^0 \) or \( B_j^{(0)} \) arbitrary values, and using this iterative procedure until the values converges):

\[
\begin{align*}
A_i^{(k+1)} &= \left( \sum_{j=1}^{J} B_j^{(k)} Q_j e^{-ijv} \right)^{-1} \\
B_j^{(k+1)} &= \left( \sum_{i=1}^{I} A_i^{(k)} P_i e^{-ijv} \right)^{-1}
\end{align*} \tag{39}
\]

Then by using the forth equation in (38) the value of \( C \) would be determined, thus for each value of \( v \), there will be a unique value of \( C \). A table of values of \( C \) for corresponding values of \( v \) can be prepared, and from this table the appropriate value of \( v \) for a given \( C \) can be chosen.

**Example 4.1.** In a contingency table with three rows and four columns, suppose the row and column probabilities are \( P_1 = 0.1, \ P_2 = 0.2, \ P_3 = 0.7; \ Q_1 = 0.2, \ Q_2 = 0.3, \ Q_3 = 0.1, \ Q_4 = 0.4 \). By using the mentioned approach for the given value of \( C \) (after choosing an appropriate value for \( v \)) the ME probabilities subject to \( P_i \)'s, \( Q_j \)'s (here \( C = \sum \sum ij P_{ij} \)) are showed in Table 2.
### Table 2

Values of $v$, $c$ and ME probabilities subject to marginals and $c$

|   | 1        | 2        | 3        | 4        |
|---|----------|----------|----------|----------|
| 1 | 0.098159 | 0.001184 | 0.000000 | 0.000000 |
| 2 | 0.098309 | 0.106989 | 0.009725 | 0.000689 |
| 3 | 0.003530 | 0.197460 | 0.099074 | 0.399931 |
|   | 0.086898 | 0.012975 | 0.000011 | 0.000009 |
| $C = 7.59356 \ (v = -4.0)$ |   |   |   |   |
| 2 | 0.900852 | 0.099391 | 0.006681 | 0.003843 |
| 3 | 0.023015 | 0.187633 | 0.093200 | 0.396147 |
|   | 0.020000 | 0.030000 | 0.010000 | 0.040000 |
| $C = 7.54923 \ (v = -2.0)$ |   |   |   |   |
| 2 | 0.900852 | 0.099391 | 0.006681 | 0.003843 |
| 3 | 0.023015 | 0.187633 | 0.093200 | 0.396147 |
|   | 0.020000 | 0.030000 | 0.010000 | 0.040000 |
| $C = 7.02000 \ (v = 0.0)$ |   |   |   |   |
| 2 | 0.040000 | 0.060000 | 0.020000 | 0.080000 |
| 3 | 0.140000 | 0.210000 | 0.070000 | 0.280000 |
|   | 0.000000 | 0.000774 | 0.001198 | 0.098723 |
| $C = 6.53562 \ (v = 2.0)$ |   |   |   |   |
| 2 | 0.000694 | 0.007523 | 0.015784 | 0.175998 |
| 3 | 0.199305 | 0.292398 | 0.083017 | 0.125277 |
|   | 0.000000 | 0.000000 | 0.000331 | 0.099969 |
| $C = 6.50380 \ (v = 4.0)$ |   |   |   |   |
| 2 | 0.000002 | 0.000190 | 0.003356 | 0.196452 |
| 3 | 0.199997 | 0.299809 | 0.096612 | 0.103578 |
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