Analysis of cluster explosive synchronization in complex networks
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Correlations between intrinsic dynamics and local topology have become a new trend in the study of synchronization in complex networks. In this paper, we investigate in this paradigm the influence of topology on dynamics of networks made up of second-order Kuramoto oscillators. In particular, based on mean-field calculations, we provide a detailed investigation of the recently reported phenomena of cluster explosive synchronization (CES)[Phys. Rev. Lett. 110, 218701 (2013)], analysing the model in scale-free and small-world networks as a function of several topological properties. We show that, in contrast to scale-free networks, the transition to the synchronous state in small-world structures tends to be continuous as the probability of rewiring increases. These results complement the previous findings regarding CES and also fundamentally deepen the understanding of the interplay between topology and dynamics under the constraint of correlating natural frequencies and local structure.
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I. INTRODUCTION

Synchronization of collective phenomenon plays a prominent role in science, nature, social life, and engineering [1-3]. Recently, much research has been devoted to investigate effects of network topology on synchronization. In particular, in the context of synchronization of dynamical systems in which the formalism of the master stability function [4] is applicable, it has been shown that the asymptotic behavior of the dynamics is entirely described by the spectral properties of a network. Using a mean-field approximation, it has been shown that Kuramoto oscillators undergo a second order phase transition to synchronization and the onset of synchronization is determined by the largest eigenvalue of the adjacency matrix [5].

Until very recently, only continuous synchronization transitions were known to occur in complex networks. However, Gomez-Gardenez et al. [6] reported the first observation of discontinuous phase synchronization transitions in scale-free networks, triggering further works on the subject [7-12]. Moreover the model presented in [6] shows a different kind of interplay between the connectivity pattern and the dynamics. The phenomenon of explosive synchronization was proved to be an effect exclusively due to the microscopic correlation between the network topology and the intrinsic dynamics of each oscillator. More specifically, the authors considered the natural frequencies of the oscillators to be positively correlated with the degree distribution of the network by assigning to each node its own degree as its natural frequency, rather than drawing it from a given symmetric distribution, as performed in previous works [13]. Discontinuous phase transitions were also previously observed in other dynamical processes in complex networks, such as in the context of explosive percolation in random [14] and scale-free [15, 16] networks. Similar to explosive synchronization, the explosive percolation has also a dynamical constraint related to the connectivity patterns, which is called the Achlioptas process [14].

Relevant to model several physical systems [17-20], the second-order Kuramoto model was also investigated under the constraint of correlation between natural frequency and degree distribution. In [21], we studied analytically and numerically how the inclusion of an inertia term in the equation for the phase evolution in the Kuramoto model would influence the network dynamics. Although the second-order Kuramoto model exhibits discontinuous synchronization transitions even in a fully connected graph for unimodal symmetric frequency distributions [18], a striking difference to the first-order Kuramoto model has been observed. By analyzing the average frequency \( \langle \omega \rangle_k \) of each group of nodes with degree \( k \), Gomez-Gardenez et al. [6] found that nodes in scale-free networks join the synchronous component abruptly at the same coupling strength. In contrast, as shown in [21], the nodes perform a cascade of transitions toward the synchronous state grouped into clusters consisting of nodes with the same degree, a phenomenon called cluster explosive synchronization (CES) and also consisting in the
first mean-field treatment of a second-order Kuramoto model in complex networks.

In spite of this new observed phenomena and all the attention that the paradigm of correlation between topology and dynamics has been attracting, here we extend the previous findings presented in [21]. More specifically, we analyze the parameter space for both branches in the hysteretic synchronization diagram, showing how the transition from a stable limit cycle to stable fixed points takes place as a function of the nodes degree and coupling strength. Furthermore, we also show that the critical coupling strength for the onset of synchronization, considering the adiabatic increasing of the coupling strength, decreases as a function of the minimum degree of the network. Finally, in order to compare with different topologies, we extend the results for Watts-Strogatz networks by tuning a single rewiring parameter \( p \in [0, 1] \). A first-order phase transition appears for small \( p \), while for large \( p \), the first-order transition is not obvious. If the transition behavior to synchronization is obtained from the self-consistent equations to calculate the order parameter as a function of the coupling strength in order to determine the synchronization boundaries in Sec. IV. In order to study the system analytically in the continuum limit, we define \( \rho(k; \theta, t) \) as the density of oscillators with phase \( \theta \) at time \( t \), for a given degree \( k \). It is normalized as

\[
\int_0^{2\pi} \rho(k; \theta, t) d\theta = 1.
\]

In uncorrelated complex networks, a randomly selected edge connects to the node with degree \( k \) and phase \( \theta \) at time \( t \) with the probability \( kP(k)\rho(k; \theta, t)/\langle k \rangle \), where \( P(k) \) is the degree distribution and \( \langle k \rangle \) the average degree. Thus, the continuum version of Eq. (3) becomes

\[
\frac{d^2\theta}{dt^2} = -\alpha \frac{d\theta}{dt} + D(k - \langle k \rangle) + \lambda \langle k \rangle \int k' P(k') \rho(k'; \theta, t) \sin(\theta' - \theta)dk'.
\]

In order to visualize the dynamics of the phases, it is natural to follow [24] and define the order parameter \( r \) as

\[
re^{i\psi(t)} = \sum_{i} k_i e^{i\theta_i(t)}/\sum_{i} k_i,
\]

where \( k_i \) is the degree of the node \( i \) and \( \psi \) the average phase. This order parameter is different from \( r e^{i\psi(t)} = \sum_{i} e^{i\theta_i(t)}/N \), which accounts for the mean-field in the fully-connected graph regime [25].
The order parameter $r$ quantifies the phase coherence. For instance, if the initial values of $\theta$ and $\dot{\theta}$ are randomly drawn from a uniform distribution and each oscillator rotates at its intrinsic frequency, then $r \approx 0$. On the other hand, if the oscillators act as a giant synchronous component, we have $r \approx 1$.

In the continuum limit, the order parameter $r$ can be expressed as

$$r e^{i\psi} = \frac{1}{\langle k \rangle} \int \int P(k') \rho(k; \theta, t) e^{i\theta(t)} d\theta dk'. \quad (6)$$

Seeking to rewrite the continuum version in terms of the mean-field quantities $r$ and $\psi$, we multiply both sides of Eq. (6) by $e^{-i\theta}$ and take the imaginary part, obtaining

$$\dot{\theta} = -\alpha \theta + D(k - \langle k \rangle) + k\lambda r \sin(\psi - \theta), \quad (7)$$

which is the same equation that describes the motion of a damped driven pendulum.

In the mean-field character, each oscillator appears to be uncoupled from each other, and interacts with other oscillators only through the mean-field quantities $r$ and $\psi$. Specifically, the phase $\theta$ is pulled towards the mean-phase $\psi$. In the case of positive correlation between frequencies and degree, we cannot set $\psi = 0$, since the frequency distribution is not necessarily symmetric.

In order to derive sufficient conditions for synchronization, we choose the reference frame that rotates with the average phase $\psi$ of the system, defining $\bar{\phi}(t) = \theta(t) - \psi(t)$. If $\bar{\phi}(t) = 0$, the oscillator is synchronized with the mean-field. Defining $C(\lambda r) \equiv (\dot{\bar{\phi}} + \alpha \bar{\phi})/D$ and substituting the new variable $\bar{\phi}(t)$ in the mean-field equation (7), we obtain [21]

$$\ddot{\bar{\phi}} = -\alpha \bar{\phi} + D(k - \langle k \rangle - C(\lambda r)) - k\lambda r \sin \bar{\phi}. \quad (8)$$

### III. ORDER PARAMETER

The solutions of Eq. (8) exhibit two types of long-term behavior, depending on the size of natural frequency $D(k - \langle k \rangle - C(\lambda r))$ relative to $k\lambda r$. Naturally, in order to obtain sufficient conditions for the existence of the synchronous solution of Eq. (8), we derive the self-consistent equation for the order parameter $r$ that can be written as the sum of the contribution $r_{\text{lock}}$ due to the oscillators which are phase-locked to the mean-field and the contribution of non-locked drift oscillators $r_{\text{drift}}$; i.e., $r = r_{\text{lock}} + r_{\text{drift}}$ [27].

#### A. Locked Order parameter

Let us assume that all nodes that have a degree in the range $k \in [k_1, k_2]$ are locked. These oscillators are characterized by $\bar{\phi} = \bar{\dot{\phi}} = 0$ and approach a stable fixed point defined implicitly by $\bar{\phi} = \arcsin \left( \frac{D(k - \langle k \rangle - C(\lambda r))}{k\lambda r} \right)$, which is a $k$-dependent constant phase. Correspondingly, $\rho(k; \phi, t)$ is a time-independent single-peaked distribution and

$$\rho(k; \phi) = \delta \left[ \phi - \arcsin \left( \frac{D(k - \langle k \rangle - C(\lambda r))}{k\lambda r} \right) \right] \quad \text{for } k \in [k_1, k_2], \quad (9)$$

where $\delta$ is the Dirac delta function. Therefore, the contribution of the locked oscillators is expressed as

$$r_{\text{lock}} = \frac{1}{\langle k \rangle} \int_{k_1}^{k_2} \int \rho(k) e^{i\phi(t)} \delta \left[ \phi - \arcsin \left( \frac{D(k - \langle k \rangle - C(\lambda r))}{k\lambda r} \right) \right] d\phi dk. \quad (10)$$

From the imaginary part of Eq. (10), we yield

$$0 = \frac{1}{\langle k \rangle} \int_{k_1}^{k_2} k P(k) \frac{D(k - \langle k \rangle - C(\lambda r))}{\lambda r} dk, \quad (11)$$

and from the real part,

$$r_{\text{lock}} = \frac{1}{\langle k \rangle} \int_{k_1}^{k_2} k P(k) \sqrt{1 - \left( \frac{D(k - \langle k \rangle - C(\lambda r))}{k\lambda r} \right)^2} dk. \quad (12)$$

We consider first a scale-free network with a degree distribution given by $P(k) = A(\gamma) k^{-\gamma}$, where $A(\gamma)$ is the normalization factor and $\gamma = 3$. Substituting the degree distribution $P(k)$ and applying the variable transformation $x = D(k - \langle k \rangle - C(\lambda r))/\lambda r$, we obtain the following implicit equation for the contribution of the locked oscillators

$$r_{\text{lock}} = \frac{A(\gamma)}{2D(\langle k \rangle) \left[ \left( x(k_2) \sqrt{1 - x^2(k_2)} + \arcsin x(k_2) \right) - \left( x(k_1) \sqrt{1 - x^2(k_1)} + \arcsin x(k_2) \right) \right]. \quad (13)$$

#### B. Drift order parameter

We analyze the drifting oscillators for $k \in k_{\text{drift}} = [k_{\text{min}}, k_1] \cup [k_2, k_{\text{max}}]$, where $k_{\text{min}}$ denotes the minimal degree and $k_{\text{max}}$ is the maximal degree. The phase of the drifting oscillators rotates with the period $T$ in the stationary state, so that their density $\rho(k; \phi, t)$ satisfies $\rho \sim |\phi|^{-1}$ [27]. As $\int \rho(k; \phi) d\phi = \int_0^T \rho(k; \phi) d\phi dt = 1$, this implies $\rho(k; \phi) = T^{-1} |\phi|^{-1} = \frac{1}{2\pi} \phi^{-1}$, where $T$ and $\Omega$ are the time period and the oscillating frequency of the running periodic solution of $\phi$ [27]. After substituting $\rho(k; \phi)$ into Eq. (6), we get

$$r_{\text{drift}} = \frac{1}{2\pi \langle k \rangle} \int_{k \in k_{\text{drift}}} \int_0^T k P(k) \Omega |\phi|^{-1} e^{i\phi(t)} d\phi dt dk. \quad (14)$$
Without loss of generality, we assume that \( \dot{\phi} < 0 \) for \( k \in [k_{min}, k_1] \) and \( \dot{\phi} > 0 \) for \( k \in [k_2, k_{max}] \). Thus the real part of equation (14) becomes

\[
\frac{dr_{drift}}{d\tau} = \frac{1}{2\pi \langle k \rangle} \left( -\int_{k_{min}}^{k_1} + \int_{k_2}^{k_{max}} \right) \int_0^T k P(k) \Omega \cos(\phi) dtdk.
\]

A perturbation approximation of the self-consistent equations enables us to treat Eq. (15) analytically. After performing some manipulations motivated by [27], we get

\[
\frac{dr_{drift}}{d\tau} = \left( -\int_{k_{min}}^{k_1} + \int_{k_2}^{\infty} \right) \frac{-r k^2 \alpha^4 P(k)}{D^3 (k - \langle k \rangle - C(\lambda r))^3} \langle k \rangle dk.
\]

Thus, the two self-consistent equations for the order parameter \( r \),

\[
r = r_{lock} + r_{drift},
\]

are obtained from Eqs. (13) and (16).

**IV. PARAMETER SPACE AND SYNCHRONIZED BOUNDARIES**

It is known that systems governed by the equations of motion given by Eq. (8) present a hysteresis as \( \lambda \) is varied [27–29]. Therefore we consider the system’s dynamics for two distinct cases: (i) Increase of the coupling strength \( \lambda \). In this case, the system starts without synchrony (\( r \approx 0 \)) and, as \( \lambda \) is increased, approaches the synchronous state (\( r \approx 1 \)). (ii) Decrease of the coupling strength \( \lambda \). Now the system starts at the synchronous state (\( r \approx 1 \)) and, as the \( \lambda \) is decreased, more and more oscillators lose synchrony, falling into the drift state.

Next, we study the following problem: why do phase transitions occur for a continuously varying coupling strength? We illustrate the phase transitions using the parameter space of the pendulum. For convenience, we non-dimensionalize equation (8) by \( \tau = \sqrt{k \lambda r t} \) [30], and set \( \beta \equiv \alpha/\sqrt{k \lambda r} \) and \( I \equiv D(k - \langle k \rangle - C(\lambda r))/\langle k \lambda r \rangle \), yielding the dimensionless version:

\[
\frac{d^2\phi}{d\tau^2} + \beta \frac{d\phi}{d\tau} + \sin \phi = I.
\]

The variable \( \beta \) is the damping strength and \( I \) corresponds to a constant torque (cf. a damped driven pendulum). Fig. (a) shows the bifurcation diagram in the \( \beta - I \) parameter space of Eq. (18). There are three types of bifurcations [28]: homoclinic and infinite-period bifurcations periodic orbits, and a saddle-node bifurcation of fixed points. An analytical approximation for the homoclinic bifurcation curve for small \( \beta \) was derived using Melnikov’s method [28, 31] and the curve is tangent to the line \( I = 4\beta/\pi \).

Our change of time-scale allows us to employ Melnikov’s analysis to determine the range of integration \([k_1, k_2]\) in the calculation of \( r = r_{lock} + r_{drift} \).

**FIG. 1**: (Color online). (a) Parameter space of the pendulum (Eq. (18)), (b) for increasing coupling strength and (c) decreasing coupling strength. The red area indicates the existence of a stable fixed point, whereas the gray area indicates the parameter combinations which give rise to a stable limit cycle. In the yellow area, oscillators either converge to the stable fixed point or rotate periodically depending crucially on initial conditions. Two schematic diagrams represent oscillators with degree \( k = 8 \) and degree \( k = 20 \), which start with incoherence in (b) (resp. coherence in (c)), and approach synchronous states (resp. incoherence), for increasing (resp. decreasing) coupling strength \( \lambda \) with \( \alpha = 0.1, D = 0.1, \langle k \rangle = 10, \) and \( C = -3 \).
A. Increasing coupling synchronized boundary

When the coupling strength $\lambda$ is increased from $\lambda_0$, the synchronous state emerges after a threshold $\lambda_0^t$ has been crossed. Here we derive self-consistent equations that allow us to compute $\lambda_0^t$.

According to the stability diagram shown in Fig. 1(a) (derived from Eq. (13)), the parameter space is divided into three different areas corresponding to the stable fixed point, the stable limit cycle and bistability. The stable fixed point and the stable limit cycle coexist in the bistable area. Whether the oscillator will converge to the fixed point or rotate periodically depends crucially on the initial values of $\theta$ and $\hat{\theta}$ for given parameter values of $\beta$ and $I$. As the coupling strength increases, the bistable area vanishes and we only get the stable limit cycle in this region. Thus the stability diagram is obtained (see Fig. 1(b)). Therefore, for $I > 1$, Eq. (18) has only one stable limit cycle solution. If $4\beta/\pi < I \leq 1$, the system is no longer bistable and only the limit cycle solution exists. If the coupling strength is increased further, the synchronized state can only exist for $I \leq 4\beta/\pi$, where Eq. (18) has a stable fixed point solution $\sin(\phi) = I$. Solving the inequalities

$$|D (k - \langle k \rangle - C(\lambda r))| \leq \frac{1}{k\lambda r},$$

and

$$|D (k - \langle k \rangle - C(\lambda r))| \leq \frac{4\alpha}{\pi \sqrt{k\lambda r}},$$

we get the following range of $k^f$ for the phase-locked oscillators

$$k^f \in [k_1^f, k_2^f] = \begin{cases} \frac{(k + C(\lambda r)}{1 + \lambda r}, & \text{if } y < b, \\ \frac{(k + C(\lambda r))}{1 - \lambda r}, & \text{if } b < y < 1 \end{cases}$$

(21)

otherwise.

Here, we define $b = \frac{16\alpha^2}{\pi^2((k + C(\lambda r)) + 16\alpha^2)$ and

$$[K_1^f, K_2^f] = \begin{bmatrix} B - \sqrt{B^2 - 4D^4 (\langle k \rangle + C(\lambda r))^2} \\ 2D^2 \\ B + \sqrt{B^2 - 4D^4 (\langle k \rangle + C(\lambda r))^2} \\ 2D^2 \end{bmatrix},$$

where

$$B = 2D^2 (\langle k \rangle + C(\lambda r)) + \frac{16\alpha^2\lambda r}{\pi^2},$$

and $y \equiv \lambda r$. Since $\lambda r$ is present in all equations, we define a new variable $y$ and analyze the self-consistent equations computing $r = y/\lambda$.

In order to visualize the dynamics and deepen the understanding of phase transitions, we sketch in Fig. 1(b) the phase trajectories of two randomly selected oscillators with degree $k = 8$ and 20. When the coupling strength is close to 0, the oscillators are in the stable limit cycle area and each node oscillates with their own natural frequency. One can see that the critical coupling for the onset of synchronization of the oscillator with degree $k = 8$ is lower and thus the small degree oscillator converges to the fixed point at lower coupling strength.

B. Decreasing synchronized boundary

With a decreasing coupling strength $\lambda$, the oscillators start from the phase-locked synchronous state, and reach the asynchronous state at a critical coupling $\lambda^D$. In order to calculate this threshold, we again investigate the range of degree $k^D$ of the phase-locked oscillators. Imposing the phase locked solution in Eq. (5), we obtain

$$\sin(\phi) = \frac{(k + C(\lambda r))}{1 + \lambda r},$$

and compute

$$\lambda^D \in [k_1^D, k_2^D] = \left[ \frac{(k + C(\lambda r))}{1 + \lambda r}, \frac{(k + C(\lambda r))}{1 - \lambda r} \right].$$

This allows us to calculate $r^D$ and $\lambda^D$ from the self-consistent Eqs. (12) and (16).

Following the same procedure for increasing coupling strength, we also sketch phase trajectories of two oscillators with degree $k = 8$ and 20, respectively, in the parameter space as shown in Fig. 1(c). For high coupling strength, the population acts like a giant node and $r \approx 1$. If $I < 1$, only a stable fixed point exists, whereas the oscillators rotate periodically. The oscillators with degrees $k \geq 20$ are easier dragged out of synchronization, For $I > 1$ the oscillators with degree $k = 20$ are easier to be out of synchronization compared to the ones with degree $k = 8$. In this way, the order parameter $r$ would first slightly decrease and then abruptly drop to lower values.

V. ANALYTICAL RESULTS AND SIMULATIONS

A. Simulations on scale-free networks

We demonstrate the validity of our mean-field analysis by conducting numerical simulations of the second-order Kuramoto model with $\alpha = 0.1$ and $D = 0.1$ on Barabasi-Albert scale-free networks characterized by $N = 3000$, $\langle k \rangle = 10$, $k_{\text{min}} = 5$ and the degree distribution $P(k) \sim k^{-\gamma}$, with $\gamma = 3$. Again, due to hysteresis, we have to distinguish two cases: First, we increase the coupling strength $\lambda$ from $\lambda_0$ by amounts of $\delta \lambda = 0.1$, and compute the order parameter $r^D$ for $\lambda = \lambda_0, \lambda_0 + \delta \lambda, \ldots, \lambda_0 + n\delta \lambda$. Second, we gradually decrease $\lambda$ from $\lambda_0 + n\delta \lambda$ to $\lambda_0$ in
steps of $\delta \lambda$. Before each $\delta \lambda$-step, we integrate the system long enough to arrive at stationary states.

Fig. 2 shows the synchronization diagrams for the model defined in Eq. (3). The system exhibits the expected hysteretical synchrony depending on initial conditions: In the case of an increasing coupling strength $\lambda$, the initial drifting oscillators can be entertained to locked oscillators after certain transience. The order parameter $r$ remains at a low value until the onset of synchronization, $\lambda_c^I$, at which a first-order synchronization transition happens, and $r$ increases continuously after that. In the case of decreasing $\lambda$, initially locked oscillators are desynchronized and fall into drift states once $\lambda$ crosses $\lambda_c^D$. For a high coupling strength, all oscillators are synchronized and $r = 1$. As the coupling strength is decreased, the synchronized oscillators fall into unsynchronized states. As the two discontinuous transitions take place at different coupling thresholds, the order parameter exhibits hysteresis.

To validate our mean-field analysis with simulation results, we simultaneously solve Eqs. (13), (16) and (21) [resp. (13), (16) and (23)] for increasing [resp. decreasing] coupling strength. Note that the distribution of the natural frequencies is proportional to the degree distribution, and $\psi$ cannot be set 0 as has been done in previous works [32]. A key ingredient of the analytical process is $C(\lambda r)$ which we retrieve from the simulation data as shown in Fig. 3. Specifically, recalling that $C(\lambda r)$ depends on $\psi$ and $\dot{\psi}$, we assume that (i) $C(\lambda r) \approx 0$ (the blue solid curve in Fig. 3) when $\lambda < \lambda_c^I$, as each node oscillates at its own natural frequency, and (ii) $C(\lambda r) \approx \alpha \dot{\psi}/D$ when $\lambda \geq \lambda_c^I$. The oscillators with small degree synchronize first as shown in Fig. 4 and being in high percentage in a scale free network, they dominate the mean field. The mean field rotates with a constant frequency $\dot{\psi}$ which we take from the simulations (the solid red line in Fig. 3). As before, it is convenient to analyze the system with $y \equiv \lambda r$ and $r = y/\lambda$. The analytical results are in good agreement with the simulations.

Fig. 3 shows the synchronization diagrams for the model defined in Eq. (3). The system exhibits the expected hysteretical synchrony depending on initial conditions: In the case of an increasing coupling strength $\lambda$, the initial drifting oscillators can be entertained to locked oscillators after certain transience. The order parameter $r$ remains at a low value until the onset of synchronization, $\lambda_c^I$, at which a first-order synchronization transition happens, and $r$ increases continuously after that. In the case of decreasing $\lambda$, initially locked oscillators are desynchronized and fall into drift states once $\lambda$ crosses $\lambda_c^D$. For a high coupling strength, all oscillators are synchronized and $r = 1$. As the coupling strength is decreased, the synchronized oscillators fall into unsynchronized states. As the two discontinuous transitions take place at different coupling thresholds, the order parameter exhibits hysteresis.

To validate our mean-field analysis with simulation results, we simultaneously solve Eqs. (13), (16) and (21) [resp. (13), (16) and (23)] for increasing [resp. decreasing] coupling strength. Note that the distribution of the natural frequencies is proportional to the degree distribution, and $\psi$ cannot be set 0 as has been done in previous works [32]. A key ingredient of the analytical process is $C(\lambda r)$ which we retrieve from the simulation data as shown in Fig. 3. Specifically, recalling that $C(\lambda r)$ depends on $\psi$ and $\dot{\psi}$, we assume that (i) $C(\lambda r) \approx 0$ (the blue solid curve in Fig. 3) when $\lambda < \lambda_c^I$, as each node oscillates at its own natural frequency, and (ii) $C(\lambda r) \approx \alpha \dot{\psi}/D$ when $\lambda \geq \lambda_c^I$. The oscillators with small degree synchronize first as shown in Fig. 4 and being in high percentage in a scale free network, they dominate the mean field. The mean field rotates with a constant frequency $\dot{\psi}$ which we take from the simulations (the solid red line in Fig. 3). As before, it is convenient to analyze the system with $y \equiv \lambda r$ and $r = y/\lambda$. The analytical results are in good agreement with the simulations.

To validate our mean-field analysis with simulation results, we simultaneously solve Eqs. (13), (16) and (21) [resp. (13), (16) and (23)] for increasing [resp. decreasing] coupling strength. Note that the distribution of the natural frequencies is proportional to the degree distribution, and $\psi$ cannot be set 0 as has been done in previous works [32]. A key ingredient of the analytical process is $C(\lambda r)$ which we retrieve from the simulation data as shown in Fig. 3. Specifically, recalling that $C(\lambda r)$ depends on $\psi$ and $\dot{\psi}$, we assume that (i) $C(\lambda r) \approx 0$ (the blue solid curve in Fig. 3) when $\lambda < \lambda_c^I$, as each node oscillates at its own natural frequency, and (ii) $C(\lambda r) \approx \alpha \dot{\psi}/D$ when $\lambda \geq \lambda_c^I$. The oscillators with small degree synchronize first as shown in Fig. 4 and being in high percentage in a scale free network, they dominate the mean field. The mean field rotates with a constant frequency $\dot{\psi}$ which we take from the simulations (the solid red line in Fig. 3). As before, it is convenient to analyze the system with $y \equiv \lambda r$ and $r = y/\lambda$. The analytical results are in good agreement with the simulations.
FIG. 4: (Color online). (a) Average frequency \( \langle k \rangle_r \) and (b) order parameter \( r \) of each cluster from simulations with \( \langle k \rangle = 10 \). Solid lines denote synchronized clusters at the onset of synchronization. Dashed lines denote clusters with large degrees.

Note that the discontinuity of evolution of the synchronized boundary gives rise to a first-order phase transition in Fig. 2. After the transition to synchrony, the low boundary \( k_1 \) stays constant at the minimal degree \( k_{\text{min}} = 5 \), and, as more clusters join the synchronized component, the upper boundary \( k_2 \) increases with \( \lambda \).

The above results are based on scale free networks with the average degree \( \langle k \rangle = 10 \). To show more details, following the above process, we analyze the increasing coupling case with an average degree 12 with minimum degree \( k_{\text{min}} = 6 \) as shown in Fig. 3. We integrate the equations (13), (16), and (21) and, by taking the values of \( C(\lambda r) \) from the solid line of Fig. 3(a), we get the evolution of the order parameter \( r \) as a function of the coupling strength \( \lambda \) as shown in Fig. 3(b). We observe that the critical coupling strength in this case is smaller than that of scale-free networks with an average degree \( \langle k \rangle = 10 \).

We follow the above process again and investigate the synchronization inside each cluster. As expected, initially oscillators for each cluster oscillate around its natural frequency and the order parameter \( r \) for each cluster remains at a low value (Fig. 7). Increasing the coupling strength further, a first-order transition to synchronization occurs at the threshold \( \lambda^c = 0.6 \). Clusters with a degree from \( k = 6 \) to \( k = 10 \) join the synchronization component simultaneously. More clusters join the synchronized component successively starting from low to high degrees.

It is natural to ask what is the influence of the average degree on the critical coupling threshold? Fig. 8 shows the mean threshold values of the critical coupling strength \( \langle \lambda^c \rangle \) for increasing \( \lambda \) with different minimal degrees \( k_{\text{min}} \) varying from \( k_{\text{min}} = 2 \) to \( k_{\text{min}} = 20 \). In simulations, if the difference between \( r(\lambda) \) and \( r(\lambda - \delta \lambda) \) is larger than, for example, 0.1, we define the transition to synchrony happens there. Due to the limitation of networks size, fluctuations of \( \langle \lambda^c \rangle \) are unavoidable. The plots have been obtained with the same parameter values as above except minimal degrees \( k_{\text{min}} \). One can observe that the threshold values decrease with increasing minimal degrees initially and become almost constant afterwards.

B. Simulations on Watts-Strogatz networks

Previous studies of first-order transitions to synchronization with natural frequency correlated with degree are based on scale-free networks. Next, we also simulate the model in Eq. (6) on Watts-Strogatz networks by tuning the rewiring parameter \( p \in [0, 1] \).

Synchronization appears when a tiny fraction of shortcuts comes into the system, moreover, the synchronizability increases with \( p \) as shown in [22]. Compared to these results, in Fig. 9 we observe counter-intuitive results...
that the synchronizability decreases with the increasing of \( p \). Synchronization exhibits strong dependence on the rewiring probability \( p \). For small \( p \), the system has a tiny fraction of short-cuts and most oscillators have a degree close to the average degree. Therefore, a high percentage of oscillators have a small natural frequency \( D(k - \langle k \rangle) \) and tend to synchronize to the mean-field quantities already for a small coupling strength. For large \( p \), due to the divergence of oscillators and large natural frequencies, the system needs a large coupling strength to recruit most oscillators into the synchronized component.

Fig. 10 shows the order parameter \( \langle r \rangle_k \) of each cluster \( k \) with increasing coupling strength \( \lambda \). The solid lines denote first-order transitions of clusters which join the synchronized component at the threshold. For small \( p \), these clusters being in a high percentage produce first-order transitions as shown in Fig. 6.

Correspondingly, one can see in Fig. 11(a) for \( p = 0.1 \), clusters with degrees from 8 to 10 synchronize to the zero mean-field value and other clusters join the synchronized component successively. Compared to small \( p \), in Fig. 11(b), clusters join the synchronized component continuously.

VI. CONCLUSION

In summary, we have shown that the cluster explosive synchronization happens in the second order Kuramoto model with a correlation between natural frequency and degree. In previous studies on explosive synchronization, results have demonstrated that a first-order transition to synchrony is due to a position correlation between the local structure (degree) and the internal dynamics (nat-
FIG. 8: (Color online). Mean threshold values of coupling strength $\langle k'_c \rangle$ for increasing coupling with different minimal degrees $k_{min}$. The grey shading indicates the standard derivation.

FIG. 9: (Color online). Order parameter $r$ vs. coupling strengths $\lambda$ for different $p$. Synchronizability decreases with $p$’s increase. A first-order phase transition is obvious for $p = 0.1$.

FIG. 10: (Color online). Order parameter of each cluster vs. coupling strengths $\lambda$ for $p = 0.1$ and $p = 1$. Clusters with natural frequencies close to 0 tend to synchronize to the mean-field quantities at the threshold and first-order transitions of these clusters are represented by solid lines.

results have been compared to the simulations and both show a good agreement. Shown numerically, the onset of synchronization for increasing coupling strength decreases with minimal degrees.

Following the previous processes, we have simulated the model on Watts-Strogatz networks and found a counter-intuitive phenomenon in which synchronizability decreases with the rewiring probability $p$. The order parameter and average frequency of each cluster have also been investigated for small and large $p$ respectively.

The hysteresis in Barabasi-Albert scale-free networks with scaling exponent equal to $\gamma = -3$ has been investigated. However, it is an open issue what happens if the scaling exponent varies. Although hysteresis is a typical character of scale-free networks, the underlying mechanism for the occurrence of hysteresis in scale-free networks (but not in random networks) remains open. The impact of topology on dynamics with more com-
FIG. 11: (Color online). Average frequency of each cluster $⟨ω⟩_k$ vs. coupling strengths $λ$. In (a), for $p = 0.1$, clusters being in high percentage join in the synchronized component at the threshold and determine the 0 mean frequency. Other clusters join to the 0 mean-field afterwards according to the degree difference to the average degree. In (b), clusters join the synchronized component continuously.
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