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Abstract

With the widespread use of Machine Translation (MT) techniques, attempts to minimize communication gap among people from diverse linguistic backgrounds. We have participated in Workshop on Asian Translation 2019 (WAT2019) multi-modal translation task. There are three types of submission tracks namely, multi-modal translation, Hindi-only image captioning and text-only translation for English to Hindi translation. The main challenge is to provide a precise MT output. The multi-modal concept incorporates textual and visual features in the translation task. In this work, multi-modal translation track relies on pre-trained convolutional neural networks (CNN) with Visual Geometry Group having 19 layered (VGG19) to extract image features and attention-based Neural Machine Translation (NMT) system for translation. The merge-model of recurrent neural network (RNN) and CNN is used for the Hindi-only image captioning. The text-only translation track is based on the transformer model of the NMT system. The official results evaluated at WAT2019 translation task, which shows that our multi-modal NMT system achieved Bilingual Evaluation Understudy (BLEU) score 20.37, Rank-based Intuitive Bilingual Evaluation Score (RIBES) 0.642838, Adequacy-Fluency Metrics (AMFM) score 0.668260 for challenge test data and BLEU score 40.55, RIBES 0.760080, AMFM score 0.770860 for evaluation test data in English to Hindi multi-modal translation respectively.

1 Introduction

The multi-modal translation is an emerging task of the MT community, where visual features of image combine with textual features of parallel source-target text to translate sentences (Shah et al., 2016). Interestingly, multi-modal concept improved the translation quality of generating the captions of the images (Dash et al., 2019) as well as significant improvement over text-only NMT system (Huang et al., 2016). In text-only NMT system, the encoder-decoder framework of NMT is a widely accepted technique used in the task of MT. Because it handles sequence to sequence learning problem for variable length source and target sentences and also, handles long term dependency problem using long short term memory (LSTM) (Sutskever et al., 2014). The merits of basic encoder-decoder model is that it fails to encode all necessary information into the context vector when the sentence is too long. Hence, to handle such problem attention-based encoder-decoder model is introduced, which allows the decoder to focus on different parts of the source sequence at different decoding steps (Bahdanau et al., 2015). (Luong et al., 2015) enhanced the attention model that merges global, accompanying to all source words and local, only pay attention to a part of source words. The attention-based NMT system shows a promising outcome in various languages (Pathak and Pakray, 2018; Pathak et al., 2018; Laskar et al., 2019). Current work has been investigated for English to Hindi translation. There are three different tracks, namely, multi-modal translation, Hindi-only image captioning and text-only translation using NMT system and participated in WAT2019 multi-modal translation task.

2 Related Works

Literature survey mainly focused on multimodal based NMT works, where multimodal inform-
tion (text and image) integrating into the attention-based encoder-decoder architecture. (Huang et al., 2016), proposed a model using attention based NMT, where regional and global visual features are attached in parallel with multiple encoding threads and each thread is followed by the text sequence. They obtained BLEU score 36.5, which outperformed the text-only baseline model BLEU score 34.5. (Calixto and Liu, 2017) used bi-directional recurrent neural network (RNN) with gated recurrent unit (GRU) in the encoding phase instead of single-layer unidirectional LSTM in (Huang et al., 2016) and also, used image features separately either as a word in the source sentence or directly for encoder or decoder initialization unlike word only in (Huang et al., 2016), achieved BLEU score 38.5, 43.9 in English to German and German to English translation respectively. (Calixto et al., 2017), introduced two independent attention mechanisms over source language words and visual features in a single decoder RNN, which significantly improve over the models used in (Huang et al., 2016), obtained BLEU score 39.0, 43.2 in English to German and German to English translation respectively. (Dutta Chowdhury et al., 2018), investigated multimodal NMT following settings of (Calixto and Liu, 2017) for Hindi to English translation and acquired BLEU score 24.2.

3 System Description

The primary steps of the system operations are data preprocessing, system training and system testing and the same have been illustrated in following subsections. The multimodal NMT toolkit (Calixto and Liu, 2017; Calixto et al., 2017) is employed to build the multimodal NMT system for multimodal translation task, which are based on the pytorch port of OpenNMT (Klein et al., 2017). For text-only translation task, OpenNMT is deployed to build the NMT system and in the case of Hindi-only image captioning track, publicly available VGG16 and LSTM in Keras library, are used to build the system (Simonyan and Zisserman, 2015; Tanti et al., 2018). We have used Hindi visual genome dataset in each track of WAT2019 multi-modal translation task provided by the organizer (Nakazawa et al., 2019). We have not used image coordinates (Width, Height) provided in the dataset to indicate the rectangular region in the image described by the caption. Because, we have used global features of the images.

3.1 Data Preprocessing

The data preprocessing steps of each track are carried out separately. In the multi-modal translation track, firstly, image features for training, validation and test data are extracted from the image data set as mentioned in Table 1. We have used publicly available pre-trained CNN with VGG19 via batch normalization for extraction of both global and local visual features from the image dataset as shown in Table 1. Secondly, primary functions of preprocessing step, tokenization, lowercasing and applying byte pair encoding (BPE) model of source and target sentences. For this purpose, OpenNMT toolkit is used to make a dictionary of vocabulary size of dimension 8300, 7984 for English-Hindi parallel sentence pairs, which indexes the words during the training process. In the text-only translation track, we have considered only source-target corresponding sentences as shown in Table 1 to build the dictionary, vocabulary size of dimension 8300, 7984 using the OpenNMT toolkit. In the Hindi-only image captioning track, image features are extracted via pre-trained CNN with VGG16 from the image data set as shown in Table 1. The image extracted features are 1-dimensional 4,096 element vector. The text input sequences, maximum description length of 22 words, are cleaned to get the vocabulary size of 5605.

3.2 System Training

After preprocessing of data, the system training process is performed in each track separately in Multiple Graphics Processing Units (GPU) environment to boost the performance of training. In the multi-modal translation track, the source (English) and target (Hindi) sentences are fed into encoder-decoder RNN. The multi-modal NMT system is trained using doubly-attentive decoder following settings of (Calixto et al., 2017), where the multi-modal NMT incorporates two different attention mechanism across the source-language words and visual features in a single decoder RNN. Both encoder and decoder consists of a two-layer network of LSTM nodes, which contains 500 units in each layer. The multi-modal NMT system is trained up to 100 epoch. The default settings drop out of 0.3, batch size 40 and layer normalization are used for a stable training run. In the
| Nature of corpus | Name of Corpus       | Number of instances/items |
|-----------------|----------------------|---------------------------|
| Training        | English-Hindi        | 28,929                    |
|                 | (Text data)          |                           |
|                 | Image data           | 28,929                    |
| Test (Evaluation Set) | English to Hindi  | 1595                      |
|                 | (Text data)          |                           |
|                 | Image data           | 1595                      |
| Test (Challenge Set) | English to Hindi  | 1400                      |
|                 | (Text data)          |                           |
|                 | Image data           | 1400                      |
| Validation      | English-Hindi        | 998                       |
|                 | (Text data)          |                           |
|                 | Image data           | 998                       |

Table 1: Corpus Statistics (Nakazawa et al., 2019).

The nature of corpus is followed by the system testing process in each track separately. This process is required for predicting translations of test instances/items as shown in Table 1.

3.3 System Testing

System training is followed by the system testing process in each track separately. This process is required for predicting translations of test instances/items as shown in Table 1.

4 Result and Analysis

The official evaluation results of the competition for English to Hindi multi-modal translation task are reported by the organizer. Automatic evaluation metrics namely, BLEU (Papineni et al., 2002), RIBES (Isozaki et al., 2010) and AMFM (Banchs et al., 2015) are used to measure performance of predicted translations. We have participated in all the track of the multi-modal translation task and our team name is 683. In multi-modal translation task, a total of three teams, including our team participated for both challenge and evaluation test data in English to Hindi translation. We have acquired BLEU, RIBES, AMFM score 20.37, 0.642838, 0.668260 for challenge test set and BLEU, RIBES, AMFM score 40.55, 0.760080, 0.770860 for evaluation test set respectively, higher than other teams as shown in Table 2. However, we have attained lower BLEU, RIBES and AMFM scores than other teams in text-only and Hindi-only image captioning translation as shown in Table 3 and 4 respectively. Moreover, from Table 2, 3 and 4, it is observed that when translating English to Hindi our multi-modal translation outperforms our text only translation as well as our Hindi-only image captioning. To further analyze the best and worst performance of multi-modal translation in comparison to text-only and Hindi-only image captioning, sample predicted sentences on challenge test data, reference target sentences and Google translation on same test data are considered in Table 5, 6. In Table 5, our multi-modal NMT system provides perfect prediction like reference target sentence, Google translation and close to text-only translation but wrong translation in Hindi-only image captioning. However, in Table 6, prediction of source word “court” is inappropriate like Google translation, text-only translation and wrong translation in Hindi-only image captioning.
| System         | BLEU Challenge Test Set | Evaluation Test Set |
|---------------|-------------------------|----------------------|
| System-1      | 20.37                   | 40.55                |
| System-2      | 12.58                   | 28.45                |
| System-3      | 11.77                   | 28.27                |
| System-4      | 10.19                   | 27.39                |
| System-5      | 15.85                   | 38.19                |
| System-6      | 5.56                    | 20.13                |
| System-1      | 0.642838                | 0.760080             |
| System-2      | 0.507192                | 0.692880             |
| System-3      | 0.487897                | 0.676444             |
| System-4      | 0.482373                | 0.634567             |
| System-1      | 0.668260                | 0.770860             |
| System-2      | 0.659840                | 0.722110             |
| System-3      | 0.632060                | 0.707520             |
| System-4      | 0.559990                | 0.682060             |

Table 2: BLEU, RIBES and AMFM scores result of participated teams for multi-modal translation track.

| System         | BLEU Challenge Test Set | Evaluation Test Set |
|---------------|-------------------------|----------------------|
| System-1      | 30.94                   | 41.32                |
| System-2      | 30.34                   | -                    |
| System-3      | -                       | 38.95                |
| System-4      | 15.85                   | 38.19                |
| System-5      | 14.69                   | 25.34                |
| System-6      | 5.56                    | 20.13                |
| System-1      | 0.734435                | 0.770754             |
| System-2      | 0.726998                | -                    |
| System-3      | -                       | 0.749535             |
| System-4      | 0.550964                | 0.744158             |
| System-5      | 0.550568                | 0.636152             |
| System-6      | 0.373560                | 0.574366             |
| System-1      | 0.775890                | 0.784950             |
| System-2      | 0.773260                | -                    |
| System-3      | 0.632910                | 0.763940             |
| System-4      | -                       | 0.762180             |
| System-5      | 0.578930                | 0.656370             |
| System-6      | 0.461110                | 0.615290             |

Table 3: BLEU, RIBES and AMFM scores result of participated teams for text-only translation track.

| System         | Challenge Test Set | RIBES | AMFM |
|---------------|--------------------|-------|------|
| System-1      | 0.080028           | 0.385960 |
| System-2      | 0.034482           | 0.335390 |

Table 4: RIBES, AMFM scores result of participated teams for Hindi-only image captioning track.

5 Conclusion and Future Work

Current work participates in three different translation tracks at WAT2019 namely, multi-modal, text-only and Hindi-only image captioning for
English to Hindi translation. In the current competition, our multi-modal NMT system obtained higher BLEU scores than other participants in case of challenge as well as evaluation test data. The multi-modal NMT system is based on a doubly-attentive decoder to predict sentences, which shows better performance than text-only as well as Hindi-only image captioning. The combination of textual as well as visual features reasons about multi-modal translation outperforms text-only translation as well as Hindi-only image captioning tasks. However, close analysis of predicted sentences on the given test data remarks that more experiment and analysis are needed in future work to enhance the performance of multi-modal NMT system.

Table 5: Best performance examples in English to Hindi multi-modal translation.

Table 6: Worst performance example in English to Hindi multi-modal translation.
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