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Dynamics of large complex systems, such as relaxation towards equilibrium in classical statistical mechanics, often obeys a master equation \([1]\). The equation significantly simplifies the complexities but describes essential information of occupation probabilities. A related fundamental question is the thermalization, a coherent evolution of an isolated many-body quantum state into a state that seems to be in thermal equilibrium. It is valuable to find an effective equation describing this complex dynamics. Here, we experimentally investigate the question by observing sudden quench dynamics of quantum Ising-like models implemented in our quantum simulator, defect-free single-atom tweezers in conjunction with Rydberg atom interaction. We find that saturation of local observables, a thermalization signature, obeys a master equation experimentally constructed by time-resolved monitoring the occupation probabilities of prequench states and imposing the principle of the detailed balance. Our experiment agrees with theories, and demonstrates the detailed balance in a thermalization dynamics that does not require coupling to baths or postulated randomness.

It is a long-standing question whether and how a closed many-body quantum system coherently evolves into a steady state \([2-4]\). As variety of quantum simulators have been developed recently, there are number of experimental reports on thermalization \([5-9]\). There are also theoretical mechanisms, such as the eigenstate thermalization hypothesis (ETH) \([10-15]\), that tell us whether the steady state is practically indistinguishable from an equilibrium thermodynamic ensemble.

By contrast, the principles of dynamics toward the steady state remain largely unknown. The thermalization dynamics has the complexity exponentially increasing with system size; hence, its computation is impractical for large systems. Recently, a master equation was derived \([16]\) for describing the thermalization dynamics of a quantum spin system. It is constructed in terms of transition rates between the eigenstates of the prequench Hamiltonian, and well describes the time evolution of local observables towards steady-state values (excepts some coherent oscillations). It is powerful as the number of the rates necessary for the construction increases only linearly with system size. We experimentally construct the master equation by preparing optical dipole traps with unit occupation of \(^{87}\text{Rb}\) atoms, and monitoring the global sudden quench dynamics to a Rydberg level.

**Rydberg atom experiment.** We utilized the recently developed single-atom array synthesizer \([17-20]\) in conjunction with global Rydberg atom excitation. In Fig. 1(a), defect-free \(^{87}\text{Rb}\) single-atom chains of various size \(\bar{N} = 10 - 25\) were formed by using dynamic holographic optical tweezers; note the images of an \(\bar{N} = 25\) zigzag chain of bending angle \(\theta = 60^\circ\) in Fig. 1(b). We fixed the interatom distance \(d = 4.0(2) \ \mu m\) and changed the zigzag angle \(\theta\) from \(45^\circ\) to \(180^\circ\). The entire array was coherently driven to \(67S_{1/2}\) Rydberg state with homogeneous interaction strength by adopting widely used two-photon excitation \([21-24]\) (see Fig. 4 in Supplements). Each atom \(i\) behaved as a pseudo spin-1/2 system composed of the ground state \(|5S_{1/2}, F = 2, m_F = 2\rangle \equiv |\downarrow_i\rangle\) and the Rydberg state \(|67S_{1/2}, J = 1/2, m_J = 1/2\rangle \equiv |\uparrow_i\rangle\), as intrinsic dephasing time \(16 \ \mu s\) was longer than experiment duration \(3 \ \mu s\) (see Supplements).

The system can be described by the Hamiltonian of an

![FIG. 1: Setup. (a) The wave-front of trap laser is modulated by a liquid-crystal spatial light modulator (SLM) and imaged by a telescope (L1, L2) and an objective lens (L3). The fluorescence image of the trapped atoms is captured by a camera, and analyzed to feedback the SLM for array compactification by atom shuttling. Then, 480 nm and 780 nm lasers excite the array to 67S Rydberg state, forming a tunable Ising-like spin-1/2 chain. (b) Zig-zag chain fluorescence images (Gaussian filtered for clarity).](image-url)
Ising-like spin-1/2 chain \([22, 25]\).

\[
H = H_0 + H_I = \sum_{i \geq j} V_{ij} \hat{n}_i \hat{n}_j + \sum_i \frac{\hbar \Omega}{2} \sigma_z^{(i)} - \frac{\hbar \Delta}{2} \sigma_z^{(i)},
\]

where \(\hat{n}_i = |↑ \rangle \langle ↑| \), \(\sigma_z^{(i)} = |↑ \rangle \langle ↑| + |↓ \rangle \langle ↓|\), and \(\sigma_z^{(i)} = |↑ \rangle \langle ↑| - |↓ \rangle \langle ↓|\). The first term \(H_0\) of Eq. (1), the repulsive van der Waals interaction \(V_{ij} = -C_6/|\mathbf{x}_i - \mathbf{x}_j|^6\) with coefficient \(C_6 = -470 \text{ GHz/\mu m}^6\) \([20]\), behaves as interactions between the spins, while the second and third terms with Rabi frequency \(\Omega\) and detuning \(\Delta\) act as spin transverse Zeeman splitting \(H_I\).

The nearest neighbor interaction strength is estimated as \(V_{12}/2\pi \hbar = 14 - 25 \text{ MHz for } d = 4.0(2) \mu \text{m}\), and the next nearest neighbor interaction strength \(V_{13}\) depends on \(\theta\): \(V_{13} = V_{12}/64\) for \(\theta = 180^\circ\) and \(V_{13} = V_{12}\) for \(\theta = 60^\circ\). The fluctuation of \(V_{ij}\) is due to thermal atomic motions. There is a shot-to-shot noise on \(H_I\), resulting in 2 \mus inhomogeneous dephasing time on collective Rabi oscillations (see Fig. 10 in Supplements): however, it does not qualitatively alter the equilibration dynamics under the parameters of \(H_0 \gg \hbar \Omega \gg \hbar |\Delta|\) \([27]\).

**FIG. 2: Thermalization dynamics.** Time dependence of Rydberg fraction after the quench for (a) the linear chain of \(N = 10\) and \(\theta = 180^\circ\) and (b) the zigzag chain of \(N = 20\) and \(\theta = 60^\circ\). The experimental data (circles) are compared with the computation (solid lines) and the result (dashed) of the master equation constructed based on the experimental data. The errorbars are standard error of the mean. Right panels: Chain configurations with blockade radius of \(r_B = ((C_6)/2\pi \hbar)^{1/6} = 6.5 \mu \text{m}\) and lattice spacing of \(d = 4.0(2) \mu \text{m}\).

**Thermalization.** Initially, \(\Omega\) and \(\Delta\) are zero and the chain is in the ground state \(|↓ \downarrow 12 \cdots \downarrow N\rangle\) of \(H_0\). Then, saying at \(t = 0\), they are suddenly turned onto \(\Omega/2\pi = 1.0(1) \text{ MHz} \) and \(\Delta/2\pi = 0.0(1) \text{ MHz}\). This global quench makes the measured Rydberg fraction \(f_R = \sum_i \langle \hat{n}_i \rangle /N\) change in time as in Fig. 2 (also see \(\sum_i \langle \hat{n}_i \hat{n}_j \rangle /N^2\) in Fig. 7 of Supplements). The overall features of \(f_R\) are qualitatively the same for \(N \geq 10\); \(f_R\) shows coherent oscillations before it approaches to a steady-state value \(f_R\).

The major frequency component of the oscillations occurs at \(\sqrt{2}\Omega\) for the linear chain and \(\sqrt{3}\Omega\) for the zigzag chain of \(\theta = 60^\circ\), corresponding to the collective Rabi frequency of two or three atoms. The results agree with computations based on a Lindblad equation for \(N = 10\) and on matrix product states (MPS) for \(N = 20\) (see Supplements). Note that the shot-to-shot noise is taken into account for \(N = 10\); the noise effect becomes negligible for larger \(N\) \([6, 13, 28]\).

Around the relaxation time \(t_{\text{relax}} = 1.5 - 2 \mu\text{s}\) for \(\theta = 60^\circ - 180^\circ\), the oscillations are suppressed. We obtain the time-average \(\overline{f_R} = f_R(t) \cong \alpha^\circ \pi^\circ /|C_6|\) (see Fig. 9 in Supplements). The measured exponent \(\nu = 0.16(2)\) agrees with the prediction \([21, 29]\) based on the Hamiltonian \(H\). All the above observations support that our system properly works as Rydberg quantum simulators \([23, 25, 30, 31]\).

**Detailed balance.** To analyze the relaxation of \(f_R\), we measure the probabilities \(P_n(t)\) with which there are \(n\) atoms in spin up \(|↑\rangle\) at time \(t\). In Fig. 3(a), \(P_n(t)\) exhibits coherent oscillations while diffuses to a steady-state distribution. To describe the diffusion, we consider a master equation of the simplest form \([11, 10]\)

\[
\partial_t P_n(t) = [P_{n+1}(t) \Gamma_{n+1 \rightarrow n}(t) + P_{n-1}(t) \Gamma_{n-1 \rightarrow n}(t)] - P_n(t) [\Gamma_{n \rightarrow n-1}(t) + \Gamma_{n \rightarrow n+1}(t)],
\]

where \(\Gamma_{n \rightarrow n-1}(t)\) is the rate of transition from states with \(n\) spin-up atoms to those with \(n+1\). The other transitions of \(n \leftrightarrow n'(\neq n \pm 1)\) are negligible in our regime of \(H_0 \gg H_I\), as they are higher-order processes of multiple spin flips by \(H_I\).

The principle of the detailed balance, \(P_n^{\text{eq}} \Gamma_{n \rightarrow n-1} + P_{n-1}^{\text{eq}} \Gamma_{n-1 \rightarrow n} = P_n^{\text{eq}} [\Gamma_{n \rightarrow n-1} + \Gamma_{n \rightarrow n+1}]\) and \(P_0^{\text{eq}} \Gamma_{0 \rightarrow 1} = 0\), is obtained from the master equation in the steady state where \(P_n = P_n^{\text{eq}}\) and \(\partial_t P_n(t) = 0\); equivalently, \(\Gamma_{n \rightarrow n-1} + \Gamma_{n \rightarrow n+1} = P_n^{\text{eq}} \Gamma_{0 \rightarrow n+1}\). We obtain \(P_n^{\text{eq}}\) by the time average of \(P_n(t)\) at \(t \geq t_{\text{relax}}\), and retrieve the microscopic information of \(\Gamma_{n \rightarrow n-1} / \Gamma_{n \rightarrow n-1}\), using the detailed balance relation. In Fig. 3(b) the results agree with the theoretical prediction \([11, 12]\) of \(P_n^{\text{eq}} = \nu_n /D\) and \(\Gamma_{n \rightarrow n-1} / \Gamma_{n \rightarrow n-1} = \nu_{n-1}/\nu_n\), obtained in the limit of \(H_I / H_0 \rightarrow 0\), where \(\nu_n = (N+1-n)\) for the linear chain, \(\nu_n = (N+2-2n)\) for \(\theta = 60^\circ\), and \(D = \sum_n \nu_n \Delta \Omega\) \([22]\).

We explain the meaning of \(\nu_n\) for the linear chain as an example. In our relaxation dynamics, \(H_0 \gg H_I\) and the initial state is the ground state \(|↓ \downarrow 12 \cdots \downarrow N\rangle\) of \(H_0\). In this case, it is enough to consider only low-energy
FIG. 3: Detailed balance in the linear chain of $N = 10$. (a) The measured $P_n(t)$ (color bars) and its standard deviation $(\pm \sigma)$, overlaid black lines. At $t > 2 \mu s$, the measured data (red dots) and the theoretical predictions (black line) of the steady-state values $P_n^{eq}$ are shown. The red dashed line evolves along the tallest bar, showing the coherent oscillation of $P_n$. (b) The ratio $\Gamma_{n\rightarrow(n-1)}/\Gamma_{n-1\rightarrow n}$ (red dots) of transition rates are obtained (with errorbar $\pm \sigma$) from $P_n^{eq}$, and compared with the theoretical prediction (black dots). (c) Graph for the thermalization dynamics. Its nodes (circles) represent low-energy eigenstates of the prequench Hamiltonian $H_0$, classified by the number $n$ of spin-up atoms in the states. $\nu_n$ is the number of the eigenstates having $n$ spin-up atoms. Each red link connecting two nodes indicates transitions between the corresponding states by $H_1$.

eigenstates $|\sigma_z^{(1)} \sigma_z^{(2)} \cdots \sigma_z^{(N)}\rangle$ of the prequench Hamiltonian $H_0$, from $|\downarrow_i \downarrow_{i+1} \cdots \rangle$ to $|\uparrow_i \downarrow_{i+1} \cdots \rangle$, in which any two neighboring spins $\sigma_z^{(i)}$ and $\sigma_z^{(i+1)}$ cannot be simultaneously in spin up; the other higher-energy eigenstates can be ignored, since they are separated from the low-energy states in energy at least by $V_{i,i+1}$. Then, $P_n(t)$ almost equals the probability of occupying the low-energy states of $n$ spin-up atoms, and the possible values of $n$ are $0, 1, \cdots, n_{\text{max}} = N/2$ for even $N$ and $0, 1, \cdots, n_{\text{max}} = (N + 1)/2$ for odd $N$. $\nu_n$ is the number of the low-energy states of $n$ spin-up atoms. Transitions between those of $n$ and those of $n \pm 1$, occurring with a single spin flip by $H_1$, govern the relaxation dynamics in our regime of $H_0 \gg H_1$ as in Fig. 3(c). In this case, the ratio $\Gamma_{n\rightarrow(n-1)}/\Gamma_{n-1\rightarrow n}$ of the transition rates equals the ratio $\nu_{n-1}/\nu_n$. We emphasize that the ratios, microscopic information of the dynamics, are measured in our experiments.

The master equation in Eq. (2) efficiently describes the relaxation dynamics, as it has only $2n_{\text{max}}$ parameters of the transition rates $\Gamma_{n\rightarrow n\pm 1}$, which is much smaller than the size $2^N$ of the Hilbert space. This allows us to experimentally construct the master equation. Among the $2n_{\text{max}}$ parameters, $n_{\text{max}}$ parameters are determined by the ratios $\Gamma_{n\rightarrow(n-1)}/\Gamma_{n-1\rightarrow n}$ measured applying the detailed balance. The other $n_{\text{max}}$ parameters are determined by using the probabilities $P_n(t)$ and their derivatives $\partial_t P_n(t)$ measured at the early stage of $t \simeq 0$ before the coherent oscillations occur (see Supplements). In this step, we use the form of $\Gamma_{n\rightarrow n\pm1}(t) = 2N^2 I_{n\rightarrow n\pm1}$ derived in Ref. [15], where $T_{n\rightarrow n\pm1}$’s are time independent. Using the experimentally constructed master equation, we compute the time evolution of Rydberg fraction $f_R(t) = (\sum_n n P_n^2(t)/N)$ and $\sum_{i,j} \langle \tilde{n}_i \tilde{n}_j \rangle(t)/N^2$ and find that the result well describes the experimental data of the relaxation of $f_R(t)$ in Fig. 2 (see also Fig. 7(a) in Supplements). Note that the master equation result does not show the coherent oscillations, since the higher-energy eigenstates and the processes of multiple spin flips are ignored in the master equation. All the observations imply that the thermalization dynamics obeys the master equation, similarly to dynamics to equilibrium in statistical mechanics.

FIG. 4: Diffusion over prequench states. Time average $(t \geq t_{\text{relax}})$ of the measured probability $|C_m|^2$ of occupying the $m$-th eigenstates of the prequench Hamiltonian $H_0$ for the linear chain of $N = 10$. The position of the $D$-th eigenstate is indicated by the dashed line. Inset: The same for the $\theta = 60^\circ$ zigzag chain of $N = 10$.

**Steady State.** The thermalization dynamics can be considered as diffusion on the graph in Fig. 3(c), where each link has equal transition probability determined by $H_1$. This indicates that the relaxation time $t_{\text{relax}}$ depends on the initial point of the diffusion [16]. The initial state $|\downarrow_1 \downarrow_2 \cdots \downarrow_N\rangle$ of this experiment is located...
at an edge of the graph. Hence the dynamics has a long relaxation time \( t_{\text{relax}} \) as in Figs. 2 and 3(a). When an initial state is located closer to the center of the graph, the resulting coherent oscillations become more rapidly suppressed with shorter \( t_{\text{relax}} \).

We experimentally measured the steady-state values of the probability \( |C_m|^2 \) with which the chain occupied the \( m \)-th eigenstate of the prequench Hamiltonian \( H_0 \). In the language of the diffusion on the graph, \( |C_m|^2 \) is interpreted as the occupation probability of the node corresponding to the \( m \)-th eigenstate. As shown in Fig. 4 the result is \( |C_m|^2 \approx 1/D \), where \( D = \sum \nu_n \) is the total number of the low-energy eigenstates. This demonstrates almost uniform spreading over the graph, namely over the low-energy eigenstates. Indeed, the experimental data of \( P_n^{\text{eq}} \) are close to \( \nu_n/D \).

In Fig. 5 the experimental results of the steady-state values of the Rydberg fraction \( f_R \) are shown for \( N = 3-25 \). They agree with the computation based on the MPS. They are however slightly different from the ETH prediction. Indeed, the typical features of the ETH do not hold in our cases (see Supplements).

\[ \text{FIG. 5: Thermalization value.} \quad \text{Time average } \bar{f}_R \text{ of measured Rydberg fraction as a function of system size } N \text{ for the linear chain (red circles) and the zigzag chain of } \theta = 60^\circ \text{ (blue diamonds).} \quad \text{The errorbars of } \pm \sigma \text{ are shown. For comparison, the MPS result (solid lines) and the ETH prediction (at } N = 19 \text{ for the linear chain and at } N = 21 \text{ for the zigzag chain; color stars) are shown.} \]

**Conclusion.** In summary, we performed a quantum simulation experiment with tunable tweezer traps and Rydberg atom interaction. Our quantum simulator provides an ideal test bed for studying quantum coherent evolution of a many-body system after a quench. It allows to simulate a one-dimensional or two-dimensional lattice of Ising-like spin-1/2 particles or the Hamiltonian in Eq. (1) with parameters tunable in a wide range. We can monitor the time evolution by measuring occupation probabilities of the eigenstates of a prequench Hamiltonian or a postquench Hamiltonian. The thermalization dynamics studied in our experiment belongs to the cases where the postquench Hamiltonian is slightly modified after quench so that \( H_0 \gg H_1 \). Our results suggest that the detailed balance can be an underlying principle of the thermalization dynamics of the cases. The thermalization dynamics can be efficiently described by the diffusion governed by a master equation of a simple form, similarly to relaxation towards equilibrium in classical statistical mechanics but without its underlying assumptions of coupling to baths and the ergodicity hypothesis based on randomness.

**SUPPLEMENTS**

**Experimental details**

The zigzag or linear arrays of \(^{87}\text{Rb} \) atoms were prepared by holographic tweezer traps [17, 18]. The dipole-trap laser (820 nm) was phase-modulated with the SLM to form the zigzag chain of focused gaussian beams of waist \( w_0 = 1 \mu m \), lattice constant \( d = 3.8 - 4.2 \mu m \), and bending angle \( \theta \). Inside the chamber, a 3D magneto-optical trap (MOT) was overlapped with the dipole traps to form a partially filled \( (p \approx 0.5) \) single-atom array of 80 \( \mu \)K temperature. Then the camera took an image of the initial single-atom loading by collecting scattered photons from the same MOT beams for 40 ms. The result was fed back to the tweezer traps to produce a defect-free single-atom array through atom shuttling [17-20]. The result was then measured and fed back once again for more successful array preparation. The final result showed defect-free array spectrum spanning wide range of atom numbers as shown in Fig. 6(a).

The initialized array was collectively and resonantly driven to Rydberg state \( |61/2, J = 1/2, m_J = 1/2 \rangle \equiv | \uparrow \rangle \) by using the release and recapture (R&R) protocol and the counter-propagating two-pulses \((\sigma^+ \text{ 780 nm and } \sigma^- \text{ 480 nm}) \) scheme, as shown in Fig. 6(b) [21-25]. First, the bias B-field of 2 G was turned on and waited 50 ms for eddy current decay from nearby metals, and the dipole-trap beam power was adiabatically reduced to 1/3 to mitigate AC stark shift. Then, the entire array was optically pumped to the ground state \( |5S_{1/2}, F = 2, m_F = 2 \rangle \equiv | \downarrow \rangle \) by using \( \sigma^- \) transition of \( |5S_{1/2}, F = 2 \rangle \rightarrow |5P_{3/2}, F' = 2 \rangle \) for 500 \( \mu \)s while the repump was kept low. After driving the system with the R&R protocol, the dipole trap beam power was adiabatically recovered, the bias B-field was turned off, and waited for 50 ms again. Then the final single-atom image was captured for the site-resolved number state measurement, e.g. \( |\bar{\uparrow} \rangle \equiv |01 \downarrow \rangle \). The overall sequence repeated indefinitely at 0.6 Hz rate.

We used external-cavity diode lasers (780 nm and 480 nm) for Rydberg state excitation. The laser frequencies were locked to an ultra-low-expansion (ULE) cavity (Stable Laser Systems, ATF-6010-4), resulting in absolute frequency drift below 1 kHz on both lasers. The
Supporting experimental data: Thermalization

In the main text, we have shown the experimental data of the Rydberg fraction $f_R$. Here we show the data of another observable of $\sum_{i,j} \langle \hat{n}_i \hat{n}_j \rangle(t)/N^2$. We plot the quench dynamics of $\sum_{i,j} \langle \hat{n}_i \hat{n}_j \rangle(t)/N^2$ in Fig. 7. Similarly to the dynamics of $f_R$ in Fig. 2, the experimental data agree with the calculation based on the Lindblad equation and also with the master equation constructed from our experimental data. This supports that our system is described by the Hamiltonian $H$. We also plot the steady-state value of $\sum_{i,j} \langle \hat{n}_i \hat{n}_j \rangle(t)/N^2$ in Fig. 8. The experimental results agree with the MPS calculation.

Supporting experimental data: Scaling behavior

FIG. 7: Time dependence of $\sum_{i,j} \langle \hat{n}_i \hat{n}_j \rangle(t)/N^2$ measured for the linear chain of $N = 10$. The experimental data (circles) are compared with the computation (solid lines) based on the Lindblad equation and also with the result (dashed) of the master equation constructed based on the experimental data. The errorbars are standard error of the mean.

FIG. 8: Time average of $\sum_{i,j} \langle \hat{n}_i \hat{n}_j \rangle(t)/N^2$ at $t \geq t_{\text{relax}}$ as a function of system size $N$ for the linear chain (red circles) and the zigzag chain of $\theta = 60^\circ$ (blue diamonds). The errorbars of $\pm \sigma$ are shown. The theoretical results (solid lines) based on MPS are also shown.

FIG. 9: Scaling behavior of $f_R \sim \alpha^\nu$ as a function of $\alpha$ in the chains of $N = 15$, where $\alpha$ is a function of $\theta$. The experimentally measured exponent $\nu_{\text{exp}}$ is estimated with 95 % confidence interval of least-square fit. The y-axis (x-axis) errorbars indicate the standard deviation of $f_R$ (the error by $\sim 200$ nm fluctuation of $d$).
It was theoretically predicted \cite{21, 29} that in the atom chain described by the Hamiltonian $H$, $f_R$ follows the universal scaling behavior of $f_R \propto \alpha^n$ with $\alpha = h \Omega / |C_0| n_{eff}^2$). $n_{eff}$ is the one-dimensional density of atoms. For a zigzag chain, the density depends on the interatom distance $d$ and the bending angle $\theta$. We define $n_{eff}$ as $n_{eff}(\theta) = n_{\|}/2 + \sin(\theta)/2$, where $n_{\|} \equiv (d \sin \frac{\theta}{2})^{-1}$ and $n_{\perp} \equiv (d \cos \frac{\theta}{2})^{-1}$; the definition connects the two limiting cases, $n_{eff}(\theta) = n_{\|}$ for $\theta \to 180^\circ$ and $n_{eff}(\theta) = n_{\perp}/2$ for $\theta \to 0^\circ$. One can choose other proper definitions of $n_{eff}$ for the zigzag chain. We emphasize that the scaling exponent $\nu$ obtained in our experiment is independent of the choice.

In Fig. 5 we plot $f_R$ as a function of $\alpha$. Here, $\alpha$ changes with $\theta$; in our experiment, $d = 4.0(2)$ $\mu$m is fixed, but $\theta$ is tuned. The measured exponent $\nu^{exp} \simeq 0.158$ agrees with the prediction $\nu_{MF} = 0.153$ \cite{21, 29}. This supports that our system is well described by the Hamiltonian $H$.

### Error estimation and Lindblad equation

The possible sources of errors in our quantum simulator are summarized in Tables I and II. To estimate the errors \cite{34, 35}, we combine a Lindblad equation and the Monte-Carlo method. The Lindblad equation was constructed \cite{36, 37} based on the information in Fig. 6(b),

$$\frac{d}{dt} \rho = -\frac{i}{\hbar}[H, \rho] + \mathcal{L}(\rho),$$

where $\mathcal{L}(\rho)$ is Lindblad super-operator,

$$\mathcal{L}(\rho) = \sum_i L_i \rho L_i^\dagger - (L_i^\dagger L_i \rho + \rho L_i^\dagger L_i)/2$$

$$+ \sum_i L_c \rho L_c^\dagger - (L_c^\dagger L_c \rho + \rho L_c^\dagger L_c)/2,$$

$L_i = |\downarrow\rangle \langle \downarrow| e^{i\delta t}$ describes dephasing sources (such as spontaneous decay) on individual atoms, $L_c = \sum_i \sigma_z \sqrt{\gamma_c/2}$ describes global dephasing sources (such as laser linewidth), and $\gamma$ and $\gamma_c$ are parameters determined from the information in Fig. 6(b). The shot-to-shot fluctuation of the parameters $\Omega$ and $\Delta$ of the Hamiltonian $H$ was taken into account by using the Monte-Carlo method in which the fluctuation is assumed to follow the Lorentzian distribution functions of $\Omega$ and $\Delta$ of the Hamiltonian $H$.

### Table I: Dephasing sources on individual atoms

| Error sources | Effective Rabi decay $\tau$ | Treatment |
|---------------|----------------------------|-----------|
| 5P$_{3/2}$ decay, 26 ns | $\simeq 15.5$ $\mu$s | $L_i = \sqrt{\gamma/2}\sigma_z^i$, where $\gamma = 2\pi \times 20$ kHz |
| 67S$_{1/2}$ decay, 100 $\mu$s, Ref. \cite{38} | $\Sigma_1, \Sigma_2$ imbalance | Neglected for simulation simplicity, $|\downarrow\rangle \rightarrow e^{i\delta t}|\downarrow\rangle, |\uparrow\rangle \rightarrow e^{-i\delta t}|\uparrow\rangle$, where $\delta = 2\pi \times 5$ kHz |
| 5P$_{3/2}$ geometric phase | $>50$ $\mu$s | Monte-Carlo method |
| Atomic thermal motion (80 $\mu$K), Ref. \cite{33} | $\delta \Omega < 0.01\Omega, \delta V \sim 0.5V$ | Monte-Carlo method |
| Doppler shift | $\simeq 100$ $\mu$s | Neglected for simulation simplicity |

### Table II: Global dephasing sources

| Error sources | Effective Rabi decay $\tau$ | Treatment |
|---------------|----------------------------|-----------|
| Rydberg Lasers linewidth, $\leq 10$ kHz | $\geq 20$ $\mu$s | $L_c = \sum_i \sqrt{\gamma_c/2}\sigma_z^i$, where $\gamma \leq 2\pi \times 16$ kHz |
| 480 nm and dipole trap | $\delta \Omega \sim 0.05\Omega$, $\delta \Delta \sim 2\pi \times 10$ kHz | $\simeq 2$ $\mu$s | Monte-Carlo method |
| Beam pointing fluctuation | $\delta \Omega \sim 0.03\Omega$, $\delta \Delta \sim 2\pi \times 40$ kHz | |
| Intensity fluctuation, 4% (480), 2% (780) | $\delta \Delta \sim 2\pi \times 50$ kHz | |

Static electric field fluctuation $\delta \Delta \sim 2\pi \times 50$ kHz
calculation results based on the parameters determined above agree with the experimental data of Rabi oscillations in Fig. 10(b,c). The Rabi oscillations are well fitted by the exponential decay of \( 1 - \cos(\Omega t) \exp(-t/\tau) \). The decay time \( \tau \) is almost the same for \( N = 1, 2, 3 \). Our analysis indicates that more than 80\% of the Rabi oscillation decay in our experiment was due to inhomogeneous dephasing from slow environmental fluctuations such as beam power, stray electric field, and beam pointing fluctuation. See Tables I and II.

**Implementation details of Matrix Product States**

We used the matrix product states (MPS) of

\[
|\psi\rangle = \sum_{\sigma_x^{(1)}, \ldots, \sigma_x^{(L)}} M^{(1)} \sigma_x^{(2)} \cdots M^{(L)} \sigma_x^{(1)} |\sigma_x^{(1)}, \sigma_x^{(2)}, \ldots, \sigma_x^{(L)}\rangle.
\]

Here, \( \sigma_x^{(i)} = 1 \) (\( \sigma_x^{(i)} = -1 \)) represents pseudospin up (down). \( \sigma_x^{(i)} = \pm 1 \) is related to the occupation number \( n_i \) of the Rydberg state of atom \( i \) through the relation \( n_i = (\sigma_x^{(i)} + \sigma_x^{(i)})/2 \). \( M^{(i)} \sigma_x^{(i)} \) is a \( (\chi_i \times \chi_{i+1}) \) matrix for each quantum number \( \sigma_x^{(i)} \). The integer \( \chi_i \) is called the bond dimension.

The initial state at \( t = 0 \) is \( |\psi_0\rangle = |-1, -1, \ldots, -1\rangle \). It is a MPS with bond dimension \( \chi_j = 1 \) for all \( j \). We evolve the initial state using the Hamiltonian

\[
H = V_{12} \sum_{i=1}^{N-1} \hat{n}_i \hat{n}_{i+1} + V_{13} \sum_{i=1}^{N-2} \hat{n}_i \hat{n}_{i+2} + \frac{\Omega}{2} \sum_{i=1}^{N} \sigma_z^{(i)},
\]

where we choose \( V_{12}/2\pi \hbar = 20 \text{ MHz}, \ V_{13} = V_{12}/64 \) for \( \theta = 180^\circ \), \( V_{13} = V_{12} \) for \( \theta = 60^\circ \), and \( \Omega/2\pi = 1.0(1) \text{ MHz} \). We use the second order Suzuki-Trotter approximation,

\[
e^{-iHdt} \approx e^{-ih_x dt/2} e^{-ih_y dt/2},
\]

where \( h_x \) (\( h_y \)) is the part of \( H \) containing \( \sigma_x^{(i)} \)s (\( \sigma_y^{(i)} \)s). The operator \( h_x \) contains \( \sum_{i=1}^{L-1} \sigma_z^{(i+1)} \sigma_z^{(i)} \) and \( \sum_{i=1}^{L-2} \sigma_z^{(i)} \sigma_z^{(i+2)} \), and their exponentials can be written as matrix product operators (MPO) using the method described in Ref. [40]. We apply the MPO of \( e^{-iHdt} \) on \( |\psi_0\rangle \). Because this operation increases bond dimensions, we variationally compress to \( 31 \rightarrow 22 \) the resulting state. In other words, we approximate the resulting state with another MPS with bond dimensions smaller than some fixed maximum bond dimension \( \chi_{\text{max}} \). We repeat this process to evolve \( |\psi_0\rangle \) over finite time \( t \).

There are two sources of error: (1) the time step in Suzuki-Trotter approximation is not infinitesimal and (2) the maximum bond dimension is finite. We verified that the time step smaller than \( \Omega dt = 0.013 \) does not change our data much. We increased \( \chi_{\text{max}} \) until our data shows no appreciable dependence on \( \chi_{\text{max}} \). For example, when \( V_{13} = 0 \) and \( N = 23 \), we had \( \chi_{\text{max}} = 240 \). When \( V_{13} = V_{12} \) and \( N = 26 \), we had \( \chi_{\text{max}} = 200 \).

**Invalidity of ETH in our cases**

If the eigenstate thermalization hypothesis (ETH) holds for our system, the matrix elements of \( \hat{n}_i \) in the basis of the eigenstates \( |\alpha\rangle \) of \( H \) can be written as \[12, 13\]

\[ n_{\alpha\beta}(E, \omega) \equiv \langle \alpha | \hat{n}_i | \beta \rangle = n(E) \delta_{\alpha\beta} + e^{-S(E)/2} f(E, \omega) R_{\alpha\beta}, \]

where \( n(E) = E_\alpha |\alpha\rangle \), \( E = (E_\alpha + E_\beta)/2 \), and \( \omega = E_\alpha - E_\beta \). \( n(E) \) and \( f(E, \omega) \) are smooth functions of \( E \) and \( \omega \).
As our system is time-reversal-symmetric, \( R_{\alpha\beta} = R_{\beta\alpha} \) is real, and \( R_{\alpha\beta} \) is a random variable with zero mean and unit variance. \( S(E) \) is the thermodynamic entropy at \( E \).

To see whether the above feature is satisfied in our case, we plot the diagonal elements \( n_{\alpha\alpha}(E) = \langle \alpha| \hat{n}_i |\alpha\rangle \) versus \( E = E_n \) for a linear chain in Fig. 11 and for a zigzag chain in Fig. 12 similar figures have been studied in Ref. [13]. If the ETH is correct, \( n_{\alpha\alpha}(E) \) should be smooth and nearly constant within the energy window \([-\Delta, \Delta]\) as the initial state \( |↓\downarrow\cdots\downarrow_N\rangle \) has the energy expectation value \( \langle H \rangle = 0 \) and the energy fluctuation \( \Delta = \sqrt{\langle H^2 \rangle} - \langle H \rangle^2 = \Omega \sqrt{N} \). However, \( n_{\alpha\alpha}(E) \) is not smooth over \( E_n \in [-\Delta, \Delta] \) in our cases shown in Figs. 11 and 12 demonstrating the violation of the ETH.

Note that we also plot the normalized energy distribution \( \rho(E) \)

\[
\rho(E) = \sum_{\alpha} |C_{\alpha}|^2 \delta(E - E_{\alpha})
\]

in Figs. 11 and 12 where \( C_{\alpha} = \langle \alpha| \downarrow\downarrow\cdots\downarrow_N \rangle \). The distribution tells us which energy eigenstates give the most dominant contributions to the eigenstate expansion of \( |\downarrow\downarrow\cdots\downarrow_N\rangle = \sum_{\alpha} C_{\alpha} |\alpha\rangle \). \( \rho(E) \) is almost a Gaussian with mean 0 and standard deviation \( \Delta \).
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