Abstract—Vehicular Ad hoc NETworks (VANETs) as the basic infrastructure can facilitate applications and services of connected vehicles (CVs). Cognitive radio (CR) technology is an effective supplement and enhancement for VANETs. It can reduce the impact of deficiency of spectrum resource in VANETs. Although CR-VANETs can utilize the unused licensed spectrum effectively, the distributed nature of CR-VANETs may open a door for different attacks, such as spectrum sensing data falsification attack. In this paper, we propose a joint RSU and vehicle-based light-weighted cloud for CR-VANETs. Based on this cloud computing model, we propose a new service named Spectrum Sensing as a Service (SSaaS), which can perform a cooperative spectrum sensing in CR-VANETs with cloud computing assistance to secure the spectrum sensing procedure. As a result, a reliable service can be obtained in CR-VANETs. Simulation results show that the cloud computing in CR-VANETs can effectively reduce latency and improve the security of CR-VANETs.
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I. INTRODUCTION

Recently, there is a phenomenal burst of interest in connected vehicles (CVs). CV systems use connectivity (via advanced wireless communications) to enable vehicles, smart roadway infrastructure (SRI) and personal mobile devices to exchange information with each other, and to provide road users with both safety and mobility advisories, warnings and alerts [1]. Vehicular Ad hoc NETworks (VANETs) as the basic infrastructure can facilitate applications and services of CVs [2]. Safety and entertainment are the main topics and incentives of CVs, which are drawing great interest from both academia and industry. To achieve these two primary goals, several challenges in VANETs need to be solved. The first one is the limited resources, such as radio spectrum resources, computation and storage resources. The second one is the latency requirement from driving applications and services, which is stricter than traditional network applications’ requirements. In addition, security is also very critical for VANETs.

For the limited radio spectrum issue, a promising solution is cognitive radio [3], [4], which has already extended to VANETs environments [3]. Generally, CR technology can help secondary users (SUs) that have no pre-defined spectrum for wireless communications to utilize the primary users (PUs)’ licensed spectrum. The condition is that the SUs should not interrupt the PUs’ normal communications. In other words, SUs should have the ability to detect the presence of PU and concede the licensed spectrum for the PU. In addition, PUs have no requirement to change their existing infrastructure to accommodate SUs [4]–[13]. In VANETs, CR technology can be used to mitigate the spectrum limitation issue.

For the issue of limited computation and storage resources, cloud computing in VANETs can leverage the limited capability of a specific vehicle by using the idle computing units and storage space from other vehicles and roadside units (RSUs) [14]. Cloud computing for VANETs can basically provide three types of services for the vehicle tenant: software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS) [14]. For SaaS, the vehicle can perform the applications or services, which are already in the cloud computing service, e.g., weather forecasting. For PaaS, the vehicle can perform its applications on the platform, such as operating system, provided by cloud services. For IaaS, the vehicle can request a larger space on the cloud to store the entertainment videos temporarily.

The low latency requirement is extremely important in CR-VANETs with cloud computing due to the high dynamic characteristics in the driving scenarios [15]. This makes the traditional and powerful cloud on the Internet hard to satisfy the applications and services in CR-VANETs. The vehicular cloud, which is comprised of vehicles and RSUs autonomously, is an attractive and possible alternative. Compared to the traditional cloud, it can have lower latency [16].
Last but not least, security in the VANETs is the key to make any service or application successful in the safety driving condition. Security permeates every corner in CR-VANETs, from spectrum sensing to networking, from software to cloud computing. In spectrum sensing, the sensing data falsification attack (SSDF) [17] is a notable attack. In networking, the packet dropping attack or black hole attack is a big threat [18]. These security issues need to be carefully addressed.

Although several research works have been done to address security issues in CR-VANETs and cloud computing in VANETs, securing CR-VANETs with trusted light-weighted cloud computing has not been studied yet. In this paper, we propose a joint RSU and vehicle-based light-weighted cloud for CR-VANETs. Based on this cloud computing model, we propose a new service named Spectrum Sensing as a Service (SSaaS), which can perform a cooperative spectrum sensing in CR-VANETs with cloud computing assistance to secure the spectrum sensing procedure. As a result, a reliable service can be obtained in CR-VANETs. Simulation results show that the cloud computing in CR-VANETs can effectively reduce latency and improve the security of CR-VANETs.

The remainder of this paper is outlined as follows. Related work is presented in Section II. We describe the CR-VANETs in Section III-A. The cloud computing model in VANETs is introduced in Section III-B. Then we explain the security issues in CR-VANETs in Section III-C. Next, the proposed architecture is illustrated in Section IV. The simulation results are showed and discussed in Section V. Finally, we give the conclusion of the work in Section VI.

II. RELATED WORK

Security and QoS provisioning are two important issues in networks [8], [19]–[46]. Security issues of spectrum sensing in CR are studied extensively, and several mitigation schemes are proposed in the literature [17], [47], [48]. A Bayesian methodology is used in [48] to detect and filter out the malicious nodes with a threshold. The researchers in [17] present a Weighted Sequential Probability Ratio Test to protect spectrum sensing from SSDF attacks. The authors of [47] utilize outlier detection techniques to identify malicious SUs. The techniques don’t require full information of PU and the amount of sensing data samples is less than in other schemes. A distributed cooperative spectrum sensing mechanism is studied in [21]. The authors describe a consensus-based algorithm to detect the status of PU. A variant SSDF attack, named covert adaptive data injection attack is proposed in [49], which can attack the node during the distributed consensus-based spectrum sensing.

Several cloud computing models in VANETs are proposed. In [14], the authors propose a cloud computing model for VANETs, named VANET-Cloud, which extends the cloud to the vehicles. In this model, there are two types: permanent and temporary. A vehicular cloud networking model is proposed in [50], which combines the vehicular cloud computing and information-centric networking. This model can provide efficient services for drivers. The authors in [51] present a vehicular social network in cloud computing, which can help the useful information transmission for users who are interested in. In [52], a three-layer cloud computing model in VANETs is presented. In this cloud-based vehicular network, the resource management is studied with a game-theoretical mechanism. Resource management for cognitive cloud vehicular networks is studied in [53]. The authors use an optimization scheme to solve this resource management problem. Fog computing paradigm in VANETs is studied in [15]. Due to the requirement of dynamic, local, and delay-limited nature of VANETs, fog computing can become a useful alternative of conventional cloud computing. In [54], the authors propose vehicular node virtualization, which allows the service provider to allocate resources to tenants within vehicular nodes. The virtual machine migration in VANETs is also studied.

III. SECURITY ISSUES IN COGNITIVE RADIO VEHICULAR AD HOC NETWORKS WITH CLOUD COMPUTING

In this section, we first introduce CR-VANETs, followed by cloud computing in CR-VANETs. Then, the security issues are discussed.

A. Cognitive Radio Vehicular Ad Hoc Networks

CR-VANETs are proposed to solve the issue of spectrum shortage in vehicular networks. Vehicles equipped with CR technology can communicate with each other through the licensed spectrums owned by the PU. These vehicles form a network, which is the secondary network. Cooperative spectrum sensing can be adopted in CR-VANETs due to its dynamic and mobile nature. Each vehicle detects the presence of the PU independently. Energy detection of spectrum sensing can be used as the detection method of each vehicle due to its simplicity. In this paper, we consider the RSUs as fixed units, which can also participate the cooperative spectrum sensing process to improve the accuracy of the sensing results. Fig.1 shows a CR-VANET that consists of several vehicles and a RSU. SUs (including vehicles and RSU) in this network can perform cooperative spectrum sensing in order to detect the status (i.e., presence or absence) of the PU.

B. Cloud Computing in VANETs

Cloud computing in VANETs can extend the computation ability and storage space of each vehicle. There are three types of services that cloud computing in VANETs can provide: software as a service, infrastructure as a service,
and platform as a service. Due to the mobility and constraints of cloud computing in VANETs, the cloud is typically categorized by three levels hierarchically: Internet-based cloud, RSU-based cloud, and vehicle-based cloud. Internet-based cloud is the conventional cloud, which has amounts of computing ability, storage space and bandwidth. But it has a large latency. RSU-based cloud is the local cloud, which is close to the end user. It has limited resource of computation, storage and bandwidth, compared to the Internet-based cloud. But it has a lower latency. Vehicle-based cloud is a temporary cloud, which consists of vehicles. Vehicle-based cloud plays a dual role: service provider and service consumer. Thus this cloud has very limited resource and the lowest latency.

In this paper, we adopt a hybrid local cloud computing model, named joint RSU and vehicle-based cloud, which combines the RSU-based cloud and vehicle-based cloud. This model can bring the fixed RSU resource to the mobile vehicular resource. It reduces the impact of unstable nature from vehicles and latency of the RSU cloud. The existing three layers cloud model can still provide services in the high level. Fig. 2 shows that the Internet-based cloud is the highest level cloud. RSU cloud is in the middle level. The lowest level is the joint RSU and vehicle-based cloud.

Based on the joint RSU and vehicle-based cloud, we propose a new service named Spectrum Sensing as a Service (SSaaS), which can virtualize the vehicle in CR-VANETs to perform cooperative spectrum sensing. There are three distinguished advantages for vehicular virtualization in CR-VANETs as follows. 1). Vehicles that need to perform cooperative spectrum sensing can obtain more computation and storage resources. 2). Vehicles can join the spectrum sensing without contacting with other physical vehicles. 3). SSaaS can automatically and ubiquitously find other vehicles when the specific vehicle is not available.

C. Security Issues in CR-VANETs

Security issues have been studied in spectrum sensing for several years. The incumbent emulation (IE) attack is proposed in [55]. In this attack, a malicious CR-enabled node mimics the PU’s signal characteristics in order to interrupt the spectrum sensing process. The SSDF attack [56] is the most famous one, in which malicious SUs deliberately disseminate wrong sensing data to others so that the cooperative spectrum sensing is destroyed. For CR-VANETs, the SSDF is harder to be mitigated due to the mobility of each vehicle and limited resource for the protection of crypto-systems, such as public key infrastructure (PKI) based mechanisms.

In addition to the malicious attacks in the spectrum sensing phase, traditional security threats are still concerns in CR-VANETs, such as packet dropping attacks, also known as black hole attacks [18]. In this attack, the vehicle in the middle of the source and destination nodes can drop any packets, which need to be forwarded, including control packets and data packets.

IV. SECURING CR-VANETS WITH TRUSTED LIGHT-WEIGHT CLOUD COMPUTING

Conventional consensus-based spectrum sensing requires physical nodes, such as vehicles, to work together. In CR-VANETs, during the spectrum sensing process, each vehicle has to stay in the local network. Another drawback is the limited resource of each physical vehicle. Each vehicle has different capability, e.g., computation, storage and bandwidth, to perform the spectrum sensing algorithm. To solve these issues, we present a cloud-based secure spectrum sensing for CR-VANETs, named SSaaS. This service is supported by the jointed RSU and vehicle-based cloud, which is described in Subsection III-B. Firstly, we introduce the architecture of the SSaaS. Then we explain the general service deployment template for the SSaaS. Finally, the consensus-based spectrum sensing with trust is illustrated as a service deployment in the SSaaS.
A. Architecture of SSaaS

In order to leverage spectrum sensing in cloud computing, an architecture of SSaaS is presented in Fig. 3. The Northbound could be a user or application, which is interested in a service deployment in the SSaaS. The Southbound could be any basic cloud computing platform such as OpenStack [57]. The SSaaS module provides core functions for spectrum sensing in CR-VANETs. The API between these three modules can be REST-enabled, which is popular in the cloud computing development community, or traditional library, which is embedded in the upper application software. In the SSaaS module, the VM controller orchestrates all the VMs in the service based on the service description in the template. For example, the VM locates in the specific host or which spectrum sensing algorithm is activated. The trust engine module provides a variety of trust mechanisms, which are used to assess the trustworthiness [43] of each vehicle. The spectrum sensing algorithm engine is in charge of the specific spectrum sensing, which is selected in the service deployment. The VM info repository stores the specific service deployment details.

B. SSaaS Service Deployment Template

A user or application that needs to use SSaaS can define a detailed service deployment with a template, which is similar to the conventional cloud service deployments [58]. We format the template with JSON [59], which is not only processed by most modern programming languages but also friendly for human-reading. Fig. 4 shows an SSaaS deployment from Northbound. In this service deployment, the number of servers is defined that how many VMs join together to perform cooperative spectrum sensing. Context is used to describe the network environment. The spectrum sensing algorithm specifies the scheme for spectrum sensing in the service. The trust algorithm defines the trust scheme that trust engine will processes. We will explain it with more details in the next subsection.

C. Consensus-based Spectrum Sensing with Trust

There are two important parts in this scheme. Firstly, the consensus-based spectrum sensing is introduced. Secondly, trust scheme can assist the consensus-based spectrum sensing, where trust is considered as the weight.

Here we formulate a CR-VANET as an undirect simple graph, $G$. This graph is represented by a matrix $A = (a_{ij})_{n \times n}$, where

$$a_{ij} = \begin{cases} 1, & \text{if } j \in N(i) \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

where $N(i)$ is a one-hop neighbor set of vertex $i$.

The weighted-average consensus [60, 61] is listed as follows:

$$x_i(k + 1) = x_i(k) + \epsilon \sum_{j \in N_i(k)} w_{ij}(x_j(k) - x_i(k)), \quad (2)$$

where $0 < \epsilon < (\max |N_i|)^{-1}, w_{ij}$ is a weight for CR vehicle $i$ to its neighbor. Here the weight is the function of trust value
of each neighbor. It is defined as
\[ w_{ij} = \frac{T_{ij}}{1 + \sum_{j \in N(i)} T_{ij}}. \] (3)

When \( k \to \infty \) in (2), \( x_i(k) \to x^* \) [61].

The basic procedure based on (2) is described as follows. At first, each virtual vehicle in the cloud service deployment, which is willing to perform cooperative spectrum sensing needs to use energy detection mechanism to explore the status of the PU. Once the status is obtained, virtual vehicles should exchange the status of the PU to each other. A virtual vehicle utilizes the sensing data received to update its value by (2). When calculation finished, the virtual vehicle will disseminate its current value to its one-hop neighbors. When the difference between the new result of each virtual vehicle and a common consensus value is less than or equal to a tolerant deviation, the iterating procedure is done. Virtual vehicles compare the value with a pre-defined threshold [21] to determine if the PU is present.

Trust is updated for each iterating step in the process. It reflects the real trust of neighbor virtual vehicles. However, it may cause the resource limitation issues and large latency for trust retrieving. In this paper, we use the trust definition from [62], which is the degree of belief that an entity (virtual vehicle) can perform a duty as expected. It is denoted as \( T \in [0, 1] \). Trust evaluation is employed, which is described in [63].

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present simulation results to show the effectiveness of the SSaaS in CR-VANETs when a malicious virtual vehicle continuously reports wrong sensing data in order to interfere the cooperative sensing. Then the probability of success is illustrated. Finally, the latency in the cloud computing is showed in the experiments.

A. SSaaS Versus SSDF

There are six virtual vehicles in the service deployment. There is one PU in the network. Through the cooperative spectrum sensing, the SSaaS finally provides the status of the PU. Then the user or application can decide to use the licensed spectrum band based on the result from the SSaaS. In the simulation, we assume that the malicious virtual vehicle is always existing. The pre-defined threshold of PU presence is \( \lambda = 11.4dB \). During the consensus-based cooperative spectrum sensing, the malicious virtual vehicle sends dynamic wrong sensing data to interrupt the spectrum sensing procedure. Fig. 5 shows that trust scheme can exclude the impact from the malicious virtual vehicle. The consensus result can be achieved among the normal virtual vehicles. Then the correct decision that the PU is present is made by the SSaaS. In Fig. 6 virtual vehicle 3 becomes an attacker. When two malicious virtual vehicles perform attacks with variable incorrect sensing data, the proposed service still works but the converging progress becomes slow in the simulations. In addition, simulation results show that the SSaaS is effective when the number of malicious virtual vehicles is minor in the entire virtual vehicle server list.

B. Probabilities of Success

The benefit of the SSaaS is that the physical vehicle is virtualized in the service deployment. That means the user or application has no awareness of the real vehicles that perform spectrum sensing. The virtual vehicle can reside in the different hosts. This can utilize the resource in different hosts that
have more resources, such as power, computation capability, storage etc. We compare the traditional cooperative spectrum sensing and SSaaS in terms of the probability of success, which is defined as the probability that vehicles can perform cooperative spectrum sensing successfully and reach a finally decision, denoted as $P_s$. The availability of physical vehicles is $P_{av}$. Here, we assume $P_{av} \in [0.6, 0.9]$. Fig. 7 shows that SSaaS has higher probabilities than traditional physical vehicles. This is because that virtual vehicles can be deployed to the host that has the high availability. During the spectrum sensing procedure, the VM also can be seamlessly migrated to different hosts without interrupting the ongoing procedure thanks to the proposed lightweight cloud.

C. Latency Improvement

Due to the dynamic nature of CR-VANETs, the localized cloud computing is more suitable than conventional Internet-based cloud. Here we evaluate the proposed lightweight cloud and Internet-based cloud with SSaaS service deployment in terms of number of VMs. In Fig. 8 as the number of VMs increases, the latency becomes larger gradually. This is because each VM needs to fetch the trust from the cloud. Then the more VMs joins the cooperative spectrum sensing, the larger latency is generated. The communication time between VMs is also increased as the number of VMs increases. The latency in the conventional cloud is larger than the proposed one, almost two times. The retrieving process in the Internet-based data centers needs more time in the experiments.

VI. CONCLUSIONS AND FUTURE WORK

CR-VANETs have become a promising technology for driving safety and entertainment in connected vehicles. Security is the key to the success of connected vehicles. To solve the security issues of cooperative spectrum sensing in CR-VANETs, spectrum sensing as a service was proposed in this paper, which is based on the joint RSU and vehicle-based local cloud computing model. Through the deploying service in the cloud, a safe consensus-based cooperative spectrum sensing is applied. The effectiveness of this cloud-based spectrum sensing scheme is verified by the simulation results. It was shown that the cloud computing in CR-VANETs can effectively reduce latency and improve the security of CR-VANETs. In the future work, the security issues of virtualization [26] and cloud computing [64] in CR-VANETs, such as how to find the safe host during vehicular virtual machine migration [54] and high availability [65], will be studied further.

ACKNOWLEDGMENT

This work was supported in part by the Natural Sciences and Engineering Research Council of Canada (NSERC).

REFERENCES

[1] F. R. Yu, “Connected vehicles for intelligent transportation systems,” *IEEE Trans. Veh. Tech.*, vol. 65, pp. 3843–3844, June 2016.
[2] J. F. Bravo-Torres, M. Lopez-Nores, Y. Blanco-Fernandez, J. J. Pazos-Arias, M. Ramos-Cabrera, and A. Gil-Solla, “Optimizing reactive routing over virtual nodes in VANETS,” *IEEE Trans. Veh. Tech.*, vol. 65, pp. 2274–2294, Apr. 2016.
[3] S. Haykin, “Cognitive radio: brain-empowered wireless communications,” *IEEE J. Sel. Areas Commun.*, vol. 23, no. 2, pp. 201–220, 2005.
[4] F. R. Yu, *Cognitive Radio Mobile Ad Hoc Networks*. New York: Springer, 2011.
[5] C. Luo, F. R. Yu, H. Ji, and V. Leung, “Distributed relay selection and power control in cognitive radio networks with cooperative transmission,” in *Proc. IEEE ICC’10*, May 2010.
[6] I. F. Akyildiz, W. Y. Lee, M. C. Vuran, and S. Mohanty, “Next generation/dynamic spectrum access/cognitive radio wireless networks: a survey,” *Computer Networks*, vol. 50, pp. 2127–2159, 2006.
[7] F. Wang, H. Tang, F. R. Yu, and P. C. Mason, “A hierarchical identity based key management scheme in tactical mobile ad hoc networks,” in *Proc. IEEE Milcom’09*, (Boston, MA, USA), Oct. 2009.
[8] F. R. Yu, M. Huang, and H. Tang, “Biologically inspired consensus-based spectrum sensing in mobile ad hoc networks with cognitive radios,” IEEE Network, vol. 24, pp. 26–30, May 2010.

[9] S. Moursi and M. ElNainay, “A multi- metric routing protocol with service differentiation for cognitive radio ad-hoc networks,” in Proceedings of the 16th ACM International Conference on Modeling, Analysis and Simulation of Wireless and Mobile Systems, MSWiM ’13, (New York, NY, USA), pp. 129–134, ACM, 2013.

[10] J. Riihijärvi, J. Nasreddine, and P. Mihönen, “Influence of spatial statistics of spectrum use on the performance of cognitive wireless networks,” in Proc. 15th ACM International Conference on Modeling, Analysis and Simulation of Wireless and Mobile Systems, MSWiM ’12, (New York, NY, USA), pp. 5–14, ACM, 2012.

[11] S. Bu, F. R. Yu, X. P. Liu, and H. Tang, “Structural results for combined continuous user authentication and intrusion detection in high security mobile ad-hoc networks,” IEEE Trans. Wireless Commun., vol. 10, pp. 3064–3073, Sept. 2011.

[12] G. Li, Z. Gu, X. Lin, H. Pu, and Q.-s. Hua, “Deterministic distributed rendezvous algorithms for multi-radio cognitive radio networks,” in Proceedings of the 17th ACM International Conference on Modeling, Analysis and Simulation of Wireless and Mobile Systems, MSWiM ’14, (New York, NY, USA), pp. 313–320, ACM, 2014.

[13] S. Bu, F. R. Yu, P. Liu, P. Manson, and H. Tang, “Distributed combined authentication and intrusion detection with data fusion in high-security mobile ad hoc networks,” IEEE Trans. Veh. Tech., vol. 60, pp. 1025–1036, Mar. 2011.

[14] S. Bitam, A. Mellouk, and S. Zeadally, “Toward cloud-based vehicular networks with efficient resource management,” IEEE Wireless Communications, vol. 22, pp. 96–102, Feb. 2011.

[15] I. Slojmenovic and S. Wen, “The fog computing paradigm: Scenarios and security issues,” in Proc. of the 2014 Federated Conference on Computer Science and Information Systems, (Warsaw, Poland), Sept. 2014.

[16] X. Hou, Y. Li, M. Chen, D. Wu, D. Jin, and S. Chen, “Vehicular fog computing: A viewpoint of vehicles as the infrastructures,” IEEE Trans. Veh. Tech., vol. 65, pp. 3860–3873, June 2016.

[17] R. Chen, J.-M. Park, and B. Kaigui, “Robust distributed spectrum sensing in cognitive radio networks,” in Proc. IEEE INFOCOM’08, (Phoenix, AZ, USA), Apr. 2008.

[18] J. Loo, J. Lloret, and J. H. Ortiz, Mobile Ad Hoc Networks: Current Status and Future Trends. CRC Press, 2011.

[19] L. Ma, F. Yu, V. C. M. Leung, and T. Randhawa, “A new method to support UMTS/WLAN vertical handover using SCTP,” IEEE Wireless Commun., vol. 11, pp. 44–51, Aug. 2004.

[20] F. Yu and V. C. M. Leung, “Mobility-based predictive call admission control and bandwidth reservation in wireless cellular networks,” in Proc. IEEE INFOCOM’01, (Anchorage, AK), Apr. 2001.

[21] Z. Li, F. R. Yu, and M. Huang, “A distributed consensus-based cooperative spectrum-sensing scheme in cognitive radios,” IEEE Trans. Veh. Tech., vol. 59, no. 1, pp. 383–393, 2010.

[22] F. Yu and V. Krishnamurthy, “Optimal joint session admission control in integrated WLAN and CDMA cellular networks with vertical handoff,” IEEE Trans. Mobile Computing, vol. 6, pp. 126–139, Jan. 2007.

[23] R. Xie, F. R. Yu, H. Ji, and Y. Li, “Energy-efficient resource allocation for heterogeneous cognitive radio networks with femtocells,” IEEE Trans. Wireless Commun., vol. 11, pp. 3910–3920, Nov. 2012.

[24] A. Attar, H. Tang, A. Vasilakos, F. R. Yu, and V. Leung, “A survey of security challenges in cognitive radio networks: Solutions and future research directions,” Proceedings of the IEEE, vol. 100, no. 12, pp. 3172–3186, 2012.

[25] Y. Fei, V. W. S. Wong, and V. C. M. Leung, “Efficient QoS provisioning for adaptive multimedia in mobile communication networks by reinforcement learning,” Mob. Netw. Appl., vol. 11, pp. 101–110, Feb. 2006.

[26] C. Liang and F. R. Yu, “Wireless network virtualization: A survey, some research issues and challenges,” IEEE Commun. Surveys Tutorials, vol. 17, pp. 358–380, Firstquarter 2015.

[27] Y. Wei, F. R. Yu, and M. Song, “Distributed optimal relay selection in wireless cooperative networks with finite-state Markov channels,” IEEE Trans. Veh. Tech., vol. 59, pp. 2149–2158, June 2010.

[28] Q. Guan, F. R. Yu, S. Jiang, and G. Wei, “Prediction-based topology control and routing in cognitive radio mobile ad hoc networks,” IEEE Trans. Veh. Tech., vol. 59, pp. 4443–4452, Nov. 2010.

[29] S. Bu, F. R. Yu, Y. Cai, and P. Liu, “When the smart grid meets energy-efficient communications: Green wireless cellular networks powered by the smart grid,” IEEE Trans. Wireless Commun., vol. 11, pp. 3014–3024, Aug. 2012.

[30] R. Xie, F. R. Yu, and H. Ji, “Dynamic resource allocation for heterogeneous services in cognitive radio networks with imperfect channel sensing,” IEEE Trans. Veh. Tech., vol. 61, pp. 770–780, Feb. 2012.

[31] F. R. Yu, H. Tang, M. Huang, Z. Li, and P. C. Mason, “Defense against spectrum sensing data falsification attacks in mobile ad hoc networks with cognitive radios,” in Proc. IEEE Military Commun. Conf. (MICOM ’09), Oct. 2009.

[32] C. Luo, F. R. Yu, H. Ji, and V. C. M. Leung, “Cross-layer design for TCP performance improvement in cognitive radio networks,” IEEE Trans. Veh. Tech., vol. 59, no. 5, pp. 2485–2495, 2010.

[33] F. Yu, V. Krishnamurthy, and V. C. M. Leung, “Cross-layer optimal connection admission control for variable bit rate multimedia traffic in packet wireless CDMA networks,” IEEE Trans. Signal Proc., vol. 54, pp. 542–555, Feb. 2006.

[34] F. R. Yu, P. Zhang, W. Xiao, and P. Choudhury, “Communication systems for grid integration of renewable energy resources,” IEEE Network, vol. 25, pp. 22–29, Sept. 2011.

[35] G. Liu, F. R. Yu, H. Ji, V. C. M. Leung, and X. Li, “In-band full-duplex relaying for 5G cellular networks with wireless virtualization,” IEEE Network, vol. 29, pp. 54–61, Nov. 2015.

[36] Q. Guan, F. R. Yu, S. Jiang, and V. Leung, “Capacity-optimized topology control for MANETs with cooperative communications,” IEEE Trans. Wireless Commun., vol. 10, pp. 2162–2170, July 2011.

[37] S. Bu and F. R. Yu, “Green cognitive mobile networks with small cells for multimedia communications in the smart grid environment,” IEEE Trans. Veh. Tech., vol. 63, pp. 2115–2126, June 2014.

[38] J. Liu, F. R. Yu, C.-H. Lung, and H. Tang, “Optimal combined intrusion detection and biometric-based continuous authentication in high security mobile ad hoc networks,” IEEE Trans. Wireless Commun., vol. 8, no. 2, pp. 806–815, 2009.

[39] Q. Yan, F. R. Yu, Q. Gong, and J. Li, “Software-defined networking (SDN) and distributed denial of service (DDoS) attacks in cloud computing environments: A survey, some research issues, and challenges,” IEEE Commun. Survey and Tutorials, vol. 18, no. 1, pp. 602–622, 2016.

[40] S. Bu, F. R. Yu, and H. Yanikomeroglu, “Interference-aware energy-efficient resource allocation for heterogeneous networks with incomplete channel state information,” IEEE Trans. Veh. Tech., vol. 64, pp. 1036–1050, Mar. 2015.

[41] L. Zhu, F. R. Yu, B. Ning, and T. Tang, “Cross-layer handoff design in MIMO-enabled WLANs for communication-based train control (CBTC) systems,” IEEE J. Sel. Areas Commun., vol. 30, pp. 719–728, May 2012.

[42] S. Zhang, F. R. Yu, and V. Leung, “Joint connection admission control and routing in IEEE 802.16-based mesh networks,” IEEE Trans. Wireless Commun., vol. 9, pp. 1370–1379, Apr. 2010.

[43] Z. Wei, H. Tang, F. R. Yu, M. Wang, and P. Mason, “Security enhancements for mobile ad hoc networks with trust management using uncertain reasoning,” IEEE Trans. Veh. Tech., vol. 63, pp. 4647–4658, Nov. 2014.

[44] S. Bu and F. R. Yu, “Dynamic pricing for demand-side management in the smart grid,” in Proc. IEEE Online Conference on Green Communications (GreenCom ’11), pp. 47–51, Sept. 2011.

[45] S. Bu and F. R. Yu, “A game-theoretical scheme in the smart grid with demand-side management: Towards a smart cyber-physical power infrastructure,” IEEE Trans. Emerging Topics in Computing, vol. 1, no. 1, pp. 22–32, June 2013.

[46] F. R. Yu, H. Tang, P. Mason, and F. Wang, “A hierarchical identity based key management scheme in tactical mobile ad hoc networks,” IEEE Trans. on Network and Service Management, vol. 7, pp. 258–267, Dec. 2010.
[47] P. Kaligineedi, M. Khabbazian, and V. K. Bhargava, “Malicious user detection in a cognitive radio cooperative sensing system,” IEEE Trans. Wireless Commun., vol. 9, no. 8, pp. 2488–2497, 2010.

[48] W. Wang, H. Li, Y. Sun, and Z. Han, “Catch it: Detect malicious nodes in collaborative spectrum sensing,” in Proc. IEEE GLOBECOM’09, (Honolulu, HAWAI, USA), Nov. 2009.

[49] Q. Yan, M. Li, T. Jiang, W. Lou, and Y. T. Hou, “Vulnerability and protection for distributed consensus-based spectrum sensing in cognitive radio networks,” in Proc. IEEE INFOCOM’12, (Orlando, FL, USA), Mar. 2012.

[50] E. Lee, E. K. Lee, M. Gerla, and S. Y. Oh, “Vehicular cloud networking: architecture and design principles,” IEEE Commun. Magazine, vol. 52, pp. 148–155, Feb. 2014.

[51] Q. Yang, B. Zhu, and S. Wu, “An architecture of cloud-assisted information dissemination in vehicular networks,” IEEE Access, vol. 4, pp. 2764–2770, May 2016.

[52] R. Yu, Y. Zhang, S. Gjessing, W. Xia, and K. Yang, “Toward cloud-based vehicular networks with efficient resource management,” arXiv:1308.6208v1, Aug. 2013.

[53] N. Cordeschi, D. Amendola, and E. Baccarelli, “Reliable adaptive resource management for cognitive cloud vehicular networks,” IEEE Trans. Veh. Tech., vol. 64, pp. 2528–2537, Jun. 2015.

[54] B. Baron, M. Campista, P. Spathis, L. Costa, M. Amorim, O. Duarte, G. Pujolle, and Y. Viniotis, “Virtualizing vehicular node resources: feasibility study of virtual machine migration,” to be submitted to Vehicular Communications Journal, May 2016.

[55] R. Chen, J. M. Park, and J. H. Reed, “Defense against primary user emulation attacks in cognitive radio networks,” IEEE Journal on Selected Areas in Communications, vol. 26, pp. 25–37, Jan. 2008.

[56] R. Chen, J.-M. Park, and Y. T. Hou, “Toward secure distributed spectrum sensing in cognitive radio networks,” IEEE Comm. Mag., April 2008.

[57] “Openstack cloud computing software.” website: https://www.openstack.org/.

[58] “Heat: Openstack orchestration.” website: https://wiki.openstack.org/wiki/Heat.

[59] “Javascript object notation.” website: http://www.json.org/.

[60] Z. Tian, “Compressed wideband sensing in cooperative cognitive radio networks,” in Proc. IEEE GLOBECOM’08, (New Orleans, LA, USA), Nov. 2008.

[61] L. Moreau, “Stability of multiagent systems with time-dependent communication links,” IEEE Trans. Auto. Control, vol. 50, pp. 169–181, Feb. 2005.

[62] J. H. Cho, A. Swami, and I. R. Chen, “A survey on trust management for mobile ad hoc networks,” IEEE Commun. Surveys Tutorials, vol. 13, no. 4, pp. 562–583, 2011.

[63] Z. Wei, F. R. Yu, and A. Boukerche, “Trust based security enhancements for vehicular ad hoc networks,” in Proc. ACM DIVANet’14, (Montreal, Canada), Oct. 2014.

[64] Z. Yin, F. Yu, S. Bu, and Z. Han, “Joint cloud and wireless networks operations in mobile cloud computing environments with telecom operator cloud,” IEEE Trans. Wireless Commun., vol. 14, pp. 4020–4033, July 2015.

[65] M. Armbrust, A. Fox, R. Griffith, A. D. Joseph, R. Katz, A. Konwinski, G. Lee, D. Patterson, A. Rabkin, I. Stoica, and M. Zaharia, “A view of cloud computing,” Commun. ACM, vol. 53, pp. 50–58, Apr. 2010.