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Abstract

Machine learning-based data-driven modeling can allow computationally efficient time-dependent solutions of PDEs, such as those that describe subsurface multiphysical problems. In this work, our previous approach (Kadeethum et al., 2021c) of conditional generative adversarial networks (cGAN) developed for the solution of steady-state problems involving highly heterogeneous material properties is extended to time-dependent problems by adopting the concept of continuous cGAN (CcGAN). The CcGAN that can condition continuous variables is developed to incorporate the time domain through either element-wise addition or conditional batch normalization. We note that this approach can accommodate other continuous variables (e.g., Young’s modulus) similar to the time domain, which makes this framework highly flexible and extendable. Moreover, this framework can handle training data that contain different timestamps and then predict timestamps that do not exist in the training data. As a numerical example, the transient response of the coupled poroelastic process is studied in two different permeability fields: Zinn & Harvey transformation and a bimodal transformation. The proposed CcGAN uses heterogeneous permeability fields as input parameters while pressure and displacement fields over time are model output. Our results show that the model provides sufficient accuracy with computational speed-up. This robust framework will enable us to perform real-time reservoir management and robust uncertainty quantification in realistic problems.
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1. Introduction

Many subsurface applications in porous media ranging from groundwater and contaminant hydrology to CO₂ sequestration rely on physical models (Middleton et al., 2015, Choo and Sun, 2018, Yu et al., 2020, Kadeethum et al., 2019, Bouklas and Huang, 2012, Newell et al., 2017, Kadeethum et al., 2021a). These models often seek the solution of the governing partial differential equations (PDEs) in a domain of interest. For instance, coupled hydro-mechanical (HM) processes in porous media, in which fluid flow and solid deformation tightly interact in a time-dependent fashion, could be described by Biot’s formulation of linear poroelasticity (Biot, 1941). These PDEs are often solved numerically using various techniques such as finite volume or finite element methods (Wheeler et al., 2014, Deng et al., 2017, Liu et al., 2018), which is referred to as full order model (FOM) approaches. However, computational methods to handle field-scale systems require substantial computational resources, especially when discontinuities or nonlinearities arise in the solution (Hansen, 2010, Hesthaven et al., 2016). Therefore, in some instances, the FOM is not directly suitable to handle large-scale inverse problems, optimization, or even concurrent multiscale calculations in which an extensive set of simulations are required to be explored (Ballarin et al., 2019, Hesthaven et al., 2016).

A reduced order model (ROM) that aims to produce a low-dimensional representation of FOM could be an alternative to handling field-scale inverse problems, optimization, or real-time reservoir management (Schilders et al., 2008, Amsallem et al., 2015, Choi et al., 2019, 2020a, McBane and Choi, 2021, Yoon et al., 2009b,a). The ROM methodology primarily relies on the parameterization of a problem (i.e., repeated evaluations of a problem depending on parameters), which could correspond to physical properties, geometric characteristics, or boundary conditions (Ballarin et al., 2019, Venturi et al., 2019, Hesthaven et al., 2016, Hoang et al., 2021, Copeland et al., 2021, Choi et al., 2020b, 2021, Carlberg et al., 2018). However, it is difficult to parameterize heterogeneous spatial fields of PDE coefficients such as heterogeneous material properties by a few parameters. Coupled processes such as HM processes commonly involve complex subsurface structures (Flenisch et al., 2018, Jia et al., 2017, Chang and Yoon, 2020, Chang et al., 2020, Chang and Yoon, 2021) where the corresponding spatially distributed material properties can span several orders of magnitude and include discontinuous features (e.g., fractures, vugs, or channels). Consequently, traditional projection-based ROM approaches might not be suitable for this type of problem as they commonly employ a proper orthogonal decomposition (POD) approach, which in turn will require a high dimensional reduced basis to capture most of the information at the expense of the computational cost (Kadeethum et al., 2021c).

Deep learning (DL), in particular, neural network-based supervised learning approaches, have been recently investigated for subsurface flow and transport problems (Zhu and Zabaras, 2018, Mo et al., 2019, Wen et al., 2021a,b, Xu et al., 2021, Kadeethum et al., 2022, Wei et al., 2021). These DL approaches train various DL algorithms using training data generated by FOMs to map heterogeneous PDEs coefficients (i.e., heterogeneous permeability and/or porosity fields) and injection scenarios (e.g., injection rates and a number of wells) into state variables such as pressure and CO₂ saturation. During the online phase (i.e., prediction),
these trained models are used to predict state variables, evaluate uncertainty quantification as fast forward models, or estimate material properties as inverse models (Kadeethum et al., 2021c). In most reservoir problems, these DL models can also account for time-dependent PDEs, but the output of trained models is limited to the same time interval as in the input of training data and mostly flow and transport problems. The incorporation of physical constraints (e.g., equations, relationships, and known properties) into the learning process is actively studied to improve the accuracy and training efficiency of data-driven modeling.

Kadeethum et al. (2021c) presented a data-driven generative adversarial networks (GAN) framework that can parameterize heterogeneous PDEs coefficients (i.e., heterogeneous fields), which has been demonstrated with steady-state cases for both forward and inverse problems. This GAN-based work could be considered as an extension of regression in subsurface physics through GAN model such as Zhong et al. (2019), Laloy et al. (2019), Lopez-Alvis et al. (2021), in which heterogeneous fields are also parameterized through GAN model (Chan and Elsheikh, 2020, Hao et al. 2022, Guan et al. 2021) and subsequently used to predict the state variables (pressure and displacement responses). In Kadeethum et al. (2021c), the conditional GAN (cGAN) approach (Mirza and Osindero, 2014, Isola et al. 2017) was extended to the heterogeneous field for both generator and critic (i.e., discriminator) where usage of Earth mover’s distance through Wasserstein loss (W loss) and gradient penalty (Arjovsky et al. 2017, Gulrajani et al. 2017) improved the model accuracy and training stability compared to the traditional GAN approach. This improvement contributed to the Earth mover’s distance enforcing the cGAN framework to approximate the training data distribution rather than a point-to-point mapping. However, the framework developed by Kadeethum et al. (2021c) is limited to only steady-state solutions of given PDEs.

Recently, Ding et al. (2020) developed continuous cGAN (CcGAN) to condition the GAN model with continuous variables such as quantitative measures (e.g., the weight of each animal) rather than categorical data (e.g., cat or dog). For PDE problems, the concept of CcGAN can also be extended to quantify continuous variables (e.g., time domain), enabling the solution of time-dependent PDEs. In this work, we extend our previous work (Kadeethum et al., 2021c) by extending the CcGAN concept to solve for time-dependent PDEs. This new framework is developed by utilizing element-wise addition or conditional batch normalization (De Vries et al. 2017) to incorporate the time domain in both training and prediction processes. As presented in Figure 1, our model treats the time domain as a continuous variable. Therefore, this model can handle the training data that contains different time-step resolutions. Furthermore, we can predict the continuous-time response without being limited to time instances that correspond to the training data. This design also provides flexibility to incorporate other parameterized continuous variables (e.g., Young’s modulus, boundary conditions) as parameters to our framework.

The CcGAN approach to solving time-dependent PDEs in this work is uniquely employed to develop a data-driven surrogate model given highly heterogeneous permeability fields generated from two known distributions. The CcGAN performance will be evaluated by comparing the CcGAN-based results with FOM-based solutions, highlighting the computational accuracy and efficiency in heterogeneous permeability fields. The rest of the manuscript is summarized as follows. We begin with the model description and CcGAN ar-
Figure 1: The main characteristics of this model. Our model treats the time domain as a continuous variable, which means our training data could have different time-step. Moreover, during the prediction, our model can predict responses at time-step that does not exist in the training data. This model could be extended to include any continuous variables (e.g., Young’s modulus) the same way it treats the time domain.

The two variants of the framework, including element-wise addition or conditional batch normalization to incorporate the time domain, are also discussed. We then illustrate our ROM framework using three numerical examples in Section 4. Lastly, we conclude our findings in Section 5.

2. Methodology

2.1. General governing equations

We first present a general framework with a parameterized system of time-dependent PDEs and then as a demonstration case we focus on the linear poroelasticity to represent a coupled solid deformation and fluid diffusion in porous media with highly heterogeneous...
permeability fields. A parameterized system of time-dependent PDEs are as following

\[
\begin{align*}
F(t^n, \mu^{(i)}) &= 0 \quad \text{in } \Omega, \\
X &= f_D \quad \text{on } \partial\Omega_D, \\
-\nabla X \cdot n &= f_N \quad \text{on } \partial\Omega_N, \\
X &= X_0 \quad \text{in } \Omega \text{ at } t^n = 0,
\end{align*}
\]  
(1)

where \( F(\cdot) \) corresponds to the system of time dependent PDEs, \( \Omega \subset \mathbb{R}^{n_d} \) \((n_d \in \{1, 2, 3\}) \) denotes the computational domain, \( \partial\Omega_D \) and \( \partial\Omega_N \) denote the Dirichlet and Neumann boundaries, respectively. \( f_D \) and \( f_N \) are prescribed values on \( \partial\Omega_D \) and \( \partial\Omega_N \), respectively. \( X_0 \) is an initial value of \( X \). The time domain \( T = (0, \tau] \) is partitioned into \( N \) subintervals such that \( 0 =: t^0 < t^1 < \cdots < t^N := \tau \). We denote \( t^n \in T \) as \( n \)th time-step, \( n \in [0, N] \). \( X \) is a set of scalar \((X \in \mathbb{R})\) or tensor valued \((e.g. X \in \mathbb{R}^{n_d} \text{ or } \mathbb{R}^{n_d} \times \mathbb{R}^{n_d})\) generalized primary variables. For the parameter domain \( \mathcal{P} \), it composes of \( M \) members, i.e., \( \mu^{(1)}, \mu^{(2)}, \ldots, \mu^{(M-1)}, \mu^{(M)} \), and \( \mu^{(i)} \) could be any instances of \( \mu \) given \( i = 1, \ldots, M \). \( \mu^{(i)} \) could be scalar \((\mu^{(i)} \in \mathbb{R})\) or tensor valued \((e.g. \mu^{(i)} \in \mathbb{R}^{n_d} \text{ or } \mathbb{R}^{n_d} \times \mathbb{R}^{n_d})\) generalized parameters. We want to emphasize that \( X \) is an exact solution of \( F(X; t^n, \mu^{(i)}) \) and \( X_h \) is an approximation obtained from FOM. In general, \( \mu^{(i)} \) could correspond to physical properties, geometric characteristics, or boundary conditions at any given time \( t \). In this study, we limit our interest in approximate primary variables \( X_h \) for a solution of the system of PDEs given the generalized parameters \( \mu \) such as heterogeneous permeability fields that are constant through time \( t \).

2.2. Framework development

As in a conceptual schematic (Figure 2), we train our framework using \( X_h \) obtained from FOM to deliver \( \hat{X}_h \) with acceptable accuracy and high computational efficiency. The proposed framework consists of (1) the offline phase starting from data generation of permeability fields and \( X_h \) to training of our proposed CcGAN and (2) the online phase of predicting \( \hat{X}_h \) as presented in Figure 2b.

2.2.1. Offline stage

The first step is an initialization of training, validation, and test sets of parameters \((\mu_{\text{training}}, \mu_{\text{validation}}, \text{and } \mu_{\text{test}})\) of cardinality \( M_{\text{training}}, M_{\text{validation}}, \text{and } M_{\text{test}} \), respectively. We illustrate only \( \mu \) and \( \mu_{\text{test}} \) in Figure 2 and omit a subscript of training in \( \mu_{\text{training}} \) and \( M_{\text{training}} \) hereinafter for the sake of brevity. We want to emphasize that \( \mu \cap \mu_{\text{validation}} = \emptyset \), \( \mu \cap \mu_{\text{test}} = \emptyset \), and \( \mu_{\text{validation}} \cap \mu_{\text{test}} = \emptyset \). These \( \mu, \mu_{\text{validation}}, \text{and } \mu_{\text{test}} \) here represent any physical properties, but it could also serve as geometric characteristics or boundary conditions. In this work, we follow [Kadeethum et al. (2021)] and focus on using \( \mu, \mu_{\text{validation}}, \text{and } \mu_{\text{test}} \) to represent collections of spatially heterogeneous scalar coefficients - more specifically heterogeneous permeability fields as described in the Section 3 for data generation.

In the second step, we query the FOM, which can provide a solution in a finite-dimensional setting for each parameter \( \mu \) (i.e., \( \mu^{(i)} \)) in the training set. Throughout this study, for the sake of simplicity, we use a uniform time-step which leads to each query of the FOM having
Figure 2: The main idea and procedures taken in developing the framework is shown. Gen. represents generator, and cri. is critic. In (a), X is an exact solution with given \( t^n \) and \( \mu^{(i)} \), \( X_h \) is an approximation of \( X \) by FOM, and \( \hat{X}_h \) is an approximation of \( X \). \( \mu^{(i)} \) here represents a heterogeneous permeability field. Our goal is to develop a proxy that could provide \( \hat{X}_h \) that is as close as possible to \( X_h \), but requires a much cheaper computational cost. In (b), we illustrate procedures taken to develop a data-driven solution of time-dependent coupled hydro-mechanical processes using continuous conditional generative adversarial networks.

the same number of \( N_t \). However, as presented in Figure 1, our framework could handle cases where adaptive time-stepping is required, for instance, advection-diffusion problems. The same operations follow for each \( \mu_{\text{validation}} \) and \( \mu_{\text{test}} \) in the validation and test sets. This work focuses on the linear poroelasticity equations and demonstrates our proposed framework with highly heterogeneous permeability fields. The FOM is used to approximate primary variables \( X_h \), which correspond to bulk displacement \( (u_h) \) and fluid pressure \( (p_h) \) fields at each time-step \( t^n \) given the field of parameters \( \mu^{(i)} \), in this case - permeability field, as input. Please find the detailed description in Appendix A.

In the third step, ROM is constructed by training the data generated from the FOM where the inputs to the model are \( t^n \) and \( \mu^{(i)} \), and the output is \( u_h \) or \( X_h \) with given \( t^n \) and \( \mu^{(i)} \). In this study, we build a separate model for each primary variable \( (u_h \) and \( p_h \)\), although both primary variables can be trained together with a single model. A key aspect of this work is to apply the CcGAN image-to-image translation framework for time-dependent PDEs by adapting the concept of a naive label input (NLI) and an improved label input (ILI) proposed by Ding et al. (2020) to the framework developed by Kadeethum et al. (2021c). The proposed framework in this work consists of a generator and critic where two types of architecture for the generator with a similar critic architecture are presented (Figure 3).
The first one uses the NLI concept (i.e., NLI model) by introducing a temporal term \( t^n \in T \) to the generator’s bottleneck using element-wise addition. The details of the architecture can be found in Table B.1 and Listing B.1. The second one adopts the ILI concept (i.e., ILI model) by injecting the temporal term to all layers inside the generator through conditional batch normalization (De Vries et al., 2017). However, in contrast to Ding et al. (2020) and De Vries et al. (2017), our \( t^n \) is not categorical data (i.e., not a tag of number ranging from zero to nine), but continuous variable (i.e., \( t^n \in T \)). Hence, we replace embedded layers with an artificial neural network (ANN). To elaborate, each conditional batch normalization composes of one ANN and one batch normalization layer. Each ANN composes of one input, three hidden, and one output layers. Each hidden layer and the input layer are subjected to the tanh activation function. In this way, we can inform each \( t^n \) to each layer of our generator through a conditional batch normalization concept, see Listing B.3 for the implementation. The details of the ILI architecture can be found in Table B.2 and Listing B.2.

![Figure 3](image.png)

**Figure 3:** ROM for time-dependent PDEs using continuous conditional generative adversarial networks (CcGAN). We note that the critic is similar for both models (generator with NLI and generator with ILI).

The critic, similar for both NLI and ILI, uses time \( t^n \), parameter \( \mu^{(i)} \), and primary variable (\( u_h \) or \( p_h \)) as its inputs. The output is a patch score added with an inner product calculated using two linear layers and output from the last contracting block (4th contracting
block) of the critic. To elaborate, parameter \( \mu (i) \) and primary variable \( u_h \) or \( p_h \) are fed into the 1st convolutional layer of the critic while time \( t^n \) is injected into the model using 2nd linear layer shown in Figure 3. The output from the 4th contracting block of the critic is then passed through the 1st linear layer shown in Figure 3 and performed an inner product operation with the output from the 2nd linear layer. The result of this inner product is then added (element-wise) to the patch score presented in Figure 3. The architecture of the critic can be found in Table B.3 and Listing B.4.

To train both generator and critic, we normalize \( t^n, \mu (i), \) and primary variables \( X_h \) or, in this paper, \( u_h \) and \( p_h \) to be in a range of \([0, 1]\). The Wasserstein (W) loss (Arjovsky et al. (2017), Gulrajani et al. (2017)) is used since it has been shown to provide the best result when dealing with building data-driven frameworks for PDEs as shown in Kadeethum et al. (2021c). In short, this implementation enforces the model to approximate the training data distribution instead of aiming to do the point-to-point mapping. This improves our model generalization, which is essential as we deal with heterogeneous permeability fields. The W loss is expressed as

\[
\min_G \max_C [\ell_a + \lambda_r \ell_r + \lambda_p \varphi_p].
\] (2)

Here, \( G \) and \( C \) are short for generator and critic, respectively, and \( \ell_a \) is the Earth mover’s distance defined as

\[
\ell_a = \frac{1}{B} \sum_{i=1}^{B} \left( C(t^i, \mu (i), X_{hi}) - \frac{1}{B} \sum_{i=1}^{B} C(t^i, \mu (i), \overline{X}_{hi}) \right),
\] (3)

where \( C (\cdot) \) is the final score of the critic with given \( t^i, \mu (i), \) and \( X_{hi} \) or \( \overline{X}_{hi} \) shown in Figure 3, and \( B \) is a batch size, which is set as \( B = 4 \). The Earth mover’s distance is used to measure the distance between output of the model and the training data. This way helps our model to better generalize its prediction. Additionally, \( \lambda_r \) is a user-defined penalty constant that we set at \( \lambda_r = 500 \), and \( \ell_r \) as a reconstruction error term is given by

\[
\ell_r = \frac{1}{B} \sum_{i=1}^{B} \left| \overline{X}_{hi} - X_{hi} \right|.
\] (4)

\( \lambda_p \) denotes a gradient penalty constant set to 10 throughout this study; \( \varphi_p \) is the gradient penalty regularization. The latter is used to enforce Lipschitz continuity of the weight matrices \( \{W\} \), i.e., Euclidean norm of discriminator’s gradient is at most one, and it reads as

\[
\varphi_p = \frac{1}{B} \sum_{i=1}^{B} \left( \| \nabla C(t^i, \mu_i, \overline{X}_{hi}) \|_2 - 1 \right)^2,
\] (5)

where \( \| \cdot \|_2 \) is L2 or Euclidean norm. This term helps to improve the stability of the training by limiting the step we can take in updating our trainable parameters (weight matrices \( \{W\} \).
and biases \((b)\). The term \(\vec{X}_{h_i}\) is an interpolation between \(\hat{X}_{h_i}\) and \(X_{h_i}\), which is defined by
\[
\vec{X}_{h} = \epsilon_i X_{h} + (1 - \epsilon_i) \hat{X}_{h_i}.
\]
(6)
We randomly select \(\epsilon_i\) for each \(\vec{p}_{h_i}\) from a uniform distribution on the interval of \([0, 1)\). We use the adaptive moment estimation (ADAM) algorithm (Kingma and Ba, 2014) to train the framework (i.e., updating a set of weight matrices \((W)\) and biases \((b)\)). The learning rate \((\eta)\) is calculated as Loshchilov and Hutter (2016)
\[
\eta_c = \eta_{\text{min}} + \frac{1}{2} (\eta_{\text{max}} - \eta_{\text{min}}) \left(1 + \cos \left(\frac{\text{step}_c}{\text{step}_f} \pi\right)\right)
\]
(7)
where \(\eta_c\) is a learning rate at \(\text{step}_c\), \(\eta_{\text{min}}\) is the minimum learning rate \((1 \times 10^{-16})\), \(\eta_{\text{max}}\) is the maximum or initial learning rate \((1 \times 10^{-4})\), \(\text{step}_c\) is the current step, and \(\text{step}_f\) is the final step. We note that each step refers to each time we perform back-propagation, including updating both generator and critic’s parameters \((W\ and\ b)\).

2.2.2. Online stage
For the fourth step, we use the trained generator to predict \(\bar{X}_{h}\) given \(t^n\) and \(\mu_{\text{validation}}\) or \(\mu_{\text{test}}\) for the instances of the parameters belonging to the validation and test sets. To avoid over-fitting, we first use \(\mu_{\text{validation}}\) to evaluate our framework as a function of epoch. Subsequently, we select the model (fixed \(W\ and\ b\) at a certain epoch) that provides the best accuracy for \(\mu_{\text{validation}}\) to test the \(\mu_{\text{test}}\). To elaborate, we train our model for 50 epochs. We then test our model against our validation set and observe the model performance as a function of the epoch. We then select a set of \(W\ and\ b\) at the epoch that has the best accuracy. Other hyper-parameters including a number of convolutional neural network (CNN) layers, a number of hidden layers, and CNN parameters, and initialization of the framework are used based on the study in Kadeethum et al. (2021c).

Remark 1. As presented in Figure 1, by treating the time domain as a continuous variable, our framework could be trained using training data that contains different time-step. Furthermore, during our online inquiry, we simply interpolate at the time of interest within the time domain provided during the training phase, which may or may not exist in the training data. This characteristic is an asset of our framework because our framework is not bound by a time-stepping scheme that traditional numerical analysis or other data-driven framework has (Zhu and Zabaras, 2018, Mo et al., 2019, Wen et al., 2021a, Xu et al., 2021). Our framework can evaluate quantities of interest at any time required. For instance, we may be interested in a pressure field at one, two, and three hours with a given permeability field. To achieve that using FOM, one may need to go through many intermediate steps in between to satisfy, but our framework could evaluate any particular time-step immediately within training data we evaluate.

3. Data generation
We utilize a discontinuous Galerkin finite element (FE) model of linear poroelasticity developed in Kadeethum et al. (2021b, 2020) to generate training, validation, and test sets,
see Figure 2 - initialization. The geometry, boundary conditions, and input parameters are similar to that used in Kadeethum et al. (2021c) where a steady-state solution of linear poroelasticity is studied, but, in this work, the temporal output of pressure and displacement are investigated, resulting in the dynamic behavior of pressure ($p_h$), displacement ($u_h$) as well as pore volume. The mesh and boundary conditions over the square domain used in this work are presented in Figure A.1. We enforce constant pressures of 0 and 1000 Pa at the top and bottom boundaries, respectively, to allow fluid to flow from the bottom to the top while no-flow boundary on both left and right sides. Furthermore, we compress the medium with normal traction of 1000 Pa applied at the top boundary. We fix the normal displacement to zero m for the left, right, and bottom boundaries. The initial pressure is 1000 Pa, and initial displacement is calculated based on the equilibrium state.

To obtain a set of parameters $\mu$ corresponding to heterogeneous $k$ fields, we focus on two types of highly heterogeneous $k$ fields generated using: (1) a Zinn & Harvey transformation (Zinn and Harvey, 2003), and (2) a a bimodal transformation (Müller and Schüler, 2020). The details of generation of $k$ fields is available in Kadeethum et al. (2021c). Briefly, the $k$ field from the Zinn & Harvey transformation has a wider range of $k$ values with thinner high permeability pathways. This feature represents highly heterogeneous sedimentary aquifers with preferential flow pathways, such as the MADE site in Mississippi (Zinn and Harvey, 2003) and the Culebra dolomite developed for the Waste Isolation Pilot Plant (WIPP) project in New Mexico (Yoon et al., 2013). In contrast, the $k$ field from the bimodal transformation has narrow range $k$ values with wider high permeability pathways, which is a good representation of sandstone reservoirs with an iron inclusion, for example, Chadormalu reservoirs in Yazd province, Iran (Daya, 2015). A few examples of $k$ fields from both transformations are shown in Figures 4.

In this work, three examples of $k$ fields are used. Two examples are from Zinn & Harvey (Example 1) and bimodal (Example 2) distributions. For Example 3, these two $k$ fields are used together. Note that we employ unstructured grids in the finite element solver. However, our framework in this study requires a structured data set. Thus, we interpolate the FE result $p_h$ to structured grids using cubic spline interpolation. We then replace the FOM dimension $N^p_h$, associated with the unstructured grid, with a pair ($N^p_h, N^u_h$) = (128, 128), corresponding to the structured grid. The same procedures are carried out for the displacement field $u_h$.

For simplicity, the FE solver employs a fixed number of $N^t$ for all $k^{(i)} \in k$. Our time domain is set as $T = (0, 250]$ seconds, and $N^t = 10$, which leads to $\Delta t = 25$ seconds. The total size of data set is calculated by $M_i N^t$ where $i$ is the number of training, validation, or test sets. While we investigate the effect of $M$ on the data-driven model accuracy, $M_{\text{validation}} = M_{\text{test}} = 500$ is fixed. The samples of the test set of $k^{(i)}$, $p_h (t^n, k^{(i)})$, and $u_h (t^n, k^{(i)})$ are presented in Figure 4. We note that the difference (DIFF) between solutions produced by the FOM (FEM in this case) and ROM (CcGAN in this case) is calculated by

$$\text{DIFF}_X(t^n, \mu_{\text{test}}^{(i)}) = \left| X_h(:, t^n, \mu_{\text{test}}^{(i)}) - \hat{X}_h(:, t^n, \mu_{\text{test}}^{(i)}) \right|. \tag{8}$$

To reiterate, $X_h$ represents $p_h$ and $u_h$, $\hat{X}_h$ represents $\hat{p}_h$ and $\hat{u}_h$, and $\mu_{\text{test}}^{(i)}$ is $k_{\text{test}}^{(i)}$ field.
We also use the relative root mean square error (relative RMSE) between $x_i$ (FOM) and $\hat{x}_i$ (ROM) to evaluate the model performance as

$$\text{relative RMSE} = \sqrt{\frac{\sum_{i=1}^{M} (x_i - \hat{x}_i)^2}{\sum_{i=1}^{M} x_i^2}}, \quad x_i \in X_h \text{ and } \hat{x}_i \in \hat{X}_h.$$  

Figure 4: Comparison of pressure (a-d) and displacement (e-h) results between the FEM (FOM) and the CcGAN (ROM) given the permeability field. For pressure results, (a-b) Zinn & Harvey transformation cases at $t = 50$ and $t = 225$, (c-d) bimodal transformation cases at $t = 25$ and $t = 250$. For displacement results, (e-f) Zinn & Harvey transformation cases at $t = 50$ and $t = 225$, (g-h) bimodal transformation cases at $t = 25$ and $t = 250$. Each example is randomly selected at different times given the permeability field from 1000 test sets to show that our model can evaluate at any time. The results are shown from the test set of the ILI framework trained with $M = 20,000$ examples (Example 3) where each Zinn & Harvey (Example 1) and bimodal (Example 2) transformation has 10,000 examples as presented in Table 1. The fluid flows from the bottom to the top surface. The media is compressed from the top. The rest of the surfaces, left, right, and bottom, are allowed to be moved only in the normal direction. More details can be found in Appendix A. Note that the best model used for the test set is selected based on the performance of the validation set and the permeability ranges of each transformation are different.
4. Results and discussion

4.1. Example 1: Zinn & Harvey transformation

The first Example test cases from the Zinn & Harvey transformation are shown in Figures 4a-b, e-f, including \( k \) fields, FOM and ROM results, and DIFF fields for pressure and displacement fields, respectively. The box plots of relative RMSE values of pressure \((\hat{p}_h)\) during training for different training samples are presented for NLI and ILI models with the validation set in Figures 5 and 6 respectively. As expected, the relative RMSE values improve over epochs during training, but reaches a plateau around epochs \( \approx 32-34 \). The model performance is improved with increasing the number of training samples (M). Figures 5 and 6 show that the ILI model performs slightly better than the NLI model. The behavior of the results of \( \hat{u}_h \) is similar to that of \( \hat{p}_h \) (results not shown).

The best-trained model is tested against the test set. The distributions of \( \hat{p}_h \) and \( \hat{u}_h \) for the selected test cases are shown in Figure 4a-b and e-f, respectively. The DIFF values are very low (i.e., less than one percent of the average field values). The relative RMSE results of both \( \hat{p}_h \) and \( \hat{u}_h \) of the test set are provided in Table 1, which are very close to those of the validation set (Figures 5 and 6). As in training, model performance improves with increasing M. Besides, ILI always performs better than NLI. The relative RMSE of displacement \((\hat{u}_h)\) is generally lower than that of pressure \((\hat{p}_h)\), which attributes to the relatively uniform response of displacement fields, compared to the pressure field as shown in Figure 4. Hence, the ROM can learn the solution easier.

Table 1: The relative RMSE (Eq. (9)) results for testing data of three example cases as a function of the number of training data (M) for pressure and magnitude of displacement (in parenthesis). Each example is evaluated with both NLI and ILI models.

| Pressure (Displacement) | Example 1 | |  
|-------------------------|-----------|-----------|-------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| NLI (%)                 | M = 1250  | 4.63 (4.32) | 3.24 (2.98) | 2.34 (2.14) | 1.74 (1.57) |
| ILI (%)                 | M = 2500  | 4.55 (4.13) | 3.15 (2.78) | 2.30 (2.03) | 1.67 (1.33) |
| Example 2               | M = 1250  | 3.60 (3.60) | 2.61 (2.51) | 1.83 (1.47) | 1.24 (1.10) |
| NLI (%)                 | M = 2500  | 3.73 (3.37) | 2.55 (2.07) | 1.67 (1.26) | 1.22 (0.83) |
| ILI (%)                 | M = 5000  | 3.36 (3.28) | 2.31 (2.28) | 1.65 (1.27) | 1.32 (1.27) |
| Example 3               | M = 2500  | 3.07 (2.74) | 2.24 (2.15) | 1.63 (1.18) | 1.29 (1.05) |

Table 3: a total number of M is the sum of training data from both Examples 1 and 2.

4.2. Example 2: bimodal transformation

The second Example presents the model performance using \( k \) fields from the bimodal transformation, which has a narrow range of \( k \) values with wider high permeability pathways. As in Example 1, selected test cases of \( k \) fields, FOM and ROM results, and DIFF fields are presented in Figure 4c-d and g-h. The box plot of relative RMSE values of the validation set is presented in Figures 7 and 8. Similar to Example 1, the model performance improves
Figure 5: Example 1: relative Root Mean Square Error (relative RMSE) of NLI for (a) M = 1250, (b) M = 2500, (c) M = 5000, and (d) M = 10000. These results are calculated based on the validation set (500 samples). We note that the black dots represent outliers, and the box plot covers the interval from the 25th percentile to 75th percentile, highlighting the mean (50th percentile) with an black line. Blue line and blue text represent a mean value.

with increasing M. Moreover, the higher the number of epochs, the model tends to provide more accurate results. Although there are some fluctuations of the relative RMSE values at a later training stage, the model accuracy tends to improve as the training progresses. Except for the case where M = 1250, the ILI model provides better results than the NLI.

For the testing set, the ILI model provides better accuracy than the NLI except M = 1250
Figure 6: Example 1: relative Root Mean Square Error (relative RMSE) of ILI for (a) $M = 1250$, (b) $M = 2500$, (c) $M = 5000$, and (d) $M = 10000$. These results are calculated based on the validation set (500 samples). We note that the black dots represent outliers, and the box plot covers the interval from the 25th percentile to 75th percentile, highlighting the mean (50th percentile) with a black line. Blue line and blue text represent a mean value.

for $\hat{p}_h$ (Table 1). It is noted that ILI always performs better than NLI for the state variable $\hat{u}_h$. Moreover, the relative RMSE results of $\hat{u}_h$ is always lower than those of $\hat{p}_h$, which are similar to Example 1.

The relative RMSE of Example 2 is slightly lower than that of Example 1 (Table 1), however, the trend of the relative RMSE values between NLI and ILI is similar in both.
Examples 1 and 2. We will discuss the performance of NLI and ILI in the next sections. Since $k$ fields from the bimodal transformation have a narrower range and wider permeable pathways with less contrast compared to those from the Zinn & Harvey transformation (see Figure 4), the corresponding pressure field may have similar features. This can be seen in the DIFF distribution where the DIFF values are larger along high-pressure gradient regions.

Figure 7: Example 2: relative Root Mean Square Error (relative RMSE) of NLI for (a) $M = 1250$, (b) $M = 2500$, (c) $M = 5000$, and (d) $M = 10000$. These results are calculated based on the validation set (500 samples). We note that the black dots represent outliers, and the box plot covers the interval from the 25th percentile to 75th percentile, highlighting the mean (50th percentile) with a black line. Blue line and blue text represent a mean value.
Figure 8: Example 2: relative Root Mean Square Error (relative RMSE) of ILI for (a) $M = 1250$, (b) $M = 2500$, (c) $M = 5000$, and (d) $M = 10000$. These results are calculated based on the validation set (500 samples). We note that the black dots represent outliers, and the box plot covers the interval from the 25th percentile to 75th percentile, highlighting the mean (50th percentile) with a black line. Blue line and blue text represent a mean value.

in all pressure cases (Figure 4a–d). At $t = 25$ in Example 2 (Figure 4c), high DIFF values are mostly located near the top boundary where the pressure boundary is set to zero after the initial pressure of 1000 Pa. Over time the DIFF distribution propagates as the pressure contrast migrates along the high permeability regions (e.g., the DIFF fields at $t = 250$ in Figure 4d). Compared to Example 1 where pressure gradients tend to be slightly gradual
(e.g., wider transition) and the high DIFF values are distributed in larger areas. Example 2 cases show the higher contrast of pressure values along with the pressure transition, and the high DIFF values tend to be distributed more locally (Figure 4a-d).

Although this comparison qualitatively shows the dependency of the model performance on input and output characteristics, it is also well-known that deep neural networks often need complex neural network architecture to extract and learn high-frequency features such as high permeability contrast and high-pressure gradients in this work (Xu et al., 2019). A recent work by Kim et al. (2021) transformed physical connectivity information of the high contrast drainage network into multiple binary matrices, which improved the network generation using deep convolutional GAN. However, the success rates of the drainage network with proper connectivity were relatively low. CcGAN developed in this work shows that although it is still challenging to improve the prediction accuracy, the increase in the training data sets may provide a potential solution to this challenging problem. However, the increase of training data sets also increases required computational resources. This aspect will be discussed later. For displacement results (Figure 4e-h) the relative RMSE results in Example 2 (Table 1) follow the same trend in the pressure results. The lower relative RMSE values of displacement than pressure also stem from the smooth displacement fields compared to pressure fields. It is noted that the relative RMSE values of the test set are similar to those of the validation set.

4.3. Example 3: Combined Zinn & Harvey and bimodal transformations

In Example 3, permeability fields from both Zinn & Harvey and bimodal transformations are used to test the generalization ability of the proposed approach (i.e., Figures 4a-h). As discussed earlier, Example 3 can represent different types of heterogeneity with high permeable pathways. The relative RMSE of the validation set for pressure fields ($\hat{p}_h$) is presented in Figures 9 and 10. Similar to Examples 1 and 2, the model accuracy improves with increasing M, and we did not observe any over-fitting behavior.

As presented in Table 1 for both pressure and displacement fields, the ILI model performs better than the NLI, and the model with a higher M (i.e., more training data) provides better accuracy. Note that Example 3 has two times higher M than the other two cases. Overall, the relative RMSE values in Example 3 are closer to those in Example 1 rather than Example 2 for the same number of M. This indicates that more challenging fields for ML training predominantly govern the model performance with combined fields. In addition, Example 3 tends to have higher relative RMSE values than Examples 1 and 2 for the lower number of M (e.g., $M = 2500$ and 5000 for pressure and displacement, respectively). As the number of M increases, however, Example 3 has lower RMSE values than Example 1 and gets closer to Example 2, indicating that more training data sets improve the ML model to a certain degree. Although there may be more optimal hyperparameters to train both fields better, these results demonstrate the general learning capability of the proposed models. The inclusion of a more challenging data set will increase the generalization capability of the trained model.
Figure 9: Example 3: relative Root Mean Square Error (relative RMSE) of NLI for (a) $M = 2500$, (b) $M = 5000$, (c) $M = 10000$, and (d) $M = 20000$. These results are calculated based on the validation set (500 samples). We note that the black dots represent outliers, and the box plot covers the interval from the 25th percentile to 75th percentile, highlighting the mean (50th percentile) with a black line. Blue line and blue text represent a mean value.

4.4. Computational costs

A summary of the wall time used for each operation (i.e., steps 2 to 4 in Figure 2) is presented in Table S42 where the time for step 1 or initialization was negligible compared to the other steps. The FE model (FOM) was run using a single AMD Ryzen Threadripper 3970X, while training and testing of CcGAN or ROM models were carried out with single
GPU (NVIDIA Quadro RTX 6000). With the fixed number of $N^t = 10$ throughout this study, each FOM simulation (per $\mu^{(i)}$) takes about 40 seconds. Consequently, if we select $M = 10000$ as an example, it would take about 400,000 seconds ($\approx$111 hrs) to build the training set. To train the model using $M = 10000$, it takes approximately 30 hours. During the online or the prediction phase, however, the trained model could provide its result within
0.001 seconds per testing \( (t^n, \mu_i^{(n)}) \). It should be noted that the ROM as the trained model in this work is not required to have the number of \( N^t \) in which FOM uses. Assuming the ROM also uses \( N^t = 10 \), it still provides a speed-up by 10,000 times. One advantage of the ROM framework compared to the FOM is that it can also deliver the solution at any time, including times that do not exist in the training snapshots since it is simply a nonlinear interpolation in output space. This characteristic is an asset of the ROM in this work because it is not bound by any time-stepping constraints and can evaluate quantities of interest at any time required. For instance, we may be interested in pressure and displacement fields at one, two, and three hours with given different \( \mu \). To achieve this with FOM, it may need to go through many steps in between. However, ROM enables us to evaluate it at those three times only.

Table 2: Comparison of the wall time (seconds) used for each operation presented in Figure 1 (main text). \( \mu \) is a set of parameterize spatial fields, and \( \mu_i \in \mu \).

| Operation                          | NLI | ILI | Remark                        |
|-----------------------------------|-----|-----|-------------------------------|
| Build FOM snapshots               | 40  | 40  | per \( \mu_i \) for \( N^t = 10 \) |
| Train ROM with \( M = 1250 \)     | 12600 | 12600 | approximately 3.75 hours    |
| Train ROM with \( M = 2500 \)     | 25200 | 25200 | approximately 7.5 hours     |
| Train ROM with \( M = 5000 \)     | 50400 | 50400 | approximately 15 hours      |
| Train ROM with \( M = 10000 \)    | 108000 | 108000 | approximately 30 hours     |
| Train ROM with \( M = 20000 \)    | 216000 | 216000 | approximately 60 hours     |
| Prediction                         | 0.001 | 0.001 | per testing \( (t^n, \mu_i) \)   |

4.5. Prediction accuracy and subsurface physics applications

With three examples presented, we observe that the ILI model performs better than the NLI for all cases except one particular case (Table 1). This finding is in good agreement with classification problems in Ding et al. (2020). Ding et al. (2020) speculates that the ILI overcomes the label inconsistency of the classification problems while the NLI could not. Our reasoning for the outperformance of the INI stems from continuous conditional batch normalization, which can carry out temporal information more consistently than the element-wise addition in the NLI model. In addition to the skip connections that are essential in transferring multiscale features between input (permeability fields) and output (pressure and displacement fields) (see Kadeethum et al. (2021)), CcGAN provides the framework to account for temporal features over time, resulting in better representation of temporal patterns.

One key aspect of many subsurface energy applications is a coupled process that involves hydrogeology and geomechanics. Although ML-based data-driven modeling has been increasingly studied for reservoir modeling, most are still limited to uncoupled processes (e.g., Lange and Sippel (2020), Miah (2020)) or relatively homogeneous fields (e.g., Zoumenat-Kermani et al. (2021), Zhao (2021)). The CcGAN approach proposed in this study demonstrates its capability to handle coupled hydro-mechanical processes with relative RMSE less
than 2% of the transient pressure and displacement responses in the worst case. The results also show that the relative RMSE of the ILI model can be improved to a scale of about 1% with more training data sets, which can be acceptable given the uncertainty and observational error in the subsurface systems. Additionally, our framework for model prediction (i.e., online stage) achieves up to \( \approx 10,000 \times \) speed-up compared to the FE solver. Note that the computational advantage of ML-driven ROM models will increase further with increasing degree of freedom in the FE solver (e.g., three-dimensional and longer transient problems). This computational advantage and accuracy will enable us to achieve real-time reservoir management and robust uncertainty quantification even for vast parameter space. At the same time, the ROM can be updated offline as necessary. It should be noted that the method presented here can be extended to incorporate more continuous variables into the system. For instance, besides the time domain, we could also add Young’s modulus and Poisson ratio into the CcGAN model. Furthermore, since this model is data-driven, it is not limited to only coupled hydro-mechanical processes presented in this manuscript but also applicable to other coupled processes such as thermal-hydrological-mechanical-chemical (THMC) processes.

5. Conclusions

This work presents a data-driven framework for solving a system of time-dependent partial differential equations, more explicitly focusing on coupled hydro-mechanical processes in heterogeneous porous media. This framework can be used as a proxy for time-dependent coupled processes in heterogeneous porous media, which is challenging in classical model order reduction. Our framework is developed upon continuous conditional generative adversarial networks (CcGAN) composed of the U-Net generator and patch-based critic. The model has two variations: (1) the time domain is introduced to only the generator’s bottleneck using element-wise addition (i.e., NLI), and (2) the time domain is injected into all layers inside the generator through conditional batch normalization (i.e., ILI). The critic is similar for both models. Our approach is desirable because it does not require any cumbersome modifications of FOM source codes and can be applied to any existing FOM platforms. In this regard, the CcGAN approach to solve time-dependent PDEs is uniquely employed to develop a data-driven surrogate model given highly heterogeneous permeability fields. We illustrate that our framework could efficiently and accurately approximate finite element results given a wide variety of permeability fields. Our results have a relative root mean square error of less than 2% with 10,000 samples for training. Additionally, it could speed up at least 10,000 times compared to a forward finite element solver. ILI delivers slightly better results than NLI without any observable additional computational costs. To this end, this framework will enable us to do a large-scale operation of real-time reservoir management or uncertainty quantification with complex heterogeneous permeability fields, which are practically very difficult to do with FOM and traditional model order reductions.
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7. Data and code availability

We will release our CcGAN scripts and training and testing data to reproduce all results in the manuscript through the Sandia National Laboratories software portal — a hub for GitHub-hosted open source projects [https://github.com/sandialabs](https://github.com/sandialabs) after the manuscript will be accepted. For review purpose we provide the training, validation, and testing data or the scripts used to generate them at [https://codeocean.com/capsule/2052868/tree/v1](https://codeocean.com/capsule/2052868/tree/v1) Kadeethum et al. (2021d). FOM source codes were already made available here: [https://github.com/teeratornk/jcp_YJCPH_110030_git](https://github.com/teeratornk/jcp_YJCPH_110030_git) as well as a tutorial (see tutorial number 9) for **multiphenics** package [https://github.com/multiphenics](https://github.com/multiphenics).
Appendix A Problem description, model geometry, and boundaries

To recap, the coupled HM processes in porous media are governed by two equations. The first equation is linear momentum balance equation

\[
\nabla \cdot \sigma'(u) - \alpha \nabla \cdot (pI) + f = 0 \quad \text{in} \quad \Omega \times T,
\]

\[
\mathbf{u} = \mathbf{u}_D \quad \text{on} \quad \partial \Omega_D \times T,
\]

\[
\sigma(u) \cdot \mathbf{n} = \mathbf{t}_D \quad \text{on} \quad \partial \Omega_N \times T,
\]

\[
\mathbf{u} = \mathbf{u}_0 \quad \text{in} \quad \Omega \quad \text{at} \quad t = 0,
\]

(A.1)

where \( \sigma' \) is the effective Cauchy stress tensor, \( p \) is the pore pressure, \( \mathbf{u} \) is bulk displacement, \( \mathbf{u}_0 \) is an initial displacement, \( I \) is the second-order identity tensor, \( \alpha \) is the Biot coefficient, \( f \) is the body force term defined as \( \rho \phi g + \rho_s (1 - \phi) g \), where \( \rho \) is the fluid density, \( \rho_s \) is the solid density, \( \phi \) is the porosity, \( g \) is the gravitational acceleration vector, \( \mathbf{u}_D \) and \( \mathbf{t}_D \) are prescribed displacement and traction values at the boundaries, respectively, and \( \mathbf{n} \) is the unit normal vector to the boundary.

The second equation is mass balance equation read

\[
\left( \frac{1}{M} + \frac{\alpha^2}{K} \right) \frac{\partial p}{\partial t} + \frac{\alpha}{K} \frac{\partial \sigma_v}{\partial t} - \nabla \cdot (\kappa \nabla p) = g \quad \text{in} \quad \Omega \times T,
\]

\[
p = p_D \quad \text{on} \quad \partial \Omega_D \times T,
\]

\[
-\kappa \nabla p \cdot \mathbf{n} = q_D \quad \text{on} \quad \partial \Omega_N \times T,
\]

\[
p = p_0 \quad \text{in} \quad \Omega \quad \text{at} \quad t = 0,
\]

(A.2)

where \( \kappa \) is the Biot modulus, \( \sigma_v := \frac{1}{3} \text{tr}(\sigma) \) is the volumetric stress, \( p_D \) and \( q_D \) are the given boundary pressure and flux, respectively, \( p_0 \) is an initial pressure, \( K \) is bulk modulus, \( \kappa = \frac{k}{\mu_f} \) is the porous media conductivity, \( \mu_f \) is the fluid viscosity, \( k \) is the matrix permeability tensor defined as

\[
k := \begin{cases} 
\begin{bmatrix} k_{xx} & k_{xy} & k_{xz} \\
 k_{yx} & k_{yy} & k_{yz} \\
 k_{zx} & k_{zy} & k_{zz} \end{bmatrix} & \text{if } d = 3, \\
 \begin{bmatrix} k_{xx} & k_{xy} \\
 k_{yx} & k_{yy} \end{bmatrix} & \text{if } d = 2, \\
 k_{xx} & \text{if } d = 1. 
\end{cases}
\]

(A.3)

To simplify our problem, we assume all off-diagonal terms of \( \kappa \) to be zero and all diagonal terms have similar value.
It is noted that, throughout this study, our model takes heterogeneous permeability fields, \( k \), which in general sense is \( \mu, \mu_{\text{validation}}, \) or \( \mu_{\text{test}} \) depending we are dealing with train, validation, or test sets and time, \( t^n \), as input. The framework will deliver \( u_h(t^n, k^{(i)}) \) and \( p_h(t^n, k^{(i)}) \), which are \( X_h(t^n, \mu^{(i)}) \) in general terms. These \( u_h(t^n, k^{(i)}) \) and \( p_h(t^n, k^{(i)}) \) are approximation of \( u \) and \( p \) through FOM. Please refer to these FOM source codes were already made available here: [https://github.com/teeratornk/jcp_YJCPH_110030_git](https://github.com/teeratornk/jcp_YJCPH_110030_git) as well as a tutorial (see tutorial number 9) for multiphenics package [https://github.com/multiphenics](https://github.com/multiphenics).

The mesh and boundaries are presented in Figure A.1.

Figure A.1: Domain, its boundaries, and mesh used for all numerical examples.

Appendix B  Detailed information of generators and critic

The generator resembles the well-established architecture of the U-net, which is typically used for image segmentation. The first component of the generator is a contracting block that performs two convolutions followed by a max pool operation. The second component is an expanding block in which it performs an upsampling, a convolution, and a concatenation of its two inputs. The generator used in this study consists of six contracting and six expanding blocks. Note that each contracting block uses LeakyReLU with a negative slope of 0.2 as its activation function, each expanding block uses ReLU as its activation function. The 1\(^{st}\) convolutional layer is used to map the input channel (\( C_{\text{in}} \)) to hidden layer size (\( H \)), and it is not subject to an activation function. The 2\(^{nd}\) convolutional layer is used to map hidden layer size (\( H \)) to output channel (\( C_{\text{out}} \)), and it is subject to the Sigmoid activation function. For the generator, \( C_{\text{in}} = C_{\text{out}} = C \), and \( H = 32 \). The domain size is governed by \( \tilde{N}^u_h, \tilde{N}^p_h \), which is 128 \( \times \) 128 throughout this manuscript.

We note that we typically employ unstructured grids in the finite element solver; however, our framework in this study requires a structured data set. Thus, we pre-process our finite element data by interpolating the finite element result \( p_h \) to structured grids, such as the
finite element interpolation operator or cubic spline interpolation. We then replace the FOM
dimension $N_p^{h}$, associated with the unstructured grid, with a pair $(\tilde{N}_p^{h}, \tilde{N}_p^{h})$, associated to
the structured grid. In practice, the value of $\tilde{N}_p^{h}$ is often chosen independently on $N_p^{h}$. The
same procedures are carried out for $u_h$. B corresponds to batch size.

The architecture of NLI model is presented in Table B.1.

Table B.1: Generator: NLI’s detail used in this study (input and output sizes are represented by [B, C, $\tilde{N}_p^{h}$, $\tilde{N}_p^{h}$]). We use hidden layers H = 32). BN refers to batch normalization.

| Block                  | Input size         | Output size         | BN | Dropout |
|------------------------|--------------------|---------------------|----|---------|
| 1st convolutional layer | B, C, 128, 128    | B, 32, 128, 128    |    |         |
| 1st contracting block  | B, 32, 128, 128   | B, 64, 64, 64      | ✓  | ✓       |
| 2nd contracting block  | B, 64, 64, 64     | B, 128, 32, 32     | ✓  | ✓       |
| 3rd contracting block  | B, 128, 32, 32    | B, 256, 16, 16     | ✓  | ✓       |
| 4th contracting block  | B, 256, 16, 16    | B, 512, 8, 8       | ✓  |         |
| 5th contracting block  | B, 512, 8, 8      | B, 1024, 4, 4      | ✓  |         |
| 6th contracting block  | B, 1024, 4, 4     | B, 2048, 2, 2      | ✓  |         |
| 1st expanding block    | B, 2048, 2, 2     | B, 1024, 4, 4      | ✓  |         |
| 2nd expanding block    | B, 1024, 4, 4     | B, 512, 8, 8       | ✓  |         |
| 3rd expanding block    | B, 512, 8, 8      | B, 256, 16, 16     | ✓  |         |
| 4th expanding block    | B, 256, 16, 16    | B, 128, 32, 32     | ✓  |         |
| 5th expanding block    | B, 128, 32, 32    | B, 64, 64, 64      | ✓  |         |
| 6th expanding block    | B, 64, 64, 64     | B, 32, 128, 128    | ✓  |         |
| 2nd convolutional layer| B, 32, 128, 128   | B, C, 128, 128     | ✓  |         |

We also provide a code snippet for NLI’s generator in Listing B.1.

class UNet(nn.Module):
    
    U-net Class
    A series of 6 contracting blocks followed by 6 expanding blocks to
    transform an input into the corresponding paired input, with an
    upfeature
    layer at the start and a downfeature layer at the end.
    Values:
    input_channels: the number of channels to expect from a given
    output
    output_channels: the number of channels to expect for a given
    output
    hidden_channels:: fixed at 32 in this manuscript
    
    def __init__(self, input_channels, output_channels, hidden_channels =32):
        super(UNet, self).__init__()
        self.upfeature = FeatureMapBlock(input_channels, hidden_channels)
        self.contract1 = ContractingBlock(hidden_channels, use_dropout=True)
self.contract2 = ContractingBlock(hidden_channels * 2, use_dropout=True)
self.contract3 = ContractingBlock(hidden_channels * 4, use_dropout=True)
self.contract4 = ContractingBlock(hidden_channels * 8)
self.contract5 = ContractingBlock(hidden_channels * 16)
self.contract6 = ContractingBlock(hidden_channels * 32)

self.expand1 = ExpandingBlock(hidden_channels * 64)
self.expand2 = ExpandingBlock(hidden_channels * 32)
self.expand3 = ExpandingBlock(hidden_channels * 16)
self.expand4 = ExpandingBlock(hidden_channels * 8)
self.expand5 = ExpandingBlock(hidden_channels * 4)
self.expand6 = ExpandingBlock(hidden_channels * 2)
self.downfeature = FeatureMapBlock(hidden_channels, output_channels)
self.sigmoid = torch.nn.Sigmoid()

self.linear1 = nn.Linear(hidden_channels * 64*2*2, hidden_channels * 64*2*2)
self.hidden_channels = hidden_channels

def forward(self, x, y):
    
    Function for completing a forward pass of U-net with NLI approach:
    Given an input - permeability field, passes it through U-Net and
    returns the output.
    Parameters:
    x: an input of shape (batch size, channels, height, width)
    y: a time-step
    
    x0 = self.upfeature(x)
x1 = self.contract1(x0)
x2 = self.contract2(x1)
x3 = self.contract3(x2)
x4 = self.contract4(x3)
x5 = self.contract5(x4)
x6 = self.contract6(x5)

    # perform element-wise addition
    y = y.view(-1, 1)
y = y.repeat(1, self.hidden_channels*64*2*2)
x6 = x6.view(len(x6), -1)
x6 = self.linear1(x6) + y
    # reshape back
    x6 = x6.view(len(x6), self.hidden_channels*64, 2, 2)

    x7 = self.expand1(x6, x5)
x8 = self.expand2(x7, x4)
x9 = self.expand3(x8, x3)
x10 = self.expand4(x9, x2)
x11 = self.expand5(x10, x1)
x12 = self.expand6(x11, x0)
xn = self.downfeature(x12)

return self.sigmoid(xn)

Listing B.1: Illustration of the generator of NLI implementation

The differences between NLI and ILI are (1) NLI introduces $t^n \in \mathbb{T}$ to only the generator’s bottleneck using element-wise addition while (2) ILI injects $t^n \in \mathbb{T}$ to all layers inside the generator through conditional batch normalization (CBN). The architecture of ILI model is presented in Table B.2.

Table B.2: Generator: ILI’s detail used in this study (input and output sizes are represented by $[B, C, \tilde{N}_h, \tilde{N}_p]$). We use hidden layers $H = 32$). CBN refers to conditional batch normalization.

| Block                  | Input size           | Output size          | CBN | Dropout |
|------------------------|----------------------|----------------------|-----|---------|
| 1st convolutional layer| $[B, C, 128, 128]$   | $[B, 32, 128, 128]$  |     |         |
| 1st contracting block  | $[B, 32, 128, 128]$  | $[B, 64, 64, 64]$    | ✔   | ✔       |
| 2nd contracting block  | $[B, 64, 64, 64]$    | $[B, 128, 32, 32]$   | ✔   | ✔       |
| 3rd contracting block  | $[B, 128, 32, 32]$   | $[B, 256, 16, 16]$   | ✔   | ✔       |
| 4th contracting block  | $[B, 256, 16, 16]$   | $[B, 512, 8, 8]$     | ✔   |         |
| 5th contracting block  | $[B, 512, 8, 8]$     | $[B, 1024, 4, 4]$    | ✔   |         |
| 6th contracting block  | $[B, 1024, 4, 4]$    | $[B, 2048, 2, 2]$    | ✔   |         |
| 1st expanding block    | $[B, 2048, 2, 2]$    | $[B, 1024, 4, 4]$    | ✔   |         |
| 2nd expanding block    | $[B, 1024, 4, 4]$    | $[B, 512, 8, 8]$     | ✔   |         |
| 3rd expanding block    | $[B, 512, 8, 8]$     | $[B, 256, 16, 16]$   | ✔   |         |
| 4th expanding block    | $[B, 256, 16, 16]$   | $[B, 128, 32, 32]$   | ✔   |         |
| 5th expanding block    | $[B, 128, 32, 32]$   | $[B, 64, 64, 64]$    | ✔   |         |
| 6th expanding block    | $[B, 64, 64, 64]$    | $[B, 32, 128, 128]$  | ✔   |         |
| 2nd convolutional layer| $[B, 32, 128, 128]$  | $[B, C, 128, 128]$   |     |         |

We also provide a code snippet for the generator of ILI in Listing B.2.

```python
class UNet(nn.Module):
    
    """
    U-net Class
    A series of 6 contracting blocks followed by 6 expanding blocks to transform an input into the corresponding paired input, with an upfeature layer at the start and a downfeature layer at the end.
    Values:
    input_channels: the number of channels to expect from a given input
    output_channels: the number of channels to expect for a given output
    hidden_channels:: fixed at 32 in this manuscript
    """
```
```python
def __init__(self, input_channels, output_channels, hidden_channels=32):
    super(UNet, self).__init__()
    self.upfeature = FeatureMapBlock(input_channels, hidden_channels)
    # instead of classical batch normalization, we use conditional batch normalization (CBN)
    self.contract1 = ContractingBlockCBN(hidden_channels, use_dropout=True)
    self.contract2 = ContractingBlockCBN(hidden_channels * 2, use_dropout=True)
    self.contract3 = ContractingBlockCBN(hidden_channels * 4, use_dropout=True)
    self.contract4 = ContractingBlockCBN(hidden_channels * 8)
    self.contract5 = ContractingBlockCBN(hidden_channels * 16)
    self.contract6 = ContractingBlockCBN(hidden_channels * 32)
    self.expand1 = ExpandingBlockCBN(hidden_channels * 64)
    self.expand2 = ExpandingBlockCBN(hidden_channels * 32)
    self.expand3 = ExpandingBlockCBN(hidden_channels * 16)
    self.expand4 = ExpandingBlockCBN(hidden_channels * 8)
    self.expand5 = ExpandingBlockCBN(hidden_channels * 4)
    self.expand6 = ExpandingBlockCBN(hidden_channels * 2)
    self.downfeature = FeatureMapBlock(hidden_channels, output_channels)
    self.sigmoid = torch.nn.Sigmoid()
    self.linear1 = nn.Linear(hidden_channels * 64*2*2, hidden_channels * 64*2*2)
    self.hidden_channels = hidden_channels

def forward(self, x, y):
    # In contrast to NLI, a time-step (y) is injected into all blocks
    x0 = self.upfeature(x)
    x1 = self.contract1(x0, y)
    x2 = self.contract2(x1, y)
    x3 = self.contract3(x2, y)
    x4 = self.contract4(x3, y)
    x5 = self.contract5(x4, y)
```

\[ x_6 = \text{self.contract6}(x_5, y) \]
\[ x_7 = \text{self.expand1}(x_6, x_5, y) \]
\[ x_8 = \text{self.expand2}(x_7, x_4, y) \]
\[ x_9 = \text{self.expand3}(x_8, x_3, y) \]
\[ x_{10} = \text{self.expand4}(x_9, x_2, y) \]
\[ x_{11} = \text{self.expand5}(x_{10}, x_1, y) \]
\[ x_{12} = \text{self.expand6}(x_{11}, x_0, y) \]
\[ x_n = \text{self.downfeature}(x_{12}) \]
\[ \text{return self.sigmoid}(x_n) \]

Listing B.2: Illustration of the generator of ILI implementation

The CBN is implemented as shown in Listing B.3. We also illustrate that if we have more continuous single-value parameters, we can include them in our model through CBN.

```python
class ConditionalBatchNorm2d(nn.Module):
    def __init__(self, num_features, dim_embed):
        super().__init__()
        self.num_features = num_features
        self.dim_embed = dim_embed
        self.bn = nn.BatchNorm2d(num_features, affine=True)
        torch.nn.init.normal_(self.bn.weight, 0.0, 0.02)
        torch.nn.init.constant_(self.bn.bias, 0)
        self.linear = ANN(1, num_features//2)
        self.embed_gamma1 = nn.Linear(num_features//2, num_features, bias=False)
        self.embed_beta1 = nn.Linear(num_features//2, num_features, bias=False)

    def forward(self, x, y):
        y = y.view(-1, 1)
        y = self.linear(y)
        out = self.bn(x)
        gamma1 = self.embed_gamma1(y).view(-1, self.num_features, 1, 1)
        beta1 = self.embed_beta1(y).view(-1, self.num_features, 1, 1)
        # possible extension if you have more than one continuous variable
        out = out + out*gamma1 + beta1 + out*gamma2 + beta2 + out*gamma3 + beta3
        return out

class ANN(nn.Module):
    def __init__(self, input_size, dim_embed):
        super().__init__()
        hidden_size = 50

        self.fc1 = nn.Linear(input_size, hidden_size)
        self.fc2 = nn.Linear(hidden_size, hidden_size*2)
        self.fc3 = nn.Linear(hidden_size*2, hidden_size*4)
        self.fc4 = nn.Linear(hidden_size*4, hidden_size*8)
```
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self.fc5 = nn.Linear(hidden_size*8, dim_embed)

def forward(self, x):
    x = x.view(x.shape[0], -1)
    x = torch.tanh(self.fc1(x))
    x = torch.tanh(self.fc2(x))
    x = torch.tanh(self.fc3(x))
    x = torch.tanh(self.fc4(x))
    x = self.fc5(x)
    return x

Listing B.3: Illustration of the conditional batch normalization (CBN) implementation

Both NLI and ILI use the same critic presented in Table [B.3]. The critic utilizes the contracting block, which is also used in the generator. Each contracting block of the critic uses LeakyReLU with a negative slope of 0.2 as its activation function, the 1\textsuperscript{st} convolutional layer is used to map \( C + \) conditional field to \( H = 8 \), and it does not subject to any activation function, and and the 2\textsuperscript{nd} convolutional layer is used to map \( H = 8 \) to \( C \). Dissimilar to the generator where the input size is equal to output size \( \tilde{N}_h^p \), \( \tilde{N}_h^p = 128 \times 128 \), the discriminator input size is \( \tilde{N}_h^p, \tilde{N}_h^p = 128 \times 128 \), while the output size is a patch matrix of size \( \text{PATCH}_X \times \text{PATCH}_Y = 8 \times 8 \).

Table B.3: Critic: NLI and ILI’s detail used in this study (input size is represented by [B, C, \( \tilde{N}_h^p, \tilde{N}_h^p \)], and output size is represented by [B, C, \( \text{PATCH}_X, \text{PATCH}_Y \)]. We use hidden layers \( H = 8 \).

| Block                        | Input size        | Output size       | BN |
|------------------------------|-------------------|-------------------|----|
| 1\textsuperscript{st}        | [B, C+1, 128, 128]| [B, 8, 128, 128]  |    |
| convolutional layer          |                   |                   |    |
| 1\textsuperscript{st}        | [B, 8, 128, 128]  | [B, 16, 64, 64]   |    |
| contracting block            |                   |                   |    |
| 2\textsuperscript{nd}        | [B, 16, 64, 64]   | [B, 32, 32, 32]   | ✔  |
| contracting block            |                   |                   |    |
| 3\textsuperscript{rd}        | [B, 32, 32, 32]   | [B, 64, 16, 16]   | ✔  |
| contracting block            |                   |                   |    |
| 4\textsuperscript{th}        | [B, 64, 16, 16]   | [B, 128, 8, 8]    | ✔  |
| contracting block            |                   |                   |    |
| 2\textsuperscript{nd}        | [B, 128, 8, 8]    | [B, C, 8, 8]      | ✔  |
| convolutional layer          |                   |                   |    |

The Critic implementation is as shown in Listing [B.4]

class Critic(nn.Module):
    
    Critic Class
    Structured like the contracting path of the U-net, the critic will output a matrix of values classifying corresponding portions of the output as real or fake (patch_x, patch_y - in this case is 8, 8).

Parameters:
    input_channels: the number of input channels
    hidden_channels: is fixed at 8 throughout this manuscript

    def __init__(self, input_channels, hidden_channels=8):
super(Discriminator, self).__init__()
self.upfeature = FeatureMapBlock(input_channels, hidden_channels)
self.contract1 = ContractingBlock(hidden_channels, use_bn=False)
self.contract2 = ContractingBlock(hidden_channels * 2)
self.contract3 = ContractingBlock(hidden_channels * 4)
self.contract4 = ContractingBlock(hidden_channels * 8)
self.final = nn.Conv2d(hidden_channels * 16, 1, kernel_size=1)
self.linear1 = nn.Linear(1, 8 * 8 * 128, bias=False)
self.linear2 = nn.Linear(1, 8 * 8)
def forward(self, x, y, z):
    x: output from the Generator
    y: input for the Generator
    z: time-step
    x = torch.cat([x, y], axis=1)
x0 = self.upfeature(x)
x1 = self.contract1(x0)
x2 = self.contract2(x1)
x3 = self.contract3(x2)
x4 = self.contract4(x3)

    # we introduce time-step here
    z = z.view(-1, 1)
z = self.linear1(z)
x4_z = x4.view(len(x4), -1)
x4_z = torch.sum(x4_z*z, 1, keepdim=True)
x4_z = self.linear2(x4_z)
x4_z = x4_z.view(len(x4_z), 1, 8, 8)

    xn = self.final(x4)
xn = xn + x4_z

    return xn

Listing B.4: Illustration of the Critic implementation
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