COSMOLOGICAL POST-NEWTONIAN EXPANSIONS TO ARBITRARY ORDER
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Abstract. We prove the existence of a large class of one parameter families of solutions to the Einstein-Euler equations that depend on the singular parameter $\epsilon = v_T/c \ (0 < \epsilon \leq \epsilon_0)$, where $c$ is the speed of light, and $v_T$ is a typical speed of the gravitating fluid. These solutions are shown to exist on a common spacetime slab $M \cong [0, T) \times \mathbb{T}^3$, and converge as $\epsilon \searrow 0$ to a solution of the cosmological Poisson-Euler equations of Newtonian gravity. Moreover, we establish that these solutions can be expanded in the parameter $\epsilon$ to any specified order with expansion coefficients that satisfy $\epsilon$-independent (nonlocal) symmetric hyperbolic equations.

1. Introduction

Einstein’s general relativity is presently the most accurate theory of gravity. To completely determine the gravitational field, the Einstein field equations must be solved. These equations are extremely complex and outside of a small set of idealized situations, they are impossible to solve directly. However, to make physical predictions or understand physical phenomena, it is often enough to find approximate solutions that are governed by a simpler set of equations. The prime example of this is Newtonian gravity which approximates general relativity very well in regimes where the typical velocity of the gravitating matter is small compared to the speed of light. Indeed, Newtonian gravity successfully explains much of the behavior of our solar system and is a simpler theory of gravity that is less difficult to solve. By generalizing Newtonian gravity to the cosmological setting [25], it appears that the Newtonian theory can accurately describe gravity on all scales except in regions near compact neutron stars or black holes [9, 13].

Although Newtonian gravity is quite accurate, there are many situations where more accuracy is required and general relativistic effects must be included. The post-Newtonian expansions were developed as a method to include relativistic corrections to Newtonian gravity such as gravitational lensing effects, and energy loss through gravitational radiation. The goal of the post-Newtonian expansions is to approximate solutions to the Einstein field equations by a series expansion in the small parameter

$$\epsilon = \frac{v_T}{c}$$

where $c$ is the speed of light and $v_T$ is a typical speed associated with the gravitating matter. A number of formal calculational schemes for computing the post-Newtonian expansions have been developed and are widely used in both the asymptotically flat and cosmological settings [1, 5, 7, 8, 10, 19, 28, 29]. These post-Newtonian computational schemes are one of the most important techniques in general relativity for calculating physical quantities for the purpose of comparing with experiment. Implicitly, they rely on the assumption that there actually exists solutions to the Einstein equations that admit post-Newtonian expansions to a certain order. This leaves open the question of existence of the post-Newtonian expansions. In view of the importance of the post-Newtonian expansions, this is a question of considerable interest.

The main difficulty in determining when, and in what sense, the post-Newtonian expansions approximate a relativistic solution is that the region of validity for the post-Newtonian expansions is where $\epsilon = v_T/c$ is close to zero. Therefore to understand the post-Newtonian expansions, solutions of general
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relativity must be examined in the limit that $\epsilon \searrow 0$. In this limit the Einstein field equations become singular as the field equations contain terms of the form $1/\epsilon$ that become unbounded as $\epsilon \searrow 0$. The first person to overcome this difficulty and establish the existence of the $0^{\text{th}}$ order post-Newtonian expansion (i.e. the Newtonian limit) without any special assumptions such as spherical symmetry was Rendall in [24]. In this paper, Rendall established the existence of a large class of one-parameter families of solutions to the Einstein-Vlasov equations that converge as $\epsilon \searrow 0$ to solutions of the Poisson-Vlasov equations of Newtonian gravity. Using a different method based on techniques pioneered and developed by Klainerman, Majda, Kreiss, and Schochet [14, 15, 26, 27] to study singular limits of first order symmetric hyperbolic systems, we established a similar result for the Einstein-Euler equations [20] and subsequently generalized it to prove the existence of solutions to the Einstein-Euler equations that admit post-Newtonian expansions to the $1^{\text{st}}$ order [21]. We also note that an improvement to at least the $2^{\text{nd}}$ post-Newtonian order is possible using the results of [22].

In this article, we adapt the methods of [20, 21] to the cosmological setting. We recall that the Einstein-Euler equations, which govern gravitating perfect fluids, are given by

$$G^{ij} = \frac{8 \pi G}{c^4} T^{ij} \quad \text{and} \quad \nabla_i T^{ij} = 0,$$

where

$$T^{ij} = (\rho + c^{-2} p)v^i v^j + p g^{ij},$$

with $\rho$ the fluid density, $p$ the fluid pressure, $v^i$ the fluid four-velocity normalized by $v^i v_i = -c^2$, $c$ the speed of light, and $G$ the Newtonian gravitational constant. As shown in [20], these equations, upon suitable rescaling, can be written in the form

$$(1.1) \quad G^{ij} = 2 \epsilon^4 T^{ij} \quad \text{and} \quad \nabla_i T^{ij} = 0,$$

where

$$(1.2) \quad T^{ij} = (\rho + \epsilon^2 p)v^i v^j + pg^{ij} \quad \text{and} \quad v^i v_i = -\frac{1}{\epsilon^2}.$$ 

In this formulation, the fluid four-velocity $v^i$, fluid density $\rho$, fluid pressure $p$, the metric $g_{ij}$, and the coordinates $(x^i)$ $i = 0, \ldots, 3$ are dimensionless. In this article, we restrict ourselves to cosmological spacetimes of the form $M = [0, T) \times \mathbb{T}^3$, and we will always use $x = (x^I)$ $I = 1, 2, 3$ to denote the standard periodic coordinates (with period 1) on the torus $\mathbb{T}^3 = S^1 \times S^1 \times S^1$. The coordinate $x^0$ will parametrize the interval $[0, T)$ and $t = x^0/v_T$ will denote an absolute Newtonian time coordinate. By a choice of units, we can and shall set $v_T = 1$, in which case $t = x^0$.

The main aim of this article is to present a proof that establishes the existence of a large class of one-parameter family of solutions $(g^\epsilon_{ij}, v^\epsilon_i, \rho^\epsilon, p^\epsilon) 0 < \epsilon < \epsilon_0$ to the Einstein-Euler equations (1.1) that (i) exist on a common spacetime slab $M = \mathbb{T}^3 \times [0, T)$, and (ii) can be expanded in the parameter $\epsilon$ to any finite order $\ell \in \mathbb{Z}_{\geq 0}$ with expansion coefficients that are $\epsilon$-independent. For a precise version of this statement, see Theorem 1.1 below. To agree with standard terminology, we will say that these solutions admit a $(\ell/2)^{th}$ order (cosmological) post-Newtonian expansion.

In light of the significant and well-known difficulties that are encountered at both the formal and rigorous level in trying to develop post-Newtonian expansions on asymptotically flat spacetimes beyond the order 2.5 [23], it is somewhat surprising that these difficulties are absent in the cosmological setting. On asymptotically flat spacetimes, the problems that occur in the higher order post-Newtonian expansions are often attributed to the reaction of gravitational radiation with itself and matter. The analysis contained in this paper shows that this is not the complete story as the these effects are also present in the cosmological setting, but do not cause similar difficulties.\footnote{The results of this article can be extended to other interesting spacetimes. A general discussion of spacetimes that admit Newtonian limits or post-Newtonian expansions will be presented in an upcoming paper.}

\footnote{We will address this discrepancy more thoroughly in a separate article.}
In the cosmological setting, the simplest one-parameter family of solutions that admits a post-Newtonian expansion to any order is the FLRW dust solution given by \((g_{ij} = h_{ij}, \nu_i = \xi^i, \rho_\epsilon = \mu, p_\epsilon = 0)\) where

\[
\begin{align*}
    h_{ij} &= -\frac{1}{a^2} \delta_{ij} + a(t) \delta_i^J \delta_J^j, \\
    \xi^i &= \delta_i^0, \\
    \mu(t) &= \frac{3}{8} \left( \frac{a'(t)}{a(t)} \right)^2,
\end{align*}
\]

and \(a(t)\) satisfies the equation

\[
\frac{a''(t)}{a(t)} - \frac{1}{2} \left( \frac{a'(t)}{a(t)} \right)^2 + \frac{2}{3} \mu(t) = 0.
\]

As is well known, the differential equation (1.7) can be integrated explicitly to give

\[
a(t) = a_0 \left( \frac{2}{3 \mu_0} \right)^{-\frac{3}{2}} \left( t + \sqrt{\frac{2}{3 \mu_0}} \right)^\frac{3}{2}, \quad \text{and} \quad \mu(t) = \frac{2}{3} \left( t + \sqrt{\frac{2}{3 \mu_0}} \right)^{-2},
\]

where \(a_0 = a(0)\) and \(\mu_0 = \mu(0)\) are positive constants. 

In this article, we will, for simplicity, always assume an adiabatic equation of state of the form

\[
p = f(\rho),
\]

where \(f : \mathbb{R}_{>0} \to \mathbb{R}_{>0}\) is an analytic function that satisfies \(f'(\rho) > 0\) for all \(\rho > 0\). Even though the FLRW dust solution (1.3)-(1.8) does not arise from an equation of state of the form (1.9), it plays the role of defining a Newtonian background that is essential for analyzing the limit \(\epsilon \searrow 0\) and generating the \(\epsilon\)-expansion. The role of the FLRW solution is easiest to see at the 0th order where it is used to define the cosmological Poisson-Euler equations

\[
\begin{align*}
    \partial_i \rho + \partial_t (\rho w_i) &= -\frac{3}{2} \frac{a'(t) \rho}{a(t)} \rho \\
    \rho (\partial_i w_j + w_i \partial_j w^j) &= -\frac{1}{a(t)} \left( \partial^J f(\rho) + \rho \partial^J \Phi + a'(t) \rho w^J \right) \\
    \Delta \Phi &= a(t) \left( \frac{\rho}{\rho} - \int_{\mathbb{T}^3} \rho \, d^3x \right) \\
\end{align*}
\]

of (cosmological) Newtonian gravity. We note that these equations agree with the Newton-Cartan field equations for a gravitating fluid formulated in adapted coordinates [17, 25].

The cosmological Poisson Euler equations can be brought into a more familiar form by introducing Galilei coordinates [17, 25]. This is done as follows: suppose \(\{\rho(t,x), \Phi(t,x)\}\) is a solution of the cosmological Poisson-Euler equations (1.10)-(1.12) on \(M = [0, T) \times \mathbb{T}^3\). Then, letting \(\tilde{M} = [0, T) \times \mathbb{R}^3\) denote the covering space, we define a diffeomorphism on \(\tilde{M}\) by

\[
\psi : \tilde{M} \to \tilde{M} : (t, x) \mapsto (t, x/\sqrt{a(t)}).
\]

This is an exceptional solution. Generically, it will only be possible to expand dynamical solutions to a fixed finite order in \(\epsilon\).

With these choices, the big bang occurs at “time” \(t = -\sqrt{\frac{2}{3 \mu_0}}\).
Lifting the cosmological Poisson-Euler equations to \( \mathcal{M} \), and then pulling back by \( \psi \) shows that

\[
\hat{\rho}(t, x) = \frac{\rho(t, x/\sqrt{a(t)})}{a(t)},
\]
\[
\hat{w}^I(t, x) = \sqrt{a(t)} \frac{\rho_0(\sqrt{a(t)})}{a(t)} + \frac{1}{2a(t)} x^I,
\]
\[
\hat{\Phi}(t, x) = \Phi(t, x/\sqrt{a(t)}),
\]
satisfy

\[
\partial_t \hat{\rho} = -\hat{w}^I \partial_I \hat{\rho} - \hat{\rho} \partial_I \hat{w}^I,
\]
\[
\partial_I \hat{w}^I = -\hat{w}^I \partial_I \hat{\rho}^I - 1 \rho \partial^I f(\hat{\rho}) + \hat{\gamma}^I,
\]
\[
\Delta \hat{\Phi} = 4 \left( \hat{\rho} - \int_{T^3} \frac{\rho}{a^3} d^3x \right),
\]

where
\[
\hat{\gamma}^I = -\frac{1}{4} \partial^I \Phi - \frac{1}{3} \left( \int_{T^3} \frac{\rho}{a^3} d^3x \right) x^I.
\]

Defining a Newtonian potential by
\[
\Phi = \frac{\hat{\Phi}}{4} + \frac{1}{6} \left( \int_{T^3} \frac{\rho}{a^3} d^3x \right) \delta_{IJ} x^I x^J,
\]
a short calculation shows that \( \Phi \) satisfies the Poisson equation

\[
\Delta \Phi = \frac{\hat{\rho}}{4}
\]
while the acceleration due to gravity \( \hat{\gamma}^I \) takes the familiar form

\[
\hat{\gamma}^I = -\partial^I \Phi.
\]

Together, equations (1.16), (1.17), (1.19), and (1.20) demonstrate that solutions to the cosmological Poisson-Euler equations determine solutions to the standard Poisson-Euler equations on the covering space \( \mathcal{M} \).

To understand the limit \( \epsilon \searrow 0 \), we use a slight variation of the approach using in [20] and replace the metric \( g_{ij} \) and the fluid velocity \( v^i \) with new variables that are compatible with the limit \( \epsilon \searrow 0 \). The new gravitational variable \( \bar{u}^{ij} \) is defined by

\[
g^{ij} = \frac{q^{ij}}{\sqrt{\det(q^{IJ})}}, \quad (|h| = -\det(h_{ij})),
\]
where

\[
q^{ij} = h^{ij} + \epsilon^2 \delta^i_k \delta^j_l \bar{u}^{kl}, \quad \text{and} \quad J^j_i = \epsilon \delta^0_i \delta^0_j + \delta^i_j \delta^0_i,
\]
while the new fluid four-velocity \( \bar{w}^i \) is defined by

\[
\bar{w}^i = (1 + \epsilon w^0) \delta^0_i + \delta^i_j w^j.
\]

From these formulas it is not difficult to see that \( \bar{u}^{ij} \) and \( \bar{w}^i \) are equivalent to the metric \( g_{ij} \) and the fluid four-velocity \( v^i \), respectively, for \( \epsilon > 0 \) and are well defined at \( \epsilon = 0 \).

\[5\text{In the Newton-Cartan theory, the fluid velocity 3-vector } \bar{w}^i \text{ is the spatial part of a 4-vector } \bar{w} = \partial_t + \bar{w}^I \partial_I \text{ [25]. The formula (1.14) follows from the calculating the spatial components of } \bar{w} = \psi^* \bar{w}. \text{ The other two formulas (1.13) and (1.15) just follow from the definition of the pullback, i.e. } \hat{\rho} = \psi^* \rho \text{ and } \hat{\Phi} = \psi^* \Phi.\]
Following [20, 21], these variables combined with a harmonic gauge can be used to cast the Einstein-Euler equations into a singular (nonlocal) symmetric hyperbolic system of the form

\[ A^0(t, \epsilon, W) \partial_t W = \frac{1}{\epsilon} C^I \partial_I W + A^I(t, \epsilon, W) \partial_I W + F(t, \epsilon, W). \]

This equation has the necessary structure that is required to use the results of [14, 15, 26] to study the limit \( \epsilon \to 0 \), and to use Kreiss’ bounded derivative principle [4, 16, 27] to generate \( \epsilon \)-expansions. The beauty of Kreiss’ bounded derivative principle is that it reduces the problem of generating \( \ell \)th order expansions in \( \epsilon \) to that of constructing initial data for which the time derivatives \( (\partial^p_t W)|_{t=0} \) are bounded as \( \epsilon \to 0 \) for \( p = 1, 2, \ldots, \ell + 1 \). This process of choosing such initial data is called initialization. Thus the existence problem for the post-Newtonian expansions is replaced by the problem of establishing the existence of initial data that can be properly initialized. The main technical result of this paper is to construct a large class of initial data for the Einstein-Euler equations that can be initialized to any order. The method for constructing this data is based on a technique introduced by Lottermoser in [18] who was the first person to prove the existence of a one-parameter family of initial data that depends analytically on \( \epsilon \) and converges to the expected Newtonian initial data as \( \epsilon \to 0 \).

It is worthwhile to note that initializing the data to arbitrary order does not seem to be possible in the asymptotically flat case although it is possible for low orders [12, 21]. In any case, initializing the data, whenever possible, provides a constructive method for generating initial data that has minimal initial gravitational radiation to an accuracy that is governed by the order of the \( \epsilon \)-expansion. This is certainly a significant improvement over other ad-hoc methods for choosing initial data that have been previously used in the literature.

1.1. Notation. Before stating the main result of this article, we first introduce a number of function spaces. Given a finite dimensional vector space \( V \), we let \( H^s(V) \) denote the standard Sobolev space of \( V \)-valued maps on \( \mathbb{T}^3 \). When \( V = \mathbb{R} \), we just write \( H^s \). The only two vector spaces that will be used in this article are \( \mathbb{R}^N \) and the space of symmetric matrices \( S_N = \{ (u^{ij}) \in M_{N \times N} \mid u^{ij} = u^{ji} \} \). Letting

\[ \langle \psi_1 | \psi_2 \rangle_{L^2} = \int_{\mathbb{T}^3} \psi_1 \psi_2 d^3 x = \int_0^1 \int_0^1 \int_0^1 \psi_1(x^1, x^2, x^3) \psi_2(x^1, x^2, x^3) dx^1 dx^2 dx^3 \]

denote the standard \( L^2 \) inner product, we denote the projection operator onto the \( L^2 \) orthogonal complement of the constant function 1 by

\[ \Pi(\psi) = \psi - \langle 1 | \psi \rangle_{L^2} 1 \quad \forall \psi \in L^2(\mathbb{T}^3). \]

Given \( \{ e_\alpha \}_{\alpha = 1}^N \) any basis for \( V \), we use the projection (1.24) to define

\[ \hat{H}^s(V) = \left\{ \psi(x^I) = \sum_{\alpha = 1}^N \psi^\alpha(x^I) e_\alpha \in H^s(V) \mid \langle 1 | \psi^\alpha \rangle_{L^2} = 0 \text{ for } \alpha = 1, 2, \ldots, N \right\}. \]

We also define the standard hyperbolic evolution spaces

\[ X_{T, \ell, s}(V) = \bigcap_{p=0}^{\ell+1} C^p([0, T), H^{s-p}(V)). \]

and write \( X_{T, \ell, s} \) if \( V = \mathbb{R} \). Finally, given two Banach spaces \( X, Y \) and a open set \( U \subset X \), we let \( C^\infty(U, Y) \) denote the set of analytic maps \( f : U \to Y \).
1.2. Main Theorem. The following Theorem contains the precise statement of the existence of post-Newtonian expansions to arbitrary orders. The proof of the Theorem can be found in Section 4.2.

**Theorem 1.1.** Suppose $\ell \in \mathbb{Z}_{\geq 0}$, $s > 3/2 + \ell + 3$, $C_s$ is the constant appearing in the inequality (2.77), $\delta = \mu_0/(2C_s)$, $y^{ij}_0 \in \mathcal{S}_4$, $y^I_0 \in \mathcal{S}_3$, $\tilde{\rho}_0 \in B_{\delta}(H^s)$, $\tilde{\omega}^I_0 \in H^{s+1-\ell}(\mathbb{S}_3)$, $\tilde{u}^{IJ}_\ell \in H^{s-\ell}(\mathbb{S}_3)$, and let $T_0$ be the maximal time of existence of solutions of the Poisson-Euler equations (1.10)–(1.12) with initial data $\rho^{i=0} = \rho_0 + \tilde{\rho}_0$ and $\omega^I_{i=0} = \tilde{\omega}^I_0/(\mu_0 + \tilde{\rho}_0)$. Then for every $T < T_0$ there exists an $\epsilon_0 > 0$, and maps

$$\begin{align*}
\tilde{u}^{ij}_\epsilon &: \tilde{u}^{ij}_\epsilon, \partial_t \tilde{u}^{ij}_\epsilon, \partial_\epsilon \tilde{u}^{ij}_\epsilon \in X_{T, \ell+2, s}(\mathbb{S}_4) \quad 0 < \epsilon < \epsilon_0, \\
\rho_\epsilon &: X_{T, \ell+2, s}, \quad w^I_\epsilon \in X_{T, \ell+2, s}(\mathbb{R}^4), \\
\tilde{\rho}^{i=0} &: X_{T_0, \ell+2, s}, \quad \tilde{w}^I_0 \in X_{T_0, \ell+2, s}(\mathbb{R}^3), \\
\Phi &: X_{T_0, \ell+2, s+2}.
\end{align*}$$

such that

(i) the triple $\{\tilde{u}^{ij}_\epsilon, \rho_\epsilon, w^I_\epsilon\}$ determines, via formulas (1.21)–(1.23), a unique solution to the Einstein-Euler equations (1.11) in the harmonic gauge for $0 < \epsilon < \epsilon_0$ on the spacetime region $(t = x^0, x^I) \in M = [0, T) \times \mathbb{R}^3$,

(ii) $$(1|\tilde{u}^{ij}_\epsilon|_{t=0})_{L^2} = y^{ij}_0, \quad (1|\partial_t \tilde{u}^{ij}_\epsilon|_{t=0})_{L^2} = y^I_{IJ},$$

$$\Pi(\partial_t^{\ell+1} \tilde{u}^{IJ}_\epsilon|_{t=0}) = \epsilon^2 \tilde{u}^{IJ}_{\ell+1}, \quad \Pi(\partial_t^{\ell+2} \tilde{u}^{IJ}_\epsilon|_{t=0}) = \epsilon^2 \tilde{u}^{IJ}_{\ell+2},$$

$$\rho_\epsilon|_{t=0} = \mu_0 + \lambda_0(\epsilon) + \tilde{\rho}_0, \quad \text{and} \quad w^I_\epsilon|_{t=0} = (\tilde{z}^I_0(\epsilon) + \tilde{w}^I_0)/(\rho_\epsilon|_{t=0})$$

for $0 < \epsilon < \epsilon_0$,

(iii) $\{\rho, w^I, \Phi\}$ is the unique solution to the Poisson-Euler equations (1.10)–(1.12) with initial data $\rho_{i=0} = \mu_0 + \tilde{\rho}_0$ and $\omega^I_{i=0} = \tilde{\omega}^I_0/(\mu_0 + \tilde{\rho}_0)$,

(iv) for $p = 1, 2, \ldots, \ell$, $\{\tilde{u}^{ij}_\epsilon, \tilde{\rho}_\epsilon, w^I_\epsilon\}$ satisfies a linear (nonlocal) symmetric hyperbolic system that only depends on and $\{\tilde{u}^{ij}_\epsilon, \tilde{\rho}_\epsilon, \tilde{w}^I_\epsilon \mid q = 1, 2, \ldots, p - 1\}$,

(v) for $p \in \mathbb{Z}_{\geq \ell+1}$, $\{\tilde{u}^{ij}_\epsilon, \tilde{\rho}_\epsilon, w^I_\epsilon\}$ satisfies a linear (nonlocal) symmetric hyperbolic system that only depends on $\epsilon$, $\{\rho, w^I, \Phi, \tilde{u}^{ij}_\epsilon, \tilde{\rho}_\epsilon, \tilde{w}^I_\epsilon \mid q = 1, 2, \ldots, \ell\}$ and $\{\tilde{u}^{ij}_\epsilon, w^I_\epsilon \mid q = \ell + 1, \ell + 2, \ldots, p - 1\}$.

---

6See Proposition 4.1
(vi) \( \{ \bar{v}_{ij}^\epsilon, \rho_\epsilon, w_\epsilon^i \} \) and \( \{ \bar{v}_{ij}^{\, \prime \, \prime}, \bar{p}_\epsilon, \bar{w}_\epsilon^i \} \) \( (\epsilon \geq \ell + 1) \) satisfy the estimates:

\[
\| \bar{v}_{ij}^\epsilon(t) \|_{H^{\ell+1}} + \epsilon \| \partial_t \bar{v}_{ij}^\epsilon(t) \|_{H^{\ell}} + \epsilon \| \partial_t \partial_i \bar{v}_{ij}^\epsilon(t) \|_{H^{\ell-1}} + \epsilon^2 \| \partial_t^2 \bar{v}_{ij}^\epsilon(t) \|_{H^{\ell-1}} \lesssim 1, \\
\| \rho_\epsilon(t) \|_{H^\ell} + \epsilon \| \partial_t \rho_\epsilon(t) \|_{H^{\ell-1}} + \epsilon \| \partial_i \rho_\epsilon(t) \|_{H^{\ell-1}} \lesssim 1, \\
\| \bar{p}_\epsilon(t) \|_{H^{\ell-1}} + \epsilon \| \partial_t \bar{p}_\epsilon(t) \|_{H^{\ell-1}} + \epsilon \| \partial_i \bar{p}_\epsilon(t) \|_{H^{\ell-1}} \lesssim 1, \\
\| \bar{w}_{\epsilon}^i(t) \|_{H^{\ell-1}} + \epsilon \| \partial_t \bar{w}_{\epsilon}^i(t) \|_{H^{\ell-1}} + \epsilon \| \partial_i \bar{w}_{\epsilon}^i(t) \|_{H^{\ell-1}} \lesssim 1,
\]

for all \( (t, \epsilon) \in [0, T_0) \times (0, \epsilon_0) \), and

(vii) \( \{ \bar{v}_{ij}^\epsilon, \rho_\epsilon, w_\epsilon^i \} \) admits convergent expansions (uniform for \( 0 < \epsilon < \epsilon_0 \)) of the form

\[
\bar{v}_{ij}^\epsilon = 4\delta_0^0 \delta_0^i \Phi + \sum_{p=1}^\ell \epsilon^p \bar{v}_{ij}^{\, \prime \, \prime}, \\
\epsilon^\ell \partial_t^\ell \bar{v}_{ij}^{\, \prime \, \prime} = 4\epsilon^\ell \delta_0^0 \delta_0^i \partial_t^\ell \Phi + \sum_{p=1}^\ell \epsilon^{p+\ell} \partial_t^\ell \partial_t^p \bar{v}_{ij}^{\, \prime \, \prime} + \sum_{p=\ell+1}^\infty \epsilon^{p+\ell} \partial_t^\ell \partial_t^p \bar{v}_{ij}^{\, \prime \, \prime}, \\
\epsilon^{\ell+1} \partial_t^{\ell+1} \bar{v}_{ij}^{\, \prime \, \prime} = 4\epsilon^{\ell+1} \delta_0^0 \delta_0^i \partial_t^{\ell+1} \Phi + \sum_{p=1}^\ell \epsilon^{p+\ell+1} \partial_t^{\ell+1} \partial_t^p \bar{v}_{ij}^{\, \prime \, \prime} + \sum_{p=\ell+1}^\infty \epsilon^{p+\ell+1} \partial_t^{\ell+1} \partial_t^p \bar{v}_{ij}^{\, \prime \, \prime}, \\
\partial_t^\ell \rho_\epsilon = \partial_t^\ell \bar{\rho} + \sum_{p=1}^\ell \epsilon^p \partial_t^\ell \partial_t^p \bar{\rho} + \sum_{p=\ell+1}^\infty \epsilon^p \partial_t^\ell \partial_t^p \bar{\rho}, \\
\partial_t^\ell \partial_t^p \bar{w}_{\epsilon}^i = \partial_t^\ell \partial_t^p \bar{w}_{\epsilon}^i + \sum_{p=1}^\ell \epsilon^p \partial_t^\ell \partial_t^p \bar{w}_{\epsilon}^i + \sum_{p=\ell+1}^\infty \epsilon^p \partial_t^\ell \partial_t^p \bar{w}_{\epsilon}^i,
\]

where the expansions are convergent in \( C^\infty([0, T_0); H^{s-\ell-2-\nu}) \) for \( \nu = 0, 1 \).

An important point not explicitly stated in the above Theorem but follows from the proof is that for \( p = 1, 2, \ldots, \ell \) the equations satisfied by coefficients \( \{ \bar{v}_{ij}^\epsilon, \bar{p}_\epsilon, \bar{w}_{\epsilon}^i \} \) from Theorem 1.1(iv) can be derived by assuming a harmonic gauge (2.18) and substituting the expansions of Theorem 1.1(vii) in the Einstein-Euler equations (1.11) and collecting terms together of the same order in \( \epsilon \) up to order \( \ell \). It is this fact that guarantees that the expansions of Theorem 1.1(vii) coincide with the post-Newtonian expansions of order \( \ell \)/2.

As a final remark, all of the results of this article can be adapted to include a cosmological constant \( \Lambda \). The basic changes needed to be made include replacing the stress energy tensor (1.2) by

\[
T_{ij} = (\rho + \epsilon^2) v^i v^j + pg_{ij} - \frac{\Lambda}{\epsilon^2} g_{ij},
\]

and the FLRW equations (1.5) and (1.7) by

\[
\mu(t) + \Lambda = \frac{3}{8} \left[ \frac{a'(t)}{a(t)} \right]^2,
\]

and

\[
\frac{a''(t)}{a(t)} - \frac{1}{2} \left[ \frac{a'(t)}{a(t)} \right]^2 + \frac{2}{3} (\mu(t) + \Lambda) = 2\Lambda.
\]

As shown in [3], the inclusion of a positive cosmological constant guarantees the long time existence of small perturbations of the constant density solution \( \{ \bar{\rho} = \mu, \bar{w}^i = 0, \bar{\Phi} = 0 \} \) of the cosmological
Poisson-Euler equations (1.10)-(1.12). The importance of the long time existence of solutions is that it is a necessary ingredient of any analysis of a lower bound on the time of validity of the post-Newtonian expansions as a function of \( \epsilon \). We plan to address this problem of determining a lower bound on the time of existence of the post-Newtonian expansions in the near future.

2. The Einstein-Euler equations

2.1. Reduced Einstein Equations. In order to derive a suitable symmetric hyperbolic system for the gravitational field equations, we introduce new coordinates related to old ones by the rescaling

\[
\bar{x}^0 = x^0 / \epsilon, \quad \bar{x}^J = x^J,
\]

and let

\[
\bar{\partial}_i = \frac{\partial}{\partial \bar{x}^i}.
\]

In the new coordinates, the spacetime metric \( \bar{g}_{ij} \) and the FLRW metric \( \bar{h}_{ij} \) (see (1.3)) are given by

\[
\bar{g}_{ij} = J^k_i J^l_j g_{kl} \quad \text{and} \quad \bar{h}_{ij} = -\delta^0_i \delta^0_j + a(t)\delta^I_i \delta^J_j,
\]

respectively, where \( J^j_i \) is defined in (1.22). For latter use, we record the non-zero independent components of the Christoffel symbols \( \bar{\gamma}^I_{ij} \) and the curvature \( \bar{R}_{ijkl} \) of the metric \( \bar{h}_{ij} \):

\[
\bar{\gamma}^I_{0J} = \frac{\epsilon}{2} \frac{a'(t)}{a(t)}, \\
\bar{\gamma}^I_{J0} = \frac{\epsilon}{2} a'(t), \\
\bar{R}_{0i0l} = -\frac{\epsilon}{4} 2a(t)a''(t) - |a'(t)|^2
\]

and

\[
\bar{R}_{2121} = \bar{R}_{1313} = \bar{R}_{2323} = \frac{\epsilon^2}{4} |a'(t)|^2.
\]

As discussed in the introduction, we take the symmetric 2-tensor \( \bar{u}^{ij} \) as our primary gravitational variable where

\[
\bar{u}^{ij} = \frac{1}{\epsilon^2} \left( \sqrt{|\bar{g}|} \bar{g}^{ij} - \bar{h}^{ij} \right) \iff \sqrt{|\bar{g}|} \bar{g}^{ij} = \sqrt{|\bar{h}|} (\bar{h}^{ij} + \epsilon^2 \bar{u}^{ij}),
\]

and

\[
|\bar{g}| = -\det(\bar{g}_{ij}) \quad \text{and} \quad |\bar{h}| = -\det(\bar{h}_{ij}) = |a(t)|^3.
\]

Observe that the metric can be recovered from the \( \bar{u}^{ij} \) by the formula

\[
\bar{g}^{ij} = \frac{1}{\sqrt{-|\bar{h}| \det(\bar{g}^{kl})}} \bar{g}^{ij},
\]

where

\[
\bar{g}^{ij} = \bar{h}^{ij} + \epsilon^2 \bar{u}^{ij}.
\]

Substituting (2.7) in to the standard formula for the Christoffel symbols gives

\[
\bar{\Gamma}^k_{ij} = \bar{\gamma}^k_{ij} + \epsilon^2 \left( -\bar{g}_{i(l} D_j) \bar{u}^{kl} + \frac{1}{2} \bar{g}^{kl} \bar{g}_{lm} \bar{g}_{jn} D_l \bar{u}^{mn} - \frac{1}{4} \bar{g}^{kl} \bar{g}_{ij} \bar{g}_{mn} D_l \bar{u}^{mn} + \frac{1}{2} \bar{g}_{lm} \delta^k_{(i} \bar{D}_{j)} \bar{u}^{lm} \right),
\]
where \((\bar{g}_{ij}) = (\hat{g}^{ij})^{-1}\) and \(\bar{D}_k\) is the \(\bar{h}_{ij}\) covariant derivative. Using this formula, the Einstein tensor \(\bar{G}^{ij}\) of the metric \(\bar{g}_{ij}\) is given by

\[
(2.10) \quad |\bar{g}|\bar{G}^{ij} = \frac{\epsilon^2}{2} [\bar{h}_i \left( \bar{g}^{kl} \bar{D}_k \bar{D}_l \bar{u}^{ij} + \epsilon^2 (a_1^{ij} + a_2^{ij} + a_3^{ij}) + b^{ij} + \epsilon c_1^{ij} + \epsilon^2 c_2^{ij} + 4\epsilon^2 \bar{T}^{ij} \right)],
\]

where

\[
(2.11) \quad a_1^{ij} = \frac{1}{2} \left( \frac{1}{2} \hat{g}_{kl} \hat{g}_{mn} - \hat{g}_{km} \hat{g}_{ln} \right) (\hat{g}^{ij} \hat{g}^{pq} - \frac{1}{2} \hat{g}^{ij} \hat{g}^{pq}) \bar{D}_p \bar{u}^{kl} \bar{D}_q \bar{u}^{mn},
\]

\[
(2.12) \quad a_2^{ij} = 2 \hat{g}_{kl} \left( \hat{g}^{n(i} \bar{D}_m \bar{u}^{j)} \bar{D}_n \bar{u} - \frac{1}{2} \hat{g}^{ij} \bar{D}_m \bar{u}^{kn} \bar{D}_n \bar{u}^{ml} - \hat{g}^{mn} \bar{D}_m \bar{u}^{i} \bar{D}_n \bar{u}^{j} \right),
\]

\[
(2.13) \quad a_3^{ij} = \bar{D}_k \bar{u}^{ij} \bar{D}_l \bar{u}^{kl} - \bar{D}_k \bar{u}^{il} \bar{D}_l \bar{u}^{jk},
\]

\[
(2.14) \quad b^{ij} = \hat{g}^{ij} \bar{D}_l \bar{u}^{kl} - 2 \bar{D}_l \bar{D}_k \bar{u}^{(i[j]} \bar{g}^{k]} \bar{u},
\]

\[
(2.15) \quad c_1^{ij} = - (\bar{h}^{ij} \epsilon \bar{u}^{kl} + \epsilon \bar{u}^{ij} \bar{h}^{kl}) \frac{1}{\epsilon^2} \bar{R}_{kl} + \frac{2}{\epsilon^2} \bar{R}_{km} \bar{u}^{(i} \bar{e}^{j)k} \bar{h}^{lm} + \frac{2}{\epsilon^2} \bar{R}_{km} \bar{u}^{(i} \bar{e}^{j)k} \epsilon \bar{u}^{lm},
\]

\[
(2.16) \quad c_2^{ij} = - \epsilon \bar{u}^{ij} \bar{u}^{kl} \frac{1}{\epsilon^2} \bar{R}_{kl} + \frac{2}{\epsilon^2} \bar{R}_{km} \bar{u}^{(i} \bar{e}^{j)k} \epsilon \bar{u}^{lm},
\]

and

\[
(2.17) \quad \bar{T}^{ij} = \mu \bar{u}^{ij}, \quad \bar{u}_i = \frac{1}{\epsilon} \delta_i^0.
\]

To fix the gauge, we set

\[
(2.18) \quad \bar{D}_i \bar{u}^{ij} = 0.
\]

For \(\epsilon > 0\), it is clear from (2.6) that this is equivalent to

\[
\bar{D}_i \left( \sqrt{|\bar{g}|} \bar{g}^{ij} \right) = 0,
\]

and this is easily seen to be equivalent to the harmonic coordinate condition

\[
\bar{g}^{ij} \left( \bar{h}^{ij} - \bar{s}^{ij} \bar{u}^{ij} \right) = 0.
\]

Defining the reduced Einstein tensor \(\bar{G}_{\bar{R}}^{ij}\) by

\[
(2.19) \quad \bar{G}_{\bar{R}}^{ij} = \frac{1}{\epsilon^2} \left( \frac{|\bar{g}|}{|\bar{h}|} \bar{G}^{ij} - \bar{b}^{ij} \right) = \frac{1}{\epsilon} \left( \bar{g}^{kl} \bar{D}_k \bar{D}_l \bar{u}^{ij} + \epsilon^2 (a_1^{ij} + a_2^{ij} + a_3^{ij}) + \epsilon c_1^{ij} + \epsilon^2 c_2^{ij} + 4\epsilon^2 \bar{T}^{ij} \right),
\]

the Einstein equation \(\bar{G}^{ij} = 2\epsilon^2 \bar{T}^{ij}\) in the gauge (2.18) becomes

\[
(2.20) \quad \bar{G}_{\bar{R}}^{ij} = 2\epsilon^2 \frac{|\bar{g}|}{|\bar{h}|} \bar{T}^{ij},
\]

where

\[
(2.21) \quad \bar{T}^{ij} = (\rho + \epsilon^2 \bar{p}) \bar{v}^i \bar{v}^j + \bar{p} \bar{g}^{ij} \quad \text{and} \quad \bar{v}^i \bar{v}_j = - \frac{1}{\epsilon^2}.
\]

To write the reduced Einstein equations (2.20) in first order form, we introduce the variables

\[
(2.22) \quad u^{ij} = \epsilon \bar{u}^{ij} \quad \text{and} \quad u_k^{ij} = \bar{D}_k \bar{u}^{ij}.
\]

With these variables, we have that

\[
\bar{D}_k u_k^{ij} = \bar{D}_k u^{ij} - \frac{2}{\epsilon} \bar{R}_{klm} (u^{ij})^m,
\]

or equivalently

\[
(2.23) \quad \bar{\partial}_k u_k^{ij} = \bar{D}_k u_k^{ij} + 2 \bar{g}_{klm} (u_k^{ij})^m - 2 \bar{g}_{klm} (u_k^{ij})^m - \frac{2}{\epsilon} \bar{R}_{klm} (u_k^{ij})^m.
\]
In particular, this implies that
\begin{equation}
\partial_{0} u_{i}^{j} = \partial_{t} u_{i}^{j} + 2\gamma_{0m} u_{m}^{j} - 2\gamma_{i0m} u_{m}^{j} - 2 \frac{\epsilon}{\epsilon} R_{0lm}^{i} (u^{l} m),
\end{equation}
and hence
\begin{equation}
\begin{aligned}
g^{kl} D_{k} D_{l} u^{ij} &= g^{00} \partial_{0} u_{i}^{j} + g^{0l} \partial_{l} u_{i}^{j} + g^{l0} \partial_{0} u_{i}^{j} + g^{lj} \partial_{l} u_{i}^{j} + g^{kl} (-\gamma_{klm} u_{m}^{j} + 2\gamma_{i}^{i} u_{m}^{j} m)
\end{aligned}
\end{equation}
\begin{equation}
(2.25)
\end{equation}
where
\begin{equation}
d_{1}^{ij} = \bar{h}^{ij} \left( -\frac{1}{\epsilon} \gamma_{klm} u_{m}^{j} + \frac{2}{\epsilon} \gamma_{i}^{i} u_{m}^{j} m \right)
\end{equation}
and
\begin{equation}
d_{2}^{ij} = u^{kl} \left( -\frac{1}{\epsilon} \gamma_{klm} u_{m}^{j} + \frac{2}{\epsilon} \gamma_{i}^{i} u_{m}^{j} m \right) + u^{0l} \left( \frac{2}{\epsilon} \gamma_{0m} u_{m}^{j} + \frac{2}{\epsilon} \gamma_{0m} u_{m}^{j} - \frac{2}{\epsilon^{2}} \bar{R}_{0lm}^{i} (u^{l} m) \right).
\end{equation}
Setting
\begin{equation}
e_{ij} = \frac{2}{\epsilon} \gamma_{0m} u_{m}^{j} + \frac{2}{\epsilon} \gamma_{0m} u_{m}^{j} - \frac{2}{\epsilon^{2}} \bar{R}_{0lm}^{i} (u^{l} m),
\end{equation}
equations (2.24) and (2.25) can be used to write the reduced Einstein equations (2.20) in the following first order form
\begin{equation}
-a(t) \bar{g}^{00} \partial_{0} u_{0}^{ij} = 2a(t) u^{0l} \partial_{l} u_{0}^{ij} + \frac{1}{\epsilon} a(t) \bar{g}^{ij} \partial_{l} u_{0}^{ij} + a(t) \left( e_{i}^{ij} + d_{1}^{ij} \right)
\end{equation}
\begin{equation}
(2.29)
\end{equation}
\begin{equation}
\begin{aligned}
a(t) \bar{g}^{ij} \partial_{l} u_{0}^{ij} &= \frac{1}{\epsilon} a(t) \bar{g}^{ij} \partial_{l} u_{0}^{ij} + a(t) \bar{g}^{ij} \partial_{l} u_{0}^{ij},
\end{aligned}
\end{equation}
and
\begin{equation}
\partial_{t} u_{0}^{ij} = u_{0}^{ij} - \frac{2}{\epsilon} \gamma_{0m} u_{m}^{j} k.
\end{equation}

For their definition, the reduced Einstein equations (2.29)-(2.31) require that the matrix \( \bar{g}^{ij} \) is invertible. For fixed \(-\sqrt{2/(3\mu_0)} < \tau_0 < 0 \) and \( \tau_1 > 0 \), it is clear from (1.8) that
\begin{equation}
0 < a(\tau_0) \leq a(t) \leq a(T_0) \quad \forall \ t \in [\tau_0, \tau_1].
\end{equation}
This implies that the set
\begin{equation}
\mathcal{V}_{\tau_0, \tau_1} = \{ (r^{ij}) \in \mathbb{M}_{4 \times 4} \mid \text{det}(\bar{g}^{ij} + r^{ij}) > 0 \quad \forall \ t \in [\tau_0, \tau_1] \}
\end{equation}
is open and contains the origin \( (r^{ij}) = 0 \), and moreover, that the reduced Einstein equations (2.20)- (2.31) are well defined for all \( t \in (\tau_0, \tau_1) \) and \( \epsilon u^{ij} \) \( \in \mathcal{V}_{\tau_0, \tau_1} \).

2.2. Regularized Euler equations. In the coordinates \( (\bar{x}^{i}) \), the Euler equations are given by
\begin{equation}
\nabla_{i} \bar{T}^{ij} = 0
\end{equation}
(2.32)
where \( \bar{T}^{ij} = (\rho + \frac{\epsilon^{2}}{p}) \bar{v}^{i} \bar{v}^{j} + p \bar{g}^{ij} \) and the fluid velocity \( \bar{v}^{i} \) is normalized according to
\begin{equation}
\bar{v}_{i} \bar{v}^{i} = -\frac{1}{\epsilon^{2}}.
\end{equation}
(2.33)
To derive a symmetric hyperbolic system for the Euler system, we follow the method of [2] and differentiate (2.33) to get
\begin{equation}
\bar{v}_{i} \nabla_{j} \bar{v}^{i} = 0
\end{equation}
(2.34)
which in turn implies
\begin{equation}
(2.35) \quad \tilde{v}^i \tilde{v}_i \tilde{\nabla}_j \tilde{v}^j = 0.
\end{equation}

Writing out (2.32) explicitly, we have
\begin{equation}
(2.36) \quad (\tilde{\partial}_i \rho + \epsilon^2 \tilde{\partial}_p) \tilde{v}^i \tilde{v}^j + (\rho + \epsilon^2 p) (\tilde{v}^i \tilde{\nabla}_i \tilde{v}^j + \tilde{v}^i \tilde{\nabla}_i \tilde{v}^j) + \tilde{g}^{ij} \tilde{\partial}_i \rho = 0.
\end{equation}

Next, we observe that the operator
\begin{equation}
L_i = \delta_i^j + \epsilon^2 \tilde{v}^j \tilde{v}_i
\end{equation}
projects into subspace orthogonal to the fluid velocity \( \tilde{v}^i \), i.e. \( L_i^j L_k^i = L_k^j \) and \( L_i^j \tilde{v}^i = 0 \). Applying this operator to project (2.36) into components parallel and orthogonal to \( \tilde{v}^i \) yields, after using the relations (2.39)–(2.35), the following system\(^7\)
\begin{align}
(2.37) & \quad \frac{f'(\rho)}{(\rho + \epsilon^2 f(\rho))^2} \tilde{v}^i \tilde{\partial}_i \rho + \frac{f'(\rho)}{\rho + \epsilon^2 f(\rho)} L_j^i \tilde{\nabla}_i \tilde{v}^j = 0, \\
(2.38) & \quad M_{ij} \tilde{v}^k \tilde{\nabla}_k \tilde{v}^j + \frac{f'(\rho)}{\rho + \epsilon^2 p} L_j^i \tilde{\partial}_i \rho = 0,
\end{align}
where
\begin{equation}
M_{ij} = \tilde{g}_{ij} + 2 \epsilon^2 \tilde{v}^i \tilde{v}_j.
\end{equation}

As discussed in the introduction, we need to introduce a new fluid four-vector by
\begin{equation}
(2.39) \quad w^i = \tilde{v}^i - \xi^i = \tilde{v}^i - \frac{\delta_i^j}{\epsilon}
\end{equation}
So, letting
\begin{equation}
(2.40) \quad \mathbf{w} = (\rho, w^i)^T
\end{equation}
allows us to write the system (2.37)–(2.38) as
\begin{equation}
(2.41) \quad A^0_M \tilde{\partial}_i \mathbf{w} = A^I_M \tilde{\partial}_i \mathbf{w} + F_M,
\end{equation}
where
\begin{align}
(2.42) & \quad A^0_M = \left( \frac{f'(\rho)(1 + \epsilon w^0)}{\rho + \epsilon^2 f(\rho)} \tilde{L}_i^j \right) - \frac{\epsilon f'(\rho)}{\rho + \epsilon^2 f(\rho)} L_i^j, \\
(2.43) & \quad A^I_M = \left( -\frac{f'(\rho) w^i \tilde{L}_i^j}{(\rho + \epsilon^2 f(\rho))^2} - \frac{f'(\rho)}{\rho + \epsilon^2 f(\rho)} L_i^j \right) - M_{ij} \tilde{w}^j,
\end{align}
and
\begin{equation}
(2.44) \quad F_M = \left( \frac{f'(\rho)}{\rho + \epsilon^2 f(\rho)} L_i^j \tilde{\gamma}_d^j \tilde{\gamma}_d^i \tilde{v}^d - \frac{f'(\rho)}{\rho + \epsilon^2 f(\rho)} L_i^j \tilde{\gamma}_d^j \tilde{v}^d \right).
\end{equation}

\(^7\)Recall that we are assuming that the fluid satisfies an adiabatic equation of state \( p = f(\rho) \) (see (1.9)).
Next, a straightforward calculation using (2.7) and (2.9) shows that
\[ M_{ij} = \bar{h}_{ij} + 2\delta^{0}_{i}\delta^{0}_{j} + \epsilon m_{ij}(\epsilon, t, u^{kl}, w^{k}), \]
\[ L^{\epsilon}_{j} = \delta^{j}_{\epsilon} - \delta^{0}_{0}\delta^{0}_{j} + \epsilon L^{0}_{j}(\epsilon, t, u^{kl}, w^{k}), \]
\[ L^{\epsilon}_{j}(\gamma^{i}_{\epsilon} - \bar{\gamma}^{i}_{\epsilon})\bar{v}^{l} = \epsilon q_{0}(\epsilon, t, u^{ij}, u^{ij}_{k}, w^{i}), \]
\[ L^{\epsilon}_{j}\bar{v}^{l}_{ij} = 3\frac{a'(t)}{2a(t)} + \epsilon q_{1}(\epsilon, t, u^{ij}, w^{i}), \]
\[ (\bar{\gamma}^{j}_{kl} - \bar{\Gamma}^{j}_{kl})\bar{v}^{k}\bar{v}^{l} = -u^{0}_{0} + \frac{1}{4}\delta^{ij}(3u^{00}_{0} - a(t)\delta_{KL}u^{KL}_{0}) \]
\[ \quad \quad - \frac{1}{4}\delta^{ij} \left( \frac{1}{a(t)}u^{00}_{I} + \delta_{KL}u^{KL}_{I} \right) + \epsilon q_{0}(\epsilon, t, u^{ij}, u^{ij}_{k}, w^{i}), \]
\[ \bar{\gamma}^{j}_{kl}\bar{v}^{k}\bar{v}^{l} = \frac{a'(t)}{a(t)}\delta^{j}_{I}w^{l} + \epsilon \left[ \frac{1}{\epsilon}\bar{\gamma}^{j}_{kl}w^{k}w^{l} \right], \]
where the maps \( m_{ij}, L^{\epsilon}_{j}, q_{0}, q_{1}, \) and \( q_{0}^{0} \) are analytic in all their variables provided that \( t \in (\tau_{0}, \tau_{1}) \) and \( (\epsilon u^{ij}) \in \mathcal{V}_{\tau_{0}, \tau_{1}} \). Using these expressions, we can decompose \( A^{0}_{M}, A^{1}_{M}, \) and \( F_{M} \) as
\[ A^{0}_{M} = A^{0}_{M,0} + \epsilon A^{0}_{M,1}(t, \epsilon, u^{ij}, \rho, w^{i}), \]
\[ A^{1}_{M} = A^{1}_{M,0} + \epsilon A^{1}_{M,1}(t, \epsilon, u^{ij}, \rho, w^{i}), \]
\[ F_{M} = F_{M,0} + \epsilon F_{M,1}(t, \epsilon, u^{ij}, u^{ij}_{k}, \rho, w^{i}), \]
where
\[ A^{0}_{M,0} = \begin{pmatrix} \frac{f^{(\rho)}}{\rho} & 0 \\ \bar{h}_{ij} + 2\delta^{0}_{i}\delta^{0}_{j} & 0 \end{pmatrix}, \]
\[ A^{1}_{M,0} = \begin{pmatrix} -\frac{f^{(\rho)}w^{I}}{\rho} & -\frac{f^{(\rho)}}{\rho}\delta^{I}_{j} \\ -\frac{f^{(\rho)}}{\rho}\delta^{I}_{j} & -(\bar{h}_{ij} + 2\delta^{0}_{i}\delta^{0}_{j})w^{I} \end{pmatrix}, \]
\[ F_{M,0} = \begin{pmatrix} -\frac{f^{(\rho)}\bar{v}^{l}_{ij}}{\rho} & -\frac{f^{(\rho)}}{\rho}\bar{v}^{l}_{ij} \\ -\frac{f^{(\rho)}}{\rho}\bar{v}^{l}_{ij} & -(\bar{h}_{ij} + 2\delta^{0}_{i}\delta^{0}_{j})w^{I} \end{pmatrix} \]
and the maps \( A^{0}_{M,1}, A^{1}_{M,0}, F_{M,1} \) are analytic in all their variables provided that \( t \in (\tau_{0}, \tau_{1}) \) and \( (\epsilon u^{ij}) \in \mathcal{V}_{\tau_{0}, \tau_{1}} \).

### 2.3 A nonlocal symmetric hyperbolic formulation.

To bring the reduced Einstein equations (2.29) to a form that is suitable to analyze the limit \( \epsilon \searrow 0 \), we replace the \( u^{ij}_{k} \) with the variables
\[ W^{ij}_{I} = u^{ij}_{I} - \partial_{I}\Phi^{ij}, \]
where the \( \Phi^{ij} \) satisfy
\[ (\delta^{ij} + a(t)\epsilon u^{ij})\partial_{I}\partial_{J}\Phi^{ij} = 4\epsilon^{2}a(t)\Pi \left( \frac{[\bar{\gamma}]}{[h]}(\bar{T}^{ij} - \bar{T}) \right). \]
A short calculation shows that
\[ 4\epsilon^{2} \left( \frac{[\bar{\gamma}]}{[h]}(\bar{T}^{ij} - \bar{T}) \right) = 4(\rho - \mu(t))\delta^{ij}_{0}\delta^{0}_{i} + \epsilon \left[ 8\delta^{ij}_{0}\rho w^{ij} + 4\delta^{ij}_{0}\rho \bar{h}_{kl}w^{kl} \right] + \epsilon^{2}S^{ij}_{0}(\epsilon, t, u^{kl}, \rho, w^{k}), \]
where again the map $S_{ij}^{ij}$ is analytic in all variables provided that $t \in (\tau_0, T_0)$ and $(e u^{ij}) \in \mathcal{V}_{\tau_0, \tau_1}$. In addition to $\Phi^{ij}$, we will also need the time derivative

$$\dot{\Phi}^{ij} = \partial_t \Phi^{ij}$$

which satisfies

$$\dot{\delta}^{ij}_{\rho} + a(t) e u^{ij} \partial_t \partial_j \dot{\Phi}^{ij} = -e u^{ij} \partial_t \partial_j \Phi^{ij} + 4 \epsilon^2 a(t) \Pi \partial_t \left( \frac{\partial \delta^{ij}}{\partial t} T^{ij} - \overline{T}^{ij} \right) + 4 \epsilon^2 a(t) \Pi \left( \frac{\partial \delta^{ij}}{\partial t} T^{ij} - \overline{T}^{ij} \right).$$

Using (2.37)-(2.38) to replace the time derivatives of $\rho$ and $u^i$ in favor of spatial derivatives, we find that

$$4 \epsilon^2 \partial_t \left( \frac{\partial \delta^{ij}}{\partial t} T^{ij} - \overline{T}^{ij} \right) = -4 \left( \partial_t (\rho w^t) + \frac{3 a'(t)}{2 a(t)} (\rho - \mu(t)) \right) \delta_{ij}^{00} + \epsilon \left[ -8 \partial_t (w^t \delta_{ij}^{00} + \rho \delta_{ij}^{00}) \right]$$

$$- \frac{8}{a(t)} \delta_{ij}^{00} \partial_t f(\rho) - \frac{8 a'(t)}{a(t)} \left( \frac{3}{2} \delta_{ij}^{00} \rho u^j + \delta_{ij}^{00} \rho u^j \right) + 8 \rho \delta_{ij}^{00} \beta^j$$

$$+ 4 \epsilon \partial_t \left( \left( -\partial_t (\rho w^t) - \frac{3 a'(t)}{2 a(t)} \right) h_{kl} u^k + \rho (a'(t) u^{ij} + h_{kl} u^k u^l) \right)$$

$$\left( 2 \epsilon \left[ S_{ij}^{ij} (\epsilon, t, u^k, \rho, w^k) + S_{ij}^{ij} (e, t, u^k, \rho, w^k, \partial_K \rho, \partial_K w^k, u^m) \right] \right)$$

where

$$\beta^j = -u_{ij}^{00} + \frac{1}{\epsilon} \delta_{ij}^{00} (a(t) \delta_{KL} u_{KL}^{00} - \frac{1}{4} \delta_{ij}^{00} \left( \frac{1}{a(t)} u_{ij}^{00} + \delta_{KL} u_{KL}^{00} \right)),$$

and the maps $S_{ij}^{ij}$ $(\alpha = 1, 2)$ are analytic in all variables provided that $t \in (\tau_0, T_0)$, $(e u^{ij}) \in \mathcal{V}_{\tau_0, \tau_1}$, and $1 + e u^0 > 0$, and $S_{ij}^{ij}$ is linear in $(\partial_K \rho, \partial_K w^k, u^m)$.

Substituting (2.51) into (2.29)-(2.30) gives

$$-a(t) \delta_{ij}^{00} \partial_t u_{ij}^{00} = 2 a(t) u^0 \partial_t u_{ij}^{00} + \frac{1}{\epsilon} a(t) \delta_{ij}^{00} \partial_t W^{ij} + a(t) \left( \partial_t e^{ij} + \partial_t \eta^{ij} \right)$$

$$+ \epsilon a(t) \left( a_1^{ij} + a_2^{ij} + a_3^{ij} + a_4^{ij} + a_5^{ij} \right) + \phi(t),$$

$$a(t) \delta_{ij}^{00} \partial_t W^{ij} = \frac{1}{\epsilon} a(t) \delta_{ij}^{00} \partial_t u_{ij}^{00} + a(t) \delta_{ij}^{00} \left( -\partial_j \Phi^{ij} + \epsilon \eta^{ij} \right),$$

where

$$\phi^{ij}(t) = 4 \epsilon a(t) \left( 1 \left| \frac{\partial \delta^{ij}}{\partial t} - \frac{\partial \delta^{ij}}{T^{ij}} \right| L^2 \right).$$

Differentiating (2.58) with respect to $t$ while using (2.53) and (2.55), we find that

$$\phi^{ij}(t) = -\frac{1}{2} \phi^{ij}(t) + F_{\phi}^{ij} - \epsilon \left( \frac{1}{2} a(t) \frac{3}{2} s_{ij}^{00} + a(t) (S_{ij}^{ij} + S_{ij}^{ij} \right) \right) L^2,$$

where

$$F_{\phi}^{ij} = 8 a(t) (1 | \rho w^t \right) _L^2 \delta_{ij}^{00} (\delta_{ij}^{00} - 8 a(t) \left( 1 \partial_t (1 | \rho (a'(t) u^{ij} + h_{kl} u^k u^l) \right) L^2$$

$$+ 2 (\Pi | \epsilon \delta_{ij}^{00} (u_{ij}^{00} + a(t) \delta_{KL} u_{KL}^{00} \right) L^2 - 4 a(t) (1 | \rho (a'(t) u^{ij} + h_{kl} u^k u^l) \right) L^2 \delta_{ij}^{00} \delta_{ij}^{00}.$$
where

\[ A^0 = \begin{pmatrix} A_G^0 & 0 \\ 0 & A_{M,0}^0 + \epsilon A_{M,1}^0 \end{pmatrix}, \]

\[ A_{G}^0 = \begin{pmatrix} a(t)(1 - \epsilon u_0) & 0 \\ 0 & (\delta^{IJ} + \epsilon a(t)u^{IJ}) \\ 0 & 0 & 1 \end{pmatrix}, \]

\[ A_{M}^0 = \begin{pmatrix} 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]

\[ A_{G}^{*} = \begin{pmatrix} \frac{A_{G}^*}{A_{M,0}^*} & 0 \\ 0 & (\delta^{IJ} + \epsilon a(t)u^{IJ}) \end{pmatrix}, \]

\[ A_{M}^{*} = \begin{pmatrix} 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]

\[ C^I = \begin{pmatrix} C_{G}^I \\ 0 \\ 0 \end{pmatrix}, \]

\[ C_{G}^{I*} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \]

and

\[ F_0 = \begin{pmatrix} a(t) (c_i^j + d_i^j) + \phi_i^j \\ -\delta^{ij} \partial_j \Phi_0 \delta_{ij}^2 + \delta^{ij} e_i^j \\ u_i^j - \frac{2}{\epsilon} \gamma_0 u_i^j \end{pmatrix}, \]

\[ \tilde{F}_{M,0} = \frac{1}{\epsilon} \left( f^i(t) \frac{3}{\rho} \alpha(t) \right) \]

\[ \tilde{\beta}^j = -u_0^{(0)} + \frac{1}{4} \delta_{ij} (3u_0^{(0)} - a(t)\delta_{KL}u_0^{KL}) - \frac{1}{4} \delta_{ij} \left( \frac{1}{a(t)}u_i^l + \delta_{KL}u_i^{KL} \right) - \frac{a'(t)}{a(t)} \delta_{ij} w^l, \]

\[ \Phi_0 = 4a(t) \Delta^{-1} \Pi(\rho - \mu(t)), \]

\[ \tilde{\Phi}_0 = -4a(t) \Pi \left( \partial_t (\rho w^l) + \frac{1}{2} \frac{a'(t)}{a(t)} (\rho - \mu(t)) \right), \]

\[ F_1 = \begin{pmatrix} a(t) (a_1^j + a_2^j + a_3^j + c_i^j + d_i^j) \\ -\frac{1}{\epsilon} \delta^{IJ} \partial_J \Phi^j - \Phi_0 \delta_0 \delta^i_0 + a(t)u^{IJ} \left[ -\partial_J \Phi^j + e_i^j \right] \}

\[ -\left( \frac{1}{\epsilon} \left( F_{M,0} - \tilde{F}_{M,0} \right) + F_{M,1} \right) \]
2.4. **Well-posedness of the nonlocal system.** With the evolution equations in a suitable form, we now verify that the system is well-posed. To do this, we will repeatedly use the following elementary facts concerning analytic maps:

**Lemma 2.1.** Let $X$, $Y$, and $Z$ be Banach spaces with $U \subset X$ and $V \subset Y$ open.

(i) If $L : X \rightarrow Y$ is a continuous linear map, then $L \in C^\omega(X,Y)$.

(ii) If $B : X \times Y \rightarrow Z$ is a continuous bilinear map, then $B \in C^\omega(X \times Y,Z)$.

(iii) If $f \in C^\omega(U,Y)$, $g \in C^\omega(V,Z)$ and $\text{ran}(f) \subset V$, then $g \circ f \in C^\omega(U,Z)$.

We also recall the well-known Multiplication Lemma.

**Lemma 2.2.** Suppose $s_1, s_2 \geq s_3 \geq 0$ and $s_3 < s_1 + s_2 - 3/2$. Then there exists a constant $C > 0$ such that

$$\|\psi_1 \psi_2\|_{H^{s_3}} \leq C \|\psi_1\|_{H^{s_1}} \|\psi_2\|_{H^{s_2}}$$

for all $\psi_1 \in H^{s_1}$ and $\psi_2 \in H^{s_2}$.

This lemma shows that the bilinear map

$$(2.76) \quad H^{s_1} \times H^{s_2} \ni (\psi_1, \psi_2) \longmapsto \psi_1 \psi_2 \in H^{s_3}$$

is continuous, and hence analytic, provided that $s_1, s_2 \geq s_3 \geq 0$ and $s_3 < s_1 + s_2 - 3/2$. In particular, $H^s$ is a Banach algebra for $s > 3/2$ which implies that there exists a constant $C_s > 0$ such that

$$(2.77) \quad \|\psi_1 \psi_2\|_s \leq C_s \|\psi_1\|_{H^s} \|\psi_2\|_{H^s}$$

for all $\psi_1, \psi_2 \in H^s$. This can be used to prove the following important proposition concerning analytic maps. For a proof, see Proposition 3.6 of [11].

**Proposition 2.3.** Suppose $s > 3/2$, $F \in C^\omega(B_{R}(\mathbb{R}^N), \mathbb{R})$, $C_s$ is the constant from the inequality (2.77), and that

$$F(y_1, \ldots, y_N) = F_0 + \sum_{|\alpha| \geq 1} c_\alpha y_1^{\alpha_1} y_2^{\alpha_2} \cdots y_N^{\alpha_N}$$

is the power series expansion for $F(y)$ about 0. Then the map

$$(B_{R}(H^s))^N \ni (\psi_1, \psi_2, \ldots, \psi_N) \longmapsto F(\psi_1, \psi_2, \ldots, \psi_N) \in H^s$$

is in $C^\omega((B_{R/C_s}(H^k))^N, H^s)$, and

$$F(\psi_1, \ldots, \psi_N) = F_0 + \sum_{|\alpha| \geq 1} c_\alpha \psi_1^{\alpha_1} f_2^{\alpha_2} \cdots \psi_N^{\alpha_N}$$

for all $(\psi_1, \ldots, \psi_N) \in (B_{R/C_s}(H^s))^N$.

The first step in establishing well-posedness is to show that the maps $\Phi$ and $\dot{\Phi}$ are well-defined and analytic.

**Lemma 2.4.** Suppose $R > 0$ and $s > 3/2$. Then there exists an $\epsilon_0 > 0$ and an analytic map

$$(-\epsilon_0, \epsilon_0) \times (\tau_0, T_0) \times H^s \times H^s(\mathbb{R}^4) \times B_{R}(H^s(\mathbb{S}_4)) \ni (\epsilon, t, \rho, w^i, u^{ij}) \longmapsto (\Phi^{ij}) \in \tilde{H}^{s+2}(\mathbb{S}_4)$$

that satisfies (2.32) and

$$\Phi^{ij} \big|_{t=0} = 4a(t) \delta^i_0 \delta^j_0 \Delta^{-1} \Pi(\rho - \mu(t)).$$
Proof. First we observe that for a fixed $R > 0$, the Born series
\[
\left[ (\delta^{IJ} + ca(t)u^{IJ})\partial_I \partial_J \right]^{-1} = \left[ \mathbb{I} + ca(t)\Delta^{-1}u^{IJ}\partial_I \partial_J \right]^{-1} \Delta^{-1} = \sum_{n=0}^{\infty} c^n (-1)^n a(t)n(\Delta^{-1}u^{IJ}\partial_I \partial_J)^n \Delta^{-1},
\]
the Multiplication Lemma $2.2$ and the invertibility of the Laplacian $\Delta : \tilde{H}^{s+2} \to \tilde{H}^s$ show that there exists an $\epsilon_0 > 0$ such that the map
\[(2.78)\]
$$(-\epsilon_0, \epsilon_0) \times (\tau_0, T_0) \times B_R(\tilde{H}^{s+2}(S_3)) \times \tilde{H}^s(S_4) \ni (\epsilon, t, u^{IJ}, \Psi^{ij}) \mapsto \left[ (\delta^{IJ} + ca(t)u^{IJ})\partial_I \partial_J \right]^{-1} \Psi^{ij} \in \tilde{H}^{s+2}(S_4)$$
is well defined and analytic. Also, by Lemma $2.1$ and Proposition $2.3$ we see that (shrinking $\epsilon_0$ if necessary) the map
\[(2.79)\]
$$(-\epsilon_0, \epsilon_0) \times (\tau_0, T_0) \times H^s \times H^s(\mathbb{R}^4) \times H_R^s(S_4) \ni (\epsilon, t, \rho, w^i, u^{ij}) \mapsto 4^2 a(t) \Pi \left( \frac{\tilde{g}}{|h|} - \tilde{T}^{ij} \right) \in H^s(S_4)$$
is well-defined and analytic. The proof then follows directly from composing the two analytic maps (2.78)-(2.79), i.e.
$$\Phi^{ij} = \left[ (\delta^{IJ} + ca(t)u^{IJ})\partial_I \partial_J \right]^{-1} \left[ 4^2 a(t) \Pi \left( \frac{\tilde{g}}{|h|} - \tilde{T}^{ij} \right) \right],$$
which is again analytic by Lemma $2.1$.

\[\square\]

Lemma 2.5. Suppose $R > 0$ and $s > 3/2$. Then there exists an $\epsilon_0 > 0$ and an analytic map
\[(2.80)\]
$$(-\epsilon_0, \epsilon_0) \times (\tau_0, T_0) \times H^s \times H^s(\mathbb{R}^4) \times B_R(\tilde{H}^s(S_4)) \times H_R^s(S_4) \ni (\epsilon, t, \rho, w^i, u^{ij}) \mapsto (\Phi^{ij}) \in \tilde{H}^{s+1}(S_4)$$
that satisfies (2.54) and
$$\Phi^{ij}|_{\epsilon = 0} = -4a(t)\delta_{0}^{ij}\Delta^{-1} \Pi \left( \partial_1 \rho w^t + \frac{1}{2a(t)} \frac{a'(t)}{a(t)} (\rho - \mu(t)) \right).$$

Proof. The proof follows from a routine adaptation of the proof of Lemma $2.4$.

Next, we introduce the space
$$\mathcal{H}_R^* = H^s(S_4) \times (H^s(S_4)) \times B_R(\tilde{H}^s(S_4)) \times S_4 \times H^s \times B_R(H^s) \times H^s(\mathbb{R}^3)$$
and let $H^s = \mathcal{H}_\infty^s$.

Lemma 2.6. Suppose $R > 0$ and $s > 3/2$. Then there exists an $\epsilon_0 > 0$ such that the maps
\[(2.81)\]
$$(\tau_0, T_0) \times (-\epsilon_0, \epsilon_0) \times \mathcal{H}_R^* \ni (t, \epsilon, u^{ij}, W_i^I, u^{ij}, \phi^{ij}, \rho, w^0, u^I) \mapsto F_a \in \mathcal{H}^{s+1}$$( $\alpha = 0, 1$)
are analytic.

Proof. Follows directly from Proposition $2.3$ and Lemmas $2.4$, $2.5$, and $2.6$.

With the analyticity of the maps $F_0, F_1$ established, local existence, uniqueness, and continuation of solutions to the nonlocal symmetric hyperbolic system (2.61) follow from standard arguments (see for example [30], Chapter 16). In particular, we can apply the local existence results of Schochet [26, 27] (see also [14, 15]) to obtain the existence of solution to (2.61) on spacetime regions of the form $D = [0, T) \times \mathbb{T}^3$ where $T$ is independent of $\epsilon$. This will be discussed in detail in Section 4.2.
3. Initialization

3.1. Constraint equations. In order to solve the initial value problem for the Einstein equations, we must first construct initial data that satisfies the following constraint equations on the initial hypersurface defined by $t = 0$:

$$
(\dot{G}^{ij} - 2\epsilon^4 T^{ij})|_{t=0} = 0 
\quad \text{(gravitational constraints)},
$$

$$
D_t \bar{u}^j|_{t=0} = 0 
\quad \text{(harmonic gauge condition)},
$$

and

$$
\left(\bar{g}_{ij} \tilde{v}^i \tilde{v}^j + \frac{1}{\epsilon^2}\right)|_{t=0} = 0 
\quad \text{(fluid 4-velocity normalization)}.
$$

A short calculation using (2.1)-(2.2) shows that the harmonic condition (3.2) is equivalent to

$$
\partial_t \bar{u}^{00} = -\frac{1}{\epsilon} \partial_t \bar{u}^{00} - \frac{a'(t)}{2a(t)} (3\bar{u}^{00} + a(t)\delta_{IJ} \bar{u}^{IJ}),
$$

$$
\partial_t \bar{u}^{0J} = -\frac{1}{\epsilon} \partial_t \bar{u}^{0J} - 5\delta'(t) \bar{u}^{00}.
$$

Using formulas (2.7) and (2.10)-(2.17), it is not difficult to verify that the gravitational constraint equations (3.1) do not involve second order time derivatives. In fact, using (3.4)-(3.5), the top derivative terms can be expanded as

$$
\dot{g}^{ij} D_k \bar{u}^{0j} + \bar{g}^{ij} = \frac{1}{a(t)} \Delta \bar{u}^{0j} - \delta_0^j \partial_I \bar{u}^{IJ} + \epsilon \left[ \delta_0^j \left( \partial_I \partial_I \bar{u}^{IJ} + \frac{a'(t)}{a(t)} \delta^{JK} \partial_K \bar{u}^{00} \right) \right] + \epsilon^2 \left[ f_0^1 (\epsilon, t, \bar{u}^{ij}) + f_1 (\epsilon, t, \bar{u}^{ij}, \partial_I \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_I \bar{u}^{ij}) \right]
$$

where $f_0$ and $f_1$ are analytic in all of their variables, and $f_2$ is linear in $(\partial_K \partial_L \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_L \bar{u}^{ij})$. Together, (2.7), (2.10)-(2.17), (2.53), and (3.6) show that the constraint equations (when evaluated at $t = 0$) can be written as

$$
\Delta \bar{u}^{0j} - \delta_0^j a_0 \left[ 4(\rho - \mu) + \partial_I \bar{u}^{IJ} \right] + \epsilon a_0 \left[ -4\rho \delta_0^j + w^j \right] + \delta_0^j \left( \partial_I \partial_I \bar{u}^{IJ} + \frac{a'(0)}{a_0^2} \epsilon \delta^{JK} \partial_K \bar{u}^{00} \right) + \delta_0^j \left( \partial_I \partial_I \bar{u}^{IJ} \right) + \epsilon^2 \left[ f_2^1 (\epsilon, \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_I \bar{u}^{ij}) \right] + f_4^1 (\epsilon, \bar{u}^{ij}, \rho, w^0, \rho w^I) = 0,
$$

where for any $R > 0$ there exists an $\epsilon_0 > 0$ such that the maps $f_\alpha$ ($\alpha = 2, 3, 4$) are analytic in all their variables provided $|\epsilon| < \epsilon_0$, and $|\bar{u}^{ij}| < R$. $f_2^1$ is linear in $(\partial_K \partial_L \bar{u}^{ij}, \partial_K \bar{u}^{ij}, \partial_L \bar{u}^{ij})$, and $f_4^1$ is quadratic in $(\partial_K \bar{u}^{ij}, \partial_K \bar{u}^{ij})$. Also, an easy calculation using (2.7) shows that (3.3) takes the form

$$
w^0 + \frac{1}{\epsilon} \frac{\bar{g}_{0I} w^I + \sqrt{\epsilon^2 (\bar{g}_{0J} w^J)^2 - \bar{g}_{00} (\epsilon^2 \bar{g}_{1J} w^I w^J + 1)}}{\epsilon g_{00}} = w^0 - \epsilon f_0 (\epsilon, \bar{u}^{ij}, w^I) = 0,
$$

where the map $f_0$ is analytic provided $|\epsilon| < \epsilon_0$, $|\bar{u}^{ij}| < R$, and $|w^I| < R$. 

3.2. **IJ-components of the reduced Einstein Equations.** The \(IJ\)-components of the FLRW wave operator acting on \(\bar{u}^{ij}\) are given by

\[
\tilde{R}^{ij} = -\frac{\epsilon^2}{a(t)^2} \partial_t^2 \bar{u}^{ij} + \frac{1}{a(t)} \partial_t \bar{u}^{ij} + \frac{a'(t)}{a(t)} \partial_t \bar{u}^{ij} + \partial_J \bar{u}^{0i} + \partial_J \bar{u}^{0j}
\]

(3.9)

A calculation involving the harmonic conditions \(3.4\) - \(3.5\), and formulas \(2.47\), \(2.11\) - \(2.17\), \(2.19\), \(2.53\), \(2.54\) shows that the \(IJ\)-components of the reduced Einstein equations can be written as

\[
\Delta \bar{u}^{ij} + \epsilon \partial_I \left( \frac{a'(t)}{a(t)} \bar{u}^{0j} \right) + \epsilon \partial_J \left( \frac{a'(t)}{a(t)} \bar{u}^{0i} \right) - \epsilon^2 a(t) \left[ \partial_t^2 \bar{u}^{ij} - \frac{7 a'(t)}{2 a(t)} \partial_t \bar{u}^{ij} + \partial_{J} \bar{u}^{ij} + \rho w^0 w^j + \frac{f(t)}{a(t)} \delta^I_J \right]
\]

(3.10)

where for any \(R > 0\) there exist an \(\epsilon_0 > 0\) such that the maps \(p_\alpha\) (\(\alpha = 0, 1, 2, 3\)) are analytic in all variables provided \(-\tau_0 < t < \tau_1\), |\(\epsilon| < \epsilon_0\), and |\(\bar{u}^{ij}\)| < \(R\). Furthermore, \(p_0^I\) is linear in \((\epsilon^2 \partial_t^2 \bar{u}^{KL}, \epsilon \partial_I \partial_M \bar{u}^{KL}, \partial_M \partial_N \bar{u}^{MN}, \partial_M \bar{u}^{ij}, \epsilon \partial_I \bar{u}^{ij}, \epsilon \bar{u}^{ij})\), \(p_1^I\) is quadratic in \((\partial_K \bar{u}^{ij}, \epsilon \partial_I \bar{u}^{ij}, \epsilon \bar{u}^{ij})\), and \(p_2^I\) is linear in \((\bar{u}^{ij})\).

3.3. **The Euler Equations.** Directly from equation \((2.41)\) and formulas \((2.56)-(2.59)\), it follows that

\[
\partial_t w^i = -w^I \partial_I w^i + f(t) \rho \partial_I \bar{u}^{ij} - \frac{a'(t)}{a(t)} \partial_t \bar{u}^{ij} - \frac{1}{4} \delta^i_J \left( \frac{1}{a(t)} \partial_J \bar{u}^{00} + \delta^I_K \partial_I \bar{u}^{KL} \right)
\]

(3.11)

\[
\partial_t \rho = -\partial_I (\rho w^I) - \frac{3 a'(t)}{2 a(t)} \rho + \epsilon \left[ q_0(t, \epsilon, \rho, w^i, \bar{u}^{ij} q_1(t, \epsilon, \rho, w^i, \bar{u}^{ij}, \partial_I \rho, \partial_I w^j, \partial_I \bar{u}^{ij}, \partial_I \bar{u}^{ij}) \right],
\]

(3.12)

where for any \(R > 0\) there exist an \(\epsilon_0 > 0\) such that the maps \(q_\alpha\) (\(\alpha = 0, 1\)) are analytic in all variables provided \(\tau_0 < t < \tau_1\), |\(\epsilon| < \epsilon_0\), |\(\bar{u}^{ij}\)| < \(R\), and |\(w^0\)| < \(R\), and \(q_0\), \(q_1\) are linear in \((\partial_I \rho, \partial_I w^I, \partial_I \bar{u}^{ij}, \partial_I \bar{u}^{ij})\).

3.4. **Higher order time derivatives.** As discussed in the introduction, Kriess’s bounded derivative principle requires us to calculate higher order time derivatives of \(\bar{u}^{ij}\), \(\rho\), and \(w^i\). The fact that the constraint equations must be satisfied complicates this task, and we find it advantageous to introduce the following rescaled variables:

\[
\partial^I |_{t=0} \bar{u}^{IJ} = y^{IJ} + \epsilon \bar{u}^{ij}, \quad \partial^I |_{t=0} \bar{u}^{0J} = \epsilon (\delta^I_j y^{0j} + \bar{u}^{0j}), \quad \partial^I |_{t=0} \bar{u}^{00} = \delta^I_j \bar{u}^{0j} + \bar{u}^{0j}, \quad (\ell \geq 0)
\]

(3.13)

\[
\rho |_{t=0} = \rho_0 + \lambda_0 + \tilde{\rho}_0, \quad w^0 |_{t=0} = \tilde{w}_0, \quad (w^I |_{t=0} = 0)
\]

(3.14)

\[
\tilde{\rho} |_{t=0} = \rho_0, \quad \text{and} \quad \tilde{w}^I |_{t=0} = \tilde{w}_0 \quad (\ell \geq 1),
\]

(3.15)

where \(y^{IJ}, z_0^I, \lambda_0\) are constants, and

\[
\int_{T^3} \tilde{\rho}_0 d^3x = \int_{T^3} w^I_0 d^3x = \int_{T^3} \tilde{u}^{ij}_0 d^3x = \int_{T^3} \tilde{u}^{IJ}_0 d^3x = 0 \quad (\ell \geq 0).
\]

(3.16)

We also define

\[
\tilde{u}^{ij}_\ell = (\tilde{u}^{ij}_0, \tilde{u}^{ij}_1, \ldots, \tilde{u}^{ij}_\ell), \quad y^{IJ}_\ell = (y^{IJ}_0, y^{IJ}_1, \ldots, y^{IJ}_\ell),
\]

(3.17)

\[
\tilde{\rho}^{IJ}_{\ell+1} = (\tilde{\rho}_1, \tilde{\rho}_2, \ldots, \tilde{\rho}_{\ell+1}), \text{ and } \tilde{w}^I_{\ell+1} = (\tilde{w}^I_1, \tilde{w}^I_2, \ldots, \tilde{w}^I_{\ell+1}).
\]

(3.18)
Differentiating the harmonic conditions (3.14–3.15), the $IJ$ components of the reduced Einstein equations (3.10), and the Euler equations (3.11–3.12) with respect to time and evaluating at $t = 0$ while using the variables (3.13)–(3.15) yields the following system of equations

\begin{align}
\Delta \hat{u}^{00}_{0} &- 4a_{0}(\rho_{0} + \lambda_{0}) - eF^{0}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{u}^{ij}_{0}, \hat{u}^{IJ}_{0}, \partial_{x}^{0+1} \hat{u}^{ij}, \lambda_{0}, \tilde{\rho}_{0}, z_{0}^{j}, \tilde{w}^{0}_{0}) = 0, \\
\Delta \hat{u}^{0J}_{0} &- 4a_{0}(z_{0}^{J} + \tilde{w}^{0}_{0}) - eF^{J}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{u}^{ij}_{0}, \hat{u}^{IJ}_{0}, \partial_{x}^{0+1} \hat{u}^{ij}, \lambda_{0}, \tilde{\rho}_{0}, z_{0}^{j}, \tilde{w}^{0}_{0}) = 0, \\
\Delta \hat{u}^{I J}_{0} &- a_{0} \hat{y}_{I J}^{0} - P_{0, I J}^{J}(y_{0}^{00}, \Y_{I + 1}^{K L}, \partial_{K} \hat{u}^{I K}_{0} + \hat{u}^{I K}_{0}, \lambda_{0}, \tilde{\rho}_{0}, \tilde{\rho}_{I}, z_{0}^{K}, \tilde{w}^{0}_{0}, \tilde{w}^{K}_{0}) = 0, \\
\hat{u}^{00}_{\ell+1} &+ \partial_{\ell} \hat{u}^{00}_{\ell} + \sum \left( \frac{\ell}{p} \right) \left[ 3 \frac{d^{p+1} \ln(a)}{dt^{p+1}} \right]_{t=0} (\hat{u}^{00}_{\ell-p} + \delta_{p0} y_{0}^{00}) \\
&+ \frac{1}{2} \frac{d^{p+1} a}{dt^{p+1}} \left|_{t=0} \right. \delta_{I J} (y_{\ell-p}^{IJ} + e^{2} \hat{u}_{\ell-p}^{IJ}) = 0, \\
\hat{u}^{0J}_{\ell+1} &+ \partial_{\ell} \hat{u}^{0J}_{\ell} + \epsilon \sum \left( \frac{\ell}{p} \right) \left[ 5 \frac{d^{p+1} \ln(a)}{dt^{p+1}} \right]_{t=0} (\hat{u}^{0J}_{\ell-p} + \delta_{p0} y_{0}^{0J}) = 0.
\end{align}

\begin{align}
\hat{w} - eQ_{0}^{0}(\epsilon, y_{0}^{ij}, \hat{w}_{0}^{ij}, z_{0}^{k}, \tilde{w}^{0}_{0}) & = 0, \\
\hat{w}_{\ell+1} - Q_{0, I}^{0}(\lambda_{0}, \partial_{x}^{0} \tilde{\rho}_{0}, \partial_{x}^{2} \tilde{\rho}_{I}, z_{0}^{j}, \partial_{x}^{2} \tilde{w}^{j}, \partial_{x}^{2} \tilde{w}^{j}) & = 0, \\
\hat{u}^{ij}_{\ell+1} &- eQ_{1, I}^{ij}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{u}^{ij}_{\ell+1}, \partial_{K} \hat{u}^{I K}_{\ell}, \lambda_{0}, \partial_{x}^{2} \tilde{\rho}_{0}, \partial_{x}^{3} \tilde{\rho}_{I}, z_{0}^{j}, \partial_{x}^{2} \tilde{w}^{j}, \partial_{x}^{3} \tilde{w}^{j}) = 0,
\end{align}

and

\begin{align}
\hat{\rho}_{\ell+1} - Q_{0, I}^{0}(\lambda_{0}, \partial_{x}^{2} \tilde{\rho}_{0}, \partial_{x}^{2} \tilde{\rho}_{I}, z_{0}^{j}, \partial_{x}^{2} \tilde{w}^{j}, \partial_{x}^{2} \tilde{w}^{j}) & = 0, \\
\hat{w}^{ij}_{\ell+1} &- eQ_{1, I}^{ij}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{w}^{ij}_{\ell+1}, \partial_{K} \hat{w}^{I K}_{\ell}, \lambda_{0}, \partial_{x}^{2} \tilde{\rho}_{0}, \partial_{x}^{3} \tilde{\rho}_{I}, z_{0}^{j}, \partial_{x}^{2} \tilde{w}^{j}, \partial_{x}^{3} \tilde{w}^{j}) = 0,
\end{align}

where $0 \leq |a| \leq 1$. Next, we set

\begin{align}
\Psi^{00}_{0} & = \Delta \hat{u}^{00}_{0} - 4a_{0} \hat{w}_{0} - e\Pi F^{0}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{u}^{ij}_{0}, \hat{u}^{IJ}_{0}, \partial_{x}^{0+1} \hat{u}^{ij}, \lambda_{0}, \tilde{\rho}_{0}, z_{0}^{j}, \tilde{w}^{0}_{0}), \\
\Psi^{0J}_{0} & = \Delta \hat{u}^{0J}_{0} - 4a_{0} \hat{w}^{0J}_{0} - e\Pi F^{J}(\epsilon, y_{0}^{ij}, y_{1}^{IJ}, \hat{u}^{ij}_{0}, \hat{u}^{IJ}_{0}, \partial_{x}^{0+1} \hat{u}^{ij}, \lambda_{0}, \tilde{\rho}_{0}, z_{0}^{j}, \tilde{w}^{0}_{0}), \\
\Psi^{I J}_{0} & = \Delta \hat{u}^{I J}_{0} - \Pi F^{I J}(y_{0}^{00}, \Y_{I + 1}^{K L}, \partial_{K} \hat{u}^{I K}_{0} + \hat{u}^{I K}_{0}, \lambda_{0}, \tilde{\rho}_{0}, \tilde{\rho}_{I}, z_{0}^{K}, \tilde{w}^{0}_{0}, \tilde{w}^{K}_{0}), \\
\hat{y}^{00}_{\ell+2} & = \hat{y}^{00}_{\ell+2} + \frac{1}{2} \frac{d^{p+1} a}{dt^{p+1}} \left|_{t=0} \right. \delta_{I J} (y_{\ell-p}^{IJ} + e^{2} \hat{y}^{IJ}_{\ell-p}) = 0, \\
\hat{y}^{0J}_{\ell+2} & = \hat{y}^{0J}_{\ell+2} + \frac{1}{2} \frac{d^{p+1} a}{dt^{p+1}} \left|_{t=0} \right. \delta_{I J} (y_{\ell-p}^{IJ} + e^{2} \hat{y}^{IJ}_{\ell-p}) = 0.
\end{align}
\[ \Psi_{t+1}^{00} = \bar{u}_t^{00} + \partial_I \bar{u}_t^{ij} + \sum_{p=0}^{\ell} \left( \frac{1}{p} \right) \left[ \frac{3}{2} d^{p+1} \ln(a) \right]_{t=0} \left( \bar{u}_{t-p}^{00} + \delta_p y_0^{00} \right) \]

\[ + \frac{1}{2} \left. \frac{d^{p+1}a}{dt^{p+1}} \right|_{t=0} y_{t-p}^{ij} + e_2 \bar{u}_t^{ij} \right), \]

\( (3.33) \]

\[ \Psi_{t+1}^{0J} = \bar{u}_t^{0J} + \partial_I \bar{u}_t^{Jj} + \sum_{p=0}^{\ell} \left( \frac{1}{p} \right) \left[ \frac{5}{2} d^{p+1} \ln(a) \right]_{t=0} \left( \bar{u}_{t-p}^{0J} + \delta_p y_0^{0J} \right), \]

\( (3.34) \]

\( (3.35) \]

\[ \Omega_{t+1}^0 = \bar{w}_t - \epsilon Q_0^0(\epsilon, y_0^{KL}, \bar{u}_t^{00}, \bar{w}_t^{00}), \]

\[ \Omega_{t+1}^j = \bar{w}_t^j - Q_0^j(\lambda, \partial_x^2 \bar{u}_t^j, \partial_x \bar{w}_t^j, z_t^j, \partial_x^3 \bar{w}_t^j) \]

\( (3.36) \]

\[ \Omega_{t+1}^i = \bar{p}_t^i + Q_0(\lambda, \partial_x^2 \bar{p}_t, z_t^j, \partial_x^3 \bar{w}_t^j) \]

\( (3.37) \]

Gathering all of the maps together, we define

\[ \Xi_{t} = \left( \Psi_{t+2}^{00}, \Psi_{t+2}^{0J}, \Psi_{t+2}^{IJ}, \Omega_{t+1}^0, \Omega_{t+1}^j, \Omega_{t+1}^i, \Omega_{t+1}^0, \Omega_{t+1}^j, \Omega_{t+1}^i \right)^T, \]

\( (3.38) \]

\[ \Psi_{t}^{ij} = (\Psi_{t}^{00}, \Psi_{t}^{0j}, \Psi_{t}^{IJ}), \quad \Psi_{t+1}^{IJ} = (\Psi_{t+1}^{00}, \Psi_{t+1}^{0j}, \Psi_{t+1}^{IJ}), \]

\( (3.39) \]

\[ \Omega_{t+1}^j = (\Omega_{t+1}^j, \Omega_{t+1}^j), \quad \Omega_{t+1}^i = (\Omega_{t+1}^i, \Omega_{t+1}^i). \]

\( (3.40) \]

We also define

\[ \mathcal{X}^{s,\delta}_t = B_R(S_3) \times S_3 \times H^{s+1-\ell}(S_3) \times H^{s-\ell}(S_3) \times B_2(H^s) \times B_2(H^s). \]

\[ \mathcal{Y}^{s,\delta}_t = B_R(H^{s+2}) \times \prod_{p=1}^{\ell+2} H^{s+2-p} \times B_2(H^{s+2}(S_3)) \times \prod_{p=1}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \times B_R(H^{s+2}(S_3)), \]

\[ \mathcal{Z}^{s}_t = H^s \times \prod_{p=0}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \]

\[ \times \prod_{p=0}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \times \prod_{p=1}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \times \prod_{p=1}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \times \prod_{p=1}^{\ell+2} H^{s+2-p}(\mathbb{R}^3) \times \mathbb{R}^3 \times \mathbb{R}^3 \times (S_3)^{\ell}. \]

\( (3.41) \]

Proposition 3.1. Suppose \( \ell \in \mathbb{Z}_{\geq 0}, s > 3/2 + \ell, R > 0, C_s \) is the constant from the inequality \( (2.77) \), \( \delta = \mu_0/(2C_s) \) and set

\[ \theta_t = (y_t^{ij}, y_t^{IJ}, \bar{u}_t^{00}, \bar{u}_t^{0j}, \bar{u}_t^{IJ}, \bar{u}_t^{j}, \bar{u}_t^{0}, \bar{u}_t^{0j}, \bar{u}_t^{IJ}, \bar{u}_t^{j}, \bar{u}_t^{0}, \bar{u}_t^{0j}, \bar{u}_t^{IJ}, \bar{u}_t^{j}), \]

\[ \eta_t = (\bar{u}_t^{00}, \bar{u}_t^{0j}, \bar{u}_t^{IJ}, \bar{u}_t^{j}, \bar{u}_t^{0}, \bar{u}_t^{0j}, \bar{u}_t^{IJ}, \bar{u}_t^{j}). \]

Then there exists an \( \epsilon_0 > 0 \) such that the map

\[ (-\epsilon_0, \epsilon_0) \times \mathcal{X}^{s,\delta}_t \times \mathcal{Y}^{s,\delta}_t \ni (\epsilon, \theta_t, \eta_t) \mapsto \Xi_t \in \mathcal{Z}^{s}_t \]

is analytic.
Proof. By definition,

\[
\frac{1}{\rho} = \frac{1}{\mu_0 + \lambda_0 + \rho_0} = \frac{1}{\mu_0} \left(1 + \frac{(\lambda_0 + \rho_0)}{\mu_0}\right)
\]

Since the map \( k(r) = 1/(1 + r/\mu_0) \) is in \( C^\infty((-\mu_0, 0), \mathbb{R}) \), it follows from Proposition 2.3 that the map

\[
(-\delta, \delta) \times B_\delta(H^s) \ni (\lambda_0, \rho_0) \mapsto \frac{1}{\rho} \in H^s
\]

is well defined and analytic for \( \delta = \mu_0/(2C_\Sigma) \). With this map well defined, we can recover \( w^l \) from \( z_0^l \) and \( \tilde{w}_0^l \) by the defining relation \( w^l = (z_0^l + \tilde{w}_0^l)/\rho \). The rest of the proof now follows from a straightforward application of Proposition 2.3 and Lemmas 2.1 and 2.2.

3.5. Initialization to an arbitrary order. We are now ready to prove that there exists a large class of initial data that can be initialized to an arbitrary order.

Theorem 3.2. Suppose \( \ell \in \mathbb{Z}_{>0}, s > 3/2 + \ell, R > 0 \), and \( \delta = \mu_0/(2C_\Sigma) \). Then for any \( \tilde{\theta}_\ell \in \mathcal{X}_{R, \delta, \ell}^s \), there exists an open neighborhood \( (-\epsilon_0, \epsilon_0) \times U_{\tilde{\theta}_\ell} \subset \mathbb{R} \times \mathcal{X}_{R, \delta, \ell}^s \) of \( (0, \tilde{\theta}_\ell) \) \( (\epsilon_0 > 0, R > R) \) and a map

\[
\eta_{\ell} = (u^{00}_{\ell+2}, u^J_{\ell+2}, \tilde{u}^I_{\ell+2}, \tilde{w}^I_{\ell+2}, \rho_{\ell+2}, \lambda_0, z_0^I, y^{IJ}_{\ell+2}) \in C^\infty((-\epsilon_0, \epsilon_0) \times U_{\tilde{\theta}_\ell}, \mathcal{Y}^s_{R, \delta, \ell})
\]

that satisfies

\[
\Xi_{\ell}(\epsilon, \theta_{\ell}, \eta_{\ell}(\epsilon, \theta_{\ell})) = 0 \quad \text{and} \quad \tilde{w}_0^l(0, \theta_{\ell}) = \lambda(0, \theta_{\ell}) = z_0^l(0, \theta_{\ell}) = 0
\]

for all \( (\epsilon, \theta_{\ell}) \in (-\epsilon_0, \epsilon_0) \times U_{\tilde{\theta}_\ell} \).

Proof. We first establish that given a \( \tilde{\theta}_\ell \in \mathcal{X}_{R, \delta, \ell}^s \), the equation \( \Xi_{\ell}|_{\epsilon=0} = 0 \) has a solution.

Lemma 3.3. For any \( \tilde{\theta}_\ell \in \mathcal{X}_{R, \delta, \ell}^s \), there exists a \( \tilde{R} > 0 \) and a \( \tilde{\eta}_\ell \in \mathcal{Y}_{\tilde{R}/2, 0, \ell}^s \) that satisfies

\[
\Xi_{\ell}(0, \tilde{\theta}_\ell, \tilde{\eta}_\ell) = 0.
\]

Proof. To begin, we consider the fixed data

\[
\tilde{\theta}_\ell = (y_0^j, y_1^J, \tilde{u}^I_{\ell+1}, \tilde{w}^I_{\ell+2}, \tilde{\rho}_0, \tilde{w}_0^I)^T \in \mathcal{X}_{\infty, \delta, \ell}^s.
\]

Next, we note that \( \Xi_{\ell}|_{\epsilon=0} = 0 \) reduces to (see (3.27)–(3.37))

\[
(3.41) \quad \lambda_0 = 0,
(3.42) \quad z_0^I = 0,
(3.43) \quad \Delta u_{00}^0 = 4a_0\tilde{\rho}_0,
(3.44) \quad \Delta u_{0J}^0 = 4a_0u_{0J}^0,
(3.45) \quad \Delta u_p^{IJ} = \Pi \tilde{P}^{IJ}_{0p}(\tilde{\rho}_0, \tilde{w}_0^K, y_0^0, y_{p+1}^0, u_p^K, \tilde{\rho}_p, \tilde{w}_p^K),
(3.46) \quad y_{p+2}^{IJ} = \frac{1}{a_0} \left(1 \Pi \tilde{P}^{IJ}_{0p}(\tilde{\rho}_0, \tilde{w}_0^K, y_0^0, y_{p+1}^0, u_p^K, \tilde{\rho}_p, \tilde{w}_p^K)\right),
(3.47) \quad \tilde{u}_0^{00} = -\partial_I \tilde{u}_p^{00} - \sum_{q=0}^p \left(\frac{p}{q}\right) \left[3 \frac{d^{q+1} \ln(a)}{dt^{q+1}}\right]_{t=0} \left(\tilde{u}_p^{00} + \delta_q y_0^{00}\right) + \frac{1}{2} \frac{d^{q+1} a}{dt^{q+1}}\left[\delta_{IJ} y_{p-q}^{IJ}\right],
(3.48) \quad \tilde{u}_p^{00} = -\partial_I \tilde{u}_p^{IJ},
(3.49) \quad \tilde{w}_0 = 0,
(3.50) \quad \tilde{w}_p = \tilde{Q}_0^{0p}(\lambda_0, \tilde{\rho}_0, \tilde{\rho}_p, z^I, \tilde{w}_0^I, \tilde{w}_p^I),
(3.51) \quad \tilde{\rho}_p = \tilde{Q}_0^{0p}(\lambda_0, \tilde{\rho}_0, \tilde{\rho}_p, z^I, \tilde{w}_0^I, \tilde{w}_p^I).
where the maps
\[ \tilde{P}_{0,p} : B_3(\tilde{H}^s) \times \tilde{H}^s(\mathbb{R}^3) \times \mathbb{R} \times (S_3)^{p-1} \times \tilde{H}^{s+2} \]
\times \prod_{q=1}^{p} H^{s+2-q} \times \prod_{q=1}^{p} H^{s-q} \times \prod_{q=1}^{p} H^{s-q}(\mathbb{R}^3) \longrightarrow H^{s-p}(S_3) \quad (0 \leq p \leq \ell),
\]
\[ \tilde{Q}_{0,p} : (\delta, \delta) \times B_3(\tilde{H}^s) \times \prod_{q=1}^{p} H^{s-q}(\mathbb{R}^4) \times \mathbb{R}^3 \times \tilde{H}^s(\mathbb{R}^3) \times \prod_{q=1}^{p} H^{s+2-q}(\mathbb{R}^4) \longrightarrow H^{s-p}(\mathbb{R}^4) \quad (0 \leq p \leq \ell + 1),
\]
\[ \tilde{Q}_{0,p} : (\delta, \delta) \times B_3(\tilde{H}^s) \times \prod_{q=1}^{p} H^{s-q}(\mathbb{R}^4) \longrightarrow H^{s-p-1} \quad (0 \leq p \leq \ell + 1)
\]
are all analytic for \( \delta = \mu_0/(2C_s) \).

The invertibility of the Laplacian \( \Delta : \tilde{H}^{k+2} \to \tilde{H}^k \) then implies, by equations (3.43)-(3.44), that
\[ \tilde{u}_0^0 = 4a_0\Delta^{-1}\tilde{\rho}_0 \quad \text{and} \quad \tilde{u}_0^1 = 4a_0\Delta^{-1}\tilde{w}_0^1.
\]
Substituting these into (3.45), (3.46), (3.47), (3.50), and (3.51) (for \( p = 0 \)) gives
\[ \tilde{u}_0^0 = \Delta^{-1}\Pi \tilde{P}_{0,0}(\tilde{\rho}_0, \tilde{w}_0^K, \tilde{y}_0^0, \tilde{u}_0^0),
\]
\[ y_2^J = \frac{1}{a_0} \left( |\tilde{P}_{0,0}(\tilde{\rho}_0, \tilde{w}_0^K, \tilde{y}_0^0, \tilde{u}_0^0) | \right),
\]
\[ \tilde{u}_0^0 = -\partial_j\tilde{u}_0^1 - \frac{a'(0)}{2a(0)} (3\tilde{u}_0^0 + 3\tilde{y}_0^0 + a(0)\delta_{IJ}\tilde{y}_0^J),
\]
\[ \tilde{w}_1^0 = \tilde{Q}_{0,0}(\lambda_0, \tilde{\rho}_0, \tilde{z}_0^I, \tilde{u}_0^0),
\]
and
\[ \tilde{\rho}_1 = \tilde{Q}_{0,0}(\lambda_0, \tilde{\rho}_0, \tilde{z}_0^I, \tilde{w}_0^1).
\]
From (3.47) and (3.52), we then obtain
\[ \tilde{u}_0^1 = -\partial_j\tilde{u}_0^J.
\]
Substituting (3.52) into (3.45), we find
\[ \tilde{u}_1^1 = \Delta^{-1}\Pi(\tilde{\rho}_0, \tilde{w}_0^K, \tilde{y}_2^0, \tilde{u}_1^0, \tilde{\rho}_1, \tilde{u}_1^K).
\]

With the base case covered, we proceed by induction. So assume that \( \{ \tilde{u}_q^i, y_{q+1}^J, \tilde{\rho}_q, \tilde{w}_q^j \}_{q=1}^p \) solves (3.43), (3.44), (3.45), (3.46), (3.47), (3.50), and (3.51) for \( 0 \leq q \leq p \leq \ell - 1 \). Then it is clear that we can immediately use (3.46) - (3.48), and (3.50) - (3.51) to determine \( y_{p+1}^J, \tilde{u}_p^0, \tilde{w}_p^j, \tilde{\rho}_p, \tilde{w}_p^j \), and \( \tilde{\rho}_{p+1} \) from \( \{ \tilde{u}_q^i, y_{q+1}^J, \tilde{\rho}_q, \tilde{w}_q^j \}_{q=1}^p \). We then substitute these into (3.45) to determine \( \tilde{u}_{p+1}^J \) which completes the induction step. With the \( \{ \tilde{u}_q^i, y_{q+1}^J, \tilde{\rho}_q, \tilde{w}_q^j \}_{q=1}^p \) determined, similar arguments show that we can use these with the initial data \( \{ \tilde{u}_q^i, \tilde{u}_q^J, \tilde{\rho}_q, \tilde{w}_q^j \}_{q=1}^p \) to find \( \{ \tilde{u}_{p+1}^0, \tilde{u}_{p+1}^j, \tilde{\rho}_{p+1}, \tilde{w}_{p+1}^j, \tilde{w}_{p+1} \}. \)

Having constructed a solution to \( \Xi_\ell \big|_{\eta_\ell} = 0 \), we will use the implicit function theorem to find solutions to \( \Xi_\ell = 0 \) for \( \epsilon > 0 \). However, to apply the implicit function theorem, we must first establish that the partial derivative of \( \Xi_\ell \) with respect to \( \eta_\ell \) is an isomorphism.
Lemma 3.4. Suppose \( \theta_\ell \in \mathcal{X}_{\infty, \delta, \ell} \), \( \eta_\ell \in \mathcal{Y}_{\infty, \delta, \ell} \), and let \( \Xi_{\theta_\ell} \) be the map defined by \( \Xi_{\theta_\ell}(\cdot) = \Xi(0, \theta_\ell, \cdot) \). Then the derivative

\[
D\Xi_{\theta_\ell}(\eta) : \mathcal{Y}_{\infty, \delta, \ell} \rightarrow \mathcal{Z}_{\ell}^s
\]

is a linear isomorphism.

Proof. Fix

\[
\sigma_\ell = (\psi_{J_0}^{00}, \psi_{J_1}^{00}, \psi_{J_2}^{00}, \psi_\ell^{00}, \psi_{\ell+1}^{00}, \psi_{\ell+1}^{00}, v_0^{00}, v_{\ell+1}^{00}, v_{\ell+1}^{00}) \in \mathcal{Z}_{\ell}^s,
\]

and let

\[
\delta\eta_\ell = (\delta\psi_{J_0}^{00}, \delta\psi_{J_1}^{00}, \delta\psi_{J_2}^{00}, \delta\psi_\ell^{00}, \delta\psi_{\ell+1}^{00}, \delta\psi_{\ell+1}^{00}, \delta\lambda_0, \delta\lambda_0, \delta\lambda_0, \delta\lambda_0, \delta\lambda_0, \delta\lambda_0).
\]

Then from (3.27)-(3.37), it is not difficult to see that the equation

\[
D\Xi_{\delta_0}(\eta_\ell) : \delta\eta_\ell = \sigma_\ell
\]

is equivalent to the following system:

\[
\begin{align*}
\delta\lambda_0 &= v_0^{00}, \\
\delta\zeta_0^J &= v_0^{00}, \\
\Delta\delta u_0^{00} &= v_0^{00}, \\
\Delta\delta u_0^J &= v_0^{00}, \\
\Delta\delta u_p^J &= \Pi\Lambda_p^J(\delta y_p^{KL}, \delta u_p^{00}, \delta p_p, \delta w_p^K) = \psi_p^{00}, \\
\delta y_p^{00} &= (1|\Lambda^J_p(\delta y_p^{KL}, \delta u_p^{00}, \delta p_p, \delta w_p^K)) = \psi_p^{00}, \\
\delta y_p^{00} &= \Theta_p^J(\delta p_p, \delta w_p^0, \delta w_p^0, \delta u_p^{00}) = \omega_p^J,
\end{align*}
\]

and

\[
\delta p_{p+1} - \Theta_p(\delta p_p, \delta w_p^0, \delta w_p^0) = \omega_{p+1},
\]

where \( \Lambda_p^J, \Theta_p^J, \) and \( \Theta_p \) are linear maps that depend implicitly on \( \eta_\ell \). This system has the same structure as the system (3.41)-(3.51) from Lemma 3.3 and a slight variation of the arguments used in the proof of the Lemma can be used to establish the existence of a unique solution for the given \( \sigma_\ell \). In particular, this shows that \( D\Xi_{\delta_0}(\eta_\ell) \) is an isomorphism.

By Proposition 3.1, the map \( \Xi_\ell : (-\epsilon_0, \epsilon_0) \times \mathcal{X}_{\infty, \delta, \ell} \times \mathcal{Y}_{\infty, \delta, \ell} \rightarrow \mathcal{Z}_{\ell}^s \) is well defined and analytic for \( \epsilon_0 > 0 \) small enough. Lemmas 3.3 and 3.4 then allow us to apply an analytic version of the implicit function theorem (see [6], Theorem 15.3) to conclude the existence of (shrink the \( \epsilon_0 \) if necessary) an open neighborhood \( (-\epsilon_0, \epsilon_0) \times U_{\theta_\ell} \subset \mathbb{R} \times \mathcal{X}_{\infty, \delta, \ell} \) of \( (0, \theta_\ell) \) and an analytic map \( \eta_\ell : (-\epsilon_0, \epsilon_0) \times U_{\theta_\ell} \rightarrow \mathcal{Y}_{\infty, \delta, \ell} \) that satisfies \( \Xi_\ell(\epsilon, \eta_\ell, \eta_\ell(\epsilon, \theta_\ell)) = 0 \) for all \( (\epsilon, \theta_\ell) \in (-\epsilon_0, \epsilon_0) \times U_{\theta_\ell} \).\qed
4. Post-Newtonian expansions

4.1. The limit equation. Before discussing the $\epsilon \searrow 0$ limit equation for the system (2.62), we first consider local existence and uniqueness of solutions to the cosmological Poisson-Euler equations.

**Proposition 4.1.** Suppose $s > 3/2 + 3 + \ell$, $\delta = \mu_0/(2C_\delta)$, $\bar{\rho}_0 \in B_\delta(\tilde{H}^\delta)$, and $\bar{w}_0^J \in \tilde{H}^\delta(\mathbb{R}^3)$. Then there exists a maximal time $T_0$ and a unique solution

$$0 \rho(t) \in X_{t_0,t+2,s}, \quad 0 w^J(t) \in X_{t_0,t+2,s}(\mathbb{R}^3), \quad 0 \Phi(t) \in X_{t_0,t+4,s+2},$$

to the Poisson-Euler (1.10)-(1.12) with initial data $\rho(0) = \mu_0 + \bar{\rho}$ and $w^J = \bar{w}^J/(\mu_0 + \bar{\rho})$. Moreover, this solution satisfies

$$\langle 1 \rho(t)0 w^J(t) \rangle_{L^2} = \langle \Pi \rho(t)|\partial_I \Phi(t) \rangle_{L^2} = 0$$

for all $t \in [0,T_0)$.

**Proof.** As the system Poisson-Euler (1.10)-(1.12) is clearly a (nonlocal) symmetric hyperbolic system, the statements concerning existence and uniqueness follow immediately from standard theory. To prove the second statement, we observe that $0 \rho w^J$ satisfies

$$\partial_t (0 \rho w^J) = -\partial_I (0 w^I \rho 0 \Phi) - \frac{1}{a(t)} \left( \partial^J \hat{f}(0) + \rho \partial^J \Phi + \frac{3a'(t) 0 \rho w^J}{2} \right).$$

Taking the $L^2$ inner product of this equation with $1$ yields

$$(4.1) \quad \partial_t \langle 1 \rho 0 w^J \rangle_{L^2} = -\frac{1}{a(t)} \left( \langle \Pi \rho |\partial^J \Phi \rangle_{L^2} + \frac{3a'(t)}{2} \langle 1 |0 \rho w^J \rangle_{L^2} \right).$$

By (1.12), we have $a(t) \langle \Pi \rho |\partial^J \Phi \rangle_{L^2} = \langle \Delta \Phi |\partial^J \Phi \rangle_{L^2}$ and hence

$$a(t) \langle \Pi \rho |\partial^J \Phi \rangle_{L^2} = -\int_{\mathbb{T}^3} \partial_J \partial_I \Phi \partial^J \Phi \partial^I x = -\frac{1}{2} \int_{\mathbb{T}^3} \partial_J (\partial_I \Phi \partial^I \Phi) d^3 x = 0.$$

Substituting this into (4.1) gives

$$(4.2) \quad \partial_t \langle 1 \rho 0 w^J \rangle_{L^2} = \frac{3a'(t)}{2a(t)} \langle 1 |0 \rho w^J \rangle_{L^2}.$$

By assumption, $\langle 1 |0 \rho w^J \rangle_{t=0} = 1 \langle \bar{w}_0^J \rangle_{L^2} = 0$ which combined with the differential equation (4.2) shows that $\langle 1 \rho(t)0 w^J(t) \rangle_{L^2} = 0$ for all $t \in [0,T_0)$. 

From [27], we know that the appropriate $\epsilon \searrow 0$ limit equation for the system (2.62) is

$$(4.3) \quad A_0^0 \partial_I W = A_0^I \partial_I W + F_0 + C^I \partial_I \omega,$$

$$(4.4) \quad C^I \partial_I W = 0,$$

where

$$(4.5) \quad A_0^0 = \begin{pmatrix} A_0^{0,0} & 0 \\ 0 & A_0^{M,0} \end{pmatrix}, \quad \text{and} \quad A_0^{0} = \begin{pmatrix} a(t) & 0 & 0 & 0 \\ 0 & \delta^I_J & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$

The relationship between the Poisson-Euler equations (1.10)-(1.12) and the limit equation (4.3)-(4.4) is given by the following Proposition. Here and in the following section, we require the following evolution
Proof of Theorem 1.1. We are now ready to prove Theorem 1.1 and thus establish the existence of cosmological post-Newtonian expansions to arbitrary order.

Proposition 4.2. Suppose \( s > 3/2 + 3 + \ell, \delta = \mu_0/(2C_s), \rho_0 \in B_\delta(\hat{H}^s), \hat{w}_0^I \in \hat{H}^s(\mathbb{R}^3), \) and \( T_0 \) be as in proposition 4.1. Then
\[
\hat{W} = (0, 0, 0, 0, \rho, 0, \hat{w}^I) \in \mathcal{X}_{T_0, \ell + 2, s} \quad \text{and} \quad \omega = (\delta_0^I \delta_0^J \partial_t \hat{\Phi}, 0, 0, 0, 0, 0, 0) \in \mathcal{X}_{T_0, \ell + 3, s + 1}
\]
solve the limit equation (4.3)-(4.4).

Proof. The proof follows directly from substituting \( \hat{W} \) and \( \omega \) into (4.3)-(4.4) while using (4.10)- (4.12), (4.48)-(4.50), (4.65)-(4.66), and (4.70)-(4.71). \( \square \)

4.2. Proof of Theorem 1.1. Given \( y_0^I \in S_4, y_1^J \in S_3, \rho_0 \in B_{R}(\hat{H}^s), \hat{w}_0^I \in \hat{H}^s(\mathbb{R}^3), \hat{u}_e^I \in \hat{H}^{s+1-\ell}(S_3), \) and \( \hat{u}_e^I \in \hat{H}^{\ell-\ell}(S_3), \) let
\[
\hat{W}_e(t) = (u_0^I_e(t), W_0^I_e(t), u_e^I(t), \hat{u}_e^I(t), w_e(t))^T
\]
satisfies
\[
W_e(0) \in C^\omega((-\epsilon_0, \epsilon_0), \mathcal{H}^s),
\]
and
\[
\|\partial_t^p |_{t=0} W_e \|_{\mathcal{H}^{s-p}} \lesssim 1 \quad \text{for} \quad p = 1, 2, \ldots, \ell + 1.
\]
Together, Proposition 4.2 and (4.6)-(4.7) allow us to apply to Theorem 3 of [27] and conclude (shrinking \( \epsilon_0 \) if necessary) that for any \( T < T_0 \) there exists maps
\[
\hat{W}_e \in \mathcal{X}_{T, \ell + 2, s} \quad 0 < \epsilon < \epsilon_0,
\]
\[
\hat{w}_e \in \mathcal{X}_{T, \ell + 2, p, s-p} \quad p = 1, 2, \ldots, \ell,
\]
\[
\hat{w}_e \in \mathcal{X}_{T, 1, \ell, s-1} \quad (p, \epsilon) \in \mathbb{Z}_{\geq \ell + 1} \times (0, \epsilon_0),
\]
such that
\[
(i) \quad W_e(t, x^I) \text{ solves equation (2.62) on the spacetime region } (t = x_0^I, x^I) \in M = [0, T) \times \mathbb{T}^3,
\]
\[
(ii) \quad \hat{W}_e (1 \leq p \leq \ell) \text{ satisfies a linear (nonlocal) symmetric hyperbolic system that depends only on } \{ \hat{W}_e | q = 0, 1, \ldots, p - 1 \} \text{ where } \hat{W}_e \text{ is defined in Proposition 4.2.}
\]
(iii) $\bar{W}_\epsilon$ ($p \geq \ell + 1$) and $W_\epsilon$ satisfy the estimates

$$\|W_\epsilon(t)\|_{H^\ell} + \epsilon \| \partial_t W_\epsilon(t) \|_{H^{\ell-1}} \lesssim 1, \quad \text{and} \quad \|\bar{W}_\epsilon(t)\|_{H^{\ell-1}} + \epsilon \| \partial_t \bar{W}_\epsilon(t)\|_{H^{\ell-2}} \lesssim 1$$

for all $(t, \epsilon) \in [0, T) \times (0, \epsilon_0)$, and

(iv) $W_\epsilon$ admits a convergent expansion (uniform for $0 < \epsilon < \epsilon_0$) of the form

$$W_\epsilon = \sum_{p=1}^\ell \epsilon^p \bar{W}^p + \sum_{p=\ell+1}^\infty \epsilon^p \bar{W}_\epsilon$$

where the expansion is convergent in $C^0([0, T), H^{k-2})$.

Finally, similar arguments as in the proof of Proposition 6.1 in [20] can be used to show that $\{\bar{u}_\epsilon^{ij} = e^{-1}u_I^{ij}, \rho_\epsilon, w_\epsilon^I\}$ determine, via formulas (1.21)-(1.23), a solution to the Einstein-Euler equations in the harmonic gauge and moreover that $\partial_t \bar{u}_\epsilon^{ij} = e^{-1}u_I^{ij}$ and $\partial_I \bar{u}_\epsilon^{ij} = W_\epsilon^{ij} + \partial_I \Phi_\epsilon^{ij}$. This combined with the statements (i)-(iv) above completes the proof. 
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