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ABSTRACT
State-of-the-art deep neural networks (DNNs) have been proved to have excellent performance on unsupervised domain adaption (UDA). However, recent work shows that DNNs perform poorly when being attacked by adversarial samples, where these attacks are implemented by simply adding small disturbances to the original images. Although plenty of work has focused on this, as far as we know, there is no systematic research on the robustness of unsupervised domain adaption model. Hence, we discuss the robustness of unsupervised domain adaption against adversarial attacking for the first time. We benchmark various settings of adversarial attack and defense in domain adaption, and propose a cross domain attack method based on pseudo label. Most importantly, we analyze the impact of different datasets, models, attack methods and defense methods. Directly, our work proves the limited robustness of unsupervised domain adaptation model, and we hope our work may facilitate the community to pay more attention to improve the robustness of the model against attacking.
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1 INTRODUCTION
The powerful representation ability makes DNNs perform better and better in domain adaption. Great effort has been devoted to developing robust domain adaption models [6, 13, 14, 28, 29, 43], in order to overcome the huge shift among domains. For example, the accuracy of the state-of-the-art result of domain adaption model on the Office-31 datasets [36] is 86.6% [27], increasing rapidly from 34% when the dataset was first released in 2010.

Yet, [41] proposed that DNN can be very vulnerable to adversarial attacks [4, 10, 41]. Fig.1 shows an adversarial case, where a backpack image from Office-31 is presented. By adding noise to the samples, the network will mistakenly think that the backpack is a speaker, a mobile phone or a projector. This phenomenon has attracted a lot of attention. Numerous strategies have been proposed to get more robust models to adversarial examples [7, 16, 20]. However, current works almost focus on the standard image classification models (Inception in [20], and GoogleNet, VGG and ResNet in [25]) using small datasets like mnist and cifar-10, etc. Hence, these works can hardly play guiding role to more concrete and complex tasks, and the vulnerability of modern DNNs to adversarial attacks on more complex systems remains unclear, such as unsupervised domain adaption covering different domains. Besides, existing attack methods usually require the label information to generate the adversarial samples [7, 16, 39], which is unrealistic for domain adaption since the labels of the target domain is not available.

Therefore, it is meaningful to explore the robustness of the model against adversarial attacks in more complex domain adaption systems, and a new method to attack domain adaption model is required. In this paper, we present, what to our knowledge is, the first systematic research on unsupervised domain adaption model’s robustness to adversarial attacks. Our main contributions can be summarized as follows:

1) We first define and benchmark various experimental settings for Adversarial Domain Attack and Defense (ADAD), including white-box [5, 7, 16] and black-box [11, 52] attack, non-targeted and targeted attack, white-box and black-box defense, etc. And we first choose three different methods to explore their robustness on three datasets of different scales including small, medium and large;

2) We first propose a Fast Gradient Sign Method based on Pseudo Label (PL-FGSM), which can be used as a basic attack method for domain adaptation. This method can attack the target domain samples by assigning pseudo labels to them. Exensive experiments show that this method is effective for domain adaptation model;

3) We first extensively study the robustness of different existing domain adaption models to adversarial samples, and compare different attack settings against the same model. Besides, the defense capability of different defense paradigms is also discussed. Finally, we will discuss some interesting phenomena that may exist only in domain adaption.

Some relevant works to ours are [1] about semantic segmentation, [3] about person re-identification, and [7] about face detection. We hope that our work can facilitate the development of robust feature learning, and the research of adversarial attack and defense of domain adaption.

2 RELATED WORK
2.1 Domain Adaption
Transferring knowledge from a source domain with sufficient supervision to an unlabeled target domain is an important yet challenging problem. Unsupervised domain adaption (UDA) addresses the challenge by learning a model which can use in different domains of different distributions. In shallow architectures, domain adaption is mainly achieved by matching the marginal distributions [15, 31, 40] or the conditional distributions [8, 48]. In recent years, unsupervised domain adaption has made remarkable advances in deep learning architectures and the strategies can be divided into two main categories.

The first category uses statistical discrepancy metrics to measure the distance across domains, and reduces domain shift by constraining statistics [9, 21, 22, 26, 29, 33, 49]. For example, DDC [44] uses
work of DAN [26] addressed these problems by using multi-kernel MMD [17, 18] in multiple task-specific layers. Further, JAN [29] explores joint MMD to enforce joint distribution alignment between domains. Based on the optimal transport (OT) distance [22, 50] to learn the optimal transport plan by enhanced transport distance (ETD).

The second category learns domain-invariant features in the confrontation between domain classifier and feature extractor [13, 23, 27, 37, 46]. For example, DANN [13] introduces domain discriminator to domain adaptation. Further, CDAN [27] proposes a conditional domain discriminator. Such discriminator conditions the class information with feature representation, which can match the discrepancy of different distributions better. Besides, MCD [37] employs a new adversarial strategy where the adversarial manner occurs between the feature extractor and classifiers rather than the feature extractor and the domain discriminator.

Although these models have achieved better and better performance, their robustness to adversarial samples has not been fully explored.

2.2 Adversarial Attack and Defense

Since the discovery of adversarial examples for DNNs [41], plenty of attacking methods have been proposed in CV community. Adversarial samples aim at fooling the network while making the noise imperceptible to human beings. [16] proposes to generate adversarial examples by using a single step based on the sign of the gradient for each pixel; [20] implements the above method in an iterative way; [30] attacks the deep classifier by finding the nearest classification boundary. [34] utilize the Jacobian matrix to implicitly conduct a fixed length of noise through the direction of each axis. [39] proposes to modify the single-pixel adversarial attack. In addition, some methods for visualizing noise are also proposed. [5] shows a way to generate special glasses, which can be used to successfully achieve directional or non directional attacks. [5] proposes to overlay a visible adversarial patch on the image and successfully fool the deep network. Adversarial attack is also discussed in some more complex tasks such as person re-identification [2, 45], and semantic segmentation [1] and so on. However, as discussed Section 1, the above methods all require the label information to generate the adversarial samples which is unrealistic for domain adaptation.

For defense, [16] proposes to add confrontation samples in the defense process, which means that the generated adversarial samples are added to the training set as new training samples, [35] mentions that in the distillation network, the gradient of student network is smoother. This feature can be used to resist the confrontation samples generated based on gradient. [24] proposes a denoiser network; [47] discuss that the random change of pixel gradient for each pixel; [20] implements the above method in an iterative way; [30] attacks the deep classifier by finding the nearest classification boundary. [34] utilize the Jacobian matrix to implicitly conduct a fixed length of noise through the direction of each axis. [39] proposes to modify the single-pixel adversarial attack. In addition, some methods for visualizing noise are also proposed. [5] shows a way to generate special glasses, which can be used to successfully achieve directional or non directional attacks. [5] proposes to overlay a visible adversarial patch on the image and successfully fool the deep network. Adversarial attack is also discussed in some more complex tasks such as person re-identification [2, 45], and semantic segmentation [1] and so on. However, as discussed Section 1, the above methods all require the label information to generate the adversarial samples which is unrealistic for domain adaptation.

For defense, [16] proposes to add confrontation samples in the defense process, which means that the generated adversarial samples are added to the training set as new training samples, [35] mentions that in the distillation network, the gradient of student network is smoother. This feature can be used to resist the confrontation samples generated based on gradient. [24] proposes a denoiser network; [47] discuss that the random change of pixel level may lead to the failure of these specific disturbance points in the adversarial samples. [51] proposes to force the network to learn similar feature representation from the original sample and the adversarial sample of the same image.

However, the above defense methods only discuss the defense performance of standard classification tasks. Most experiments was only carried out on the small MNIST dataset, and some defense was not effective on new training samples, [35] mentions that in the distillation network, the gradient of student network is smoother. This feature can be used to resist the confrontation samples generated based on gradient. [24] proposes a denoiser network; [47] discuss that the random change of pixel level may lead to the failure of these specific disturbance points in the adversarial samples. [51] proposes to force the network to learn similar feature representation from the original sample and the adversarial sample of the same image.

However, the above defense methods only discuss the defense performance of standard classification tasks. Most experiments was only carried out on the small MNIST dataset, and some defense was not effective on new training samples, [35] mentions that in the distillation network, the gradient of student network is smoother. This feature can be used to resist the confrontation samples generated based on gradient. [24] proposes a denoiser network; [47] discuss that the random change of pixel level may lead to the failure of these specific disturbance points in the adversarial samples. [51] proposes to force the network to learn similar feature representation from the original sample and the adversarial sample of the same image.

However, the above defense methods only discuss the defense performance of standard classification tasks. Most experiments was only carried out on the small MNIST dataset, and some defense was not effective on new training samples, [35] mentions that in the distillation network, the gradient of student network is smoother. This feature can be used to resist the confrontation samples generated based on gradient. [24] proposes a denoiser network; [47] discuss that the random change of pixel level may lead to the failure of these specific disturbance points in the adversarial samples. [51] proposes to force the network to learn similar feature representation from the original sample and the adversarial sample of the same image.

3 METHODOLOGY

Our methodology consists of three components. In 3.1 we formulate the generalized domain adaptation model. And we propose the loss with pseudo labels in 3.2. In 3.3 and 3.4, we first benchmark various settings of domain adversarial attack and defense, and then propose our methods.

3.1 Generalized Domain Adaptation

In unsupervised domain adaptation (UDA) [32], we are provided with a source domain $D_s = \{(x^s_i, y_i^s)\}_{i=1}^{n_s}$ with $n_s$ labeled examples, and a target domain $D_t = \{(x^t_j)\}_{j=1}^{n_t}$ with $n_t$ unlabeled examples. The source and target domains are sampled from distributions $p$ and $q$ respectively, and $p \neq q$. The challenge of UDA is to train a classifier model $y = M(x)$ with a low target risk $R_{\Omega_t}(M) = \Pr_{(x,y) \sim D_t}(M(x) \neq y)$. The model $M(\theta, w, b)$ consists of two components $F(\theta)$ and $G(w, b)$, where $F(\theta)$ is the feature
extractor and $G(w, b)$ is the class predictor. The target risk can be bounded by the source risk $R_{D_i}(M) = Pr_{(x, y)} - D_i[M(x) \neq y] + \text{the distribution discrepancy} \text{disc}(p, q)$.

To constraint lower risk of source domain, UDA method calculate the loss of the classifier on the source domain as:

$$L_{\text{classifier}} = \frac{1}{n_s} \sum_{x_i \in D_s} L_y(G(x_i^t), y_i^t)$$  \hspace{1cm} (1)

where $L_y$ is classifier loss. To constraint the distribution discrepancy, the method based on information statistics metrics (DDC [44], DAN [26], JAN [29], etc.) calculates the distance between source and target distributions:

$$L_{\text{transfer}} = d(D_s, D_t)$$  \hspace{1cm} (2)

And the method based on adversarial (DANN [13], CDAN [27], MCD [37], etc.) training uses domain discriminator loss as transfer loss:

$$L_{\text{transfer}} = \sum_{x_i \in D_s \cup D_t} L_d(D(F(x_i)), d_i)$$  \hspace{1cm} (3)

where $d_i$ is the domain label of $x_i$.

The general UDA loss can be formulated as:

$$L_{\text{DA}} = L_{\text{classifier}} + L_{\text{transfer}}$$  \hspace{1cm} (4)

We choose the classic DAN [26], DANN [13] and CDAN [27] models as the attacked models in UDA.

### 3.2 Loss with Pseudo Labels

Existing adversarial attacks methods, such as FGSM [16], FGSM II [20], I-FGSM and I-FGSM II [7, 20] algorithms are implemented under the standard classification task, where we need the ground truths of the samples to calculate the loss function, such as cross entropy loss. However, in domain adaptation, we are unable to get the label information of the target domain. So we propose the loss with pseudo labels (PL), i.e., $L_{PL}$ for domain adversarial attack.

The cross-entropy loss with target pseudo labels $\hat{y}_i^t$ is:

$$l_{\text{cross_entropy}}^t = \frac{1}{n_t} \sum_{x_i^t \in D_t} L_y(G(x_i^t), \hat{y}_i^t)$$  \hspace{1cm} (5)

So the final objective $L_{PL}$ can be defined as:

$$L_{PL} = L_{DA} + l_{\text{cross_entropy}}^t$$  \hspace{1cm} (6)

where $L_{DA}$ is the domain adaptation loss in Eq.(4).

### 3.3 Adversarial Domain Attack

For a given classifier $G(w, b)$, the adversarial sample $x_{adv}$ is obtained by adding some disturbance $r$ to the original sample $x$. Such kind of disturbance $r$ may be imperceptible to human eyes. [30] formulates the adversarial attack task as a conditional optimization model:

$$\Delta(x; G) := \min \|r\|_2, \text{ subject to } G(x + r) \neq G(x)$$  \hspace{1cm} (7)

where $x$ is an image and $G(x)$ is the predictor. We call $\Delta(x; G)$ the robustness of $G(w, b)$ at point $x$. Greater $\Delta(x; G)$ means that greater disturbance is required to destroy the model.

We benchmark several different attack settings for domain adaption, including non-targeted attack, targeted attack, white-box attack and black-box attack in following part.

#### 3.3.1 Non-targeted Attack

It tends to destroy the similarity between images of the same label, or push a sample away from the classification decision boundary until it becomes another class, i.e., the model is fooled to make wrong predictions:

$$G(x + r) \neq G(x)$$  \hspace{1cm} (8)

The attacker does not care about which class the adversarial samples are assigned, as long as they are not the true class.

In the untargeted attack, to acquire a misclassified adversarial image, the optimization goal of attack is to maximize $L_{PL}$, which can be defined as:

$$\max_{x_{adv}} L_{PL}(M(x_{adv}; \theta, w, b), y)$$  \hspace{1cm} (9)

We achieve this optimization objective by making iterative steps in the negative direction of gradient descent direction sign $(\nabla_x L_{PL}(M(x_{adv}), y))$:

$$x_{adv} = x_{ori}, y_{adv} = C_x(x_{adv} + \alpha \cdot \text{sign} \left(\nabla_x L_{PL}(M(x_{adv}), y)\right))$$  \hspace{1cm} (10)

where $C(\cdot)$ is a constraint function that ensures the adversarial samples are in $\epsilon$ range ball of the clean sample. $y$ is real label $y_i^t$ for $x_i^t$ from source domain, and pseudo label $\hat{y}_i^t$ for $x_i^t$ from target domain. The process is shown in Fig.2.

#### 3.3.2 Targeted Attack

Targeted attack tends to add disturbance to the original image, in order to make the $x_{adv}$ to be predicted to be a selected target label $y_t$:

$$G(x + r) = y_t$$  \hspace{1cm} (11)

Unlike the non-targeted attack, targeted attack will find adversarial perturbations with determined target labels during the learning procedure. In the targeted attack, we choose the least-likely class according to the prediction of the trained network on image $X$ as the desired target class:

$$y_t = \arg \min_y p(y | X)$$  \hspace{1cm} (12)

To acquire an adversarial image which is classified as $y_t$, the optimization goal of targeted attack is defined as:

$$\min_{x_{adv}} L_{PL}(M(x_{adv}; \theta, w, b), y_t)$$  \hspace{1cm} (13)

We achieve this objective by making iterative steps in the direction of sign $(\nabla_x L_{PL}(M(x_{adv}), y_t))$:

$$x_{adv} = x_{ori}, x_{adv} = C_x(x_{adv} - \alpha \cdot \text{sign} \left(\nabla_x L_{PL}(M(x_{adv}), y_t)\right))$$  \hspace{1cm} (14)

#### 3.3.3 White-box and Black-box Attack

**White-box attack.** White-box attack requires the attackers to have prior knowledge of the target networks [12, 20], including the architecture of networks, loss function $L$ and parameters $\theta, w, b$. It means that the adversarial samples are generated from a network $M(\theta, w, b)$ who has the exactly the same property, compared with the target network $M(\theta, w, b)$. Sometimes those samples are created
by the targeted network directly. In the classification task, the network structure includes both backbones $F(\theta)$ and classifiers $G(w, b)$.

**Black-box attack.** Black-box attack means that the attacker cannot obtain the information of the target network. We name the common methods in this scenario ‘Random Initialization Method’ (RIM) and ‘Avatar Network Method’ (ANM). For the RIM, [19] proposes to iteratively select a random direction from a set of specified orthogonal representations, use the confidence degree to check whether it points to or away from the decision boundary, and directly add or subtract vectors to the image to disturb the image. In this way, each update will move the image away from the original image and towards the decision boundary. For the ANM, which is also called transfer attack, we usually train a model $M_{\text{avatar}}(\theta^{'}, w^{'}, b^{'})$, which can be treated as a substituting model of the target model $M(\theta, w, b)$, to generate adversarial samples $X_{\text{adv}}$. Then use $X_{\text{adv}}$ to attack the target model. The success rate of black-box attack depends heavily on the transferability of adversarial samples. Therefore, the key point of black-box attack based on avatar model is to train an alternative model $M_{\text{avatar}}$, whose attributes are as similar to the target model $M$ as possible. Usually, we train the $M_{\text{avatar}}$ by using the same datasets as the target model (ground-truth based), or collecting the outputs of the target model (pseudo-label based);

(1) For the clean samples $X_{\text{ori}}$, $M_{\text{defense}}$ which is trained from randomly initialized model, should have the similar accuracy to the target model $M$;

(2) For the adversarial samples $X_{\text{adv}}$, $M_{\text{defense}}$ should perform much better than the target model $M$, and even get an accuracy similar to the baseline;

For black-box attack and white-box attack, we benchmark the defense strategies of domain adaption classification task:

**Defense for white-box attack.** Since the white-box model is completely visible and controllable, our defense strategy is designed as: 1) Learn a target model $M_{\text{target}}$ with clean samples $X_{\text{ori}}$ and original loss function $L$. This target model $M$ is our attack target. Use $M_{\text{target}}$ to generate adversarial sample $x_{\text{adv}}$. 2) Mix the clean samples $X_{\text{ori}}$ and adversarial $x_{\text{adv}}$ get $x_{\text{mix}}$. Then, train a whole new model $M$ with $x_{\text{mix}}$ until it converges; 3) Put $x_{\text{ori}}$ into the model $M$, update the $x_{\text{adv}}$. 4) Repeat 2) and 3) several times until convergence.

Our experimental results show that after several iterations, the defense network $M_{\text{defense}}$ has a better performance of classification task on $x_{\text{adv}}$. In this sense, we think the model has better robustness to the updated adversarial attack.

**Defense for black-box attack.** It is meaningless to update adversarial samples of black-box attacks based on transfer attack, since the $x_{\text{adv}}$ is generated from $M_{\text{avatar}}$, and parameters of $M_{\text{avatar}}$ is fixed during defending. So we mix $x_{\text{adv}}$ and $x_{\text{ori}}$ to train the target network $M_{\text{defense}}$. Such kind of defense method can be regarded as a new data augment method.

### 3.4 Adversarial Domain Defense

Currently, there is no defense method that works well against all attack methods. This motivates us to first study the properties of state-of-the-art domain adaption networks, and how they affect robustness to various adversarial attacks. A successful defense strategy should meet:

![Figure 2: Process of PL-FGSM. The inputs to the model are samples of the source and target domain. $\nabla_x L_{\text{PL}}$ is the gradient of $L_{\text{PL}}$ on the sample x. The model is domain adaptation model which is trained by clean samples. We use source and target samples to calculate the loss $L_{\text{PL}}$ and obtain disturbance $r$ by $\text{sign}(\nabla_x L_{\text{PL}})$. Then we add the disturbance to the clean images to get the adversarial samples and use adversarial samples to the attack the model.](image)
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which come from three real domains: In this experiment, it is used as a small dataset.

Office-Home is a benchmark dataset for domain adaptation which contains 4 domains where each domain consists of 65 categories. In this experiment, it is used as a medium scale dataset.

VisDA-2017 is a simulation-to-real dataset for domain adaptation with over 280,000 images across 12 categories in the training, validation and testing domains. In this experiment, it is used as a big scale dataset.

4.1.2 Adversarial Domain Attack and Defense. Our main attack method is PL-FGSM, we tried the attack step $\epsilon = [0.01, 0.05, 0.1, 0.5]$ and iteration $\text{ITER} = 40$. Targeted and non-targeted attack can be achieved by Eq. (10) and Eq. (14). White-box can be achieved by PL-FGSM, and black-box attack can be achieved by PL-FGSM in ANM way described in sec 3.2.1. Besides, Our defense strategy has been described in sec 3.3.2.

In section 5.2.1, we take non-targeted attack as an example to discuss the influence of different setting of adversarial attack and defense on different models and datasets. In sec 5.2.2, we give the result of non-targeted adversarial to form a comparison with sec 5.2.1.

4.2 Non-targeted Attack and Defense

4.2.1 White-Box Attack. The attack results of 3 models with four 4 step sizes on 3 datasets are shown in Fig. 3. The noise does not disturb the image obviously when $\epsilon = 0.01$. The samples change little at the pixel level, and the performance degradation of the models is very small, which is almost within 10%. When $\epsilon = 0.1$ and $\epsilon = 0.5$, the performance of the model decreases greatly. However, the noises of the images are very large at this time, and the images are already fuzzy. So it is difficult to be used in the actual scene. To this end, We choose the setting of $\epsilon = 0.05$ to focus on the analysis, where the attack ability is considerable, and the disturbance on the pixel level is acceptable.

The attack accuracy decrease rate results of 3 models on 3 datasets are shown in Fig. 3. We compared CDAN to DANN because CDAN is an enhanced DANN model with higher migration performance. On the same dataset, the decrease rate of CDAN is lower than that of DANN, according to the experimental results. It may be deduced that the model’s robustness increases as the migration performance improves. Then we compared DANN and DAN, two basic transfer learning framework models. Because DANN’s decline rate is larger than DAN’s, we may conclude that an adversarial transfer learning model like DANN is less robust than a methodology like DAN that directly lowers the distribution difference between the two domains.

4.2.2 White-Box Defense. We select CDAN to do white-box defense on 3 datasets. The average results before and after defense are shown in Fig. 4. After white-box defense, the accuracy of the adversarial samples on The first 2 datasets is greatly improved, but the accuracy of clean samples has been reduced to the same level as that of the adversarial samples. We speculate that the original distribution of the data set will be changed with the addition of confrontation samples, and it will be more difficult to fit the model to the original level. However, the same defense method does not perform well on the VisDA dataset. We speculate that this phenomenon is caused by the sample imbalance between the training set and the test set, which may need some special regularization method.

4.2.3 Black-Box Attack. We discuss the results of the three models’ transfer attacks on the Office-31, and $\epsilon = 0.05$. The average accuracy of each dataset is showed in Table 1. Transfer based attacks result in interesting phenomena: 1) Due to the similar model structure of DANN and CDAN, their mutual attack performance is close. The result of DANN attacking CDAN is 39.44%, while that of CDAN attacking DANN is 35.17%. In contrast, due to the large difference between the models, the attack effect of DAN on the other two is poor. This suggests that we may get better results when we attack simple models with complex models, while the attack power of simple models to complex models may be limited; 2) Due to the similarity of CDAN and DANN models, the performance of mutual black-box attack of CDAN and DANN is very close to the result of respective white-box attack. The result of CDAN white-box attack is 39.06%, and that of DANN attacking CDAN is 39.44%. It proves the feasibility of black-box attack based on transfer attack. When the avatar network is close to the original network, this black-box attack method can even achieve the performance comparable to the white-box attack.

4.2.4 Black-Box Defense. We select $\epsilon = 0.05$. The defense method refers to the black-box defense described in section 3.2. The results are shown in Table 2.

After defense, the accuracy of the model for the adversarial sample is greatly improved, but it is difficult to achieve the accuracy of the original model for clean samples. In general, the average accuracy of the original model for clean samples is more than 80%, while the accuracy of the trained model for dirty samples is around 60% - 80%. Besides, in most cases, the accuracy of defense model to dirty samples is slightly lower than that of clean samples after defense. For example, in the transfer attack of DANN2CDAN, the accuracy of the trained model $F_{\text{defense}}$ is 82.34% for clean samples and 76.66% for attack samples. This phenomenon will be discussed in sec 5. Another interesting thing is that, after the defense training, the accuracy of the defense model for clean samples is slightly reduced, and the decline rate is about 10%.

4.3 Targeted Attack and Defense

By setting this subsection, we compared the targeted attack and defense with non-targeted attack and defense. We select part of models and datasets to repeat the experiment of sec 6.1 in targeted manner.
Figure 3: Non-Targeted White-Box Attack. It shows 3 models accuracy after attacked by 4 steps ($\epsilon \in \{0.01, 0.05, 0.1, 0.5\}$, and $\epsilon = 0$ means the original samples.) on 3 datasets (Office-31, Office-Home, VisDA).

Table 1: Non-Targeted Black-Box Attack (Office-31). 'Clean' means the accuracy of the clean samples. 'white-box' means the accuracy of the white-box attack shown in fig1. 'CDAN2DAN' means use the samples generated by CDAN to attack DAN. 'average' means the average accuracy, and this applies to following tables, too.

| Attack source | AD(%) | AW(%) | DA(%) | DW(%) | WA(%) | WD(%) | average(%) |
|---------------|-------|-------|-------|-------|-------|-------|------------|
| DAN clean     | 83.73 | 79.62 | 65.70 | 96.85 | 65.56 | 99.79 | 81.88      |
| white-box     | 40.36 | 48.80 | 34.07 | 57.61 | 19.38 | 46.78 | 41.17      |
| DANN2DAN     | 41.76 | 39.49 | 44.51 | 66.16 | 40.14 | 53.21 | 47.55      |
| CDAN2DAN     | 42.36 | 40.88 | 44.44 | 64.40 | 39.75 | 51.80 | 47.27      |
| DANN clean   | 85.14 | 87.42 | 66.70 | 98.23 | 66.95 | 100.00 | 84.07      |
| white-box     | 22.69 | 32.32 | 40.64 | 42.76 | 40.43 | 30.12 | 34.83      |
| DAN2DANN     | 36.04 | 45.65 | 41.67 | 52.76 | 23.35 | 33.33 | 38.80      |
| CDAN2DANN    | 23.29 | 31.19 | 40.25 | 43.39 | 40.57 | 32.35 | 35.17      |

Table 3: Targeted White-Box Attack (Office-31)

| CDAN(%) | DANN(%) | DAN(%) |
|---------|---------|--------|
| AD      | 22.28   | 34.73  |
| AW      | 13.83   | 30.18  |
| DA      | 32.62   | 31.16  |
| DW      | 47.16   | 54.59  |
| WA      | 27.90   | 18.17  |
| WD      | 29.31   | 42.36  |
| average | 28.85   | 35.20  |

Table 4: Targeted White-Box Defense (Office-31)

| clean(%) | white-box(%) | clean trained(%) | adversarial(%) |
|----------|--------------|------------------|---------------|
| AD       | 93.17        | 22.28            | 64.65         |
| AW       | 92.32        | 13.83            | 75.72         |
| DA       | 71.31        | 32.62            | 38.58         |
| DW       | 98.61        | 47.16            | 94.84         |
| WA       | 70.64        | 27.90            | 43.94         |
| WD       | 100.00       | 29.31            | 86.14         |
| average  | 87.67        | 28.85            | 67.31         |

We select Office-31 datasets to three models in white-box manner, $\epsilon = 0.05$. The attack results are shown in Table 3. In general, the
Table 2: Non-targeted Black-Box Defense (Office-31). (attack) means black-box attack average.

| Attack source | samples(%) | AD(%) | AW(%) | DA(%) | DW(%) | WA(%) | WD(%) | (attack) average(%) |
|---------------|------------|-------|-------|-------|-------|-------|-------|----------------------|
| DAN           | clean      | 76.14 | 71.56 | 42.89 | 87.63 | 41.26 | 88.11 | (81.88) 67.93        |
| DANN          | ADV        | 68.48 | 63.48 | 44.01 | 85.66 | 46.39 | 89.26 | (47.55) 66.21        |
| CDAN          | clean      | 82.48 | 65.48 | 47.13 | 91.59 | 43.17 | 93.75 | (81.88) 70.60        |
|              | ADV        | 61.45 | 64.41 | 50.42 | 90.68 | 45.47 | 89.48 | (47.27) 66.98        |
| DANN          | DAN        | 79.91 | 78.84 | 48.56 | 95.72 | 51.04 | 96.92 | (38.80) 64.50        |
|              | ADV        | 59.63 | 64.15 | 50.12 | 87.67 | 45.47 | 97.18 | (44.36) 76.66        |
| CDAN          | clean      | 82.48 | 65.48 | 47.13 | 91.59 | 43.17 | 93.75 | (81.88) 70.60        |
|              | ADV        | 61.45 | 64.41 | 50.42 | 90.68 | 45.47 | 89.48 | (47.27) 66.98        |

Table 5: Targeted Black-Box Attack (Office-31)

| Attack source | AD(%) | AW(%) | DA(%) | DW(%) | WA(%) | WD(%) | average(%) |
|---------------|-------|-------|-------|-------|-------|-------|------------|
| DAN           | clean | 83.73 | 79.62 | 65.70 | 96.85 | 65.56 | 99.79      |
|              | white-box | 34.73 | 30.18 | 31.16 | 54.59 | 18.17 | 42.36      |
| DANN          | 51.00 | 43.14 | 42.52 | 78.92 | 39.97 | 67.67 | 53.74      |
| DANN2DAN      | 25.10 | 31.57 | 37.02 | 54.84 | 26.23 | 32.93 | 34.61      |
| DANN2DANN     | 41.55 | 45.86 | 40.14 | 58.40 | 21.64 | 39.33 | 41.15      |
| DANN2CDAN     | 25.10 | 31.57 | 37.02 | 54.84 | 26.23 | 32.93 | 34.61      |
| CDAN          | clean | 93.17 | 92.32 | 71.31 | 98.61 | 70.64 | 100.00     |
|              | white-box | 22.28 | 13.83 | 32.62 | 47.16 | 27.90 | 29.31      |
| CDAN2DANN     | 41.55 | 45.86 | 40.14 | 58.40 | 21.64 | 39.33 | 41.15      |
| CDAN2CDAN     | 25.10 | 31.57 | 37.02 | 54.84 | 26.23 | 32.93 | 34.61      |

For white-box defense, we choose CDAN model to experiment on Office-31 dataset. The experimental results are shown in Table 4, which show similar properties with the defense of non-targeted white-box defense to us: the accuracy of the dirty samples increases greatly, the accuracy of clean samples decreases slightly, and the accuracy of clean samples is always higher than that of dirty samples. Moreover, the accuracy of the model attacked by targeted attack is higher than that of the model attacked by non-targeted method. The former is 78.32%, the latter is 69.93%.

For the black box-attack, we also attack each other with the adversarial samples generated by the 3 models, $\epsilon = 0.05$. The results are shown in Table 5. Similarly, the effect of targeted black-box attack is slightly higher than that of targeted white-box attack. For example, for CDAN2DANN, the performance of targeted black-box attack is 1.07% less than the non-targeted black-box attack. Generally speaking, the result of targeted black-box attack is 1% - 2% lower than that of non-targeted black-box attack.
Table 6: Targeted Black-Box Defense (Office-31)

| Attack source | samples | AD(%) | AW(%) | DA(%) | DW(%) | WA(%) | WD(%) | (attack) average(%) |
|---------------|---------|-------|-------|-------|-------|-------|-------|---------------------|
| DAN DANN      | clean   | 76.70 | 75.09 | 56.86 | 96.60 | 58.75 | 98.99 | (81.88) 77.17       |
| DAN ADV       | clean   | 66.06 | 62.38 | 48.81 | 93.60 | 51.75 | 95.78 | (53.74) 69.73       |
| CDAN clean    | 70.48   | 68.67 | 52.25 | 94.96 | 51.40 | 97.99 | (81.88) 72.62       |
| CDAN ADV      | 60.04   | 58.23 | 46.36 | 91.44 | 46.39 | 93.97 | (52.44) 66.07       |
| DANN clean    | 77.91   | 77.73 | 45.15 | 97.10 | 50.33 | 97.99 | (84.07) 74.37       |
| DANN ADV      | 67.47   | 71.95 | 49.91 | 92.32 | 47.78 | 93.17 | (39.38) 70.43       |
| CDAN clean    | 72.28   | 75.22 | 38.33 | 94.46 | 46.25 | 97.99 | (84.07) 70.79       |
| DANN ADV      | 62.44   | 66.28 | 45.61 | 88.05 | 43.02 | 79.51 | (28.96) 64.15       |
| CDAN clean    | 89.75   | 88.93 | 53.46 | 98.36 | 50.40 | 97.99 | (87.67) 80.12       |
| DANN ADV      | 77.51   | 86.28 | 55.69 | 97.23 | 52.96 | 97.99 | (81.88) 72.62       |
| CDAN clean    | 87.14   | 87.04 | 54.34 | 97.61 | 53.67 | 100.00 | (87.67) 79.97      |
| DANN ADV      | 78.31   | 84.15 | 56.44 | 95.97 | 54.31 | 95.38 | (34.61) 77.42       |

For the non-targeted black-box defense, we chose the same settings as targeted black-box defense, and the results are shown in Table 6. Similarly, the accuracy of dirty samples decreases slightly, and the accuracy of clean samples is improved. But both are difficult to achieve the original accuracy. Similar to non-targeted, the average accuracy of three models after defense is reduced by about 10%.

5 DISCUSSION

During the defense of white-box, we find that the accuracy of individual domains is lower than that before defense, i.e., the accuracy of DA’s adversarial sample changes from 44.44% to 43.84%. Sometimes the test accuracy of clean samples is even lower than that of adversarial samples. We try to control the loss of defense to reduce the overfitting of the model:

\[ \mathcal{L} = \alpha \frac{\text{cross entropy}}{\text{clean}} + \frac{\text{cross entropy}}{\text{transfer}} \]  
where \( \frac{\text{cross entropy}}{\text{clean}} \) and \( \frac{\text{cross entropy}}{\text{transfer}} \) are the cross entropy losses of adversarial samples and clean samples, and \( \frac{\text{cross entropy}}{\text{transfer}} \) is the loss of domain adaption, such as \( L_{MMD} \). \( \alpha \) is the weight of adversarial samples’ loss to trade off the constraining force of \( L_{\text{clean}} \) and \( L_{\text{cross entropy}} \). We test the new loss in white-box defense with \( \alpha = 0.5 \) (Table 7), the accuracy of clean and adversarial samples are both improved, but the test accuracy of clean samples is lower than that of adversarial samples. This problem is worth further discussion.

Table 7: White-box Defense of weight loss (Office-31)

| source   | clean (%) | adv (%) | weight clean (%) | weight adv (%) |
|----------|-----------|---------|------------------|----------------|
| DA       | 45.23     | 43.84   | 50.48            | 51.44          |

6 CONCLUSION

In this work, we discuss the robustness of the domain adaptation model against adversarial effect. According to the characteristics of existing domain adaptation methods, we propose a fast gradient descent method based on pseudo label (PL-FGSM), which can be used as a basic method of adversarial attack for domain adaption. Experiments show that the performance of the existing models is greatly degraded under PL-FGSM’s attacking. This shows the limitation of cross domain model’s robustness.

In order to stimulate the community’s research on the above problems, we benchmark the various adversarial settings in domain adaptation, including white-box and black-box attack, targeted and non-targeted attack, etc. Through extensive experiments of three models on three datasets in small, medium and large scale, we get some interesting phenomena and meaningful conclusions. We hope that these results can provide a meaningful reference for future work. In addition, we discussed some of the unique properties of cross domain defense. Our code is open source and available to promote the development of cross domain attack and effective defense.
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