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Abstract—Spectro-temporal dynamics of consonant-vowel (CV) transition regions are considered to provide robust cues related to articulation. In this work, we propose an objective measure of precise articulation, dubbed the objective articulation measure (OAM), by analyzing the CV transitions segmented around vowel onsets. The OAM is derived based on the posteriors of a convolutional neural network pre-trained to classify between different consonants using CV regions as inputs. We demonstrate the OAM is correlated with perceptual measures in a variety of contexts including (a) adult dysarthric speech, (b) the speech of children with cleft lip/palate, and (c) a database of accented English speech from native Mandarin and Spanish speakers.
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I. INTRODUCTION

Consonant-vowel (CV) transitions refer to the abrupt movement in articulatory gestures as a speaker moves from consonants to vowels [1]. While producing CV transitions the articulators make dynamic movements which result in rapid changes in the amplitude and spectrum of the acoustic signal. Perceptual and algorithmic experiments conducted by Stevens concluded that the information in the CV boundary regions is robust and provides invariant cues related to articulation [1], [2]. For example, several papers demonstrate that CV transitions are efficient cues for place of articulation recognition in both adult and child speakers [3]–[5]. The challenging nature of these articulatory movements amplifies the acoustic manifestation of structural or functional impairments associated with the speech production mechanism. To that end, acoustic measures extracted from CV transitions have been analyzed as correlates of articulatory precision and intelligibility in motor speech disorders (e.g., apraxia and dysarthria), structural anomalies (e.g., cleft palate (CP), syndrome-related disorders (e.g., Down syndrome and galactosemia), and sensory-based disorders (e.g., hearing impairment) [6], [7].

One of the challenges associated with assessment of speech acoustics during CV transition regions is signal variability.

Different error types produce different acoustic patterns: devoicing and substitution errors in hearing impairment [8]; compensatory articulation errors (glottal and pharyngeal substitutions), and nasal substitutions in CP [7]; nasalized consonants with longer duration in dysarthria [9], [10]; and phoneme substitution errors during second-language learning [11], [12] all differentially impact speech acoustics during CV transition regions. We demonstrate this with an example in Fig. 1.

In this figure we analyze the waveform and spectrogram of various types of articulation errors produced for the target stop consonant /p/. The waveform and spectrogram (Figs. 1(a) and (b)) of the control speaker show a clear closure-burst transition for /p/. The dysarthric speakers show the presence of multiple bursts (Figs. 1(c) and (d)) and spirantization (Figs. 1(e) and (f)). The substitution error (/p/ → /k/) produced by the CP speaker shows the presence of a high-energy burst and increased VOT in Figs. 1(g) and (h). The presence of noise in the consonant region (Figs. 1(i) and (j)) indicates the presence of nasal air emission. The examples in Fig. 1 reveal that the acoustic characteristics of articulation errors during CV transitions vary across speech disorders.

This variability challenges the development of disease and speaker-invariant algorithms that assess CV transitions as objective proxies for precise articulation and intelligibility. The present work proposes an objective system for evaluation of CV transitions using an acoustic model pre-trained on a large normative speech sample. Consistent with existing works that tie CV transition errors to reduced articulatory precision, we show that the CV features produced by our model correlate with perceptual measures that capture articulation across a variety of speech disorders and accented speech.

A. Related work

The importance of CV transition regions, as highlighted by past experiments, has spurred the development of acoustic features for characterizing relevant CV features. Traditionally, these features include a set of primitive acoustic measures including spectral peak, burst energy, spectral energy, spectral tilt, voice onset time (VOT), and formant transitions trajectories [13]–[17]. In many cases, these acoustic measures have been included as features in machine learning (ML) systems that objectively assess articulatory precision. These systems involve the supervised training of classifiers (e.g. support vector machine (SVM), Gaussian mixture model (GMM)) that map the features to clinical articulation scores. Most of

1Spirantization refers to noise caused by incomplete articulatory closure during stop production.
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these ML models [18], [19] are trained on a set of acoustic features extracted from a particular disorder. However, as we see in Fig. 1 the nature of CV transition errors varies across speech disorders, consonant categories, and age groups. For example, VOT and formant transitions are used to assess orobarolaryngeal coordination in the case of motor speech disorders [20], whereas low-frequency energy is used in the evaluation of nasalized consonants in CP [14], [18]. Furthermore, the validity of several of these features critically depends on repeatable estimation of formant frequencies and amplitudes, a notoriously difficult problem [21]. These challenges make it difficult to develop models optimized for one disorder that generalize to other disorders.

As an alternative to traditional features based on signal processing, joint spectro-temporal features have been proposed to model CV transition regions in machine learning models. The two-dimensional discrete cosine transform (2D-DCT) is one of the most commonly used approaches to modeling the spectrotemporal dynamics of CV transition regions [19], [22]–[24]. Supervised learning methods using 2D-DCT features as input have been used for classification of place of articulation in stop consonants [23], to evaluate the goodness of /t/ and /k/ productions in children with speech sound disorders [25], to detect stop consonant production errors [24], and to model perceptual intelligibility ratings in children with CP [19]. Existing models based on supervised machine learning using the spectrum as input are trained for a very narrow context and are unlikely to generalize other contexts. Developing models that generalize to multiple contexts using this approach will require large and diverse labeled clinical corpora for training [26], a challenge too steep to overcome in many clinical applications.

B. The present work

Motivated by the significance of CV transitions and the limited availability of clinical speech data, in this work we propose a system for automated assessment of CV transition regions and demonstrate its validity by correlating the extracted features against perceptual ratings that capture articulatory precision across several clinical and non-clinical application domains. In contrast to clinical speech corpora, there are several publicly-available general population speech corpora. In our algorithm, we make use of the LibriSpeech corpus and train a discriminative CV feature learning model that learns to classify different consonants using CV regions as input. We use this pre-trained model as a CV feature extractor on input clinical speech samples. We further aggregate these features at the level of an utterance or speaker to generate an objective articulation measure (OAM). We demonstrate that
the OAM correlates strongly “out-of-the-box” with perceptual measures of articulation in several clinical speech applications and accentedness in speech from two different languages. That is, even without any supervised training using labels or speech samples from an application of interest, these features encode acoustic characteristics that correlate with human perception of properly produced speech. The performance of the OAM further improves with supervision if perceptual ratings are available for a corpus.

II. DATABASES

We use adult speech samples from the Librispeech corpus to build our CNN-based feature extractor and the OAM. We evaluate the OAM on three different corpora, two clinical corpora, and an accented speech database. Below we describe the details of the speech samples and perceptual ratings in each corpus.

A. Librispeech

The Librispeech database [27] contains the utterances of adult American English speakers. In this work, a subset of the Librispeech database, train-clean-100 and test-clean are used in the development of the CNN. The training set contains the recordings of 251 adult speakers (125 male and 126 female). A separate test set, comprised of 5.4 hours of speech, is used to evaluate the performance of the CNN classifier.

B. Dysarthria

The Dysarthric speech database was collected at the Motor speech laboratory at Arizona State University [28]. The dysarthric speech database consists of speech recordings from 80 adult speakers (43 male and 37 female) of varying levels of articulation impairment: 38 participants with Parkinson’s disease (PD), 6 participants with Huntington’s disease (HD), 16 participants with cerebellar Ataxia (A), and 15 participants with amyotrophic lateral sclerosis (ALS), and 5 healthy controls. From each subject, a set of 5 sentences were recorded. The recordings were given to 14 speech-language pathologists (SLPs) to rate speaker-level articulatory precision on a scale of 1 to 7 (1-precise articulation, 7-severely imprecise articulation). The average inter-rater correlation was found to be 0.831, \( p < 0.001 \). For this study, we take the average articulatory precision ratings of the 14 SLPs as the speaker-level articulatory precision score.

C. Cleft speech database

The Utah Americleft cleft speech database is comprised of data from 60 children between the ages of 5-7 years old, each repeating 24 sentences from the Americleft speech evaluation protocol, recorded at the University of Utah [29]. Speakers with CP produce obligatory (weak and nasalized consonants) and compensatory (glottal, pharyngeal, palatalized, and nasal fricative sounds) errors [7]. These errors lead to articulatory imprecision and degrade the acceptability of the produced speech. Speaker-level speech acceptability was rated on a 4-point scale (0-speech is acceptable, 1-speech is mildly unacceptable, 2-speech is moderately unacceptable, 3-speech is very unacceptable) by 4 Americleft-trained SLPs, and the average correlation among the 4 raters was 0.776, \( p < 0.001 \). For this study, we take the average acceptability of the 4 SLPs as the speaker-level speech acceptability score.

D. Accented speech corpus

The accentedness database used in [11] was used as an additional test corpus. The accentedness database is a subset of the GMU speech accent archive [30]. In this study, native (L1-language) Mandarin, and Spanish speakers speaking American English (L2) are considered. The speaker set is the same as the subset used in the experiments of [11], where for each language, 30 speakers, balanced on age and gender, were considered. Thirteen native American speakers were recruited as annotators to rate the accentedness on a 4-point rating scale: 1 = no accent/ negligible accent, 2 = mild accent, 3 = strong accent, and 4 = very strong accent. The average inter-rater correlation coefficient was found to be 0.73, \( p < 0.001 \). The average of the ratings among the 13 annotators was computed and considered as the final accentedness score for all analyses in this paper.

III. OAM COMPUTATION

In Fig. 2 we show a block diagram of the framework to compute the OAM. The OAM computation involves (a) the segmentation of CV transition regions around the vowel onset, (b) training and validation of a CNN-based consonant classifier using CV transitions as an input, and (c) articulation score computation. The different stages involved in the proposed system are described in detail in the sections that follow.

A. CV Feature Extractor

We use a pre-trained CNN classifier as a CV feature extractor. The CNN consonant classifier is trained to classify between different consonants spoken by healthy individuals using CV transition regions as input. The CNN is a context-independent consonant classifier that aims to classify among 20 consonants, i.e., plosives: /b/, /d/, /g/, /p/, /t/, /k/.

| Sl. No. | Layer | Activation | Dimension |
|--------|-------|------------|-----------|
| 1      | Input | -          | 40x32x1   |
| 2      | Conv_1| ReLU       | 9x5x64    |
| 3      | Pool_1| -          | 2x2       |
| 4      | Conv_2| ReLU       | 5x3x64    |
| 5      | Pool_2| -          | 2x2       |
| 6      | FC_1  | ReLU       | 1024      |
| 7      | FC_2  | ReLU       | 1024      |
| 8      | FC_3  | ReLU       | 1024      |
| 9      | Output| Softmax    | 20        |
fricatives: /z/-/s/, /s/-/ʃ/, /ʃ/, /h/-/θ/-/ð/, affricates: /tʃ/-/dʒ/, nasals: /n/-/m/-/ŋ/, and liquids: /l/-/ɹ/. The hundred hours of healthy speech samples from the Librispeech database are used to train the CNN. The speech samples and the corresponding orthographic transcriptions are first passed through the Montreal forced alignment tool to obtain the phoneme boundaries [31]. From the forced-alignment, we determine the location of the vowel onsets. Around each vowel onset, we take a 160 ms window (80 ms to the right and 80 ms to the left of the vowel onset) to segment the CV transition region. We empirically justify the 160 ms window size in Section III-B. The CV transition segment is analyzed using a Hamming window of 20 ms with a shift of 5 ms. From each frame, a 40-dimensional log Mel-filter bank is used to extract features, where the 40 filters are separated equally in Mel scale from 100 Hz to 7800 Hz. Finally, the segmented CV transition is represented by a 2-dimensional representation of dimension 40x32.

The mel-spectrogram of CV transition regions is used as input to train the CNN consonant classifier. The CNN architecture is described in Table I. The model has two convolutional layers with max pooling, where 64 filters of shape 9x5 with 1x1 stride and 64 filters of shape 5x3 with 1x1 stride are used in the first and second layers respectively. In both layers, we use a rectified linear unit (ReLU) activation and a Max-pooling operator of shape 2x2 with a 1x1 stride. The output of convolutional layers is flattened and passed to 3 fully connected layers. Each layer has 1024 hidden neurons with a ReLU activation function. The output layer is comprised of 20 nodes with softmax activation, with each output corresponding to one of the 20 consonants. The error between true and predicted output values is evaluated using a categorical cross-entropy loss (L) given by

\[
L = - \sum_{i=0}^{B-1} \sum_{j=0}^{M-1} y_{ij} \log(\hat{y}_{ij}),
\]

where B refers to the batch size, M is the number of classes (M = 20), and \(y_{ij}\) and \(\hat{y}_{ij}\) correspond to the ground truth and predicted outputs. In this work, we chose a batch size of 8 sentences (in each batch, we use the CV transitions from 8 sentences), and the Adam optimizer is used to minimize the error between ground truth and predicted values. The network is trained for 10 epochs and the learning rate is set to 0.001.

B. Setting the window length and evaluating the CNN

We analyzed the dependency of the CNN classifier on CV transition duration. We vary the CV window around the vowel onset from 60 ms to 200 ms in steps of 20 ms and, for each case, we evaluate the consonant classification accuracy on the Librispeech test samples. Fig. 3 shows the CNN’s performance as a function of the CV transition window size. From 60 to 160 ms, the performance increases with transition duration and then plateaus to an accuracy of \(\sim 85\%\). The improvement in performance is the result of improved model accuracy among consonants like affricates, which require a longer duration to produce and, therefore require longer windows to discriminate from others. For example, for a 60 ms transition duration, 47.212\% of instances of /tʃ/ are falsely detected as /ʃ/. Both are similar for place of articulation (palatal-alveolar) but differ in manner of production (fricative vs affricate). After increasing the window size to 160 ms, the error rate decreases to 13.283\%. The affricate textipa/tʃ/ is a combination of silence and frication noise. If we consider a very small CV transition window, then only the frication noise is provided as input to the CNN. This is insufficient to discriminate between /tʃ/ and /ʃ/, hence /tʃ/ is confused with /ʃ/.
OAM. The OAM score achieves a maximum value of 1 when \( p_i = \text{max}(P) \) for all consonants produced by a speaker.

**Linear Models:** For each speaker, we obtain 20 consonant-level OAM scores. We develop domain-specific models of articulation using these 20 features to predict perceptual variables of interest in each domain: imprecise articulation in dysarthria, speech acceptability in CP, and accentedness in speech from L2-learners. The linear models are combined with a forward feature selection algorithm to learn a parsimonious model. The perceptual labels from each corpus are used as labels during training.

**IV. EXPERIMENTAL EVALUATION**

Herein we present the details of the experimental evaluation and results. First, we evaluate the relationship between the OAM and (a) articulation precision in dysarthria, (b) acceptability in children with CP, (c) accentedness in Mandarin, and (d) accentedness in Spanish speakers. Next, we analyze the effect of forced-alignment errors on the OAM and visualize the internal workings of the pre-trained DNN feature extractor via saliency maps. Finally, we compare the OAM with the goodness of pronunciation (GOP) algorithm, a commonly used algorithm for objective articulation assessment.

**A. Comparing the OAM scores to perceptual labels**

We demonstrate the validity of the OAM by comparing the acoustic-derived features with perceptual measures of articulatory precision in dysarthria, speech acceptability in cleft palate, and accentedness in Mandarin and Spanish speakers. We evaluate the correlation between acoustics and perceptual measures for two types of acoustic measures: (a) speaker-level OAM scores and (b) linear predictors of perceptual labels using the OAM computed at the consonant level. The scatter plots of speaker-level OAM vs. perceptual ratings for Dysarthria, Utah Americleft, Mandarin, and Spanish are shown in Fig. 4(a)-(d), respectively. As expected, the higher the OAM, the closer to normal the articulatory precision ratings (1 on the scale).

The linear model’s performance is evaluated using the leave-one-speaker-out (LOSO) method. In LOSO validation, the consonant-level OAM scores of all speakers except one are used to train the linear model, and the held-out speaker is used during testing. A scatter plot between the predicted scores and perceptual ratings for Dysarthria, Utah Americleft, Mandarin, and Spanish are shown in Fig. 5(a)-(d), respectively. As expected, the higher the OAM, the closer to normal the articulatory precision ratings (1 on the scale).

The results for the average OAM and the linear model are presented in Table II. Across all four databases, the averaged OAM scores showed a significant correlation with the perceptual ratings, despite the fact that the training of the CNN
does not require any perceptual labels. As expected, the linear model-based approach shows improvement over the average OAM.

B. The impact of alignment errors on the OAM

Computation of the OAM requires detection of vowel onsets, which are obtained automatically using forced-alignment. Forced alignment algorithms can be error prone, i.e., there are timing differences between manual and automatic alignments [32]. To evaluate the impact of forced alignment error on the OAM, we evaluate the OAM scores using both automatic and manual alignments. Manual alignments are obtained by hand-correction of the forced alignments resulting from the Montreal aligner. The phoneme-boundaries of Praat-textgrid files are corrected by listening to the audio samples individually using Praat. The distribution of alignment error for the different databases are shown in the second column of Table III. This table also shows the correlation values for the predicted scores obtained for manual and automatic alignments.

The results for automatic alignments are consistently greater than for the manual case. This is likely because the alignment error increases as the speech severity increases. Hence, the CV transition region segmented using incorrectly detected vowel onsets deviates from their target, and the alignment error contributes to the estimated OAM in addition to acoustic deviation induced by articulation error [33].

C. Understanding the spectral characteristics the OAM captures

We used guided backpropagation to obtain the saliency maps for visualizing the features relevant inside the pre-trained CNN feature detector [34]. Fig. 6 shows the mel-spectrograms and the corresponding saliency maps, obtained from the first convolutional layer, for healthy controls and dysarthric speakers for the target /p/. Fig. 6(a) shows the speech waveform produced by a healthy control for the CV transition /p/-/r/; the corresponding mel-spectrogram and the saliency maps are shown in Figs. 6(b) and (c), respectively. The mel spectrogram (Fig. 6(b)) indicates a sharp increase in energy at the burst onset followed by formant transitions. The time-frequency components around the burst onset and the formant transitions around the vowel onset are highlighted in the saliency map (Fig. 6(c)) as relevant features. In dysarthric case-1, the target /p/ was detected as /b/. The place of articulation remains the same in /p/ and /b/, however /p/ contains a silence indicating the unvoiced manner and /b/ contains a voice bar component corresponding to voicing. The saliency map indicates the presence of low-frequency components corresponding to the voice bar component of /b/. In dysarthric case-2, /p/ is substituted by /v/. Hence, the CNN recognizes the target /p/ as /v/. The saliency map for /p/-/v/ does not indicate the presence of a burst component as in Figs. 6(c) and (f). Instead, the formant transitions from the friction to the vowel (around 50 ms in Fig. 6(i)) are highlighted. This analysis provides evidence that the CNN learned the discriminate features across various consonants and hence, is able to capture the acoustic features associated with articulation errors during these regions.

D. Comparison between the OAM and the GOP

The performance of the proposed approach is compared with the GOP algorithm [12]. The GOP is a popular method for the assessment of phone-level articulatory precision in L2-learners. The phone-level likelihood scores computed from the automatic speech recognizer (ASR) are used for the computation of GOP, where the ASR is trained for healthy controls. Since, the OAM is also computed using the acoustic model trained on healthy speakers, we compared the performance of the OAM with the GOP.

We used a pre-trained DNN-HMM acoustic model [3] for GOP computation. The DNN-HMM model uses i-vector speaker adaptation. The model was trained using Kaldi scripts [35] and the CMU pronunciation dictionary [36]. The GOP scores are computed using the scripts available at

| Database   | Alignment error (Mean+std) ms | Manual (r) | Automatic (r) |
|------------|-------------------------------|-----------|---------------|
| Dysarthria | 22.502±28.501                 | 0.766     | 0.836         |
| CP         | 32.891±41.429                 | 0.707     | 0.712         |
| Mandarin   | 18.870±19.263                 | 0.824     | 0.868         |
| Spanish    | 18.832±21.680                 | 0.605     | 0.802         |

2https://s3.amazonaws.com/kaldi-dnn-ali-gop-models/dnn_model.tar.gz
3https://github.com/tbright17/kaldi-dnn-ali-gop

### Table II

| Database | Measure | Average (r) | Linear (r) |
|----------|---------|-------------|------------|
| Dysarthria | OAM | -0.829 | 0.836 |
| CP | OAM | -0.659 | 0.723 |
| Mandarin | OAM | -0.609 | 0.812 |
| Spanish | OAM | -0.645 | 0.788 |

### Table III

**Comparison of OAM for manual and automatic alignments**

| Database   | Alignment error (Mean+std) ms | Manual (r) | Automatic (r) |
|------------|-------------------------------|-----------|---------------|
| Dysarthria | 22.502±28.501                 | 0.766     | 0.836         |
| CP         | 32.891±41.429                 | 0.707     | 0.712         |
| Mandarin   | 18.870±19.263                 | 0.824     | 0.868         |
| Spanish    | 18.832±21.680                 | 0.605     | 0.802         |
result, we perform the comparison by separately considering the GOP of consonants and the GOP of vowels and consonants. $G_C$ refers to the GOP scores evaluated for consonants only and $G_{C+V}$ refers to the GOP computed for consonants and vowels. Similar to the OAM, the performance of the GOP is evaluated in two ways, i.e., averaged GOP scores across the different phonemes and a linear model-based prediction built for each corpus. The performance of the GOP and the OAM for different databases are shown in Table III. As with the OAM, the GOP also shows improved performance for the linear model when compared to simple averaging.

The OAM shows better performance than $G_C$ in dysarthria, Mandarin and Spanish databases; however, the performance is comparable in the case of the CP database. Both GOP and OAM are computed using the acoustic models trained on the same Librispeech corpus. The presence of an acoustic mismatch between the adult and CP databases (which is comprised of children) can affect the estimated GOP scores. However, the DNN acoustic model uses $i$-vector based speaker adaptation and that can reduce the impact of the adult-child acoustic mismatch. The OAM scores, on the other hand, are computed directly on the child speech without any kind of speaker adaptation; still the performance is comparable to the DNN that uses $i$-vector speaker adaptation. This result provides further evidence for the invariance argument made in the literature regarding CV transitions. In the case of both adults and children, the perception of place of articulation for nasals and stop consonants is more efficient for CV transitions than consonant regions alone [3].

**Comparison of OAM and GOP variability:** Obtaining reliable GOP scores requires considerable averaging as the individual frame-level scores can be highly variable. This impacts the length of input speech required to obtain reliable estimates of the GOP. To evaluate the variability of the OAM relative to the GOP, we compare the coefficient of variation for the GOP and OAM across the four different databases considered. The coefficient of variation $\gamma_c$ for the phoneme $c$ is given by

$$\gamma_c = \frac{\sigma_c}{\mu_c}$$

where $\mu_c$ and $\sigma_c$ are the mean and standard deviation of the articulation scores estimated for various instances of the consonant $c$ per speaker. If the consonant category '$c'$ occurs $N$ times for a speaker, then $\mu_c$ and $\sigma_c$ are estimated as,

$$\mu_c = \frac{1}{N} \sum_{i=0}^{N-1} A(c_i)$$

$$\sigma_c = \sqrt{\frac{1}{N} \sum_{i=0}^{N-1} (A(c_i) - \mu_c)^2}$$

Under the assumption that the articulation of a speaker is not variable, the ideal objective articulation score should yield low variance estimates across different instances of the same phoneme; hence, $\gamma_c$ is expected to be lower for more reliable objective measures. We compute $\gamma_c$ for each
consonant across all speakers in the database for the OAM and the GOP. Fig. 7a)-(d) shows the distributions of $\gamma_c$ for the dysarthria, Utah Americleft, Mandarin, and Spanish databases, respectively. For each database, we plot the coefficient of variation for OAM-M, OAM-A, and the GOP. The coefficient of variation values are consistently higher for the GOP measure compared to the OAM. A statistical evaluation using paired samples $t$-tests reveals that this difference is statistically significant. Across all databases, there is no statistically significant difference between the OAM-M and OAM-A ($p > 0.001$).

**Computational complexity comparison:** During computation of the GOP, the audio files and the corresponding orthographic transcriptions are passed through the pre-trained ASR model. Forced-alignment is used to obtain phoneme boundaries and phone-level likelihood scores are computed for the expected (target) and recognized phones to estimate the GOP score. To compute likelihood scores for each recognized phone, the algorithm needs to traverse across different triphone states of the acoustic model to estimate a best possible path. Further, a language model is used to obtain more accurate sentence-level decoding using the recognized phoneme sequence. In addition, the DNN-based GOP computes 100-dimensional $i$-vectors and augments them with 40-dimensional MFCCs for speaker adaptation purposes. The computation of the OAM is much more straightforward; it does not use any triphone decoding or language modeling. Instead, it only uses the posteriors of the expected and observed consonants. Hence, the computational complexity of the OAM is considerably smaller than the GOP. This results in a 2X faster run time for the OAM computation relative to the GOP computation. We computed the execution time for a speech sample of length 5 sec. For the same file, the DNN-based GOP computation took 11 sec and the OAM computation took 4.811 sec (1.985 sec for Montreal forced aligner and 2.826 sec for the CNN).

**V. SUMMARY AND CONCLUSION**

In this work, we develop an algorithm for extracting features from CV transitions for the purpose of generating a general-purpose algorithm for the assessment of articulatory precision. Motivated by previous work which indicates that CV transitions are largely context- and speaker-invariant, we develop a CNN consonant classifier to use as a feature extractor. The CNN developed in this work, captures both time and frequency variations of speech and is trained using the mel-spectrogram computed from the CV transitions of healthy adult speakers. Analysis of saliency maps shows that the model has learned important consonant cues like formant transitions and bursts in the transition regions to discriminate between the correct and incorrect articulation. We use the posteriors of the CNN to develop an objective articulation model (OAM) for prediction of articulatory precision in adult dysarthric speakers, speech acceptability in children with CP, and accentedness in L2-learners. The results show that the model output is significantly correlated with different perceptual scales across all databases. Furthermore, these correlations are on the order of those obtained using the GOP algorithm. However, in contrast to the GOP, the OAM model is less variable and computationally more efficient. One of the limitations of both the GOP and the OAM is that they require knowledge of the target transcript and force-alignment to segment individual phonemes (for the GOP) or CV transitions (for the OAM). Future work should focus on the development of objective articulation assessment models that are independent of transcription and forced-alignment operations.
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