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Abstract

By coupling radiation transfer calculations to hydrodynamic simulations, there have been major advancements in understanding the long gamma-ray burst (LGRB) prompt emission. Building upon these achievements, we present an analysis of photospheric emission acquired using the Monte Carlo Radiation Transfer (MCRaT) code on hydrodynamic simulations with variable jet profiles. MCRA propagates and Compton-scatters individual photons that have been injected into the collimated outflow in order to produce synthetic light curves and spectra. These light curves and spectra allow us to compare our results to LGRB observational data. We find excellent agreement between our fitted time-resolved $\beta$ parameters and those that are observed. Additionally, our simulations show that photospheric emission, under certain conditions, is able to create the observationally expected Band $\beta$ parameter. Finally, we show that the simulations are consistent with the Golenetskii correlation but exhibit some strain with the Amati and Yonetoku correlations.
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1. Introduction

Gamma-ray bursts (GRBs) were first detected in the late 1960’s as transient events associated with the release of high-energy X-rays and $\gamma$-rays (Klebesadel et al. 1973). Since then, GRBs have been divided into two subclases based on their duration and progenitors (Kouveliotou et al. 1993). Short GRBs (SGRBs) are typically shorter than 2 s and are associated with the merger of two neutron stars (Abbott et al. 2017; Goldstein et al. 2017) or a neutron star and a black hole. Long GRBs (LGRBs) are normally longer than 2 s and are associated with core-collapse supernovae (Bloom et al. 1999; MacFadyen et al. 2001). A common characteristic of both SGRBs and LGRBs is the unique intrinsic variability observed in each light curve. This characteristic was studied by Fenimore et al. (1999) and shown to be possibly due to variability in the central engine of these events.

One aspect of GRBs that is still not fully understood is the production of X-rays and $\gamma$-rays in the first few seconds (which is referred to as the prompt emission of GRBs). This emission can be explained by two models: the synchrotron shock model (SSM; Rees & Mészáros 1994) and the photospheric model (Rees & Mészáros 2005; Pe’er et al. 2006; Beloborodov 2010a).

The SSM consists of shells with varying speeds that have been emitted by the central engine. Due to the differing speeds, the shells collide with one another, producing radiation in the process; the radiation will be able to escape the jet if the opacity $\tau < 1$. While this model is able to accommodate may aspects of GRBs including the non-thermal spectra and light-curve variability, it does not hold up to observational relationships such as the Amati (Amati et al. 2002), Yonetoku (Yonetoku et al. 2004), and Golenetskii (Golenetskii et al. 1983) relations.

The photospheric model describes radiation that is produced at high opacities deep within the jet. This radiation interacts with the matter in the jet, causing the spectral signature of the radiation to change. As the jet expands through space, the radiation begins to decouple from the jet and escapes when $\tau \approx 1$. This model has been very successful in recreating most of the observational relationships (Lazzati et al. 2013a; López-Cámara et al. 2014) and is able to produce broad spectra (Pe’er et al. 2006). Subphotospheric dissipation events (Chhotray & Lazzati 2015) and the idea of the photospheric region, in which the photosphere is a volume of space in which photons can still be upscattered by sparse interactions with matter in the jet (Pe’er 2008; Beloborodov 2010b; Ito et al. 2015; Parsotan & Lazzati 2018), contribute to the non-thermal nature of the spectra in the photospheric model. However, while these ideas account for the high-energy tail needed for spectra, a resounding question still surrounding the photospheric model is the ability for it to naturally accommodate non-thermal low-energy tails.

Vurm & Beloborodov (2016) have shown that it is possible for a non-thermal low-energy tail to form in the photospheric model; however, their radiation transfer calculations were conducted on an analytical background fluid profile and, besides thermal emission, they explicitly included synchrotron radiation, which produced the required slope within a small range of parameters. In order to acquire a realistic background fluid profile, special relativistic hydrodynamic (RHD) simulations need to be used, which do not provide any information related to the evolution of the radiation (Lazzati et al. 2013a, 2009; Lázpe-Cámara et al. 2014).

It is currently possible to address the downsfalls of conducting radiation transfer or RHD simulations independently of one another. The solution is to use Monte Carlo methods to simulate the radiation interacting with a jet whose fluid properties are obtained from RHD simulations. Ito et al. (2015) was the first to conduct these Monte Carlo simulations using an LGRB RHD simulation of a precessing jet. Lazzati (2016) then created an independent algorithm, called the Monte Carlo Radiation Transfer (MCRT) code, for use with HD or RHD simulations. Parsotan & Lazzati (2018) used MCRT to conduct radiation transfer calculations of LGRB RHD simulations of constant-luminosity jets evolving through a variety of progenitor stars.

This paper builds upon the study done by Parsotan & Lazzati (2018). Here, we present the results of conducting Monte Carlo
radiation transfer simulations using MCRaT on LGRB RHD simulations of jets with different temporal and energy profiles. Section 2 outlines some of the new features of the MCRaT code used in this paper, and Section 3 briefly outlines the methods that were used to analyze the MCRaT simulations. Section 4 then focuses on the results, and Section 5 summarizes and interprets the results in relation to observations and the photospheric model.

2. The MCRaT Code

The MCRaT code has been improved since the analysis done by Lazzati (2016) and Parsotan & Lazzati (2018). The code has now been parallelized for distributed and shared memory systems using the Message Passing Interface and Open Multi-Processing libraries. As a result of these improvements, the code is now able to scatter and propagate an order of magnitude more photons than was previously possible. The code also keeps track of the number of scatterings that each photon undergoes, providing additional information on the opacity of the jet as it evolves and the degree in which the photons are trapped by the fluid.

The code still follows the same algorithm as described in Lazzati (2016), in which an initial RHD simulation frame is loaded in order to inject photons at a radius corresponding to an opacity > 100. These photons, initially injected as a blackbody or Wien spectrum, are then individually propagated through the RHD simulation and allowed to scatter, with the probability of scattering being dictated by the properties of the fluid. If the edge of the simulation is reached, the photons no longer interact with the RHD fluid elements and are free to propagate. This process restarts until all photons have been injected and propagated through the jet.

The only algorithmic modification to the code comes from the way that photons are injected. Instead of injecting a fixed number of photons at a given radius with each photon weight being based on solid angle, the code selects RHD fluid elements at a given radius and calculates the expected number of photons in each element as

$$n_i = \frac{\xi T_i^3 \Gamma_i \Delta V}{w}$$

where $\xi$, the number density coefficient which is used to calculate the number density of photons as $n_i = \xi T_i^3$, is 20.29 for a blackbody spectrum or 8.44 for a Wien spectrum; $T_i$ is the comoving temperature of the fluid element; $\Gamma_i$ is the Lorentz factor of the element; $w$ is the weighting factor of each injected photon; and $\Delta V_i$ is the volume of the fluid element (Lazzati 2016).

The comoving temperature is calculated as

$$T_i = \left(\frac{3p_i}{a}\right)^{\frac{1}{2}}$$

where $p_i$ is the pressure of the fluid element, and $a$ is the radiation density constant. This equation conforms with the assumption in the RHD simulations used in this paper that the adiabatic index of the fluid is $4/3$.

Since the RHD simulations used in this study are 2D axisymmetric, we assume cylindrical symmetry and calculate $\Delta V_i = 2\pi x_i dA_i$, where $x_i$ is the distance of the fluid element from the $y$-axis of the simulation and $dA_i$ is the area of the element.

Once the number of photons is calculated, we draw a random number from a Poisson distribution using $n_i$ as the average value in order to get the actual number of photons that will be injected into the $i$th RHD element. The weight, $w$, for a given set of injected photons can be adjusted accordingly in order to inject more or fewer photons into the simulation; this allows us to conserve energy and increase photon statistics for time-resolved spectra. This weight is essentially how many actual LGRB photons each MCRaT photon represents. The average $w$ for the simulations presented here is $\sim 3 \times 10^{-2}$, and there are a total of $\sim 1.1 \times 10^5$ photons scattered through each simulation.

3. Methods

To produce the light curves and time-resolved spectra from MCRaT, we follow the methods outlined in Parsotan & Lazzati (2018), which are briefly summarized here.

In order to acquire light curves, we calculate the time of arrival of each photon with respect to a virtual detector that is placed at a radius of $r_d = 2.5 \times 10^{12}$ cm, which is appropriately the edge of the RHD simulations used in this paper. Each photon that has surpassed the virtual detector by the end of the simulation is collected, and its time of detection, $t_{\text{detect}}$, is calculated based on the real RHD simulation time, $t_{\text{real}}$, the jet launching time, $t_j$; and the amount of time the photon has traveled past the detector, $t_p$.

$$t_{\text{detect}} = t_{\text{real}} - t_j - t_p$$

The detected jet launching time, $t_j$, is acquired by considering a virtual photon being emitted by the central engine at the time when the jet is launched; thus, it is calculated as $t_j = r_d/c$, where $c$ is the speed of light. In order to construct the light curves, we also need to constrain the observer viewing angle, $\theta_o$, and the photons that would propagate within a range of angles toward a given observer. In this paper, we will specify $\theta_o$ as the average of a given acceptance interval, which is always $\theta_o = 0.5^\circ$.

The time-resolved spectra are created by looking at photons that are detected within a given time interval. The spectrum, in units of counts, is created by summing up the weights of all photons with energies that fall within a given energy range. The error bars for the spectra are assumed to be Poisson. These spectra are then fit with either a Comptonized (COMP) function (Yu et al. 2016) or a Band function (Band et al. 1993) based on a statistical $F$-test to determine the statistical significance of the fit. The Band function fit allows us to acquire the low-energy slope of the spectrum, $\alpha$; the high-energy slope, $\beta$; and the break energy, $E_o$. The simpler COMP fit is parameterized by only $\alpha$ and $E_o$. This is due to the fact that the COMP function is the limit of the Band function as $\beta \to -\infty$. The peak energy of the spectrum, in terms of energy emitted per energy bin, occurs at $E_{pk} = E_o(2 + \alpha)$.

MCRaT also allows us to follow the evolution of the photons with respect to the matter to determine, when, or even if, the photons decouple from the matter in the jet. Parsotan & Lazzati (2018) used the effective temperature of the photons and the temperature of the matter as a way of determining the degree in which the two counterparts of the jet are coupled. Since the code now keeps track of the number of times that each photon scatters, the coupling of the photons to the fluid can also be
analyzed by looking at the optical depth of the jet, as the jet and the photons propagate through space. The optical depth for a given set of photons, denoted by \( n \), in the hydrodynamical frame \( i \), located at some average radius, \( R_n \), is calculated by summing up the total number of scatterings the photons undergo from radius \( R_i \) to their final location in the last frame of the RHD simulation. We calculate \( \tau_i^n \), the optical depth of the \( n \)th set of photons at \( R_n \), as

\[
\tau_i^n = \sum_{j=i}^{L} \langle N \rangle_j^n
\]

where \( j \) is the frame number of the RHD simulation which goes from \( i \) to the last frame in the RHD simulation, \( L \), and \( \langle N \rangle_j^n \) is the average number of scatterings that the \( n \)th set of photons undergoes in frame \( j \). This gives us the total number of scatterings the photons undergo from a given location in the outflow to where the photons end up in the last RHD simulation frame, which is where we measure their energies. In reality, photons would be able to scatter past the domain of the simulation; we do not model this effect, which leads to an artificial drop in the optical depth near the domain of the simulation. This artificial drop converges to the average number of scatterings the photons undergo in the last frame, \( \langle N \rangle_L^n \).

4. Results

For this paper, we ran MCRA\( T \) on the same FLASH 2.5 RHD simulations that were used by López-Cámara et al. (2014). All three RHD simulations use a 16TI progenitor provided by Woosley & Heger (2006) and a jet that was injected with an initial Lorentz factor of 5, an opening angle of \( 10^\circ \), and an internal to rest-mass energy ratio \( \eta = 80 \). The jet, in all cases, was on for a total of 20 s, with the jet being injected periodically for two of the RHD simulations. The domain of the RHD simulations along the jet axis is \( 2.56 \times 10^{12} \text{ cm} \) and \( 1.28 \times 10^{11} \text{ cm} \) along the \( x \)-axis. The resolution is as low as \( 8 \times 10^8 \text{ cm} \) at the base of the jet and \( 3.2 \times 10^9 \text{ cm} \) in the cocoon. This resolution is able to capture shocks and resolve the transition between the active and quiescent epochs of the injected jet; even at the edge of the simulation domain, where the resolution is \( \sim 1 \times 10^9 \text{ cm} \), shocks are captured by a few resolution elements (López-Cámara et al. 2014).

The 40spikes simulation has a jet that injects 40 half-second spikes at the same luminosity, with each spike followed by a quiescent period of another half second. The 40sp_down simulation has 40 half-second spikes; however, each subsequent spike luminosity is decreased by an additional 5% with respect to the previous one. The 1spike simulation has a constant engine luminosity for 20 s and then the jet is shut off. All of the models emit the same energy over the time interval in which the jet is being injected. The differences between the simulation profiles are plotted in Figure 1 of López-Cámara et al. (2014).

Depending on the model, the central engine from the RHD simulations of López-Cámara et al. (2014) was active only during the first few tens of seconds of the total integration time (\( \sim 100 \text{ s} \)). Thus, we ran the MCRA\( T \) radiation code during the time in which the central engine of each model was active in order to investigate the effects of the varying central engine on the radiation. MCRA\( T \) was run for the initial \( \sim 20 \text{ s} \) of the 1spike model and the initial \( \sim 40 \text{ s} \) of the variable engine models. MCRA\( T \) was not run (meaning no new photons were injected into the simulation) once the central engine was turned off due to the hydrodynamical uncertainties from numerical mixing, which arises when the jet is permanently shut off. There are a total of \( \sim 1.1 \times 10^6 \) photons scattered through each simulation. Unlike previous studies where the injected photons were assumed to follow a Wien distribution (Lazzati 2016; Parsotan & Lazzati 2018), in this work we assume that the injected photons follow a blackbody distribution, with which we set \( \xi = 20.29 \) in Equation (1). This assumption is supported by the fact that the photons are injected at optical depths of order \( \sim 10^5 \)–\( 10^6 \), which, according to Beloborodov (2013), is the correct optical depth for the photons to be described by a blackbody spectrum.

4.1. Light Curves and \( E_{\text{pk}} \)

Using the MCRA\( T \) results, we are able to produce light curves for each simulation extending out to \( \theta = 6^\circ \), which is twice as large as the simulations analyzed in Parsotan & Lazzati (2018). Figure 1 shows some of the MCRA\( T \) produced light curves and time-resolved spectral parameters for the 40spikes, 40sp_down, and 1spike simulations at a temporal resolution of 200 ms. The light curve is plotted in black in the top portion of the plot alongside the fitted \( E_{\text{pk}} \) in green. The bottom portion of the plots shows the best-fit \( \alpha \) parameters in red and the \( \beta \) parameters in blue. Unfilled markers represent spectra that are best fit by the Band function, and filled markers represent COMP functions. Additionally, spectra that are best fit with negative \( \alpha \) values are represented by star markers.

The peak energies in the variable 40spikes and 40sp_down simulations track the light-curve pulses at all viewing angles. To quantify this tracking, we calculate the Spearman’s rank correlation coefficient, \( r_s \), between \( E_{\text{pk}} \) and \( L_{\text{iso}} \). The values we get for both simulations between \( \theta = 1^\circ–6^\circ \) ranges from 0.61 to 0.91, which means that the two quantities are relatively well correlated.

This finding shows that \( E_{\text{pk}}–L_{\text{iso}} \) tracking is not a consequence of overlapping pulses in the light curve, as presented by Lu et al. (2012). According to their model, we should see a general hard-to-soft evolution of the peak energy for each individual pulse, especially since we do not have any issues with the pulses not being properly resolved in our synthetic light curves.

The 1spike simulation exhibited the same behavior that Parsotan & Lazzati (2018) found with their constant-luminosity simulations. On axis light curves, \( \theta = 1^\circ–3^\circ \) and exhibited little \( E_{\text{pk}}–L_{\text{iso}} \) tracking, with \( r_s = 0.29–0.49 \), while a tracking between the two quantities became very apparent further from the jet axis at \( \theta = 4^\circ–6^\circ \), where \( r_s \) ranges from 0.92–0.97.

The individual pulse-tracking behavior can be understood through the photospheric model by considering the fact that the peak of the pulse is composed of photons that are interacting with less dense, faster moving material while the lower luminosity portions of the light curve consist of photons interacting with denser, slower material in the jet (López-Cámara et al. 2014).
4.2. Photons Escaping the Photospheric Region

An important point from combining the radiation transfer and the RHD simulations was showing that the photons gradually fall out of equilibrium with the matter in the jet (Ito et al. 2015; Lazzati 2016; Parsotan & Lazzati 2018). The photons need to be fully decoupled from the jet and no longer interacting with the fluid in order for the fitted spectral parameters to reproduce what an observer at infinity would detect. We define the photosphere as the probabilistic surface in which the average number of scatterings to an observer at infinity for some number of photons is 1 (for further details, see Parsotan & Lazzati 2018).

As mentioned in Section 3, we use the average number of times the photons scatter through the jet to calculate the optical depth. This allows us to determine if the photons are decoupled from the fluid. Figure 2 shows the calculated optical depth through the outflow for selected sets of photons detected at various times in the light curves shown in Figure 1, with solid lines. The times in Figures 2(a)–(c) correspond to the vertical dotted lines shown in Figures 1(a)–(c), respectively.

The photons from time periods with large spikes, \( t = 25–25.2 \) s in Figure 2(a), are relatively decoupled from the plasma, with the optical depth being \( \sim 10 \) toward the end of the MCRaT simulation (looking at \( r_d = 2.5 \times 10^{12} \) cm, which is located before the artificial steep decline in \( \tau \)). Photons from periods of smaller spikes, \( t = 20–20.2 \) s in Figures 2(a) or (b), are in regions of the outflow where the optical depth is higher; however, by the end of the simulation, these photons are undergoing a few tens or few scatterings, respectively. On the other hand, photons from quiescent periods, \( t = 26–26.2 \) s in Figure 2(b), are in the highest optical depth regions of the outflow and are still undergoing \( \sim 100 \) scatterings at the end of the simulation. The photons in the 1spike simulation are all relatively decoupled from the fluid, with each set of photons being in a region of the jet where \( \tau \), measured at \( r_d \), is a few by the end of the simulation, as plotted in Figure 2(c).

As shown in Figure 2(c), the photons during the active (quiescent) epochs of the intermittent jet are mostly decoupled (coupled) from (to) the fluid. Comparing our results to those from Parsotan & Lazzati (2018), we find, in relation to the photons in high optical depth regions of the outflow, that if our domain were larger, the average photon temperature would decrease by a factor of \( \sim 2 \), and these photons would undergo a few additional scatterings, which, due to the low number of interactions, would not drastically affect any properties of the spectra or the light curves.

Plotted as thick dashed lines in Figure 2 are the average Lorentz factors of the fluid that the selected photons are interacting with in the GRB outflow. The energetic pulses are interacting with faster moving material, which necessity has to be less dense to be moving relativistically. The less energetic pulses, on the other hand, are interacting with slower moving, dense material. This supports López-Cámara et al.’s (2014) finding that the structure of a GRB’s light curve is influenced by the GRB jet’s Lorentz factor and density profiles, which are inversely correlated with respect to one another.

4.3. Analysis of the Spectral Fits

The time-integrated spectra for each simulation at \( \theta_v = 1^5–6^5 \) are all best fit with a Band spectrum. Typically,
the \( \alpha \) values are \( \sim 1 \), the \( \beta \) values are \( \sim -2.4 \) for the variable simulations and \( \sim -5 \) for the 1spike simulation, and the peak energies of the spectra are a few tens or hundreds of keV. Figure 3 shows the time-integrated spectra for the light curves shown in Figure 1. The time-integrated spectra for the 40spikes and 40sp_down simulations have tails extending to \( \sim 10^5 \) keV, while the time-integrated 1spike spectrum extends an order of magnitude less, which shows that the variable simulations, which contain a considerable amount of shocks, have photons with higher energies compared to the 1spike simulation. The high-energy tails in the 40spikes and 40sp_down time-integrated spectra are primarily formed by the Band function fits that are shown in Figures 1(a) and (b), respectively. The COMP time-resolved spectra for these variable simulations typically extend up to \( \sim 10^5 \) keV, while the Band spectra extend up to \( \sim 10^4 \) keV. As a result, the variable time-integrated spectra have \( \beta \) parameters that are approximately the average of the time-resolved spectral \( \beta \) values shown in Figures 1(a) and (b), respectively. On the other hand, for the 1spike simulation, the time-resolved COMP and Band function fits, shown in Figure 1(c), both extend up to \( \sim 10^5 \) keV. When these spectra are combined to form the time-integrated spectrum, in Figure 3(c), the best-fit \( \beta \) value becomes a steep \( -4.2 \). This is due to the fact that the summing over the time-resolved spectra, to form the time-integrated spectrum, takes into account the fact that the COMP function is similar to the Band function when the Band \( \beta \) parameter is \( \lesssim -4 \) (Kaneko et al. 2006).

The high-energy slopes of the time-integrated spectra are indicative of bulk Comptonization in the outflow. Models with shells of noticeably different Lorentz factors (see Figures 2(a) and (b) for the 40spikes and 40sp_down simulations) allow bulk Comptonization to occur in the outflow, which contributes to the time-integrated spectra having the observationally expected \( \beta \sim -2 \). On the other hand, models with shells of very similar Lorentz factors produce steep \( \beta \) values that are at odds with observations; see the 1spike simulation and the simulations presented by Parsotan & Lazzati (2018).

The best-fit parameters of the time-resolved spectra, for each simulation, are collectively plotted in Figure 4 alongside the Fermi “BEST” spectral parameters from Yu et al. (2016; see also Yu et al. 2018 for a more sophisticated analysis of GRB time-resolved spectral parameters). The synthetic \( \alpha \), \( \beta \), and \( E_{pk} \) are plotted in red, blue, and green, respectively, while the Fermi parameters are plotted in orange. We find that our synthetic \( \beta \) values are in agreement with the observationally expected values; our \( \beta \) distribution is wider than what Yu et al. (2016) found; we are much more in alignment with Yu et al.’s (2018) \( \beta \) distribution. With respect to \( E_{pk} \), we have a large number of spectra with energies that are less than what is observationally expected. This can be attributed to the fact that we have no noise in our simulations and, thus, are able to detect very low-luminosity portions of the light curves with lower peak energies. We also find that our \( \alpha \) parameters are mostly clustered at values \( \sim 1 \); however, some spectra have much larger fitted values, due to the low photon statistics associated with these spectra. Additionally, we do have some spectra with negative \( \alpha \) values that are in good agreement with the Fermi results (Yu et al. 2016).
4.3.1. Origin of the Negative $\alpha$ Values

We find that there are two main reasons that explain the negative $\alpha$ values that we find in our time-resolved spectra. These effects are high-latitude photons being scattered into the observer’s line of sight (Pe’er & Ryde 2011) and shocks, where the low-energy portion of the spectra are interacting with less energetic material in the GRB jet. In this section, we first show the effects of high-latitude photons on spectra, then remove those photons from the calculation of light curves and spectra. Consequently, the analysis still shows that some spectra have negative low-energy slopes. We analyze the photons that make up the low-energy slope of the spectra to find that these photons interact with less energetic material in the outflow.

These effects are high-latitude photons being scattered into the observer’s line of sight (Pe’er & Ryde 2011) and shocks, where the low-energy portion of the spectra are interacting with less energetic material in the GRB jet. In this section, we first show the effects of high-latitude photons on spectra, then remove those photons from the calculation of light curves and spectra. Consequently, the analysis still shows that some spectra have negative low-energy slopes. We analyze the photons that make up the low-energy slope of the spectra to find that these photons interact with less energetic material in the outflow.

Figure 5 shows the time-resolved spectrum for $t = 35–35.2$ s in Figure 1(a) in blue square markers, with the best-fit Band function as a solid black line. The spectrum accounts for all photons in the simulation that would be detected by an observer at $\theta_v = 1^\circ$. The dotted black line is the best-fit Band function to the blue squares, with the fitted parameters provided in the legend. Due to the off-axis photons, the spectrum is able to obtain enough low-energy photons to be fit with a negative $\alpha$ parameter.

It is interesting that the time-resolved spectra in Figure 1 with negative $\alpha$ parameters seem to have higher peak energies than the surrounding spectra with positive $\alpha$ values. This trend is consistent with Chhotray & Lazzati’s (2015) findings that there is a relationship between $E_{pk}$ and $\alpha$. As Figure 5 shows, the positive $\alpha$ values “pull” the break energy fit to lower values, thus decreasing the calculated peak energy. On the other hand, the proper negative $\alpha$ parameter effectively
“pushes” the break energy fit to higher energies, leading to a larger $E_{\text{pk}}$ by a factor of $\sim 3$.

Excluding the high-latitude photons from the calculation of the light curve and the spectra in Figure 1(a) produces the result in Figure 6, showing that many of the negative $\alpha$ parameters disappear when only photons within the observer’s line of sight are considered. However, there are still some spectra that are best fit with negative $\alpha$ values. These spectra are at the interface between a pulse and a quiescent period, with the pulse being caused by the part of the jet with low density and high Lorentz factor material, and the quiescent period being caused by the exact opposite characteristics in the jet (López-Cámara et al. 2014).

Using the spectrum at $t = 36-36.2$ s in the light curve shown in Figures 1(a) and 6 as an example, we keep track of the fluid properties that the photons in the low-energy tail versus the high-energy tail are interacting with, in order to understand what exactly causes the negative $\alpha$ parameter in the spectrum. We choose a cutoff value of 100 keV in the spectrum due to it being the approximate value of the break energy, $E_{\text{br}}$, in the Band function, as is shown in Figure 5. We find, as Figure 2(a) shows, that the high-energy photons, with energies $\geq 100$ keV, interacted with higher Lorentz factor material in the jet and the low-energy photons, with energies $< 100$ keV, interacted with lower Lorentz factor material. The thin dashed–dotted and dotted lines show the average fluid Lorentz factors that the photons with energies less than and greater than 100 keV, respectively, are interacting with. The photons in the low-energy part of the spectrum, as a result of interacting with slower moving material, is not able to be upscattered to higher energies, thus maintaining the ideal number of photons in the low-energy tail. As a result, it seems as though these interfaces between low and high Lorentz factor material in LGRB outflows provide another important means for spectra to develop negative $\alpha$ parameters in the photospheric model. The effect of photons scattering at such an interface can also be seen in the 1spike simulation, plotted in Figure 1(c), where there is a single spectrum with a negative $\alpha$ value at the interface between a bright pulse and the subsequent dimmer period of the light curve.

4.4. Comparison to Observational Relations

The data from the MCRaT-derived light curves and spectra allow us to compare the synthetic LGRBs to observed GRBs and the ensemble relations that describe them. Figure 7 shows the 40spikes, 40sp_down, and 1spike simulations plotted on the Yonetoku and Amati relations (Yonetoku et al. 2004; Amati et al. 2002). The Yonetoku relation is plotted as a gray line alongside observed GRB data from Nava et al. (2012), which are plotted as gray circles. The Amati relation and its $1\sigma$ dispersion, acquired from Tsutsui et al. (2009), is plotted as a gray solid and dotted line, respectively. The 1spike simulation is in agreement with both observational relations. The two variable simulations, however, are in some strain with respect to both the Amati and Yonetoku relations, which López-Cámara et al. (2014) also found. The primary cause is the low peak energies in the spectra, as shown in Figure 3. While the spectra have high-energy power-law tails that extend to $\sim 10^9$ keV, there are not enough high-energy photons to shift the spectral fit to higher peak energies. In order to overcome this lack of high-energy photons, we need to have higher resolution RHD simulations in order to effectively probe the high-temperature regions of shocks (Beloborodov 2017). Another cause of the low peak energy is due to the low-energy stellar material polluting the jet during the time periods when the injected jet is quiescent (López-Cámara et al. 2014). The relatively cold, slow, and dense stellar material interacting with the energetic photons cause the photons’ energy to decrease, and thus, the time-integrated spectra to have lower peak energies. The poor $\alpha$ parameters that we acquire also affect the peak energy acquired for the spectra. As we correct our $\alpha$ values, we expect our spectral peak energies to increase as we outlined in the previous section.

The Golenetskii relation (Golenetskii et al. 1983) is also an important tool for understanding the radiation mechanism in GRBs. To compare our synthetic data to observational data, we only plot the time periods in which the luminosity is $10^{50}$ ergs s$^{-1}$ and greater in Figure 8. This cutoff corresponds to the lowest observed GRB luminosity in Lu et al.’s (2012) Golenetskii plot (see their Figure 9). The best-fit Golenetskii relation from Lu et al. (2012) and the $2\sigma$ confidence interval are plotted as solid and dashed–dotted lines, respectively, in Figure 8. The lowest luminosity points are at a different slope from that expected for the Golenetskii relation; however, as discussed in Section 4.2, the photons from these low-luminosity regions are still coupled to the jet. As Parsotan & Lazzati (2018) showed, this means that the photons are still able to cool off, potentially lowering the spectral peak energy enough to bring them into agreement with the slope of the Golenetskii relation. On the other hand, the peak energies corresponding to higher luminosity time intervals are in agreement with the relation. These photons are decoupled from the jet, and as a result, the peak energy of the spectrum is not expected to drastically change (Beloborodov 2013). The model plotted in Figure 8 is the 40sp_down model. The Golenetskii correlation for the 40spikes simulation is very similar but is not plotted to avoid confusion.

5. Summary and Discussion

We have conducted MCRaT calculations of variable engine LGRB FLASH simulations using the MCRaT code in order to study the photospheric radiation from these transients. MCRaT
propagates and Compton-scatters a set of photons that have been injected using the energy density of the FLASH grids to calculate the appropriate number of photons to inject for a given weight. These photons are scattered until the end of the simulation; however, we showed that these photons associated with low-luminosity points, while still within the 2σ confidence interval, form a tail with a different slope than is expected. The peak energies associated with these low luminosities are too large; however, we showed that these photons associated with low-luminosity points of the light curve are still highly coupled to the fluid for the pulses in the light curve; however, the photons from quiescent periods are still highly coupled to the fluid. This shows that many of our spectra, especially those measured from pulses in light curves, are not changing considerably, and the spectral fits are indicative of the expected spectra for an observer at infinity. Thus, we can use the time-integrated and time-resolved spectra in comparing the MCRaT results to observational relations. The large luminosity points of the light curves are fully consistent with the Golenetskii relation; however, the lower luminosity points, while still within the 2σ confidence interval, form a tail with a different slope than is expected. The peak energies associated with these low luminosities are too large; however, we showed that these photons associated with low-luminosity points of the light curve are still highly coupled to the fluid. As a result, we expect these spectral peak energies to decrease, as these photons continually decouple from the jet and come into agreement with the expected slope of the Golenetskii relation. The 1spike simulation reproduces both the Amati and Yonetoku correlations, while the 40spikes and 40sp_down simulations are in some strain with these relations. This is due to the fact that the peak energies of the time-integrated spectra are below what is observationally expected. Additionally, our simulations are consistent with Ito et al.'s

Figure 7. Yonetoku relation (in the left plot) and Amati relation (in the right plot). The isotropic luminosities and isotropic energies are normalized by 10^{52}. The observational data from Nava et al. (2012) and the Yonetoku relation are plotted in gray as a circle marker or a line, respectively. The Amati relationship from Tsutsui et al. (2009) is plotted as a gray solid line, and the 1σ intervals are plotted as gray dotted lines. The simulation data points are shown in color, and each viewing angle is differentiated by various marker types.

Figure 8. Golenetskii relation for the 40sp_down model. Each luminosity and peak energy from the MCRaT light curves with a time resolution of 200 ms is shown for various viewing angles. The different viewing angles are represented by various colors. The Golenetskii relation from Lu et al. (2012) is plotted as a solid gray line, and the corresponding 2σ intervals are plotted as dotted gray lines. The range of luminosities is consistent with those of the observed GRBs found in Lu et al. (2012).
(2018) in showing that viewing-angle dependencies can span the range of the Yonetoku relation.

The time-integrated spectra of the variable 40spikes and 40sp_down simulations have peak energies that are smaller than expected, and both $\alpha$ and $\beta$ values are too large. One cause of the low $E_{\text{pk}}$ may be the less energetic stellar material polluting the jet during the quiescent periods of the injected jet profile (López-Cámara et al. 2014). The stellar material tends to be cooler and as a result can lower the number of energetic photons in the outflow, which can be seen by the low time-resolved $E_{\text{pk}}$ during the quiescent periods of the light curves. This baryon entrainment overall acts to lower the peak energy of the time-integrated spectrum, and the structure of the injected jet for the 40spikes and 40sp_down simulations may be too extreme to produce observationally expected spectral peak energies. This may put a limit on the injected jet structure in terms of the duration and luminosity of the injected jet during its quiescent periods. The jet pulses that interact with the less energetic stellar material also produce shocks. If these shocks were followed with enough resolution and the effects of non-thermal particles were included, we would expect the peak energy of the spectrum to be shifted to higher energies (Vurm & Beloborodov 2016; Beloborodov 2017). The large synthetic values of $\alpha$ and $\beta$ in our time-integrated spectra may also be corrected with the addition of well-resolved shocks in the simulations. Shocks define an interface between low and high Lorentz factor material, and we have shown that the photons interacting with slow moving material produce spectra with the proper amount of low-energy photons to produce a negative $\alpha$ parameter. As shocks get resolved, there should be slightly more photons with lower energies, thus producing appropriate values for the time-integrated spectral slopes. Ito et al. (2018) came to this same conclusion when they showed that radiation-mediated shocks, under certain conditions, are able to imprint the observationally expected $\alpha$ and $\beta$ values on spectra. Unlike MCRaT, where the radiation from the RHD flow is calculated in post-processing, Ito et al. (2018) self-consistently accounted for the radiation feedback on the particles in local shocks, which allowed them to acquire accurate calculations of localized shock profiles and the effect that those profiles have on radiation. We note that the central engine being turned on and off instantaneously may create sharp-edged active and quiescent shells that are possibly plagued by numerical mixing. While this is not strong enough to disrupt the variable behavior of the produced shells, it could be responsible for reducing the terminal Lorentz factor of the shells at the photosphere. This numerical mixing would push the photosphere forward and cause additional cooling in the spectrum.

Another option to produce negative $\alpha$ values is to include a subdominant radiation mechanism, such as synchrotron radiation, which would produce low-energy photons; however, Beloborodov (2013) pointed out that such a mechanism will act to lower the peak energy of the spectra if there are too many low-energy photons.

The time-resolved spectral $\beta$ and $E_{\text{pk}}$ parameters that we acquire from the MCRaT simulations agree well with what is observed by Fermi. The majority of the time-resolved $\alpha$ parameters are clustered at $\sim 1$, while the observationally expected value is $\sim 1$. We do, however, get some spectra with negative $\alpha$ values. A portion of our peak energies is too small compared to observations; however, these $E_{\text{pk}}$ correspond to low-luminosity points in the light curve that would not be detectable by Fermi. As for the portion of peak energies that agrees with observations, it is important to remember that $E_{\text{pk}}$ depends on the fitted $\alpha$ parameter, and thus larger $\alpha$ values artificially increase $E_{\text{pk}}$, which may affect the number of high peak energies that we get. The peak energies acquired from spectra with negative $\alpha$ parameters do not have this problem. As a result, we expect that fixing the issue with our synthetic $\alpha$ will also bring our peak energies into better agreement with observations.

The negative $\alpha$ values that we acquire in the MCRaT simulations are due to two effects: photons that propagate into the observers’ line of sight from different parts of the outflow and photons interacting with slower moving material at an interface between low and high Lorentz factor fluid elements. Line-of-sight effects were initially explored by Pe’er & Ryde (2011) and Deng & Zhang (2014) using an analytic wind profile. Our results are consistent with their findings, except that we do not make assumptions about the fluid flow (with the exception of the assumptions made in the FLASH code). Deng & Zhang (2014) also incorrectly claimed that the line-of-sight emission is the only way to produce negative $\alpha$ parameters. We have shown that photons probing the interface between slow and fast moving material can recreate the expected low-energy slope, which is also consistent with Ito et al.’s (2018) detailed study of shocks. Thus, there are multiple ways in which the photospheric model can create the observationally expected Band $\alpha$ parameter.

The finding of negative $\alpha$ values in this study, even with a constant engine simulation (the Ispike simulation here) brings into question the reason why negative values were not found by Parsotan & Lazzati (2018). One reason has to do with the low photon statistics that they were acquiring in their simulations, especially since they were using an order of magnitude fewer photons than we have used in this study. As a result of the low number of photons, they were not able to achieve the high temporal resolution that allow us to properly probe the jet structure and the interfaces between low and high Lorentz factor materials. Considering that Lazzati et al. (2013b) showed that light curves of LGRB RHD simulations with the same progenitor and different engine injection times are identical, regardless of the time the engine is turned on, we do expect that the results of the Ispike simulation, which has a few negative $\alpha$ parameters, will transfer over to the 16TI simulation analyzed by Parsotan & Lazzati (2018). Another factor to consider is the much higher Lorentz factors present in Parsotan & Lazzati’s (2018) simulations. Since photons scatter into an angle of $\Gamma^{-1}$, the number of photons that the observer sees from different parts of the GRB jet is lowered, which ultimately prevents a negative low-energy slope from forming.

A major concern with the photospheric model being applied to GRBs has been the natural formation of the non-thermal low-energy tail for realistic GRB jets. We have shown that it is possible for the model to produce the observationally expected slope of $\alpha \approx -1$. By properly resolving the shocks that occur in variable jet RHD outflows, which is currently infeasible, or by simulating shocks in MCRaT itself, the photospheric model may be able to produce time-integrated and more time-resolved spectra with negative $\alpha$ parameters. If shocks are not sufficient, the model may be modified by including a subdominant radiation mechanism that can inject more low-energy photons into the simulation. Both subdominant radiation and shock physics will be added to the MCRaT code in order to properly understand the electromagnetic
signature from GRBs while using a minimal number of assumptions for the fluid flow and the radiation.
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