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Abstract

We study the moduli space of pairs consisting of a smooth cubic surface and a smooth hyperplane section, via a Hodge theoretic period map due to Laza, Pearlstein, and the second-named author. The construction associates to such a pair a so-called Eckardt cubic threefold, admitting an involution, and the period map sends the pair to the anti-invariant part of the intermediate Jacobian of this cubic threefold, with respect to this involution. Our main result is that the global Torelli theorem holds for this period map; that is, the period map is injective. To prove the result, we describe the anti-invariant part of the intermediate Jacobian as a Prym variety of a branched cover. Our proof uses results of Naranjo–Ortega, Bardelli–Ciliberto–Verra, and Nagaraj–Ramanan, on related Prym maps. In fact, we are able to recover the degree of one of these Prym maps by describing positive-dimensional fibers, in the same spirit as a result of Donagi–Smith on the degree of the Prym map for connected étale double covers of genus 6 curves.

Introduction

Moduli spaces of pairs consisting of a variety, together with a boundary divisor, have become a central focus in moduli theory. In light of the success of Hodge theory in studying the geometry of moduli spaces, it is natural to construct Hodge theoretic period maps associated with such moduli spaces of pairs. In this paper, we focus on a special case, namely we consider the moduli space \( M \) of cubic surface pairs \((S, E)\), where \( S \) is a smooth cubic surface, and \( E \subset S \) is a smooth hyperplane section. Moduli spaces of cubic surfaces with boundary divisors have been studied before in a number of contexts, for example, [19, 26]. More recently, in the context of log K-stability, some compactifications of the moduli space \( M \) were described in [22], by reducing to the GIT compactifications of cubic surface pairs analyzed in [21]. Cubic surface pairs \((S, E)\) also provide examples of log Calabi–Yau surfaces, which arise in the study of mirror symmetry [24]; the mirror family to a particular cubic surface pair was recently given in [25].

In another direction, the Zilber–Pink conjecture [38, Conjecture 1.3] provides a framework that calls attention to unlikely intersections in Shimura varieties; that is, subvarieties of Shimura varieties that meet special subvarieties in higher than expected dimension. The moduli space \( M \) is an unlikely intersection of this type. More precisely, let \( \mathcal{C} \subset \mathcal{A}_5 \) denote the moduli space of intermediate Jacobians of cubic threefolds sitting inside the moduli space of principally polarized abelian varieties of dimension 5. There is a generically injective finite map \( M \to \mathcal{C} \), with image \( \mathcal{M}' \) parameterizing intermediate Jacobians of Eckardt cubic threefolds without a choice of Eckardt point (this is explained below, see also §1.1.2); \( \mathcal{M}' \) is an unlikely intersection of \( \mathcal{C} \) with a special subvariety of \( \mathcal{A}_5 \) (denoted by \( \mathcal{A}_5^\tau \) in the proof of Proposition 5.13). Unlikely intersections in the Torelli locus were investigated recently in [32].
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In this paper, we study the moduli space $\mathcal{M}$ of cubic surface pairs $(S, E)$ via a Hodge theoretic period map constructed in [30]. More precisely, for our purposes, for the pair $(S, E)$, it is more convenient to consider the associated pair $(S, \Pi)$, where $\Pi \subset \mathbb{P}^3$ is the hyperplane such that $E = S \cap \Pi$. Then, associated with the pair $(S, \Pi)$ is a so-called Eckardt cubic threefold $X \subset \mathbb{P}^4$, which in coordinates can be described as the zero set of $f(x_0, \ldots, x_3) + l(x_0, \ldots, x_3)x_4^2$, where $f$ (respectively, $l$) is the polynomial of degree 3 (respectively, 1) on $\mathbb{P}^3$ defining $S$ (respectively, $\Pi$). Such a cubic threefold $X$ has a natural involution $\tau$, given by $x_4 \mapsto -x_4$.

The point $p = [0, 0, 0, 0, 1]$ is called an Eckardt point of $X$. We then define $JX^{-\tau}$ to be the anti-invariant part of the intermediate Jacobian $JX$ with respect to the induced involution $\tau$ on $JX$. The principal polarization on $JX$ induces a polarization on $JX^{-\tau}$ of type $(1,1,1,2)$ so that in the end we obtain a period map:

$$\mathcal{P} : \mathcal{M} \longrightarrow \mathcal{A}_4^{(1,1,1,2)}(S, \Pi) \mapsto JX^{-\tau}.$$

As the moduli space of cubic surface pairs has dimension 7, while the moduli space of polarized abelian fourfolds has dimension 10, the period map cannot be dominant. Our main result is the following global Torelli theorem for $\mathcal{P}$.

**Theorem 1** (Theorem 6.1, Corollary 5.8, Torelli theorem for $\mathcal{P}$). The period map $\mathcal{P} : \mathcal{M} \rightarrow \mathcal{A}_4^{(1,1,1,2)}$ (which sends $(S, \Pi)$ to the anti-invariant part $JX^{-\tau}$) is injective and has injective differential.

We note that several other period maps for cubic hypersurfaces, and cubic hypersurface pairs have been studied recently. First, a related period map, for cubic *threefold* pairs, was constructed in [30, 46] in essentially the same way we constructed the period map $\mathcal{P}$ above, motivating the construction we use here. In another direction, Alcock, Carlson and Toledo [3, 4] studied the moduli space of cubic surfaces (respectively, cubic threefolds) via the period map for cubic threefolds (respectively, cubic fourfolds) by considering the pairs $(\mathbb{P}^3, S)$ (respectively, $(\mathbb{P}^4, X)$) where $S$ (respectively, $X$) is a cubic surface (respectively, cubic threefold).

Turning now to the proof of Theorem 1, it is well-known that two cubic threefolds are isomorphic if and only if their intermediate Jacobians are isomorphic as principally polarized abelian varieties. This can be proved either by studying the Gauss map on the theta divisor [15] or by analyzing the singularities of the theta divisor [8, 33]. In our situation, the abelian variety is not principally polarized, so that it is not immediately clear how to formulate a proof of Theorem 1 in these terms. However, a third proof of the Torelli theorem for cubic threefolds can be given by studying the fibers of the Prym map $\mathcal{R}_6 \rightarrow \mathcal{A}_5$ over intermediate Jacobians of cubic threefolds: by [18] (see also [17]), the fiber of the Prym map over an intermediate Jacobian of a cubic threefold is (a Zariski open subset of) the Fano surface of lines, which determines the cubic threefold up to isomorphism. We prove Theorem 1 in a similar way, via fibers of a Prym map. We explain this in more detail below. The proof that the period map has injective differential is proven via a more direct Hodge theoretic approach (Corollary 5.8).

Further motivation for our approach to Theorem 1 via Prym varieties comes from the fact that realizing $JX^{-\tau}$ as a Prym variety turns out to be important for an ongoing project of Laza, Pearlstein and the second-named author, on the LSV construction [31] applied to an Eckardt cubic fourfold; recall that the Prym construction of the intermediate Jacobian of a cubic threefold is central to the work in [31].

In this direction, we prove that $JX^{-\tau}$ is isomorphic to the dual abelian variety of the Prym variety of a double cover of a smooth genus 3 curve branched at 4 points. For the associated Prym map

$$\mathcal{P}_{3,4} : \mathcal{R}_{3,4} \longrightarrow \mathcal{A}_4^{(1,2,2,2)},$$
which is known to be dominant, and generically finite of degree 3 ([5, 35]; see also [36, Theorem 0.3]), we show that the fiber over the dual abelian variety \((JX^{-\tau})^\vee\) is isomorphic to (a Zariski open subset of) the elliptic curve \(E = S \cap \Pi\), whose Jacobian is in turn isomorphic to the invariant part \(JX\):

**Theorem 2** (Theorem 5.1, fiber of the Prym map). Let \(X\) be an Eckardt cubic threefold coming from a cubic surface pair \((S, \Pi)\), with involution \(\tau\). Consider the proper Prym map

\[
P_{3,4} : \mathcal{R}_{3,4}^S \to A_4^{(1,2,2,2)},
\]

where \(\mathcal{R}_{3,4}^S\) denotes the moduli space of branched allowable double covers (see §5) of genus 3 curves branched at 4 points. The fiber of \(P_{3,4}\) over the dual abelian variety of the anti-invariant part, \((JX^{-\tau})^\vee \in A_4^{(1,2,2,2)}\), is isomorphic to the elliptic curve \(E = S \cap \Pi\).

This is an analogue of the result of Donagi and Smith, mentioned above, that the fiber of the Prym map \(\mathcal{R}_5 \to A_5\) over the intermediate Jacobian of a smooth cubic threefold is isomorphic to the Fano surface of lines on the cubic threefold [17, 18]. We prove Theorem 2 using a similar technique.

In fact, Donagi and Smith develop a technique to study the degree of a generically finite map by studying the local degree along positive-dimensional fibers. Applying this to the case of the Prym map over the intermediate Jacobian locus, they show that the Prym map \(\mathcal{R}_5 \to A_5\) has degree 27. Geometrically, this comes down to the fact that a general hyperplane section of a cubic threefold is a smooth cubic surface, which contains 27 lines. In a similar way, as a corollary of Theorem 2, we can recover the degree of the Prym map \(P_{3,4}\).

**Corollary 3** [5; 35; 36, Theorem 0.3], degree of the Prym map. The degree of the Prym map \(P_{3,4} : \mathcal{R}_{3,4} \to A_4^{(1,2,2,2)}\) is 3.

More precisely, we show that the local degree of \(\mathcal{R}_{3,4} \to A_4^{(1,2,2,2)}\) along a fiber \(E\) as in Theorem 2 is 3, which implies the degree of the map is 3 (see §4.1). The geometric interpretation in our case is that a general hyperplane section of an Eckardt cubic threefold passing through the Eckardt point is an Eckardt cubic surface and hence contains three invariant lines (which also correspond to the three points of intersection of the elliptic curve \(E\) with the hyperplane section).

We now give an outline of the paper. We work throughout over the complex numbers \(\mathbb{C}\). In Section 1, we review the construction of Eckardt cubic threefolds \(X\) from cubic surface pairs \((S, \Pi)\) following [30]. We consider lines on Eckardt cubic threefolds, for future use with the Prym construction. We also explain the period map \(P : \mathcal{M} \to A_4^{(1,1,1,2)}\). In Section 2, we review various realizations of cubic surfaces and cubic threefolds as fibrations in quadrics, as well as the associated Prym construction due to Mumford showing that the intermediate Jacobian of a cubic threefold \(X\) is isomorphic to the Prym variety associated to the double cover of the discriminant curve obtained by projection from a line \(\ell \subset X\) (see [15, Appendix C]) and also [6, 7]). Since our cubic threefold \(X\) has an involution \(\tau\), in order to realize the involution on the intermediate Jacobian via the Prym construction, we must choose a line \(\ell \subset X\) that is preserved by the involution.

It turns out there are two types of \(\tau\)-invariant lines in \(X\): the 27 lines \(\ell\) on the cubic surface \(S \subset X\), which are point-wise fixed by \(\tau\), and the lines \(\ell'\) passing through the Eckardt point \(p\), and are not point-wise fixed by \(\tau\) (Lemma 1.16). This latter class of lines \(\ell'\) form the ruling of the cone \(X \cap T_pX\), and are parametrized by the elliptic curve \(E\). In other words, the \(\tau\)-fixed locus of the Fano surface \(F(X)\) of lines in \(X\) consists of 27 isolated points and an elliptic curve isomorphic to \(E\).
The Prym construction then falls into two cases, depending on the type of $\tau$-invariant line chosen. When projecting $X$ from one of the 27 point-wise fixed lines $\ell$ (Section 7), we obtain an \'{e}tale double cover $\tilde{D} \to D$ of a smooth plane quintic $D$ (Proposition 7.9). Moreover, the involution $\tau$ acts naturally on $\tilde{D}$, and we obtain a $(\mathbb{Z}/2\mathbb{Z})^2$ automorphism group acting on $\tilde{D}$. Using the ideas of Mumford [33] (see also [17, 39–41]), one obtains a tower of double covers corresponding to the various subgroups of $(\mathbb{Z}/2\mathbb{Z})^2$ (Lemma 7.10), and one can identify $JX^{-\tau}$ with the quotient by a nontrivial 2-torsion point of the Prym of a double cover of a smooth genus 2 curve branched at 6 points (Theorem 7.15). This naturally leads us to the Prym map:

$$P_{2,6} : \mathcal{R}_{2,6} \to A_{4}^{(1,1,2,2)}$$

for connected double covers of smooth curves of genus 2 branched at 6 points, which was studied by Naranjo and Ortega [36, 37], who show that the map is injective. In fact, a careful analysis using the results in [29] on the differential allows us to conclude that our period map $\mathcal{P} : \mathcal{M} \to A_{4}^{(1,1,1,2)}$ is generically finite onto its image. As a consequence, one obtains that $\mathcal{P}$ has generically injective differential; we give a direct proof that $\mathcal{P}$ has injective differential at all points in Corollary 5.8.

In contrast, when projecting $X$ from a $\tau$-invariant line $\ell'$ through the Eckardt point $p$ (Section 3), we get an allowable double cover of a reducible plane quintic obtained as the union of a plane quartic $C$ and a residual line (Proposition 3.6). Restricting the cover to $C$, one obtains a double cover $\tilde{C} \to C$ of a genus 3 curve branched at the 4 points of intersection of the residual line with $C$. We use Beauville’s theory [6, 7] to study this cover, and find that $JX^{-\tau}$ is isomorphic to the dual abelian variety of the Prym variety $P(\tilde{C}, C)$ (Theorem 3.11), leading us to the Prym map:

$$P_{3,4} : \mathcal{R}_{3,4} \to A_{4}^{(1,2,2,2)}$$

for connected double covers of smooth curves of genus 3 branched at 4 points. As described after Theorem 2 above, we show that the fiber of $P_{3,4}$ over $(JX^{-\tau})^\vee$ is equal to the elliptic curve $E$ parameterizing the $\tau$-invariant lines through $p$. For this, we review in Section 4 Donagi–Smith’s argument for the fiber of the Prym map over the intermediate Jacobian of a cubic threefold. We then build on this in Section 5, to complete the proof of Theorem 2.

In Section 6, we complete the proof of Theorem 1. The basic idea is that given two Eckardt cubics $X_1$ and $X_2$, with $JX_1^{-\tau} \cong JX_2^{-\tau}$, then Theorem 2 implies that the two polarized abelian varieties arise from choosing different lines on the same Eckardt cubic threefold. The only ambiguity is the Eckardt point. For this, we have Theorem 3.8, showing that one can recover the Eckardt point.

We make one final remark on automorphisms. Automorphisms of prime order of smooth cubic threefolds have been classified in [23]. Let us use the notation in [23, Theorem 3.5]. Allcock, Carlson and Toledo study cubic threefolds admitting an automorphism of type $T_3^1$ (which is of order 3) in [3]. An isogenous decomposition of the intermediate Jacobian of a cubic threefold admitting an automorphism of type $T_3^1$ (which has order 5) is given by van Geemen and Yamauchi in [45]. We study the intermediate Jacobian of an Eckardt cubic threefold (which admits an involution of type $T_2^3$) in this paper. The study of intermediate Jacobians of cubic threefolds with other types of automorphisms will appear elsewhere.

1. **Cubic threefolds with an Eckardt point**

1.1. **Definition of an Eckardt cubic threefold**

We follow [30, §1] and briefly recall the construction and some geometric properties of a cubic threefold admitting an Eckardt point. We also fix the notation that will be used in the remainder of the paper.
1.1.1. Definition and characterizations of Eckardt cubic threefolds.

**Definition 1.1 [30, Definition 1.5].** Let $X$ be a smooth cubic threefold. A point $p$ of $X$ is an **Eckardt point** if $X \cap T_pX$ (where $T_pX$ denotes the projectivized tangent space of $X$ at $p$) is a cone with vertex $p$ over an elliptic curve $E$.

We call a pair $(X, p)$ consisting of a smooth cubic threefold $X$ with an Eckardt point $p$ an **Eckardt cubic threefold**. Eckardt cubic threefolds can be characterized in the following way.

**Proposition 1.2.** Let $X$ be a smooth cubic threefold. The following statements are equivalent.

- $X$ admits an Eckardt point $p$.
- $X$ admits an involution $\tau$ which fixes point-wise a hyperplane section $S \subset X$ and a point $p \in (X - S)$ (which is an Eckardt point).
- One can choose coordinates on $\mathbb{P}^4$ such that $X$ has equation
  \[ f(x_0, \ldots, x_3) + l(x_0, \ldots, x_3)x_4^2 = 0, \]  
  \[ (1.3) \]
  (in which case $p = [0, 0, 0, 0, 1]$ is an Eckardt point).

**Proof.** See [30, Lemmas 1.6 and 1.8].

We now discuss Proposition 1.2 in coordinates. Let $X$ be a cubic threefold in the coordinates of equation (1.3). Let $p = [0, 0, 0, 0, 1]$. Then we have that

\[ T_pX = (l = 0) \]  
\[ (1.4) \]

is the projectivized tangent space to $X$ at $p$ and the intersection $X \cap T_pX$ is a cone with vertex $p$ over the elliptic curve

\[ E = (f = l = x_4 = 0). \]  
\[ (1.5) \]

As a result, $p$ is an Eckardt point of $X$. The involution $\tau$ of Proposition 1.2 is given by

\[ \tau : [x_0, \ldots, x_3, x_4] \mapsto [x_0, \ldots, x_3, -x_4], \]  
\[ (1.6) \]

and the point-wise fixed hyperplane section $S \subset X$ is given by

\[ S = (f = x_4 = 0). \]  
\[ (1.7) \]

1.1.2. Equivalence between Eckardt cubic threefolds and cubic surface pairs. We now review the one-to-one correspondence between Eckardt cubic threefolds $(X, p)$ and cubic surface pairs $(S, \Pi)$ where $S$ is a smooth cubic surface and $\Pi$ is a transverse plane in $\mathbb{P}^3$.

First, an Eckardt cubic threefold $(X, p)$ determines (up to projective linear transformation) a cubic surface pair $(S, \Pi)$. Namely, the cubic surface $S \subset X$ is the point-wise fixed hyperplane section of Proposition 1.2. The plane $\Pi$ is easiest to define in coordinates. Starting with an Eckardt cubic threefold $X$ cut out by equation (1.3), we have

\[ S = (f = x_4 = 0), \quad \Pi = (l = x_4 = 0), \]  
\[ (1.8) \]

and view $S$ (respectively, $\Pi$) as a cubic surface (respectively, a plane) in $(x_4 = 0) \cong \mathbb{P}^3$. The base elliptic curve $E$ of the cone $X \cap T_pX$ is the intersection of $S$ and $\Pi$:

\[ E = (f = l = x_4 = 0) = S \cap \Pi. \]  
\[ (1.9) \]

Because $X$ is smooth, by [30, Lemma 1.4] the cubic surface $S$ is smooth, and $S$ intersects the plane $\Pi$ transversely (which together imply that the elliptic curve $E$ is smooth).
Conversely, a cubic surface pair \((S, \Pi)\) determines an Eckardt cubic threefold \((X, p)\) (up to projective linear transformation). Indeed, we assume the equation of the cubic surface \(S\) (respectively, the plane \(\Pi\)) in \(\mathbb{P}^3\) is \(f(x_0, \ldots, x_3) = 0\) (respectively, \(l(x_0, \ldots, x_3) = 0\)), and consider the cubic threefold \(X\) with equation \(f(x_0, \ldots, x_3) + l(x_0, \ldots, x_3)x_4^2 = 0\). By rescaling \(x_4\), we see that this is independent of the choice of equations of \(S\) and \(\Pi\). Since \(S\) and \(\Pi\) meet transversally, we have by [30, Lemma 1.3] that the cubic threefold \(X\) is smooth.

**Remark 1.10.** A coordinate free description of \(X\) is to take the double cover \(Z \to \mathbb{P}^3\) branched along the singular quartic \(S \cup \Pi\), and then perform some birational modifications to obtain \(X\) (explicitly, one blows up \(Z\) along the reduced inverse image of \(S \cap \Pi\) and then blows down the strict transform of the inverse image of \(\Pi\) in \(Z\); see [30, Proposition 1.9]). A similar correspondence between Eckardt cubic fourfolds and cubic threefold pairs has been used in [30] to construct a period map for the moduli space of cubic threefold pairs.

### 1.2. The period map for cubic surface pairs via Eckardt cubics

In this subsection, we define a period map \(\mathcal{P}\) for cubic surface pairs \((S, \Pi)\) using Eckardt cubic threefolds. We shall prove the global Torelli theorem for \(\mathcal{P}\) in Section 6.

Let \(X\) be an Eckardt cubic threefold constructed from a cubic surface pair \((S, \Pi)\), as discussed above. By abuse of notation, we use \(\tau\) to denote the involution on the principally polarized intermediate Jacobian \(JX\) induced by the involution on \(X\) in (1.6). Define the invariant part \(JX^\tau\) and the anti-invariant part \(JX^{-\tau}\), respectively, by

\[
JX^\tau = \text{Im}(1 + \tau), \quad \text{and} \quad JX^{-\tau} = \text{Im}(1 - \tau).
\]

(1.11)

By [11, Proposition 13.6.1], \(JX^\tau\) and \(JX^{-\tau}\) are \(\tau\)-stable complementary abelian subvarieties of \(JX\). The dimensions of \(JX^\tau\) and \(JX^{-\tau}\) are computed in the following lemma.

**Lemma 1.12.** The abelian subvarieties \(JX^\tau\) and \(JX^{-\tau}\) have dimensions 1 and 4, respectively. The principal polarization of \(JX\) induces polarizations of type (2) and (1,1,1,2) on \(JX^\tau\) and \(JX^{-\tau}\), respectively.

**Proof.** One may compute the dimensions of \(JX^\tau\) and \(JX^{-\tau}\) by computing the dimensions of the positive and negative eigenspaces for the action of \(\tau\) on \(H^{1,2}(X)\), or \(H^{2,1}(X)\), for any particular Eckardt cubic threefold \(X\), such as the one given by \(F = x_0^3 + x_1^3 + x_2^3 + x_3^3 + x_0x_1x_2x_3 = 0\). Identifying the eigenspaces is a standard computation using Griffiths residues (see, for example, [13, Theorem 3.2.12]). The statement on the polarization type follows from Lemma 1.13.

**Lemma 1.13 [42, Theorem 5.3].** Let \((A, \Theta)\) be a principally polarized abelian variety, and assume that \(\tau : A \to A\) is an involution such that \(\tau^* \Theta \equiv_{\text{alg}} \Theta\). Defining the invariant and anti-invariant sub-abelian varieties

\[
A^\tau := \text{Im}(1 + \tau), \quad \text{and} \quad A^{-\tau} := \text{Im}(1 - \tau),
\]

respectively, we have that \(A^\tau\) and \(A^{-\tau}\) are complementary sub-abelian varieties of \((A, \Theta)\) in the sense of [11, pp.125 and 365], and there is some nonnegative integer \(r\) such that the polarization types of the restrictions of \(\Theta\) to \(A^\tau\) and \(A^{-\tau}\) are both of the form

\[
(1, \ldots, 1, 2, \ldots, 2); \quad (1, \ldots, 1, 2, \ldots, 2)^r;
\]

(that is, the number of 1s in the polarization type may differ for \(A^\tau\) and \(A^{-\tau}\), but the number of 2s is the same). Moreover, the exponent of \(A^\tau\) and \(A^{-\tau}\) is 2, unless \(r = 0\), in which case the exponent is 1, and then \(A = A^\tau \times A^{-\tau}\) as principally polarized abelian varieties.
Proof. The assertion on polarizations follows from [42, Theorem 5.3]. The entire lemma in fact follows from standard arguments via norm maps for abelian subvarieties of principally polarized abelian varieties (see, for example, [11, Chapter 12]).  

Remark 1.14. Given a polarized abelian variety \((A, \Theta)\) of type \((d_1, \ldots, d_g)\), the isogeny \(\phi_\Theta : A \to A^\vee\) induces the isogeny \(\phi_\Theta^{-1} : A^\vee \to A\). One can check that this is induced by a polarization \(\Theta^\vee\) on \(A^\vee\) of type \(((\frac{d_1}{m_1}, \ldots, \frac{d_g}{m_g})\)), which is characterized by the fact that up to translation it is the only ample line bundle on \(A^\vee\) such that \(\phi_{\Theta^\vee} = \phi_\Theta^{-1}\) and \(\phi_\Theta^* \Theta^\vee \equiv_{\text{alg}} d_\Theta \Theta\) (for example, the proof of [11, Proposition 14.4.1], where they take \(d_1 \phi_\Theta^{-1}\) in place of \(\phi_\Theta^{-1}\); see also [10]). In particular, in the language of Lemma 1.13, we have \(A/A^\tau \cong (A^\tau)^\vee\) and \(A/A^\tau \cong (A^\tau)^\vee\) have induced polarization of type \((1, \ldots, 1, 2, \ldots, 2)\).

Let \(\mathcal{M}\) be the moduli space of cubic surface pairs \((S, \Pi)\), where \(S\) is a smooth cubic surface and \(\Pi\) is a plane in \(\mathbb{P}^3\) meeting \(S\) transversely, constructed, for instance, using GIT [21]. Let \(A^{(1,1,1,2)}_4\) be the moduli space of abelian fourfolds with a polarization of type \((1,1,1,2)\). Note that \(\dim \mathcal{M} = 4 + 3 = 7\) and \(\dim A^{(1,1,1,2)}_4 = \binom{4+1}{2} = 10\). We define via Lemma 1.12 a period map:

\[
P : \mathcal{M} \to A^{(1,1,1,2)}_4
\]

\[
(S, \Pi) \mapsto JX^{-\tau},
\]

which sends a cubic pair \((S, \Pi)\) to the anti-invariant part \(JX^{-\tau}\) of the intermediate Jacobian of the Eckardt cubic threefold \(X\) associated with \((S, \Pi)\).

1.3. Lines on an Eckardt cubic

To study the period map \(\mathcal{P}\), we need to analyze how the intermediate Jacobian \(JX\) of the Eckardt cubic threefold \((X, p)\) coming from a cubic surface pair \((S, \Pi)\) decomposes with respect to the involution \(\tau\). Our strategy will be to project \(X\) from a \(\tau\)-invariant line to exhibit \(JX\) as the Prym variety of the associated discriminant double cover. In the following lemma, we classify lines in \(X\) that are invariant under the involution \(\tau\).

Lemma 1.16. Let \(X\) be a cubic threefold with an Eckardt point \(p\) cut out by equation \((1.3)\). Let \(\ell \subset X\) be a \(\tau\)-invariant line (that is, preserved by \(\tau\)). Then either \(\ell\) is a line on the cubic surface \(S = (f = x_4 = 0)\), or \(\ell\) passes through the Eckardt point \(p = [0, 0, 0, 0, 1]\) and is contained in the cone \(X \cap T_p X\) over the elliptic curve \(E = (f = l = x_4 = 0)\).

In other words, there are two types of \(\tau\)-invariant lines in \(X\): the 27 lines \(\ell\) on the cubic surface \(S \subset X\) (which are point-wise fixed by \(\tau\)), and the lines \(\ell'\) that pass through the Eckardt point \(p\) (which have only the points \(p, p' := \ell' \cap E\), fixed by \(\tau\)), and form the ruling of the cone \(X \cap T_p X\) over the elliptic curve \(E\).

Proof. The fixed locus of the involution \(\tau : x_4 \mapsto -x_4\) of \(\mathbb{P}^4\) consists of the Eckardt point \(p\) and the hyperplane \((x_4 = 0)\). If \(\tau\) fixes every point of \(\ell \subset X\), then \(\ell \subset (x_4 = 0)\) which implies \(\ell \subset S\). Otherwise, \(\tau\) fixes two points of \(\ell \subset X\). One of the points needs to be off the hyperplane \((x_4 = 0)\) and hence must be the Eckardt point \(p\). Now, since \(\ell \subset X\), we have that \(\ell \subset T_p X\), so that by definition, the other fixed point of \(\ell\) is on the elliptic curve \(E\). \(\square\)

\(^1\)The definition of \(\psi_L\) in the first line of the proof of [11, Proposition 14.4.1] should be \(\psi_L = d_1 \phi_L^{-1}\), not \(\psi_L = d_1 d_\Theta \phi_L^{-1}\).
2. Cubic surfaces and cubic threefolds as fibrations in quadrics

In this section, we recall some facts about cubic hypersurfaces and fibrations in quadrics. The key point is to connect constructions that arise in the projection of a cubic threefold from a line, to the case of the projection of a cubic surface from a point or line. This connection between the two cases is central to our analysis of the intermediate Jacobian of an Eckardt cubic threefold.

2.1. Cubic surfaces as fibrations in quadrics

2.1.1. Projecting a cubic surface from a point. Let \((S, p')\) be a smooth cubic surface \(S \subset \mathbb{P}^3\) together with a point \(p' \in S\). Projecting \(S\) from the point \(p'\) determines a rational map \(S \dashrightarrow \mathbb{P}^2\), which is resolved by blowing up the point \(p'\), yielding a morphism

\[ \pi_{p'} : \text{Bl}_{p'} S \rightarrow \mathbb{P}^2. \]

The discriminant curve (the locus in \(\mathbb{P}^2\) where the fibers of the projection are singular) is a plane quartic \(C\), which is smooth if and only if \(p'\) does not lie on a line of \(S\), in which case \(\pi_{p'}\) is a fibration in zero-dimensional quadrics (equivalently, a double cover of \(\mathbb{P}^2\)).

Focusing on the case where the discriminant curve (equivalently, the branch locus of \(\pi_{p'}\)) is smooth, it is well known that the 27 lines on the cubic surface, together with the exceptional divisor on the blow-up \(\text{Bl}_{p'} S\) map isomorphically under \(\pi_q\) to the 28 bitangents (odd theta characteristics) of \(C\). In particular, pairs \((S, p')\) consisting of smooth cubic surfaces with a point not contained in a line on the surface, up to projective linear transformations, are in bijection with pairs \((C, \kappa_C)\), where \(C\) is a smooth plane quartic, and \(\kappa_C\) is an odd theta characteristic, up to projective linear transformations. One recovers \((S, q)\) from \((C, \kappa_C)\) by taking the double cover of \(\tilde{S} \rightarrow \mathbb{P}^2\) branched along \(C\), and then, viewing \(\kappa_C\) as a bitangent to \(C\), one blows down the unique \((-1)\)-curve in \(\tilde{S}\) that is in the pre-image of the bitangent line, to obtain \(S\) (see, for example, [28, §4.2.4, 4.3.7]).

For certain arguments later, it will be convenient to describe this in coordinates. For this discussion, let \(S\) be a smooth cubic surface, and let \(p' \in S\) be a point (which for now may be contained in a line on \(S\)). Without loss of generality, we assume \(p' = [0, 0, 0, 1]\). To project \(S\) from \(p'\) to \(\mathbb{P}^2_{x_0, x_1, x_2}\), we write the equation of \(S\) as

\[ k(x_0, x_1, x_2)x_3^2 + 2q(x_0, x_1, x_2)x_3 + c(x_0, x_1, x_2) = 0, \]

where \(k\), \(q\), and \(c\) are polynomials of degree 1, 2, and 3, respectively. Note that \(p'\) is contained in a line of \(S\) if and only if there is a fiber of \(\pi_{p'}\) of dimension 1; that is, if and only if the locus \((k = q = c = 0)\) is nonempty.

Let \(N\) be the matrix

\[ N = \begin{pmatrix} k & q \\ q & c \end{pmatrix}. \]

The discriminant curve \(C \subset \mathbb{P}^2\) is then defined by \(\det N = kc - q^2 = 0\):

\[ C = (\det N = 0) = (kc - q^2 = 0). \]

We can now see that \(p'\) is not contained in a line of \(S\) if and only if the discriminant curve \(C\) is smooth. Indeed, suppose first that \(p'\) is not contained in a line of \(S\). Then \(\pi_{p'}\) is a branched double cover, and if \(C\) had a node, then the branched double cover, \(\text{Bl}_{p'} S\), would be singular, giving a contradiction. Conversely, if \(p'\) is contained in a line of \(S\), then we saw above that \((k = q = c = 0)\) is nonempty. But then at a point in that locus, one can easily see that the discriminant \((kc - q^2 = 0)\) vanishes to order at least 2.
We note also that the theta characteristic \( \kappa_C \) on \( C \) is defined by the bitangent line \( (k = 0) \):
\[
\kappa_C = \sqrt{(k = 0)},
\]
where by the square root, we mean the unique effective divisor with twice the divisor giving the divisor \( (k = 0) \).

**Remark 2.5.** Note that [9, Proposition 4.2] gives another approach to recovering the smooth cubic surface \( S \) and point \( p' \) from the smooth plane quartic \( C \) and the odd theta characteristic \( \kappa_C \). On the one hand, given \( (S, p') \) in the coordinates of (2.1), there is a short exact sequence
\[
0 \rightarrow \mathcal{O}_{\mathbb{P}^2}(-2) \oplus \mathcal{O}_{\mathbb{P}^2}(-3) \xrightarrow{N} \mathcal{O}_{\mathbb{P}^2}(-1) \oplus \mathcal{O}_{\mathbb{P}^2} \rightarrow \kappa_C \rightarrow 0. \tag{2.6}
\]
Conversely, given a smooth plane quartic \( C \) and an odd theta characteristic \( \kappa_C \), there is a presentation of \( \kappa_C \) as in (2.6), with \( N \) as in (2.2). The cubic surface defined by (2.1) using the entries of \( N \) is smooth, and together with point \( p' = [0, 0, 0, 1] \), the associated discriminant plane quartic is \( C \) and the associated theta characteristic is \( \kappa_C \).

### 2.1.2. Projecting a cubic surface from a line.
Let \((S, \ell)\) be a smooth cubic surface \( S \subset \mathbb{P}^3 \) together with a line \( \ell \subset S \). Projecting \( S \) from the line \( \ell \) determines a rational map \( \pi_\ell : S \dashrightarrow \mathbb{P}^1 \); as the induced projection \( \mathbb{P}^3 \rightarrow \mathbb{P}^1 \) is resolved by blowing up the line \( \ell \), which is a divisor on \( S \), we have that \( \pi_\ell \) is a morphism, yielding a fibration in conics
\[
\pi_\ell : S \rightarrow \mathbb{P}^1.
\]
The discriminant is a degree 5 divisor \( D \subset \mathbb{P}^1 \). A second degeneracy locus \( Q \subset \mathbb{P}^1 \) can be defined as the degree 2 divisor in \( \mathbb{P}^1 \) over which the associated conics in \( S \) meet \( \ell \) with multiplicity 2 at a point (we can put a well-defined scheme structure on \( Q \); see the description below in coordinates).

We now describe this in coordinates. We may assume \( \ell \subset \mathbb{P}^3 \) is cut out by \( x_2 = x_3 = 0 \), so that the equation of \( S \) is of the form
\[
\begin{align*}
&l_1(x_2, x_3)x_0^2 + 2l_2(x_2, x_3)x_0x_1 + l_3(x_2, x_3)x_1^2 + 2q_1(x_2, x_3)x_0 + 2q_2(x_2, x_3)x_1 + c(x_2, x_3) = 0, \tag{2.7}
\end{align*}
\]
where \( l_i, q_j, \) and \( c \) are homogeneous polynomials in \( x_2, x_3 \) of degree 1, 2, and 3, respectively. Let \( M \) be the matrix
\[
M = \begin{pmatrix}
l_1 & l_2 & q_1 \\
l_2 & l_3 & q_2 \\
q_1 & q_2 & c
\end{pmatrix}. \tag{2.8}
\]
The degree 5 discriminant \( D \subset \mathbb{P}^1_{x_2, x_3} \) for the fibration in quadrics is then defined by the determinant \( \det M \):
\[
D = (\det M = 0) \tag{2.9}
\]
and the degree 2 discriminant divisor \( Q \) over which the associated conics in \( S \) meet \( \ell \) with multiplicity 2 at a point is given by determinant of the \((3,3)\)-minor:
\[
M_{3,3} = \begin{pmatrix}
l_1 & l_2 \\
l_2 & l_3
\end{pmatrix}, \tag{2.10}
\]
\[
Q = (\det M_{3,3} = 0) = (l_1l_3 - l_2^2 = 0). \tag{2.11}
\]
2.1.3. Projecting a cubic surface with an elliptic curve from a line. Suppose now we have a triple \((S, E, \ell)\) consisting of a cubic surface \(S\), a smooth hyperplane section \(E \subset S\) and a line \(\ell \subset S\). In this case, we obtain another discriminant divisor \(B \subset \mathbb{P}^1\), namely the degree 4 branch divisor of the restriction \(\pi_{|E} : E \to \mathbb{P}^1\). Note that since \(E\) is smooth, the branch locus \(B\) consists of four distinct points.

In coordinates, again, we may assume \(\ell \subset \mathbb{P}^3\) is cut out by \(x_2 = x_3 = 0\). Moreover, since \(E\) is irreducible (in fact smooth), it does not contain \(\ell\), so the linear equation \((l(x_0, x_1, x_2, x_3) = 0)\) cutting \(E\) on \(S\) must contain \(x_0\) or \(x_1\) with nonzero coefficient. Interchanging \(x_0\) and \(x_1\), we may assume it is \(x_0\). Then after a change of coordinates, \(x_0 \mapsto l, x_i \mapsto x_i, \ i = 1, 2, 3,\) we may assume that \(l = x_0\). Thus the equation for \(S\) in these coordinates is given by \((2.7)\), and the equation for \(E\) on \(S\) is given by \((x_0 = 0)\):

\[ E = (x_0 = 0) \cap S. \quad (2.12) \]

Consequently, the branch divisor \(B\) is obtained by setting \(x_0 = 0\) in \((2.7)\), and considering the discriminant, it is therefore given by the determinant of the minor:

\[ M_{1,1} = \begin{pmatrix} l_3 & q_2 \\ q_2 & c \end{pmatrix} \quad (2.13) \]

\[ B = (\det M_{1,1} = 0) = (l_3c - q_2^2 = 0). \quad (2.14) \]

**Condition 2.15 (Generic Eckardt cubic threefold).** Let \((X, p, \ell)\) be a triple consisting of an Eckardt cubic threefold \((X, p)\) with associated cubic surface pair \((S, E)\), together with a line \(\ell \subset S\). The associated discriminant divisors \(Q (2.11)\) and \(B (2.14)\) associated to the triple \((S, E, \ell)\) have disjoint support.

We say that an Eckardt cubic \((X, p)\) satisfies **Condition 2.15**, if there exists a line \(\ell \subset S\) such that \((X, p)\) and \(\ell\) satisfy **Condition 2.15**.

**Remark 2.16.** We see, for instance, from \((2.11)\) and \((2.14)\), that the locus of Eckardt cubics threefolds \((X, p)\) that satisfy **Condition 2.15** is open in moduli.

**Remark 2.17.** Although we do not need this, one can show that if \((X, p, \ell)\) satisfies **Condition 2.15**, then the supports of \(Q\) and \(B\) are both reduced. Moreover, one can show that if \((X, p)\) satisfies **Condition 2.15**, then for every \(\ell \subset S\), we have that \((X, p, \ell)\) satisfies **Condition 2.15**.

2.2. Cubic threefolds as fibrations in conics

Let \((X, \ell)\) be a cubic threefold \(X \subset \mathbb{P}^4\) together with a line \(\ell \subset X\). Projecting \(X\) from the line \(\ell\) determines a rational map \(X \dashrightarrow \mathbb{P}^2\), which is resolved by blowing up the line \(\ell\), yielding a fibration in conics:

\[ \pi_\ell : \text{Bl}_\ell X \to \mathbb{P}^2. \quad (2.18) \]

The discriminant is a plane quintic \(D \subset \mathbb{P}^2\) with at worst nodal singularities, and there is an associated pseudo-double cover \(\tilde{D} \to D\) determined by interchanging the lines in the fiber of \(\pi_\ell\) over the points of \(D\).

Recall that a double cover of stable curves \(\tilde{D} \to D\) with associated involution \(\iota : \tilde{D} \to \tilde{D}\) is called **admissible** if the only fixed points of the involution are nodes, and at each node of \(\tilde{D}\) fixed by \(\iota\), the local branches of \(\tilde{D}\) are not interchanged by \(\iota\). An admissible double cover is said to be **allowable** ([6, (**)], p. 173; 17, 18) if the associated Prym is compact, and an allowable double cover is said to be a pseudo-double cover ([6, (*)], p. 157; 7, Definition 0.3.1)]
if, moreover, the fixed points of the associated involution \( \iota \) on \( \tilde{D} \) are exactly the singular points of \( D \).

For general \( \ell \), one has that \( D \) is smooth and \( \tilde{D} \to D \) is étale. Associated to the double cover \( \tilde{D} \to D \) is a rank-1 torsion-free sheaf \( \eta_D \) on \( D \) with \( \text{Hom}(\eta_D, \mathcal{O}_D) \cong \eta_D \), and therefore a theta characteristic \( \kappa_D = \eta_D \otimes \mathcal{O}_D(1) \) (\( \text{Hom}(\kappa_D, \omega_D) \cong \kappa_D \)), which is odd (\( h^0(D, \kappa_D) = 1 \)). One has that \( \eta_D \) (and therefore \( \kappa_D \)) is a line bundle at a point \( d \in D \) if and only if \( \tilde{D} \to D \) is étale over \( d \). In particular, pairs \((X, \ell)\) consisting of cubic threefold with a line, up to projective linear transformations, are in bijection with pairs \((D, \kappa_D)\), where \( D \) is a stable plane quintic, and \( \kappa_D \) is an odd theta characteristic, up to projective linear transformations. These results are all due to Beauville [7]; we refer the reader to [14] where this is discussed further. In particular, we are using [14, Theorem 4.1, Proposition 4.2]. We will explain this in more detail below, where we express everything in coordinates. A second degeneracy locus \( Q \subset \mathbb{P}^2 \) can be defined as the degree 2 divisor in \( \mathbb{P}^2 \) over which the associated conics in \( X \) meet \( \ell \) with multiplicity 2 at a point (we can put a well-defined scheme structure on \( Q \); see the description below in coordinates).

We now describe this in coordinates. We may assume \( \ell \subset \mathbb{P}^4 \) is cut out by \( x_2 = x_3 = x_4 = 0 \), so that the equation of \( X \) is of the form

\[
\begin{align*}
l_1(x_2, x_3, x_4)x_0^2 + 2l_2(x_2, x_3, x_4)x_0x_1 + l_3(x_2, x_3, x_4)x_1^2 + \\
2q_1(x_2, x_3, x_4)x_0 + 2q_2(x_2, x_3, x_4)x_1 + c(x_2, x_3, x_4) = 0,
\end{align*}
\]

(2.19)

where \( l_i, q_j, \) and \( c \) are homogeneous polynomials in \( x_2, x_3, x_4 \) of degree 1, 2, and 3, respectively. We note the similarity with equation (2.7); namely, that equation is given by setting \( x_4 = 0 \) in (2.19) above. Geometrically, this corresponds to restricting the fibration in conics here to the line \( (x_4 = 0) \subset \mathbb{P}^2_{x_2, x_3, x_4} \), or, equivalently, to projecting the cubic surface \( S = X \cap (x_4 = 0) \) from the point \( p' = \ell \cap S \). We will use similar notation to facilitate the translation from one case to the other.

Let \( M \) be the matrix

\[
M = \begin{pmatrix}
l_1 & l_2 & q_1 \\
l_2 & l_3 & q_2 \\
q_1 & q_2 & c
\end{pmatrix}.
\]

(2.20)

The degree 5 discriminant \( D \subset \mathbb{P}^2 \) for the fibration in conics is then defined by the determinant \( \det M \):

\[
D = (\det M = 0).
\]

(2.21)

The fact that \( D \) has at worst nodes follows from the fact that \( X \) is smooth (for example, [7, Proposition 1.2(iii)]), and the fact that \( D \) is stable can then be deduced from Bezout’s theorem. In fact, since the total space \( \text{Bl}_\ell X \) is smooth, we have that at any point of \( \mathbb{P}^2 \), the corank of \( M \) is at most 2, and \( d \in D \) is a smooth point of \( D \) if and only if the corank of \( M \) at \( d \) is equal to 1.

The fact that \( \tilde{D} \to D \) is a pseudo-double cover is shown in [7, Proposition 1.5], and it is shown in [15] (see also [34, Lemma 1.5]) that for a general line, that is, outside of a divisor in the Fano surface of lines on \( X \), the discriminant \( D \) is smooth and the double cover is connected and étale.

Moreover, Beauville has shown there is a short exact sequence (see [14, Theorem 4.1])

\[
0 \to \mathcal{O}_{\mathbb{P}^2}(-2) \oplus \mathcal{O}_{\mathbb{P}^2}(-3) \xrightarrow{M} \mathcal{O}_{\mathbb{P}^2}(-1) \oplus \mathcal{O}_{\mathbb{P}^2} \to \kappa_D \to 0.
\]

(2.22)

Conversely, given a pair \((D, \kappa_D)\) with \( D \) a stable plane quintic and \( \eta_D \) an odd theta characteristic, one obtains a presentation of \( \kappa_D \) as in (2.22), for a matrix \( M \) as in (2.20).
The cubic threefold $X$ defined by equation (2.19) using the entries of $M$ is smooth, and the projection from the line $\ell = (x_2 = x_3 = x_4 = 0)$ gives the discriminant $D$ and odd theta characteristic $\eta_D$ up to projective linear transformations (see [14, Proposition 4.2]).

The degree 2 discriminant divisor $Q$ over which the associated conics in $S$ meet $\ell$ with multiplicity 2 at a point is given by the determinant of the (3,3)-minor:

$$M_{3,3} = \begin{pmatrix} l_1 & l_2 \\ l_2 & l_3 \end{pmatrix}$$

$$Q = (\det M_{3,3} = 0) = (l_1l_3 - l_2^2 = 0).$$

The odd theta characteristic $\eta_D$ has yet another description, in terms of $Q$. Assuming that $Q \cap D$ meet at smooth points of $Q$ and $D$, then one has that the intersection multiplicity at each point of the intersection is even, and we have that

$$\kappa_D = \sqrt{(\det M_{3,3} = 0)} = \sqrt{(l_1l_3 - l_2^2 = 0)},$$

where by the square root we mean the unique effective divisor such that twice the divisor is the divisor $(l_1l_3 - l_2^2) = 0$ on $D$. This is explained in the proof of [14, Proposition 4.2], where in this part of the proof it is assumed that $Q$ and $D$ are smooth; however, the computation is local, and requires only that $Q$ and $D$ meet at smooth points.

Finally we recall [7, Theorem 2.1(iii)]: there is a canonical isomorphism of principally polarized abelian varieties

$$P(\tilde{D}, D) \cong JX.$$ (2.25)

3. Eckardt cubic threefolds as fibrations in conics 1: lines through the Eckardt point

Let $X$ be a cubic threefold with an Eckardt point $p$ cut out by equation (1.3). As in Section 1, we denote by $\tau$ the involution associated with the Eckardt point $p$ (see (1.6)) and set $(S, \Pi)$ to be the corresponding cubic surface pair (see (1.8)). In this section, we give another description of the anti-invariant part $JX^{-\tau}$ of the intermediate Jacobian $JX$ (see (1.11)) by projecting $X$ from a $\tau$-invariant line $\ell' \subset X$ passing through the Eckardt point $p$ (note that the line $\ell'$ belongs to the cone $X \cap T_pX$ over the elliptic curve $E = S \cap \Pi$; see Lemma 1.16).

We now revisit §2.2 in the case of an Eckardt cubic threefold and a line through the Eckardt point. More precisely, let $(X, p)$ be an Eckardt cubic threefold, and let $\ell' \subset X$ be a line passing through the Eckardt point $p$. Let us choose coordinates so that $X$ is given by (1.3) $f(x_0, \ldots, x_3) + l(x_0, \ldots, x_3)x_4^2 = 0$, with Eckardt point

$$p = [0, 0, 0, 0, 1].$$

Without loss of generality, we assume that $\ell'$ intersects the plane $(x_4 = 0)$ at the point

$$p' = [0, 0, 0, 1, 0].$$

Because $\ell'$ passes through the Eckardt point $p = [0, 0, 0, 0, 1]$, the equation of $\ell'$ is

$$\ell' = (x_0 = x_1 = x_2 = 0).$$

We may now write the equation of $X$ in the form $\alpha x_3^3 + k(x_0, x_1, x_2)x_3^2 + 2q(x_0, x_1, x_2)x_3 + c(x_0, x_1, x_2) + l(x_0, x_1, x_2, x_3)x_3^2 = 0$, where $k$, $q$ and $c$ are polynomials of degree 1, 2, and 3, respectively. Since $X$ contains the line $\ell' = \{0, 0, 0, x_3, x_4\}$, one finds that $\alpha = 0$, and the coefficient of $x_3$ in $l(x_0, \ldots, x_3)$ is zero.
Thus we may write the equation of $X$ as

$$k(x_0, x_1, x_2)x_3^2 + 2q(x_0, x_1, x_2)x_3 + c(x_0, x_1, x_2) + l(x_0, x_1, x_2)x_4^2 = 0$$  \hspace{1cm} (3.1)

The cubic surface $S$ is given by

$$S = (f = x_4 = 0)$$

and the hyperplane section $E \subset S$ is given by

$$E = (l = 0) \cap S = (l = f = x_4 = 0).$$

We now project $X$ from the line $\ell'$ to the complementary plane $\mathbb{P}^2_{x_0, x_1, x_2} = (x_3 = x_4 = 0)$, and obtain a conic bundle $\pi_{\ell'} : B_{\ell'} X \to \mathbb{P}^2_{x_0, x_1, x_2}$. Considering the form of (3.1) and (2.19), we find that the associated matrix $M$ (2.20) is

$$M = \begin{pmatrix} k & 0 & q \\ 0 & l & 0 \\ q & 0 & c \end{pmatrix}$$

and therefore, from (2.21), the discriminant plane quintic $D$ of the conic bundle $B_{\ell'} X \to \mathbb{P}^2$ is given by

$$\det \begin{pmatrix} k & 0 & q \\ 0 & l & 0 \\ q & 0 & c \end{pmatrix} = l(ck - q^2) = 0.$$  \hspace{1cm} (3.2)

Clearly, the (nodal) discriminant plane quintic $D \subset \mathbb{P}^2$ consists of two components: a line $L$

$$L = (l = 0)$$  \hspace{1cm} (3.3)

and a (possibly reducible) plane quartic $C$

$$C = (ck - q^2 = 0).$$  \hspace{1cm} (3.4)

Geometrically, the plane quartic $C$ is the discriminant for the projection of the cubic surface $S$ from the point $p' \in S$. In fact, given the form of $f$ in (3.1), and comparing with (2.1), then for the map $\pi_{p'} : B_{p'} S \to \mathbb{P}^2$, the associated matrix $N$ (2.2) is given as

$$N = \begin{pmatrix} k & q \\ q & c \end{pmatrix}$$

so that following (2.3), the discriminant plane quartic for $B_{p'} S \to \mathbb{P}^2$ is given as in (3.4). Recall that the odd theta characteristic $\kappa_C$ determining the pair $(S, p')$, described in (2.4), is given by

$$\kappa_C = \sqrt{(k = 0)}$$  \hspace{1cm} (3.5)

that is, the pair $(S, p')$ is determined by the bitangent to $C$ cut by $(k = 0)$.

**Proposition 3.6** (Projecting from a line with $p \in \ell' \subset X$). Let $(X, p)$ be an Eckardt cubic threefold, and let $\ell' \subset X$ be a line passing through $p$. The following are equivalent.

1. The line $\ell'$ does not intersect any lines on $S$. (From Lemma 1.16, the lines through $p$ are parameterized by their intersection with $E \subset S$, so the general line through $p$ satisfies this condition.)
The discriminant plane quintic \( D \) is a union \( D = C \cup L \) of a smooth plane quartic \( C \) and a transverse line \( L \), and the associated double cover \( \tilde{D} \to D \) is a pseudo-double cover.

Proof. As explained in §2.2, the cover \( \tilde{D} \to D \) is always a pseudo-double cover, and as explained above, in our situation, the discriminant \( D \) is always the union of a possibly reducible nodal plane quartic with a transverse line. In other words, the content of the proposition is to establish exactly when the plane quartic \( C \) is smooth. From the discussion above, the plane quartic \( C \) is the discriminant for the projection of \( S \) from \( p' \). We saw in §2.1.1 that the discriminant \( C \) is smooth if and only if \( p' \) does not lie on a line of \( S \).

Let \((X,p)\) be an Eckardt cubic threefold, and let \( \ell' \subset X \) be a line passing through \( p \). We project \( X \) from \( \ell' \) as in Proposition 3.6, and suppose that the quartic component \( C \) is smooth. Let \( \tilde{C} \to C \) be the associated double cover coming from the conic bundle \( \text{Bl}_p X \to \mathbb{P}^2 \) (in other words, we restrict the double cover \( \tilde{D} \to D \) in Proposition 3.6 to \( C \)). The double cover \( \tilde{C} \to C \) determines the odd theta characteristic \( \kappa_C \), and conversely.

Proof. The data of the double cover \( \tilde{C} \to C \) can be described equivalently as a triple \((C, \beta, L, s)\), where \( \beta = C \cap L \) is the branch divisor on \( C \), \( L \) is a line bundle on \( C \) with an isomorphism \( L^{\otimes 2} \cong \mathcal{O}_C(\beta) \), and \( s \) is section of \( \mathcal{O}_C(\beta) \) vanishing on \( \beta \). The claim is that \( \mathcal{L} \cong \kappa_C \); that is, \((C, \beta, L, s)\) gives the same cover as \((C, \beta, \kappa_C, s)\). Indeed, the cover associated to \((C, \beta, \kappa_C, s)\) has function field \( K(C)(\sqrt{\kappa}) \) (3.5); here we are working on the open subset of \( C \) given by \((l \neq 0)\). At the same time, [7, Lemma 1.6] states that the cover of the full discriminant \( \tilde{D} \to D \), when restricted to the open subset of \( D \) given by \((l \neq 0)\) (which is exactly the cover \( \tilde{C} \to C \) restricted to the open subset \((l \neq 0))\) has function field \( K(C)(\sqrt{\kappa}) \); that is, considering (3.2), the minor \( \det M_{3,3} = kl \), and we can choose coordinates on the plane so that local affine coordinates are given by setting \( l = 1 \).

Just as Beauville (see §2.2) has shown that the data of a pair \((X, \ell)\) consisting of a smooth cubic threefold \( X \) and a line \( \ell \subset X \) are equivalent to the data \((D, \eta_D)\) consisting of a nodal plane quintic \( D \) and an odd theta characteristic \( \kappa_D \), we have a similar result for Eckardt cubic threefolds.

Theorem 3.8 (Reconstructing an Eckardt cubic from a plane quartic). Given a triple \((C, \kappa_C, L)\) consisting of a smooth plane quartic, an odd theta characteristic (bitangent) \( \kappa_C \) on \( C \), and a line \( L \) meeting \( C \) transversely, one can associate a triple \((X,p,\ell')\) consisting of an Eckardt cubic threefold and a line \( \ell' \) on \( X \) through the Eckardt point \( p \) and not meeting any lines on the cubic surface \( S \subset X \), such that \((C, \kappa_C, L)\) are associated to projection from \( \ell' \). In other words, the data of a triple \((X,p,\ell')\) are equivalent to the data \((C, \kappa_C, L)\). More precisely, a triple \((X \subset \mathbb{P}^4, p, \ell')\) recording the embedding of \( X \) in \( \mathbb{P}^4 \) determines a triple

\[(C \subset \mathbb{P}^2, 0 \to \mathcal{O}_{\mathbb{P}^2}(-2) \oplus \mathcal{O}_{\mathbb{P}^2}(-3) \xrightarrow{X} \mathcal{O}_{\mathbb{P}^2}(-1) \oplus \mathcal{O}_{\mathbb{P}^2} \xrightarrow{\kappa_C} \mathcal{O}_{\mathbb{P}^2} (-L \subset \mathbb{P}^2))\]

recording the embedding of \( C \cup L \) in \( \mathbb{P}^2 \), and a presentation of \( \kappa_C \), and conversely.

Proof. Assume we are given \((C, \kappa_C, L)\) as in the theorem. Recall from §2.1.1 that the pair \((C, \kappa_C)\) determines a pair \((S,p')\) consisting of a smooth cubic surface \( S \subset \mathbb{P}^2 \), and a point \( p' \) not lying on any lines in \( S \). Let \( f(x_0, x_1, x_2, x_3) = 0 \) be the equation of \( S \), and let \( l(x_0, x_1, x_2) = 0 \) be the equation of \( L \). As explained in §2.1.1, we may take coordinates on \( \mathbb{P}^3 \) such that \( f = k(x_0, x_1, x_2)x_3^3 + 2q(x_0, x_1, x_2)x_3 + c(x_0, x_1, x_2) \). Now consider the cubic hypersurface \( X \subset \mathbb{P}^4 \) defined by equation (3.1); set \( \ell' = (x_0 = x_1 = x_2 = 0) \) and \( p = [0,0,0,0,1] \). Assuming \( X \) is smooth, it is an Eckardt cubic threefold with Eckardt point \( p \), since it admits the involution
We have assumed that $p \in X - S$ (Proposition 1.2). Moreover, projection from $\ell'$ gives the triple $(C, \kappa C, L)$.

We now show that $X$ is smooth. This will follow from the fact that $L$ meets $C$ transversally. Let $\Pi \subset \mathbb{P}^3$ be defined by ($l = 0$). We have seen that to show $X$ is smooth it suffices to show that $S$ and $\Pi$ meet transversally (§1.1.2). Note that $p' \in \Pi$. To investigate the intersection $S \cap \Pi$, let $C'$ be the closure of the set of points $s$ in $S - p'$ such that the line $s$ meets $C$ tangentially. For the fibration in quadrics $\text{Bl}_{p'} S \to \mathbb{P}^2$, one can check that the proper transform of $C'$ is isomorphic to $C$ (this is a special case of a more general statement about smooth fibrations in quadrics where the corank of the fibers is at most 1). Now suppose that $\Pi$ does not meet $S$ transversally at some point $s \in S - p'$. Then since $p' \in \Pi$, we would have that $s \in C'$, and it would follow that $\Pi$ was the tangent plane to $S$ at this point. But then the Zariski tangent space to $C' \subset S$ at this point would be contained in $\Pi$, so that projecting from $p'$, we would have the tangent space to $C'$ being contained in $L$, which we have assumed is not true. Next let us rule out $\Pi$ meeting $S$ tangentially at $p'$; that is, $\Pi = T_{p'} S$. In this case, the intersection $E := S \cap \Pi$ would be a singular plane cubic; since we have assumed that $p'$ does not lie on a line of $S$, then $E$ would have to be an irreducible nodal plane cubic, with node at $p'$. But then the two lines in $\Pi$ forming the tangent cone $C_{p'} E$ would show that $C'$ passed through $p'$. Consequently, again, we would have that the Zariski tangent space to $C' \subset S$ at $p'$ would be contained in $\Pi$, so that projecting from $p'$, we would have the tangent space to $C$ being contained in $L$, which we have assumed is not true.

Thus $S$ and $\Pi$ meet transversally, and so $X$ is smooth, completing the proof. □

Let us now assume that $\ell' \subset X$ does not meet any lines on $S$, and let us describe the pseudo-double cover $\pi : \tilde{D} \to D$ in more detail. First, Proposition 3.6 shows that $D = L \cup C$, and therefore since $\pi$ is a pseudo-double cover, it follows that it can be described as $\pi : \tilde{D} = \tilde{L} \cup \tilde{C} \to L \cup C = D$, where $\tilde{L} \to L$ is a connected double cover of the line $L$ branched at the 4 points $L \cap C$, while $\tilde{C} \to C$ is a connected double cover of the smooth plane quartic $C$ branched also at the 4 points $C \cap L$. Considering equation (3.1) for $X$, and the fact that $L$ is defined by ($l = 0$) (3.3), we see that the two lines in $X$ lying over a point in $L$ via the projection $\pi_{\ell'}$ are parameterized by the two points in $S$ lying over the point in $\ell$ via the projection $\pi_{p'}$.

In other words, all together we obtain the intersection $S \cap \Pi = E$; that is, $\tilde{L} \cong E$. Thus the pseudo-double cover can be described as

$$\pi : \tilde{D} = E \cup \tilde{C} \to L \cup C = D.$$ (3.9)

We now give an explicit description of the Prym variety $P(E \cup \tilde{C}, L \cup C)$ following [7, §0.3]. Let $\tilde{v} : E \Pi \tilde{C} \to E \cup \tilde{C}$ and $v : L \Pi C \to L \cup C$ be the normalizations of $E \cup \tilde{C}$ and $L \cup C$, respectively. Let $\pi' : E \Pi \tilde{C} \to L \Pi C$ be the double covering map induced by $\pi$. Denote the ramification points of $\tilde{C} \to C$ (respectively, $E \to L$) by $\tilde{c}_1, \tilde{c}_2, \tilde{c}_3, \tilde{c}_4 \in \tilde{C}$ (respectively, $e_1, e_2, e_3, e_4 \in E$). Note that $\tilde{v}(\tilde{c}_i) = \tilde{v}(e_i)$ for $1 \leq i \leq 4$. Set $H'$ to be the subgroup of $\text{Pic}(\tilde{C} \Pi E)$ generated by $O(\tilde{c}_i - e_i)$ ($1 \leq i \leq 4$). Let $H$ be the image of $H_0 := H' \cap J(\tilde{C} \Pi E)$ in the quotient abelian variety $J(E \Pi \tilde{C})/\pi'^* J(L \Pi C) \cong E \times (J(\tilde{C})/\pi^* J(C))$. By [7, Exercise 0.3.5], the group $G$ consists of 2-torsion elements and is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^2$. More explicitly,

$$H = \{0, (O_E(e_2 - e_1), O_{\tilde{C}}(\tilde{c}_2 - \tilde{c}_1)), (O_E(e_3 - e_1), O_{\tilde{C}}(\tilde{c}_3 - \tilde{c}_1)), (O_E(e_4 - e_1), O_{\tilde{C}}(\tilde{c}_4 - \tilde{c}_1))\}.$$ 

Recall that $J(\tilde{C})/\pi^* J(C)$ is the dual abelian variety to $P(\tilde{C}, C)$ and therefore comes with a dual polarization (Remark 1.14). We equip $E$ with its canonical principal polarization. Note also that as in (7.6), the involution $\tau$ on $X$ induces an involution $\sigma$ on $\tilde{D}$. 

$x_4 \to -x_4$ fixing the hyperplane section $S \subset X$ and the point $p \in X - S$ (Proposition 1.2).
Proposition 3.10. Let \((P(\tilde{D}, D), \Xi)\) be the principally polarized Prym variety. There is an isogeny of polarized abelian varieties
\[
\phi : E \times (J(\tilde{C})/\pi^*J(C)) \to P(E \cup \tilde{C}, L \cup C) = P(\tilde{D}, D)
\]
with kernel \(H \cong (\mathbb{Z}/2\mathbb{Z})^2\).

Moreover, with respect to the action of \(\sigma\) on \((P(\tilde{D}, D), \Xi)\), the isogeny \(\phi\) induces isomorphisms of polarized abelian varieties \(P(\tilde{D}, D)^\sigma \cong E\) and \(P(\tilde{D}, D)^{-\sigma} \cong J(\tilde{C})/\pi^*J(C)\).

Proof. The existence of the isogeny \(\phi\) and the description of the kernel is [7, Proposition 0.3.3]. We now explain the assertion regarding \(P(\tilde{D}, D)^\sigma\) and \(P(\tilde{D}, D)^{-\sigma}\). Let \(\iota\) be the covering involution associated with the double cover \(\pi : E \cup \tilde{C} \to L \cup C\). We claim that the action of \(\sigma\) on \(E\) is trivial, while the action of \(\sigma\) on \(\tilde{C}\) coincides with \(\iota\). Recall that \(E \cup \tilde{C}\) parameterizes the residual lines to \(E\) in a degenerate fiber of the conic bundle \(\pi_{\ell'} : \text{Bl}_{\ell'} X \to \mathbb{P}^2_{x_0,x_1,x_2}\). We describe the involution \(\sigma\) on \(E\) and on \(\tilde{C}\), respectively, using equation (3.1). To this end, let us consider a point \(x\) on \(\mathbb{P}^2_{x_0,x_1,x_2} = (x_3 = x_4 = 0) \subset \mathbb{P}^4\). The plane it parameterizes is the span \((\ell', x)\). Since \(\ell'\) and \(x\) are preserved by \(\tau\) \((x_4 \mapsto -x_4)\), then so is the span \((\ell', x)\).

Assume now that \(\tau\) is in \(L\) or \(C\), but not both. Then the intersection of \((\ell', x)\) with \(X\) consists of three distinct lines, \(\ell' \cup m \cup m'\), with \(m\) and \(m'\) corresponding to points of \(E \cup \tilde{C}\). Since \(\langle \ell', x \rangle\) is preserved by \(\tau\), it follows that either \(\tau\) interchanges \(m\) and \(m'\), or it takes \(m\) to \(m\) and \(m'\) to \(m'\). In other words, we see that \(\sigma\) either acts as the identity on a point of \(E \cup \tilde{C}\), or by \(\iota\). Now, since the only fixed points of the action of \(\tau\) on \(\ell'\) are the points \(p = [0,0,0,0,1]\) and \(p' = [0,0,0,1,0]\), the only way \(m\) and \(m'\) are not interchanged is if one of them passes through \(p\) (which forces the other to pass through \(p'\)). It is easy to see from equation (3.1) \(m\) or \(m'\) passes through \(p\) if and only if \(l(x) = 0\). Thus, the induced involution \(\sigma\) on \(\tilde{C}\) (respectively, \(E\)) coincides with the covering involution \(\iota\) (respectively, the identity map), as claimed.

It follows that the isogeny \(\phi\) is equivariant with respect to the involution \(j = (1, \iota)\) on the product \(E \times (J(\tilde{C})/\pi^*J(C))\). Since \(\pi^*J(C) = \text{Im}(1 + \iota)\) on \(J(\tilde{C})\), it follows that \(\text{Im}(1 + j) = E \times \{0\}\). Similarly, \(\text{Im}(1 - j) = \{0\} \times J(\tilde{C})/\pi^*J(C)\). From a dimension count, we have then that \(\phi\) induces isogenies \(E \times \{0\} \to P(\tilde{D}, D)^\iota\) and \(\{0\} \times (J(\tilde{C})/\pi^*J(C)) \to P(\tilde{D}, D)^{-\iota}\).

Since \(H \cap (E \times \{0\}) = H \cap (\{0\} \times (J(\tilde{C})/\pi^*J(C))) = \{(0,0)\}\), these isogenies are isomorphisms. That these are isomorphisms of polarized abelian varieties follows from the fact that \(\phi\) is a morphism of polarized abelian varieties, and the fact that we are taking the product polarization on \(E \times (J(\tilde{C})/\pi^*J(C))\). In other words, if we take \(\Xi\), pull it back to \(E \times (J(\tilde{C})/\pi^*J(C))\), and then restrict to a component, we get the same thing as if we take \(\Xi\), restrict it to an invariant (respectively, anti-invariant) part, and then pull-back via this isomorphism. \(\square\)

We summarize the situation for Eckardt cubic threefolds in the following theorem.

Theorem 3.11 (Projecting from a line \(p \in \ell' \subset X\)). Let \((X,p)\) be an Eckardt cubic threefold, and let \(\ell' \subset X\) be a line passing through \(p\) such that \(\ell'\) does not meet any lines in the associated cubic surface \(S\). Let \(E \subset S\) be the hyperplane section, and let \(\pi : \tilde{C} \to C\) be the restriction of the discriminant cover to the irreducible component \(C\) that is a smooth plane quartic. We identify \(J(\tilde{C})/\pi^*J(C)\) as the dual abelian variety to \(P(\tilde{C}, C)\), with the dual polarization. There is an isogeny
\[
\phi : E \times (J(\tilde{C})/\pi^*J(C)) \to JX
\]
with \(\ker \phi \cong (\mathbb{Z}/2\mathbb{Z})^2\).
Moreover, with respect to the action of $\tau$ on $(JX, \Theta_X)$, the isogeny $\phi$ induces isomorphisms of polarized abelian varieties $JX^\tau \cong E$ and $JX^{-\tau} \cong J(\tilde{C})/\pi^*J(C)$.

**Proof.** Since $JX \cong P(\tilde{D}, D)$, and the action of $\tau$ on $JX$ is identified with the action of $\sigma$ on $P(\tilde{D}, D)$, this is an immediate consequence of Proposition 3.10. $\Box$

4. **Recalling the fiber of the Prym map over the cubic threefold locus**

In this section, we recall Donagi–Smith’s result on the fiber of the Prym map over the intermediate Jacobian locus, as some details in various steps in that proof are central to our proof of Theorem 5.1 on the fiber of a related Prym map for Eckardt cubic threefolds.

Recall that an admissible double cover of curves is called an *allowable* double cover if the associated Prym is compact (for example, [6, (**)], p. 173; [18, §1.1.3]). The first result we will review is:

**Theorem 4.1** [18, Theorem V.1.1]. Let $X$ be a smooth cubic threefold. The fiber of the Prym map for allowable double covers of genus 6 curves

$$P_6 : \overline{R}_6^a \to A_5$$

over the intermediate Jacobian $JX \in A_5$ is isomorphic to the Fano surface of lines $F(X)$:

$$P_6^{-1}(JX) \cong F(X).$$

**Remark 4.2.** We state Theorem 4.1 for the moduli stacks. For the coarse moduli spaces, we have $P_6^{-1}(JX) \cong F(X)/\text{Aut}(X)$.

Let us note here that from the proof of Theorem 4.1, one obtains:

**Corollary 4.3** [18, Theorem I.2.1]. The Prym map

$$P_6 : \overline{R}_6^a \to A_5$$

has degree 27, corresponding to the 27 lines contained in a general hyperplane section of a smooth cubic threefold $X$.

**Remark 4.4.** The proof of Theorem 4.1 uses the fact that the degree of the Prym map $P_6$ is equal to 27, so that Corollary 4.3 does not provide a new derivation of the degree. The point is that one recovers the degree of the Prym map in terms of the geometry of cubic threefolds.

4.1. **Strategy for computing the fiber**

We start by reviewing Donagi–Smith’s strategy for computing the degree of a generically finite morphism by studying the differential along positive-dimensional fibers. We provide here a slightly different presentation, which is perhaps more streamlined for our purposes.

Suppose that $f : Y' \to Y$ is a proper, surjective, generically finite morphism of integral separated schemes of finite type over a field. For any closed subscheme $Z \subset Y$, we have the fibered product diagram.

$$\begin{array}{ccc}
Z' & \longrightarrow & Y' \\
\downarrow f' & \downarrow f \\
Z & \longrightarrow & Y
\end{array}$$

(4.5)
Let $Y \to Y'$ be the blow-up of $Y$ along $Z$ (respectively, $Y' \to Z'$), with exceptional divisor $Z = \mathbb{P}C_2 Y$ (respectively, $Z' = \mathbb{P}C_2 Y'$). Setting $\tilde{f} : Y' \to Y$ be the induced morphism on blow-ups, then the induced morphism of exceptional divisors $\tilde{f}|_{\tilde{Z}} : \tilde{Z}' \to \tilde{Z}$ is generically finite, and
\[
\deg f = \deg(\tilde{f}|_{\tilde{Z}} : \tilde{Z}' \to \tilde{Z});
\]
that is, the degree of the map $f$ is equal to the degree of the blow-up when restricted to the exceptional divisors. Indeed, since $\deg f = \deg(\tilde{f} : Y' \to Y)$, we can immediately reduce to the case where $Z$ and $Z'$ in (4.5) are Cartier divisors, in which case we are trying to show $\deg f = \deg f'$. Then using [26, Proposition 4.2(a), Corollary 4.2.1], we have $f_*((1 - [Z]) \cap [Z']) = f'_*((1 - [Z']) \cap [Z])$. Setting $\alpha = [Z | Z']$, the fact that by definition $f_*[Z'] = (\deg f)[\alpha]$, we have $\deg f = \deg f'$.

Conversely, once one knows the degree of a generically finite map, one can use this to study the fibers:

**Lemma 4.7 (Identifying fibers [18, §3]).** In the notation above, assume $Y$ is geometrically unibranch (see [44, Tag 0BQ2, Tag 0BPF2]; for example, $Y$ is normal [44, Tag 0BQ3]), $Z$ is integral, and $Z'_0 \subset Z'$ is a connected component of $Z'$ dominating $Z$, with $Z'_0$ integral, and with the generic fiber of $Z'_0 \to Z$ connected. Let $\tilde{Z}'_0$ be the exceptional divisor in the blow-up of $Y' \to Z'_0$, and let $\tilde{f}_0 : \tilde{Z}'_0 \to \tilde{Z}' \to \tilde{Z}$ be the associated rational map. If $\deg \tilde{f}_0 \geq \deg f$, then $\deg \tilde{f}_0 = \deg f$, and $Z'_0 = Z'$.

**Proof.** Clearly $\deg \tilde{f}_0 \leq \deg(\tilde{f}|_{\tilde{Z}} : \tilde{Z}' \to \tilde{Z}) = \deg \tilde{f} = \deg f$ (4.6), giving the stated equality of degrees. On the other hand, once we have $\deg \tilde{f}_0 = \deg f$, we see that $Z'$ cannot have any other irreducible components dominating $Z$ (otherwise they would increase the degree count of $\tilde{f} : \tilde{Z}' \to \tilde{Z}$). The assumption that the generic fiber of $Z'_0 \to Z$ is connected, together with the basic Lemma 4.10, rules out components of $Z'$ that do not dominate $Z$. □

**Remark 4.8.** The hypothesis that $Z'_0$ be a connected component of $Z$ is necessary (that is, it is not enough to assume only that $Z'_0$ be a reduced irreducible component of $Z'$). Indeed, let $f : Y' \to Y$ be the blow-up of a smooth surface at a point, and let $Z \subset Y$ be a smooth irreducible curve through the point. Taking $Z'_0$ to be the strict transform of $Z$, we have that $\deg f = 1 = \deg f'$; however, $Z'_0 \neq Z'$. The hypothesis that $Y'$ be geometrically unibranch is also necessary. Indeed, let $f : Y' \to Y$ be the normalization of an integral nodal curve, let $Z \subset Y$ be a node, and let $Z'_0$ be one of the points in $Y'$ lying over the node $Z$. Then $\deg f = 1 \geq \deg f$, but $Z'_0 \neq Z'$.

**Remark 4.9.** In this paper, we will typically be applying Lemma 4.7 to the quasi-projective coarse moduli spaces of certain smooth Deligne–Mumford (DM) stacks. The key point is that the coarse moduli space of a smooth DM stack, locally being the quotient of a smooth space by a finite group, is normal.

We now recall a variation on a standard result [16, Theorem 4.17(ii)] ([44, Lemma 0BU]) on connected components of fibers of maps:

**Lemma 4.10.** Let $f : X \to S$ be a proper surjective morphism of finite presentation between integral schemes, with $S$ geometrically unibranch. Let $n_{X/S}$ be the function on $S$ counting the number of geometric connected components of fibers of $f$ (for example, [44, Lemma 056F]). Then $n_{X/S}$ is lower semi-continuous.
Proof. The proof is essentially identical to that of the standard result [44, Lemma 0BUI].
For brevity, the proof is left to the reader. □

4.2. The Donagi–Smith argument for cubic threefolds

Suppose now we have a cubic threefold \( X \subset \mathbb{P}^4 \) together with a line \( \ell \subset X \) giving rise to the odd connected étale double cover \( \pi : \tilde{D} \to D \) of the smooth plane quintic discriminant \( D \subset \mathbb{P}^2 \). As in the discussion above, assume \( X = (F = 0) \) and \( D = (Q = 0) \).

Let \( \mathcal{R}_Q \) denote the moduli space of allowable odd double covers of plane quintics, and let \( C \) denote the moduli space of cubic threefolds. From the commutative diagram (which at this point we have not proven is Cartesian)

\[
\begin{array}{ccc}
\mathcal{R}_Q & \longrightarrow & \mathcal{R}_Q^a \\
\downarrow & & \downarrow \\
C & \longrightarrow & \mathcal{A}_5
\end{array}
\]

we obtain a commutative diagram of codifferentials:

\[
\begin{array}{ccc}
T^\vee \mathcal{R}_Q & \leftarrow & T^\vee \mathcal{R}_Q^a \\
\uparrow & & \uparrow \\
T^\vee \mathcal{C} & \leftarrow & (T^\vee \mathcal{A}_5 / T^\vee \mathcal{C})^\vee
\end{array}
\]

Here \( R_F = \mathbb{C}[x_0, \ldots, x_4] / (\partial F / \partial x_0, \ldots, \partial F / \partial x_4) \) (respectively, \( J_F = (\partial F / \partial x_0, \ldots, \partial F / \partial x_4) \)) is defined to be the Jacobian ring (respectively, Jacobian ideal), with the superscript denoting the vector space of forms of a given degree; we define \( R_Q \) and \( J_Q \) similarly.

In fact, we will need to consider the case where \( \pi : \tilde{D} \to D \) is a pseudo-double cover of a nodal plane quintic. We would like to have a diagram as above, but this requires a bit more work. Recall that for a nodal curve \( D \) there is a natural map \( j : \Omega_D \to \omega_D \) with torsion kernel and cokernel (for example, [18, §2.3.3]). This induces a natural map \( j : \Omega_D \otimes \omega_D \to \omega_D^{\otimes 2} \).

Lemma 4.12. Suppose \( X = (F = 0) \subset \mathbb{P}^4 \) is a smooth cubic threefold, \( \ell \subset X \) is a line, and \( \pi : \tilde{D} \to D \) is the associated odd pseudo-double cover of the discriminant plane quintic \( D = (Q = 0) \subset \mathbb{P}^2 \). There is a commutative diagram of codifferentials:

\[
\begin{array}{ccc}
R^a_Q & \leftarrow & H^0(D, \mathcal{O}_D(4)) \\
\uparrow & & \uparrow \\
R^S_Q & \leftarrow & H^0(D, \mathcal{O}_D(2))
\end{array}
\]

where \( K \) is defined as the kernel of the map \( H^0(D, \Omega_D \otimes \mathcal{O}_D(2)) \to (R^S_Q)^\vee \), and the morphism \( K \to J^4_Q \) is an isomorphism.

Proof. We direct the reader to [18, §5.1]. □

For convenience, we now recall [18, Lemma V.1.5, p.88] describing the map \( J^4_F \to J^4_Q \) in (4.11) and (4.13).
**Lemma 4.14** [18, Lemma V.1.5, p.88]. Let $X \subset \mathbb{P}^3 \cong \mathbb{P}^4$ be a smooth cubic threefold given by $F = 0$, and let $\ell \subset X$ be a line giving rise to the odd pseudo-double cover $\pi : \tilde{D} \to D$ of the discriminant plane quintic $D \subset \mathbb{P}^3 \cong \mathbb{P}^2$ given by $Q = 0$. Take coordinates on $\mathbb{C}^5$ such that $\ell = (x_2 = x_3 = x_4 = 0)$, so that projection from $\ell$ gives the map $\pi_\ell : \mathbb{P}^5 \dashrightarrow \mathbb{P}^3$, $[x_0, x_1, x_2, x_3, x_4] \mapsto [x_2, x_3, x_4]$. Under the identifications

$$
\mathbb{C}^3 \xrightarrow{\sim} J^1_Q \quad \quad \mathbb{C}^5 \xrightarrow{\sim} J^2_P
$$

$$(a_2, a_3, a_4) \longmapsto \sum_{i=2}^4 a_i \frac{\partial Q}{\partial x_i} \quad \quad (a_0, a_1, a_2, a_3, a_4) \longmapsto \sum a_i \frac{\partial F}{\partial x_i}
$$

then projectivization of the morphism $J^2_P \to J^1_Q$ of (4.13) is the rational map $\pi_\ell$. The projectivization of the dual map $(J^1_Q)^\vee \to (J^2_P)^\vee$ is therefore the inclusion $(\mathbb{P}^2)^\vee \subset (\mathbb{P}^4)^\vee$, where we are denoting by $(\mathbb{P}^2)^\vee$ the 2-plane in $(\mathbb{P}^4)^\vee$ corresponding to hyperplanes containing $\ell$.

We now recall the completion of the proof of Theorem 4.1:

**Donagi–Smith’s proof of Theorem 4.1.** We apply the strategy of (4.5) and Lemma 4.7 to the diagram

$$
\begin{array}{ccc}
\overline{R}_Q \to & C \times A_5 \to \overline{R}_6 \\
\downarrow & & \downarrow \pi_6 \\
\overline{C} \to & A_5 \to \overline{A}_5
\end{array}
$$

where $\overline{R}_Q$, the moduli space of odd pseudo-double covers of nodal plane quintics, plays the role of $Z_0$. Lemma 4.14 implies that the differential of the Prym map $\overline{R}_6 \to A_5$ at a cover $(\pi : \tilde{D} \to D) \in \overline{R}_Q$ has kernel exactly of dimension 2. Thus at $\pi$, the fiber of $\pi_6$ over $P(\tilde{D}, D) = JX$ is exactly the Fano surface of lines $F(X)$. Since this holds at every cover $\pi$, this implies that $\overline{R}_Q^\text{a}$ is a connected component of the fiber over $C$, with generic fiber of $\overline{R}_Q^\text{a}$ over $C$ connected.

At the same time, let us use Lemma 4.14 to compute the degree of the map of exceptional divisors $\overline{R}_Q \to \tilde{C}$; here $\overline{R}_Q$ (respectively, $\tilde{C}$) is the exceptional divisor in the blow-up of $R_6$ (respectively, $A_5$) along the locus $\overline{R}_Q^\text{a}$ (respectively, $C$). For this, we can pick a general cubic threefold $X$, and a general point in the projectivization of the fiber of the normal bundle, corresponding, by Lemma 4.14, to a general hyperplane $H \subset \mathbb{P}^4$. Lemma 4.14 says that the points lying above this chosen point correspond to those lines $\ell \subset X$ that lie in the hyperplane section $H$. Since $X \cap H$ is a smooth cubic surface, there are 27 such lines.

Since the degree of the Prym map is 27 [18, Theorem I.2.1], we can conclude from Lemma 4.7 that $\overline{R}_Q^\text{a} = C \times A_5 \overline{R}_6^\text{a}$, and we are done. □

**Donagi–Smith’s proof of Corollary 4.3.** This now follows immediately from (4.6), and the proof of Theorem 4.1. □

5. **Fiber of the Prym map $\mathcal{R}_{3,4} \to \mathcal{A}^{\text{I},2,2,2}_d$ over the Eckardt cubic threefold locus**

Our goal is to describe the fiber of the generically finite degree 3 Prym map $\mathcal{P}_{3,4} : \mathcal{R}_{3,4} \to \mathcal{A}^{\text{I},2,2,2}_d$ over the Eckardt cubic locus; recall that $\mathcal{R}_{3,4}$ is the moduli space of double covers of smooth genus 3 curves branched at 4 points, and $\mathcal{A}^{\text{I},2,2,2}_d$ is the moduli space of abelian varieties of dimension 4 with a polarization of type $(1,2,2,2)$.

In order to study the fibers of $\mathcal{P}_{3,4}$, it is convenient to consider a partial compactification $\overline{\mathcal{R}}_{3,4}$ of $\mathcal{R}_{3,4}$, over which the Prym map extends to a proper map $\mathcal{P}_{3,4} : \overline{\mathcal{R}}_{3,4} \to \mathcal{A}^{\text{I},2,2,2}_d$. As
mentioned in §2.2, in the étale case this is due to Beauville [6]; in the case of branched covers, one should technically use the Harris–Mumford [27] notion of admissible covers (which we will call branched admissible covers), and in fact, we prefer to use the Abramovich–Corti–Vistoli description [1]. More precisely, we denote by $R_{g,r}$ the moduli space of branched admissible double covers where the base curve is a stable curve of genus $g$ with $r$ unordered marked points, and the branch points of the cover are given by those $r$ marked points; in the language of [1, p. 3560, Proposition 4.2.2], the space $R_{g,r}$ is the quotient of $\mathcal{S}^{\text{admit}}$ by the symmetric group $\mathcal{S}_r$ acting by permuting the labeling of the $r$ points. For any branched admissible double cover, the connected component of the kernel of the norm map defines a semi-abelian Prym variety [2, §1; 6, §5]. The condition that the semi-abelian variety be compact can be described as a combinatorial condition on the dual graph [2, Proposition 1.3], which agrees with the combinatorial condition in the étale case given by Beauville [6, p.173, (**) p.174]; that is, the number of components of the cover that are interchanged by the covering involution must be equal to the number of nodes of the cover that are interchanged. We call such branched admissible double covers branched allowable double covers. From the deformation theory of $R_{g,r}$ [1, §3.0.4], it is clear that a small deformation of a branched allowable double cover will be allowable, so that there is an open substack $R_{g,r}^a \subset R_{g,r}$ of branched allowable double covers. The Prym construction then gives a period map

$$P_{g,r} : \overline{R}_{g,r}^a \rightarrow A_{g-1+\frac{r}{2}}^D,$$

where $D = (1, \ldots, 1)$ if $r = 0, 2$, and otherwise $D = (1, \ldots, 1, 2 \ldots, 2)$ with $\frac{r}{2} - 1$ copies of $1$; the argument of [6, Proposition 6.3] shows that this extended period map is proper.

Now to describe the fibers of $P_{3,4}$, recall that given an Eckart cubic threefold $(X, p)$, there is an associated cubic surface $S$, together with a smooth hyperplane section $E \subset S$. This elliptic curve is naturally contained in the Fano surface $F(X)$ of lines, with $E$ parameterizing the $\tau$-invariant lines in $X$ through the Eckardt point $p$; that is, we may view $E$ as the one-dimensional component of the $\tau$-fixed locus of the Fano surface $F(X)$, and $E$ is isomorphic to the elliptic curve $S \cap \Pi$; see Lemma 1.16.

**Theorem 5.1.** Let $(X, p)$ be an Eckardt cubic threefold with involution $\tau$. The fiber of the Prym map for allowable double covers of genus 3 curves branched at 4 points

$$P_{3,4} : \overline{R}_{3,4}^a \rightarrow A_{4}^{(1,2,2,2)}$$

over the dual abelian variety $(JX^{-\tau})^\vee \in A_{4}^{(1,2,2,2)}$ of the anti-invariant part of the intermediate Jacobian $JX$ is isomorphic to the elliptic curve $E$:

$$P^{-1}_{3,4}((JX^{-\tau})^\vee) \cong E \subset F(X).$$

**Remark 5.2.** We state this theorem for the moduli stacks. For the coarse moduli spaces, we have $P^{-1}_{3,4}((JX^{-\tau})^\vee) \cong E/\text{Aut}(X,p)$; note that the Eckardt automorphism $\tau \in \text{Aut}(X,p)$ acts trivially on $E$.

We prove this theorem over the course of this section. Let us note here that we will also obtain the following corollary:

**Corollary 5.3** [5, 35]; [36, Theorem 0.3]. The Prym map

$$P_{3,4} : \overline{R}_{3,4}^a \rightarrow A_{4}^{(1,2,2,2)}$$

has degree 3, corresponding to the three lines through the Eckardt point $p$ contained in a general hyperplane section of an Eckardt cubic threefold $(X, p)$ through the Eckardt point.
Remark 5.4. The proof of Theorem 5.1 uses the fact that the degree of the Prym map \( \mathcal{P}_{3,4} \) is equal to 3, which is due to [5, 35, 36], so that Corollary 5.3 does not provide a new derivation of the degree. The new result is that one recovers the degree of the Prym map in terms of the geometry of Eckardt cubic threefolds.

To prove Theorem 5.1, we use the same strategy as in the previous section. Namely, we apply the strategy of (4.5) and Lemma 4.7 to the diagram

\[
\begin{array}{ccc}
\mathcal{R}_{Q,F} & \longrightarrow & \mathcal{C}_F \times A^{(1,2,2,2)}_4 \mathcal{R}_{3,4} \\
\downarrow & & \downarrow \mathcal{P}_{3,4} \\
\mathcal{C}_F & \longrightarrow & A^{(1,2,2,2)}_4
\end{array}
\]  

(5.5)

where the image of \( \mathcal{C}_F \) plays the role of \( Z \), and the image of \( \mathcal{R}_{Q,F}^\alpha \) plays the role of \( Z_0^\alpha \). Here \( \mathcal{C}_F \) is the moduli space of Eckardt cubic threefolds \((X, p)\), and \( \mathcal{R}_{Q,F} \) is the moduli space of double covers \( \pi : \tilde{C} \rightarrow C \) over smooth plane quartics branched at the 4 points of intersection of a transverse line, determined by an odd theta characteristic (see Lemma 3.7). In other words, \( \mathcal{R}_{Q,F} \) is the space of covers arising from projecting an Eckardt cubic threefold from a line through the Eckardt point, and restricting the cover to the plane quartic in the discriminant.

We therefore start by computing the differentials of the morphisms above.

5.1. Differential to the period map for Eckardt cubic threefolds

Let \( \mathcal{C}_F \) be the moduli space of Eckardt cubic threefolds \((X, p)\). Assuming that \((X, p)\) is a smooth Eckardt cubic threefold defined by \( F = 0 \) as in (1.3), and \( R_F \) is defined to be the Jacobian ring, we saw in the proof of Lemma 1.12 that \( H^{2,1}(X)^{-\tau} = (R_F^1)^{-\tau} \) and \( H^{1,2}(X)^{-\tau} = (R_F^2)^{-\tau} \), so that we also have

\[
T_{(jX^{-\tau})^\vee} A^{(1,2,2,2)}_4 = \text{SymHom}(H^{2,1}(X)^{-\tau}, H^{1,2}(X)^{-\tau}) = \text{SymHom}((R_F^1)^{-\tau}, (R_F^2)^{-\tau}).
\]

At the same time, we have

\[
T_{(X, p)} \mathcal{C}_F = (T_X \mathcal{C})^{-\tau} = (R_F^3)^{-\tau}.
\]

Therefore, with regards to the period map

\[
\mathcal{C}_F \longrightarrow A^{(1,2,2,2)}_4,
\]

we obtain a map of tangent spaces

\[
T_{(X, p)} \mathcal{C}_F \longrightarrow T_{(jX^{-\tau})^\vee} A^{(1,2,2,2)}_4
\]

\[
(R_F^3)^{-\tau} \longrightarrow \text{SymHom}((R_F^1)^{-\tau}, (R_F^2)^{-\tau}).
\]  

(5.6)

Using Macaulay’s Theorem to identify \( R_F^3 \cong (R_F^1)^{\vee} \), our differential is

\[
(R_F^3)^{-\tau} \longrightarrow \text{Sym}^2((R_F^1)^{-\tau})^{\vee},
\]

and the dual map, the codifferential, is canonically

\[
H^0(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}(2)) = \text{Sym}^2((R_F^1)^{-\tau}) \longrightarrow (R_F^3)^{-\tau}.
\]

Here we are using the identification \( R_F^3 \cong \mathbb{C}(x_0, \ldots, x_4) \), where the action of \( \tau \) is given by \( x_4 \mapsto -x_4 \), so that \( (R_F^3)^{-\tau} = \mathbb{C}(x_0, \ldots, x_3) \). We see that the codifferential is the map that takes a quadric in \( \mathbb{P}^3 = (\mathbb{P}^4 = 0) \), views it as an invariant quadric on \( \mathbb{P}^4 \), and then sends it to its class in the invariant Jacobian ring. Algebraically, the kernel of this map is clearly \( J_F^2 \cap \text{Sym}^2 \mathbb{C}(x_0, \ldots, x_3) \). Using equation (1.3) for \( F \), we see that \( J_F^2 \) consists of quadrics of the
form \( a_0 \left( \frac{\partial f}{\partial x_0} + \frac{\partial l}{\partial x_0} x_0^2 \right) + \cdots + a_3 \left( \frac{\partial f}{\partial x_2} + \frac{\partial l}{\partial x_2} x_2^2 \right) + 2a_4 lx_4 \). In order for this not to contain \( x_4 \), we must have \( a_4 = 0 \), and also \( 0 = \sum a_i \frac{\partial l}{\partial x_i} = l(a_1, \ldots, a_3) \). We therefore have:

\[
(T_{(l x - r)} \mathcal{A}_4^{(1, 2, 2, 2)}/T_{(x, p)} \mathcal{C}_E) \sim J_F \cap \text{Sym}^2 \mathbb{C}(x_0, \ldots, x_3) \cong (l = x_4 = 0) \subset \mathbb{C}^5. \tag{5.7}
\]

We identify \( J_F \cap \text{Sym}^2 \mathbb{C}(x_0, \ldots, x_3) \) with \( (l = x_4 = 0) \subset \mathbb{C}^5 \) via \((a_0, \ldots, a_3) \mapsto \sum_{i=0}^{3} a_i \frac{\partial E}{\partial x_i} \), and call these the quadratics \( X_t \) polar to points \( t = (a_0, \ldots, a_3, 0) \) of \( (l = x_4 = 0) \subset \mathbb{P}^4 \) with respect to \( X \).

**Corollary 5.8** (Infinitesimal Torelli theorem). The differential of the period map \( \mathcal{C}_E \to \mathcal{A}_4^{(1, 2, 2, 2)} \) is injective.

**Proof.** We consider (5.6). Since \( \text{dim}(R_F^3)^\tau = 7 \), \( \text{dim} \text{Sym}^2(R_F^1)^\tau = 10 \), and the cokernel of (5.6) has dimension 3 (5.7), it follows that (5.6) is injective. \( \square \)

5.2. **Differential of the inclusion of the moduli space of double covers of smooth plane quartics branched at 4 collinear points into the moduli space of double covers of genus 3 curves branched at 4 points**

We let \( \mathcal{R}_{Q, E} \) be the moduli space of double covers \( \pi : \tilde{C} \to C \) over smooth plane quartics branched at the 4 points of intersection of a transverse line, determined by an odd theta characteristic (see Lemma 3.7), and we consider the inclusion

\[
\mathcal{R}_{Q, E} \hookrightarrow \mathcal{R}_{4, 4}.
\]

Giving a cover \( \pi : \tilde{C} \to C \) in \( \mathcal{R}_{Q, E} \) is equivalent to giving the plane quartic \( C \), the branch points of the cover, which are themselves determined by a line \( L \), and an odd square root of the branch divisor. Thus the space \( \mathcal{R}_{Q, E} \) has dimension \( 6 + 2 + 0 = 8 \). Moreover, the first-order deformations of \( \pi \) as covers in \( \mathcal{R}_{Q, E} \) are identified with the first-order deformations of the plane quartic \( C \cup L \) that remain the union of a plane quartic and a line. Up to change of coordinates, we may assume that the quartic polynomial \( Q \) defining \( C \cup L = Q = gx_0 \) for some quartic \( g \). Then \( T_{\pi} \mathcal{R}_{Q, E} \subset T_{\pi \cup L} \mathcal{R} \cong \mathcal{R}_Q \) can be identified with the span of the quartic monomials divisible by \( x_0 \); indeed, these remain the union of a plane quartic and a line and then a dimension count gives the equality. Denote this space by \( R_Q^3 \mid x_0 \). More canonically, one can see that these deformations are exactly the locally trivial deformations of the plane quartic \( C \cup L \), and are then identified with \( H^0_m(R_Q)^5 \), as in Remark 5.9, with dual \( H^0_m(R_Q)^4 \).

**Remark 5.9** (Locally trivial deformations of nodal plane quartics). If \( D \) is a singular plane quartic, then the Jacobian ring no longer satisfies the duality of Macaulay’s theorem. However, there is still a natural map

\[
(R_Q^3)^\vee \to R_Q^4 \tag{5.10}
\]

and the image is identified with the dual of the space of locally trivial deformations. More precisely, fix the maximal ideal \( \mathfrak{m} = (x_0, x_1, x_2) \) in the Jacobian ring \( R_Q \). There is an inclusion of graded rings \([43, (11)] \) \( H^0_m(R_Q) \subset R_Q \) and the ring \( H^0_m(R_Q) \) satisfies a similar duality as in Macaulay’s theorem; namely, there is an isomorphism \( H^0_m(R_Q)^i \cong (H^0_m(R_Q)^{9-i})^\vee \) \([43, \text{Theorem 3.4}] \) (we note that this isomorphism is more subtle than in Macaulay’s theorem; see \([43, \text{Remark 3.5}] \)). The space \( H^0_m(R_Q)^3 \subset R_Q^3 \) is identified with the first-order locally trivial deformations \([43, \text{Corollary 2.2}] \). In summary, we have morphisms \( (R_Q^3)^\vee \to (H^0_m(R_Q)^5)^\vee \cong H^0_m(R_Q)^4 \subset R_Q^4 \) and the image of the composition \( (R_Q^3)^\vee \to R_Q^4 \) is identified with the dual of the space of locally trivial deformations, as claimed.
Another way to verify that $H_0^m(R_Q)^5 = R_Q^5|x_0$ is to use the identification $H_0^m(R_Q) = J^Q_{d}/J_{f}$ [43, (5)]. In fact, by [43, (11)] when $d$ is sufficiently large, the graded piece of our Jacobian ring $J^Q_{d}$ is of dimension 4 (corresponding to the four nodes $C \cap L$ of the quintic $C \cup L$) and consists of monomials which are not divisible by $x_0$ (corresponding to the infinitesimal deformations smoothing the four nodes). Using a similar argument, we get that $H_0^m(R_Q)^4 = R_Q^4|x_0$.

At the same time, $T_{\pi}R_{3,4} = H(C,TC \otimes \mathcal{O}_C(L)) = H(C, \mathcal{O}_C(3))^\vee$, and so the differential can be described as a map

$$T_{\pi}R_{Q,E} \rightarrow T_{\pi}R_{3,4}$$

$H_0^m(R_Q)^5 \rightarrow H_0^0(C, \mathcal{O}_C(3))^\vee$.

By the above argument, the codifferential sits in a commutative diagram

$$\begin{array}{ccc}
H^0(C, \mathcal{O}_C(3)) & \rightarrow & H_0^m(R_Q)^4 \\
\downarrow & & \downarrow \\
\rightarrow & & \rightarrow \\
\mathcal{R}_Q & \rightarrow & R_Q^4
\end{array}$$

(5.11)

where the diagonal map is given by multiplication by $x_0$, and the vertical map is defined in Remark 5.9.

The kernel of the diagonal map is $x_0\mathbb{C}[x_0,x_1,x_2]|_3 \cap J^Q_4$. Since $J^Q_4 = \mathbb{C}(g + x_0 \frac{\partial g}{\partial x_0}, x_0 \frac{\partial g}{\partial x_1}, x_0 \frac{\partial g}{\partial x_2})$, we see that the kernel is the space consisting of linear combinations $a_0(g + x_0 \frac{\partial g}{\partial x_0}) + a_1(x_0 \frac{\partial g}{\partial x_1}) + a_2(x_0 \frac{\partial g}{\partial x_2})$, with $a_0 = 0$. In other words,

$$R_Q^4/H^0(C, \mathcal{O}_C(3)) \cong J^Q_4 \cap x_0\mathbb{C}[x_0,x_1,x_2]|_3 \cong \mathbb{C}^2,$$

where the identification with $\mathbb{C}^2$ is given by $(0,a_1,a_2) \mapsto x_0 \sum a_i \frac{\partial g}{\partial x_i}$.

**Remark 5.12.** The condition $a_0 = 0$ is more canonically the condition $l(a_0,a_1,a_2) = 0$.

5.2.1. **Differential of the inclusion of the moduli space of allowable double covers of nodal plane quartics branched at 4 collinear points into the moduli space of allowable double covers of genus 3 curves branched at 4 points.** We have

$$T_{\pi}\mathcal{R}_Q^{a} \rightarrow T_{\pi}R_{3,4}$$

$H_0^m(R_Q)^5 \rightarrow H^0(C, \mathcal{O}_C \otimes \mathcal{O}_C(2))^\vee$.

with codifferential sitting in a commutative diagram.

$$\begin{array}{ccc}
H^0(C, \mathcal{O}_C \otimes \mathcal{O}_C(2)) & \rightarrow & H_0^m(R_Q)^4 \\
\downarrow \downarrow & & \downarrow \\
\rightarrow & & \rightarrow \\
\mathcal{J} & \rightarrow & R_Q^4
\end{array}$$

(5.11)

Commutativity follows from (5.11) and a degeneration argument (see, for example, [18, §3.2]).

5.3. **Differential of the Prym map $\mathcal{P}_{3,4}$ for smooth double covers**

The differential of the Prym map $\mathcal{P}_{3,4} : \mathcal{R}_{3,4} \rightarrow \mathcal{A}_4^{(1,2,2,2)}$ at a branched cover $\pi : \tilde{C} \rightarrow C$ of a smooth plane quartic

$$T_{\pi} R_{3,4} \rightarrow T_{\pi} \mathcal{A}_4^{(1,2,2,2)}$$
is canonically identified with
\[ H^1(C, TC \otimes \mathcal{O}_C(1)) \to \text{Sym}^2 H^0(C, \omega_C \otimes \eta_C)^\vee, \]
where \( \eta_C \) is the square root of the branch divisor \( Br \) determining the cover (that is, \( \eta_C^{\otimes 2} \cong \mathcal{O}_C(Br) \)). The codifferential is given as the cup product
\[ \text{Sym}^2 H^0(D, \omega_C \otimes \eta_C) \to H^0(C, \omega_C^{\otimes 2} \otimes \mathcal{O}_C(Br)). \]
For the restriction of an odd pseudo-double cover \( \tilde{C} \cup \tilde{L} \to C \cup L \) to \( \pi : \tilde{C} \to C \), this is the canonical restriction
\[ H^0(\mathbb{P}^4, \mathcal{O}_{\mathbb{P}^4}(2)) \to H^0(C, \mathcal{O}_C(3)) \]
of a quadric to the Prym canonical model \( C \subset \mathbb{P}^4 \). Note that the Prym canonical model of \( C \) is also the image of \( C \) under the Prym canonical map of the plane quintic \( C \cup L \) and its associated pseudo-double cover.

5.4. Differential of the Prym map \( \mathcal{P}_{3,4} \) for allowable double covers

The differential of the Prym map \( \mathcal{P}_{3,4} : \mathcal{R}_{3,4} \to A_{4}^{(1,2,2,2)} \) at an allowable double cover \( \pi : \tilde{C} \to C \) of a nodal plane quartic
\[ T\pi \mathcal{R}_{3,4} \to T_{\mathcal{P}_{3,4}(\pi)}A_{4}^{(1,2,2,2)} \]
is canonically identified with
\[ H^0(C, \Omega_C \otimes \omega_C \otimes \mathcal{O}_C(1))^\vee \to \text{Sym}^2 H^0(C, \omega_C \otimes \eta_C)^\vee, \]
where \( \eta_C^{\otimes 2} \cong \mathcal{O}_C(Br) \) is the square root of the branch divisor determining the cover. (For us, this will be the locus where the line meets the plane quartic transversally.) The codifferential is given as the cup product
\[ \text{Sym}^2 H^0(D, \omega_C \otimes \eta_C) \to H^0(C, \Omega_C \otimes \omega_C \otimes \mathcal{O}_C(Br)). \]
For the restriction of an odd pseudo-double cover \( \tilde{C} \cup \tilde{L} \to C \cup L \) to \( \pi : \tilde{C} \to C \), this is the following map.
\[ \begin{array}{ccc}
H^0(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}(2)) & \longrightarrow & H^0(C, \Omega_C \otimes \mathcal{O}_C(2)) \\
\downarrow j^* & & \downarrow \\
H^0(C, \mathcal{O}_C(3)) & & \\
\end{array} \]

5.5. Interlude connecting to the case of cubic threefolds

Suppose now we have a smooth Eckardt cubic threefold \( (X, p) \) together with a line \( \ell' \subset X \) passing through the Eckardt point \( p \), giving rise to a pseudo double cover \( \pi : \tilde{C} \cup \tilde{L} \to C \cup L \) of a plane quartic and a transverse line \( C \cup L \subset \mathbb{P}^2 \). As in the discussion above, assume that \( X = (F = 0) \) and \( C \cup L = (Q = 0) \).

For the commutative diagram (which at this point we have not proven is Cartesian)
\[ \begin{array}{ccc}
\mathcal{R}_{3,4} & \longrightarrow & \mathcal{R}_{3,4}^{a} \\
\downarrow & & \downarrow \\
C_{\tilde{e}} & \longrightarrow & A_{4}^{(1,2,2,2)} \\
\end{array} \]
we have:
Proposition 5.13. In the notation above, we have the commutative diagram of codifferentials:

\[
\begin{align*}
T_{X,p}^\nu T^\nu Q & \to T_{X,p}^\nu T^\nu 3,4 \\
\gamma(T_{X,p}^\nu T^\nu 3,4/T_{X,p}^\nu T^\nu 3,4) & \to (R_Q^\nu (x_0))^\nu \to H^0(\nu_{\mathcal{C}}(3)) \to J_3^3 \cap \mathcal{C}[x_0, x_1, x_2, 3] = \mathbb{C}^2 \\
R^\nu Q & \xrightarrow{z_0} H^0(\nu_{\mathcal{C}}(3)) \xrightarrow{\partial} J_3^3 \cap \mathcal{C}[x_0, x_1, x_2, 3] = \mathbb{C}^2 \\
\gamma(R_Q^\nu (x_0))^\nu & \xrightarrow{J_3^3} \gamma K^\nu = \mathbb{C}^2
\end{align*}
\]

with the vertical map on the right induced by the natural map from cubic threefolds $J_3^3 \to J_3^3$.

Proof. For this we consider the following commutative diagram.

\[
\begin{array}{ccc}
\mathcal{R}_Q^\nu & \xrightarrow{\gamma} & \mathcal{R}_3,4^\nu & \xrightarrow{\gamma} & \mathcal{R}_6^\nu \\
\downarrow & & & & \downarrow \\
\mathcal{C}_5 & \xrightarrow{\gamma} & \mathcal{A}_5^{(1,2,2,2)} & \xrightarrow{\gamma} & \mathcal{A}_5^{(1,2,2,2)} \\
\end{array}
\]

Here $\mathcal{A}_5^\tau$ is the moduli of principally polarized abelian varieties admitting an involution $\tau$ so that the invariant part has dimension 1 and the anti-invariant part has dimension 4. By [42, Corollary 5.4], $\mathcal{A}_5^\tau$ is an irreducible subvariety of $\mathcal{A}_5$ of dimension 11. The map $\mathcal{A}_5^\tau \to \mathcal{A}_5^{(1,2,2,2)}$ is the map taking a principally polarized abelian variety to the dual of the anti-invariant part. We set $\mathcal{R}_6^\tau := \mathcal{A}_5^\tau \times \mathcal{A}_5 \mathcal{R}_6^*$ to be the space of allowable covers admitting an involution $\tau$ so that the invariant part of the Prym variety has dimension 1 and the anti-invariant part has dimension 4. The map $\mathcal{R}_3,4 \to \mathcal{R}_6^\tau$ is the map that attaches a $\mathbb{P}^1$ at the branch points of the base curve, and takes the branched cover of this $\mathbb{P}^1$ at the attaching points and glues this to the cover curve at the branch points. Such a cover has the extra involution $\tau$ by taking $\iota$ on the cover of the plane quartic, and the identity on the other component of the cover. Thus the map just defined has image contained in $\mathcal{R}_6^\tau$ as indicated in the diagram. The map $\mathcal{R}_Q^\nu \to \mathcal{R}_Q^\nu$ is given by attaching a line to the plane quartic at the marked points, and then taking the cover as indicated above.

To analyze the diagram, we describe a few more differentials. In the bottom row, given $(X,p) \in \mathcal{C}_5$, then we have

\[
\begin{align*}
T_{(X,p)\mathcal{X}_{\nu}} & \to T_{(X,p)\mathcal{X}_{\nu}} (T_{(X,p)\mathcal{X}_{\nu}}) & \mathcal{C}_5 & \xrightarrow{\gamma} & \mathcal{A}_5^{(1,2,2,2)} \\
\xrightarrow{\text{SymHom}(R_3^\nu, R_3^\nu)} & \xrightarrow{\text{SymHom}(R_3^\nu, R_3^\nu)} & \xrightarrow{\text{SymHom}(R_3^\nu, R_3^\nu)} & \xrightarrow{\text{SymHom}(R_3^\nu, R_3^\nu)} \\
\xrightarrow{(J_3^3)]^\nu) & \xrightarrow{(J_3^3)]^\nu) & \xrightarrow{(J_3^3)]^\nu) & \xrightarrow{(J_3^3)]^\nu)
\end{align*}
\]

where the map on the left is the one induced by the decomposition $R_3^\nu = (R_3^\nu)^\tau \oplus (R_3^\nu)^{-\tau}$. Note that on the left, we are also choosing coordinates for $F$ as in § 5.1.
In the top row, given \( \pi_C : \tilde{C} \to C \) in \( \mathcal{R}^a_{Q, E} \), with associated cover \( \pi_D : \tilde{D} \to D \) in \( \mathcal{R}^r_{a} \), then we have

\[
\begin{array}{ccc}
T_{\pi_C} \mathcal{R}^a_{3,4} & \xrightarrow{\tilde{\pi}} & T_{\pi_C} \mathcal{R}^r_{a} \\
\| & \| & \| \\
H^0(\Omega_C \otimes \omega_C(p_1 + \cdots + p_4))^\vee & \xrightarrow{j^*} & H^0(\Omega_D \otimes \omega_D)^\vee \\
\| & \| & \| \\
H^0(\omega_C^{\otimes 2}(p_1 + \cdots + p_4))^\vee & \xrightarrow{\tilde{j}^*} & H^0(\omega_D^{\otimes 2})^\vee \\
\| & \| & \| \\
H^0(\mathcal{O}_C(3))^\vee & \xrightarrow{\tilde{j}^*} & H^0(\mathcal{O}_D(4))^\vee \\
\end{array}
\]

Now tracing through the diagram and the given differentials, one obtains the stated result. \( \square \)

Next we use Proposition 5.13, and Lemmas 4.14 and 4.12 to give the following corollary:

**Corollary 5.16.** Let \((X, p) \subset \mathbb{P}^5 \cong \mathbb{P}^4\) be a smooth Eckardt cubic threefold given by \(F = 0\), and let \( \ell \subset X \) be a line through the Eckardt point \( p \) giving rise to an odd pseudo-double cover \( \pi : \tilde{C} \cup \tilde{L} \to C \cup L \) of the union of a plane quartic \( C \) and a transverse line \( L \) in \( \mathbb{P}^5 \cong \mathbb{P}^2 \) given by \( Q = (kc - q^2)x_0 = 0 \) \((\text{NB} \ l = x_0)\). Take coordinates on \( \mathbb{C}^5 \) such that \( \ell = (x_2 = x_3 = x_4 = 0) \), so that projection from \( \ell \) gives the map \( \pi_\ell : \mathbb{P}^5 \to \mathbb{P}^3 \), \([x_0, x_1, x_2, x_3, x_4] \mapsto [x_2, x_3, x_4] \).

Under the identifications

\[
\begin{array}{ccc}
\mathbb{C}^3 & \sim & J^1_Q \mathcal{J} \\
(a_2, a_3, a_4) & \mapsto & \sum_{i=2}^4 a_i \frac{\partial Q}{\partial x_i} \\
\mathbb{C}^5 & \sim & J^2_F \mathcal{J} \\
(a_0, a_1, a_2, a_3, a_4) & \mapsto & \sum_{i=2}^4 a_i \frac{\partial F}{\partial x_i} \\
\end{array}
\]

then projectivization of the morphism \( J^2_F \to J^1_Q \mathcal{J} \) of (4.11) is the rational map \( \pi_\ell \). The projectivization of the dual map \((J^1_Q \mathcal{J})^\vee \to (J^2_F \mathcal{J})^\vee \) is therefore the inclusion \((\mathbb{P}^2)^\vee \subset (\mathbb{P}^4)^\vee \) corresponding to hyperplanes containing \( \ell \).

The map \( J^2_F \cap \mathbb{C}[x_0, \ldots, x_3]_2 \to J^1_Q \cap x_0 \mathbb{C}[x_0, x_1, x_2]_3 \) in (5.14) is the restriction of the map \( J^2_F \to J^1_Q \) defined above. Therefore, the projectivization of the dual map takes \( L' \to H^\vee \subset (\mathbb{P}^4)^\vee \) is the inclusion corresponding to hyperplanes \( \sum a_i x_i = 0 \) containing \( \ell \) and such that \( l(a_0, \ldots, a_4) = 0 \).

**Proof.** This follows immediately from Proposition 5.13, and Lemmas 4.14 and 4.12. \( \square \)

### 5.6. Proof of Theorem 5.1

**Proof of Theorem 5.1.** We apply the strategy of (4.5) and Lemma 4.7 to the diagram (5.5), where the image of \( \mathcal{C}_E \) plays the role of \( Z \), and the image of \( \mathcal{R}^a_{Q, E} \) plays the role of \( Z_0 \).

Corollary 5.16 implies that the differential of the Prym map \( \mathcal{R}^a_{3,4} \to \mathcal{A}^{(1,2,2,2)}_4 \) at a cover \((\pi : \tilde{C} \to C) \in \mathcal{R}^a_{Q, E}\) has kernel exactly of dimension 1. Thus at \( \pi \), the fiber of \( \mathcal{R}^a_{3,4} \) over \( P(\tilde{C}, C) = (JX^{-\tau})^\vee \) is exactly \( E \), the curve in the Fano surface of lines \( F(X) \) consisting of lines through the Eckardt point \( p \). Since this holds at every cover \( \pi \), this implies that the image of \( \mathcal{R}^a_{Q, E} \) is an irreducible and connected component of the fiber over the image of \( \mathcal{C}_E \), with generic fiber of the image of \( \mathcal{R}^a_{Q, E} \) over the image of \( \mathcal{C}_E \) connected.

At the same time, let us use Corollary 5.16 to compute the degree of the map of exceptional divisors \( \mathcal{R}^a_{Q, E} \to \mathcal{C}_E \) after blowing up along the corresponding loci (see §4.1). For this, we can pick a general Eckardt cubic threefold \((X, p)\), and a general point in the projectivization of the fiber of the normal bundle of the image at the image of \((X, p)\), corresponding by
Corollary 5.16 to a general hyperplane $H \subset \mathbb{P}^4$ passing through the Eckardt point. The lemma says that the points lying above this chosen point correspond to those lines $\ell' \subset X$ that pass through the Eckardt point $p$ and lie in the hyperplane section $H$. Since the lines through $p$ on $X$ are parameterized by $E \subset S \subset X$, and $E \cap H$ consists of three points, there are three such lines.

Since the degree of the Prym map is 3, we can conclude from Lemma 4.7 that $\mathcal{R}_{\mathcal{C}, \mathcal{E}} = J \mathcal{C} \times \mathcal{A}_{(1,2,2)}^{(3,4)}$, and we are done. \hfill $\Box$

Proof of Corollary 4.3. This now follows immediately from (4.6), and the proof of Theorem 4.1. \hfill $\Box$

6. Global Torelli theorem for Eckardt cubic threefolds

Applying Theorem 5.1, we prove the global Torelli theorem for the period map $\mathcal{P} : \mathcal{M} \to \mathcal{A}_4^{(1,1,1,2)}$ of cubic surface pairs defined in Section 1.

Theorem 6.1 (Global Torelli). The period map $\mathcal{P} : \mathcal{M} \to \mathcal{A}_4^{(1,1,1,2)}$ for cubic surface pairs is injective.

Proof. Using the isomorphism $\mathcal{M} \cong \mathcal{C}_E$, we prove that the period map $\mathcal{C}_E \to \mathcal{A}_4^{(1,1,1,2)}$ is injective. In other words, let $(X_0, p_0)$ and $(X_1, p_1)$ be Eckardt cubic threefolds coming from cubic surface pairs $(S_i, \Pi_i)$. Denoting the involution associated with $p_i$ by $\tau_i$ for $i = 0, 1$, we will prove that if the anti-invariant parts are isomorphic to each other $JX_{-\tau_0} \cong JX_{-\tau_1}$, then $(X_0, p_0)$ is isomorphic to $(X_1, p_1)$.

First recall that from Theorem 3.11, for $i = 0, 1$, there exist a $\tau_i$-invariant line $\ell'_i \subset X_i$ through $p_i$, such that when projecting $X_i$ from $\ell'_i$ we get a covering $\tilde{C}_i \to C_i$ in $\mathcal{R}_{3,4}$ such that $P(\tilde{C}_i, C_i) \cong (JX_{-\tau_i})^\vee$ as polarized abelian varieties. More precisely, the double cover $\tilde{C}_i \to C_i$ is obtained by projecting $X_i$ from $\ell'_i$ and restricting the discriminant pseudo-double cover $\pi_i : \tilde{C}_i \to C_i \to C_i \cap L_i$ to the smooth quartic component $C_i$. Recall that $\tilde{C}_i \to C_i$ ($(i = 0, 1)$ and $E_i \to L_i$ are branched at the four intersection points $C_i \cap L_i$, and therefore the branched double cover $\tilde{C}_i \to C_i$ determines the entire discriminant pseudo-double cover. Recall also that the cover $\pi_i : \tilde{C}_i \to C_i$ is determined by an odd theta characteristic (that is, bi-tangent) $\kappa_{C_i}$ on $C_i$ (Lemma 3.7), and that this theta characteristic also determines the cubic surface $S_i$ associated to $(X_i, p_i)$ (see (3.5) and § 2.1.1). The plane $\Pi_i$ is determined by $L_i$; it is the pre-image of $L_i$ under the projection of $\mathbb{P}^3 = (x_4 = 0)$ from $p_i' = \ell'_i \cap S'_i$. In particular, the data $(X_i, p_i, \ell_i)$, up to projective linear transformations, are equivalent to the data $(C_i, \kappa_{C_i}, L_i)$ (see Theorem 3.8).

Now since $P(\tilde{C}_1, C_1) \cong P(\tilde{C}_0, C_0)$, we have from Theorem 5.1 that there exists a $\tau_0$-invariant line $\ell'_0 \subset X_0$ through $p_0$, such that when projecting $X_0$ from $\ell'_0$ we get the covering $\tilde{C}_1 \to C_1$. In fact, as described above, projecting from $\ell'_0$, we get the full discriminant $C_1 \cup E_1 \to C_1 \cup L_1$. But then the triple $(X_1, p_1, \ell'_1)$ is projectively equivalent to $(X_0, p_0, \ell'_0)$. In other words, $(X_1, p_1) \cong (X_0, p_0)$. \hfill $\Box$

7. Eckardt cubic threefolds as fibrations in conics 2: point-wise invariant lines

Let $X$ be a cubic threefold with an Eckardt point $p$ (see equation (1.3)). Denote the associated involution in (1.6) by $\tau$. In Section 7, we study the $\tau$-decomposition of $JX$ (under a genericity assumption; see Condition 2.15) via the linear projection of $X$ from a line point-wise fixed
by \( \tau \) (that is, from one of the 27 lines on the cubic surface \( S \subset X \)). As the results in this section are not used in the proofs of our main theorems, and the proofs of the result in this section are similar to those in Section 3, we give more brief treatment of the proofs in this section.

7.1. Projecting Eckardt cubic threefolds from point-wise invariant lines

We now revisit §2.2 in the case of an Eckardt cubic threefold and a point-wise fixed line. More precisely, let \( (X, p) \) be an Eckardt cubic threefold and let \( \ell \subset S \) be a line contained in the associated cubic surface (1.7). Let us choose coordinates so that \( X \) is given by equation (1.3) \( f(x_0, \ldots, x_3) + l(x_0, \ldots, x_3)x_4^2 = 0 \), with the Eckardt point

\[
p = [0, 0, 0, 1].
\]

Let \( L_1, L_2, L_3 \) be linear forms on \( \mathbb{P}^4 \) with \( \ell = (L_1 = L_2 = L_3 = 0) \). Since \( \ell \subset S = X \cap (x_4 = 0) \), we can assume that \( L_1 = x_4 \). As a consequence, we can assume that \( L_2, L_3 \) do not include \( x_4 \). Therefore, by a change of coordinates in \( x_0, x_1, x_2, x_3 \), we can assume that the line \( \ell \) is cut out by \( x_2 = x_3 = x_4 = 0 \):

\[
\ell = (x_2 = x_3 = x_4 = 0).
\]

Because \( \ell \) is not contained in the cone \( X \cap T_pX \), the linear polynomial \( l \) in equation (1.3) contains either \( x_0 \) or \( x_1 \) (note that \( T_pX = (\ell = 0) \)). Interchanging \( x_0 \) and \( x_1 \), we assume it is \( x_0 \). After a change of coordinates (namely, \( x_0 \mapsto \ell \) and \( x_i \mapsto x_i \) for \( 1 \leq i \leq 4 \)), the Eckardt cubic threefold \( X \) is given by

\[
f(x_0, \ldots, x_3) + x_0x_4^2 = 0. \tag{7.1}
\]

Then we have

\[
S = (f(x_0, \ldots, x_3) = 0) \subset \mathbb{P}^3_{x_0, x_1, x_2, x_3}
\]

and the hyperplane section is

\[
E = (x_0 = 0) \cap S = (x_0 = f = 0). \tag{7.2}
\]

Now we project \( X \) from the line \( \ell \) to a complementary plane \( \mathbb{P}^2_{x_2, x_3, x_4} = (x_0 = x_1 = 0) \) and obtain a conic bundle \( \pi_\ell : \text{Bl}_\ell X \rightarrow \mathbb{P}^2_{x_2, x_3, x_4} \). Following (2.19), we write the equation of \( X \) as

\[
l_1(x_2, x_3)x_0^2 + 2l_2(x_2, x_3)x_0x_1 + l_3(x_2, x_3)x_1^2 + 2(q_1(x_2, x_3) + \frac{1}{2}x_4^2)x_0 + 2q_2(x_2, x_3)x_1 + c(x_2, x_3) = 0, \tag{7.3}
\]

where \( l_i \), \( q_j \), and \( c \) are homogeneous polynomials in \( x_2, x_3 \) of degree 1, 2, and 3, respectively. (In (2.19), these were polynomials in \( x_2, x_3, x_4 \), but here we have \( x_4 \) appearing in (7.1) only in the monomial \( x_0x_4^2 \) and so we have modified the notation slightly to reflect this.)

We now consider the associated matrix (2.20):

\[
M = \begin{pmatrix}
    l_1 & l_2 & q_1 + \frac{1}{2}x_4^2 \\
    l_2 & l_3 & q_2 \\
    q_1 + \frac{1}{2}x_4^2 & q_2 & c
\end{pmatrix}. \tag{7.4}
\]

The equation of the discriminant \( D \subset \mathbb{P}^2 \) is (2.21):

\[
det(M) = -\frac{1}{4}l_3x_4^4 + det\begin{pmatrix}
    l_2 & q_1 \\
    l_3 & q_2
\end{pmatrix}x_4^2 + det\begin{pmatrix}
    l_1 & l_2 & q_1 \\
    l_2 & l_3 & q_2 \\
    q_1 & q_2 & c
\end{pmatrix} = 0. \tag{7.5}
\]
Note that in our coordinates, the involution \( \tau \) on \( X \) is induced by an involution \( \tau \) on \( \mathbb{P}^4 \), namely \( x_4 \mapsto -x_4 \). This induces an involution \( \tau \) on \( \mathbb{P}^2_{x_2,x_3,x_4} \) given also by \( x_4 \mapsto -x_4 \). Since \( \ell \) is fixed by \( \tau \), there is an induced involution on \( \text{Bl}_\ell X \), and from the definitions it is clear that \( \pi_\ell : \text{Bl}_\ell X \to \mathbb{P}^2_{x_2,x_3,x_4} \) is equivariant with respect to the involution \( \tau \). Restricting to the discriminant \( D \), we see that \( \tau \) induces involutions

\[
\sigma : \tilde{D} \to \tilde{D} \quad \text{and} \quad \sigma_D : D \to D
\]

making the cover \( \tilde{D} \to D \) equivariant.

**Remark 7.7.** Fiberwise, we can describe the involutions \( \sigma \) and \( \sigma_D \) as follows. The involution \( \tau \) on \( X \) sends a degenerate fiber \( \ell \cup m \cup m' \) to another degenerate fiber \( \ell \cup \tau(m) \cup \tau(m') \); this then defines the action of \( \sigma \) on \( \tilde{D} \). Let \( \iota : \tilde{D} \to \tilde{D} \) be the covering involution associated with \( \tilde{D} \to D \). From the previous geometric description of \( \sigma \), we deduce that \( \sigma \iota = \iota \sigma \). Then \( \sigma \) induces an involution on \( D \) and one verifies easily that this involution coincides with \( \sigma_D \).

**Lemma 7.8.** If the discriminant curve \( D \) is smooth, then the quotient curve \( \overline{D} := D/\sigma_D \) is smooth of genus 2.

**Proof.** For brevity, the proof is left to the reader.

**Proposition 7.9** (Projecting from \( \ell \subset S \subset X \)). Let \( (X,p) \) be an Eckardt cubic threefold and let \( \ell \subset S \) be a line contained in the associated cubic surface \( (1.7) \). The following are equivalent.

1. \((X,p)\) and \( \ell \) satisfy Condition 2.15 (note that such a line \( \ell \subset S \) exists on a general Eckardt cubic threefold; see Remark 2.16).
2. The discriminant plane quintic \( D \) is smooth and the double cover \( \tilde{D} \to D \) is connected and étale.

**Proof.** For brevity, this is left to the reader.

### 7.2. Klein group towers of coverings

We are interested in studying the Prym variety \( P(\tilde{D},D) \). The key point is that the covering curve \( \tilde{D} \) admits two commuting involutions, namely \( \sigma \) induced from \( \tau \) \( (7.6) \), and \( \iota \) induced from the double cover \( \tilde{D} \to D \). It has been clear going back to [33] that one should consider the associated tower of covers \( (7.11) \) induced by taking quotients of \( \tilde{D} \) by the various subgroups of \( \langle \sigma, \iota \rangle \subset \text{Aut}(\tilde{D}) \). While Mumford focused on a particular case involving hyperelliptic curves, this general approach, including studying more complicated automorphism groups of the covering curve of a branched double cover, was explored in more depth in [17], and then generalized in [40] to include the case we study here. We explain this in the context of double covers of discriminant curves of Eckardt cubic threefolds.

We introduce the following notation. For any element \( g \neq 1 \) of the Klein four group \( \langle \sigma, \iota \rangle \subset \text{Aut}(\tilde{D}) \), we denote the quotient curve

\[
\tilde{D}_g := \tilde{D}/\langle g \rangle.
\]

In particular, \( \tilde{D}_\iota = D \).
LEMMA 7.10. We have the following commutative diagram:

Moreover,

(1) the map $a_\sigma$ is a double covering map branched at twelve points. The maps $a_\sigma_1$ and $a_i$ are both étale double covering maps;

(2) the map $b_\sigma$ is an étale double covering map. Both $b_\sigma_1$ and $b_i$ are double covering maps ramified at six points;

(3) the curves are all smooth and their genera are given as follows: $g(\tilde{D}) = 11$, $g(\tilde{D}_\sigma) = 3$, $g(\tilde{D}_{\sigma_1}) = 6$, $g(D) = 6$, and $g(\overline{D}) = 2$.

Proof. This essentially follows from [40, Theorem 6.3]. For brevity, the details are left to the reader. □

PROPOSITION 7.12 [40, Theorem 6.3]. In the notation of (7.11), let $(P(\tilde{D}, D), \Xi)$ be the principally polarized Prym variety. There is an isogeny of polarized abelian varieties

$$\phi_i : P(\tilde{D}_\sigma, \overline{D}) \times P(\tilde{D}_{\sigma_1}, \overline{D}) \to P(\tilde{D}, D), \quad (y_1, y_2) \mapsto a_\sigma^*(y_1) + a_{\sigma_1}^*(y_2)$$

with $\ker(\phi_i) \cong (\mathbb{Z}/2\mathbb{Z})^3$, where $a_\sigma^*$ denotes the pull-back between Jacobians, and similarly for $a_{\sigma_1}^*$. More explicitly, we have

$$\ker(\phi_i) = \{(y_1, y_2) \in P(\tilde{D}_\sigma, \overline{D})[2] \times P(\tilde{D}_{\sigma_1}, \overline{D})[2] \mid a_\sigma^*(y_1) = a_{\sigma_1}^*(y_2)\}.$$

Moreover, with respect to the action of $\sigma$ on $(P(\tilde{D}, D), \Xi)$, the isogeny $\phi_i$ induces isomorphisms of polarized abelian varieties $P(\tilde{D}, D)^\sigma \cong P(\tilde{D}_\sigma, \overline{D})$ and $P(\tilde{D}, D)^{-\sigma} \cong P(\tilde{D}_{\sigma_1}, \overline{D})/(b_\sigma^*, \epsilon)$, where $\epsilon$ is the 2-torsion line bundle on $\overline{D}$ defining the étale double cover $\tilde{D}_\sigma \to \overline{D}$, and $b_\sigma^*, \epsilon$ is nontrivial.

Proof. This essentially follows from [40, Theorem 6.3]. For brevity, the details are left to the reader. □

Another Klein tower shows up in Mumford’s hyperelliptic construction for the étale double cover $b_\sigma : D_\sigma \to \overline{D}$.

LEMMA 7.13 [33, p. 346]. In the notation of Lemma 7.10, with $E$ the hyperplane section of the cubic surface $S$ (1.5), we have the following commutative diagram
and we have an isomorphism of principally polarized abelian varieties

\[ P(\tilde{D}_\sigma, \overline{D}) \cong E \times J(R) = E. \]

**Proof.** This can be deduced from [12, Proposition 4.2, Corollary 4.3] (see also [33, §7]). For brevity, the details are left to the reader. \( \square \)

Putting this together, we obtain the following theorem:

**Theorem 7.15 (Projecting from \( \ell \subset S \subset X \)).** Let \((X, p)\) be an Eckardt cubic threefold, let \( \ell \subset S \) be a line contained in the associated cubic surface (1.7) satisfying Condition 2.15 (note that such a line \( \ell \subset S \) exists on a general Eckardt cubic threefold; see Remark 2.16), let \( E \subset S \) be the hyperplane section (1.5), and let \( b_{\sigma_1} : \tilde{D}_{\sigma_1} \to \overline{D} \) be the branched cover of the smooth genus 2 curve \( \overline{D} \) from (7.11).

There is an isogeny of polarized abelian varieties

\[ \phi : E \times P(\tilde{D}_{\sigma_1}, \overline{D}) \to JX \]

with \( \ker(\phi) \cong (\mathbb{Z}/2\mathbb{Z})^3 \).

Moreover, with respect to the action of \( \tau \) on \((JX, \Theta_X)\), the isogeny \( \phi \) induces isomorphisms of polarized abelian varieties \( JX^\tau \cong E \) and \( JX^{-\tau} \cong P(\tilde{D}_{\sigma_1}, \overline{D})/(b^*_\sigma, \epsilon) \), where \( \epsilon \) is the 2-torsion line bundle defining the étale double cover \( \tilde{D}_\sigma \to \overline{D} \) from (7.11), and \( b^*_\sigma, \epsilon \) is nontrivial.

**Proof.** Since \( JX \cong P(\tilde{D}, D) \), and the action of \( \tau \) on \( JX \) is identified with the action of \( \sigma \) on \( P(\tilde{D}, D) \), this is an immediate consequence of Proposition 7.12 and Lemma 7.13. \( \square \)

**Remark 7.16.** Using results of [29, 36, 37], one can use Theorem 7.15 to prove that the period map \( P : \mathcal{M} \to A_4^{1,1,1,2} \) for cubic surface pairs is generically finite-to-one onto its image, and that the differential of \( P \) is injective at a generic point. Since we can use other methods to give a short proof of a stronger statement (Corollary 5.8), we omit this proof here.
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