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Abstract. This article introduces a new jet reconstruction method for particle physics. Event energy flow analysis is performed in two stages. Pattern recognition stage is applied first, utilizing multiresolution filtering techniques in the Fourier domain. Jet energy determination follows, conditional upon the choice of signal topology. The resulting algorithm is global, efficient, collinear and infrared safe, and allows the user to identify and avoid the event topology bifurcation points when energy reconstruction is performed. The performance of the new approach is better than that of commonly used jet algorithms such as $k_T$, anti-$k_T$, and seedless cone. An open source implementation is available at http://projects.hepforge.org/fftjet/.

1. Introduction
The necessity of improving pattern recognition capabilities of jet reconstruction algorithms has been recognized both in the context of multijet, high occupancy events and in the cases when massive particles decaying hadronically via electroweak interaction ($W$ and $Z$ bosons, top quarks) are sufficiently boosted so that the energy flow of their decay products can not be easily partitioned into well-separated jets. Due to software availability, LHC-targeted studies of particle physics processes of this kind utilized predominantly sequential recombination techniques [1, 2, 3, 4, 5]. However, sequential recombination algorithms are inherently more sensitive to fluctuations in the event energy flow than global methods, and clustering stability properties of sequential recombination algorithms are not fully understood. Changes in the recombination sequence at early clustering stages are not guaranteed to dissipate and may affect clusters obtained at later stages — this artifact led to the introduction of such concepts as “passive” and “active” jet areas which turn out to be distinct [6]. On the other hand, commonly used global reconstructions algorithms — such as seedless iterative cone and its various seeded variations — suffer from another important deficiency inherent in the cone-based jet reconstruction. This deficiency manifests itself as the pattern recognition ambiguity illustrated in Figure 1. Two energy deposits of similar magnitude separated by a distance larger than $R$ but smaller than $2R$ produce three stable cone centers whose positions are shown with the arrows at the bottom of the figure. In various implementations of cone-based jet reconstruction procedures, this problem is usually addressed by the “split-merge” stage which happens after the stable cone locations are determined. During this stage, jets are merged if the energy which falls into the common region exceeds a predefined fraction of the energy of the jet with smaller magnitude. Even if the search for stable cones is performed in the infrared and collinear safe manner, the outcome of the split-merge stage is often unstable because the decision on whether to merge the two jets depends on the minute details of the energy deposition structure. Seeded
cone algorithms suffer from a variety of additional problems which lead to collinear and infrared instabilities of the reconstructed jet configurations [7].

2. Improved Pattern Recognition

The jet reconstruction method described here is based on a global technique which does not suffer from the problems mentioned in the previous section. This method was originally inspired by Refs. [8] and [9] and initially proposed in [10]. The study by Cheng [8] establishes an important connection between the iterative cone algorithm and kernel density estimation (KDE) [16]. Cheng proves that the locations of stable cone centers correspond to modes (peaks) of the energy density built in the $\eta$-$\varphi$ space using KDE with the Epanechnikov kernel. That is, all such centers can be found by convolving the empirical energy density

$$\rho_{\text{emp}}(\eta, \varphi) = \sum_i \varepsilon_i \delta^2(\eta - \eta_i, \varphi - \varphi_i)$$

with the function

$$\text{Epanechnikov}(\eta, \varphi) = \begin{cases} 1 - (\varphi^2 + \eta^2)/R^2, & \varphi^2 + \eta^2 < R^2 \\ 0, & \varphi^2 + \eta^2 \geq R^2 \end{cases}$$

and then finding all local maxima of the convolution. Here, $\varepsilon$ is an energy variable which can stand for transverse momentum or transverse energy of a particle, calorimeter tower, etc. $\eta$ and $\varphi$ define the direction of the energy deposit as seen from the interaction point (depending on the choice of $\varepsilon$, $\eta$ can stand for either rapidity or pseudorapidity, while $\varphi$ is the azimuthal angle). $\delta^2(\eta, \varphi)$ is the two-dimensional delta function. The sum in the expression for $\rho_{\text{emp}}$ is performed over all energy deposits expected to be jet constituents (typically, leptons and photons produced in the hard scattering process are excluded). $R$ in the Epanechnikov kernel corresponds to the cone radius in the $\eta$-$\varphi$ space.

Following Cheng, the reason for the pattern recognition ambiguity in the cone-based jet reconstruction can be explained as follows: it occurs because the sum of two Epanechnikov kernels placed at the locations of the deposits has a spurious peak in the middle, as shown in Figure 2 (left). Fortunately, there is a variety of kernels which do not suffer from this problem. In particular, the Gaussian kernel produces either two (narrow kernel) or one (wide kernel) peaks, as shown. Even though one still has to address the question of choosing the kernel width, the Gaussian kernel has a very important advantage: the whole split-merge stage is no longer necessary.

1 Similar clustering and pattern recognition schemes have been introduced in various disciplines [11, 12, 13, 14].

2 The iterative cone algorithm is known as the “mean shift” algorithm [15] in the pattern recognition literature.
3. Multiresolution Description of the Event Energy Flow

An intelligent choice of the kernel width (or the \( R \) parameter in the \( k_T \) and cone algorithms) can not be performed until some assumptions are made about the expected jet shapes. In fact, optimal choice will be different for different signals. For example, a data analysis which searches for high energy dijet events with two well-separated jets is likely to make very different assumptions about jets from a data analysis which looks for \( t\bar{t} \) events in the all-hadronic, 6-jet mode. Moreover, the optimal width is not necessarily the same for every jet in an event, as low momentum jets tend to have wider angular profiles, especially in the presence of magnetic field. Because of this, it is instructive to look at the jet structure of an event using a variety of kernel width, cone radius, etc. choices — all such parameters will be referred to by a general term “resolution scale” for the remainder of this paper. In the limit of continuous resolution scale one arrives at the description of event energy flow known as “mode tree” in the nonparametric statistics literature or “scale space image representation” in the computer vision theory.

Energy flow peaks found at different resolution scales in the \( \eta-\phi \) space are used as “preclusters” which determine possible initial jet locations. In order to permit an effective use of the information contained in the multiresolution energy flow picture, preclusters are combined into a single hierarchical structure called “clustering tree”. This tree is built using a distance function\(^3\). A precluster found at some resolution scale \( s_i \) is assigned a parent from the previous (larger) resolution scale \( s_{i-1} \) as follows: the distance between the precluster at the scale \( s_i \) is calculated to all preclusters at the scale \( s_{i-1} \). The precluster at the scale \( s_{i-1} \) with the smallest such distance becomes the parent. This agglomeration strategy follows the approach of Ref. [9] and has the advantage that the obtained tree structure can also be utilized as a balltree [17]. A simple tree-like structure is obtained if the pattern recognition kernel is chosen in such a manner that the number of preclusters does not increase when the resolution scale increases, no matter how the event energy flow looks like. Although the 2-d Gaussian kernel is known to violate this condition on some rare occasions [18], it appears to perform very well for all practical purposes. An example clustering tree image can be found in Ref. [19].

Once the parent/daughter relationships are established between preclusters found at different resolution scales, dependence of various precluster characteristics on the scale parameter can be analyzed. Perhaps, the most useful such characteristic is the speed with which the precluster \( \eta-\phi \) location changes as a function of scale (scale space drift). The drift speed becomes relatively high when two preclusters are about to merge. This indicates that the resolution scale is close to a bifurcation point — the scale at which two smaller preclusters form a bigger one. Near the bifurcation point the locations of the affected preclusters become very sensitive to small changes

\(^3\) A simple distance is given by \( d = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \), with some constant parameters \( h_\eta \) and \( h_\phi \). More complicated functions which take into account resolution scales and peak magnitudes can be constructed as well.
in the event energy flow. This problem results in an increased uncertainty of jet energy and direction determination. The bifurcation points can be avoided by detecting them in the scale space with the clustering tree, and by using slightly modified resolution scales in case such points are found.

4. Jet Reconstruction Strategies
The information contained in the multiresolution energy flow description permits multiple strategies for jet reconstruction. The common technique of choosing a single best overall resolution scale according to some optimization criterion can be easily improved upon by augmenting it with the bifurcation point detection method. A number of less traditional techniques can be employed as well:

- The jet configuration can be selected according to a clustering stability criterion. In the multiresolution picture, it is natural to assume that jet configuration which persists through a wide range of pattern recognition scales represents a salient feature of the event energy flow. Therefore, clustering stability can be expressed in terms of the configuration “lifetime” in the scale space. A reasonable lifetime definition is \( J^\alpha \log(s_{\text{max}}/s_{\text{min}}) \). Here, \( J \) is the number of preclusters (perhaps, satisfying some imposed selection criteria) present in the clustering tree at each resolution scale \( s_{\text{min}} \leq s \leq s_{\text{max}} \). Parameter \( \alpha \) can be chosen empirically depending on the process under study (normally \( 0 < \alpha < 1 \)).

- A global resolution scale can be chosen on event-by-event basis in such a manner that the number of preclusters found in the clustering tree for that scale corresponds to the number of jets expected in the signal. The scale space lifetime of the expected jet configuration should be checked and events with unsatisfactory lifetimes should be discarded.

- The resolution scale can be adapted for each jet separately, in a manner that is consistent with the expected event topology. For example, if the process under study is expected to produce \( M \) jets at the leading order perturbation theory, the jet configuration can be chosen according to the principle by which the minimum transverse energy among \( M \) hardest jets is maximized over all possible cluster sets logically permitted by the clustering tree structure (i.e., over all sets of \( M \) preclusters formed in such a way that no set member can be a clustering tree ancestor of another set member).

- Scale space differential blob detectors [23] can potentially be used for jet identification.

- Nontrivial clustering patterns can be identified in the signal, and similar patterns can be searched for in the clustering tree. For example, boosted resonances, such as \( W \) bosons or top quarks, are expected to produce one wide jet at higher resolution scales which has a prominent substructure at lower scales.

The best method will be process and detector-dependent. Perhaps, simple recipes for choosing an optimal jet reconstruction strategy will emerge as more experience with these techniques is accumulated.

5. The FFTJet Package
The FFTJet software package [19] implements the multiresolution pattern recognition ideas outlined in the previous sections. Package users are expected to reconstruct jets using the following sequence of steps:

---

4 Bifurcation points are present in every jet reconstruction algorithm, including those which are normally considered to be infrared and collinear safe. Most algorithms do not have the capability to detect such points.

5 For example, the fraction of events in which the number of reconstructed jets above certain \( p_T \) threshold equals the number of partons produced at the leading order perturbation theory can be maximized for the signal of interest.

6 More powerful but significantly more complicated definition of the lifetime in the scale space is proposed in [22].
(i) The event energy flow is discretized using an equidistant grid in the $\eta - \varphi$ space. The grid cell size is normally chosen in a manner consistent with the granularity of the detector calorimeter.

(ii) The discretized energy distribution is convolved with a kernel function $K(\eta, \varphi, s)$. The resolution scale parameter $s$ determines the width and, possibly, the shape of the kernel. Many standard kernel functions are included in the FFTJet package, and user-defined kernels can be seamlessly added as well. The convolutions are efficiently performed by Discrete Fast Fourier Transform (DFFT).

(iii) The peaks of the convolved energy distributions are found. These are potential preclusters.

(iv) Preclusters with small magnitudes are eliminated in order to suppress the calorimeter noise.

(v) Steps ii through iv are repeated as many times as necessary using different values of $s$. The resulting preclusters are arranged in the clustering tree structure. Facilities for clustering tree sparsification and bifurcation point avoidance are provided.

(vi) Using the clustering tree information and assumptions about the signal spectrum, a decision is made about the event topology by choosing a set of preclusters. These preclusters are passed to the jet energy reconstruction stage.

(vii) Jet constituents are determined as follows. The event is viewed as a collection of energy deposits characterized by their direction $(\eta, \varphi)$ and energy variable $\varepsilon$. Depending on the environment in which the code is used, these deposits can originate from detector calorimeter cells, reconstructed tracks, Monte Carlo particles, etc. A cluster membership function $M_j(\eta - \eta_j, \varphi - \varphi_j, \varepsilon, s_j)$ is associated with each precluster $j$ at angular coordinates $(\eta_j, \varphi_j)$ and scale $s_j$. There is also a membership function for the unclustered energy/underlying event. The cluster membership functions are evaluated for every energy deposit in the event. In the “crisp” clustering scenario, an energy deposit is assigned to the jet whose membership function for this deposit is the largest. In the “fuzzy” scenario, the deposit is split between all jets with weights proportional to their respective membership function values (the sum of all weights is normalized to 1 to ensure energy conservation).

(viii) Jet energies and directions are calculated according to one of the standard energy recombination schemes using weights determined in the previous step.

In order to further improve the jet energy resolution, the last two steps of the algorithm can be applied iteratively. In such a procedure, the jet directions $(\eta_j, \varphi_j)$ and the membership function scales $s_j$ are updated at each iteration using reconstructed jets from the previous iteration until some convergence criterion is satisfied.$^7$

The computational complexity of the pattern recognition stage (steps i through v) is $O(SN \ln N)$, where $N$ is on the order of the number of towers in the detector calorimeter and $S$ is the user-selectable number of angular resolution scales (cone and $k_T$ algorithms use only one resolution scale). This complexity is independent from the detector occupancy and therefore allows for predictable execution times which can be important for online use. The computational complexity of the jet energy reconstruction stage is $O(IMI)$, where $J$ is the number of jets found, $M$ is the number of objects (4-vectors) used to describe the event energy flow ($M \leq N$), and $I$ is the number of times the last two steps of the algorithm are iterated (non-iterative version with $I = 1$ is often sufficient).

FFTJet permits arbitrary pattern recognition kernels and jet membership functions. The ability to use non-circular jet shapes translates into significant advantages in jet energy resolution (for the same expected instrumental noise and pile-up) when the method is used with calorimetric energy information provided by particle detectors which employ strong magnetic fields in their tracking systems. In such detectors, low-$p_T$ jets experience significant widening in $\varphi$ by the time

$^7$ This iterative procedure is known as “generalized mean shift” or “expectation maximization” algorithm [20, 21].
particles reach the calorimeter. As it was shown in [19], a simple replacement of Epanechnikov pattern recognition kernel by 2-d Gaussian and use of elliptical instead of circular cone results in a ≈ 30% reduction of algorithm-related jet energy reconstruction uncertainty (compared to seedless cone algorithm) for a typical cone size of $R = 0.5$ in a detector with 3.8 T magnetic field. The gains over $k_T$ and anti-$k_T$ algorithms are similar. It is also apparent that development of more sophisticated cluster membership functions (which can, for example, mimic expected transverse energy profile of a jet) will result in further improvements in the method efficiency and jet energy resolution.
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