TWO-VIEW MEDIAN CORRELATION ANALYSIS
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Abstract

Canonical correlation analysis based on supervised information is able to learn discriminant correlation features from two-view data, which plays an important role in pattern recognition and machine learning. However, such methods mainly employ class means that are sensitive to outlier data. To solve the issue, we propose a robust two-view feature learning method, called two-view median correlation analysis. In the method, a discriminant median scatter of each view is constructed in order to enhance the robustness of outlier data, and we learn correlation features with well class separability by further constraining the discriminant median scatters on the basis of maximum between-view correlation. Promising experiment results have demonstrated the effectiveness of our method.
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1. Introduction

Multi-view feature learning is a hot research subject in pattern recognition and machine learning. Canonical correlation analysis (CCA) plays an important role in multi-view feature learning. The method can learn correlation features from two-view data by maximizing the correlation between two-view data. Up to now, CCA has been applied into many real-world applications, such as emotion analysis [1] and fMRI data processing [2]. As an unsupervised method, CCA is difficult to utilize class labels that can further enhance the class separability of correlation features. Aiming at this issue, Sun et al. [3] maximize the intra-class correlation of different views and simultaneously minimize the inter-class correlation of different views, and further proposed a discriminant CCA method. Additionally, generalized CCA [4] was proposed by considering intra-class constraints on the basis of the maximum of between-view correlation. From different viewpoints, intra-view and inter-view supervised correlation analysis [5] exploits supervised correlation information both within-view data and between-view data.

Most of supervised CCA-related methods are based on class means that are sensitive to outlier data. To solve the problem, we propose a novel robust feature learning method, called two-view median correlation analysis (TMCA). In the method, we construct a discriminant median scatter of each view, and the scatter can effectively enhance the robustness for outlier data. Additionally, our method also gives a novel supervised correlation analysis model that maximizes the between-view correlation and simultaneously minimizes the discriminant median scatters. On two face image datasets, we design some experiments in order to estimate our method, and extensive experimental results have demonstrated the effectiveness of our method.
2. Review of CCA

Suppose that \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d_x \times n} \) and \( Y = [y_1, y_2, \ldots, y_n] \in \mathbb{R}^{d_y \times n} \) are two view datasets corresponding to the \( n \) objects, where \( d_x \) and \( d_y \) denote the dimension of view datasets. \( \{x_i, y_i\} (i = 1, 2, \ldots, n) \) correspond to the same object. CCA aims at optimizing correlation projection directions \( \alpha \in \mathbb{R}^{d_x \times 1} \) and \( \beta \in \mathbb{R}^{d_y \times 1} \) so that projected low-dimension data (i.e., correlation features) \( \alpha^T X \) and \( \beta^T Y \) possess the maximal between-view correlation. More specifically, \( \alpha \) and \( \beta \) can be obtained by solving the following optimization problem [6]:

\[
\begin{align*}
\max_{\alpha, \beta} \quad & \frac{1}{n} \sum_{i=1}^{n} \alpha^T (x_i - \bar{x})(y_i - \bar{y})^T \beta \\
\text{s.t.} \quad & \frac{1}{n} \sum_{i=1}^{n} \alpha^T (x_i - \bar{x})(x_i - \bar{x})^T \alpha = 1 \\
& \frac{1}{n} \sum_{i=1}^{n} \beta^T (y_i - \bar{y})(y_i - \bar{y})^T \beta = 1,
\end{align*}
\]

(1)

where \( \bar{x} \) and \( \bar{y} \) are the global means, i.e., \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) and \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \).

3. Two-View Median Correlation Analysis

Since CCA is unsupervised, it is difficult to utilize class labels. Up to now, some supervised CCA-related methods have been proposed by means of class means, but these methods are sensitive to outlier data. To solve the problem, we propose a novel TMCA method. Next, we describe our method in detail. In TMCA, we first construct the discriminant median scatter of correlation features in each view:
\[
\begin{align*}
\alpha^T R_x \alpha &= \frac{1}{n} \sum_{i=1}^{n} \alpha^T (x_i - \hat{x}_i) (x_i - \hat{x}_i)^T \alpha, \\
\beta^T R_y \beta &= \frac{1}{n} \sum_{i=1}^{n} \beta^T (y_i - \hat{y}_i) (y_i - \hat{y}_i)^T \beta,
\end{align*}
\]  

where \( \hat{x}_i \) (or \( \hat{y}_i \)) defines the class median vector of all the samples that have the same class label as \( x_i \) (or \( y_i \)) [7]. Different from intra-class scatters based on class means, the discriminant median scatter not only is more robust to outliers but also can preserve useful information hidden in raw data. On the basis of the discriminant median scatters, we further present a supervised correlation analysis model:

\[
\max_{\alpha, \beta} \quad \alpha^T S_{xy} \beta \\
\text{s.t.} \quad \alpha^T R_x \alpha = 1, \quad \beta^T R_y \beta = 1,
\]  

where \( S_{xy} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})^T \). The model maximizes the between-view correlation and at the same time minimizes the discriminant median scatter of each view. Thus, besides correlation advantages of CCA, correlation features from TMCA further possess well class separability and outlier robustness.

With the help of Lagrange multiplier approach [4], Equation (3) can be equivalently translated into

\[
\begin{align*}
S_{xy} R_y^{-1} S_{yx} \alpha &= \lambda^2 R_x \alpha, \\
S_{yx} R_x^{-1} S_{xy} \beta &= \lambda^2 R_y \beta,
\end{align*}
\]  

where \( \lambda \) is the generalized eigenvalue and \( S_{yx} \) denotes the transport matrix of \( S_{xy} \), i.e., \( S_{yx} = S_{xy}^T \). By solving Equation (4), we can obtain the top \( d \) pairs of correlation projection directions \( \{\alpha_i, \beta_i\}_{i=1}^{d} \) corresponding to the first \( d \) largest generalized eigenvalues. Then, we can construct correlation
projection matrices $\mathbf{A} = [a_1, a_2, \ldots, a_d]$ and $\mathbf{B} = [\beta_1, \beta_2, \ldots, \beta_d]$, and correlation features $\tilde{x}_i$ and $\tilde{y}_i$ of $x_i$ and $y_i (i = 1, 2, \ldots, n)$ can be extracted in the form of $\tilde{x}_i = \mathbf{A}^T x_i$ and $\tilde{y}_i = \mathbf{B}^T y_i$.

4. Experimental Results and Analysis

To estimate our method, we design some experiments on two face image datasets, i.e., AT & T dataset [8] and AR dataset [9], and the datasets belong to single-view image dataset. As in [10], we employ Coiflets and Daubechies wavelets to extract two low-frequency sub-images (i.e., two view data) of each image, and then the dimensionality of each view data is reduced to 100 by means of principal component analysis. In the experiments, our method is compared with discriminant CCA (DCCA) [3] and CCA. For all the methods, we utilize the nearest neighbour classifier in final recognition tasks, and each method reports the best recognition rates on all possible dimensions.

On the two datasets, we randomly choose $q$ ($q = 4, 5, 6, 7, 8$) images per individual for training, and the rest images can be treated as testing images. We repeatedly run every random experiment for ten times, and Tables 1 and 2 exhibit the average recognition rates. Compared to CCA, DCCA further considers class labels by the maximum intra-class correlation and the minimum inter-class correlation of between-view data. Thus correlation features from DCCA possess better class separability than those from CCA. In Tables 1 and 2, it can be also seen that DCCA has the higher recognition rates than CCA. Different from DCCA, our method constrains the discriminant median scatter of each view on the basis of the between-view correlation, and the scatter is more robust for outlier data, which are important reasons why our method is superior to DCCA. From Tables 1 and 2, we can observe that our method always possesses the best recognition performance. All the experimental results in this section can give a reasonable observation that our method is an effective method for recognition tasks.
Table 1. The average recognition rates (%) on the AT&T dataset

|       | 4 Train | 5 Train | 6 Train | 7 Train | 8 Train |
|-------|---------|---------|---------|---------|---------|
| TMCA  | 93.25   | 95.60   | 97.69   | 98.08   | 99.50   |
| DCCA  | 88.71   | 93.80   | 95.50   | 96.75   | 99.38   |
| CCA   | 45.86   | 78.38   | 90.35   | 93.19   | 93.83   |

Table 2. The average recognition rates (%) on the AR dataset

|       | 4 Train | 5 Train | 6 Train | 7 Train | 8 Train |
|-------|---------|---------|---------|---------|---------|
| TMCA  | 97.36   | 98.69   | 99.00   | 99.29   | 99.35   |
| DCCA  | 96.79   | 98.31   | 98.72   | 99.14   | 99.15   |
| CCA   | 95.58   | 97.09   | 97.86   | 98.46   | 98.58   |

5. Conclusion

How to learn discriminant correlation features from two-view data is an important research topic under the correlation analysis framework. Up to now, some supervised CCA-related methods have been proposed, but these methods are mainly based on class means that are sensitive to outlier data. Therefore, we propose the TMCA method. Our method constructs the discriminant median scatter for each view, which is robust to outlier data and can preserve useful information hidden in raw data. Besides the correlation advantages inherited from CCA, our method has well class separability and outlier robustness by maximizing the correlation between two views and simultaneously minimizing the discriminant median scatter of each view. Experimental results on the real-world face image datasets have showed that our method is effective for recognition tasks.
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