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ABSTRACT This paper develops the systematic procedure for designing of iterative learning control (ILC) algorithms through the differential repetitive process setting. This means that the proposed approach can be directly applied to plants with differential dynamics and allows to satisfy the additional requirements on the resulting dynamics. In particular, the proposed design procedure enforces a required frequency attenuation over a finite frequency range and includes regional pole constraints. Additionally, an important result extension to the plants with relative degree greater than unity is presented. The sufficient conditions for the existence of the controllers are derived in terms of linear matrix inequalities, which are immediately extended to deal with time varying uncertainties. Finally, the simulations for a typical actuator of tracking servo system prove that the design is effective and brings some advantages when compared to the existing alternatives.
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I. INTRODUCTION
Iterative learning control (ILC) is a popular control scheme applicable to the systems that perform a given task iteratively [1], [2]. Each iteration of a given task is known as a trial, or pass, and when a trial is complete, the system resets to the same initial conditions and the next trial can begin. This allows to use the information or data collected during the previous trials, such as control input and error signals, to modify the current control input signals, aiming to track the desired trajectories of the controlled plant and hence the control performance is successively improved. Specifically, ILC scheme aims to construct the control input signal such that the output tracks the reference as accurately as possible. Hence, the basic ILC problem is to design both feedback and learning controllers which produce a such control signal to ensure that the error sequence generated over the trials converges to the prescribed value, see, e.g. [2]–[4]. Driven by this important feature, ILC has been extensively employed in high precision control systems and other important industrial applications. Reported applications of ILC mainly include robotics [5] and chemical batch processing [6].

Clearly, the design of the feedback and learning controllers must include some requirements on transient dynamics and trial-to-trial error convergence. As recognized, see, e.g. [7], for details, an efficient way to do this is to formulate ILC problem as the two-dimensional (2D) stability problem. Within this formulation, the finite time domain behavior and discrete trial number domain behavior can be easily captured and hence both time and trial number domain objectives are easily imposed with the design procedure. Therefore the trial-to-trial convergence and transient response goals can be simultaneously satisfied and hence the high performance tracking control is achieved as shown in [7] and [8]. Although ILC design over 2D/repetitive setting simplifies the integrated synthesis of both feedback and learning controllers in an
The effectiveness of the obtained results. To highlight the potential interest in our approach the tracking performance is compared with some known results.

The notation used throughout this paper is as follows. The null and identity matrices with appropriate dimensions are denoted by 0 and I, respectively. Also, for a matrix $W$, its transpose, complex conjugate transpose and the orthogonal complement are denoted by $W^T$, $W^*$ and $W_\perp$, respectively. Additionally, for hermitian (symmetric) matrices, $W \succ 0$ ($W \prec 0$) means that $W$ is positive (negative) definite. The operator $\text{sym}(W) = W + W^T$ is used to shorten formulas and a symmetric term in a matrix defined by blocks is denoted by $(\star)$. The symbol $\otimes$ denotes the Kronecker matrix product. Also, two specific regions of the complex plane are defined: $C_{hp} = \{ s \in \mathbb{C} \mid \text{Re}(s) < 0 \}$ (open left half plane) and $C_{uc} = \{ z \in \mathbb{C} \mid |z| < 1 \}$ (an open disc centered at the origin and radius 1).

Finally, the following lemmas are used in the proof of the main results.

**Lemma 1** [14]: Suppose that the matrices $\Upsilon = \Upsilon^T$, $\Lambda$ and $\Sigma$ are given. Then the following statements are equivalent

- there exists an unstructured matrix $W$ that satisfies
  \[ \Upsilon + \text{sym}(\Lambda^T W \Sigma) \prec 0, \]

- for arbitrary matrices $\Lambda_\perp$ and $\Sigma_\perp$ whose columns form, respectively, a basis for the null spaces of $\Lambda$ and $\Sigma$ the below inequalities hold
  \[ \Lambda_\perp^T \Upsilon \Lambda_\perp \prec 0, \quad \text{and} \quad \Sigma_\perp^T \Upsilon \Sigma_\perp \prec 0. \]

**Lemma 2** [15]: Given matrices $X$, $Y$, $\Phi = \Phi^T$, $\delta(t)$ of compatible dimensions, then

\[ \Phi + \text{sym}(X \delta(t) Y) \prec 0, \]

for all $\delta(t)$ satisfying $\delta(t) \delta(t)^T \preceq I$, if, and only if, there exists $\varepsilon > 0$ such that

\[ \Phi + \varepsilon XX^T + \varepsilon^{-1} Y^T Y \prec 0. \]

**II. BACKGROUND AND PROBLEM FORMULATION**

Consider an uncertain linear differential plant executing a given task repeatedly over a finite time interval $[0, T]$, $T > 0$. The plant dynamics can be described as below

\[
\begin{align*}
\frac{\partial x_k(t)}{\partial t} &= [A + \Delta A(t)]x_k(t) + [B + \Delta B(t)]u_k(t), \\
\gamma_k(t) &= Cx_k(t),
\end{align*}
\]

where $k \geq 0$ denotes the iteration or trial number and $t$ is the continuous time variable such that $t \in [0, T]$. Also, for all $t \in [0, T]$, $\gamma_k$ is the plant output, $x_k$ denotes the state vector and $u_k$ is the control input applied to a plant at trial $k$. Matrices $A$, $B$ and $C$ represent the nominal plant dynamics and they are assumed to be time and iteration invariant. Matrices $\Delta A(t)$ and $\Delta B(t)$ denote time-varying uncertainties which are assumed to satisfy

\[ \Delta A(t) = E \delta(t) F_\delta, \quad \Delta B(t) = E \delta(t) F_\theta. \]
where \( E, F_g \) and \( F_b \) are known real constant matrices of compatible dimensions, and \( \delta(t) \) is an unknown and time-varying perturbation satisfying \( \delta^2(t) \delta(t) \leq 1, \forall t \in [0, T] \). Also, \( \delta(t) \) is assumed to be independent of the trial number \( k \) and therefore the allowable uncertainties can vary along each trial but are assumed constant from trial to trial. No loss of generality arises from assuming \( x_k(t) = x_k(0) \) on each trial.

Let us first consider the nominal dynamics of (2), that is \( \delta(t) = 0, \forall t \in [0, T] \). Then this system is said to have the relative degree \( \kappa \in \mathbb{N} \), where \( \kappa \) is characterized as
\[
\min_{\kappa}[CA^\kappa B \neq 0].
\]
Clearly, if the relative degree \( \kappa = 1 \), then \( CB \neq 0 \) and the following formula can be derived along the trial \( k \)
\[
\frac{\partial y_k(t)}{\partial t} = C \frac{\partial x_k(t)}{\partial t} = CAx_k(t) + CBu_k(t).
\]
Consequently, if the relative degree \( \kappa = 2 \) then \( CB = 0 \) and hence
\[
\frac{\partial^2 y_k(t)}{\partial t^2} = CAx_k(t) + CBu_k(t).
\]
In general, if the relative degree of the nominal dynamics in (2) is \( \kappa > 1 \), we get
\[
\frac{\partial^i y_k(t)}{\partial t^i} = CA^i x_k(t), 0 \leq i \leq \kappa - 1,
\]
\[
\frac{\partial^{\kappa} y_k(t)}{\partial t^{\kappa}} = CA^\kappa x_k(t) + CA^\kappa B u_k(t).
\]
Based on the above formula, \( \kappa \) denotes the lowest derivative order of the output \( y_k(t) \) that is explicitly fed by the control input \( u_k(t) \).

The control problem that we are dealing with is stated as follows. Given plant (2) of the relative degree \( \kappa \), iteratively find a suitable control input \( u(t), t \in [0, T] \) such that the plant output \( y(t) \) tracks a desired output trajectory denoted as \( Y_d \) over a finite time interval \( t \in [0, T] \) where \( T \) is known and finite (i.e. \( T < \infty \)) trial length. Also, let
\[
e_k(t) = Y_d(t) - y_k(t), t \in [0, T], k > 0
\]
be the tracking error of the \( k^{th} \) trial generated by the plant based disturbances and transient errors form feedback controller. Therefore, the control objective is to find a control sequence such that tracking errors are minimized (to within a specified tolerance) or removed completely. Furthermore, some additional performance specification can be considered. Specifically, for the prescribed finite frequency performance specification and the pre-specified region of the complex plane, find a control sequence such that the following requirements are simultaneously satisfied:
- the resulting control scheme is convergent over limited frequency domain,
- the poles of the controlled dynamics lie in the prescribed region of the complex plane.

**Remark 1:** The desired output trajectory \( Y_d \) is assumed to be smooth over time interval \([0, T]\). This means that \( Y_d \) is differentiable and hence the higher order derivatives of \( Y_d \) exist.

Now, let us suppose that a standard form of ILC law (i.e. the means of updating the control vector from trial-to-trial) given as
\[
u_{k+1}(t) = u_k(t) + \Delta u_k(t)
\]
is applied to a plant described by (2) where \( \Delta u_k(t) \) is the correction term. This form of control law constructs the input for the next trial as the sum of the previous trial input and \( \Delta u_k(t) \), where this last term is computed using the previous trial error. Introducing additional vector-valued variables \( \eta_k(t) \) and \( \xi_k(t) \) such that
\[
\frac{\partial \eta_k(t)}{\partial t} = y_{k+1}(t) - y_k(t),
\]
\[
\frac{\partial \xi_k(t)}{\partial t} = \Delta u_k(t)
\]
one can find that (for plants of the relative degree \( \kappa = 1 \))
\[
e_{k+1}(t) - e_k(t) = -CA\eta_k(t) - CB\xi_k(t),
\]
\[
\frac{\partial \eta_k(t)}{\partial t} = A\eta_k(t) + B\xi_k(t).
\]
In addition, suppose that the control law correction term \( \Delta u_k(t) \) in (4) is defined as
\[
\Delta u_k(t) = K_1 \frac{\partial \eta_k(t)}{\partial t} + K_2 \frac{\partial \xi_k(t)}{\partial t},
\]
where \( K_1 \) and \( K_2 \) are matrices of compatible dimensions to be designed. Application of the control law given in (5) allows the controlled dynamics to be written as
\[
\frac{\partial \eta_k(t)}{\partial t} = A\eta_{k+1}(t) + B_0 e_k(t),
\]
\[
e_{k+1}(t) = C\eta_{k+1}(t) + D_0 e_k(t).
\]
The boundary conditions are
\[
\eta_k(0) = 0, \forall k > 0, e_0(t) = Y_d(t).
\]
An important point to note about the state-space model (6) is that it has the form of a differential repetitive process where the vector \( \eta_{k+1}(t) \) plays the role of the state vector and the vector \( e_k(t) \) plays the role of pass profile (output) vector. This means that the problem of feedback and learning gains, i.e. \( K_1 \) and \( K_2 \) in (5) can be transformed to an equivalent stability problem for repetitive processes - see [7] for detailed discussion on this topic. Anyway, this theory can be applied to the ILC dynamics (6), resulting in the required control design algorithms.

To proceed, define the trial-to-trial shift operator as \( z \) and use \( s \) as the Laplace transform variable. The Laplace transform can be applied for the along the trial dynamics since it is routine to argue that the trial length is suitably extended.
from $T$ to $\infty$ - check [2] and the cited references on how detrimental effects due to the finite trial length are avoided. Consequently, based on transformation applied to (6) we have

$$E_{k+1}(s) = G(s)E_k(s),$$

where $G(s)$ is the so-called intertrial transfer function mapping $e_k(t)$ to $e_{k+1}(t)$ and it is expressed by

$$G(s) = C(sI - A)^{-1}B_0 + D_0. \quad (8)$$

Additionally, based on definition of $G(s)$ the model (6) can also be extended to include the case when $\mu \geq 2$. It is important since the term $CA^{-1}B$ is non-zero while $CB$ up to $CA^{-2}B$ are zero and hence a new formulation for the matrices in (7) can be derived for a general relative degree $\mu \geq 1$. Specifically, consider the system $s^{\mu}(sI - A)^{-1}$ and assuming $(sI - A)^{-1}$ is nonsingular we get that $(sI - A)(sI - A)^{-1} = I$ and hence

$$s(sI - A)^{-1} = I + A(sI - A)^{-1}. \quad (9)$$

This immediately implies that

$$s^\mu(sI - A)^{-1} = \sum_{j=0}^{\mu-1} s^{\mu-1-j}A^j + A^\mu(sI - A)^{-1}. \quad (10)$$

Furthermore, one can find that

$$C^\mu = C^{\mu-1}A = -CA^{-1}(A + BK_1)$$

and then the matrices in (7) transform into

$$A = A + BK_1, \quad B_0 = BK_2,$$

$$D_0 = I - CA^{-1}B_0, \quad C = -CA^{-1}A. \quad (11)$$

**A. STABILITY ANALYSIS**

As discussed earlier, the representation (6) can facilitate stability analysis and control synthesis. Specifically, based on the results provided in [7], [16], [17], the process (6) is said to be stable along the trial if

$$\det(sI - A) \det(I - D_0) \neq 0, \quad \text{and} \quad \det \left( \begin{bmatrix} A - sI & B_0 \\ C & D_0 - zI \end{bmatrix} \right) \neq 0, \quad \forall (s, z) \in C_{hp} \times C_{nc},$$

where the state-space quadruple $\{A, B_0, C, D_0\}$ are defined in (7) for $\mu = 1$ or in (9) for $\mu \geq 2$. It turns out that the above condition is the exact algebraic characterization for stability along the trial. Anyway, by exploring some determinant formulas the above conditions can in turn be reformulated as the following lemma.

**Lemma 3** [7]: The differential linear repetitive process (6) representing ILC dynamics is robustly stable along the trial for all admissible uncertainties if, and only if

i) $\text{eig} (D_0) \subset C_{nc},$

ii) $\text{eig} (A) \subset C_{hp},$

iii) $\text{eig} (G(j\omega)) \subset C_{nc}, \forall \omega \in [0, \infty).$

Checking the third condition of this last result for a numerical example requires computations for the entire frequency range, i.e., all points on imaginary axis in the complex plane. Anyway, one can note that condition (ii) is equivalent to

$$\rho(G(j\omega)) < 1, \quad \forall \omega \in [0, \infty), \quad (10)$$

where $\rho(\cdot)$ denotes the spectral radius of its matrix argument. Alternatively, the above result can be expressed by requiring for each $\omega \in [0, \infty)$ the existence of a $\rho(j\omega) > 0$ of the Lyapunov inequality

$$G(j\omega)^{n}R(j\omega)G(j\omega) - \gamma^2 R(j\omega) < 0, \quad \forall \omega \in [0, \infty)$$

and a scalar $\gamma$ satisfying $0 < \gamma \leq 1$. Unfortunately, still the stability along the trial is characterized by a convex feasibility test over the infinite-dimensional space. Furthermore, the function $R(j\omega)$ depends on $\omega$ and hence this inequality cannot be easily solved. In what follows, the repetitive process theory shows that the above condition may be not sufficient to achieve reasonable transients during the convergence process. Specifically, $e_k(t)$ may not decrease over some number of trials when (10) is satisfied only. To avoid these problems, a stronger convergence criteria is required for engineering practice. One can ensure that the Euclidean norm of the tracking error decreases monotonically for every trial if $G(j\omega)$ satisfies the sufficient stability condition

$$\overline{\sigma}(G(j\omega)) < \gamma, \quad \forall \omega \in [0, \infty), \quad (11)$$

where $\overline{\sigma}(\cdot)$ stands for the maximum singular value of its matrix argument. Although (10) is the true stability condition, (11) is sometimes more practical. Moreover, (11) is advantageous in dealing with convergence analysis since

$$\overline{\sigma}(G(j\omega)) \leq \sup_{\omega \in [0, \infty)} \overline{\sigma}(G(j\omega)) = \|G(j\omega)\|_\infty.$$ 

This means that for a given scalar $\gamma \in (0, 1]$ we have

$$\overline{\sigma}(G(j\omega)) < \gamma \iff \|G(j\omega)\|_\infty < \gamma, \quad \forall \omega \in [0, \infty).$$

Furthermore, let $\| \cdot \|_2$ denote the $L_2$ norm and then

$$\|e_k(t)\|_2 \leq \|G(s)\|_\infty^k \|e_0(t)\|_2.$$ 

Therefore if (11) holds then monotonic trial-to-trial error convergence, i.e., $|e_{k+1}| < |e_k|$, occurs in $L_2$ for $k \to \infty$. Simply, this means that monotonic convergence in the sense of the $L_2$-norm occurs.

Additionally, some simple multipliers (e.g. $R(j\omega) = R$ or $R(j\omega) = I$) can be used to avoid computational problems when multipliers with direct dependence on $\omega$ are considered. These simple multipliers allow us to apply the generalized KYP lemma and then we can turn our problem into finite-dimensional LMI which are relatively easy to solve and directly leads to the controller design procedures. Note that the generalized KYP lemma and its dual version (given below) provides a necessary and sufficient condition for $G(j\omega)$ to satisfy a specified frequency domain property over a finite frequency ranges (i.e. $\omega$ belongs to a subset of $[0, \infty)$).
in terms of a matrix inequality form and hence in can be directly applied to address the paper problem.

Lemma 4 [12]: Let $A$, $C$ and $\Theta$ be given. Then if $\det(j\omega - A) \neq 0$ for all $\omega \in [0, \infty)$ the following conditions are equivalent:

i) The frequency domain inequality

$$
\left(\frac{j\omegaI - A^T}{I}\right)^{-1}C^T \Theta \left(\frac{j\omegaI - A^T}{I}\right)^{-1}C^T < 0
$$

holds $\forall \omega \in \Omega$ where $\Omega$ is the frequency range, i.e. $\omega$ belongs to a subset of real numbers denoted by $\Omega$ and specified as in Table 1.

ii) There exist matrices $Q > 0$ and a symmetric matrix $P$ such that

$$
\begin{bmatrix}
A & I \\
C & 0
\end{bmatrix}
\left(\Psi^* \otimes Q + \Phi^* \otimes P\right)
\begin{bmatrix}
A & I \\
C & 0
\end{bmatrix}^T + \Theta < 0,
$$

where

$$
\Phi = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \Psi = \begin{bmatrix} \tau & \upsilon^* \\ \upsilon & \varsigma \end{bmatrix}.
$$

The values of $\tau$, $\upsilon$ and $\varsigma$ for specified choices of $\omega \in \Omega$ are shown in Table 1 and LF, MF and HF stand for low, middle and high frequency ranges, respectively.

| TABLE 1. Frequency ranges of interest. |
|----------------------------------------|
| $\Omega$ | $|\omega| < \omega_l$ | $\omega_l \leq \omega \leq \omega_2$ | $|\omega| > \omega_h$ |
| $\tau$ | $-1$ | $-1$ | $1$ |
| $\upsilon$ | $0$ | $\frac{\omega_2 - \omega_1}{2}$ | $0$ |
| $\varsigma$ | $\omega_1^2$ | $-\omega_1\omega_2$ | $-\omega_2^2$ |

Importantly, appropriate choices for the matrix $\Theta$ in Lemma 4 allow to analyse the various system properties. In particular, we have to consider two cases concerning the application of different convergence criteria, i.e. (11) and (10), for $\gamma \in (0, 1]$ in the frequency intervals and hence the matrix $\Theta$ is fixed as

$$
\Theta = \begin{bmatrix} B_0 & 0 \\ D_0 & I \end{bmatrix}(\Pi \otimes R) \begin{bmatrix} B_0 & 0 \\ D_0 & I \end{bmatrix}^T,
$$

where $R > 0$ and $\Pi$ is a given real symmetric matrix (defined later).

Firstly, let us consider the case when $R = I$. This choice means that we are concerning with satisfying (11) for $\gamma \in (0, 1]$ in frequency intervals. Furthermore, according to the work in [18], one can note that introducing two scalar variables $\epsilon_1 > 0$ and $\epsilon_2 > 0$ satisfying $\epsilon_1 \leq \epsilon_2$ then the requirement that $\gamma \in (0, 1]$ can be equivalently replaced by defining $\gamma = \epsilon_1\epsilon_2^{-1}$. This means that the condition $\|G(j\omega)\|_{\infty} < \gamma \leq 1$ can be expressed as

$$
\|\epsilon_2 G(j\omega)\|_{\infty} < \epsilon_1, \quad \forall \omega \in \Omega,
$$

where

$$
\epsilon_2 G(j\omega) = C(j\omega I - A)^{-1}\epsilon_2 B_0 + \epsilon_2 D_0, \quad \forall \omega \in \Omega.
$$

Let us choose the matrix $\Gamma$ in (15) as $\Gamma = \text{diag}(-\epsilon_1, \epsilon_1)$ and then immediately (12) yields

$$
\epsilon_2^2 G(j\omega)(j\omega)^* < \epsilon_1^2, \quad \forall \omega \in \Omega,
$$

which is equivalent to the condition (16). Additionally, it is worthwhile noting that ensuring the choice of $\Pi$ as $\text{diag}(\epsilon_1^{-1}, \epsilon_1)$ makes possible to rewrite the inequality (13) as

$$
\begin{bmatrix}
A^T & C^T \\
I & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_1 & \frac{1}{\epsilon_1^2}\epsilon_2 B_0 D_0^T \\
\frac{1}{\epsilon_2}\epsilon_1^{-1} B_0 D_0^T - \epsilon_1 I
\end{bmatrix}
\begin{bmatrix}
A^T & C^T \\
I & 0
\end{bmatrix} < 0,
$$

where

$$
\gamma_1 = (\psi^* \otimes Q + \Phi^* \otimes P) + \begin{bmatrix} 0 & 0 \\ 0 & \epsilon_1^{-1}\epsilon_2 B_0 B_0^T \end{bmatrix}.
$$

Furthermore, an equivalent condition to (17) can be directly obtained by means of Lemma 1 (or the Finsler Lemma which is a specialized version of Lemma 1). In particular, the following result is obtained

$$
\begin{bmatrix}
\psi^* \otimes Q + \Phi^* \otimes P & 0 & 0 \\
0 & \epsilon_2 B_0 & -\epsilon_1 I \\
0 & \epsilon_2 B_0^T & -\epsilon_1 I
\end{bmatrix} + \text{sym}\begin{bmatrix} W_1 \\ W_2 \\ W_3 \\ 0 \end{bmatrix}
\begin{bmatrix} W_1 \\ W_2 \\ W_3 \\ 0 \end{bmatrix}^T < 0,
$$

where $W_1$, $W_2$ and $W_3$ are the slack matrix variables. At this point, it is worthwhile noting that ensuring $\epsilon_2^2 D_0 D_0^T - \epsilon_1^2 I < 0$ (i.e. $D_0 D_0^T - \gamma^2 I < 0$ for $\epsilon_1 > 0$ and $\epsilon_2 > 0$ satisfying $\epsilon_1 \leq \epsilon_2$) imposes that $W_3$ can be zeroed without loss of generality. Fortunately, $\epsilon_2^2 D_0 D_0^T - \epsilon_1^2 I < 0$ is not a strong assumption since it holds even for $D_0 = 0$. Moreover, the matrix variable $W_1$ can be eliminated from (18) if and only if the block (1,1) of $\psi^* \otimes Q + \Phi^* \otimes P$ is negative definite for $Q > 0$ (always imposed) and $\Phi$ as in (14).

Secondly, let us consider the case when $R \neq I$ is fixed in (15) and hence we are concerning with satisfying (10) in frequency intervals. This case seems to be more complicated than the previous one where $R = I$. Therefore, we shall develop a new set of transformations so that the resulting problem becomes convex. Different from the results (when $R = I$) given above, to obtain LMI formulation of design conditions we propose to rewrite the inequality (13) as

$$
\gamma_2 A \gamma_2^T < 0,
$$

where

$$
\gamma_2 = \begin{bmatrix} A & I & 0 & B_0 \\ C & 0 & I & D_0 \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \psi^* \otimes Q + \Phi^* \otimes P & 0 \\ 0 & \Pi \end{bmatrix}
$$

and the matrix $\Pi$ is chosen as $\Pi = \text{diag}(-\gamma^2 R, R)$ for $\gamma \in (0, 1]$. 
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IMPOSING REGIONAL POLE CONSTRAINTS

In the sequel we turn our attention to extended performance specification to involve the regional pole constraints. Our motivation here is the fact that the transient behavior along a given trial $k$ is closely related to locations all eigenvalues of $A$. This means that some bounds can be put on the time-domain objective (such as the rise time, the settling time and so on) when assigning all eigenvalues of $A$ to particular locations in the open left-half of the complex plane. In particular, the region of interest for pole assignment is the interior of the circle of radius $r > 0$ with center at $c$ denoted by $C(c, r)$ and given by

$$C(c, r) := \{x + yj \in \mathbb{C} : |x + yj - c| < r\}.$$ 

To guarantee that the interior of this circle is located in open left-half complex plane requires $c < 0$ and $|c| > r$. Clearly, let $\lambda = -\zeta \omega_d \pm ju_d$ be a pair of eigenvalues of $A$, where $0 < \zeta < 1$ is the damping ratio, $\omega_d$ is the undamped natural frequency, and $\omega_d := \omega_m \sqrt{1 - \zeta^2}$ is the damped natural frequency. Further, suppose that every $\lambda$ is placed in $C(c, r)$. Then the following conditions are satisfied

$$\zeta > \sqrt{1 - \frac{r^2}{c^2}}, \quad \omega_d < r,$$  
$$-c - r < \omega_m < -c + r,$$  
$$-c - r < \zeta \omega_m < -c + r.$$

Moreover, to include the eigenvalue assignment constraints, as an additional design specification, the following condition can be used to give an additional constraint in the design equations discussed previously

$$\begin{bmatrix} A^T & I \end{bmatrix} \left( \begin{bmatrix} 1 & -c \\ -c & |c|^2 - r^2 \end{bmatrix} \otimes Z \right) \begin{bmatrix} A \\ I \end{bmatrix} < 0, \tag{21}$$

where $Z > 0$ is a matrix variable. Clearly, it can be verified that the above inequality is a particular version of Lemma 5 in [19].

III. DESIGN OF MONOTONICALLY CONVERGENT ILC SCHEMES FOR A NOMINAL PLANT MODEL

In this section, the problem of designing the corresponding matrices in the control law (5), such that the resulting ILC scheme is monotonically convergent and meets the considered design specifications, is studied. More specifically, we assume that the system (2) of the relative degree $\kappa \geq 1$ is operated repeatedly in the iteration domain with a desired output $y_d$ over a finite time interval $t \in [0, T]$ and let updating law (5) be applied. Then we study the condition under which the resulting repetitive process (6) is stable along the trial (and hence ensures monotonic convergence of the ILC scheme in sense of $L_2$-norm) for given design specifications over finite frequency range together with the regional pole constraints. In view of this condition, feasible ILC controller gain matrices can be given.

The following theorem presents a sufficient condition for the solvability of the considered problem.

**Theorem 1:** Consider a nominal dynamics of (2) (that is $\delta(t) = 0$) with relative degree $\kappa \geq 1$, and let updating law (5) be applied. Also, let $\beta, c, r, p, q$ be given scalars where $\beta > 0$, $c > r > 0$ and $p, q$ satisfy $p^2 - 2cpq + q^2(|c|^2 - r^2) < 0$. Then an ILC scheme described as a repetitive process of the form (6) has the stability along the trial property over the finite frequency ranges defined in Table 1 and all eigenvalues of $A$ are located in the circle of radius $r$ with center at $(-c, 0)$. Moreover, monotonic trial-to-trial error convergence occurs over the same frequency intervals if there exist matrices $Q > 0, Z > 0, W_2, Y_1, Y_2$, a symmetric $P$, positive scalars $\varepsilon_1$ and $\varepsilon_2$ such that $\varepsilon_2 \geq \varepsilon_1$ and the following LMIs hold

$$\begin{bmatrix} 1 & -c \\ -c & |c|^2 - r^2 \end{bmatrix} \otimes Z$$

$$+ \text{sym} \left\{ \begin{bmatrix} -W_2 \\ (AW_T^2 + BY_1) \end{bmatrix} \begin{bmatrix} qI & -pI \end{bmatrix} \right\} < 0, \tag{22}$$

where a pair of $\Psi$ and $\Phi$ is defined by (14) and

$$\gamma_3 = -CA^\kappa W_2^2 - CA^{\kappa-1}Y_1.$$ 

In addition, if the above LMIs are feasible, the corresponding matrices in the control law (5) can be selected as

$$K_1 = Y_1 W_2^{-T}, \quad K_2 = \varepsilon_2^{-1} Y_2. \tag{24}$$

**Proof:** First of all, it follows immediately that the feasibility of (22) ensures that $W_2$ is non-singular and hence invertible. Next, the LMI (22) rewritten as a version of the first inequality of Lemma 1 where

$$\Lambda = \begin{bmatrix} Z & -cZ \\ -cZ & (|c|^2 - r^2)Z \end{bmatrix}, \quad \Sigma = [qI - pI]$$

and $Y_1 = K_1 W_T^2$. Since $\Sigma \Lambda \Sigma_p < 0$ holds for any $p, q$ satisfying $p^2 - 2cpq + q^2(|c|^2 - r^2) < 0$ then the equivalence between (22) and (21) follows from the Lemma 1. Next, we have that LMI (23) is transformed into (19) where $W_1 = \beta W_2$. Clearly, we can arbitrary choose $\beta = 0$ for low and middle frequency ranges since $\tau = -1$ for these frequency ranges - see Table 1. For the high frequency range we have $\tau = 1$ and hence $\beta \neq 0$ must be chosen. Note that (23) becomes the LMI when $\beta$ is fixed and given. Then the result follow directly from Lemmas 3 and 4.

IV. DESIGN PROCEDURE FOR $R \neq I$

In this section, the conditions of Theorem 1 will be further developed. Since it is required to select the multiplier $R \neq I$, 
we propose to introduce additional slack matrix variables, with the aid of which, new conditions for designing ILC schemes are proposed. To proceed, the following notations are first defined for future use
\[
\begin{bmatrix}
A & B \\
C & D_0
\end{bmatrix} = \begin{bmatrix}
A & 0 \\
-C \alpha & I
\end{bmatrix} + \begin{bmatrix}
B \\
-C \beta
\end{bmatrix} \begin{bmatrix} K_1 & K_2 \end{bmatrix} = \hat{A} + \mathbb{B} \mathbb{K},
\]
where \(0 < \gamma < \beta\).

Then the theorem established next gives new LMI-based conditions for monotonic trial-to-trial error convergence.

**Theorem 2**: Consider a nominal dynamics of (2) (that is \(\delta(t) = 0\)) with relative degree \(k \geq 1\), and let updating law (5) be applied. Also, let \(\gamma, \beta, c, r, p, q\) be given scalars where \(0 < \gamma \leq 1, \beta > 0, c > r > 0\) and \(p, q\) satisfy \(p^2 - 2 c p q + q^2 (|c|^2 - r^2) < 0\). Then an ILC scheme described as a repetitive process of the form (6) has the stability along the trial property over the finite frequency ranges defined in Table 1 and all eigenvalues of \(A\) are located in the circle of radius \(r\) with center at \((-c, 0)\). Moreover, monotonic trial-to-trial error convergence occurs over the same frequency intervals if there exist matrices \(Q > 0, Z > 0, W_2, W_3, W_{33}, Y_1, Y_2, F_1, F_2, F_3\) and a symmetric matrix \(P\) such that the LMIs (22) and
\[
\begin{align*}
\mathcal{Y}_4 &= \text{sym}\{\beta \hat{W}_2\}, \\
\mathcal{Y}_6 + \beta (A \hat{W}_2^T + \mathbb{B} \mathbb{N})^T - \hat{W}_2^T F_{30} - \hat{W}_3 \\
&< 0, \quad (\mathbb{25})
\end{align*}
\]

where
\[
\mathcal{Y}_6 = \begin{bmatrix} P_1 + v Q & F_1 \\
0 & F_2 \end{bmatrix}, \quad F_{12} = \begin{bmatrix} F_1 \\
F_2 \end{bmatrix}, \quad F_{30} = \begin{bmatrix} 0 & F_3 \end{bmatrix},
\]
\[
N = [Y_1 Y_2], \quad \hat{W}_3 = [W_{32} W_{33}], \quad \hat{W}_2 = \begin{bmatrix} W_2 \\
W_{32} & W_{33} \end{bmatrix}
\]
are feasible. In addition, if the above LMIs hold, the corresponding matrices in the control law (5) can be selected as
\[
[K_1 K_2] = N \hat{W}_2^{-T}.
\]

**Proof**: Assume that the LMIs defined in (22) and (25) are feasible for some given scalars \(\gamma, \beta, p\) and \(q\). Then it is immediate that the feasibility of (22) ensures the stability of \(A\) and its eigenvalues are located in the circle of radius \(r\) with center at \((-c, 0)\). Also, \(W_2\) is non-singular and hence invertible. Next, the LMIs in (25) can be rewritten as
\[
\Gamma + \text{sym}\left\{ \begin{bmatrix} I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I \end{bmatrix} \begin{bmatrix} \beta \hat{W}_2 \\
-\hat{W}_2 \\
\hat{W}_3 \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I \end{bmatrix} \begin{bmatrix} 0 \\
\hat{W}_2 \\
\hat{W}_3 \end{bmatrix} \begin{bmatrix} K_1 & K_2 \end{bmatrix} \begin{bmatrix} 0 \\
\hat{W}_2 \\
\hat{W}_3 \end{bmatrix} \begin{bmatrix} 0 \\
\hat{W}_2 \\
\hat{W}_3 \end{bmatrix} \begin{bmatrix} -I (A + \mathbb{B} \mathbb{K})^T \end{bmatrix} \right\} < 0,
\]
\[
(\mathbb{27})
\]
where
\[
\Gamma = \begin{bmatrix}
\mathcal{Y}_4 & \mathcal{Y}_6^T & F_{30}^T \\
\mathcal{Y}_6 & \mathcal{Y}_5 & -F_{12} \\
F_{30} & -F_{12}^T & R - \text{sym}\{F_3\}
\end{bmatrix}.
\]

Introduce the matrices
\[
\Lambda = \begin{bmatrix} I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I \end{bmatrix}, \quad W = \begin{bmatrix} \beta \hat{W}_2 \\
\hat{W}_2 \\
\hat{W}_3 \end{bmatrix}, \quad \Sigma = \begin{bmatrix} -I (A + \mathbb{B} \mathbb{K})^T \end{bmatrix} \begin{bmatrix} 0 \\
\hat{W}_2 \\
\hat{W}_3 \end{bmatrix}
\]
and then (27) can be reformulated by application of Lemma 1 as the second inequality in (1), i.e.
\[
\Sigma^T \Gamma \Sigma < 0,
\]
\[(\mathbb{28})\]
where by construction the matrix \(\Sigma\) is
\[
\Sigma = \begin{bmatrix}
\hat{A}^T & I \\
I & 0 \\
0 & I
\end{bmatrix}.
\]
Since \(\Lambda = I\) then \(\Lambda^{-1} = 0\) and hence the first inequality in (1) holds. Furthermore, after some routine matrix manipulations the inequality (28) can be rewritten as
\[
\Gamma_1 + \text{sym}\left\{ \begin{bmatrix} I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I \end{bmatrix} \begin{bmatrix} F_1 \\
F_2 \\
F_3 \end{bmatrix} \begin{bmatrix} B_0^T & D_0^T & -I \end{bmatrix} \right\} < 0,
\]
\[(\mathbb{29})\]
where
\[
\Gamma_1 = \begin{bmatrix}
\tau A Q A^T + \varphi Q + \text{sym}\{P A^T + \nu^* Q A^T \} \\
\tau C Q A^T + \nu^* Q C^T + P C^T \\
\tau C Q C^T - \varphi^2 R + P C^T \end{bmatrix} \begin{bmatrix} 0 \\
0 \\
0 \end{bmatrix} < 0
\]
and by Lemma 1, feasibility of (29) implies that the inequality
\[
\Sigma_{1+}^T \Gamma_1 \Sigma_{1+} < 0
\]
must hold where
\[
\Sigma_{1+} = \begin{bmatrix} I & 0 \\
0 & I \\
0 & 0 \end{bmatrix}.
\]
Finally, this last inequality is equivalent to (20) and by Lemmas 3 and 4 stability along the pass is ensured and hence the monotonic trial-to-trial error convergence is guaranteed.

**Remark 2**: It is immediate that the slack matrix variable \(\hat{W}_2\) must have the specific structure and this may introduce a level of conservatism into the design. On the other side, the additional matrix variables \(F_1, F_2\) and \(F_3\) may reduce the level of conservativeness.

**Remark 3**: The design conditions provided in Theorem 2 are LMIs that can be easily and effectively solved via numerical software. In addition, optimal values of the scalar parameters \(\beta, p\) and \(q\) can be sought to reduce the conservatism (in terms of performance provided by \(\gamma\)) of the solutions.
A. SOME COMMENTS ON DEVELOPED RESULTS

While using the results of Theorems 2 and 1 some numerical problems may arise. In particular, a reader must be aware calculations for frequencies \( \omega \approx 0 \) since \( \lim_{\omega \to 0} G(\omega) = I \) (G is defined in (8)). Simply, when \( \omega = 0 \) then for any \( K_1 \) and \( K_2 \) the value \( G(0) \) is

\[
G(0) = -CA^{-1}B_0 + D_0 = I.
\]

This means that the proposed conditions cannot produce the reasonable controller gains \( K_1 \) and \( K_2 \) for frequency ranges that include \( \omega = 0 \) even when feasible controller gains exist. For this type of designs, we need to exclude \( \omega \) defined in (8)). Simply, when \( \omega = 0 \) then for any \( K_1 \) and \( K_2 \) the value \( G(0) \) is

\[
G(0) = -CA^{-1}B_0 + D_0 = I.
\]

Hence, the matrices in (9) for \( \kappa = 1 \) transform into

\[
A = (A+\Delta A(t))+(B+\Delta B(t))K_1,
\]

\[
B_0 = (B+\Delta B(t))K_2, \quad D_0 = I-C(B+\Delta B(t))K_2,
\]

\[
C = -C(A+\Delta A(t)) - C(B+\Delta B(t))K_2
\]

and inequalities in Theorem 1 will include terms formed by multiplication of two matrices with additive uncertainties. The next result reformulates the condition of Theorem 1 to an LMI-based characterization of the robust monotonic trial-to-trial error convergence.

**Theorem 3:** Consider an uncertain dynamics of (2) (that is \( \delta(t) \neq 0 \)) with relative degree \( \kappa = 1 \), and let updating law (5) be applied. Also, let \( \beta, c, r, p, q \) be given scalars where \( \beta > 0, c > r > 0 \) and \( p, q \) satisfy \( p^2 - 2c(p+q)(c^2 - r^2) < 0 \). Then an ILC scheme described as a repetitive process of the form (6) has the robust stability along the trial trajectory over the finite frequency ranges defined in Table 1 and all eigenvalues of \( A \) are located in the circle of radius \( r \) with center at \((-c, 0)\). Moreover, robust monotonic trial-to-trial error convergence occurs over the specified frequency intervals if there exist matrices \( Q > 0, Z > 0, W_2, Y_1, Y_2, F_1, F_2, F_3 \), a symmetric matrix \( P \), positive scalars \( \epsilon_1, \epsilon_2, \epsilon_1, \epsilon_2 \) such that \( \epsilon_2 \geq \epsilon_1 \) and the following LMIs hold

\[
\begin{bmatrix}
\gamma_7 & \epsilon_1 E_7 & H^{T}_7 \\
\epsilon_1 E^{T}_7 & -\epsilon_1 I & 0 \\
H_7 & 0 & -\epsilon_1 I
\end{bmatrix} < 0,
\]

(32)

\[
\begin{bmatrix}
\gamma_8 & \epsilon_2 E_8 & H^{T}_8 \\
\epsilon_2 E^{T}_8 & -\epsilon_2 I & 0 \\
H_8 & 0 & -\epsilon_2 I
\end{bmatrix} < 0,
\]

(33)

where

\[
E_7 = \begin{bmatrix} qE^T - pE^T \end{bmatrix}, \quad H_7 = \begin{bmatrix} 0 & F_aW^T_2 + F_bY_1 \end{bmatrix},
\]

\[
E_8 = \begin{bmatrix} 0 & E^T \end{bmatrix}, \quad C^T, \quad 0^T,
\]

\[
H_8 = \begin{bmatrix} \beta F_aW_2^T + \beta F_bY_1 & F_aW_1^T + F_bY_1 & 0 & F_bY_2 \end{bmatrix}.
\]

Moreover, if the above LMIs are feasible, the corresponding matrices in the control law (5) can be selected as in (24).

**Proof:** Suppose that the LMIs (32) and (33) are feasible. Then application of Schur’s complement formula to (32) yields

\[
\gamma_7 + \epsilon_1 E_7 E^{T}_7 + \epsilon_1^{-1} F^{T}_2 F_2 < 0
\]

and by Lemma 2 this last inequality is feasible if and only if

\[
\gamma_7 + \text{sym} \{E_7 \delta(t) F_7 \} < 0.
\]

The last inequality is (22) applied to the uncertainty case. The LMI of (33) can be obtained by employing the same steps used as those above and hence a version of (23) applied to the plant with uncertainty is obtained. Finally, by the result of Theorem 1, feasibility of (32) and (33) ensures that a differential linear repetitive process of the form (6) with (31) is robustly stable along the trial. This implies the robust monotonic trial-to-trial error convergence and the proof is complete.

V. DESIGN OF MONOTONICALLY CONVERGENT ILC SCHEMES FOR AN UNCERTAIN PLANT MODEL

In this section, the design of ILC schemes for an uncertain plant model is performed by making extensive use of the previously developed results. Unfortunately, this cannot be directly done for any \( \kappa \geq 1 \) since higher order system relative degree \( \kappa \geq 1 \) results in uncertainty matrices coupled with each other. Therefore, the conditions for robust monotonic trial-to-trial error convergence are only provided for the case when \( \kappa = 1 \).

The analysis that follows in this section uses the following matrices (a particular version of the left hand side terms in (22) and (23))

\[
\gamma_7 = \begin{bmatrix} 1 & -c & \epsilon_1 \end{bmatrix} \begin{bmatrix} -c & \epsilon_1 \end{bmatrix} Z
\]

\[
+ \text{sym} \begin{bmatrix} \epsilon_1 \end{bmatrix} \begin{bmatrix} -c & \epsilon_1 \end{bmatrix} Z
\]

\[
\gamma_8 = \begin{bmatrix} 0 & \epsilon_1 \end{bmatrix} \begin{bmatrix} -c & \epsilon_1 \end{bmatrix} Z
\]

\[
+ \text{sym} \begin{bmatrix} \epsilon_1 \end{bmatrix} \begin{bmatrix} -c & \epsilon_1 \end{bmatrix} Z
\]

When uncertainty is present, i.e., the matrices \( \Delta A(t) \) and \( \Delta B(t) \) are present in (2) and are of the form (3).
As the next step, we extend Theorem 2 results to the case of plants which include norm bounded uncertainties. To proceed, let us introduce the following notation

\[
\mathcal{Y}_0 = \begin{bmatrix}
\mathcal{Y}_4 - \text{sym}[\beta \hat{W}_2] \\
\mathcal{Y}_6 + \beta (\hat{A} \hat{W}_2^T + \hat{B} \hat{N})^T - \hat{W}_2^T \\
\mathcal{Y}_5 + \text{sym} \left\{ \hat{A} \hat{W}_2^T + \hat{B} \hat{N} \right\} \\
-F_{12}^{T} + [0 \ I] (\hat{A} \hat{W}_2^T + \hat{B} \hat{N}) - R - F_3 - F_3^T \end{bmatrix},
\]

\[E = \begin{bmatrix} E \\ -CE \end{bmatrix}, \quad F = \begin{bmatrix} F_a \\ 0 \end{bmatrix},
\]

and then the following result extends Theorem 2 to the case of uncertain plants and hence another LMI-based condition for the robust monotonic trial-to-trial error convergence is provided.

**Theorem 4:** Consider an uncertain dynamics of (2) that is \( \delta(t) \neq 0 \) with relative degree \( \kappa = 1 \), and let updating law (5) be applied. Also, let \( \gamma, \beta, c, r, p, q \) be given scalars where \( 0 < \gamma \leq 1, \beta > 0, c > r > 0 \) and \( p, q \) satisfy \( p^2 - 2cqp + q^2 (|c|^2 - r^2) < 0 \). Then an ILC scheme described as a repetitive process of the form (6) has the robust stability along the trial process over the finite frequency ranges defined in Table 1 and all eigenvalues of \( A \) are located in the circle of radius \( r \) with center at \((-c, 0)\). Moreover, robust monotonic trial-to-trial error convergence occurs over the specified frequency intervals if there exist matrices \( Q > 0, Z > 0, W_2, W_3, W_3, Y_1, Y_2, F_1, F_2, F_3, \) a symmetric matrix \( P \) and positive scalars \( \epsilon_1, \epsilon_3 \) such that the LMIs (32) and

\[
\begin{bmatrix}
\mathcal{Y}_9 \\
\epsilon_3 E_9 \\
H_9^T \\
-\epsilon_3 I \\
0 \\
-\epsilon_3 I \\
0 \\
-\epsilon_3 I \\
\end{bmatrix} < 0, \quad (34)
\]

where

\[
E_9 = \begin{bmatrix} \beta E^T \\ E^T \\ E^T [0 \ I]^T \end{bmatrix},
\]

\[
H_9 = \begin{bmatrix} 0 \\ F \hat{W}_2^T + F_3 \hat{N} \\ 0 \end{bmatrix}
\]

are feasible. In addition, if the above LMIs hold, the corresponding matrices in the control law (5) can be selected as in (26).

**Proof:** The result follows from a straightforward application the same steps as in proof of Theorem 3 and hence omitted.

**VI. SIMULATION BASED CASE STUDY**

To illustrate the effectiveness and feasibility of the new ILC design, this section shows the applications of developed results.

**Example 1:** The first example demonstrates the control law design of (5) for a permanent magnet DC-motor using the approach given in Theorem 2. This motor might be driving (via some gears) a joint in a robot arm, which has to perform a repetitive task. The equations of the motor model have been borrowed from [20] and they are as follows

\[
\begin{bmatrix}
\dot{\alpha}(t) \\
\dot{\sigma}(t) \\
i(t)
\end{bmatrix} = \begin{bmatrix} 0 & 1 & K_e \\
0 & 0 & \frac{1}{L} \\
0 & \frac{K_e}{J} & -\frac{R}{L} \end{bmatrix} \begin{bmatrix} \alpha(t) \\
\sigma(t) \\
i(t) \end{bmatrix} + \begin{bmatrix} 0 \\
0 \\
\frac{1}{T} \end{bmatrix} u(t)
\]

\[y(t) = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} \alpha(t) \\
\sigma(t) \\
i(t) \end{bmatrix}, \quad (35)
\]

where \( \alpha \) denotes the angle of the motor shaft, \( \sigma = \dot{\alpha} \) is the angular velocity, \( u \) denotes the input voltage and \( i \) is the armature current. Clearly, the relative degree of the nominal dynamics is 3 (\( \kappa = 3 \)). Also, \( J \) is the total moment of inertia of the rotor with gears, \( K_e \) represents the motor torque constant (the same as the back-electromagnetic force constant), \( L \) is the electric inductance and \( R \) stands for the electric resistance. For the numerical simulations, we assume choose the following values \( J = 1.5 \cdot 10^{-3} \text{kgm}^2, R = 0.2 \Omega \) and \( L = 0.02 \ H, K_e = k = 9 \cdot 10^{-3} \text{V/s/ rad} \). Based on these data, we compute the control law matrices of (5) by executing the design procedure of this paper and the existing methods in [21] and [22], then compare the achieved performance. Note that the results of [21] and [22] require some extensive modifications since they cannot be directly applied to the considered example. Simply, originally they are inapplicable to systems with \( \kappa > 1 \) and without modifications they give no feasible results. On the other hand, the method in [22] allows to impose the regional pole constraint and uses a type of frequency-independent filtering and hence it avoids problems at frequencies \( \omega \simeq 0 \).

Executing the design procedure given in Theorem 2 for \( \beta = 0.7, p = -13920, q = 1000, \gamma = 0.99 \) and \( f = 0.9 \) (see sub-section IV-A) we have that the controller matrices are obtained as follows for the frequency range [1, 10] and the regional pole constraints \( C(-10, 4) \)

\[
K_1 = [-1.3322 -0.5209 -0.2298], K_2 = -1.3288 \cdot 10^{-4}
\]

It can be verified that the controlled system represented by the differential repetitive process model is stable along the trial. Clearly, \( \rho(D_0) = 0.9359 \), and \( \rho(G(\omega)) < 1 \) for all \( \omega \) in the prescribed frequency range, where \( G(\omega) \) is defined in (8). This can be seen in Figure 1 and it confirms that the design specifications are met. Using the same regional pole constraints \( C(-10, 4) \) and frequency-independent filter gain \( f = 0.9 \), the (modified) method in [22] gives

\[
K_1 = [-2.2995 -0.7877 -0.3394], K_2 = -6.5883 \cdot 10^{-6}
\]

From Figure 1 one can clearly see that the developed design procedure over the finite frequency range can yield less conservative results than the entire frequency method in [22]. Specifically, this paper method results in less value of \( \rho(G(\omega)) \) than that one in [22] and hence the tracking error convergence rate becomes faster. However, the difference between methods is not significant. Anyway, when the frequency range changed to [20,40] then effectiveness of this
The controlled dynamics were simulated over 20 trials and for each one the RMS (Root Mean Square) value of the tracking error was computed. The desired trajectory is taken as

\[ Y_d(t) = \sin(60\pi t) + 0.5 \sin(50\pi t), \quad 0 \leq t \leq 8. \]

Figure 3 shows the RMS values of the tracking error as a function of the trial number and hence it indicates the convergence speed and accuracy for ILC control schemes. Obviously, simulations of the response of the controlled systems confirm that the tracking error of the ILC systems is monotonically convergent. More importantly, one can observe that this paper method converges the error faster than the method in [22]. Additionally, it must be understood that unlike the most applicable design procedures provided in, e.g. [8], [11] or [18], there is no need to use discrete-time model of (35).

Simply, our algorithm is applied to a plant that is originally a continuous-time system and takes into account the hybrid nature of the problem, i.e., the learning is a discrete-time process (control signal update is performed for previous iteration to the current one) and the plant in is a continuous-time system.

**Example 2:** In this example the uncertain system with relative degree \( \kappa = 1 \) is considered where the state-space model is defined by the following matrices:

\[
A = \begin{bmatrix} -6 & -2 \\ 4 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0.75 \end{bmatrix}.
\]

Obviously this is a pure academic example since there is almost none continuous-time models of physical systems with relative degree \( \kappa = 1 \). For uncertainties modeled by (3), assume that

\[
E = \begin{bmatrix} 0.2 \\ 0 \end{bmatrix}, \quad F_a = [1 \ 0.75], \quad F_b = 0.5
\]

Application of the design procedure given in Theorem 4 for \( \beta = 1, \ p = -180, \ q = 100, \ \gamma = 0.95 \) and \( f = 0.9 \) gives that the controller matrices are as follows for the frequency range from 1 [rad/s] to 10 [rad/s]

\[
K_1 = [0.6236 \ 0.3226], \quad K_2 = 0.1741
\]

Again, it can be verified that the controlled system represented by differential repetitive process model is stable along the trial and therefore the robust tracking performance of the resulting ILC scheme is improved. The effectiveness between the above controllers and the controllers designed by using repetitive setting approach given by [21] is compared. Note that the method of [22] can only be applied for nominal systems and hence cannot be used for robust control law.
design here. By applying the modified version of Theorem 3 in [21] we can find the control law matrices as

\[ K_1 = [-32.9240 - 21.2431], \quad K_2 = 5.3524 \cdot 10^{-15} \]

As it is seen, \( K_2 \) gain generated by the method of [21] is very low (\( K_2 \approx 0 \)), and hence it results in very low convergence speed since \( \rho(G(j\omega)) \approx 1 \) over the chosen frequency range. On the other side, this paper method yields \( \rho(G(j\omega)) < 0.87 \). From comparison of two situations in Figure 4, the convergence rate of the developed method is significantly increased when comparing with the method of [21]. Obviously, the effectiveness of the presented ILC design is apparent.

VII. CONCLUSIONS

This paper has developed new results on the ILC problem for a class of linear continuous-time systems. Both nominal and uncertain dynamics of a given plant have been considered and design of ILC schemes based on the differential repetitive process theory has been developed. Sufficient conditions for the existence of a monotonically convergent ILC law have been obtained in LMI form and thereby allowing practically relevant control requirements over restricted frequency ranges to be imposed. A simulation based case study demonstrates the effectiveness of the new design method. It is visible that this paper design procedures outperform known alternatives so this work is an important progress. On the other hand, it should be noted that this paper methods involve more matrix variables than known alternatives and hence usually leads to more computational cost. However, the control law matrices are designed off-line and the tracking (convergence) performance is the main concern here. Since this paper methods can guarantee a lower spectral radius and hence the higher speed of tracking error convergence), their more computational cost is justified.

Future research should include a detailed investigation into the \( H_\infty \) robust performance in the presence of external bounded non-repetitive disturbances in both the state and output vectors. Another area is design of an ILC law where the more complex controller structures are used, e.g. a dynamic controller. Also the extension to multiple state and input delays should also be investigated, together with the effects of uncertainty in the state initial vector on each trial. Finally, when appropriate, experimental validation should be undertaken.

REFERENCES

[1] H.-S. Ahn, Y. Chen, and K. L. Moore, “Iterative learning control: Brief survey and categorization,” IEEE Trans. Syst. Man, Cybern. C Appl. Rev., vol. 37, no. 6, pp. 1099–1121, Nov. 2007.
[2] D. A. Bristow, M. Tharayil, and A. G. Alleyne, “A survey of iterative learning control: A learning-based method for high performance tracking control,” IEEE Control Syst. Mag., vol. 26, no. 3, pp. 96–114, Jun. 2006.
[3] D. H. Owens, Iterative Learning Control. An Optimization Paradigm. London, U.K.: Springer-Verlag, 2016.
[4] Y. Wang, F. Gao, and F. I. Doyle, “Survey on iterative learning control, repetitive control, and run-to-run control,” J. Process Control, vol. 19, no. 10, pp. 1589–1600, Dec. 2009.
[5] M. Norrif, “An adaptive iterative learning control algorithm with experiments on an industrial robot,” IEEE Trans. Robot. Autom., vol. 18, no. 2, pp. 245–251, Apr. 2002.
[6] L. Wang, R. Zhang, and F. Gao, Iterative Learning Stabilization and Fault-Tolerant Control for Batch Processes. Singapore: Springer, 2020.
[7] E. Rogers, K. Galkowski, and D. H. Owens, Control Systems Theory and Applications for Linear Repetitive Processes (Lecture Notes in Control and Information Sciences), vol. 349. Berlin, Germany: Springer-Verlag, 2007.
[8] W. Paszke, E. Rogers, and K. Galkowski, “Experimentally verified generalized KYP lemma based iterative learning control design,” Control Eng. Pract., vol. 53, pp. 57–67, Aug. 2016.
[9] N. Amann, “Optimal algorithms for iterative learning control,” Ph.D. dissertation, Dept. Centre Syst. Control Eng., Univ. Exeter, Exeter, U.K., 1996.
[10] D. Shen and Y. Wang, “Survey on stochastic iterative learning control,” J. Process Control, vol. 24, no. 12, pp. 64–77, Dec. 2014.
[11] T. D. Son, G. Pipeleers, and J. Swevers, “Robust monotonic convergent iterative learning control,” IEEE Trans. Autom. Control, vol. 61, no. 4, pp. 1063–1068, Apr. 2016.
[12] T. Iwasaki and S. Hara, “Generalized KYP lemma: Unified frequency domain inequalities with design applications,” IEEE Trans. Autom. Control, vol. 50, no. 1, pp. 41–59, Jan. 2005.
[13] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequalities in System and Control Theory. Philadelphia, PA, USA: SIAM, 1994.
[14] P. Gahinet and P. Apkarian, “A linear matrix inequality approach to \( H_\infty \) control,” Int. J. Robust Nonlinear Control, vol. 4, no. 4, pp. 421–448, 1994.
[15] I. R. Petersen, “A stabilization algorithm for a class of uncertain linear systems,” Syst. Control Lett., vol. 8, no. 4, pp. 351–357, Mar. 1987.
[16] W. Paszke, E. Rogers, and K. Galkowski, “KYP lemma based stability and control law design for differential linear repetitive processes with applications,” Syst. Control Lett., vol. 62, no. 7, pp. 560–566, Jul. 2013.
[17] L. Wang, W. Wang, J. Gao, and W. Chen, “Stability and robust stabilization of 2-D continuous-discrete systems in roesser model based on KYP lemma,” Multidimensional Syst. Signal Process., vol. 28, no. 1, pp. 251–264, Jan. 2017.
[18] D. Meng, Y. Jia, J. Du, and F. Yu, “Robust learning controller design for MIMO stochastic discrete-time systems: An \( H_\infty \)-based approach,” Int. J. Adapt. Control Signal Process., vol. 25, no. 7, pp. 653–670, Jul. 2011.
[19] T. Iwasaki and S. Hara, “Feedback control synthesis of multiple frequency domain specifications via generalized KYP lemma,” Int. J. Robust Nonlinear Control, vol. 17, nos. 5–6, pp. 415–434, 2007.
[20] G. Weiss and M. Hafele, “Repetitive control of MIMO systems using \( H_\infty \) design,” Automatica, vol. 35, no. 7, pp. 1185–1199, Jul. 1999.
[21] M. Boski, W. Paszke, and E. Rogers, “Application of a frequency-discretization technique for stability and control of uncertain differential linear repetitive processes,” in Proc. 23rd Int. Conf. Methods Models Automat. Robot. (MMAR), Aug. 2018, pp. 658–663.
[22] S. Ben Atitia, H. E. Ouelfelli, and S. Salhi, “ILC-tracking control design for repetitive continuous-time linear system using D-stability along the pass,” in Proc. 14th Int. Multi-Conf. Syst., Signals Devices (SSD), Mar. 2017, pp. 574–579.
LEI WANG received the master’s degree in control theory and control engineering from Anhui Polytechnic University, China, in 2015. He is currently pursuing the Ph.D. degree with the Key Laboratory of Advanced Process Control for Light Industry, Ministry of Education, Jiangnan University, China. He studied at the Yunlin University of Science and Technology, Taiwan, in 2014. From 2018 to 2019, he studied at the University of Zielona Góra, Poland, and the University of Southampton, U.K. He joined the Prince of Songkla University, Thailand, in 2013. His research interest includes iterative learning control.

HUIZHONG YANG received the Ph.D. degree in control theory and control engineering from the East China University of Science and Technology, China, in 2001. She is currently a Professor with the Key Laboratory of Advanced Process Control for Light Industry, Ministry of Education, Jiangnan University, China. Her research interest includes modeling and control of complex industrial process.

WOJCIECH PASZKE (Member, IEEE) received the M.Sc. and Ph.D. degrees in electrical engineering from the Technical University of Zielona Góra, in 2000 and 2005, respectively. From 2008 to 2010, he was a Control Systems Expert on high precision positioning of electron microscope with the Eindhoven University of Technology, The Netherlands. He is currently with the Institute of Automation, Electronic and Electrical Engineering, University of Zielona Góra, Poland. His research interests include multidimensional (nD) systems, repetitive processes, iterative learning control schemes, and convex optimization in robust control problems.

HONGFENG TAO received the Ph.D. degree in control theory and control engineering from the Nanjing University of Aeronautics and Astronautics, China, in 2009. He is currently a Professor with the Key Laboratory of Advanced Process Control for Light Industry, Ministry of Education, Jiangnan University, China. His research interests include iterative learning control, fault diagnosis, and fault tolerant control for repetitive dynamical process.