Application of Multimodel Superensemble Technique on the TIGGE Suite of Operational Models
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Abstract: One widely recognized portal which provides numerical weather prediction forecasts is “The Observing System Research and Predictability Experiment” (THORPEX) Interactive Grand Global Ensemble (TIGGE), an initiative of WMO project. This data portal provides forecasts from 1 to 16 days (2 weeks in advance) for many variables such as rainfall, winds, geopotential height, temperature, and relative humidity. These weather forecasting centers have delivered near-real-time (with a delay of 48 hours) ensemble prediction system data to three TIGGE data archives since October 2006. This study is based on six years (2008–2013) of daily rainfall data by utilizing output from six centers, namely the European Centre for Medium-Range Weather Forecasts, the National Centre for Environmental Prediction, the Center for Weather Forecast and Climatic Studies, the China Meteorological Agency, the Canadian Meteorological Centre, and the United Kingdom Meteorological Office, and make consensus forecasts of up to 10 days lead time by utilizing the multimodal multilinear regression technique. The prediction is made over the Indian subcontinent, including the Indian Ocean. TRMM3B42 daily rainfall is used as the benchmark to construct the multimodel superensemble (SE) rainfall forecasts. Based on statistical ability ratings, the SE offers a better near-real-time forecast than any single model. On the one hand, the model from the European Centre for Medium-Range Weather Forecasts and the UK Met Office does this more reliably over the Indian domain. In a case of Indian monsoon onset, 05 June 2014, SE carries the lowest RMSE of 8.5 mm and highest correlation of 0.49 among six member models. Overall, the performance of SE remains better than any individual member model from day 1 to day 10.
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1. Introduction

Prediction of day-to-day weather is becoming critical for most purposes. Many forecasting centers such as the National Centre for Environmental Prediction (NCEP), the United Kingdom Meteorological Office (UKMO), and the European Centre for Medium-Range Weather Forecasts (ECMWF) are issuing 6–7 days of forecasts with greater confidence [1,2]. Individual models’ performance is enhancing due to advanced physics for higher horizontal resolution, better quality in situ data, and the incorporation of data assimilation techniques [3]. One of the essential components of today’s prediction success goes to more data being available for data assimilation. A reliable two week forecast for rain is highly desirable for agricultural uses [4]. Most of the farmlands in India are monsoonal rain-fed for rice crops.

Furthermore, these regions are vulnerable to drought and flood events. Timely advanced information could help farmers plan appropriate seeding cultivating and other field
activities, which will surely help to enhance crop production. There is a need for accurate models to forecast from daily to the medium-range time scale in this case. The accuracy of each model varies from region to region and day-to-day. Most of the weather prediction centers are engaged in improving the model’s forecast, including the model’s uncertainty, error, and need for improvements [5–7]. To consider better forecasting of rainfall, a statistical tool like multimodel has shown relatively better results [8,9]. Over the Indian region, single model and multimodel techniques were designed to predict and improve rainfall forecasts from the statistical postprocessing of model outputs [10]. Operational weather forecasting centers use ensemble techniques that involve several model-based ensembles as well as multimodel ensembles. These centers are the National Centre for Medium Range Weather Forecasting (NCMRWF)-India [11], NCEP-USA [12], and APEC Climate Center (APCC) South Korea [13].

Here, we implemented the multimodel superensemble (SE) technique for a set of global operational models to emphasize this technique’s strength for operational forecasts in real-time for Indian monsoon regions. The observed rainfall rate requirement for the global SE technique is fulfilled using rainfall estimates from the Tropical Rainfall Measuring Mission (TRMM). The need for member models for SE is achieved by the use of model outputs from “The Observing System Research and Predictability Experiment” (THORPEX) Interactive Grand Global Ensemble (TIGGE). One of its main objectives is to enhance collaboration in the development of ensemble prediction between operational centers and universities by increasing the availability of Ensemble Prediction System (EPS) data for research. It routinely provides real-time daily weather forecasts from ten global centers. It is a crucial component of the World Weather Watch Programme that attempts to improve the forecast skill for medium-range scales of 1 day to 2 weeks and bridges the gap between the academic and operational worlds [14]. These weather forecasting centers have delivered near-real-time (with a delay of 48 hours) EPS data to three TIGGE data archives since October 2006. Various skill matrices and performance statistics of rainfall forecast are mentioned in [15,16].

2. Datasets and Methodology

2.1. Datasets of the TIGGE Suite

We utilize the TIGGE suite of ensemble forecast data in this study. This suite consists of 10 global numerical weather prediction centers with a dataset starting from October 2006. These centers are the European Centre for Medium-Range Weather Forecasts (ECMWF), the National Centre for Environmental Prediction (NCEP), the Center for Weather Forecast and Climatic Studies (CPTEC), the China Meteorological Agency (CMA), the Canadian Meteorological Centre (CMC), the United Kingdom Meteorological Office (UKMO), the Australian Bureau of Meteorology (BOM), the France Meteorological Agency (Meteo-France), the Korea Meteorological Agency (KMA), and the Japan Meteorological Agency (JMA). We use outputs from six centers—CMA, CMC, CPTEC, ECMWF, NCEP, and UKMO—and use the SE approach to create consensus predictions of up to 10 days of lead time. The six models were selected on the basis of their consistency in runtime and the predicted availability of valid data (12 UTC). Validity time was taken to be 12 UTC to validate the totals of normal TRMM precipitation. While there is a network of observation stations in the National Meteorological and Hydrological Centers (NMHCs) worldwide, they are not dense enough. Thus, data from such stations are not necessary. TRMM, which is a joint venture between the National Aeronautics and Space Agency (NASA) and Japan Aerospace Exploration Agency (JAXA), is, therefore, a great idea as they provide high-resolution data spanning the entire globe [17–20]. TRMM3B42 daily accumulated rainfall data are used in this study, available from 01 Jan 1998 to 30 Sep 2014. The resolution of TRMM3B42 rainfall data is $0.25^\circ \times 0.25^\circ$ in space. Forecast datasets from TIGGE and rain rates from TRMM (accumulated daily totals) were regridded to 25km standard resolution using bilinear interpolation method and were used to construct an SE precipitation forecast at each grid point. We have selected the above six models’ forecasts up to 10 days lead time every day.
at 12 UTC for Indian summer monsoon seasons June, July, August, and September (JJAS) from 2008 to 2013, the six years for this study. Based on the total number of 122 days in a JJAS season and the total of 732 cases that were present in six years (2008–2013), most cases would most likely be appropriate for depicting the features of a forecasting algorithm. This research refers only to precipitation variables that are highly stochastic in nature and, preferably, its accurate prediction involves a more complex and more detailed modeling compared to the other variables.

The majority of the numerical weather prediction centers in the world operate models that span the entire globe, and the TIGGE archive provides access to the TIGGE data after the forecast’s initial time [14,21]. The main characteristics of the six selected ensemble prediction systems tested are shown in Table 1.

| Centers | Horizontal Resolution | Vertical Resolution | Ensemble Members | Initial Condition Perturbations | Forecast Length | Forecast Frequency | Start Date |
|---------|-----------------------|---------------------|------------------|---------------------------------|----------------|-------------------|------------|
| CMA (China) | T213 (0.5625) | 31 | 14 | BVs (globe) | 10 days | 12 UTC | 15 May 2007 |
| CMC (Canada) | TL149 (1.2°) | 28 | 20 | EnKF (globe) | 16 days | 12 UTC | 03 Oct. 2007 |
| CPTEC (Brazil) | T126 (0.9474°) | 28 | 14 | EOF (45S-30N) | 15 days | 12 UTC | 01 Feb. 2008 |
| ECMWF (Europe) | TL399 (0.45°) TL255 (0.7°) | 62 | 50 | SVs (globe) | 0–10 days 10–15 days | 12 UTC | 01 Oct. 2006 |
| NCEP (USA) | T126 (0.9474°) | 28 | 20 | ET (globe) | 16 days | 12 UTC | 05 Mar. 2007 |
| UKMO (UK) | 1.25° × 0.83° | 38 | 23 | ETKF (globe) | 15 days | 12 UTC | 01 Oct. 2006 |

2.2. Methodology

As given in [9,22], the creation of a multimodel superensemble (SE) prediction is accomplished at a given grid point by using the following expression that relates the model forecasts and observed state to SE forecast as,

$$\text{SE}_t = \sum_{k=0}^{N} a_k (F_{kt} - \overline{F}_k) + \overline{O}$$

where $\overline{O}$ = temporal mean of observed state, $k$ = model index, $a_k$ = coefficients for a model $k$, $N$ = number of models, $\overline{F}_k$ = temporal mean of prediction by model $k$ during the training period, and $F_{kt}$ = forecast from model $k$. The coefficients are computed at each grid point by minimizing the following function:

$$G = \sum_{t=0}^{T} (\text{SE}_t - O_t)^2$$

where $O_t$ is the observed state, $t$ represents time, and $T$ stands for the training period’s length. The stabilized coefficients are obtained by the least square minimization of errors from the anomaly correlation matrix obtained by substituting Equation (1) into Equation (2). The transform equation after minimization with respect to the coefficients can be represented in the form of a normal equation of the form as in Equation (3).

$$\sum_{k=0}^{N} a_k R_{jk} = S_j$$
where we define $R_{jk} = \sum_{t=0}^{T} (F_{jt} - \bar{F}_j)(F_{kt} - \bar{F}_k)$ and $S_j = \sum_{t=0}^{T} (O_t - \bar{O})(F_{jt} - \bar{F}_j)$.

The matrix $R$ depends only on the basis functions, and it does not involve the values of the observed data. We utilize the singular value decomposition (SVD) methodology to compute the coefficients. The SVD method removes the singular matrix problem that cannot be solved with the Gauss–Jordan elimination method [23].

We did not show the results from the ensemble mean where there were equal coefficients. Ensemble mean is the baseline criterion for any technique of assigning unequal coefficients such as SE that often performs better than ensemble mean [24].

The superensemble method makes a calculation of the coefficients by reducing collective local biases in space and time for different variables from different models. The multimodel superensemble utilizes multiple coefficients against the reduction in any systemic errors. This is computationally inexpensive and can be run in real-time in a very short period of time. There are a number of published studies on the application of SE technique which show its implementation of many other variables, regions, and hurricane real-time forecasting where this technique emerges as a more reliable postprocessing tool [24].

3. Results

3.1. Model Performances for 1–10 Days

We first ask the question of how each model performs against the observation at each grid point. This information is beneficial to know for each model in identifying its regional skills. For this purpose, a sample of precipitation forecast skills in the form of absolute minimum error is illustrated in Figure 1a–j for days 1 through 10. At each grid point of the domain, model performance is evaluated. A member model, which carries the smallest absolute error among others, is represented for day 1 to 10 at that grid point of the domain. A few noteworthy observations could be made in the spatial distribution in panels (a) through (i) that the best model carrying the orange color is the UKMO model, which outperformed all operational models. Over the ocean, the UK Met Office model, NCEP, ECMWF, and CPTECH perform well for all days, but the performance of the CMA and CMC model is inferior. Another critical point drawn from the figure is that not a single model color covers the entire domain. Still, all models show their significance in terms of best absolute error locally.

This also shows that it is not wise to rely on forecasts from a single model. Extracting useful information from the worst and good operational models becomes essential and the first step towards achieving the best forecast from currently available resources. For this purpose, it is vital to extract useful information from the history of the forecast data and correcting the estimates based on that information.

3.2. Stability of Coefficients

SE is one such technique based on the least square minimization of errors from the anomaly correlation matrix. It assigns the unequal coefficients to each model at each grid point based on their performance history during the training phase, which performs better than the equal coefficients base criteria [24]. In the multimodel SE technique, coefficients can be positive or negative, which is one of the benefits over ensemble mean, where coefficients are positive only. Therefore, it becomes essential to have an SE forecast, which is a single model consensus forecast based on the best available operational models. This is conducted by comparing the model forecasts with TRMM analysis fields at each grid point, having the primary objective of developing statistics based on the least square fit. It adopts a particular way of assigning coefficients to the models derived from their past performance. It awards positive, negative, and even fractional coefficients, thereby eliminating the model’s overfitting. It, therefore, evaluates model biases geographically. We carried out the regression coefficients’ stability analysis against the training phase periods to obtain the optimal value of regression coefficients. Out of 732 days of JJAS ((30 + 31 + 31 + 30) * 6), the first 600 days were used in the training phase to calculate stable statistical coefficients. A safe selection was rendered by using the best projection that satisfies the
stability criteria on the spatially averaged curve of the data in Figure 2a. While robust results can be obtained from a large number of cases, a minimum number of 90 days is also used in the training phase in the study [24], where there is a restricted number of cases available for training phases.

Figure 1. This figure shows the % of discrepancies from different models with 95% CI for precipitation predictions valid from day 1 to day 10.

Figure 2a shows six member models’ (day one forecasts) domain-averaged regression coefficients. In the figure, the abscissa indicates the number of training days, which are being increased cumulatively with a step size of 10 days. The ordinate shows corresponding domain-averaged coefficients. The spatial average coefficients vary positively only in the range [0.07–2.2] for the Indian domain only, which can also be validated in the spatial distribution of coefficients shown in Figure 2b–g. There are a number of studies to find criteria from for temporal stability in regression models for a minimum number of cases. The authors in [24] claim that 90–120 days are sufficient to obtain reliable coefficients, which can also be seen in Figure 2a, in which coefficients start to become stable (parallel to abscissa). We also can see that almost all models (except CMA and NCEP) have achieved stable values after 130 training cases. All models acquire stable values after 545 days. Therefore, the use of 600 training days for this study is justified and safe. These coefficients are then passed to the forecast phase and used to construct the SE real-time forecasts for onset dates during the southwest monsoon of 2014.
results can be obtained from a large number of cases, a minimum number of 90 days is also used in the training phase in the study [24], where there is a restricted number of cases available for training phases.

Figure 2. represent (a) the stability analysis of spatial average coefficients and (b–g) spatial distribution of coefficients after training of 600 days, consisting of six member models in the training phase of the multimodel SE.

3.3. Rainfall Variability from 6 Models

The onset of the southwest monsoon over Kerala signals the monsoon’s arrival over the Indian subcontinent and represents the beginning of India’s rainy season. We applied these stable coefficients to the real-time case studies with a forecast lead time of 10 days.

The spatial distribution of precipitation on the onset date 05 June 2014 (day one forecast only) for the observed, SE, and member models are shown in Figure 3.

The above figure points out the incapability of numerical weather prediction models to accurately represent the observed rainfall. They either overestimate or underestimate the rainfall values. The location of precipitation maxima does not agree with observation closely. Only SE and ECMWF were able to capture the event adequately in terms of area. Skill forecasts of precipitation demonstrate that it is possible to obtain higher skills for precipitation forecasts for days 1 through 10 of projections from the use of the SE compared to the best model in the suite. The higher skills of the SE make it a handy tool for such real-time events. The following two examples, each shown as a spatial distribution of the SE on the onset date (5 June 2014) and on the demise date (13 September 2014). These are seen in the form of spatiotemporal position on Figures 4a–j and 5a–j with the corresponding TRMM observed shown on Figures 4k–t and 5k–t of the Indian summer monsoon during the forecast span of 10 days from day 1 to day 10, respectively.

The above work is materialized in real-time, and one example of ten SE precipitation forecast valid at 12 UTC (05–14 June) onset date is shown in Figure 4. After the onset date (5 June 2014), the monsoon’s progress can be seen over the Indian landmass. Another example in Figure 5 for monsoon Isochrones’ withdrawal (blue lines) for 13 September 2014 is shown from SE forecasts. The SE forecast shows a systematic withdrawal of the southwest monsoon.
The spatial distribution of precipitation on the onset date 05 June 2014 (day one forecast only) for the observed, SE, and member models are shown in Figure 3. Figure 3. Spatial plot of observed TRMM, SE, and member models precipitation (mm) for 05 June 2014 (day one), 12 UTC.

The above figure points out the incapability of numerical weather prediction models to accurately represent the observed rainfall. They either overestimate or underestimate the rainfall values. The location of precipitation maxima does not agree with observation closely. Only SE and ECMWF were able to capture the event adequately in terms of area. Skill forecasts of precipitation demonstrate that it is possible to obtain higher skills for precipitation forecasts for days 1 through 10 of projections from the use of the SE compared to the best model in the suite. The higher skills of the SE make it a handy tool for such real-time events. The following two examples, each shown as a spatial distribution of the SE on the onset date (05 June 2014) and on the demise date (13 September 2014). These are seen in the form of spatiotemporal position on Figure 4a–j and Figure 5a–j with the corresponding TRMM observed shown on Figure 4k–t and Figure 5k–t of the Indian summer monsoon during the forecast span of 10 days from day 1 to day 10, respectively.

The above work is materialized in real-time, and one example of ten SE precipitation forecast valid at 12 UTC (05–14 June) onset date is shown in Figure 4. After the onset date (5 June 2014), the monsoon’s progress can be seen over the Indian landmass. Another example in Figure 5 for monsoon Isochrones’ withdrawal (blue lines) for 13 September 2014 is shown from SE forecasts. The SE forecast shows a systematic withdrawal of the southwest monsoon.

Figure 4. First two rows (a–j) are ten days’ real-time SE forecast, and the last two rows (k–t) from TRMM observed precipitation (mm) 12UTC (05–14 June).
Prediction of the onset day of the Indian summer monsoon rainfall remains an important topic for monsoon meteorologists. Figure 6 shows the RMSE and correlation on 5 June 2014 up to day 10. SE carries the lowest RMSE and highest correlation from day 1 to day 10. Among six member models, SE carries the lowest RMSE of 8.5 mm/day and highest correlation of 0.49.
We have shown the qualitative effect of the spatial distribution of rainfall, which we further quantitatively demonstrated in the form of their systematic errors, root mean square errors, and their standard deviations from the observed. All these quantitative numbers can be combined in the form of a Taylor diagram. Figure 7a–d show skills based on the Taylor diagram [25] for the few case studies of dates 01 June 2014, 05 June 2014, 01 July 2014, and 10 July 2014. This is a polar diagram. The radial direction carries a normalized standard deviation of the forecasts of all models and SE (normalized concerning the observed TRMM rainfall estimates for each day). The azimuth in these four diagrams carries the spatial correlation of the forecasts. These are forecasts from day 1 to day 10 assigned to each day’s forecast with a single dot with the forecast day number. The color scheme is explained in the legend of the illustration. Values closer to 0 for the normalized deviation denote a good forecast, and values closer to the REF point along the azimuth are good forecasts [25].

Figure 7. Four examples of ten-day forecasts of member models (colored dot) and the SE (red dots) are shown in the Taylor diagram. The radial axis denotes the normalized standard deviations and the azimuthal coordinate represents the spatial correlations. This illustration includes results for (a) 01 Jun. 2014, (b) 05 Jun. 2014, (c) 01 Jul. 2014, and (d) 10 Jul. 2014; the dates of the forecast are identified by small print forecast days.

Figure 7 shows the normalized values of the RMSE, correlation, and standard deviation from day 1 to day 8 of the forecast on four selected days of 2014. The clustering of importance relative to these optimal skills is best seen for the SE denoted by red dots. The member models show a more extensive spread of errors in comparison. A careful glance at the case study starting on 01 June 2014 in Figure 7a show the clustering of red points for ten days. This refers to the degradation of skill scores, being the least in the case of SE,
whereas all other models show a large spread of metric points, which indicates a relatively fast decreasing skills with time for member models. Similar information can be drawn from the other cases in Figure 7b–d. It is also observed from the results that ECMWF forecasts outperform all other ensemble members, and the CPTEC model forecast shows the lowest skill in terms of Root Mean Square Error (RMSE) and Correlation Coefficient (CC). The overall conclusion drawn from the Taylor diagram is that SE techniques possess the best skill score for domain-averaged rainfall. SE shows a standard deviation of ~0.42mm and correlation of ~0.49 for 05 June 2014, on the onset day of the Indian monsoon. We have developed a real-time package that can be used for the forecast of rainfall two weeks in advance, consisting of six ensemble members with the option to add more members. We have also submitted SE forecasts to the USA-based company Weather Predict Consulting Inc. for the complete season (JJAS) of 2014.

4. Conclusions

SE as a postprocessing tool reduces the systematic biases from a suite of member models to provide a better forecast. This study consists of six global models’ datasets bilinearly interpolated to 25km of horizontal resolution. The comparison and analysis are made among member models and SE. Among member models, ECMWF and UKMO perform equally well with rainfall prediction. It is possible to acquire day 1 to day 10 rainfall prediction with greater confidence than a single model using the SE technique. The skill of the performance of the prediction degrades from day 1 to day 10. It does not decrease monotonously.

The limitation of SE is that its skill depends on the skills of constituting member models. Therefore, high-skill member models are required to improve the SE forecasts further. On the onset day (05 June 2014) of the Indian summer monsoon, SE shows a standard deviation of ~0.42mm, correlation of 0.49, and RMSE 8.5 mm, which is the best among all member models. Ensemble techniques could be regarded as an objective way to extract information from the history of constituting models and improving future predictions. In addition to the aforementioned SE technique, there are many other methods available for preparing suited statistics from the record for future forecast improvement [26–28]. However, statistical methods have certain limitations though, e.g., the SE forecast is not suitable for extreme events if models cannot predict them; therefore, it becomes vital to improve the single model forecast itself. To use the Observing Systems Capability Analysis and Review (OSCAR) tool for geophysical variables, which have the qualities of uncertainty, horizontal resolution, vertical resolution, observing period, timeliness, and stability, the system must first have perfect acquisition of the data. SE depends on the models used in the mixture models. Besides the enhancement in horizontal and vertical resolution of the datasets, the consistency of the final forecast product also improved. Finally, the forecast data from SE are extremely promising for any kind of time-scale data such as from minutes to the decadal scale.
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