Polyakov loop in 2+1 flavor QCD from low to high temperatures
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We study the free energy of a static quark in QCD with 2+1 flavors in a wide temperature region, $116 \text{ MeV} < T < 5814 \text{ MeV}$, using the highly improved staggered quark (HISQ) action. We analyze the transition region in detail, obtain the entropy of a static quark, show that it peaks at temperatures close to the chiral crossover temperature and also revisit the temperature dependence of the Polyakov loop susceptibilities using gradient flow. We discuss the implications of our findings for the deconfinement and chiral crossover phenomena at physical values of the quark masses. Finally, a comparison of the lattice results at high temperatures with the weak-coupling calculations is presented.

PACS numbers: 12.38.Gc, 12.38.-t, 12.38.Bx, 12.38.Mh

I. INTRODUCTION

As the temperature is increased, strongly interacting matter undergoes a transition to a state with different properties than the vacuum at zero temperature. Deconfinement of gluons and quarks, restoration of chiral symmetry and screening of color charges are the key properties of this thermal medium (for recent reviews see e.g. \cite{1–3}).

The expectation value of the Polyakov loop is a sensitive probe of the screening properties of the medium. In SU(N) gauge theories the Polyakov loop is an order parameter for deconfinement. At the transition temperature, both the bare and the renormalized Polyakov loop exhibit a discontinuity and their fluctuations diverge. Hence, the bare Polyakov loop is used to study the deconfinement phase transition in SU(N) gauge theories, in particular the bare Polyakov loop susceptibility is used to define the phase transition temperature (see e.g. Ref. \cite{4}). To what extent it is a sensitive probe of deconfinement in QCD with light dynamical quarks is not quite clear in view of the crossover nature of the transition \cite{5}. In particular, it is not clear if it is possible to define a crossover temperature from the bare Polyakov loop, since it is a continuous quantity in the crossover region. In recent years the deconfinement transition in QCD with light dynamical quarks has been studied in terms of fluctuations and correlations of conserved charges, which indicate the appearance of quark degrees of freedom just above the chiral transition temperature \cite{6–9}.

After proper renormalization the expectation value of the renormalized Polyakov loop is related to the free energy, $F_Q$, of a static quark \cite{10,11}

$$L_{\text{ren}} = \exp(-F_Q/\beta).$$ (1)

The renormalized Polyakov loop, or equivalently the free energy of a static charge $F_Q$ has been studied in SU(N) gauge theories in a wide temperature interval \cite{11–13}. Comparisons of the lattice results with weak-coupling calculations have also been performed up to next-to-leading order (NLO) \cite{14} and up to next-to-next-to-leading order (NNLO) \cite{15}.

The renormalized Polyakov loop has been computed in QCD with dynamical quarks for various quark flavor content and quark masses \cite{18–20}. Continuum extrapolated results with physical quark masses exist for staggered fermion formulations \cite{23,25,26}. For large quark masses continuum results are also available for overlap and Wilson fermion formulations \cite{27,28}. Unfortunately, none of the above studies extend to sufficiently high temperature to make contact with weak-coupling calculations.

The relation of the Polyakov loop to the nature of the QCD crossover remains unclear. For large quark masses the deconfinement crossover defined in terms of the Polyakov loop and the chiral crossover defined in terms of the chiral condensate happen at about the same temperature \cite{18–20}. In the crossover region, both the Polyakov loop and the chiral condensate change rapidly and their fluctuations become large. For physical values of the quark masses the situation may be different. In Refs. \cite{30,31} it was found that the deconfinement crossover defined in terms of the renormalized Polyakov loop happens at temperatures significantly higher than the chiral crossover temperature defined as the maximum of the chiral susceptibility. The study of ratios of fluctuations of the imaginary and real parts of the Polyakov loop in Ref. \cite{32} suggested that the deconfinement and chiral crossover happen at about the same temperature. However, as this study used an ad-hoc renormalization pre-
peratures as well as in a previous study of the quark number susceptibilities at high temperatures. Further gauge configurations have been generated for \( N_\tau = 10 \) and 12 to reduce uncertainties of the free energy at low temperatures and achieve sufficient resolution of the peak of \( S_Q \).

The gauge configurations have been generated in the range of gauge coupling \( \beta = 5.90 - 9.67 \) with \( \beta = 10/g_0^2 \) using the rational hybrid Monte-Carlo (RHMC) algorithm and the MILC code. Details on the HISQ action implementation in the MILC code can be found in [34]. The lattice spacing \( a \) has been fixed by the \( r_1 \) scale and we use the parametrization of \( r_1/a \) given in Ref. [34]. Using this parametrization we find that the above \( \beta \) range corresponds to a temperature range of 116 MeV < \( T < 5814 \) MeV. The Polyakov loop has been calculated after each molecular dynamic time unit (TU). For temperatures \( T < 407 \) MeV the accumulated statistics corresponds to 30 – 60 thousands of TUs. At higher temperatures in many cases far fewer gauge configurations are available. The details on collected statistics are given in Appendix A.

The Polyakov loop on the lattice is defined as

\[
P(x) = \frac{1}{3} \text{Tr} \prod_{x_0=0}^{N_\tau-1} U_\mu(x, x_0),
\]

where \( U_\mu(x = (x, x_0)) \) are the lattice link variables. The bare expectation value of the Polyakov loop will be denoted by \( L_{\text{bare}} \) in what follows, \( f_{Q, \text{bare}} = \langle P \rangle \). Since the expectation value of the Polyakov loop is independent of \( x \) we average the Polyakov loop over the entire spatial volume. Our results for the bare Polyakov loop are summarized in Fig. 1 in terms of the scaled bare static quark free energy \( f_Q = f_{Q, \text{bare}}/T \). As one may see from the figure, \( f_Q \) decreases for increasing \( \beta \) and for decreasing \( N_\tau \). The continuum limit at fixed temperature would be reached by varying \( N_\tau \) and \( \beta \) simultaneously in the limit \( N_\tau \to \infty \), following lines going from the lower left corner into the direction of the upper right corner. Since \( f_{Q, \text{bare}} \) diverges as one proceeds along these lines, the continuum limit of \( f_Q \) is not defined. Thus, we must subtract this divergence before taking the continuum limit. We will discuss this in the next section.

II. LATTICE QCD SETUP

We perform calculations of the bare Polyakov loop at nonzero temperature on \( N_\sigma \times N_\tau \) lattices with \( N_\tau = 4, 6, 8, 10 \) and 12, and the aspect ratio of \( N_\sigma/N_\tau = 4 \) using the highly improved staggered quark (HISQ) action [32]. The gauge configurations have been generated by the HotQCD Collaboration [24, 34], in the course of studies of quark number susceptibilities at high temperatures [35, 50] as well as in a previous study of the renormalized Polyakov loop with the HISQ action [25].

We required additional gauge configurations and generated these using the SuperMUC and C2PAP computers at Leibniz Rechenzentrum (LRZ) in Garching. Additional gauge configurations have been generated for \( N_\tau = 4, 6 \) and 8 to calculate the Polyakov loop at very high temperatures. Further gauge configurations have been generated for \( N_\tau = 10 \) and 12 to reduce uncertainties of the free energy at low temperatures and achieve sufficient resolution of the peak of \( S_Q \).

The rest of the paper is organized as follows. In Sec. II we discuss our lattice setup. In Sec. III we discuss the renormalization of the Polyakov loop using the static quark antiquark energy at zero temperature. In Sec. IV our results on the entropy of a static quark will be presented. Sec. V will show how to extend the lattice calculations of the static quark free energy to higher temperatures. In Sec. VI we will discuss the calculation of the renormalized Polyakov loop and its susceptibility using the gradient flow. The free energy of a static quark in the high temperature region will be compared to the weak-coupling results in Sec. VII. Finally, Sec. VIII contains our conclusions. Some technical details of the calculations will be given in the appendices.

FIG. 1. The bare free energy of a static quark \( f_Q^{\text{bare}} = F_Q^{\text{bare}}/T = -\log L_{\text{bare}} \) as function of the gauge coupling \( \beta \) for different \( N_\tau \) values.
III. REINORMALIZATION OF THE POLYAKOV LOOP AND THE CONTINUUM EXTRAPOLATION

The Polyakov loop needs multiplicative renormalization [35]. This means that the free energy of a static quark $F_Q$ needs an additive renormalization. The additive renormalization of $F_Q$ is related to the additive renormalization of the energy of a static quark antiquark $(Q\bar{Q})$ pair at zero temperature. The static quark antiquark free energy $F_Q\bar{Q}(r,T)$ agrees with the static quark antiquark energy at zero temperature at short distances once a finite additive term due to trivial color factors is included [11]. On the other hand $F_Q\bar{Q}(r \to \infty, T) = 2F_Q(T)$ [10, 11]. Therefore, the renormalization constant of $F_Q$, which we denote by $C_Q$, is half of the renormalization constant of the static energy at zero temperature.

To determine the normalization constant $C_Q$ we require that the static $Q\bar{Q}$ energy for zero temperature at a distance $r = r_0$ is equal to 0.954/r_0 [24]. This normalization condition is equivalent to normalizing the static energy to 0.2065/r_1 [33] at a distance $r = r_1$. Normalizing the static energy at $r_1$, i.e. at shorter distances has the advantage of reducing the statistical errors at large $\beta$, while the normalization at distance $r_0$ is more suitable for coarser lattices, i.e. smaller values of $\beta$. Using the lattice results on the static $Q\bar{Q}$ energy from Ref. [24] and normalizing them to 0.954/r_0 for $\beta \leq 6.488$ we determine $r_0C_Q$. Then using the results on the static $Q\bar{Q}$ energy at higher $\beta$ from Refs. [24, 34] and normalizing those to 0.2065/r_1 we determine $r_1C_Q$. Finally using $r_1/a$ and $r_0/a$ from Refs. [24, 34] we calculate the values of the normalization constant in lattice units $aC_Q(\beta) = c_Q(\beta)$ which are shown in Fig. 2 and tabulated in Appendix A.

Note that since $C_Q$ has a $1/a$ divergence, $c_Q$ is finite and is a slowly varying function of $\beta$. Once the cutoff dependence is rephrased in terms of the lattice spacings $a(\beta)$, we may write $C_Q = b/a + c + O(a^2)$. The divergence $b/a$ cancels against the divergence of the bare free energy. The constant $c$ is a scheme dependent constant, which depends on the distances $r_0$ or $r_1$, but is independent of the lattice spacing. Since the leading higher order corrections are suppressed by $a_\alpha a^2$ for the HISQ/Tree action, the derivative in $a$ of these corrections vanishes in the continuum limit. We note that, since $T = 1/(aN_\tau)$, at fixed $N_\tau$ the dependence of $c_Q$ on $a$ translates into a dependence on the temperature.

Now for the renormalized free energy in temperature units we can write

$$f_Q(T(\beta, N_\tau), N_\tau) = f_Q^{\text{bare}}(\beta, N_\tau) + aN_\tau c_Q(\beta).$$

The renormalized free energy depends on $\beta$ through the chain rule for $T(\beta, N_\tau)$. We use $T$ as argument instead of $\beta$, since the continuum limit of $f_Q^{\text{ren}}(T(\beta, N_\tau), N_\tau)$ can be taken for fixed temperature. Hereafter, we usually omit the superscript “ren” when referring to renormalized quantities, but keep the superscript “bare” for the bare quantities. Here and in what follows we denote by $f_Q$ the scaled renormalized free energy of a static quark, $f_Q = F_Q/T$. In order to determine $f_Q^{\text{bare}}$ and $c_Q$ as a function of $\beta$ and/or as a function of the temperature, we interpolate the lattice results on $c_Q(\beta)$ and $f_Q^{\text{bare}}(\beta, N_\tau)$ independently in $\beta$.

First, we discuss the interpolation procedure for $c_Q$. To obtain $c_Q$ as a function of $\beta$ we use smooth splines and polynomial interpolations. The errors on the interpolations have been estimated using the bootstrap method. We varied the number of knots of the splines as well as the value of the smoothing parameter in order to estimate the systematic errors. In the case of polynomial fits we consider polynomials of different degree. The interpolation of $c_Q$ is also shown in Fig. 2. In the inset of the figure we show the derivative of $c_Q$ with respect to beta in order to highlight the spread in different interpolations. The differences between the different interpolations are most visible in the $\beta$ dependence of the derivative of $c_Q$ that is needed for the determination of the entropy of a static charge to be discussed in the next section.

Next, we discuss the interpolations of the free energy as well as the continuum extrapolations. At finite cutoff, the temperature $T$ is related to $N_\tau$ and the lattice spacing $a$ through $aN_\tau = 1/T$; trading $a$ for $\beta$ we can also write $\beta = (T, N_\tau)$. Consequently, the limit $a \to 0$ at fixed temperature is tantamount to the limit $N_\tau \to \infty$. The power law dependence of cutoff effects on $a$ or $1/N_\tau$ respectively is determined by the leading discretization errors of the lattice simulations ($O(a_\alpha a^2, a^4)$ for the HISQ action). We will use two approaches to do this, which we will call local and global extrapolations. In the first approach, which we will call a local fit, we perform the interpolation of the lattice results for $f_Q^{\text{bare}}$ as function of $\beta$ for each $N_\tau$ separately. Using the value of $c_Q$ determined above we then calculate the renormalized free energy $F_Q(T(\beta, N_\tau), N_\tau)$ for each $N_\tau$ and perform contin-

![Fig. 2. Renormalization constant $c_Q(\beta)$ from the $Q\bar{Q}$ renormalization procedure. Interpolations are shown as 1σ bands and data points are explained in the text. The inset shows the derivative $d c_Q/d \beta$. Optimal and relaxed refer to different spline interpolations with $n_k = 4$ or $n_k = 5$ knots respectively.](image-url)
FIG. 3. The static quark free energy at various temperatures as function of $N_\tau$. “CL” marks the continuum limit ($N_\tau \to \infty$). Results for each temperature are shifted by some constant for better visibility. The $1/N_\tau^2$ continuum extrapolations are shown as bands with filled pattern. The continuum extrapolations with $1/N_\tau^4$ term included are shown as solid filled bands. The width of the band shows the statistical uncertainty of the fits. The left panel shows the results in the low temperature region, while the right panel shows the results in the high temperature region.

FIG. 4. Different continuum extrapolations for the static quark free energy $F_Q$. We show extrapolations with coefficient $P_4/N_\tau^4$ term set to zero as well as for nonzero values of the coefficient $P_4$.

FIG. 5. The continuum results for the free energy of static quark compared to previous calculations [23, 25]. Also shown as a solid black line is the hadron resonance gas calculation of $F_Q$ from Ref. [25].
perform a $1/N_f^2$ extrapolation for $f_Q$ to obtain the continuum limit for each value of the temperature. In Fig. 3 we show the $N_f$ dependence of $f_Q$ together with $1/N_f^2$ and $1/N_f^4$ extrapolations. As one can see from the figure cutoff effects are fairly small for $T > 200$ MeV and $1/N_f^2$ holds including $N_f = 6$ data. Note that we do not consider the $N_f = 4$ results partly because they are available only for $T > 200$ MeV and partly because they are outside the scaling window. At lower temperature cutoff effects are larger and the $N_f = 6$ data are not in the scaling regime. Therefore, we have to consider fits with $1/N_f^2$ term included, or use $1/N_f^2$ fits for $N_f \geq 8$ only. The continuum results obtained with the above extrapolations are shown in Fig. 4.

B. Global fits and extrapolations

In the previous subsection we have seen that the temperature dependence can be described by polynomials in the low and high beta ranges once $\beta$ has been reexpressed in $T$. Furthermore, the $N_f$ dependence of the lattice results is well described by a function $P_0 + P_2/N_f^2 + P_4/N_f^4$. Therefore, we performed fits for $N_f = 6, 8, 10$ and $12$ data on $f_Q(T(\beta, N_f), N_f)$ using the following form

$$P_0(T) + \frac{P_2(T)}{N_f^2} + \frac{P_4(T)}{N_f^4}. \quad (4)$$

Here $P_i$, $i = 0, 2, 4$ are polynomials in the temperature $T$. As we did for local interpolations, we split the temperature range in overlapping low and high temperature intervals and performed the global fits in both intervals separately. These intervals roughly correspond to $T < 200$ MeV and $T > 200$ MeV. The low temperature fits extend only down to the lowest temperatures where bare free energies are available for $N_f = 12$, which is slightly above $120$ MeV. The high temperature fits extend only up to the highest temperature where $c_Q$ is available for $N_f = 12$, which is slightly below $410$ MeV. We used fits with and without the $1/N_f^2$ term, as well as including and excluding the $N_f = 6$ data. We find that within estimated statistical errors all the fits agree both for $f_Q(T(\beta, N_f), N_f)$ and its derivatives. The account of these fits is given in appendix B. For the continuum result we use the fit which does not include the $N_f = 6$ data and has fixed $P_4 = 0$. We consider this fit as our continuum limit after setting $N_f = \infty$, which corresponds to setting $P_2 = 0$ in the resultant fit function. This is shown in Fig. 4 where we see that local and global continuum extrapolations for $f_Q$ agree very well.

C. Comparison with previous calculations

Now let us compare the above continuum results with the previously published results that use the same renormalization scheme with improved staggered quark actions. Namely we compare our results with the continuum results obtained with the stout action [24] as well as with the HISQ action [25]. This comparison is shown in Fig. 5. We see that our results agree with the previously published results within errors, however, the central values for $F_Q$ in our analysis are slightly smaller for $T < 130$ MeV due to different way the continuum extrapolation is performed. The previous estimate of the continuum limit for $T \leq 135$ MeV had been performed by averaging $N_f = 10$ and $N_f = 8$ data [23], whereas our analysis includes new $N_f = 12$ ensembles at low temperatures that made a controlled continuum extrapolation possible. For $T > 180$ MeV the central value of $F_Q$ in our analysis is somewhat larger. This is due to the updated value of the renormalization coefficients $\epsilon_Q$. The previous HISQ calculations relied on the zero temperature static quark antiquark energies obtained in Ref. [24], which have larger statistical uncertainty and use fewer $\beta$ values. The current analysis of $\epsilon_Q$ is based on the analysis of the zero temperature static quark antiquark energies from Ref. [33], which has higher statistics and uses more $\beta$ values. The main new element in our analysis is that it extends to significantly higher temperatures.

Finally, we compare our results with the prediction of the hadron resonance gas (HRG) calculation for $F_Q$ [25], which includes the contribution of all static-light mesons and all the static-light baryons (see also Ref. [39]). Since the HRG value of $F_Q$ is only defined up to a temperature independent constant, this constant needs to be fixed. We do so by matching the HRG value of $F_Q$ to the lattice results at lowest temperature. The comparison is shown in Fig. 5. We see that the HRG description works only for temperature $T < 140$ MeV which is in agreement with the previous analysis [25].

IV. ENTROPY OF A STATIC QUARK

While the free energy of a static quark encodes the screening properties of the hot QCD medium its temperature dependence is relatively featureless. The change in the screening properties of the medium can be seen more clearly in terms of the entropy of a static quark

$$S_Q(T) = -\frac{\partial F_Q(T)}{\partial T}. \quad (5)$$

Note that the equality holds also if the temperature derivative is taken at changing volume, since the pressure exerted by a static quark is zero. The entropy was discussed recently in connection with the strongly coupled nature of quark gluon plasma [11, 42]. The entropy of a static quark in SU(3) gauge theory diverges at the phase transition temperature and was considered in Ref. [40, 43]. The entropy was also calculated for 2 and 3 flavor QCD with larger than physical quark masses [13, 40]. It has a peak at the crossover temperature, i.e. it corresponds to the inflection point of $F_Q$. Therefore, calculating $S_Q$ for the physical quark masses is of interest, since
FIG. 6. The entropy of a static quark calculated on \( N_f = 6, 8, 10 \) and 12 lattices. Shown are the results obtained from local and global fits. The vertical band corresponds to the chiral transition temperature from [24]. The solid black lines show the entropy in the hadron resonance gas model [25].

FIG. 7. The comparison of \( S_Q \) in the continuum limit with previous calculations obtained on \( N_f = 4 \) lattices [18, 40]. The temperature axis has been rescaled for each lattice calculation by a corresponding lattice result for \( T_c \), namely \( T_c = 153 \text{ MeV} \) for our result, \( T_c = 193 \text{ MeV} \) and \( T_c = 200 \text{ MeV} \) for the \( N_f = 3 \) and \( N_f = 2 \) results respectively and \( T_c = 270 \text{ MeV} \) for the quenched case \( (N_f = 0) \).

FIG. 8. The entropy of a static quark in the high temperature region. The lines correspond to leading order weak-coupling calculations for scale \( \mu = 2\pi T \) and \( \mu = \pi T \).

\( S_Q \) could be used to define a deconfinement transition temperature.

Based on the interpolation of \( f_Q \) and \( c_Q \) described in the previous section it is straightforward to estimate \( S_Q \).
We write

\[ -S_Q = f_Q^{\text{bare}} + T \frac{\partial f_Q^{\text{bare}}}{\partial T} \frac{\partial \beta}{\partial T} + N_\tau (c_Q + T \frac{\partial \beta \partial c_Q}{\partial T \partial \beta} \). \]  

Here, the derivative \( \partial \beta / \partial T \) is related to the nonperturbative beta function \( R_\beta \) through \( R_\beta = T (\partial \beta / \partial T) \), determined in Ref. \[34\]. The entropy can also be calculated using the global fits for \( f_Q(T(\beta, N_\tau), N_\tau) \) discussed in the previous section.

The numerical results for the entropy of a static quark are shown in Fig. \[6\] for \( N_\tau = 6, 8, 10 \) and 12 with local as well as global fits. These fits have been discussed in Secs. \[III A\] and \[III B\]. We see that with increasing temperature \( S_Q \) increases reaching a maximum at some temperature and then decreases again. Therefore, it makes sense to discuss the behavior of the entropy at low temperatures, in the peak region and at high temperatures separately. Since \( S_Q \) for \( N_\tau = 6 \) is not in the \( a^2 \) scaling regime in the peak region and below, no \( a^2 \) scaling fit is shown for \( N_\tau = 6 \).

At low temperatures we expect \( S_Q \) to be described by the HRG model of Ref. \[25\], discussed in the previous section. The HRG predictions from this model for \( S_Q \) are shown as black lines in Fig. \[6\]. For low temperatures \( T < 130 \text{ MeV} \) our lattice results for \( S_Q \) overlap with the HRG curve. As the temperature increases we see very clear deviations from the HRG result, namely the entropy \( S_Q \) calculated on the lattice is significantly larger than the HRG prediction.

As mentioned above the entropy shows a peak at some temperature. The position of the maximum in \( S_Q \) turns out to be up to \( 3 \text{ MeV} \) below the chiral crossover temperature at finite cutoff, \( T_\chi(N_\tau) \) \[24\], which is shown as a vertical line in the figure for each \( N_\tau \) separately. The bands indicate the uncertainty in \( T_\chi(N_\tau) \). The values of \( T_\chi(N_\tau) \) are obtained from the \( O(2) \) scaling fits of the chiral susceptibilities \[24\]. If the maximum in the entropy of a static quark is used to define a deconfinement crossover temperature one could say that deconfinement and chiral crossover happen at about the same temperature.

We extrapolate to the continuum with different local and global fits, either including a \( P_4/N_\tau^4 \) term (cf. Sec. \[III B\]) and \( N_\tau = 6 \) data or excluding both. The position of the peak scatters in the range \( 150.5 \text{ MeV} \leq T \leq 157 \text{ MeV} \), depending on the details of the fits, which are discussed in Appendix \[B\]. We consider the local fit excluding \( P_4 \) and \( N_\tau = 6 \) as our final result and find the maximum of \( S_Q \) at \( T_S = 153^{+6.5}_{-5.5} \text{ MeV} \). We estimate a systematic uncertainty of \( T_S \) as \(+4.5 \text{ MeV} \) from the spread of the fits, which is smaller than the statistical errors that we quote.

The deconfinement transition temperature was defined as the inflection point of the renormalized Polyakov loop in Refs. \[3, 31\] and values of \( T_L = 171(3)(4) \text{ MeV} \) and \( T_L = 170(4)(3) \text{ MeV} \) have been found, respectively. These values are significantly larger than the chiral transition temperature. The most likely reason for this is that the inflection point of the renormalized Polyakov loop depends on the renormalization condition and could be different from the inflection point of \( F_Q \). The inflection point of the renormalized Polyakov loop can be obtained from the equation

\[ 0 = \frac{1}{L_{\text{ren}}} \frac{\partial^2 L_{\text{ren}}}{\partial T^2} = \left( \frac{\partial f_Q}{\partial T} \right)^2 - \left( \frac{\partial^2 f_Q}{\partial T^2} \right) \]

\[ = \frac{1}{T} \left( \frac{(f_Q+S_Q)^2 - 2(f_Q+S_Q) + (\partial S_Q/\partial T)}{T} \right), \]

whereas the inflection point of the free energy \( F_Q \) is obtained from \( 0 = \partial S_Q / \partial T \). In other words, the two inflection points of the Polyakov loop and the free energy would agree if and only if \( f_Q + S_Q = 0 \) or 2. This would be the case if weak-coupling relation, \( S_Q \approx -f_Q \), was correct close to the crossover point. Instead, in support of the findings in Refs. \[3, 31\] we find the inflection point of the renormalized Polyakov loop significantly above the chiral transition temperature, between 180 and 200 MeV for each \( N_\tau = 12, 10, 8, 6 \). Systematic uncertainties for \( N_\tau = 12 \) are underestimated by the error in this range (cf. Appendix \[B\]. Equation \[7\] shows that the inflection point of \( L_{\text{ren}} = \exp(-f_Q) \) depends on the term \( c_Q \) (cf. Sec. \[III\]) through \( f_Q \) and \( f_Q^2 \). For \( F_Q \) the change in the renormalization condition does not affect its inflection point in the continuum limit, which, in fact, does not depend on \( c \).

We also compare our continuum results for \( S_Q \) with previous calculations obtained at much larger quark masses and \( N_\tau = 4 \) lattices \[18, 40\]. This comparison is shown in Fig. \[7\]. The temperature axis in the figure has been rescaled by the corresponding transition temperatures. We see that the peak in the entropy is much reduced compared to the previous calculations. The height of the peak is about a factor of two smaller compared to the previous calculations. Both larger quark masses and fewer quark flavors correspond to physical settings in between QCD with 2+1 flavors at physical quark masses and pure gauge theory. In pure gauge theory \( S_Q \) would diverge as the temperature approaches the deconfinement phase transition from above. We further remark that Fig. \[6\] clearly shows that the height of the peak decreases for increasing \( N_\tau \). Therefore, one would generally expect to see a higher peak in \( S_Q \) at finite cutoff than in the continuum limit. Hence, the much reduced height of the peak is no surprise.

Finally, let us discuss the behavior of \( S_Q \) in the high temperature region. For \( T > 220 \text{ MeV} \) we have sufficiently accurate data for all lattice spacings. We have

\[ \text{We adjusted for the change in the value of the kaon decay constant that was used to set the scale in Ref. } 3 \text{ to the most recent value.} \]
performed several continuum extrapolations based on global and local fits. These are shown in Fig. 8. We can see from the figure that different continuum extrapolations have overlapping error bands. In particular $N_\tau = 6$ data is consistent with $1/N_\tau^2$ scaling behavior. The uncertainty grows significantly, however, as we approach $T = 400$ MeV due to the fact that renormalization constants are available only up to that temperature for $N_\tau = 12$ data. In the next section we will discuss how to extend the results to higher temperatures. In Fig. 8 we also show the results for weak-coupling calculations at leading order with one-loop running coupling for two different renormalization scales. As one can see from the figure the LO result for $S_Q$ is not very different from the lattice calculations, however, the scale dependence is quite large. Furthermore, higher order corrections are also important. Therefore, for a meaningful comparison of the lattice and the weak-coupling results it is necessary to extend the calculations to higher temperatures and to higher orders in the perturbative expansion. This will be discussed in Sec. VII.

V. POLYAKOV LOOP AT HIGH TEMPERATURES

The highest temperature at which we can study the Polyakov loop or equivalently $F_Q$ so far was limited by the knowledge of $c_Q$ determined by the zero temperature static $Q\bar{Q}$ energy. Below we will discuss a method to work around this limitation which we call the direct renormalization scheme.

The idea of the direct renormalization scheme is to determine $c_Q$ by comparing the free energy $f_Q$ calculated for the same temperature but different $N_\tau$. Equation (1) can be applied to obtain $c_Q(\beta)$ once $f_Q(T(\beta, N_\tau), N_\tau)$ and $f_{Q}^{\text{bare}}(\beta, N_\tau)$ are known. If there were no cutoff effects in $f_Q(T(\beta, N_\tau), N_\tau)$ after renormalization, $c_Q(\beta)$ at some value of $\beta$ would read

$$c_Q(\beta) = \frac{1}{N_\tau} \left[ \frac{N_\tau^{\text{ref}} c_Q(\beta^{\text{ref}})}{f_Q^{\text{bare}}(\beta^{\text{ref}}, N_\tau^{\text{ref}}) - f_Q^{\text{bare}}(\beta, N_\tau)} \right], \quad (8)$$

where $N_\tau^{\text{ref}}$ and $\beta^{\text{ref}}$ correspond to a reference point, where $c_Q$ is known.

Next, we study the cutoff dependence of $f_Q$. It is convenient to do so by considering the following difference

$$\Delta_{N_\tau, N_\tau^{\text{ref}}}(T) = f_Q(T(\beta, N_\tau), N_\tau) - f_Q(T(\beta^{\text{ref}}, N_\tau^{\text{ref}}), N_\tau^{\text{ref}}). \quad (9)$$

In Fig. 9 we show $\Delta_{N_\tau, N_\tau^{\text{ref}}}(T)$ as function of the temperature for different combinations of $N_\tau$ and $N_\tau^{\text{ref}}$. At low temperatures, $T < 250$ MeV, this quantity shows a strong temperature dependence. However, for $T > 250$ MeV the temperature dependence of $\Delta_{N_\tau, N_\tau^{\text{ref}}}(T)$ is rather mild, and one may approximate it by a constant. Therefore, we assume that above the temperatures where no lattice data for $c_Q$ are available $\Delta_{N_\tau, N_\tau^{\text{ref}}}(T)$ is constant. If predictions for $c_Q$ from all possible pairs $(N_\tau, N_\tau^{\text{ref}})$ are consistent within uncertainties, one may conclude in retrospect that the assumption was justified. We estimate its central value from the average of the minimum and the maximum of the one sigma band of $\Delta_{N_\tau, N_\tau^{\text{ref}}}(T)$ for $T > 250$ MeV and its uncertainty by the respective difference. This estimate is shown in Fig. 9. Using $\Delta_{N_\tau, N_\tau^{\text{ref}}}(T)$ determined this way together with the corresponding error we can provide an estimate for $c_Q$ that should be free of cutoff effects:

$$c_Q(\beta) = \frac{1}{N_\tau} \left[ \frac{N_\tau^{\text{ref}} c_Q(\beta^{\text{ref}})}{f_Q^{\text{bare}}(\beta^{\text{ref}}, N_\tau^{\text{ref}}) - f_Q^{\text{bare}}(\beta, N_\tau)} + \Delta_{N_\tau, N_\tau^{\text{ref}}}^{\text{av}} \right]. \quad (10)$$

We use all possible pairs $(N_\tau, N_\tau^{\text{ref}})$ and compute $c_Q^{\text{direct}}(\beta, N_\tau, N_\tau^{\text{ref}})$ via Eq. (10) from $c_Q^{\text{bare}}(\beta)$ for all possible temperatures. We can only calculate $c_Q$ with direct renormalization procedure up to $\beta = 8.57$, if we use $N_\tau = 8$ results for the bare Polyakov loops $(T(\beta = 8.57, N_\tau = 8) = 1155$ MeV) or to $\beta = 8.85$ if we use $N_\tau = 12$ results for the bare Polyakov loop $(T(\beta = 8.85, N_\tau = 12) = 974$ MeV). To extend the beta range even further, we use the two step procedure for the direct renormalization. First, we compute $c_Q^{\text{direct}}$ up to $\beta = 8.85$ from $c_Q^{\text{bare}}$ in the first iteration. Next, we add the new values of the renormalization constant to the bare free energies up to $T(\beta = 8.85, 4) = 2922$ MeV. Finally, we compute $c_Q^{\text{direct}}$ up to $\beta = 9.67$ from $c_Q^{\text{direct}}$ in a second iteration and add the new values of the renormalization constant to bare free energies up to $T(\beta = 9.67, 4) = 5814$ MeV. We sketch the procedure in the flow chart in Fig. 10. In order to test robustness and predictive power of direct renormalization, we omit $c_Q^{\text{bare}}(\beta)$ for $\beta > 7.373$.
and calculate $c^\text{direct}_Q$ using the above procedure. After excluding $c^Q_Q(7.596)$ and $c^Q_Q(7.825)$ from the input, we compare the predictions for $c^\text{direct}_Q(7.596, N_T, N^\text{ref}_\tau)$ and $c^\text{direct}_Q(7.825, N_T, N^\text{ref}_\tau)$ with known values of $c^Q_Q(\beta)$. We show this comparison for a few selected $\beta$ values and pairs $(N_T, N^\text{ref}_\tau)$ in Fig. 11. Black bursts represent $c^Q_Q(\beta)$ data from zero temperature lattices. Results $c^\text{direct}_Q(\beta, N_T, N^\text{ref}_\tau)$ inferred from coarser resp. finer lattices $(N_T > N^\text{ref}_\tau$ resp. $N_T < N^\text{ref}_\tau$) are displaced to the right resp. left of $c^Q_Q(\beta)$. Shape and color of the symbols encode $N^\text{ref}_\tau$ and $N_T$. As one can see from the figure the direct renormalization method correctly reproduces the values of the renormalization constant obtained in the $QQ$ procedure.

Since no trends in $c^\text{direct}_Q(\beta, N_T, N^\text{ref}_\tau)$ depending on either $N_T$ or $N^\text{ref}_\tau$ are observed, we conclude that no resid-

FIG. 11. Comparison between renormalization constant $c^Q_Q(\beta)$ from direct renormalization and $QQ$ procedures. Symbols and data are explained in the text.

tual cutoff effects are present. We average over all possible pairs $(N_T, N^\text{ref}_\tau)$ that reproduce one of the $\beta$ values of an underlying Polyakov loop within ±0.01, take the error’s mean as statistical error and the standard deviation as systematical error estimate (at most 25% of the statistical error). We add these errors in quadrature and show the $1\sigma$ bands and data points are explained in the text. The inset shows the derivative $\partial c^Q_Q$.}

FIG. 12. Renormalization constant $c^Q_Q(\beta)$ from direct renormalization and $QQ$ procedures. Interpolations are shown as 1σ bands and data points are explained in the text. The inset shows the derivative $\partial c^Q_Q$. Having determined the renormalization constant in the extended range of $\beta$ (cf. Fig. 12) it is straightforward to calculate the free energy $f_Q$ at considerably higher temperatures. Namely our calculations with $N_T = 12$ now extend to $T = 900$ MeV, while for $N_T = 6$ and $N_T = 8$ we can reach to temperatures of about 3800 MeV and 2900 MeV, respectively. The results of our calculations at high temperatures ($T > 400$ MeV) are shown in Fig. 13 for different $N_T$. In the figure we also show the local interpolation of the data as bands. One can see that the cutoff dependence of the data is rather mild, i.e. the bands corresponding to different $N_T$ are largely overlapping, including the $N_T = 4$ results. In other words, even for our coarsest lattice the cutoff effects are very small in this high temperature region. This will be important for the comparison with the weak-coupling calculations discussed in Sec. VII since this comparison can be performed using the $N_T = 4$ results that extend up to temperatures as high as 5814 MeV. We also note that the free energy becomes negative for $T > 500$ MeV as expected from the weak-coupling calculations. The other interest-

FIG. 10. The flow chart sketches the different steps of the direct renormalization procedure. For each step the temperature $T(\beta, N_T)$ is limited by the corresponding $\beta \leq \beta_{\text{max}}$. 
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\caption{Comparison between renormalization constant $c^Q_Q(\beta)$ from direct renormalization and $QQ$ procedures. Symbols and data are explained in the text.}
\end{figure}
The free energy (left) and the entropy (right) of a static quark in the high temperature region. The bands show the results of interpolation with the corresponding uncertainty. For comparison, the free energy for SU(3) Yang-Mills theory on $N_t = 4$ lattices is included [14]. The symbols on the right correspond to $S_Q$ calculated from finite differences.

From the interpolations of $f_Q$ it is straightforward to calculate the entropy of a static quark. This is shown in Fig. 13 (right panel). Furthermore, since for $T > 400$ MeV the free energy varies smoothly with the temperature it is possible to calculate $S_Q$ without any interpolation. We could estimate $S_Q$ by approximating the temperature derivative of $F_Q$ by finite differences of the lattice data on $F_Q$ at two neighboring temperature values. The entropy estimated from the finite differences is also shown in Fig. 13 and it agrees very well with the results obtained from interpolations. For $T > 900$ MeV we have $S_Q \approx -f_Q$ as expected in the weak-coupling picture. We also note that the entropy at high temperatures is also higher than in the SU(3) gauge theory.

VI. RENORMALIZATION WITH GRADIENT FLOW

The gradient flow was introduced as a tool to remove short distance divergences in the lattice observables [44, 45]. It is defined by the differential equation [44]

$$\frac{dV_\mu(x,t)}{dt} = -g_0^2 \partial_{x,\mu} S[V]V_\mu(x,t),$$

(11)

where $S[V]$ is the lattice gauge action and $g_0^2 = 10/\beta$ is the bare lattice gauge coupling. The new link variable

![FIG. 14. The free energy of a static quark calculated on $N_t = 12$ lattices for different flow times.](image_url)

![FIG. 15. The free energy of a static quark at leading order calculated for different flow times. The values of the free energy have been shifted by 300 MeV (see text).](image_url)
$V_\mu(x,t)$ has the initial value given by the original link variable $V_\mu(x,t=0) = U_\mu(x)$. Here we use the same notation for $\partial_\mu S[V]$ as in Ref. [44]. The gradient flow has been extensively used at zero temperature for scale setting (see, e.g., Refs. [46, 47]) as well as at nonzero temperature for the calculations of the equation of state [48]. In Ref. [49] it was proposed to use the gradient flow to calculate the renormalized Polyakov loops. It was shown there that up to a temperature independent constant the free energy of a static quark calculated using the gradient flow agrees with the free energy obtained in the conventional (QQ) scheme in the continuum limit up to temperatures $T = 400$ MeV, provided that the flow time $f = \sqrt{\tau t}$ satisfies the condition:

$$a \ll f \ll 1/T, \text{ or } 1 \ll fT \ll N_\tau. \quad (12)$$

The gradient flow method also enabled the calculation of the free energy of static charges in higher representation and confirmed the expected Casimir scaling in the high temperature region [49]. Here we would like to extend these studies to higher temperatures and also analyze the fluctuations of the Polyakov loop.

### A. Renormalized Polyakov loop from gradient flow

We followed the procedure outlined in Ref. [49] and calculated the Polyakov loop at nonzero flow time by replacing the link variables $U_\mu(x)$ in Eq. (2) by $V_\mu(x,t)$. We use the tree level Symanzik gauge action in Eq. (11). We calculated the Polyakov loop for the same flow times as in Ref. [49], namely, $f = \sqrt{\tau t} = f_0, 3/4 f_0, 1/2 f_0, 1/4 f_0$ and $1/8 f_0$, $f_0 = 0.2129$ fm. See Ref. [49] for further details. In Fig. 14 we show our numerical results for $N_\tau = 12$ shifted by a constant such that the results obtained at different flow times agree with the continuum result for $F_Q$ obtained in the previous section at $T = 600$ MeV. The bands shown in the figure correspond to the interpolation of the lattice data. One can see from the figure that the temperature dependence of $F_Q$ obtained with $f = f_0, 3/4 f_0, 1/2 f_0$ is very similar to the temperature dependence of the free energy obtained using the direct renormalization procedure for $T < 500$ MeV. With a suitable constant shift all these results can be made to agree with each other in this temperature region. For higher temperatures, however, the temperature dependence of $F_Q$ obtained with these values of the flow time is not captured correctly. Choosing a smaller flow time, namely $f = f_0/4$, the temperature dependence of $F_Q$ obtained using direct renormalization method is reproduced. However, decreasing the flow time even further to $f_0/8$ leads to a completely different temperature dependence. Thus, for $T > 500$ MeV the results are very sensitive to the choice of the flow time, i.e. the scaling window is very narrow. We also performed the calculations for $N_\tau = 6, 8$ and 10. The corresponding results are similar to the ones shown in Fig. 14 but the flow time dependence is even stronger. This stronger flow time dependence is expected (cf. Eq. (12)).

To understand the flow time dependence of the free energy of a static quark shown in Fig. 14 it is useful to analyze the leading order result for the Polyakov loop obtained at nonzero flow time [50]. In terms of the free energy the leading order result reads

$$F_Q^f(T) = C_F \alpha_s \sqrt{T} = C_F \alpha_s \frac{m_D}{2} \tilde{\Phi}(m_D f/2), \quad (13)$$

where $\tilde{\Phi}(z) = e^{z^2} \frac{2}{\sqrt{\pi}} \int_z^\infty dx e^{-x^2}$. Here and in what follows we use the label $f$ on the free energy to denote the free energy obtained with gradient flow. For sufficiently small flow time this result approaches the well known leading order result for $F_Q$ (up to a temperature independent constant $\sim 1/f$), since $\tilde{\Phi}(z = 0) = 1$. Now the question arises which value of the flow time can be considered as sufficiently small. Therefore, in Fig. 15 we show the leading order result given by Eq. (13) omitting the constant term $\sim 1/f$. Furthermore, we shifted $F_Q^f$ by 300 MeV to facilitate the comparison with the lattice results. We see a similar trend in the flow time dependence of the leading order result for $F_Q^f(T)$. As the flow time increases the temperature dependence becomes milder. For $T < 400$ MeV $f = f_0/4$ can be considered as sufficiently small. However, at higher temperature we must have $f < f_0/8$. On the other hand, as we have seen above, the value of $f = f_0/8$ is too small for $N_\tau = 12$ lattices to remove the lattice artifacts. This suggests that one has to use lattices with temporal extent $N_\tau > 12$ to obtain the correct temperature dependence of the Polyakov loop for $T > 400$ MeV.

One could also try to follow a different philosophy and fix the flow time such that $f \cdot T = const.$ as it was done in Ref. [50]. In this case the term proportional to $1/f$ would contribute to the temperature dependence of $F_Q^f$ and thus to the entropy $S_Q^f = -\partial F_Q^f / \partial T$. The additional contribution to the entropy just amounts to a constant shift compared to the entropy of a static charge defined in the conventional way, i.e. the temperature dependence of the entropy would be the same as before. By matching the entropy obtained from the gradient flow to the entropy of a static quark obtained in the conventional scheme one could in principle obtain results for the entropy at higher temperatures. We tried to implement this scheme, however, it turns out that the resulting errors are too large to obtain reliable results for the entropy of a static charge at high temperatures.

### B. Fluctuations of Polyakov loop

The Polyakov loop susceptibility defined as

$$\chi = (VT^3) \left( \langle |P|^2 \rangle - \langle |P| \rangle^2 \right), \quad (14)$$
FIG. 16. The Polyakov loop susceptibility obtained using gradient flow for $f = 3f_0$ and different $N_\tau$ (left) and for $N_\tau = 12$ and $f = f_0, 2f_0$ and $3f_0$.

FIG. 17. The ratio of the susceptibilities $R_A$ shown as function of the temperature for zero flow time (left), flow time $f = f_0$ (middle) and for different flow times but for $N_\tau = 8$ (right).

is often used to study the deconfinement transition in SU(N) gauge theories and for the determination of the transition temperature. It has a sharp peak at the pseudocritical temperature. It is not clear, however, how to renormalize this quantity. Attempts to renormalize it using the square of the renormalization factor of the Polyakov loop have been proposed [32, 51]. However, apart from being ad-hoc this procedure does not remove all the UV divergences in the susceptibility as can be seen from the comparison of lattice data obtained for different $N_\tau$ [32]. In Ref. [50] the gradient flow was used in the calculation of the Polyakov loop susceptibilities in SU(3) gauge theory. The gradient flow effectively renormalizes the susceptibility and thus no cutoff dependence can be seen [50], but the value of the Polyakov susceptibility depends on the choice of the flow time. The peak position is, however, independent of the flow time and is equal to the phase transition temperature [50].

We also used gradient flow to study the Polyakov loop susceptibility in 2+1 flavor QCD. Our results for flow time $f = 3f_0$ and different $N_\tau$ are shown in Fig. 16 (left panel). The Polyakov loop susceptibility obtained for $f = 3f_0$ shows a peak around $T \approx 200 \text{ MeV}$, i.e. at significantly higher temperature than the peak position in $S_Q$, $T_S$ (e.g. $T_S(N_\tau = 12) = 157(6) \text{ MeV}$). The $N_\tau$ dependence of the Polyakov loop susceptibility is rather mild and does not show a clear tendency. Next, we examine the dependence of the Polyakov loop susceptibility on the flow time. In Fig. 16 (right panel) we also show the flow time dependence of $\chi$ for $N_\tau = 12$, where the flow time dependence is expected to be the mildest. We see that the Polyakov loop susceptibility strongly depends on the choice of the flow time. The peak position shifts to large values as the flow time is decreased from $3f_0$ to $f_0$. This behavior of the Polyakov loop susceptibility in 2+1 flavor QCD can be understood as follows. Unlike in SU(N) gauge theory the Polyakov loop is not related to singular behavior of the free energy in the transition region. The fluctuations of the Polyakov loop are therefore not affected by the critical behavior in the transition region and thus are not enhanced in a significant way. The value of $\chi$ is determined by the regular terms and thus depends on the renormalization procedure, i.e., the choice of the flow time.

In addition to the Polyakov loop susceptibility defined by Eq. (14), which corresponds to the fluctuation in the
absolute value of the Polyakov loop, one can consider separately the fluctuations of real and imaginary parts of the Polyakov loop

\[ \chi_L = (VT)^3 \langle (\text{Re} P)^2 \rangle - \langle P \rangle^2, \quad \chi_T = (VT)^3 \langle (\text{Im} P)^2 \rangle, \]

which, following Refs. [32, 51], we will call the longitudinal and transverse susceptibilities. In the above equations we used the fact that \( \langle P \rangle = \langle \text{Re} P \rangle \) and \( \langle \text{Im} P \rangle = 0 \). We have calculated \( \chi_L \) and \( \chi_T \) using the gradient flow. We find that \( \chi_L \) behaves as \( \chi \), i.e. it has the same flow time dependence, and for \( f = f_0 \) it shows a broad peak in the temperature region \( T = (180 - 200) \text{ MeV} \). We also find a significant flow time dependence for \( \chi_T \). However, \( \chi_T \) has a peak at temperatures around 160 MeV, i.e. close to the chiral transition temperature. One may speculate that with increasing the flow time further the peak position of \( \chi_L \) will move closer to the chiral transition temperature because the large flow time will enhance the infrared fluctuations in the real part of the Polyakov loop. However, we did not pursue this in the present study.

In Refs. [32, 51] the ratios of the Polyakov loop susceptibilities \( R_A = \chi / \chi_L \) and \( R_T = \chi / \chi_L \) have been studied. It has been argued there that these ratios are sensitive probes of deconfinement and are independent of the cutoff. Therefore, we will study these ratios in more detail. First, let us consider the ratio \( R_A \). It is shown in Fig. 17 as function of the temperature for various flow times and lattice spacings. For zero flow time our results for \( R_A \) are in qualitative agreement with the results of Ref. [32]. The ratio \( R_A \) exhibits a crossover behavior for temperatures \( T = (150 - 200) \text{ MeV} \). However, we see a very strong cutoff \( (N_\tau) \) dependence of this ratio. While for \( N_\tau = 8 \) the crossover happens at temperatures close to the chiral transition temperatures, for larger \( N_\tau \) it happens at significantly higher temperatures. For flow time \( f = f_0 \) we do not see any significant cutoff dependence in \( R_A \), i.e. this value of the flow time is sufficiently large to get rid of the cutoff effects and obtain a renormalized quantity for \( R_A \) (cf. the middle panel of Fig. 17). Since cutoff effects are quite small already for \( f = f_0 \) it is sufficient to study the flow time dependence of our results for the \( N_\tau = 8 \) lattice data, which is also shown in Fig. 17. One can see from the figure that as the flow time increases the value of \( R_A \) at low temperatures increases, and the step function like behavior of \( R_A \) gradually disappears. For flow time \( f = 2f_0 \) and \( f = 3f_0 \) the ratio \( R_A \) smoothly approaches one from below as the temperature increases and shows no sign of an inflection point. Note, that there is no significant flow time dependence for \( f \geq 2f_0 \) in \( R_A \). The flow time dependence for other \( N_\tau \) is similar.

Now let us examine the temperature dependence of \( R_T \). In Fig. 18 we show our results for \( R_T \) for three different flow times: \( f = 0, f_0 \) and \( 3f_0 \). For zero flow time we see sizable cutoff dependence in \( R_T \) and our results are qualitatively similar to those of Ref. [32]. For flow time \( f = f_0 \) the large cutoff dependence is removed and we see a crossover like behavior around temperatures of about 160 MeV. For \( f = 3f_0 \) we have a very similar picture and again we see a crossover behavior around temperatures of about 160 MeV. However, the value of \( R_T \) is somewhat reduced at low temperatures.

In summary, we find that the ratios \( R_A \) and \( R_T \) are strongly cutoff dependent contrary to the conjecture of Refs. [32, 51] stating their cutoff independence. Evaluating these ratios with the gradient flow removes the cutoff dependence. However, \( R_A \) obtained from the gradient flow is not sensitive to deconfinement. On the other hand \( R_T \) obtained from the gradient flow is sensitive to deconfinement, it shows a crossover behavior close to the chiral crossover temperature. Furthermore, \( R_T \) is not very sensitive to the choice of the flow time, and therefore it can be considered as a sensitive probe of deconfinement.

VII. COMPARISON WITH THE WEAK-COUPLING CALCULATIONS

In this section we discuss the comparison of our lattice results with the weak-coupling calculations. The free energy of a static quark has been calculated to next-to-next-to-leading order (NNLO) [17]. It is important to calculate the free energy to this order to reduce the large
scale dependence of the weak-coupling result. We will use the \( N_r = 4 \) results for this comparison as these extend up to the rather high temperatures of 5814 MeV and the lattice artifacts are small, see discussions in Sec. VII. As was pointed out in Ref. [17], the comparison of the lattice results and the weak-coupling calculations is complicated by the fact that the two calculations are performed in different schemes. The weak-coupling calculations are performed in \( \overline{MS} \) scheme, while in the lattice calculations the scheme is fixed by the prescribed values of the static \( QQ \) energy at zero temperature at some distance. The two schemes can be related by a constant (temperature independent) shift in \( F_Q \) that can be calculated. This, however, introduces additional uncertainty in the comparison. The most straightforward way to perform the comparison of the lattice and the weak-coupling results is to consider the entropy \[17]. Such a comparison has been performed in SU(3) gauge theory, i.e. for \( N_f = 0 \) in a temperature range extending up to 24\( T_d \), with \( T_d \approx 300 \) MeV being the deconfinement phase transition temperature in \[17]. It was found that the lattice data are in between the leading order (LO) and the NNLO results, and at the highest temperature the NNLO and the lattice results agree within the uncertainties.

In Fig. 19 we show the comparison of the LO and NNLO weak-coupling results with the \( N_r = 4 \) results for \( S_Q \). We used the 1-loop running coupling constant in the weak-coupling calculations and the value \( \Lambda_{\overline{MS}} = 315 \) MeV obtained from the static energy at zero temperature \[52\]. This value is compatible with the earlier determination from the static energy in Ref. \[58\]. The bands shown in Fig. 19 correspond to scale variations between \( \mu = \pi T \) and \( \mu = 4\pi T \). At the highest temperature the lattice results and the NNLO results agree within the estimated uncertainties. At lower temperatures, \( T < 1500 \) MeV the lattice results are closer to the LO weak-coupling results. For \( T < 1000 \) MeV the NNLO result for \( S_Q \) can turn negative for some choices of the renormalization scale. This is clearly an unphysical behavior indicating that higher-order corrections are too large. The situation is quite different from the case of quark number susceptibilities, where the weak-coupling prediction seems to work for \( T > 300 \) MeV \[33, 39\]. This is due to the fact that quark number susceptibilities are dominated by the contribution of the non-static Matsubara modes, while for the free energy of a static quark the dominant contribution comes from the static sector \[17\]. Overall, the agreement of the weak-coupling and the lattice results for \( S_Q \) is similar to the case of the SU(3) gauge theory. As previously noted in Sec. VII the value of \( S_Q \) at high temperature in QCD is larger than in the SU(3) gauge theory. This increase is well explained by the weak-coupling calculations.

**VIII. CONCLUSIONS**

In summary, we have calculated the free energy of a static quark in \( 2+1 \) flavor QCD at physical quark masses using several lattice spacings and in a large temperature range. We have presented continuum results for this quantity at much higher temperature than previously available. We also calculated the entropy of a static quark and showed that it is a useful quantity for studying deconfinement in \( 2+1 \) flavor QCD. Namely, we showed that it has a peak at a temperature around the chiral transition temperature, indicating that deconfinement and chiral transitions happen at similar temperatures. The entropy of a static quark is also useful for comparing lattice and weak-coupling results at high temperatures. Since the cutoff effects are very small at high temperatures we could do this comparison using the \( N_r = 4 \) lattice results which extend up to temperatures as high as 5814 MeV. At the highest temperatures we see agreement between the lattice and the NNLO weak-coupling results within the estimated uncertainties but at lower temperatures higher-order corrections become large and the weak-coupling expansion may not be reliable.

We also studied the fluctuations of the Polyakov loop using the gradient flow. We showed that Polyakov loop susceptibilities can be renormalized using the gradient flow and the transverse Polyakov loop susceptibility may be a sensitive probe of deconfinement.

**ACKNOWLEDGMENTS**

This work was supported by U.S. Department of Energy under Contract No. de-sc0012704. We acknowledge the support by the DFG Cluster of Excellence “Origin and Structure of the Universe” (Universe cluster). The calculations have been carried out on Blue Gene/L computer of New York Center for computational Science in BNL, at NERSC, on the computing facilities of the Computational Center for Particle and Astrophysics (C2PAP) and on SuperMUC cluster of the Leibniz Supercomputer Center (LRZ). Usage of C2PAP and SuperMUC took place under the three Universe cluster grants.
“Static Quark Correlators in lattice QCD at nonzero temperature” for 2014, 2015 and 2016 (project ID pr83pu) and the LRZ “Properties of QCD at finite temperature” for 2015 (project ID pr48le). N. Brambilla, A. Vairo and J. H. Weber acknowledge the support by the Universe cluster for the seed project “Simulating the Hot Universe”, by the Bundesministerium für Bildung und Forschung (BMBF) under grant “Verbundprojekt 05P2015 - ALICE at High Rate (BMBF-FSP 202) GEM-TPC Upgrade and Field theory based investigations of ALICE physics” under grant No. 05P15WOCA1 and by the Kompetenznetzwerk für Wissenschaftliches Höchstleistungsrechnen in Bayern (KONWIHR) for the Multicore-Software-Initiative with the project “Production of gauge configurations at zero and nonzero temperature” (KONWIHR-IV). H.-P. Schadler was funded by the FWF DK W1203 “Hadrons in Vacuum, Nuclei and Stars”.

Appendix A: DETAILS OF THE LATTICE CALCULATIONS

In this appendix we will discuss the gauge configurations and the calculation of the bare Polyakov loop used in the present analysis as well as some details of the lattice calculations. As mentioned in Sec. III we have used the gauge configurations and the bare Polyakov loop calculated by the HotQCD Collaboration in Refs. [24, 34]. The parameters corresponding to these gauge configurations, including the gauge coupling \( \beta \), strange quark mass and the accumulated statistics are given in Table VI of Ref. [24] and Table III of Ref. [34]. The values of the bare Polyakov loops are given in Tables X, XI and XII of Ref. [24] and Tables IX, X, XI and XII of Ref. [34]. We also used the Polyakov loop calculated on 40\(^3\) x 10 lattices in Ref. [22]. To extend the calculations of the Polyakov loop to significantly higher temperatures we performed calculations on 16\(^3\) x 4 lattices. The parameters of these calculations along with the expectation values of the bare Polyakov loop are given in Table III. We also used the gauge configurations generated for the study of the quark number susceptibilities in Refs. [35, 36]. The bare lattice parameters and the statistics corresponding to these gauge configurations are given in Table III. We extended the beta range for \( N_f = 6 \), 8 and these additional ensembles are also shown in Table III. The expectation values of the bare Polyakov loop are also shown in this Table. Finally, we have found it necessary to extend some of the previous gauge ensembles in order to have sufficiently small error for \( L_{\text{bare}} \). These ensembles with extended statistics are given in Table I. We further added a few new gauge ensembles with low beta for \( N_f = 12 \), which are also included in the same Table. Since we found for some ensembles with relatively small ensemble sizes that Jackknife errors are disproportionally small compared to ensembles with much larger ensemble sizes, we enlarged the respective Jackknife errors by a factor two. This set of ensembles with manually enlarged errors consists of \( \beta = 6.195, 6.245, 6.260, 6.285, 6.315, 6.341 \) and 6.445 for \( N_f = 8 \) and \( \beta = 6.990, 7.100 \) and 7.200 for \( N_f = 12 \). The criteria for enlarging the Jackknife errors for \( N_f = 8 \) respectively 12 was statistics with less than 6000 TU respectively 10000 TU. Since we did not modify the central values, these data may have a particularly adverse effect for the calculation of the entropy in the respective temperature ranges.

In Table IV we give the values of the renormalization constant \( Q \) obtained from the static energy at zero temperature. The renormalization constants corresponding to the direct renormalization are listed in Table V.

We used the gradient flow to calculate the renormalized Polyakov loop expectation value and the Polyakov loop susceptibilities. We always used step size \( dt = 0.01 \) in lattice units in our gradient flow study. The parameters of the gradient flow analysis, including the values of \( \beta \), the number of gauge configurations analyzed and the maximal flow time \( t_{\text{max}} \) are given in Tables VI, VII, VIII and IX.

Appendix B: INTERPOLATIONS AND EXTRAPOLATIONS

In this appendix we present some details of our interpolation procedure. As discussed in the main text we use polynomial fits and smoothing splines for the interpolations. The calculations of \( Q \) and the corresponding interpolations are performed in three steps. In the first step we interpolate the value of \( Q \) obtained in the \( Q\bar{Q} \) procedure in the interval \( \beta = 5.900 - 7.825 \). Then we use \( Q \) obtained in the direct renormalization procedure and interpolate in the interval \( \beta = 5.900 - 8.850 \). Finally we calculate \( Q \) at higher \( \beta \) using direct renormalization only and interpolate in the interval \( \beta = 5.900 - 9.67 \). The details of the interpolations are given in Table X.

In the Table, \( n_k \) is the number of knots for spline interpolations and \( \text{sm} \) is the smoothing parameter for the

| \( \beta \) | \( am_s \) | \( N_f \) | \#TU | \( L_{\text{bare}} \) |
|--------|--------|------|------|---------|
| 6.2850 | 0.07000 | 10   | 9290 | 0.000200(15) |
| 6.3410 | 0.07400 | 10   | 39220| 0.000256(08) |
| 6.4230 | 0.06700 | 10   | 10350| 0.000403(12) |
| 6.4450 | 0.06520 | 8    | 19150| 0.004353(41)  |
| 6.5150 | 0.06040 | 12   | 32510| 0.000121(13)  |
| 6.6080 | 0.05420 | 12   | 19890| 0.000198(07)  |
| 6.6640 | 0.05140 | 12   | 29590| 0.000295(07)  |
| 6.7000 | 0.04960 | 12   | 17070| 0.000369(08)  |
| 6.7700 | 0.04600 | 12   | 16890| 0.000585(11)  |
| 6.8400 | 0.04300 | 12   | 18720| 0.000930(14)  |
| 6.9100 | 0.04000 | 12   | 9230 | 0.001382(18)  |

TABLE I. List of extended and new gauge ensembles and the corresponding parameters.
TABLE II. The parameters and the expectation values of the bare Polyakov loops for the high temperature runs for $N_\tau = 6, 8, 10$ and 12.

| $\beta$ | $a_{ms}$ | $N_\tau = 12$ | $N_\tau = 10$ | $N_\tau = 8$ | $N_\tau = 6$ |
|---------|---------|--------------|--------------|--------------|--------------|
|         |         | $\# TU$     | $L_{bare}$   | $\# TU$     | $L_{bare}$   | $\# TU$     | $L_{bare}$   | $\# TU$     | $L_{bare}$   |
| 7.2000  | 0.029600 | 4990         | 0.0013329(77) | 2990         | 0.053915(132) | 2990         | 0.062378(213) | 2990         | 0.115224(140) |
| 7.5000  | 0.022200 | 4990         | 0.0022541(89) | 2990         | 0.083107(317) | 2990         | 0.093920(224) | 2990         | 0.165828(296) |
| 7.6500  | 0.011920 | 6220         | 0.027463(107) | 2990         | 0.105302(286) | 2990         | 0.127793(125) | 2990         | 0.195736(153) |
| 8.0000  | 0.014000 | 6090         | 0.040274(211) | 2990         | 0.115224(140) | 2990         | 0.130870(126) | 2990         | 0.208437(141) |
| 8.2000  | 0.011670 | 30090        | 0.047833(97)  | 3070         | 0.122951(148) | 3070         | 0.142401(130) | 3070         | 0.241385(124) |
| 8.4000  | 0.009750 | 29190        | 0.055774(114) | 2990         | 0.115224(140) | 2990         | 0.130870(126) | 2990         | 0.208437(141) |
| 8.5700  | 0.003876 | 3040         | 0.062941(191) | 2990         | 0.105302(286) | 2990         | 0.127793(125) | 2990         | 0.195736(153) |
| 8.7100  | 0.007394 | 3140         | 0.077386(117) | 2990         | 0.115224(140) | 2990         | 0.130870(126) | 2990         | 0.208437(141) |
| 8.8500  | 0.006528 | 2990         | 0.14652(169)  | 2990         | 0.115224(140) | 2990         | 0.130870(126) | 2990         | 0.208437(141) |
| 9.0600  | 0.004034 | -            | -             | -            | -            | -            | -            | -            | -            |
| 0.1720  | 0.024071 | -            | -             | -            | -            | -            | -            | -            | -            |
| 9.2300  | 0.004148 | -            | -             | -            | -            | -            | -            | -            | -            |
| 9.3600  | 0.003691 | -            | -             | -            | -            | -            | -            | -            | -            |
| 9.4900  | 0.003285 | -            | -             | -            | -            | -            | -            | -            | -            |
| 9.6700  | 0.002798 | -            | -             | -            | -            | -            | -            | -            | -            |

FIG. 20. The static quark entropy at various temperatures as function of $1/N_\tau^2$. “CL” marks the continuum limit ($N_\tau \to \infty$). The $1/N_\tau^2$ continuum extrapolations are shown as bands with filled pattern. The continuum extrapolations with $1/N_\tau^2$ term included are shown as solid filled bands. The widths of the band shows the statistical uncertainty of the fits. The left panel shows the results in the low temperature region, while the right panel shows the result in the high temperature region.

built-in smooth spline interpolations of the R statistical package [23]. $n_p$ is the polynomial order for polynomial interpolations. We refer to the interpolation of $c_Q$ from $Q\bar{Q}$ procedure as the 0th iteration of direct renormalization.

To calculate the entropy we also perform interpolations of the bare free energy in $\beta$. The details of these interpolations are presented in Table XI. The column labels are the same as in Table XI.

In some temperature ranges, continuum extrapolations do not converge well and yield $\chi^2/df > 1$. First, in the temperature interval $176 \text{ MeV} < T < 189 \text{ MeV}$, local continuum extrapolations of $F_Q$ with $N_\tau \geq 8$ yield up to $\chi^2/df = 1.23$ (cf. Fig. 20). Second, in the temperature interval $150 \text{ MeV} < T < 169 \text{ MeV}$, local continuum extrapolations of $S_Q$ yield up to $\chi^2/df = 1.50$ with $N_\tau \geq 8$ and $P_4 = 0$. Third, in the temperature interval $190 \text{ MeV} < T < 211 \text{ MeV}$, local continuum extrapolations of $S_Q$ yield up to $\chi^2/df = 3.37$ with $N_\tau \geq 6$ and $P_4 \neq 0$ and up to $\chi^2/df = 3.69$ with $N_\tau \geq 8$ and $P_4 = 0$. Judging from Fig. 20 these poor continuum extrapolations are caused by fluctuations of some $N_\tau = 12$ data in the interval $190 \text{ MeV} < T < 211 \text{ MeV}$, which originate in the relatively small ensemble sizes underlying some data in this interval (cf. Appendix A).

We summarize the global fits in Table X. Hereby, $n_{\tau_i}$, $i = 0, 2, 4$ are the orders of the temperature polynomials $P_i(T)$ as in Eq. (4). We include in the table ratios $R[N_\tau] = \chi^2[N_\tau]/n_{\tau_i}[N_\tau]$ as measure how well data for each $N_\tau$ is matched by the global fit. Global residuals of $\chi^2/df \lesssim 0.3$ are required to bring all ratios $R[N_\tau]$ sufficiently below one such that global fits yield reliable
results.

![Table III](image-url)  
**TABLE III.** The parameters of $N_f = 4$ ensembles and the corresponding expectation values of the bare Polyakov loops.

![Table IV](image-url)  
**TABLE IV.** The renormalization constant $c_Q$ is obtained from the static energy at zero temperature.
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**TABLE V.** The renormalization constant $c_Q$ from the direct renormalization procedure.

We collect the final, continuum extrapolated results for the free energy and entropy in Table [XIII](image-url).
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