A general coupled nonlinear oscillator model for event-related (de)synchronization
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Changes in the level of synchronization and desynchronization in coupled oscillator systems due to an external stimulus is called event related synchronization or desynchronization (ERS/ERD). Such changes occur in real life systems where the collective activity of the entities of a coupled system is affected by some external influence. In order to understand the role played by the external influence in the occurrence of ERD and ERS, we study a system of coupled nonlinear oscillators in the presence of an external stimulus signal. We find that the phenomena of ERS and ERD are generic and occur in all types of coupled oscillator systems. We also find that the same external stimulus signal can cause ERS and ERD depending upon the strength of the signal. We identify the stability of the ERS and ERD states and also find analytical and numerical boundaries between the different synchronization regimes involved in the occurrence of ERD and ERS.

PACS numbers:

I. INTRODUCTION

Synchronization is an ubiquitous natural phenomenon that occurs widely in real systems including those in physics [1], chemistry [2,3], biology [4,5] and nanotechnology [6,7]. This phenomenon is an active topic of current research and is being extensively studied [8–14]. Nevertheless, synchronization is not always a desirable phenomenon. In some cases it is desirable while in some other times it is undesirable and hence a mechanism to desynchronize becomes necessary for normal behavior. For example, synchronization is desirable in the cases of lasers and Josephson junction arrays [12,13], coupled spin torque nano-oscillators where coherent microwave power is needed [17,18], and in the brain when synchronization of neuronal oscillations facilitate cognition via temporal coding of information [14–21]. On the other hand, synchronization is undesirable when pedestrians walk on the Millennium Bridge [22] and when mass synchronization of neuronal oscillators occurs at a particular frequency band resulting in pathologies like trauma, Parkinson’s tremor and so on [23]. Apart from these, synchronization or desynchronization of neuronal oscillations in the brain are found to facilitate task selection and performance. When such a synchronization or desynchronization occurs in the brain or other physical systems mentioned above due to a particular task or an event or an influence of an event then it is called an event-related synchronization (ERS) or desynchronization (ERD).

In this direction in order to understand the phenomena of ERD and ERS, we study the synchronization and desynchronization dynamics of a system of coupled nonlinear oscillators due to the effect of the strength of the external stimulus which represents some external influence. In particular, we demonstrate the occurrence of ERD and ERS due to the change in the strength of the external stimulus. We also find the occurrence of ERD/ERS in periodic and chaotic systems and also with different forms of coupling. We therefore find that the occurrence of ERD and ERS due to external influence is generic and is not limited to the type of the system or the coupling.

The plan of the article is as follows. In the following section we present a general model of coupled nonlinear oscillators in the presence of an external influence to explain ERD/ERS. We discuss the case of the limit cycle Stuart-Landau (SL) oscillators in Sec. III as an illustration of our model. We quantify the strength of ERD/ERS by defining the intensity \( I \) and identify the analytical stability boundaries of the ERD and ERS states. Further we find out the stability of the ERD and ERS states and also identify the analytical and numerical bifurcation boundaries between the different synchronization regimes. We also demonstrate the occurrence of ERD and ERS in the presence of other forms of couplings like weighted coupling and time delayed coupling. In Sec. IV we show that ERD/ERS phenomena also occur in chaotic systems by illustrating the case of coupled Rössler oscillators. We point out potential applications of the model and the results in Sec. V. Finally we present our conclusions in Sec. VI.

II. THE GENERAL MODEL FOR ERD/ERS

Let us consider a system of coupled limit cycle nonlinear oscillators [4,11,20,24,27] subject to external stimulus. The external stimulus represents a dynamic signal from outside the system (brain or other physical systems such as spin torque nano oscillators) or from a distant region inside the system and typically represents the influence of the event (and not necessarily the actual event itself). With this in consideration, the model equations shall be cast into the following form,

\[
\dot{X}_j = F(X_j, \epsilon_j) + \frac{A}{N} \sum_{k=1}^{N} (X_k - X_j) + BY, \quad (\frac{\epsilon}{dt})
\]

\[
\dot{Y} = G(Y, \epsilon_c),
\]

where \( X_j \) and \( Y \) are the state variables of the \( j \)th oscillator and the external stimulus, respectively, \( F(X_j, \epsilon_j) \) and \( G(Y, \epsilon_c) \) are the nonlinear functions, and \( A \) and \( B \) are constants.

In the next section, we discuss the case of the limit cycle Stuart-Landau (SL) oscillators in Sec. III as an illustration of our model. We quantify the strength of ERD/ERS by defining the intensity \( I \) and identify the analytical stability boundaries of the ERD and ERS states.
where \( j = 1, 2, \ldots, N \). Here \( F(X_j, \epsilon_j) \) represents the nonlinear limit cycle behavior of the \( j \)th uncoupled oscillator and \( \epsilon_j \) is the corresponding system parameter. \( A \) is the coupling strength between the oscillators in the system and \( B \) represents the coupling strength between the oscillators in the system and the external stimulus. Our findings on the occurrence of ERD in this model has been briefly reported in \[28\].

From a detailed analysis of generic models of the form \[\dot{x}=\begin{bmatrix} \omega_x \theta_x \\ \omega_y \theta_y \end{bmatrix} + \begin{bmatrix} a_x & \gamma_x \\ a_y & \gamma_y \end{bmatrix} \begin{bmatrix} \theta_x \\ \theta_y \end{bmatrix} + \begin{bmatrix} B_x \\ B_y \end{bmatrix}, \tag{1}\]
we have found that the external stimulus \( B \) typically affects synchronization in the system of coupled oscillators. If the system of coupled oscillators is completely synchronized, that is, \( X_j = X \), \( j = 1, 2, \ldots, N \) (in this state all the oscillators behave as one) due to the strength of the coupling \( A \) (when \( B = 0 \)), then a sufficient strength of \( B \) causes desynchronization (ERD, since external stimulus causes desynchronization) in the system. Typically ERD occurs due to a small group of oscillators that separate themselves from the larger synchronized group. The separated small group either remains desynchronized or synchronizes itself to a frequency different from that of the larger synchronized group. Both of these cases will be demonstrated in the following Sections.

The above behavior is generic and can also occur in chaotic systems leading to chaotic synchronization/desynchronization. Further, this behavior occurs irrespective of the form of coupling (weighted, nonlocal, etc.) and also in delay coupled systems. In all the cases, when the system is synchronized due to the strength of the coupling and when the strength of the external stimulus is sufficient, ERD/ERS occurs. In the following we present our theoretical findings and discuss the qualitative connection between our findings and experimental observations.

III. ERD/ERS IN A SYSTEM OF STUART-LANDAU OSCILLATORS

A well-known and well-studied limit cycle nonlinear oscillator is the Stuart-Landau (SL) oscillator \[4\]. A system of coupled SL oscillators is described by the following set of coupled complex first order nonlinear ordinary differential equations (ODEs),

\[\dot{z}_j = (a + i\omega_j - (1 + i\epsilon)|z_j|^2)z_j + A \sum_{k=1}^{N} (z_k - z_j) + B z_c, \tag{2}\]
\[\dot{z}_c = (a_c + i\omega_c - (1 + ic)|z_c|^2)z_c, \tag{2}\]

Here \( c \) is the nonisochronicity parameter, \( a \) is the Hopf bifurcation parameter and \( \Gamma_{k,j} = (z_k - z_j) \) is the coupling function. \( z_j = x_j + iy_j \) is the complex amplitude of the \( j \)th oscillator with natural frequency \( \omega_j \), \( z_c \) is another SL oscillator with natural frequency \( \omega_c \) and nonisochronicity parameter \( c_c \). Without coupling \( (A, B = 0) \), the dynamical equation of an individual Stuart-Landau oscillator becomes

\[\dot{r} = (a - r^2)r, \quad \dot{\theta} = \omega - cr^2, \tag{3}\]

where \( z = re^{i\theta} \). The fixed points of the radial equation are \( r_0 = 0 \) and \( \sqrt{a} \). From a linear stability analysis the eigenvalue is found as \( \lambda = (a - 3\gamma^2) \). For \( a < 0 \) the system has a stable fixed point \( z = 0 \) which is a linearly stable state corresponding to amplitude death. For \( a > 0 \), the fixed point \( z = 0 \) becomes linearly unstable and a limit cycle oscillation is established with radius \( r = \sqrt{a} \) and phase \( \theta = (\omega - ac)t + \theta_0 \), where \( \theta_0 \) is a constant. For more detailed studies about synchronization in populations of SL oscillators one may refer to \[31, 32\].

The occurrence of ERD and ERS in a system of 1000 coupled Stuart-Landau oscillators is numerically demonstrated in Figure 1 for a Lorentzian distribution of natural frequencies \[g(\omega) = \frac{1}{\pi} \frac{\gamma^2 + (\omega - \bar{\omega})^2}{\gamma^2 + (\omega - \bar{\omega})^2 - \bar{\omega}^2}, \tag{2}\]
where \( \gamma \) is the half width at half maximum and \( \bar{\omega} \) is the central frequency. For the given set of system parameters \((A = 1.1, c = 1.5, c_c = 2, \omega_c = 1.5, \gamma = 0.005, \bar{\omega} = 0.5)\), ERD occurs when moving from the top to the mid panel and ERS occurs when moving from the mid to the bottom panel, upon increasing \( B \). The time evolution of the real part of the state vectors, \( x_i \), and the right column depicts the corresponding phase portraits on the \((x, y)\) plane. Here (top) \( B = 0.01 \), (middle) \( B = 0.08 \) and (bottom) \( B = 0.35 \). Note \( z_i = x_i + yi \).

![Figure 1: Occurrence of ERD and ERS in a system of 1000 coupled Stuart-Landau oscillators for \( A = 1.1, c = 1.5, c_c = 2, a = a_c = 1.0, \omega_c = 1.5, \gamma = 0.005 \) and \( \bar{\omega} = 0.5 \) in equation (2). Left column shows the time evolution of the real part of the state vectors, \( x_i \), and the right column depicts the corresponding phase portraits on the \((x, y)\) plane. Here (top) \( B = 0.01 \), (middle) \( B = 0.08 \) and (bottom) \( B = 0.35 \). Note \( z_i = x_i + yi \).](image-url)
oscillators by defining the quantity \[ I \] the intensity of synchronization using the phases of the occurrence of ERD. With this reasoning we quantify strength or intensity of synchronization denotes the occurrence of ERS and a decrease in the intensity denotes a decrease in the strength of synchronization. Hence an increase in the number of oscillators that are oscillating in synchrony the more will be the measured by the number of oscillators that are oscillating in synchrony the more will be the strength of synchronization. Hence an increase in the strength or intensity of synchronization denotes the occurrence of ERS and a decrease in the intensity denotes the occurrence of ERD. With this reasoning we quantify the intensity of synchronization using the phases of the oscillators by defining the quantity \[ I \]

\[
I = \left| e^{i\theta_j} \right| = \frac{1}{T} \int_0^T \left| \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j} \right| dt,
\]

where \( \theta_j = \tan^{-1}(y_j/x_j) \) is the phase of the \( j \)th oscillator. Here the bar represents average over all oscillators in the population and the angle brackets represent time average. In the state of complete desynchronization \( I = 0 \) and for complete synchronization \( I = 1 \) (while we neglect very little desynchronization in the amplitude). For partial synchronization \( I \) takes a value between 0 and 1; the more oscillators are oscillating in synchrony the higher will be the value of \( I \). We use phase desynchronization/synchronization to characterize the occurrence of ERD/ERS because, upon increasing \( B \) while the oscillators are in complete synchronization, very little amplitude desynchronization occurs first and then for an increase in \( B \) desynchronization occurs in the phase and the desynchronization in the amplitude is also increased (ERD) (see for example Figures 1 and 2). Further increase in \( B \) brings back synchronization in the phase with slight desynchronization in the amplitude (ERS). Therefore monitoring the intensity of phase synchronization will facilitate monitoring the occurrence of ERD/ERS.

Figure 3 shows that there exists a critical strength of the external stimulus for ERD/ERS to occur. Upon varying the stimulus strength \( B \), ERD occurs when there is a decrease in the intensity at a sufficient \( B \) (as denoted by a downward arrow in Figure 3) and when there is an increase in the intensity for sufficient \( B \), ERS occurs (as denoted by an upward arrow in Figure 3). It may also be noted that the ERD/ERS occurs for a finite window of the stimulus strength which depends upon the coupling strength \( A \). When we start with a state where the system is completely phase synchronized due to the coupling strength \( A \), the ERD/ERS occurrence window decreases with stronger \( A \). This means that for very strong coupling \( A \) there is a very less chance that ERD/ERS occurs.

B. Stability of the ERD/ERS state

Our numerical simulations show that when ERD occurs for a sufficient strength of the stimulus, the synchronized group splits into one major synchronized group and a small separated group (synchronized or desynchronized) comprising of a few oscillators (say \( N_2 \)) compared to the size of the major synchronized group (say \( N_1 \)). Therefore the size ratio of this two cluster state is \( r : 1 - r \) where \( r = N_1/N \) and \( N = N_1 + N_2 \), and in the desynchronized state \( r >> 0 \) (\( \sim 1 \)). For the case of SL oscillators \( \omega_0 \) with an external force \( \chi = 1 \) (so that \( c = 0 \) and \( a = 1 \), the dynamics of the large
The fixed points $w$ are given by

$$w = (\langle a - A + ic \rangle - (1 + ic)|w|^2)w + A + B + Be^{iw_c}, \quad (5)$$

where $w = ve^{-iw_c}$. The occurrence of ERD/ERS can be understood from the fixed points of this equation \[28\]. Due to the cubic nature of equation (6) it has three fixed points which determine the stability of the ERD/ERS state. One of the fixed points, namely $\omega = 1$, is stable. The eigenvalues of the linearized version of (6) are $\lambda_{1,2} = -\omega_c + a$ and $a = 1 - B$. From this reasoning, the dynamics of the small group can be written in the form

$$\dot{w} = (\langle a - A + ic \rangle - (1 + ic)|w|^2)w + A + B,$$  

(6)

where $w = ve^{-iw_c}$. Further for $B < B_{II}$ only synchronized solutions are stable and desynchronized solutions do not exist. For given values of parameters the bifurcation boundaries are plotted in Figure 4. In the regions I and IV all the oscillators are synchronized, while in the region II there is frequency desynchronization (mid-panel of Figure 2) is an example since the small group oscillates quasi-periodically while the major group oscillates periodically) between the two clusters and in the region III there is amplitude desynchronization between the two clusters. At the point $B_{II}$, both the saddle and the Hopf bifurcation points merge and disappear and this point is called a saddle-connection point. It is obtained numerically by solving the evolution equation for $w$ given in the text.

Further for $B < B_{II}$ only synchronized solutions are stable and desynchronized solutions do not exist. For given values of parameters the bifurcation boundaries are plotted in Figure 4. In the regions I and IV all the oscillators are synchronized, while in the region II there is frequency desynchronization (mid-panel of Figure 2) is an example since the small group oscillates quasi-periodically while the major group oscillates periodically) between the two clusters and in the region III there is amplitude desynchronization between the two clusters. At the point $B_{II}$, both the saddle and the Hopf bifurcation points merge and disappear and this point is called a saddle-connection point. It is obtained numerically by solving equation (6) and is shown as a dotted line in Figure 4. Thus desynchronized solutions exist in the region between $B_I$ and $B_{II}$. This is in agreement with our numerical observations. A movement in the parameter space in the direction $I \rightarrow II$ or $IV \rightarrow III$ represents ERD and a movement in the opposite direction represents ERS.

C. ERD/ERS in systems with other forms of coupling

In order to demonstrate further the validity of the model, we first consider a system of delay coupled SL oscillators described by

$$\dot{z}_j = (a + \omega_j - (1 + ic)|z_j|^2)z_j + \frac{A}{N} \sum_{k=1}^{N} (z_k(t - \tau) - z_j) + B z_e,$$  

(12)

where $\tau$ is the time delay parameter. We simulate (12) with $\tau = 0.1$ and find the occurrence of ERD/ERS as depicted in Figure 4(a)-(c) for $A = 0.035$, $c = 2.5$, $\epsilon = 3.0$, $\omega_c = 1$, and $B = 0.5$. The desynchronization occurs in the region $B < B_{II}$. The bifurcation boundaries are obtained numerically by solving the evolution equation for $z_j$ given in the text.
The occurrence of ERD/ERS is generic and not limited to limit cycle oscillator systems alone. For example let us consider a system of coupled Rössler oscillators in the presence of an external field \((B \neq 0)\)

\[
\begin{align*}
\dot{x}_j &= -\omega_j y_j - z_j + B x_e, \\
\dot{y}_j &= \omega_j x_j + a y_j + \frac{A}{N} \sum_{k=1}^{N} (y_k - y_j), \\
\dot{z}_j &= b + z_j (x_j - c),
\end{align*}
\]

where the external stimulus is described by

\[
\begin{align*}
\dot{x}_e &= -\omega_e y_e - z_e, \\
\dot{y}_e &= \omega_e x_e + a y_e, \\
\dot{z}_e &= b_e + z_e (x_e - c_e).
\end{align*}
\]

Also this system is found to exhibit ERD/ERS. Here \(a\), \(b\), and \(c\) are the system parameters that determine the periodicity/chaoticity of the system. A Lorentzian distribution of the natural frequencies \(\omega_e\) are chosen for numerical simulation. The external stimulus is represented by \(x_e\) and in this case we have introduced coupling with the \(x\) component of the external stimulus. However, the phenomenon demonstrated here can also be observed irrespective of the component in which the external stimulus is coupled to. The system parameters of the coupled Rössler oscillators are chosen so that they are in the periodic regimes while those of the external oscillator are chosen so that it is in the chaotic regime.

An illustration of ERD and ERS in this system of 1000 coupled oscillators is depicted in Figure 6 for a Lorentzian distribution of natural frequencies with \(\bar{\omega} = 1\), \(a = 0.1\), \(b = 0.5\), \(c = 4.0\) and \(a_e = 0.1\), \(b_e = 0.1\), \(c_e = 9.0\) and \(\gamma = 0.005\). The top panel is the state of complete phase synchronization due to the coupling strength \(A = 0.7\) when \(B = 0.1\). ERS occurs in the mid-panel for \(B = 1.8\). In this state some of the oscillators separate from the synchronized group and are desynchronized. However unlike the case of ERD in SL oscillators (depicted in Figure 1) this ERD state is not stable but breathes in time. That is the separated group is desynchronized at certain times while it is synchronized with the major group at other times. This is obvious from Figure 7 which is a zoom of the rectangular regions marked in Figure 6. Figure 7 (a) corresponds to the dotted rectangular region, which is the state where some oscillators are separated and desynchronized from the major synchronized group. Figure 7 (b) corresponds to the solid rectangular region, which is the state where all the oscillators are synchronized. We have confirmed that this is not a transient since we have plotted the data after allowing a sufficiently large number of iterations and the breathing phenomenon is found to occur periodically. Thus ERD in this state is not stable but time varying. On further increase in the strength of the stimulus to \(B = 2.3\), ERS occurs in the system when all the oscillators are synchronized.
FIG. 6: Occurrence of ERD and ERS in a system of 1000 coupled Rössler oscillators. Here $A = 0.7$, $a = 0.1$, $b = 0.5$, $c = 4.0$ and $a_c = 0.1$, $b_c = 0.1$, $c_c = 9.0$, $\gamma = 0.005$, $\bar{\omega} = 1.0$ and (top) $B = 0.1$, (mid) $B = 1.8$ and (bottom) $B = 2.3$. Left column shows the time evolution of the state vectors $x_i$ and the right column depicts the corresponding phase portraits on the $(x_i,y_i)$ plane. A blow up of the dotted and solid rectangular regions marked in the mid-panel is shown in Figure 7.

FIG. 7: A blow up of the dotted and the solid rectangular regions marked in Figure 6 is shown in panels (a) and (b), respectively. In panel (a) the separated group is desynchronized while in (b) it is synchronized with the major group.

The same stimulus can result in ERS and ERD depending upon the strength of the stimulus. Fig. 8 shows this phenomenon where we choose the initial state of the system to be in a partially synchronized state (since we want to demonstrate both ERS and ERD). Panel (a) represents the initial state before the application of the stimulus. When the stimulus is applied, depending upon the strength of the stimulus $B$ ERD occurs in panel (b) while ERS occurs in panel (c). The change in intensity $I$ for different values of stimulus strength $B$ is shown in panel (d). The reference line corresponds to the initial partial synchronized state and an intensity $I$ above and below the line denotes the occurrence of ERS and ERD, respectively. Thus we find that for a given external stimulus signal, both ERD and ERS can occur depending upon the strength of the stimulus.

V. APPLICATIONS

In this paper we have discussed the occurrence of event-related synchronization and desynchronization in a system of coupled nonlinear oscillators in the presence of an external stimulus. This type of model and the results discussed here can be applied to various real-world systems. We point out a few applications below.

Synchronization of neurons at a particular frequency band may facilitate the performance of a particular task while desynchronization at the same frequency band may leave it unattended. The vice versa can also happen. Brain oscillations at different frequency bands are found to be one of the most crucial mechanisms that control higher level information processing, motor functioning...
and even large scale integration of information across various regions of the brain.

It is therefore highly important to understand the dynamics of event related neuronal oscillations in relation to specific tasks and/or pathologies. In particular, in pathological conditions like tremors, it is of great importance to understand the occurrence of synchronization or desynchronization of neuronal oscillations at specific frequency bands in order to be able to control the synchronization of neuronal oscillations and hence the pathological states.

The occurrence of synchronization or desynchronization due to an event is not limited to brain and there are many other systems that exhibit this phenomenon. For instance, an open problem in the field of nano-technology is that the microwave power emitted by a single spin torque nano-oscillator (STNO) is very small, of the order of nano-watts. In order to increase the power one needs to find ways to synchronize a group of coupled nano-oscillators to obtain coherent power. The model discussed in this paper can be used to find ways to avoid desynchronization in such systems and can also explain the occurrence of synchronization and/or desynchronization caused by a stimulated microwave current [17].

We also note here that this model, apart from serving as a qualitative mathematical representative for ERD/ERS phenomena in the brain, can also explain synchronization and/or desynchronization due to external stimulus in other systems; for instance, polariton condensates in semiconductor micro-cavities that interact both among themselves and with the reservoir and quantum coherence of condensates [29, 30], can also be represented by this model. Studies on these systems will be discussed separately.

Even more generally, the model can account for synchronization/desynchronization due to external stimulus, while the system is already synchronized due to coupling. Possible applications in this direction include the establishment of synchronization or desynchronization due to external stimulus in neuronal networks, Bose–Einstein condensates, Josephson junction arrays and lasers and so on.

Therefore it will also be of interest to investigate the occurrence of ERD/ERS in systems of diffusively coupled sub-populations. Such a model will facilitate the understanding of the simultaneous occurrence of ERD/ERS at multiple frequency bands in the brain and in systems of coupled STNOs in multiple columns.

VI. CONCLUSION

In this article we have proposed a general model of coupled nonlinear oscillators which can represent interesting physical or biological systems such as a system of coupled spin torque nano-oscillators or neurons, by generalizing and building upon our previous Letter [28]. We subject the system to an external field, which represents an event or an external stimulus. The model results provide an understanding of the occurrence of ERD/ERS due to different types of stimuli. We have found that the occurrence of ERD/ERS is generic to all types of coupled oscillator systems including chaotic systems. Hence we hope that the model results can be applied to quantitative description and prediction of the occurrence of synchronization and desynchronization due to external stimulus in real world systems including Bose–Einstein condensates, Josephson junction arrays and lasers and so on.
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