Utilising the See-and-Follow Method for Enhancing Robot Learning Ability
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Abstract. The rapid growth and development of robots today can be reflected from variations of research in the robotic field, and one of them that has been flourishing in the area is robot learning. Learning is one of the most important aspect needs to be implemented in a robot that allows the robot to improve its performance through experience-driven knowledge. There are several forms of learning methods and one of the most favourable approach is the see-and-follow method. This paper aims to develop robots that can learn to do the same movements with human movements through the see-and-follow method. Kinect sensor is used as a technology to support the process of recognizing the human body and its movements; which later to be transformed into the robot dimension. The results show that Kinect sensor can be used to measure the distance and recognize the joints of the human body along with the movements produced within a distance of 1 meter to 3.75 meters with an average reading error of 0.04 meter. The average delay time for the whole movement is 2.6 seconds. The average percentage of similarity between robot and human movements for the whole movement scenarios is 93.45%. Hence, high level of similarity in movement concludes that the method of see-and-follow successfully increases the learning skills of the robot.

1. Introduction

According to Mitchell [1], learning is a process to improve performance through experience. Learning is one of the important aspects that needs to be implemented in a robot, which allows the robot to improve various skills through experience. This experience can be obtained either from the robot mechanism itself or from its environment [2]. Robot can be said to learn if when doing a work, its ability increases over time correspond with its experience. One method that can be used in robot learning is to see-and-follow or typically known as mimicking method.

The method of see-and-follow models human as the object to be imitated and a robot moves according to what the human model is doing. Implementation of this method requires specific sensor that has the ability to recognize human body and human motions. These motions would be the input for the robot, which latter to be imitated during mimicking process without to manually move the robot hands to follow the human motions. Through this way, the see-and-follow method makes the Human-Robot Interaction become more user-friendly where controlling robots no longer requires a gamepad, joystick, keyboard, and mouse.

This paper aims to develop a robot framework that support learning process in order to acquire a certain skill such as motions which are performed by a human model through see-and-follow method.
Ki
nect sensor is used as a sensor technology to support the recognition process of the human body and its movements. Testing scenarios are designed to demonstrate the learning process by see-and-follow method and to access the performance of the learning.

2. Related Studies
The see-and-follow method has been widely implemented in the robot learning as a research area in robotics. Algan [3] in 2003 introduced a robotic arm that could mimic the movements of the human arm where the position of the arm was represented through camera images. In 2014, Jonas [4] introduced a humanoid robot that can mimic the movement of the entire human body in real time by utilizing the Xsens’ MVN motion capture system. In the following year, 2015, Rajesh [5] also made a robotic arm that could mimic the movements of the human arm by utilising the Kinect sensor to determine the slope angle of the arm then transform it into joint positions of the robot.

3. Methods
In this study, the overall design of the framework robot learning system is shown in Figure 1 below. It consists of one Kinect sensor, 1 PC, 2 pieces of Arduino Mega 2560, a pair of 433 MHz RF transceiver-receiver communication module, IC 74LS241 driver, and a humanoid robot.

![Figure 1. Overall design of robot learning system](image)

The Kinect sensor is used for detecting the coordinates of the joint on the human body, i.e. the upper limb that constitutes to arm joints of the robot. The whole set of data is then processed by the PC for recognition phase and transformed into a sequence of joint data that associated with human arm motions. This signal is then forwarded to Arduino Mega 2560 as the local processing unit. The resulting data is sent via wireless to the robot a 433 MHz RF communication module. After the data is received, another Arduino Mega 2560 (local processor) will process the incoming data and convert the data into joint parameters, which will actuate the joint on the robot. Actuation of robot joints will produce the robot motions. The local processing at the robot side, requires an IC 74LS241, which serves as an interface that functions to sort the data whether it is addressed as Transmitter or Receiver. The scenario of the experiment that will be conducted is the specification of the working distance from the sensor system, the minimum and maximum coordinates of 3 dimensions (x, y, z) of the left hand joint, right hand joint, and head joint, the 3 dimensional coordinates (x, y, z) of human joints when doing movement, time delay between robot movements and human movements, and the degree of similarity between robot movements and human movements. The object being tested is a human operator with a height of 175 cm standing in front of the Kinect sensor where the sensor is placed at a height of 90 cm from the floor.
3.1. Testing of sensor working distance

This experiment aims to determine the minimum and maximum working distance from the Kinect sensor to be able to read the joints of the human body. To be able to measure the distance, two types of measurement methods are used. The first is using the Kinect sensor to read the z coordinates of the operator and the second is using the meter to measure the actual distance (real) between the Kinect sensor and humans. The working distance is denoted by d measured in meters and will be compared with the Kinect working distance based on theory.

The test results are shown in Table 1.

| d (real) (m) | d (Kinect) (m) | Joint Status   | Error (m) |
|-------------|----------------|----------------|-----------|
| 0           | 0              | not detected   | 0         |
| 0.25        | 0.3            | not detected   | 0.05      |
| 0.5         | 0.54           | not detected   | 0.04      |
| 0.75        | 0.79           | not detected   | 0.04      |
| 1           | 1.04           | detected       | 0.04      |
| 1.25        | 1.29           | detected       | 0.04      |
| 1.5         | 1.54           | detected       | 0.04      |
| 1.75        | 1.8            | detected       | 0.05      |
| 2           | 2.04           | detected       | 0.04      |
| 2.25        | 2.29           | detected       | 0.04      |
| 2.5         | 2.58           | detected       | 0.08      |
| 2.75        | 2.8            | detected       | 0.05      |
| 3           | 3.03           | detected       | 0.03      |
| 3.25        | 3.29           | detected       | 0.04      |
| 3.5         | 3.54           | detected       | 0.04      |
| 3.75        | 3.78           | detected       | 0.03      |
| 4           | 4.04           | not detected   | 0.04      |

From Table 1, the Kinect sensor is able to recognize the joint of the human body only when the operator stands between a distance of 1 meter to 3.75 meters in front of the Kinect sensor based on the actual distance calculation (real). As for the calculation using Kinect sensors, joint operators can only be identified at a minimum distance of 1.04 meters to a maximum of 3.78 meters. Overall the error reading of distance in average is about 0.04 meters.

Table 2 below shows the comparison of the sensor Kinect working distance between the theory [6] and the test results.

| d min theory (m) | d min real (m) | Error (m) | d max theory (m) | d min real (m) | Error (m) |
|-----------------|----------------|-----------|-----------------|----------------|-----------|
| 0.8             | 1              | 0.2       | 4               | 3.75           | 0.25      |

Figure 2 depicts the comparison of joint detection range by Kinect sensor based on the theory and test result. Based on the graph, the minimum distance required by the Kinect sensor to detect the joint operator is greater than the minimum working distance by theory. Experiment show the maximum
distance of Kinect sensor work only reaches 3.75 meters which does not reach 4 meters as stated in the theory.

![Joint Detection Range](image)

**Figure 2.** Joint detection range

3.2. *Testing minimum and maximum 3-dimensional coordinate system of joint detection*

This test aims to determine the minimum and maximum coordinates of the head joint, right hand joint, and left-hand joint of the human body that can be read by the Kinect sensor so that the operator can position themselves in front of the Kinect sensor. To be able to find out the coordinates, the measurement is done by two methods. The first is using measurements from the Kinect sensor and the second is using a meter. The Figure below shows an illustration of a 3-dimensional coordinate system \((x, y, z)\) with detection by Kinect.

![Illustration of 3-dimensional coordinate system](image)

**Figure 3.** Illustration of 3-dimensional coordinate system

Table 4 shows that Kinect sensor can detect the right-hand joint with a maximum distance of up to 1.3 meters from the Kinect sensor \((x\) coordinate) and left hand up to 1.32 meters from the Kinect sensor \((x\) coordinate). The biggest error is 0.11 meters or in percentage is 9.1%.
Table 3. Minimum and maximum 3-dimensional coordinate system of joint detection (meters)

| Joint         | x max  | x max  | Error | y max  | y max  | Error |
|---------------|--------|--------|-------|--------|--------|-------|
|               | Kinect | real   |       | Kinect | real   |       |
| Head          | 0.84   | 0.8    | 0.04  | 0.81   | 0.85   | 0.04  |
| Right Hand    | 1.3    | 1.36   | 0.06  | 1.1    | 1.2    | 0.1   |
| Left Hand     | 1.32   | 1.36   | 0.04  | 1.09   | 1.2    | 0.11  |

| Joint         | z min  | z min  | Error | z max  | z max  | Error |
|---------------|--------|--------|-------|--------|--------|-------|
|               | Kinect | real   |       | Kinect | real   |       |
| Head          | 1.04   | 1      | 0.04  | 3.8    | 3.7    | 0.1   |
| Right Hand    | 1.01   | 1      | 0.01  | 3.78   | 3.7    | 0.08  |
| Left Hand     | 0.99   | 1      | 0.01  | 3.75   | 3.7    | 0.05  |

3.3. Testing coordinates of joint when doing the movement

This test aims to determine the coordinates of the head joint, right-hand joint, and left-hand joint of the human body when doing the movement. The movement includes straighten hands forward, raise hands up, lowering hands down, and stretching hands. Coordinate testing is done by Kinect sensor calculation where the results are shown in the Table 4 below.

Table 4. 3-Dimensional coordinates of joint when doing the movement

| Movement          | Head (meters) | Right-Hand (meters) | Left-Hand (meters) |
|-------------------|---------------|---------------------|--------------------|
|                   | x  | y  | z  | x  | y  | z  | x  | y  | z  |
| Lowering hands down | -0.11 | 0.4 | 2.06 | 0.07 | -0.42 | 1.89 | -0.29 | -0.41 | 1.91 |
| Stretching hands  | -0.32 | 0.4 | 2.14 | 0.4 | 0.32 | 2.1 | -1.04 | 0.23 | 2.05 |
| Raise hands up    | -0.3 | 0.41 | 2.13 | -0.13 | 0.79 | 2.05 | -0.42 | 0.78 | 2.01 |
| Straighten hand forward | -0.34 | 0.36 | 2.19 | -0.18 | 0.32 | 1.6 | -0.43 | 0.35 | 1.61 |

From Table 4, it can be concluded:

- When lowering hands down, the y coordinates of the right-hand joint and the y coordinates of the left-hand joint are smaller than zero
- When stretching hands, the x coordinates of right-hand joints are greater than the x coordinates of head plus 0.45 meters and the x coordinates of the left-hand joint x are smaller than the x coordinates of head minus 0.45 meters
- When raising hands up, both y coordinates of right-hand and left-hand joint are bigger than the y coordinates of head
- When stretching hand forward, both z coordinates of right-hand and left-hand are bigger than the coordinates of head plus 0.45 meters
3.4. Testing time delay between human and robot movement
This test aims to find out how long it takes the robot to respond to the movements of the operator. From the Table 5 below, the smallest delay required by the robot in order to respond to the movement of the operator is 2 seconds and the biggest delay time is 4 seconds.

Table 5. Time delay between human and robot movement

| Human movement          | Robot movement          | Time delay for experiment |
|------------------------|------------------------|---------------------------|
| Lowering hands down    | Lowering hands down    | 2 3 2 3 2                |
| Stretching hands       | Stretching hands       | 2 3 3 3 2                |
| Raising hands up       | Raising hands up       | 3 3 2 2 2                |
| Stretching hands forward| Stretching hands forward| 2 3 4 2 4              |

Figure 4 below shows the average time delay between the motion of the robot and the movement of the operator for each movement.

Figure 4. Average time delay for each movement

3.5. Testing the similarity between robot and human movement
The testing process is conducted by giving the opportunity to several respondents to test the robot that has been made. After testing, the questionnaire will be distributed to respondents to find out their opinions about how much the percentage of similarity of the movements produced by the robot to the movements they do.
Table 6. Percentage of similarity between human and robot movement

| Respondent | Lowering hands down (%) | Stretching hands (%) | Raising hands up (%) | Stretching hands forward (%) |
|------------|--------------------------|----------------------|----------------------|------------------------------|
| 1          | 90                       | 90                   | 90                   | 90                           |
| 2          | 99                       | 99                   | 99                   | 99                           |
| 3          | 98                       | 95                   | 98                   | 95                           |
| 4          | 100                      | 100                  | 100                  | 100                          |
| 5          | 80                       | 80                   | 80                   | 80                           |
| 6          | 90                       | 100                  | 100                  | 100                          |
| 7          | 10                       | 100                  | 100                  | 100                          |
| 8          | 95                       | 95                   | 95                   | 95                           |
| 9          | 70                       | 90                   | 100                  | 100                          |
| 10         | 90                       | 100                  | 100                  | 100                          |
| 11         | 95                       | 90                   | 100                  | 100                          |
| 12         | 85                       | 85                   | 85                   | 85                           |
| 13         | 85                       | 86                   | 86                   | 88                           |

The average percentage of similarity between robot and human for each movement is above 90% where overall the average is 93.45%

Figure 5. Average percentage of similarity between human and robot movement

4. Conclusions
The test results show that the Kinect sensor can be used to measure the distance and recognize the joints of the human body along with the movements produced within a distance of 1 meter to 3.75 meters with reading error in average is about 0.04 meters. While on the x-axis, the detection range of joint by Kinect sensor is 1.3 meters to the right and 1.32 meters to the left. The smallest delay required by a robot to respond to the movement of the operator is 2 seconds and the biggest delay is 4 seconds.
where the average delay time for the whole movement is 2.6 seconds. The average percentage of similarity between robot and human movements for the whole movement is 93.45%. Due to the high level of similarity in movement, it can be concluded that the method of see and follow successfully increases the ability of learning robots.
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