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Abstract—Augmented Reality (AR) is known to enhance user experience, however, it remains under-adopted in industry. We present an AR interaction system improving human-machine coordination in Internet of Things (IoT) and Industry 4.0 applications including manufacturing and assembly, maintenance and safety, and other highly-interactive functions. A driver of slow adoption is the computational complexity and inaccuracy in localization and rendering digital content. AR systems may render digital content close to the associated physical objects, but traditional object recognition and localization modules perform poorly when tracking texture-less objects and complex shapes, presenting a need for robust and efficient digital content rendering techniques. We propose a method of improving IoT-AR by integrating Deep Learning with AR to increase accuracy and robustness of the target object localization module, taking both color and depth images as input and outputting the target’s pose parameters. Quantitative and qualitative experiments prove this system’s efficacy and show potential for fusing these emerging technologies in real-world applications.

Index Terms—Internet of Things, Augmented Reality, Industry 4.0, Object Pose Estimation, Visualization, User Interaction

I. INTRODUCTION

Today’s cost-sensitive consumers demand custom products requiring on-demand production. Flexible, elastic manufacturing has become a critical differentiator, with IoT enabling such capabilities. Hyperconnectivity supports seamless machine interaction, data-driven decision making, richer sensing, and real-time monitoring and control. IoT makes sensing ubiquitous and data more accessible, combining with advanced sensor and semantic web technologies to underpin Big Data analytics. AR compliments this human-machine coordination by increasing process visibility. Firms can leverage these improvements for rapid design modifications and swift maintenance to meet dynamic production and reduce production downtime.

AR is an interactive technology that enriches user experience by superimposing virtual digital content into the real world. Existing rendering techniques and devices have enabled AR’s adoption in domains including entertainment [1] and commerce [2]. Yet, there is more value in AR than simply displaying information – for example, by seamlessly blending real-time information into a user’s perception of surrounding environment. AR systems have recently started to fuse heterogeneous technologies (e.g. computer vision and image segmentation) to better understand geometric and semantic properties of a working environment, so that they can render information at the corresponding position of a detected target object. This creates a more satisfying visualization and interaction experience, making AR more useful across domains including manufacturing.

Fusing IoT and AR is a natural next step in unlocking the greatest potential of the manufacturing industry. Specifically, combining IoT and AR can reduce a manufacturer’s downtime by enabling real-time, data-informed condition monitoring of machines and providing intelligent assistance in case of repairs, allowing unskilled employees to conduct basic maintenance. Currently, machine status monitoring and maintenance assistance receive the most research and industrial attention, and reducing their costs and enhancing associated efficiency are key to smart factory applications.

Fusing IoT and AR is not entirely novel, and has been demonstrated in [3]–[5]. However, AR has not been adopted to the fullest in a manufacturing context. One reason is that current object localization algorithms are insufficiently robust to handle industrial requirements, such as objects without distinguishable visual patterns (denoted as textureless objects), so rendered contents cannot reliably be accurately displayed in the correct position, resulting in a poor user experience. There
therefore remains significant demand for accurate object pose estimation, motivating this paper’s goal of building an accurate target object pose estimation system to support joint IoT-AR implementations.

Many contemporary existing AR systems use fiducial markers, such as QR codes, to recognize and localize target objects. This marker-based method requires additional preconfiguration processes and is not applicable to certain shapes (e.g., thin structures). Deriving object pose estimates directly from unmodified appearances is preferable. Ongoing work uses computer vision to extract handcrafted visual and geometric descriptors for target object pose (rotation and translation) estimation [6], [7], but these methods usually suffer from high variability under changing conditions (e.g., lighting) or with sensor noise. They also require detailed surface textures, and cannot handle complex geometric shapes. At the same time, advances in Artificial Intelligence (AI) has shown promise for effective pose estimation [8], [9]. We propose taking advantage of enhancements in AI and building upon existing techniques to improve object pose estimation accuracy, supporting IoT-AR in industrial applications.

In summary, we show how to improve an IoT-AR system by integrating state-of-the-art deep learning models with computer vision, and demonstrate the hybrid system with two use cases: machine status monitoring (Fig. 1) and maintenance experience in AR environments by increasing pose estimation accuracy, supporting IoT-AR in industrial applications.

In summary, we show how to improve an IoT-AR system by integrating state-of-the-art deep learning models with computer vision, and demonstrate the hybrid system with two use cases: machine status monitoring (Fig. 1) and maintenance experience in AR environments by increasing pose estimation accuracy, supporting IoT-AR in industrial applications.

B. Object Pose Estimation

1) Fiducial Marker-based Method: Fiducial markers, such as QR codes, are commonly used in AR systems for detection and pose estimation purpose [15]. Usually, fiducial markers are either attached to target objects to dynamically infer objects’ poses [16], or fixed positions in environments as static landmarks to estimate the camera’s pose [17], [18].

Despite many easy-to-use tools and Application Programming Interfaces (APIs), such as ARToolKit [19], ARToolKit+ [20], and ARTag [21], have been developed, this approach requires additional preconfiguration processes and is not universally applicable, thus it is more desired to estimate objects’ poses directly from their natural appearances.

2) 2D Visual Feature-based Method: One of the earliest practice to estimate objects’ poses without additional artificial markers is to detect and match 2D visual features between scene images and known object models [22]–[25] through PnP algorithm [26]. However, the performance of these methods degenerate for low-texture or low-resolution inputs.

3) 3D Geometric Feature-based Method: 3D geometric local features provide another way to estimate objects’ poses based on their geometric properties. This method works on 3D point clouds. Descriptors [27] from local point sets are extracted to match point pairs between two point clouds, and matched point pairs are used to compute the optimal pose. Iterative closest point (ICP) algorithm and its variants [28], [29] are usually used as a post-processing step to increase accuracy.

4) Deep Learning-based Method: Existing deep learning methods have explored various input sources for object pose estimation. 2D convolution neural network (CNN) can be
directly adopted to estimate object pose parameters from RGB images [30]–[32]. Standard 2D convolution operations can also be extended to process 3D data for pose estimation. For example, 3D data can be voxelized and fed as input to 3D CNN models [33], [34], or directly passed in point cloud format to PointNet-based [35] models [36]. However, using either color or geometric information alone lacks full knowledge of the environment for pose estimation. Therefore, inspired by [37]–[39], we use information from both sources.

III. SYSTEM

The proposed system include three main components: machine status data collection, target machine localization, and augmented visualization, as shown in Fig. 1. They work collaboratively to obtain machine status information and render it to the user through the head mounted display (HMD) at corresponding positions. In this section, we describe technical and design details of our prototype system.

A. System Workflow

Our system integrates heterogeneous technologies, including IoT, AI and AR, into a fully functional system. Fig. 2 shows the overall workflow with respect to the steps required to achieve the system’s functionality. Its three components work in individual threads, and communicate to a central server independently. The first component (pink block) is deployed on the machine to collect and upload machine status data to the server at each step, and the server shares them to other components of the system. Since this thread serves as a data provider, it begins as the system starts and stops till the system ends. The second component (yellow block) estimates pose parameters of the target machine (e.g. its relative position and orientation to the camera), given streamed color and depth images captured from a depth camera mounted on the helmet. Since the computation load is heavy, this task is performed on the server using Graphics Processing Unit (GPU). The server sends machine pose parameters to the HoloLens if they are successfully estimated, otherwise, current images will be dropped and this thread enters the next step. This thread terminates when the target machine is correctly localized, because HoloLens put digital content into the fixed world coordinate system and only need to be set once. The third component (blue block) takes care of visualizing preconfigured digital content (e.g. machine status panels and augmented maintenance guide) to the user through HoloLens. When the system starts, this thread first loads preconfigured digital content, and then sets up a callback function for placing previously loaded digital content according to received pose parameters from the server. This thread displays digital content only after it receives estimated machine pose parameters. In this work, we demonstrate two cases: displaying machine status on virtual panels and showing augmented machine maintenance guide. Similar to the first thread, this visualization thread also terminates till the system ends.

B. Machine Status Synchronization

We used a desktop PCB milling machine by Bantam Tools to demonstrate the functionality of our prototype. Machine has a frame dimension of 140 x 114 x 34.3 mm and capable of cutting PCBs at 2,600 mm/min with spindle speeds ranging from 8,500 - 26,000 rpm [40]. We used a battery-powered SensiBLE IoT module to capture physical attributes from the machine in real-time. SensiBLE module is an aggregate of sensors including accelerometer, gyro, magnetometer, temperature, humidity, light, pressure, microphone, proximity and ranging sensors. Although the IoT module is capable of reporting multi-modal sensor data, we used only temperature, humidity, pressure and accelerometer data in building the prototype presented in this paper. SensiBLE connects to a mobile software app over BLE and subsequently streams data
C. Target Machine Localization

Our pose estimation pipeline includes four deep neural networks, takes as input both color and depth images, and outputs pose parameters for the machine presented in the image. The complete pipeline is shown in Fig. 3.

1) Segmentation Network: To facilitate target machine pose estimation and reduce region of interest within the input image, the target machine is first segmented from the input color image. An encoder-decoder CNN model is implemented to support this purpose. Given an input image containing the target machine, the segmentation network first reduces the spatial dimension of intermediate feature maps via pooling (encoder), and then expands it via unpooling (decoder) to generate a binary output mask of the same size as the input image indicating foreground and background. At each layer, 2D convolution operations are used to aggregate information. The network architecture is shown in Fig. 4.

2) Image Feature Extraction Network: The segmented target machine region contains all the necessary visual information for its pose estimation, and the goal of this part is to extract this information. Specifically, the image feature extraction network takes as input an image patch containing the segmented machine region, and generates embedded visual features for all the pixels. Similarly to the segmentation network, this network also follows an encoder-decoder architecture, and ResNet18 [41] is used here to embed latent correlation between machine appearance and its pose parameters. Formally, given the input image patch of shape $H \times W \times 3$, the model outputs an embedding space of shape $H \times W \times d_{\text{color}}$, where $d_{\text{color}}$ is the dimension of this visual embedding space.

3) Point Cloud Feature Extraction Network: The machine region in the depth camera contains additional geometric cues correlated to the machine pose parameters (e.g. viewing the machine from different viewpoints and distances would result in different positions, scales and geometric structures presented in the depth image), and it is beneficial to include such information. One direct way to extract this geometric information is to keep using 2D CNN on the cropped depth image patch, but this approach fails to fully discover the intrinsic 3D structure. On the other hand, 3D point clouds describe 3D properties in a more straightforward way, and the accuracy can be improved when operating on the reconstructed 3D point cloud [42]. We follow this direction, and further explore point-to-point relationship to enhance overall accuracy and stability of our system. A point cloud of the target machine can be reconstructed from the segmented foreground mask and the depth image, given known transformation parameters between color and depth images (bottom left of Fig. 3).

The goal here is to compute a geometric feature describing local geometric property for each reconstructed point. To begin with, for each point, $x_i$, we first detect its $k$ nearest neighboring points, $\{x_{i1}, x_{i2}, ..., x_{ik}\}$, and obtain their embedded feature vectors using multilayer perceptron (MLP) as in PointNet [35]. This step projects 3D point coordinates of a point, $x_i$, to a latent feature embedding, $f_i$, expressed as $f_{ij} = MLP(x_{ij})$. Next, we form point pairs between $x_i$ and each of its neighbors $x_{ij}$, and generate deeper point pair features encoding inter-point relationship. This step can be written as $e_{ij} = h(f_i, f_{ij})$, with $h()$ and $e_{ij}$ being a learnable feature fusion operation and the point pair feature, respectively.
Finally, we further fuse all pair features around the central point to capture their local geometric property. This step can be expressed as \( \mathbf{o}_i = g(\mathbf{e}_{i1}, ..., \mathbf{e}_{ik}) \), with \( g() \) and \( \mathbf{o}_i \) being another learnable operation and the output point cloud feature of \( \mathbf{x}_i \), respectively. Relevant operations are demonstrated in Fig. 5.

4) Pose Estimation Network: So far, we have obtained both visual and geometric features for segmented machine region, and those information now need to be fused for machine pose estimation. Since the correspondence between each pixel and point is available, features from both sources can be easily fused by concatenating them for matched pixel-point pairs (the middle part of Fig. 3). However, due to occlusion, noise and error in previous processes, different fused features contain valid information to different degrees. Therefore, to potentially find the correct machine pose parameters, as suggested in [42], we generate a set of pose parameters, together with a confidence score, for each fused feature. Ideally, a higher confidence score indicates the estimated pose parameters are closer to the ground truth ones. Note that the fused feature sets share the same format as point cloud spatial coordinates, thus similar MLP structures are reused here to regress pose parameters and confidence scores. As demonstrated in [43], we also generate a global feature vector to obtain global context information via max pooling point features across each feature dimension, and attach it to each individual point feature to enhance information flow along the forward propagation process. Finally, the network predicts rotation parameters (4-element quaternion vector), translation parameters (3-element vector in X, Y and Z direction), and a scalar confidence score. During testing time, the rotation and translation parameters with the highest confidence score is selected. The pose estimation network architecture is shown in Fig. 6.

D. Visualization

After obtaining the target machine’s pose, the system needs to superimpose digital content onto the real machine through HoloLens, as in Fig. 1. Since the machine’s pose is estimated in the depth camera coordinate system, a pose correction procedure is required for HoloLens visualization.

First, let us define the estimated target machine pose matrix in the depth camera coordinate system as \( M_{\text{pose}}^{\text{dep}} \), the pose transformation matrix from depth camera coordinate system to the HoloLens virtual camera coordinate system as \( T_{\text{HoloLens}}^{\text{dep}} \), and the the pose transformation matrix from the HoloLens virtual camera coordinate system to the world coordinate system as \( T_{\text{world}}^{\text{HoloLens}} \). These transformation matrices contain rotation and translation parameters and share the same format:

\[
M = \begin{bmatrix}
R & t \\
0 & 1
\end{bmatrix}
\]

where \( R \) is a \( 3 \times 3 \) rotation matrix which can be converted from a quaternion vector, and \( t \) is a \( 3 \times 1 \) vector representing translation. Then, the correct machine pose matrix in the world coordinate system, \( M_{\text{pose}}^{\text{world}} \), which is required for the HoloLens rendering system, can be inferred according to:

\[
M_{\text{pose}}^{\text{world}} = T_{\text{world}}^{\text{HoloLens}} \times T_{\text{HoloLens}}^{\text{dep}} \times M_{\text{pose}}^{\text{dep}}
\]

IV. EVALUATION

In this section, we evaluate and demonstrate our system from two main perspectives. First, at the core of our system is a deep learning-based pose estimation model, which shows how to use state-of-the-art AI techniques to improve AR systems, and we evaluate this model quantitatively and qualitatively. Second, the goal of the proposed system is to enhance user experience and working efficacy during manufacturing and relevant processes, so we will also demonstrate the real-time performance of our prototype.

A. Pose Estimation Model Evaluation

1) Dataset: As a well-known fact, the deep learning method is a data driven approach, and training a deep model requires a large amount of labeled samples for supervised learning tasks, including object pose estimation. Since our model takes as input color and depth images and outputs pose parameters, the collected training samples are \( \{\text{color&depth target machine pose}\} \) pairs. In this work, we collected 1,125 color and depth images covering different backgrounds from various viewpoints. To obtain ground truth pose parameters, we first reconstruct a point cloud from a color and depth image pair, and then manually align the machine’s 3D model to its corresponding partial counterpart in the reconstructed scene point cloud. To facilitate this process, we build an aligning tool, which allows us to select matched points between the 3D machine model and scene point cloud. With at least 3 matched point pairs selected, a ground truth transformation matrix can be computed correctly. We split all the manually aligned samples into training and testing sets according to a split ratio of 0.9/0.1.

2) Competing Methods: We include another two common pose estimation methods in existing AR systems for comparison.

Geometric Method We implement the Fast Point Feature Histograms (FPFH) algorithm [44], a popular 3D feature-based method. To calculate the pose that transforms a 3D model to its corresponding partial counterpart in the reconstructed scene point cloud. A. Pose Estimation Model Evaluation
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target machine, and their relative poses to the machine are carefully measured. The machine’s pose is estimated from visible QR codes to the camera. This method is expected to work well, but it lacks flexibility and is not universally applicable.

3) Evaluation Metrics: We adopt the average distance as the metric [32] to evaluate pose estimation accuracy. Given the ground truth rotation $R$ and translation $t$ and the estimated rotation $\tilde{R}$ and translation $\tilde{t}$, this metric computes the mean of the pairwise distances between the 3D model points transformed according to the ground truth pose and the estimated pose:

$$Distance\_error = \frac{1}{M} \sum_j ||(Rx_j + t) - (\tilde{R}x_j - \tilde{t})|| \quad (2)$$

, where $M$ is the number of points considered.

4) Implementation Details: All the four neural networks in the system are implemented using PyTorch library$^2$. We use one Nvidia Titan X GPU with 12 GB memory to accelerate neural network training and testing processes. The server machine is equipped with an Intel Core i7-6850K 6-Core 3.60-GHz CPU to test competing methods. The weighted distance error using predicted confidence scores is used as the objective loss function for training our model.

### TABLE I
**MODEL COMPARISON**

|                      | Geometric Method (FPFH + SAC-IA) | Fiducial Marker (QR-Code) | Deep Learning (Ours) |
|----------------------|----------------------------------|--------------------------|---------------------|
| Run time (sec.)      | 4.752                            | 0.012                    | 0.015               |
| Distance error (m.)  | 0.542                            | 0.062                    | 0.010               |

5) Model Performance Evaluation: We evaluate our pose estimation model from two perspectives: performance speed and accuracy. Both competing methods and our model are evaluated on the same testing set for fair comparison. We record the average run time and distance error for all three methods, and report their results in Table I. As can be observed, the geometric method performs significantly slower than fiducial marker and our deep learning methods, due to the fact that FPFH algorithm needs to exhaustively search the entire data structure to find neighboring points to compute local descriptors. Even though our model consists of complex deep learning architecture, it achieves similar run time as the simple fiducial marker method thanks to the speed boost of GPU. Moreover, our model achieves the least average distance error, and outperforms the other two methods by a large margin, proving the effectiveness of our deep learning model.

To further investigate details of the evaluation process, we count the percentage of testing samples with their distance errors less than predefined thresholds. We choose 10 different thresholds from 0.01m to 0.1m with an interval of 0.01m, and plot their corresponding percentages in Fig. 7. From this plot, we can clearly see how the distance error is distributed among testing samples for different methods. For example, about 50% of testing samples have distance errors less than 0.01m for our method, the geometric method completely fails to estimate reasonable pose parameters possibly because of the severe noise in captured point cloud data, and the number of samples is roughly uniformly distributed within each error range for marker-based method. The pose estimation results are also qualitatively compared in Fig. 8. We show both the 2D projection and 3D point cloud of the transformed machine model. The qualitative results match the quantitative results.

### B. System Demonstration

We demonstrate two use cases for our system: machine status monitoring and augmented maintenance guide.

1) Machine Status Monitoring: Sensor module we installed on the machine continuously transmits measured temperature, pressure, humidity, accelerometer data to our server. Visualizations through AR lens are updated in real-time with the new sensor information. Operators can read the data in real-time and notice any deviations from the normal mode of function. Fig. 9 (a) shows superimposed visual projection of the machine over the real object in user’s field of view. This helps the user know that the machine of interest is selected by the Hololens. User then sees options in the field of view to either view machine’s status, history or maintenance guide.

$^2$https://pytorch.org
(Fig. 9 (b)). Fig. 9 (c)-(d) show machine’s state and diagnosis information from the recorded sensor data to the operator to take further actions.

2) Augmented Maintenance Guide: Another functionality in our prototype is augmented maintenance assistance to the user. Traditionally, user go through the technical manual to train themselves on repairing a machine. Augmented maintenance guide accelerates this process by providing immersive visual sequences of the maintenance procedure to the user. We used CAD models of the spare parts to create a prototype version of augmented maintenance guide for our desktop mill. Fig. 9 (e) - (h) show a sequence of steps to change the tool. For example, the AR-maintenance guide projects safety covers on to the actual object and indicates a remove motion to let the user know that the next step is to remove the safety covers. This follows by indication to remove the work piece from the bed. Next steps shows where the wrench should be held against the spindle to correctly remove the tool and replace it with a new one. Although a physical technical documentation can layout such instructions in step-by-step manner, the advantage of AR-based maintenance guide is presenting these instructions through the use of visual overlays, CAD models and motion graphics so that the users learn with clarity and quickly.

V. CONCLUSION AND DISCUSSION

In this work, we presented an IoT-AR system that integrates advanced deep learning methods for accurate object pose estimation. We showed that the proposed pose estimation model achieves much better accuracy than commonly used methods in existing AR systems, and also satisfies real-time performance requirement. We further demonstrated our prototype on two use cases: machine status monitoring and augmented maintenance guide. Evaluation results prove the effectiveness of our system, and show the trend of fusing cutting-edge technologies for smart factory applications.

In this work, we only demonstrate the prototype system on one milling machine. But the pose estimation framework can be extended for multiple objects by including an additional classification branch and estimating the pose for each potential candidate. Yet, when more target machines are considered, more manual work is required to obtain ground truth poses. To resolve the scalability issue for industry development, an automatic way for pose learning will be a potential research direction.
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