A High Accuracy Method for Measuring Nonlinear Scattering Parameters
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Abstract. This paper describes a way of measuring and modeling of microwave transistor nonlinear behavior. We describe a linearization of large-signal scattering functions describing weakly nonlinear device behavior. We illustrate the theory with transistor measurements and design a circuit to test data. Finally, apply Elman Artificial Neural Networks theory to model the large-signal scattering functions of a microwave source in its large-signal operating state.

Introduction

Linear circuit is an idealized concept, but non-linear is its essence. Some circuits such as mixers and frequency multipliers, etc., must be nonlinear. The trend of modern communication applications drive towards high-power level and the development of more complex modulation schemes[1]. This large-signal environment will lead to system components, the device showed strong nonlinear characteristics. At present, nonlinear analysis of high-frequency devices although some progress has been made, such as the a series method, power series expansion method, harmonic balance method, etc., but these are all weak of strong non-linear analysis linear analysis, there is no good way. Therefore, the paper studies a new large-signal analysis, nonlinear large-signal scattering function, can better solve the problem[2].

Measuring Principle

The Traditional Characterization Methods. The traditional approach to the characterization of nonlinear devices have a lot, but these characterization methods can not be obtained by measuring directly. Here we introduce this new nonlinear scattering function characterization methods can be a good solution to this problem[3].

Linearization of nonlinear scattering function. Single-port linear network as an example to illustrate the scattering function is defined. Activation function of a single-port network with ports to represent the incident wave a, and port response function with the port of the reflected wave b to indicate, then the port of reflected waves and the relationship between the port of the incident wave can be expressed using the following formula: 

\[ b = F(a), F(b) \]

Is a nonlinear function, while it is a complex function, with the first-order approximation to indicate that 

\[ b \approx \frac{\partial F(a)}{\partial a} \cdot a \]

By the complex function theory, we have 

\[ J_{RR} = \frac{\partial \text{Re}(F(a))}{\partial \text{Re}(a)}, \quad J_{RI} = \frac{\partial \text{Im}(F(a))}{\partial \text{Re}(a)}, \quad J_{JR} = \frac{\partial \text{Re}(F(a))}{\partial \text{Im}(a)}, \quad J_{JR} = \frac{\partial \text{Im}(F(a))}{\partial \text{Im}(a)} \]

The above analysis shows that under certain conditions reflected wave nonlinear one-port network of real and imaginary parts with the incident wave of the real and imaginary parts can be approximated relationship between the linear algebraic equations with a to indicate that this is the one-port linear network linearization. Two-port network shown in Fig. 1.
For the two-port network incident wave and reflected waves, respectively, as follows

\[
[a] = \begin{bmatrix} a_1^1, a_1^2, a_2^1, a_2^2 \end{bmatrix}^T,
\]

\[
[b] = \begin{bmatrix} b_1^1, b_1^2, b_2^1, b_2^2 \end{bmatrix}^T.
\]

We can find two-port and dual port incident wave between the reflection wave can also be approximated by a complex algebraic equations to represent. This is the two-port linear network linearization. \( S \) is Nonlinear scattering function matrix[4]. When using normalized incident wave \( a_i^m \) excitation two-port linear network a port, a port in the generated normalized reflected waves \( b_i^m \) and the 2-port transmission wave \( b_2^m \) generated normalized. So the first order approximation of nonlinear network conditions, can be written in the form of:

\[
\begin{bmatrix}
 b_1^1 \\
 b_2^1 \\
 b_1^2 \\
 b_2^2
\end{bmatrix} =
\begin{bmatrix}
 S_{11} & S_{12} & S_{13} & S_{14} & \cdots & S_{1n} & a_1 \\
 S_{21} & S_{22} & S_{23} & S_{24} & \cdots & S_{2n} & a_2 \\
 S_{31} & S_{32} & S_{33} & S_{34} & \cdots & S_{3n} & a_3 \\
 S_{41} & S_{42} & S_{43} & S_{44} & \cdots & S_{4n} & a_4 \\
 \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 S_{m1} & S_{m2} & S_{m3} & S_{m4} & \cdots & S_{mn} & a_m
\end{bmatrix}
\]

\( S_{ij}^{ml} \) is the scattering function; \( i, j \) are the number of ports; \( m, l \) are the number of harmonics.

**Experimental data test system**

**Structure and composition.** Test System Block Diagram Fig.2. below, this test can measure the scattering function thought the first column matrix element.

![Test System Block Diagram](image)

Test data obtained of \( S_{11}^{11} \) as shown in Fig. 3.
Horizontal axis represents power, the unit is dBm, vertical axis represents the $|S_{11}|$.

Among ‘.’—100MHz; ‘+’—150MHz; ‘*’—250MHz; ‘-’—300MHz; ‘.’—350MHz; ‘--’—400MHz.

**Elman neural network modeling results.** Elman Neural network modeling system can be simplified in Fig. 4.

![Network input and output variables](image)

12 groups were used as training data amplitude and phase for each model, respectively. Here are some of the modeling to illustrate the problem on. We get a set of data, frequency from 100MHz to 400MHz, 50MHz frequency interval of 7 sets of data, power interval change from -20dBm to 12dBm, the power interval take 1dBm. Selected six sets of data as training samples to train the Elman network, with 200MHz of this group test data as validation data to establish whether the Elman network model accuracy. In order to determine the number of first layer neurons, first change the number of neurons from 3 to 20, the simulation analysis of the results shown in Table 6.1.

| Number of neurons | 3   | 4   | 5   | 6   | 8   | 10  | 15  | 20  |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| error             | 10% | 8%  | 5%  | 5%  | 2%  | 5%  | 5%  | 8%  |

It can be seen that the number of neurons to some extent determines the accuracy of simulation, but does not mean that the more the number of neurons, the better simulation results and accuracy. Here is the modeling results, shown in Fig.5 and Fig.6 below.
Figure 5 is a neural network modeling out of the function graph, the abscissa on behalf of power point, the unit is dBm, vertical axis represents the normalized value.

Conclusion

If we change the number of neurons found in the number of neurons 8, the simulation of the curve the best. Neurons more than eight hours, the error did not significantly decline, remains in, so the number of neurons in the best 8. error of 2% to control, the use of Elman networks scattering function model can meet the needs of basic accuracy.
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