A New Robust Adaptive Fusion Method for Double-Modality Medical Image PET/CT
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A new robust adaptive fusion method for double-modality medical image PET/CT is proposed according to the Piella framework. The algorithm consists of the following three steps. Firstly, the registered PET and CT images are decomposed using the nonsubsampled contourlet transform (NSCT). Secondly, in order to highlight the lesions of the low-frequency image, low-frequency components are fused by pulse-coupled neural network (PCNN) that has a higher sensitivity to featured area with low intensities. With regard to high-frequency subbands, the Gauss random matrix is used for compression measurements, histogram distance between the every two corresponding subblocks of high coefficient is employed as match measure, and regional energy is used as activity measure. The fusion factor $d$ is then calculated by using the match measure and the activity measure. The high-frequency measurement value is fused according to the fusion factor, and high-frequency fusion image is reconstructed by using the orthogonal matching pursuit algorithm of the high-frequency measurement after fusion. Thirdly, the final image is acquired through the NSCT inverse transformation of the low-frequency fusion image and the reconstructed high-frequency fusion image. To validate the proposed algorithm, four comparative experiments were performed: comparative experiment with other image fusion algorithms, comparison of different activity measures, different match measures, and PET/CT fusion results of lung cancer (20 groups). The experimental results showed that the proposed algorithm could better retain and show the lesion information, and is superior to other fusion algorithms based on both the subjective and objective evaluations.

1. Introduction

The main purpose of medical image fusion is to generate a composite image by integrating the complementary information from multiple medical source images of the same scene [1]. Molecular images and anatomical images are integrated by PET/CT fusion; the fused image contains information on the pathophysiology of different modality images and improves the identifiability of the lesion areas. It not only provides images for the differential diagnosis of benign or malignant lesions and the detection rate of local space-occupying lesions but also carries out whole body imaging in tumor exploration. Medical image fusion plays an important role in clinical applications such as image-guided radiotherapy, image-guided surgical procedure, and noninvasive diagnosis, thereby helping the diagnosis and differential diagnosis, treatment planning, therapeutic monitoring, and prognostic evaluation of many serious diseases [2]. In Reference
[3], by analyzing the Piella framework and multiscale analysis theory, four construction methods of pixel level fusion rules are presented on the basis of the Piella framework; a self-adaption fusion algorithm of lung cancer PET/CT based on Piella frame and DT-CWT is proposed in first fusion path.

The general framework of multiresolution image fusion method was firstly proposed by Zhang and Blum [4]. On this basis, Piella [5] has been developing and extending the framework by categorizing the key technology technologies multiresolution image fusion method into two parts, which includes multiresolution transform and fusion rule, making the multiresolution image fusion method more systematic and standardized. At present, the research on PET/CT image fusion method can be divided into two aspects. One aspect is multiresolution transformation; the fusion schemes based on multiresolution transform are widely used in practical applications. The commonly used methods based on wavelet transform are to overcome the limitations of spectral distortion, but they can only obtain limited directional information. Novel multiresolution transform-based approaches are proposed, such as ridgelet transform [6], curvelet transform [7], bandlet transform [8], contourlet transform [9], nonsampled contourlet transform (NSCT) [10], and shearlet transform [11]. The medical image fusion algorithm based on weighted contourlet transformation coefficient weighting is studied in [12]. In addition, the medical image fusions of NSCT transform and contourlet transform are compared [13] and the experimental results show that the NSCT transform can improve the contrast of the fused image in the fusion process. The other is the design of the fusion rule based on the Piella framework; the purposes of which are to explore how to construct the match measure and the activity measure by improving and optimizing the traditional fusion rule [14, 15].

In recent years, researchers have proposed many new methods of image fusion [16–19], such as CT image feature-level fusion with rough sets using in pulmonary nodule detection [20], GA-SVM [21], COVID-19 on CT images [22], high-dimensional feature reduction based on variable precision rough set, and genetic algorithm in medical image [23]. Fusion method based on compressed sensing domain is also emerging in recent years to solve the high time complexity in the process of medical image fusion. The compressed sensing theory is applied to image fusion firstly by Wan and Canagarajah [24]. Luo et al. [25] proposed the classification-based image fusion method, with the data similarity as the adjustment term of the weights in fusion process, the standard of measuring the energy of the original image by mean observed value of observation of the fusion rule. In 2011, the superiority and effectiveness of compressed sensing theory in image fusion applications are demonstrated [26]. Medical image fusion based on compressed sensing can improve the time and space efficiency in the network transmission process and provide technical support for mobile medical services and medical treatment.

The characteristics of medical image fusion based on compression perception domain are as follows. Firstly, it is not a simple fusion based on pixel, but a small amount of sampling data fusion processing. Secondly, the characteristics of the compression measurement are different from the traditional transformation coefficient and the fusion rules are designed to be adapted. Thirdly, the time and space efficiency of image fusion is improved. Fourthly, the redundant information between different source images is reduced.

In general, specific integration framework can be summarized as follows. Firstly, the source image is transformed with the appropriate sparse representation methods. Secondly, the sparse coefficients are sampled by using the compression measurement matrix, according to the characteristics of observed value and designed fusion rules. Thirdly, the fused image is reconstructed by performing the corresponding inverse transform over the merged coefficients. The fusion process is shown in Figure 1.

In this paper, we propose a self-adaptive fusion algorithm of PET/CT based on compressed sensing and histogram distance as described in the Piella framework. The fusion rule of low-frequency coefficients in the NSCT transform domain is calculated by using the pulse-coupled neural network (PCNN) method [27]. For high-frequency images, the Gauss random matrix is used for compression measurement after NSCT transform of subbands, the regional energy is measured as the activity measure, and the histogram distance between subbands in eight directions is calculated as the matching measure. The fusion factor is calculated by using the match measure and the activity measure. According to the fusion factor, the high-frequency measurement value is fused, and the high-frequency fusion image is reconstructed by using the orthogonal matching pursuit algorithm of the high-frequency measurement after fusion. By combining NSCT and compressed sensing, high-frequency subbands with sparsity are obtained after NSCT transform and the fused image can be reconstructed by a few of the observed data extracted from a large number of redundant data generated from the multiresolution decomposition. Experimental results show that the algorithm reduces the workload of high-frequency signal sampling and improves the image contrast. In addition, the fused image has good visual effect and can be improved by the objective index.

2. Method and Material

2.1. The Piella Framework. The multiresolution image fusion framework of Piella is shown in Figure 2. The two original images A and B are decomposed using the multiresolution, which has been transitioned gradually from the conventional pyramid decomposition to the wavelet transform and curvelet transform. Decomposition coefficient (I = A, B) is obtained by multiresolution transform, and the fusion rules of the decomposition coefficient are summarized as four modules outlined in the dashed box in Figure 2: match measure, activity measure, decision module, and combination module. The match measure (I = A, B) is used to measure the matching and similarity between two original images (I = A, B); the activity measure (d) is used to extract the feature information and highlight different parts. The activity and match measures are used in the decision module, and the degree of similarity and feature information of the decomposition coefficient are obtained by the decision factor d. The
2.2. Image Fusion Based on NSCT and Compressed Sensing.

NSCT was proposed by Cunha in 2006. It can be constructed through double filter bank approach, nonsubsampled pyramid structure (NSP), and nonsubsampled directional filter banks (NSDFB) [28]. The source image is filtered firstly by passing through NSP filter to get $K + 1$ subband images with equal size to the source images assuming that the NSP decomposition is with equal size to the source images.

After NSP decomposition, the obtained high-frequency subbands are subjected to transformation in direction at $I$ level by passing through filter composed of iterated two-channel NSDFB to generate $2^I$ high-frequency images. Therefore, a low-frequency subband $\sum_{k=1}^{I} 2^k$ and high-frequency subbands can be obtained after the NSCT decomposition.

In the compressed sensing theory, the original signal can be recovered by a small amount of observation data, which are applied to the image to extend the one-dimensional signal to the operation of the two-dimensional matrix. Assuming that the observation matrix $\Phi \in \mathbb{R}^{M \times N}$ is used to measure the image $f \in \mathbb{R}^{N \times N}$, the observation vector $y \in \mathbb{R}^M$ is obtained.

$$y = \Phi f.$$  

(1)

In this process, the image data from the $N$ dimension are reduced to the observation data of $M$ dimension, and the compressed sampling is realized [29]. However, the prerequisite for data compression is to satisfy the prior condition of sparsity, i.e., the sparse representation can be obtained by orthogonal basis transformation or tight frame transformation.

$$f = \Psi a,$$  

(2)

where $a$ is the representation of image in the $\Psi$ domain in Equation (2).

If the nonzero $K$ of $a$ is much smaller than $N$, that image is sparse and $a$ is the image sparse coefficient in the $\Psi$ domain. In this paper, we take the NSCT as the sparse basis of original image. Equation (3) can be obtained by transformation of Equations (1) and (2).

$$y = \Phi f = \Phi \Psi a = \Theta a.$$  

(3)

Among them, $\Theta(M \times N)$ is the sensing matrix; the number of equations is far less than the number of unknowns ($M < N$); there is no determined solution for the equation. Since the signal is $K$ sparse ($K < M$), the uniqueness of the solution can be warranted if the sensing matrix satisfies the restricted isometry property (RIP). For any given signal $f$ with $K$ sparse and constant $\delta_K$, the following expression should be met.

$$(1 - \delta_K)\|f\|_2 \leq \|\Theta f\|_2 \leq (1 + \delta_K)\|f\|_2.$$  

(4)

In Equation (4), constant $\delta_K \in (0, 1)$ is known as the RIP constant [30]. The image is subjected to sparse transformation and measurement matrix, and the fusion rule is designed...
to fuse the compressed measurement value. The high-dimensional image is restored from the fused measurement value using reconstruction algorithm. The above process is transformed into a minimum $l_1$ norm problem and expressed mathematically as follows:

$$f^* = \arg \min \|f\|_1 \text{s.t.} y = \Phi f. \quad (5)$$

This is a convex optimization problem in mathematics [31]. A convex relaxation algorithm can be used to solve the $l_1$ norm optimization problem and total variation (TV) optimization. In addition, the signal can be reconstructed by other methods, such as relaxation of $l_0$ norm to $l_p$ norm followed by optimization problem solving, or reconstruction of image using Bayesian method on the basis of introducing sparsity by prior distribution.

Taken together, we can get one low-frequency subband and some high-frequency subbands after NSCT transform and different image fusion methods should be applied to high- or low-frequency subbands. Since high-frequency subbands of NSCT transform usually contain multidirectional image information, a large amount of computations are required in the process of fusion, thereby making the process time-consuming and ineffective. In contrast, the combination of NSCT and compressed sensing can significantly reduce the amount of computation and space of data storage in image fusion.

### 2.3. Self-Adaptive Fusion Algorithm of PET/CT Based on Compressed Sensing and Histogram Distance

#### 2.3.1. Algorithm Idea

By analyzing the features of PET and CT images, an adaptive fusion algorithm of PET/CT fusion based on compressed sensing and histogram distance is proposed. The main steps of the algorithm are as follows:

First step: monolayer NSCT transform of PET and CT source images is registered (PET for image A, CT for image B) and a low-frequency subband $L_1$ (I = A and B) and eight high-frequency subbands $H_{ij} (j = A, B, i = 1, 2, \ldots, 8)$ in different directions are obtained.

Second step: $L_1$ mainly contains the low-frequency signal with poor sparsity. In this paper, the fusion rule of the PCNN is used to fuse the low-frequency $L_1$ and get fusion image $L_F$ since PCNN has high sensitivity to the featured region of an image.

Third step: $H_{ij}$ mainly contains the detailed information of the original image with higher sparsity, and a higher reconstruction accuracy can be obtained by compressive sampling. Therefore, Gauss random matrix $\Phi$ is used for compression measurement of $H_{ij}$ to get the measured value $Y_i$.

Fourth step: the fusion rule of $H_{ij}$ is determined according to that used for the Piella framework:

1. **Match measure:** $H_{ij}$ is divided into blocks and the histogram distance between the blocks is calculated, getting the match measure $M_{AB}$

2. **Activity measure:** the regional energy of $H_{ij}$ is calculated and used as the activity measure $a_l$

3. **Decision module:** the fusion factor $d$ of the self-adaptive decision model is calculated using $M_{AB}$ and $a_l$

4. **Combination module:** the measured value $Y_i$ is fused based on fusion factor $d$ and the fusion measurement value $Y_F$ is obtained. The high-frequency image $H_F$ is then reconstructed using the orthogonal matching pursuit algorithm.

Fifth step: the final fusion image $F$ is obtained by NSCT inverse transform of $L_F$ and $H_F$. The framework of fusion algorithm is shown in Figure 3.

#### 2.3.2. Lowpass Subband Fusion Rule

The gray levels of the PET and CT images are different and usually of mutually exclusive property since the imaging mechanisms are different between PET and CT. Therefore, a PET scan shows the metabolically active malignant lesion as a dark spot, while CT scan provides detailed images of bones and organs inside the body. The low-frequency image of the source image obtained by the NSCT transform mainly contains the approximate components of the source image with very low sparsity. If the random measurement matrix is used for compressive sampling, the reconstruction accuracy of the fusion of low-frequency subbands will be affected. Since the low-frequency subband image mainly shows the background information, the fusion rule of PCNN based on the fact that human visual system is more sensitive to the featured objects or regions is employed to highlight the lesions in the whole image.

The PCNN of a single neuron is composed of a receiving section, a modulation section, and a pulse generator as shown in the following [29]:

$$
\begin{align*}
F_{pq}(n) &= e^{-\alpha_p}F_{pq}(n-1) + V_F \sum_{kl} M_{pqkl} Y_{kl}(n-1) + S_{pq}, \\
I_{pq}(n) &= e^{-\alpha_D}I_{pq}(n-1) + V_I \sum_{kl} W_{pqkl} Y_{kl}(n-1), \\
D_{pq}(n) &= e^{-\alpha_D}D_{pq}(n-1) + V_D O_{pq}(n), \\
U_{pq}(n) &= F_{pq}(n)(1 + \beta I_{pq}(n)), \\
O_{pq}(n) &= \begin{cases} 1, & U_{pq}(n) > D_{pq}(n-1), \\ 0, & \text{other,} \end{cases}
\end{align*}
$$

(6)

where $F_{pq}$ is the feedback input, $I_{pq}$ is the link input, $D_{pq}$ is the dynamic threshold, $U_{pq}$ is the internal activity term, $O_{pq}$ is the pulse output, $pq$ is the neuron label, and $n$ is the number of iterations. $S_{pq}$ is the external stimulus, $W_{pqkl}$ and $M_{pqkl}$ are the synaptic connection weights between neurons, i.e., the strength of the connection between the feedback domain in neuron $p$ and the input domain in neuron $q$. $\alpha_p$, $\alpha_D$, and $\alpha_D$ are the time decay constants; $V_F$, $V_I$, and $V_D$...
are the coefficients of method, and $\beta$ is the coefficient of internal active connection.

The specific steps for applying PCNN to the low-frequency image fusion are as follows:

1. The low-frequency coefficient $L_f$ of the source images obtained by the NSCT transform is used as the input of the neuron

2. A neuron pulse is generated according to Equation (6) and the number of ignition is calculated and used as the basis for the selection of low-frequency fusion coefficient. The formula is as follows:

$$T_{pq}(n) = T_{pq}(n-1) + O_{pq}(n). \quad (7)$$

3. The low-frequency subband coefficients with more ignition times are selected as low-frequency fusion coefficients, and the low-frequency fusion image $L_f$ is obtained as follows:

$$L_f(i, j) = \begin{cases} L_A(i, j), & T_{A,pq} \geq T_{B,pq}, \\ L_B(i, j), & T_{A,pq} < T_{B,pq}. \end{cases} \quad (8)$$

2.3.3. Highpass Subband Fusion Rule

**Definition 1.** Histogram distance refers to the accumulated value of the difference between two histograms, i.e., the sum of the difference in frequency between gray scales corresponding to two images.

In this paper, the histogram distance between the corresponding blocks of high-frequency coefficients is calculated. Assuming the numerical interval of a coefficient block is $[u, v]$, then the histogram function of this coefficient block is $p(r_k) = n_k/n$, where $n$ is the total number of coefficients in this coefficient block, $n_k$ is the $k$th sum of numerical value in the coefficient block, and $r_k$ is the $k$th numerical value, $k = u, u + 1, \cdots, v$.

Histogram distance is used to evaluate the similarity between frames in video image processing. Prompted by this, in this paper, distance histogram is introduced to the similarity measure of high-frequency subbands. Since high-frequency subbands mainly contain the detailed characteristics and edge information of the image, therefore, the high-frequency subbands obtained by multiresolution transformation of images of lung cancer are of multidirectional characteristics and structural similarity. In this paper, image is blocked with high-frequency coefficients and the histogram distance between the corresponding coefficient blocks is used to determine the similarity of the high-frequency decomposition coefficients. The calculation procedure of histogram distance is shown in Figure 4.

The specific steps are as follows:

First step—compressed measurement: linear measurement of high-frequency subband coefficient $H_f^{1}$ is performed using Gaussian random measurement matrix $\Phi$ and the measurement value $Y_f$ of the corresponding subband coefficient is obtained.

Second step—computation of match measure: the high-frequency subband $H_f^{1}$ is divided into blocks with the size of $8 \times 8$. The coefficient blocks are extracted in accordance with the principle of top to bottom, left to right. The histogram distance $T_1$ between the high-frequency subbands of the two source images A and B is calculated according to Equation (9) and the obtained $T_1$ is used as the match measure.

$$T_1 = \sum_{i=1}^{u} \sum_{j=1}^{v} \left| p(H_A^k(r_k)) - p(H_B^k(r_k)) \right|. \quad (9)$$

In Equation (9), $p(H_A^k(r_k))$ is the histogram of the coefficient blocks of high-frequency subbands of the source image; the numerical interval of the coefficient block is $[u, v]$, and $r_k$ is the $k$th numerical value. The smaller the $T_1$ value, the higher the similarity between the two coefficients and the smaller the difference in histogram frequency of coefficient.
blocks. In contrast, the bigger the $T_1$ value, the lower the similarity between source images A and B.

Third step—calculation of active measures: regional energy can better maintain correlation between two images and retain original useful information, thereby generating fused images with better visual effect. Thus, the regional energy is used as the active measure of the high-frequency fusion rule. Neighborhood division of high-frequency subbands $H^i_j$ by $\omega(M \times N)$ is conducted by defining a $3 \times 3$ neighborhood window to calculate the regional energy with the following equation:

$$E^i_j(i, j) = \sum_{(i, j) \in M \times N} \omega(i, j)H^i_j(i + M, j + N)^2 (I = A, B),$$  

(10)

where $E^i_j(i, j)$ is the energy of the coefficient points $(i, j)$ in the neighborhood range of $\omega(M \times N)$ and $\omega(i, j) = 1/8$ \{1 2 1; 2 1 2; 1 2 1 \} is the $3 \times 3$ neighborhood window used to calculate regional energy of high-frequency subbands.

Fourth step—self-adaptive decision module: the match measure $M_{AB}$ and activity measure $a_I$ are used to construct the self-adaptive decision model and calculate the fusion factor $d$ for the high-frequency subbands. The threshold $T$ is set as follows: it is assumed that if $T_1 < T$, the similarity of coefficient blocks is higher, then the fusion factor of low-frequency subbands is calculated by using the self-adaptive weighted calculation with regional energy. If $T_1 \geq T$, the difference in regional energy between the two high-frequency subbands is significant, then the high-frequency subbands with higher energy are used as the high-frequency subband coefficients of fusion image. Because the histogram distance of the high-frequency coefficient blocks of the two source images is quite different, the mean value of the histogram distance between the coefficient blocks is used as the threshold value in order to make it more flexible. Self-adaptive threshold setting can improve the accuracy of decision-making module. Decision factor $d$ is calculated as follows:

$$d = \begin{cases} 
1, & T_1 \geq T, E_A(i, j) > E_B(i, j), \\
0, & T_1 \geq T, E_A(i, j) < E_B(i, j), \\
\frac{E_A(i, j)}{E_A(i, j) + E_B(i, j)}, & T_1 < T.
\end{cases}$$  

(11)

Fifth step—combination module: after the determination of the match measure and activity measure, as well as the calculation of the decision factor $d$, the high-frequency measurement value $Y_f$ is then determined, thereby getting the combination module. The specific expression of the combination module is as follows:

$$Y^*_f(i, j) = d \times Y_A(i, j) + (1 - d) \times Y_B(i, j),$$  

(12)

where $Y_A(i, j)$ and $Y_B(i, j)$ are the measured values of high-frequency subband coefficients of source images A and B after multiresolution decomposition. $Y^*_f$ is the high-frequency fused measurement value of the fusion image F.

Sixth step—reconstruction and recovery: the orthogonal matching pursuit algorithm is used to reconstruct the fused measurement value $Y^*_f$ to get the high-frequency fusion image $H^*_f$. The final fusion image F is obtained by NSCT inverse transform of $L_f$ and $H^*_f$ simultaneously.

3. Discussion and Conclusion

3.1. Experimental Environment

3.1.1. Hardware Environment. The hardware platform used for the simulation experiment is Dual-Core (R) CPU E6700 Pentium, 3.2 GHz, 2.0 GB memory, with the operating system of Windows 7.

3.1.2. Software Environment. The software environment used is R2012b MATLAB version.

3.1.3. Experimental Data. As shown in Figure 5, the CT and PET images with the size of $256 \times 256$ were from two groups of registered patients with lung cancer.

3.1.4. Parameter Settings of NSCT Transform. The filter level is set to 1 and the direction of the series is set to 3, in which the NSP structure uses the double orthogonal wavelet for decomposition and NSDFB uses the trapezoidal filter.
3.2. Experimental Results and Analysis. In order to verify the superiority of the proposed algorithm, the proposed algorithm was compared with other fusion methods, including the traditional pixel image fusion methods—maximum method, minimum method, and weighted average method; image fusion methods based on compressed sensing—compressed sensing image fusion based on wavelet transform (W-CS) and compressed sensing image fusion based on contourlet transform (CT-CS). On this basis, a further experiment was conducted to study the effect of the activity measure and the match measure on the Piella framework, and to analyze the effect of different active measures and match measures on the performance of PET/CT image fusion.

The evaluation of the fusion image includes subjective evaluation and objective evaluation. Subjective evaluation is the most reliable for image quality inspection, especially in medical image fusion, which plays an important role in helping doctors make diagnosis. However, it is not easy to conduct a subjective evaluation since it not only requires equipment and strict working conditions but also requires a close cooperation of related persons. Therefore, those parameters for objective evaluation of the quality and performance of the fusion image were employed in this paper, including standard deviation (SD), average gradient (AG), spatial frequency (SF), peak signal-to-noise ratio (PSNR), information entropy (IE), mutual information (MI), and edge preserving quantity ($Q^{AB/F}$).

3.2.1. Experiment One: Comparative Experiment of Fusion Methods. Our proposed algorithm in this paper was compared with several other algorithms, including maximum method, minimum method, weighted average method, compressed sensing image fusion based on wavelet transform (W-CS), and compressed sensing image fusion based on contourlet transform (CT-CS). Among these algorithms, the sparse transformation matrix of W-CS is weighted by the weighted average method as the fusion rule and the low-frequency subbands in CT-CS are weighted by Gauss membership function as the fusion rule. For the high-frequency subbands, a method based on average gradient and regional energy is used to fuse the high-frequency measurement. In the fusion method based on compressive sensing, the measurement matrix is Gauss random matrix and the reconstruction algorithm is orthogonal matching pursuit algorithm, with the sampling rate of 50%. Figure 6 shows the fusion results of six methods.
As shown in Figure 6, grayscale fluctuations of the fusion images obtained with the simple pixel-level image fusion methods were generally smaller. For example, the pixel value of the fusion image obtained with the minimum method was lower and the brightness of the bone was dark. The pixel value of the fusion image with the maximum method was higher and the contrast of lesions was high, with a severely damaged spatial resolution. The fusion image obtained with the average weighted method, which calculates the median of maximum and minimum, was weakened and the lesions could not be accurately identified. While the W-CS and CT-CS methods had a twofold compression (50% reduction in file size) of the amount of data relative to the source images, the fusion quality is not high. The fusion image obtained with the W-CS method, for example, exhibited a water wave-like pattern horizontally, with a fuzzy texture and a blurred contour. The phenomenon of slight spectral overlap was observed in the fusion image obtained with the CT-CS method, which was resulted from the contourlet transform. The fusion method proposed in this paper could not only show clearly and completely the metabolic function of the lesions and the surrounding tissues but also increase the contrast between bone and soft tissues and organs. In contrast to the traditional fusion methods, the proposed method in this paper could reduce the fusion operation of the high-frequency image with $256 \times 256$ to $128 \times 256$ dimension and the reduction of the dimension of the data in the image fusion. The combination of compressed sensing and multiresolution transform can achieve the purpose of reducing the storage space in the process of image fusion.

The histogram of objective evaluation results for image fusion is shown in Figure 7. It could be seen that the proposed algorithm is superior to the other five methods in the evaluation of the objective index. With 50% of the sampling rate, the standard deviation (SD), average gradient (AG), spatial frequency (SF), and the peak signal-to-noise ratio (PSNR) of the proposed algorithm fusion image were higher than those of other five algorithms. Regarding the information entropy (IE), W-CS and CT+CS fusion algorithms were better than the proposed algorithm, which was caused by the fact that the fusion image of W-CS showed significant blur in some area and the contourlet transform could produce the phenomenon of spectral overlap, with a big change in gray level and a large edge fluctuation in the fusion image, thereby resulting in a larger quantity of image information. Except for the information entropy, the index values of the proposed fusion method were better than those of CT+CS and W-CS algorithm. Therefore, the multiresolution transform could make the image more sparse than the wavelet transform, producing a fusion image with a more detailed and complete information.

3.2.2. Experiment 2: Comparative Experiment of Activity Measure. The similarity between CT and PET was measured by the histogram distance which was used as the match measure, and the commonly used methods in image fusion, including energy, gradient, variance, and signal intensity, were used as the activity measure to investigate the effect of different activity measures on the fusion performance. Experimental results are shown in Table 1.

As shown in Table 1, overall, the changes in activity measure had no significant effect on the final result of the image fusion and there was no significant difference among the seven evaluation indexes. However, the standard deviation (SD), the average gradient (AG), spatial frequency (SF), and mutual information (MI) of the proposed algorithm were the highest of the fusion results in the four different active measures. When signal intensity was used as the activity measure, the peak signal-to-noise ratio (PSNR) and information entropy (IE) were the highest. The edge preserving quantity ($Q_{AB/F}$) was the highest when regional variance was used as the activity measure. Therefore, with the same match measure, it still can be concluded that the activity measure based on the regional energy has a better stability and a wide applicability and that the activity measure based on regional gradient has the least impact on the performance of image fusion.
3.2.3. Experiment 3: Comparative Experiment of Match Measure. On the basis of experiment 2, the regional energy was chosen as the active measure to compare the PET and CT images. The gradient ratio, energy ratio, signal intensity ratio, structural similarity, all of which are commonly used to describe the similarities of images, and the proposed histogram distance were used as match measures to compare their influence on the performance of image fusion. The experimental results are shown in Table 2.

The standard deviation (SD), average gradient (AG), spatial frequency (SF), peak signal-to-noise ratio (PSNR), and mutual information (MI) were the highest when histogram distance was used as the match measure. In comparison, the information entropy (IE) and the edge preserving quantity (Q\textsuperscript{AB/F}) ranked the highest when the signal intensity ratio was used as the match measure. Therefore, it could be concluded that the match measure based on the histogram distance has a better stability and a wide applicability with the same activity measure; this is because that the match measure has the adaptability, enabling the fusion image to better integrate the redundant and complementary information of the source image and strengthen the ability of extract information from the source image. Taken the results of experiments 2 and 3 together, compared with other active measures and match measures, the proposed image fusion method based on contourlet transform (CT-CS) method, the proportion is 70%. The fusion results of the proposed algorithm are as follows: the 16 groups’ standard difference value of fused image is higher than the maximum method (the proportion is 85%).

For these six methods, the objective evaluation is further carried out, indicators including standard deviation (SD), average gradient (AG), peak signal-to-noise ratio (PSNR), information entropy (IE), and edge preserving quantity (Q\textsuperscript{AB/F}). The evaluation indicators of these six methods were compared, respectively.

As can be seen in Table 4 and Figure 8, compared with weighted average method, compressed sensing image fusion based on wavelet transform (W-CS), and compressed sensing image fusion based on contourlet transform (CT-CS) method, the standard deviation values of proposed algorithm are the largest. The fusion results of the proposed algorithm are as follows: the 16 groups’ standard difference value of fused image is higher than the maximum method (the proportion is 80%); the 17 groups’ standard difference of fused image is higher than the minimum method (the proportion is 85%).

As can be seen in Table 5 and Figure 9, compared with minimum method, weighted average method, and compressed sensing image fusion based on wavelet transform (W-CS), average gradient value of proposed algorithm is the biggest. The fusion results of the proposed algorithm are as follows: the 14 groups’ average gradient value of fused image is higher than compressed sensing image fusion based on contourlet transform (CT-CS); the proportion is 70%. The 19 groups’ average gradient value of fused image is higher than the minimum method; the proportion is 95%.

As can be seen in Table 6 and Figure 10, compared with minimum and maximum method, weighted average method, compressed sensing image fusion based on wavelet transform (W-CS), and compressed sensing image fusion based on contourlet transform (CT-CS) method, PSNR results of fused image of proposed algorithm were the highest; next is the minimum method; the PSNR of maximum is the least.

As can be seen in Table 7 and Figure 11, compared with weighted average method, compressive sensing image fusion based on wavelet transform(W-CS), and compressed sensing image fusion based on contourlet transform (CT-CS)
Table 3: Fusion results of proposed algorithm and other algorithms (20 groups).

| No. | CT | PET | Minimum | Maximum | Weighted average | W-CS | CT-CS | Proposed algorithm |
|-----|----|-----|---------|---------|------------------|------|-------|-------------------|
| 1   | ![CT Image](image1) | ![PET Image](image2) | ![Minimum Image](image3) | ![Maximum Image](image4) | ![Weighted average Image](image5) | ![W-CS Image](image6) | ![CT-CS Image](image7) | ![Proposed algorithm Image](image8) |
| 2   | ![CT Image](image9) | ![PET Image](image10) | ![Minimum Image](image11) | ![Maximum Image](image12) | ![Weighted average Image](image13) | ![W-CS Image](image14) | ![CT-CS Image](image15) | ![Proposed algorithm Image](image16) |
| 3   | ![CT Image](image17) | ![PET Image](image18) | ![Minimum Image](image19) | ![Maximum Image](image20) | ![Weighted average Image](image21) | ![W-CS Image](image22) | ![CT-CS Image](image23) | ![Proposed algorithm Image](image24) |
| 4   | ![CT Image](image25) | ![PET Image](image26) | ![Minimum Image](image27) | ![Maximum Image](image28) | ![Weighted average Image](image29) | ![W-CS Image](image30) | ![CT-CS Image](image31) | ![Proposed algorithm Image](image32) |
| 5   | ![CT Image](image33) | ![PET Image](image34) | ![Minimum Image](image35) | ![Maximum Image](image36) | ![Weighted average Image](image37) | ![W-CS Image](image38) | ![CT-CS Image](image39) | ![Proposed algorithm Image](image40) |
| 6   | ![CT Image](image41) | ![PET Image](image42) | ![Minimum Image](image43) | ![Maximum Image](image44) | ![Weighted average Image](image45) | ![W-CS Image](image46) | ![CT-CS Image](image47) | ![Proposed algorithm Image](image48) |
| 7   | ![CT Image](image49) | ![PET Image](image50) | ![Minimum Image](image51) | ![Maximum Image](image52) | ![Weighted average Image](image53) | ![W-CS Image](image54) | ![CT-CS Image](image55) | ![Proposed algorithm Image](image56) |
| 8   | ![CT Image](image57) | ![PET Image](image58) | ![Minimum Image](image59) | ![Maximum Image](image60) | ![Weighted average Image](image61) | ![W-CS Image](image62) | ![CT-CS Image](image63) | ![Proposed algorithm Image](image64) |
| 9   | ![CT Image](image65) | ![PET Image](image66) | ![Minimum Image](image67) | ![Maximum Image](image68) | ![Weighted average Image](image69) | ![W-CS Image](image70) | ![CT-CS Image](image71) | ![Proposed algorithm Image](image72) |
| 10  | ![CT Image](image73) | ![PET Image](image74) | ![Minimum Image](image75) | ![Maximum Image](image76) | ![Weighted average Image](image77) | ![W-CS Image](image78) | ![CT-CS Image](image79) | ![Proposed algorithm Image](image80) |
method, information entropy of proposed algorithm is the largest, and it is close to minimum method; the information entropy of maximum method is greater than the proposed algorithm.

As can be seen in Table 8 and Figure 12, compared with weighted average method, compressed sensing image fusion based on wavelet transform (W-CS) method, and compressed sensing image fusion based on contourlet

| No. | CT | PET | Minimum | Maximum | Weighted average | W-CS | CT-CS | Proposed algorithm |
|-----|----|-----|---------|---------|------------------|------|-------|-------------------|
| 11  | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) | ![Image](image11.png) |
| 12  | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) | ![Image](image12.png) |
| 13  | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) | ![Image](image13.png) |
| 14  | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) | ![Image](image14.png) |
| 15  | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) | ![Image](image15.png) |
| 16  | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) | ![Image](image16.png) |
| 17  | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) | ![Image](image17.png) |
| 18  | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) | ![Image](image18.png) |
| 19  | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) | ![Image](image19.png) |
| 20  | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) | ![Image](image20.png) |
transform (CT-CS) method, the edge preserving quantity of fused images is the largest. The fusion results of the proposed algorithm are as follows: the 15 groups’ $Q_{AB/F}$ value of fused image is higher than maximum method; the proportion is 75%. The 19 groups’ $Q_{AB/F}$ value of fused image is higher than minimum method; the proportion is 95%.

In summary, proposed algorithm got a better effect both from subjective evaluation and objective evaluation, already obtained higher amount of information of fusion image.
extracted the useful information in original image, and showed a significant comprehensive advantage; the extraction and synthesis of useful information in original images showed a significant advantage, which fully reflects the advantages of compressed sensing and nonsubsampled contourlet transform. Fusion images effectively combine the functional information and anatomical structure of CT image and the physiological and pathological information of PET image in patients with lung cancer. It is good for doctors to analyze and judge the lesions, and provide effective imaging information for clinical work, surgery, and disease diagnosis.

Table 5: AG results of six fusion methods.

| No. | Minimum  | Maximum  | Weighted average | W-CS    | CT-CS    | Proposed algorithm |
|-----|----------|----------|------------------|---------|----------|--------------------|
| 1   | 6.3568   | 6.1624   | 4.9747           | 5.4682  | 5.0510   | 6.7764             |
| 2   | 6.4543   | 6.0410   | 5.1052           | 5.8527  | 6.0453   | 7.4259             |
| 3   | 6.8936   | 5.0006   | 5.0906           | 5.8554  | 7.7507   | 7.2631             |
| 4   | 6.9435   | 4.6529   | 5.1536           | 5.9005  | 8.3495   | 7.1439             |
| 5   | 6.1762   | 6.2140   | 5.0389           | 2.7049  | 5.6455   | 6.6749             |
| 6   | 4.9021   | 7.8187   | 5.1719           | 5.7303  | 6.1396   | 5.8516             |
| 7   | 7.4819   | 6.1103   | 5.6800           | 6.5694  | 7.7932   | 8.7691             |
| 8   | 7.3826   | 6.3881   | 5.6352           | 6.4562  | 7.7400   | 8.3470             |
| 9   | 8.8585   | 8.6682   | 7.1002           | 7.9744  | 9.9618   | 11.7203            |
| 10  | 7.0904   | 5.7411   | 5.5165           | 6.4633  | 6.6269   | 7.5915             |
| 11  | 6.8790   | 6.0677   | 5.4230           | 6.3439  | 5.9420   | 7.2829             |
| 12  | 6.6901   | 6.0912   | 5.1921           | 5.9674  | 5.9810   | 7.2460             |
| 13  | 8.1346   | 6.6117   | 6.3075           | 7.3008  | 6.6988   | 9.2933             |
| 14  | 6.6621   | 6.0377   | 5.4031           | 6.2970  | 6.8243   | 7.3030             |
| 15  | 8.5520   | 6.4565   | 6.3934           | 7.4013  | 9.2418   | 9.6747             |
| 16  | 5.8153   | 5.3448   | 4.7786           | 5.4066  | 8.8269   | 6.2349             |
| 17  | 5.0234   | 5.3312   | 4.3953           | 5.0137  | 6.246    | 5.3011             |
| 18  | 5.7055   | 5.4326   | 4.5938           | 5.3087  | 7.9593   | 6.1365             |
| 19  | 5.703    | 4.1691   | 4.0767           | 4.7882  | 7.6893   | 6.3831             |
| 20  | 6.2097   | 5.4733   | 4.5821           | 5.1453  | 4.6855   | 6.7737             |

Figure 9: AG results of six fusion methods.
In this paper, a fusion rule, which is a self-adaptive fusion algorithm of PET/CT based on compressed sensing and histogram distance, is proposed. Firstly, the NSCT transform is performed on the PET and CT images. The fusion rule of the PCNN, which has a higher sensitivity to low-frequency image, is then used to highlight the lesions of the image. Secondly, the Gauss random matrix is used to obtain the measured values of the high-frequency subbands, the histogram distance of the high-frequency subblocks is used as the match measure, and the regional energy of the high-frequency subbands is used to extract the contours of the image.

### Table 6: PSNR results of six fusion methods.

| No. | Minimum | Maximum | Weighted average | W-CS | CT-CS | Proposed algorithm |
|-----|---------|---------|------------------|------|-------|--------------------|
| 1   | 67.6778 | 4.2274  | 16.9469          | 16.7103 | 25.9103 | 98.4371            |
| 2   | 51.3925 | 4.0218  | 17.5258          | 18.1958 | 25.8573 | 58.6880            |
| 3   | 57.8488 | 3.1679  | 16.7534          | 17.3400 | 26.3616 | 61.6637            |
| 4   | 68.9252 | 2.7377  | 15.9110          | 16.2908 | 30.5160 | 74.8556            |
| 5   | 49.1341 | 4.3197  | 17.3668          | 18.5973 | 25.9304 | 56.4141            |
| 6   | 37.8793 | 4.9918  | 17.0994          | 16.8266 | 25.6844 | 41.7599            |
| 7   | 48.6666 | 5.5057  | 19.1978          | 18.8378 | 28.1369 | 64.9162            |
| 8   | 51.7864 | 5.5254  | 19.2524          | 18.5608 | 30.6913 | 60.3129            |
| 9   | 38.8599 | 8.3020  | 21.7048          | 21.4392 | 29.9463 | 43.9237            |
| 10  | 63.0813 | 4.0567  | 16.8100          | 18.1006 | 27.2135 | 76.2280            |
| 11  | 61.1094 | 5.1122  | 17.398           | 17.9735 | 31.5651 | 80.3592            |
| 12  | 54.2517 | 4.9864  | 17.4909          | 17.5970 | 27.5333 | 65.8369            |
| 13  | 55.5879 | 4.2598  | 18.064           | 19.1143 | 27.9871 | 63.5656            |
| 14  | 63.3288 | 3.6572  | 16.3681          | 16.8296 | 22.7251 | 79.6963            |
| 15  | 58.5403 | 5.3442  | 19.1583          | 19.9471 | 28.8951 | 79.7845            |
| 16  | 64.2377 | 2.2901  | 16.1327          | 17.0276 | 24.9213 | 71.2614            |
| 17  | 70.716  | 2.3219  | 15.7789          | 15.8686 | 26.5409 | 78.4282            |
| 18  | 66.8253 | 2.2940  | 16.1412          | 16.5010 | 24.9676 | 73.1706            |
| 19  | 55.7279 | 2.2588  | 16.0742          | 15.9996 | 27.0434 | 63.3388            |
| 20  | 65.7483 | 4.2700  | 16.6521          | 17.3850 | 31.7650 | 91.9760            |

![PSNR results of six fusion methods](image)

**Figure 10**: PSNR results of six fusion.
### Table 7: IE results of six fusion methods.

| No. | Minimum   | Maximum | Weighted average | W-CS    | CT-CS    | Proposed algorithm |
|-----|-----------|---------|------------------|---------|----------|--------------------|
| 1   | 5.7490    | 6.5975  | 3.4647           | 2.1908  | 1.3935   | 5.8255             |
| 2   | 4.6736    | 5.9679  | 3.7436           | 2.3225  | 1.8385   | 4.4064             |
| 3   | 4.7806    | 5.0008  | 3.7177           | 2.1721  | 1.5721   | 4.6331             |
| 4   | 4.6065    | 4.6319  | 3.3908           | 1.9372  | 1.2853   | 4.5862             |
| 5   | 5.5333    | 6.2812  | 3.5865           | 2.0250  | 1.5522   | 5.4658             |
| 6   | 4.1414    | 6.7461  | 4.0673           | 2.4312  | 1.8106   | 3.8784             |
| 7   | 4.9011    | 6.3873  | 4.1083           | 2.2561  | 1.5276   | 4.7905             |
| 8   | 5.4872    | 6.9503  | 3.8959           | 2.2320  | 1.6782   | 5.2839             |
| 9   | 5.9661    | 7.3766  | 3.8357           | 2.4102  | 2.1632   | 5.1696             |
| 10  | 5.1174    | 5.8507  | 3.7360           | 2.0422  | 1.4869   | 5.1696             |
| 11  | 6.0299    | 6.5942  | 3.8602           | 2.3184  | 1.6808   | 6.2032             |
| 12  | 5.4917    | 6.7467  | 3.7625           | 2.3607  | 1.6099   | 5.5316             |
| 13  | 4.5776    | 5.8927  | 3.9867           | 2.0982  | 1.4397   | 4.4849             |
| 14  | 4.8837    | 5.6078  | 3.6012           | 2.0416  | 1.4039   | 4.9171             |
| 15  | 5.5988    | 6.3457  | 4.1377           | 2.2427  | 1.7230   | 5.5535             |
| 16  | 4.0555    | 4.4984  | 3.4031           | 1.8996  | 1.3138   | 3.9313             |
| 17  | 4.0548    | 4.6739  | 3.2521           | 1.8294  | 1.2491   | 4.0369             |
| 18  | 4.1442    | 4.5384  | 3.3886           | 1.9017  | 1.3587   | 4.0917             |
| 19  | 4.3144    | 4.5056  | 3.2706           | 1.8754  | 1.3255   | 4.1776             |
| 20  | 5.7146    | 6.7371  | 3.5198           | 2.2422  | 1.3879   | 5.7593             |

#### Figure 11: IE results of six fusion.

![IE results of six fusion methods](image-url)
as the activity measure. The fusion factor $d$ is calculated by using the match measure and the activity measure; the high-frequency measurement value is fused according to the fusion factor, and the high-frequency fusion image is reconstructed by using the orthogonal matching pursuit algorithm of the high-frequency measurement. Thirdly, the final fusion image is acquired through the NSCT inverse transformation of low-frequency fusion image and high-frequency fusion image. Finally, four experiments’ results show that the algorithms are better than other algorithms.
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