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Abstract

In this article, we study feature attributions of Machine Learning (ML) models originating from linear game values and coalitional values defined as operators on appropriate functional spaces. The main focus is on random games based on the conditional and marginal expectations. The first part of our work formulates a stability theory for these explanation operators by establishing certain bounds for both marginal and conditional explanations. The differences between the two games are then elucidated, such as showing that the marginal explanations can become discontinuous on some naturally-designed domains, while the conditional explanations remain stable. In the second part of our work, group explanation methodologies are devised based on game values with coalition structure, where the features are grouped based on dependencies. We show analytically that grouping features this way has a stabilizing effect on the marginal operator on both group and individual levels, and allows for the unification of marginal and conditional explanations. Our results are verified in a number of numerical experiments where an information-theoretic measure of dependence is used for grouping.
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1 Introduction

The use of Machine Learning (ML) models has become widespread due to their dominance over traditional statistical techniques. In particular, contemporary ML models have a complex structure which allows for a higher predictive power and the capability of processing a larger number of attributes. Having a complex model structure, however, comes at the expense of increased difficulty of interpretability1. This, in turn, may raise concerns of model trustworthiness and create other issues if not appropriately managed.

Explaining the outputs of complex ML models (such as ensemble trees or neural nets) has applications in several fields. Predictive models, and strategies that rely on such models, are sometimes subject to laws and regulations, such as the Equal Credit Opportunity Act. The latter requires financial institutions to notify consumers who have been declined or negatively impacted by a credit decision of the main factors that contributed to that decision. Another application is in medicine, where ML models are used to predict the likelihood of a certain disease or a medical condition, or the result of a medical treatment [38, 79]. Model interpretations (or explanations) can then be used to make judgments regarding the most contributing factor affecting the likelihood of the disease or the choice of the most optimal treatment; for instance, see [24].

The objective of a model explainer is to quantify the contribution of each predictor to the value of a predictive model \( f \) trained on the data \((X, Y)\), where \( X \in \mathbb{R}^n \) are predictors and \( Y \) is a response variable.
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1We use the words interpretability (interpretation) and explainability (explanation) interchangeably. However, the methods discussed in this paper primarily deal with post-hoc explanations derived from model’s results; for details on interpretable models vs post-hoc explanations see [31].
Many post-hoc explanations (in the ambient settings) are based on the pair \((X, f)\). However, there are numerous methods that rely on the structure of the model, its implementation, and even the sequence of algorithmic steps that led to the construction of such a model.

There is a comprehensive body of research that discusses approaches for construction of post-hoc explainers, as well as self-explainable models. Some of the notable works on this topic are [28] on Partial Dependence Plots (PDP), [66] on Local Interpretable Model-agnostic Explanations (LIME), [52] on Shapley additive explanations (SHAP) based on Shapley value [71], [36] on locally interpretable models based on data partitioning, [81] on explainable neural networks, [7, 25] on self-explainable models, among others.

Many promising interpretability techniques utilize ideas from cooperative game theory for constructing explainers using game values with appropriately designed games adopted to a machine learning setting [74, 51, 84, 18, 54, 79, 70, 19]. In this setting, given a model \(f\), the features \(X = (X_1, \ldots, X_n)\) are viewed as \(n\) players playing a random cooperative game \(v(S; X, f)\), a set function on the subsets of indices \(S \subseteq \{1, 2, \ldots, n\}\). Here the randomness comes from the features. While the literature considers games that are observations of random games, in our paper we will view them as random variables which enables us to perform rigorous analysis.

Two of the most notable games based on the pair \((X, f)\) are the conditional and marginal games\(^2\)

\[
v^{CE}(S) := \mathbb{E}[f(X)|X_S], \quad v^{ME}(S) := \mathbb{E}[f(x_S, X_{-S})]|_{x_S = X_S}, \quad S \subseteq N := \{1, 2, \ldots, n\}
\]

where \(X_S := (X_{i_1}, \ldots, X_{i_k})\), \(S = \{i_1, \ldots, i_k\}\), and \(-S := N \setminus S\). These are motivated by the corresponding deterministic games introduced in [52] and discussed in [37, 76]. For other examples of appropriate games used in ML setting see the works of [51, 84, 18, 54, 79].

A game value \((N, v) \mapsto h[N, v] \in \mathbb{R}^n\) is a quantification of feature contributions to the model’s output when \(v \in \{v^{CE}, v^{ME}\}\). Intuitive explanations have been proposed in [76, 37, 17] on how to interpret the game values based on each game. Roughly speaking, conditional game values explain predictions \(f(X)\) viewed as a random variable, while marginal game values explain the transformations occurring in the model \(f(x)\), sometimes called mechanistic explanations [25]. The work of [17] intuitively describes conditional explanations, also known as observational, as consistent with the data (“true-to-the-data”) and marginal explanations, also known as interventional, as consistent with the model (“true-to-the-model”). Some of the articles that describe implementation of Shapley values or their approximates for the above games are [52, 53, 2, 26, 46].

In this article, we study model explanations based on linear game values defined as linear operators

\[
\tilde{E}^{CE}[f; h, X] : f \mapsto h[N, v^{CE}(:, X, f)] \quad \text{and} \quad \tilde{E}^{ME}[f; h, X] : f \mapsto h[N, v^{ME}(:, X, f)]
\]
on appropriate functional spaces. We investigate the continuity of these operators which illuminates the differences between the two games. The heuristic concepts of “true-to-the-model” and “true-to-the-data” as discussed in the work of [17] inspired us to introduce the rigorous notion of consistency in explanations with respect to a probability measure (in the space of features) using continuity arguments.

We show that conditional explanations are continuous in the space of models \(f \in L^2(P_X)\), where \(P_X\) is the pushforward measure. As a consequence, any two models, with similar inputs and predictions, will have similar explanations. For this reason, we define explanations to be \(P_X\)-consistent (or conditionally-consistent) if they are continuous in \(L^2(P_X)\); see Section 2. Similarly, we show that marginal explanations are continuous in a different space \(L^2(\tilde{P}_X)\), where \(\tilde{P}_X := \frac{1}{\mathbb{F}} \sum_{S \subseteq N} P_{X_S} \otimes P_{X_{-S}}\). For this reason, these explanations are considered \(\tilde{P}_X\)-consistent (or marginally-consistent) and (by design) encode the input-output relationship in the model. We show that in special cases, where the marginal explanations are also continuous in \(L^2(P_X)\), the bound on these explanations may grow indefinitely as the strength of the dependencies increases, which serves as a precursor of instability.

Given the above formalism, and partially motivated by the discussions in [37, 76, 47, 39], we next state the issues associated with marginal and conditional explanations, which we attempt to resolve in our work.

\(^2\)In the literature, the conditional and marginal games are typically defined as functions of an observation \(x\) instead of \(X\), which makes the corresponding deterministic games.

2
(i) It is well-known from the Rashomon effect [12] that under predictor dependencies distinct models that approximate the same data well can have different representations [27]. Consequently, the marginal explanations for models with similar predictions may vary significantly, while conditional ones will be similar. Theoretically, it means that the marginal explanations may not be continuous in the space $L^2(P_X)$, while conditional ones are; see §3. This property may have an adverse impact in practical applications where models are periodically retrained or when different models are trained on the same data. Moreover, it also has an adverse effect for assessing global feature importance during the modelling process [27].

(ii) In light of the curse of dimensionality, computing conditional game values is typically infeasible when the predictor dimension is large, which is the case in many applications; see [33]. There are several methods that attempt to approximate conditional games; see [2, 55]. Others replace the game with one that attempts to mimic the conditioning such as in the case of the path-dependent TreeSHAP algorithm [51, 53], or assume predictor independence such as KernelSHAP [52], which effectively results in estimating the marginal explanations. The aforementioned methods have limited success and no theoretical guarantees on estimation accuracy.

(iii) Given a model with highly dependent features, additive explainers spread any meaningful contributions (of latent variables) across dependent components, which can lead to rendering their individual explanations extremely minuscule; see [47, 1, 39], and §6. As a consequence, this affects the ranking of individual features based on their explanations. Some informative dependent features may be ranked lower in the list, while less informative, and often independent, features are ranked higher.

In this article, we address issues (i)-(iii) by studying the continuity of suitably defined feature explanation operators. We design group explainers, which utilize predictor groups to output contribution values of both predictor groups as well as single predictors within a group. To address the aforementioned issues, we group predictors by dependencies using an information-theoretic approach of [65] and then investigate the analytical properties of corresponding group explainers in the context of operator continuity. We show that explainers based on quotient game values or game values with coalitional structure, such as the Owen value [56] or Two-step Shapley value [40], allow for the unification of the marginal and conditional approaches, which as a consequence provides a remedy (or mitigates) the instability of marginal explanations in $L^2(P_X)$. We also show that predictor grouping alleviates the issue of contribution splitting. To our knowledge a rigorous treatment of explanations in a functional analytic setting has never been done before. We believe our work can provide the proper language for understanding when to employ the aforementioned games.

Designing explainers based on predictor groups has been discussed before in [1], where the groups are formed based on linear dependencies. The authors of [1] observe that forming groups by dependencies alleviates the inconsistencies between the marginal and conditional approaches. The work of [39] focuses on quotient game explainers and provides a practical perspective on their implementation. The groups there are formed by feature knowledge rather than dependencies, and the conditional game is approximated by the method outlined in [2]. Those works mainly focus on the Shapley value and consider deterministic empirical games and investigate practical aspects of grouping. Motivated by the aforementioned articles, our work focuses on rigorous analysis of group explainers which we believe complements the works of [1, 39]. Below is a brief summary of technical results presented in our paper that address issues (i)-(iii).

**Summary of key technical results**

- We set up game-theoretic explainers based on a game value $h[\cdot, \cdot]$ in the form (3.1) as operators. We show that the conditional operator $f \mapsto \mathcal{E}_{\text{CE}}^c[f; X, h]$ associated with a game value $h$ and predictors $X$ is continuous in $L^2(P_X)$, while the marginal operator $\mathcal{E}^{\text{mu}}$ is continuous in $L^2(P_X)$; see Theorems 3.1 and 3.2. We show that the marginal operator can become ill-posed or unbounded in $L^2(P_X)$; see Theorem 3.4. We define $P_X$-consistent and $\tilde{P}_X$-consistent explanations as those continuous in $L^2(P_X)$ and $L^2(\tilde{P}_X)$, respectively. We also establish procedures for proper extensions of game values to non-cooperative games such as marginal and conditional; see Lemmas 3.8. We will present various conditions for well-posedness and $P_X$-consistency of the marginal explanations by discussing the
absolute continuity of \( \tilde{P}_X \) with respect to \( P_X \) and the corresponding Radon-Nikodym derivative (if it exists) which encodes the strength of dependencies in features; see Theorems 3.3, 3.4, and Proposition 3.1.

- Given a partition \( \mathcal{P} = \{S_1, S_2, \ldots, S_m\} \) of predictor indices and a linear game value \( h \), we consider each union \( X_{S_j} \) as a player and assign its contribution to be the quotient game value \( h_j[M,v^\mathcal{P}] \), where \( v^\mathcal{P}(A) := v(\bigcup_{j \in A} S_j) \) is the quotient game on \( M := \{1,2,\ldots,m\} \), with \( v \in \{v^{\text{ME}}, v^{\text{CE}}\} \). We show that if the unions \( X_{S_1}, X_{S_2}, \ldots, X_{S_m} \) are independent, the quotient game values for marginal and conditional games coincide, which implies the continuity of marginal quotient explainers in \( L^2(P_X) \), making them both \( P_X \)-consistent and \( P_X \)-consistent; see Lemma 4.1 and Proposition 4.2, which also consider the case where the union independence is dropped. Moreover, the complexity of the quotient game explainer is \( O(2^m) \) which can be significantly lower than \( O(2^n) \), the complexity of the single-feature explainer. We also study trivial group explainers obtained via summation of explanations over the elements of \( \mathcal{P} \) in the context of additive models; see Proposition 4.1.

- We design single feature explainers that consider predictor dependencies by utilizing coalitional game values, maps in the form \( (N,v,\mathcal{P}) \mapsto g[N,v,\mathcal{P}] \) where the coalitional structure is encoded in the partition \( \mathcal{P} = \{S_1, \ldots, S_m\} \) of predictors. We introduce a novel two-step representation formula for coalitional game values consisting of two game values (applied to games played across and within groups, respectively) and a family of intermediate games. Many known game values such as the Owen value, the Banzhaf-Owen value, the symmetrical Banzhaf value, and the two-step Shapley value admit such a representation. This representation allows for the construction of a large collection of coalitional game values with desirable properties, such as efficiency and quotient game property (QP); see Lemmas A.10 and A.9(i)-(iii). We show that such explanations are stable in a finer space than \( L^2(P_X) \); see Proposition 4.4 and Corollary 4.2. Furthermore, under union independence, (QP) allows us to unify conditional and marginal approaches for trivial group explainers associated with the partition \( \mathcal{P} \); see Proposition 4.5. Finally, we generalize game values with a two-step formulation to recursive game values under a generic partition tree; see §C.3.

- To form groups of predictors based on dependencies, which effectively reduces the number of explainable components, we propose a variable hierarchical clustering technique that employs a state-of-the-art measure of dependence called the maximal information coefficient, a regularized version of mutual information introduced in [65]. This method allows for a practical construction of a partition \( \mathcal{P} = \{S_1, S_2, \ldots, S_m\} \) of predictor indices \( N = \{1,2,\ldots,n\} \) based on dependencies present in the joint distribution of \( X \). We utilize the clustering and provide numerical examples that illustrate the stabilization effect of grouping.

**Structure of the paper.** In §2, we introduce the requisite concepts such as the conditional and marginal games, the notion of game value, and in particular, the Shapley value. We also provide a review of the relevant literature. The conditional and marginal game operators are set up in §3. Theorems 3.1-3.4 address the stability of conditional and marginal explanations and highlight their differences; the relevant proofs can be found in A.4 of the appendix. §4 introduces and investigates various types of group explainers in great detail. The section starts with an extension of game values to non-cooperative games in §3.5, and proceeds to trivial group explainers (§4.1), quotient game explainers (§4.2), and group explainers based on a coalitional structure. Results on their stability and computational complexity are presented. Section §5 provides an outline of variable hierarchical clustering via the maximal information coefficient and its application to a synthetic dataset with dependencies. Next, in §6, we provide examples that illustrate the theoretical aspects outlined in §4 on both synthetic and real-world data. A conclusion is outlined in §7. The paper finishes with an appendix containing all technical proofs, and the generalization of the two-step representation to recursive explanations under a generic partition tree.
2 Preliminaries

2.1 Notation and hypotheses

Throughout this article, we consider the joint distribution \((X, Y)\), where \(X = (X_1, X_2, \ldots, X_n) \in \mathbb{R}^n\) are the predictors, and \(Y\) is a response variable with values in \(\mathbb{R}\) (not necessarily a continuous random variable).

Let the trained model, which estimates the true regressor \(E[Y | X = x]\), be denoted by \(f(x)\). We assume that all random variables are defined on the common probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \(\Omega\) is a sample space, \(\mathcal{F}\) a \(\sigma\)-algebra of sets, and \(\mathbb{P}\) a probability measure. We let \(P_X\) be a pushforward measure of \(X\) on \(\mathbb{R}^n\) and its support be denoted by \(\mathcal{X} := \text{supp}(P_X).\) Similarly, we denote \(\mathcal{X}_i := \text{supp}(P_{X_i}), i \in \{1, 2, \ldots, n\}\).

Let \(S \subseteq N\). Let \(X_S\) denote the set of features \(X_i\) with \(i \in S\) and let \(X_S\) denote its support, where we ignore the predictors’ ordering to improve readability. We say that the predictors \(X_S = \{X_i\}_{i \in S}\) are independent if \(P_{X_S} = \prod_{i \in S} P_{X_i}\). Let \(\mathcal{P} = \{S_1, S_2, \ldots, S_m\}\) be a partition of predictor indices \(\{1, 2, \ldots, n\}\). We say that the group predictors \(X_{S_1}, X_{S_2}, \ldots, X_{S_m}\) are independent if \(P_X = \prod_{j=1}^m \otimes P_{X_{S_j}}\).

Given \(\epsilon > 0\), the \((L^p, \epsilon)\)-Rashomon set of models about \(f_i\) is defined to be the ball of radius \(\epsilon\) around a given model \(f_i\) in the space \(L^p(P_X)\), that is, \(\{f \in L^p(P_X) : \mathbb{E}[|f(X) - f_i(X)|^p] \leq \epsilon^p\}\). This is a modified version of the definition in [27] which also incorporates the distance from the response variable \(Y\) to \(f_i(X)\). Finally, the collection of Borel functions on \(\mathbb{R}^n\) is denoted by \(C_B(\mathbb{R}^n)\).

Let \(X = (X_1, \ldots, X_n)\) and \(Z = (Z_1, \ldots, Z_m)\) be random vectors. Let \(D(\cdot, \cdot)\) be a metric on the space of Borel probability measures \(\mathcal{P}(\mathbb{R}^{m+n})\) with \(k\)-th finite moment, for some \(k \geq 0\). We say that \(X\) and \(Z\) are \((D, \epsilon)\)-weakly independent if \(D(P_{(X,Z)}, P_X \otimes P_Z) \leq \epsilon\).

2.2 Explainability and game theory

The objective of a (local) model explainer \(E(x; f, X) = (E_1, \ldots, E_n)\) is to quantify the contribution of each predictor \(X_i\), \(i \in \{1, \ldots, n\}\), to the value of a predictive model \(f \in C_B(\mathbb{R}^n)\) at a data instance \(x \sim P_X\).

Many promising interpretability techniques utilize ideas from cooperative game theory for constructing explainers. A cooperative game with \(n\) players is a set function \(v\) that acts on a set of size \(n\), say \(N = \{1, 2, \ldots, n\}\), and satisfies \(v(\emptyset) = 0\). A game value is a map \(v \mapsto h[N, v] \in \mathbb{R}^n\) that determines the worth of each player. See §3.5 for more details.

In the ML setting, the features \(X = (X_1, X_2, \ldots, X_n)\) are viewed as \(n\) players in an appropriately designed game \(S \mapsto v(S; x, X, f)\) associated with the observation \(x \sim P_X\), random features \(X\), and model \(f\). The game value \(h[N, v]\) then assigns the contributions of each respective feature to the total payoff \(v(N; x, X, f)\) of the game at the data instance \(x\).

Two of the most notable games in the ML literature are given by

\[
v_{\star, E}(S; x, X, f) = \mathbb{E}[f(X) | X_S = x_S], \quad v_{\star, E}(S; x, X, f) = \mathbb{E}[f(x_S, X_{-S})]
\]

with

\[
v_{\star, E}(\emptyset; x, X, f) = v_{\star, E}(\emptyset; x, X, f) = \mathbb{E}[f(X)]
\]

introduced in [74, 52] in the context of the Shapley value [71]

\[
\varphi_i[N, v] = \sum_{S \subseteq N \setminus \{i\}} \frac{s!(n - s - 1)!}{n!} [v(S \cup \{i\}) - v(S)], \quad s = |S|, n = |N|.
\]

The value \(\varphi\) satisfies the axioms of symmetry, linearity and the aforementioned efficiency property (see (SP), (LP) and (EP) in Appendix A.1). The efficiency property, most appealing to the ML community, allows for a disaggregation of the payoff \(v(N)\) into \(n\) parts that represent a contribution to the game by each player: \(\sum_{i=1}^n \varphi_i[N, v] = v(N)\).

The games defined in (2.3) are not cooperative since they do not satisfy the condition \(v(\emptyset) = 0\). In such a case, the efficiency property reads as \(\sum_{i=1}^n \varphi_i[N, v] = v(N) - v(\emptyset)\). See §3.5 for a careful treatment of game values for non-cooperative games.
In this paper, to study game-theoretical explainers in their entirety, we consider random conditional and marginal games given by

\[ v^{CE}(S; X, f) = \mathbb{E}[f(X)|X_S], \quad v^{ME}(S; X, f) = \mathbb{E}[f(x_S, X_{-S})|_{x_S = X_S}] \]  \hspace{1cm} (2.3)

which are well-defined for \( f \in \mathcal{C}_B(\mathbb{R}^n) \) with \( \mathbb{E}||f(X)|| < \infty \) and related to the deterministic ones in (2.1) via \( v^{CE} = v^{CE}_*|_{x = X} \) and \( v^{ME} = v^{ME}_*|_{x = X} \). For these games, the corresponding Shapley values \( \varphi[N, v^{CE}] \) and \( \varphi[N, v^{ME}] \), respectively, are random vectors in \( \mathbb{R}^n \).

**Remark 2.1.** The deterministic and random Shapley explainers are trivially related as follows:

\[ \varphi[N, v^{CE}] = \mathbb{E}[\varphi[N, v^{CE}]|X] = \varphi[N, v^{CE}_*](x)|_{x = X} \quad \text{and} \quad \varphi[N, v^{ME}] = \mathbb{E}[\varphi[N, v^{ME}]|X] = \varphi[N, v^{ME}_*](x)|_{x = X}. \]

where we used the fact that \( \varphi[N, v^{CE}], \varphi[N, v^{ME}] \) are measurable with respect to \( \sigma(X) \).

This motivates the following definition of a generic random explainer.

**Definition 2.1.** Let \( X = (X_1, \ldots, X_n) \) be predictors. Suppose \( E(\cdot; X) \) is a model explainer defined for every \( f \in \mathcal{C}_B(\mathbb{R}^n) \) and \( x \in X \). Suppose the map \( x \mapsto E(x; f, X) \in \mathbb{R}^n \) is Borel. The random model explainer induced by \( E \) is defined by \( \bar{E}[f; E, X] := E(X; f, X), \ f \in \mathcal{C}_B(\mathbb{R}^n) \).

Notice that the map \( x \mapsto E(x; f, X) \) in the definition above takes values in \( \mathbb{R}^n \) but \( \bar{E}[f; E, X] \) is a random vector of dimension \( n \).

**Definition 2.2 (consistency).** Let \( X = (X_1, \ldots, X_n), E(\cdot; X) \) and \( \bar{E}[\cdot; E, X] \) be as in Definition 2.1. Suppose that \( \bar{E}[f; E, X] \in L^2(\Omega, \mathcal{F}, \mathbb{P}) \) for every \( f \in L^2(\mathbb{R}^n, \mu) \) where \( \mu \) is a Borel probability measure on \( \mathbb{R}^n \). We say that \( E \) (and \( \bar{E} \)) is \( \mu \)-consistent if \( f \mapsto \bar{E}[f; E, X] \) is locally Lipschitz continuous, that is, for every \( f_* \in L^2(\mu) \) there exists a constant \( c = c_{f_*} \geq 0 \) such that

\[ \|\bar{E}[f] - \bar{E}[f_*]\|_{L^2(\mathbb{P})} \leq c_{f_*} \|f - f_*\|_{L^2(\mu)}, \quad \forall f \in L^2(\mu). \]

The consistency condition guarantees that models that are similar in \( L^2(\mu) \), in the sense they are close in \( L^2(\mu) \), have similar explanations (up to a scaling constant determined by the bound). For instance, suppose \( \mu = P_X \) and \( c_{f_*} = 1 \). Then, if \( \|f_* - f\|_{L^2(\mathbb{P})} \leq \epsilon \), that is, the predictions of \( f \) and \( f_* \) are close to one another within \( \epsilon \), then their explanations are also close to each other within \( \epsilon \). We further note that if \( \bar{E} \) is linear, then \( \mu \)-consistency is equivalent to the global Lipschitz continuity with \( c_{f_*} = \|\bar{E}\| \) for each \( f_* \in L^2(\mu) \).

**Remark 2.2.** In principle, one can replace the \( L^2 \) spaces in Definition 2.2 with the spaces \( L^p(\Omega, \mathcal{F}, \mathbb{P}) \) and \( L^p(\mathbb{R}^n, \mu) \), respectively.

In what follows, when the context is clear, we suppress the explicit dependence of \( v(S; X, f) \), where \( v \in \{v^{CE}, v^{ME}\} \), on \( X \) and \( f \). Furthermore, we will refer to values \( \varphi_i[N, v^{ME}] \) and \( \varphi_i[N, v^{CE}] \) as marginal and conditional Shapley values.

### 2.3 Relevant works on individual feature attributions

When it comes to explanations, there are global methods such as PDP (Partial Dependence Plots) \cite{28} or BETA (Black Box Explanations through Transparent Approximations) \cite{48} which describe the overall effect of features, as well as local methods such as the rule-based method Anchors \cite{67}, or LIME (Local Interpretable Model-agnostic Explanation) \cite{66} and SHAP (SHapley Additive exPlanations) \cite{52} which provide individualized feature attributions to explain a single prediction based on the game-theoretic work of Shapley \cite{71}.

Game-theoretic explainability methods, such as in \cite{52}, often utilize the marginal and conditional games in (2.3) in their deterministic rather than random form; the former can be obtained by conditioning the formulas in (2.3) on an individual sample, i.e. \( X_S = x_S \). The games are often referred to as interventional and observational respectively, which are terms borrowed from the causality literature community. Strictly
speaking, however, the interventional game is based on the direct acyclic graph associated with the feature distribution and properly defined using the do operator [61]. Only under certain conditions do the marginal and interventional games coincide [88]. For this reason, we refer to the games in their probabilistic context.

There has been a collection of noted articles devoted to the difference between marginal and conditional Shapley values, a topic which is at the heart of our paper. Articles [37] and [76] argued that the marginal Shapley value is appropriate as an explanation of the model (in other words, explaining the input-output process) as it satisfies the so called null-player property, meaning all predictors that are not explicitly used by the model are attributed zero value. Article [17] replied to the criticism with the statement that the conditional Shapley value is true-to-the-data and the marginal one is true-to-the-model and the two games have different objectives. Their introduced definitions, while being somewhat intuitive, lack a more rigorous definition.

Computing a game value of the empirical marginal game is computationally intensive for large number of predictors and nearly infeasible for the conditional one. In practice, the marginal game is approximated by the empirical marginal one defined in (6.1) via averaging across a background dataset (which ideally should be the dataset that includes both training and test samples). Interventional TreeSHAP algorithm [53] is an optimized algorithm for tree-based models which takes a background dataset as an input. It estimates the marginal Shapley explanations, where the accuracy depends on the size of the dataset; see [46, Lemma 2.3].

Paper [52] introduced the KernelSHAP model-agnostic algorithm which assumes independence of predictors and attempts to approximate the marginal Shapley value by employing variational principles. Paper [51] introduces the path-dependent TreeSHAP algorithm that replaces the conditional game with one that mimics the conditioning by utilizing the model’s tree structure, which produces an ad-hoc approximation of the conditional game value. There are also model-specific methods for estimating Shapley values for neural networks such as the DeepSHAP algorithm [15].

For a proper estimation of conditional Shapley values see the notable work of [2], where the approximation is done via non-parametric vine copulas. Furthermore, in [55] the authors employ variational autoencoders with arbitrary conditioning for models with dependent features. To our knowledge, a rigorous error analysis has not been carried out for these methods, making the error bounds unknown.

The work of [46] follows the ideas of [74] and develops a collection of sampling methods for group and coalitional game values for the marginal game. Moreover, it addresses the statistical analysis of these estimations, providing rigorous error bounds for each method.

The work of [26] designs an algorithm that computes marginal explanations for the CatBoost ML algorithm. The explanations avoid the use of the background dataset and directly utilize the model’s internal structure to compute marginal game values for a large class of linear game values and coalitional game values. This method is computationally fast and statistically very precise. More importantly, unlike path dependent TreeSHAP, it is implementation invariant [75, 26].

Grouping predictors to construct explainers has been discussed before in [1, 39]. In [1], explanations of unions of predictors are constructed using the KernelSHAP [52] method; there, the unions are formed by dependencies (using correlation-based methods) and the Shapley value contributions are obtained via summation of single feature explanations across the groups. It has been observed by the authors of [1] that forming groups by dependencies alleviates the inconsistencies between the marginal explanations and the data.

In [39] the authors focus on constructing conditional game explainers using grouping and provide a practical perspective. The groups there are treated as players, which leads to the computation of the Shapley value for the quotient conditional game, and the groups are formed by feature knowledge rather than dependencies; the conditional game here is approximated by the method outlined in [2]. Our work is partially motivated by the studies in [1] and confirms some of their findings. Furthermore, our work is much more general and is applicable to game values other than Shapley.
3 Conditional and marginal game operators

In our work, the game $v^{CE}$ is referred to as conditional and $v^{ME}$ as marginal; see (2.3) for definitions. If predictors $X$ are independent, the two games coincide. In the presence of dependencies, however, the games are very different. The conditional game explores the data by taking into account dependencies, while the marginal game explores the model $f$ in the space of its inputs, ignoring the dependencies. Strictly speaking, the conditional game is determined by the probability measure $P_X$, while the marginal game is determined by the product probability measures $P_X \otimes P_{X \setminus S}$, $S \subseteq N$.

The explanations based on these two games have been addressed in the works [76, 37, 17, 54]. These works illustrate that, for certain types of models, the conditional Shapley explanations are consistent with observations while the marginal ones are consistent with the model.

Building upon the aforementioned works, we offer our viewpoint by introducing operators based on the two games whose outputs are explanations viewed as random variables. This construction allows us to better understand the relationships between explanations, the data, and the model; and will be used later to discuss some stability questions motivating group explainers.

An appealing property of the marginal and conditional games is that of linearity with respect to models. Specifically, given random features $X = (X_1, X_2, \ldots, X_n)$ and two continuous models $f, g$ we have

$$v(S; X, \alpha \cdot f + g) = \alpha \cdot v(S; X, f) + v(S; X, g), \quad v \in \{v^{CE}, v^{ME}\}.$$  

If the game value $h[N, v]$ is also linear, the linearity extends to explanations

$$h[N, v(S; X, \alpha \cdot f + g)] = \alpha \cdot h[N, v(S; X, f)] + h[N, v(S; X, g)], \quad v \in \{v^{CE}, v^{ME}\}$$

on the space of continuous models. To extend the marginal and conditional games to a more general class of models, we consider equivalence classes of models $L^2(\mu)$ for an appropriate Borel probability measure $\mu$, on which the games are well-defined maps. Once the spaces are defined, the linearity of explanations provides a natural approach to obtaining explanations of certain ML ensembles (such as sums of trees) because the construction of explanations focuses on each single term of the ensemble, simplifying the process of determining the appropriate game for a given case.

3.1 Stability theory of single feature explainers based on linear game values

We begin the discussion by introducing linear operators associated with the conditional game and then investigating their properties. A necessary ingredient for constructing such an operator is a linear game value which allows quantifying the contribution of each feature. For simplicity, in this section, we work with the linear game value $h$ in the (marginalist) form

$$h_i[N, v] = \sum_{S \subseteq N \setminus \{i\}} w(S, n) [v(S \cup \{i\}) - v(S)], \quad i \in N = \{1, 2, \ldots, n\}. \quad (3.1)$$

Such game values are determined by weights $w(S, n)$ where $S$ is a proper subset of $N$. Notice that the Shapley value (2.2) is of the form above. Indeed, game values of this form satisfy desirable properties such as linearity (LP) and the null-player property (NPP) (cf. Appendix A.1).

**Definition 3.1.** Let $h$ be a game value as in (3.1) and $X = (X_1, \ldots, X_n)$ be defined on $(\Omega, \mathcal{F}, \mathbb{P})$.

(i) The conditional game operator $E^{CE}_i : L^2(\Omega, \mathcal{F}, \mathbb{P}) \to L^2(\Omega, \mathcal{F}, \mathbb{P})^n$ associated with $h, X$ is defined by

$$E^{CE}_i[Z; h, X] := \sum_{S \subseteq N \setminus \{i\}} w(S, n) [\mathbb{E}[Z|X_{S \cup \{i\}}] - \mathbb{E}[Z|X_S]], \quad i \in N, \quad (3.2)$$

where we set $\mathbb{E}[Z|X_S] := \mathbb{E}[Z]$. 
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(ii) The pullback conditional game operator \( \bar{\mathcal{E}}^{CE} : L^2(P_X) \to L^2(\Omega, \mathcal{F}, P)^n \) associated with \( h, X \) is defined by
\[
\bar{\mathcal{E}}^{CE}[f; h, X] := h[N, v^{CE}(.; X, f)].
\]

For the ease of notation, throughout this section we denote the Hilbert space \( L^2(\Omega, \mathcal{F}, P) \) by \( L^2(P) \) and assume that \( X = (X_1, \ldots, X_n) \) is a random vector defined on \( (\Omega, \mathcal{F}, P) \).

**Theorem 3.1 (properties).** Let \( h, X \) and \( \mathcal{E}^{CE} \) be as in Definition 3.1. Then:

(i) \( \mathcal{E}^{CE}_i \) is a bounded linear, self-adjoint operator satisfying
\[
\|\mathcal{E}^{CE}_i[Z; h, X]\|_{L^2(P)} \leq \left( \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \right) \|Z\|_{L^2(P)}.
\] (3.3)

(ii) Let \( X_i \in L^2(P) \). If \( X_i \perp X_{N \setminus \{i\}} \) and \( (\text{NN}) \) holds, then \( \|\mathcal{E}^{CE}_i\| = \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \).

(iii) \( \{ Z \in L^2(P) : Z \perp X \} \subseteq \{ Z \in L^2(P) : \mathbb{E}[Z|X_{S \setminus \{i\}}] = \mathbb{E}[Z|X_S], \; S \subseteq N \setminus \{i\} \} \subseteq \text{Ker}(\mathcal{E}^{CE}_i), \; i \in N. \)

(iv) \( \{ Z \in L^2(P) : Z \perp X \} \subseteq \{ Z \in L^2(P) : \mathbb{E}[Z|X] = \text{const} \; \mathbb{P}\text{-a.s.} \} \subseteq \text{Ker}(\mathcal{E}^{CE}). \)

(v) \( \text{Ker}(\mathcal{E}^{CE}) = \{ Z \in L^2(P) : \mathbb{E}[Z|X] = \text{const} \; \mathbb{P}\text{-a.s.} \} \) if \( h \) satisfies axiom \( (\text{TPG}) \).

(vi) If \( h \) satisfies the efficiency property \( (\text{EP}) \), then \( \sum_{i=1}^n \mathcal{E}^{CE}_i(Z) = \mathbb{E}[Z|X] - \mathbb{E}[Z]. \)

*Proof.* See Appendix A.4.4. \(\square\)

**Remark 3.1.** An immediate consequence of Theorem 3.1(i)-(iv) is the following stronger inequality
\[
\|\mathcal{E}^{CE}_i[Z; h, X]\|_{L^2(P)} \leq \left( \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \right) \|Z - \mathbb{E}[Z]\|_{L^2(P)}.
\]

We next present two corollaries to Theorem 3.1; see Appendix A.4.4 for their proofs.

**Corollary 1.** Let \( Y \in L^2(\Omega, \mathcal{F}, P) \) and \( h \) be as in (3.1). Set \( \epsilon := Y - \mathbb{E}[Y|X] \). Then
\[
\mathcal{E}^{CE}[Y; h, X] = \mathcal{E}^{CE}[\mathbb{E}[Y|X]; h, X], \; \mathcal{E}^{CE}[\epsilon; h, X] = 0. \quad (3.4)
\]

*Proof.* Follows immediately from that fact that \( \epsilon \in \text{Ker}(\mathcal{E}^{CE}) \) due to Theorem 3.1(iv). \(\square\)

Equation (3.4) states that if the regressor is independent of the noise, then the conditional explanations of the model and the response variable coincide.

**Corollary 2.** Let \( h, X, \bar{\mathcal{E}}^{CE} \) be as in Definition 3.1.

(i) The operator \( \bar{\mathcal{E}}^{CE} \) is a bounded linear operator satisfying
\[
\|\bar{\mathcal{E}}^{CE}[f_1; h, X] - \bar{\mathcal{E}}^{CE}[f_2; h, X]\|_{L^2(P)} \leq C\|f_1 - f_2\|_{L^2(P_X)}.
\]

Here \( C := \sqrt{n}\max_i(C_i) \) where \( C_i \) is the constant on the right-hand side of (3.3).

(ii) For a game value \( h \) of the form (3.1) which satisfies \( (\text{NN}) \) and the efficiency property \( (\text{EP}) \), the Lipschitz inequality from (i) can be improved as
\[
\|\bar{\mathcal{E}}^{CE}[f_1; h, X] - \bar{\mathcal{E}}^{CE}[f_2; h, X]\|_{L^2(P)} \leq \|f_1 - f_2\|_{L^2(P_X)}.
\] (3.5)

(iii) One has \( \text{Ker}(\bar{\mathcal{E}}^{CE}) \supseteq \{ f \in L^2(P_X) : f = \text{const} \; P_X\text{-a.s.} \} \) with equality achieved if \( h \) satisfies \( (\text{TPG}) \).

*Proof.* See Appendix A.4.4. \(\square\)
**Remark 3.2.** Arguments in A.4.4 also show that $\|\mathcal{E}^{CE}[Z_1; h, X] - \mathcal{E}^{CE}[Z_2; h, X]\|_{L^2(\mathbb{P})} \leq C\|Z_1 - Z_2\|_{L^2(\mathbb{P})}$ with $C$ as above; and if conditions $w(S, n) \geq 0$ and the efficiency are satisfied, the inequality may be sharpened as $\|\mathcal{E}^{CE}[Z_1; h, X] - \mathcal{E}^{CE}[Z_2; h, X]\|_{L^2(\mathbb{P})} \leq \|\mathbb{E}[Z_1 - Z_2|X]\|_{L^2(\mathbb{P})} \leq \|Z_1 - Z_2\|_{L^2(\mathbb{P})}$. For details of those arguments, see the proof of Corollary 3.2 in Appendix A.4.4.

Corollary 3.2 implies that for two distinct models $f_1(x)$, $f_2(x)$ that approximate the data well, the conditional explanations are consistent with those of the data.

We next take a similar approach in constructing an operator based on the marginal game. To choose an appropriate space of models, note that for any bounded $f \in \mathcal{C}_B(\mathbb{R}^n)$ the marginal game is given by

$$v^{ME}(S; X; f) = \int f(x_S, x_{-S}) P_{X_S}(dx_S), \quad S \subseteq N,$$

which implies that

$$\mathbb{E}[v^{ME}(S; X; f)] = \int f(x_S, x_{-S}) [P_{X_S} \otimes P_{X_{-S}}](dx_S, dx_{-S}).$$

Since the marginal explanations based on the game value (3.1) are linear combinations of $v^{ME}(S; X; f)$, $S \subseteq N$, natural domains for the marginal operator are the spaces $L^q\big(\hat{P}_X\big)$, $q \geq 1$, with the corresponding co-domains being $L^p(\mathbb{P})$, where

$$\hat{P}_X := \frac{1}{2^n} \sum_{S \subseteq N} P_{X_S} \otimes P_{X_{-S}}$$

(3.6)

with the corresponding $L^q$-norm

$$\|f\|_{L^q(\hat{P}_X)} := \frac{1}{2^n} \sum_{S \subseteq N} \int f^q(x_S, x_{-S}) [P_{X_S} \otimes P_{X_{-S}}](dx_S, dx_{-S}),$$

where we ignore the variable ordering in $f$ to ease the notation, and we assign $P_{X_S} \otimes P_X = P_X \otimes P_{X_S} = P_X$.

In what follows, we develop the $L^2$-theory for the marginal explanations.

**Definition 3.2.** Let $h, X$ be as in Definition 3.1. The marginal game operator $\mathcal{E}^{ME}: L^2(\hat{P}_X) \rightarrow L^2(\Omega, \mathcal{F}, \mathbb{P})^n$ associated with $h, X$ is defined by

$$\mathcal{E}^{ME}[f; h, X] := h[N, v^{ME}(\cdot; X, f)].$$

(3.7)

**Theorem 3.2 (properties).** Let $X, h, f$, and $(\mathcal{E}^{ME}, L^2(\hat{P}_X))$ be as in Definition 3.2. Then:

(i) $\mathcal{E}^{ME}_i$ is a well-defined, bounded linear operator satisfying

$$\|\mathcal{E}^{ME}_i[f; h, X]\|_{L^2(\mathbb{P})} \leq 2 \frac{\|\mathbb{E}[f|X]\|_{L^1(\mathbb{P})}}{\|\mathbb{E}[f|X]\|_{L^1(\mathbb{P})}} \|f\|_{L^2(\hat{P}_X)}.$$

(ii) $\{ f \in L^2(\hat{P}_X) : f = \text{const } \hat{P}_X \text{-}a.s. \} \subseteq \text{Ker}(\mathcal{E}^{ME})$.

(iii) If axiom (TPG) holds, then $\text{Ker}(\mathcal{E}^{ME}) \subseteq \{ f \in L^2(\hat{P}_X) : f = \text{const } \hat{P}_X \text{-}a.s. \}$. 

(iv) If axiom (TPG) holds and $\hat{P}_X \ll P_X$, $\text{Ker}(\mathcal{E}^{ME}) = \{ f \in L^2(\hat{P}_X) : f = \text{const } \hat{P}_X \text{-}a.s. \}$.

(v) If $f(x) = f(x_{N \setminus \{i\}})$ for some $i \in N$, then $i$ is a null player for $v^{ME}(\cdot; X, f)$.

(vi) $\{ f \in L^2(\hat{P}_X) : f(x) = f(x_{N \setminus \{i\}}) \hat{P}_X \text{-}a.s. \} \subseteq \text{Ker}(\mathcal{E}^{ME}_i)$.

(vii) If $h$ satisfies the efficiency property (EP), then $\sum_{i=1}^n \mathcal{E}^{ME}_i[f] = f(X) - \mathbb{E}[f(X)]$.

Proof. See Appendix A.4.5.
Remark 3.3. An immediate consequence of Theorem 3.2(i)-(ii) is the following stronger inequality
\[
\|\tilde{E}_i^M[f; h, X]\|_{L^2(\mathcal{P})} \leq 2^{\frac{n+1}{2}} \left( \sum_{S \subseteq \mathcal{N} \setminus \{i\}} w^2(S, n) \right)^{\frac{1}{2}} \|f - \tilde{f}_0\|_{L^2(\hat{P}_X)}, \quad \tilde{f}_0 := \mathbb{E}_{x \sim \hat{P}_X}[f(x)].
\]

Lemma 3.1. Let $X, h$ be as in Definition 3.2. Let $f_1, f_2 \in L^2(\hat{P}_X)$ satisfy $f_1(x) - f_2(x) = \sum_{i=1}^n \eta_i(x_i)$. Suppose that the weights $\tilde{w}_i$ in (3.7) satisfy (NVA). Then
\[
\|\tilde{E}_i^M[f_1; h, X] - \tilde{E}_i^M[f_2; h, X]\|_{L^2(\mathcal{P})} \geq C (\|f_1 - f_2\|_{L^2(\hat{P}_X)} - |\mathbb{E}[f_1(X) - f_2(X)]|)
\]
for some $C > 0$ independent of $f_1, f_2$ provided that $\eta_i \in L^2(P_{X_i})$ for each $i$.

Proof. See Appendix A.4.6. \qed

Theorem 3.2(i) states that the marginal operator is bounded in $L^2(\hat{P}_X)$ and hence the marginal explanations are continuous in $L^2(\hat{P}_X)$. In addition, Lemma 3.1 guarantees (in special cases) that models that are far apart in $L^2(\hat{P}_X)$ yield marginal explanations that are far apart. Under dependencies in predictors, however, two models that are close in $L^2(P_X)$ may yield (as we will see) marginal explanations that are far apart in $L^2(\hat{P}_X)$, which may cause the map $(X, f) \mapsto \tilde{E}_i^M[f; X]$ to be unbounded on some other domains; see the discussion below in §3.2.

Remark 3.4. The theory we developed in §3.1 views explanations as maps from a space of models to a space of random variables. While the intuitive notions of true-to-the-model and true-to-the-data introduced in [17] are not equivalent to the continuity in $L^2(\hat{P}_X)$ and $L^2(P_X)$, respectively, they are related. Roughly speaking, for explanations to be true-to-the-data, it is necessary for the explanation map to be continuous in $L^2(\hat{P}_X)$, and to be true-to-the-model continuity in $L^2(P_X)$ is required. Below we present a simple example illustrating that marginal explanations depend on the model representation, while the conditional ones do not.

Example 3.1. Let $X = (X_1, X_2, X_3)$ with $\mathbb{E}[X_i] = 0$. Suppose that $X_i = Z + \epsilon_i$, $\epsilon_i \sim \mathcal{N}(0, \delta)$, $i \in \{1, 2\}$, for some small $\delta > 0$, where $Z \sim \mathcal{N}(0, 1)$. Also suppose that $\epsilon_1, \epsilon_2, Z, X_3$ are independent, and let the response variable be
\[
Y = f_0(X) := X_1 + X_2 + X_3.
\]

Note that there are many good models defined on $\mathcal{X} = \tilde{\mathcal{X}} = \mathbb{R}^3$ that represent the same data in $L^2$ sense. For instance, consider
\[
f_\alpha(x) = (1 + \alpha)x_1 + (1 - \alpha)x_2 + x_3, \quad x \in \mathbb{R}^3, \alpha \in [0, 1],
\]
in which case the response variable can be expressed by
\[
Y = f_\alpha(X) + \epsilon_\alpha, \quad \|\epsilon_\alpha\|_{L^2(\mathcal{P})} \leq \sqrt{2}\delta,
\]
where $\epsilon_\alpha := \alpha(\epsilon_2 - \epsilon_1)$. Note that the models satisfy:
\[
f_\alpha \in L^2(\hat{P}_X), \quad \|f_\alpha - f_\beta\|_{L^2(\hat{P}_X)} = \sqrt{2}\delta|\alpha - \beta|, \quad |\alpha - \beta| \leq \|f_\alpha - f_\beta\|_{L^2(\hat{P}_X)} < \infty.
\]

Consider next the conditional explanations based on Shapley value $h = \varphi$. Direct computations of the explanations for the response variable give:
\[
\mathbb{E}_1^{CE}[Y; \varphi, X] = \frac{1}{2} (2X_1 + \mathbb{E}[X_2|X_1] - \mathbb{E}[X_1|X_2]) = X_1 + O(\delta),
\]
\[
\mathbb{E}_2^{CE}[Y; \varphi, X] = \frac{1}{2} (2X_2 + \mathbb{E}[X_1|X_2] - \mathbb{E}[X_2|X_1]) = X_2 + O(\delta),
\]
\[
\mathbb{E}_3^{CE}[Y; \varphi, X] = X_3.
\]
Using the fact that $\epsilon_\alpha$ and $X_3$ are independent, we obtain the explanations of the residuals to be
\[
\mathcal{E}_i^{CE}[\epsilon_\alpha; \varphi, X] = \frac{\alpha}{2} (\epsilon_1 - \epsilon_2 \pm (\mathbb{E}[\epsilon_1|X_1] + \mathbb{E}[\epsilon_2|X_2])) = O(\delta), \quad i \in \{1, 2\} \quad \text{and} \quad \mathcal{E}_3^{CE}[\epsilon_\alpha; \varphi, X] = 0.
\]

Then, employing the linearity of $\mathcal{E}^{CE}$, the conditional Shapley explanations for $f_\alpha$ are then given by
\[
\mathcal{E}_1^{CE}[f_\alpha(X); \varphi, X] = X_1 + O(\delta), \quad \mathcal{E}_2^{CE}[f_\alpha(X); \varphi, X] = X_2 + O(\delta), \quad \mathcal{E}_3^{CE}[f_\alpha(X); \varphi, X] = X_3.
\]

Furthermore, for any two models $f_\alpha$ and $f_\beta$, we have
\[
\|\mathcal{E}_i^{CE}[f_\alpha; \varphi, X] - \mathcal{E}_i^{CE}[f_\beta; \varphi, X]\|_{L^2(\mathbb{P})} \leq (\alpha - \beta)O(\delta), \quad i \in \{1, 2, 3\},
\]
where $|O(\delta)| \leq 3\delta$. Thus, as $\delta \to 0$, we get the same conditional explanations in the limit for all models $f_\alpha$.

On the other hand, computing marginal expectations, we obtain
\[
\bar{\mathcal{E}}_1^{ME}[f_\alpha; \varphi, X] = (1 + \alpha)X_1, \quad \bar{\mathcal{E}}_2^{ME}[f_\alpha; \varphi, X] = (1 - \alpha)X_2, \quad \bar{\mathcal{E}}_3^{ME}[f_\alpha; \varphi, X] = X_3.
\]

Furthermore, for any two models $f_\alpha$ and $f_\beta$, we have
\[
\bar{\mathcal{E}}_i^{ME}[f_\alpha; \varphi, X] - \bar{\mathcal{E}}_i^{ME}[f_\beta; \varphi, X] = \pm (\alpha - \beta)X_i = \pm (\alpha - \beta)Z + O(\delta), \quad i \in \{1, 2\} \quad \text{in} \quad L^2(\mathbb{P}).
\]

Comparing equations (3.8) and (3.9), we see that the conditional Shapley values for predictors $X_1, X_2$ are independent of the representative model up to small additive noise, while that is not the case for the marginal ones.

### 3.2 Stability of marginal explanations on a space equipped with $L^2(P_X)$-norm

The objective of this section is to investigate when the marginal explanations behave as the conditional ones. That is, we will determine when we can expect that the two models that have similar marginal explanations, and how the dependencies in features impact dissimilarity. To answer these questions, it is necessary to investigate the stability of marginal explanations on a space equipped with $L^2(P_X)$-norm.

If one attempts to equip the space $L^2(\tilde{P}_X)$ with the $L^2(P_X)$-norm, then the marginal game operator may not always be well-defined or bounded; see Theorem 3.3 and Theorem 3.4. To understand this, define the following space:

\[
H_X := \left\{ [f] : [f] = \left\{ \tilde{f} : \tilde{f} = f \quad P_X\text{-a.s. and} \quad \int \|\tilde{f}(x)\|_2^2 \tilde{P}_X(dx) < \infty \right\}, \|\cdot\|_{L^2(P_X)} \right\} \hookrightarrow L^2(P_X).
\]

Note that either $H_X$ contains exactly the same elements as $L^2(\tilde{P}_X)$ or some elements of $L^2(\tilde{P}_X)$ are placed in the same equivalence class of $H_X$. Strictly speaking, $H_X$ is a quotient space of $L^2(\tilde{P}_X)$ modulo $H_X^0 := \{ f \in L^2(\tilde{P}_X) : \|f\|_{L^2(P_X)} = 0 \}$ equipped with the $L^2(P_X)$-norm; keep in mind that, since $P_X \ll \tilde{P}_X$, if $f_1 = f_2$ $\tilde{P}_X$-a.s., then $f_1 = f_2$ $P_X$-almost surely.

It turns out, as the lemma below states, that the absolute continuity of $\tilde{P}_X$ with respect to $P_X$ is a necessary and sufficient condition for the marginal game to be a well-defined map on $H_X$.

**Lemma 3.2.** Let $X = (X_1, \ldots, X_n)$ be the predictors. The map $f \in H_X \mapsto \{v^{ME}(S; X, f)\}_{S \subseteq N} \in (L^2(\mathbb{P}))^{2^n}$ is well-defined if and only if $\tilde{P}_X \ll P_X$. Consequently, $\{\mathcal{E}^{ME}[h, X], H_X\}$ is well-defined for every linear game value $h$ if and only if $\tilde{P}_X \ll P_X$.

**Proof.** See Appendix A.4.1.

In other words, the above lemma states that if the density of $\tilde{P}_X$ with respect to $P_X$ exists, then the game value as an operator on $H_X$ is well-defined. A geometric consequence of the above lemma is given in Remark 3.5.
Remark 3.5. The continuity condition $\tilde{P}_X \ll P_X$ can be related to the shape of the support of $P_X$. Indeed, it requires $\text{supp}(\tilde{P}_X) = \text{supp}(P_X)$. It is not hard to show that, conversely, this condition implies $\tilde{P}_X \ll P_X$ when $P_X$ admits a density function which is Lebesgue a.e. positive on $\text{supp}(P_X)$. On the other hand, assumptions on the shape of $\text{supp}(P_X)$ can preclude the continuity $\tilde{P}_X \ll P_X$. E.g., if the support is a lower-dimensional compact subset of $\mathbb{R}^n$ without any product structure, then $\tilde{P}_X \not\ll P_X$. See Appendix A.7 for details.

Given the lemma above, it is not surprising that the absolute continuity also comes up with regard to the marginal operator.

Theorem 3.3 (well-posedness). Let $X = (X_1, \ldots, X_n)$ be the predictors, and $h$ defined in (3.1).

(i) Suppose $\tilde{P}_X \ll P_X$. Then $H_X \cong (L^2(\tilde{P}_X), \| \cdot \|_{L^2(\tilde{P}_X)})$ and $(E_{ME}^X; h, X, H_X)$ acting via the formula (3.7) is well-defined.

(ii) Suppose $\tilde{P}_X \not\ll P_X$. Then, for each $[f] \in H_X$ there exist $f_1, f_2 \in [f]$, such that $\| f_1 - f_2 \|_{L^2(\tilde{P}_X)} \neq 0$.

Consequently, $H_X \cong (L^2(\tilde{P}_X)/H^0_X, \| \cdot \|_{L^2(\tilde{P}_X)})$, and $(E_{ME}^X; h, X, H_X)$ is well-defined if and only if $H_X^0 = \{ f \in L^2(\tilde{P}_X) : \| f \|_{L^2(\tilde{P}_X)} = 0 \} \subseteq \text{Ker}(E_{ME}^X; h, X, L^2(\tilde{P}_X))$.

Proof. See Appendix A.4.7.

Part (ii) of Theorem 3.3 states that, even if $\tilde{P}_X \not\ll P_X$, the marginal operator on $H_X$ may still be well-defined if $H_X^0$ is in the kernel of the marginal operator on $L^2(\tilde{P}_X)$ since functions in equivalence classes of $H_X^0$ when plugged into the formula (3.1) yield zero explanations. In such a situation, the linear combination of terms $v_{ME}(S; f, X)$ encoded by $h$ gives rise to a well-defined map on $H_X$ even though at least one assignment $[f] \to v_{ME}(S; f, X)$ should be ill-posed, as according to Lemma 3.2.

Example 3.2. Consider $h = \varphi$. Let $X = (X_1, X_2)$ satisfy $X_2 = g(X_1) + Z$ where $Z$ is a bounded random variable independent of $X_1$ and $g$ is continuous. Suppose that the supports of $X_1, X_2$ are $\mathcal{X}_1 = \mathcal{X}_2 = \mathbb{R}$, and that $|Z| \leq M$. In this case, $\mathcal{X} \subseteq \{(x_1, x_2) : x_1 \in \mathbb{R}, |x_2 - g(x_1)| \leq M\}$ where $\mathcal{X}$ is the support of $(X_1, X_2)$, and hence the complement $\mathcal{X}^C$ is a non-empty open set. Pick any open rectangle $R = (a, b) \times (c, d) \subset \mathcal{X}^C$ and set $f_R(x) := 1_R(x) \in L^2(\tilde{P}_X)$. Then, using the fact $P_X(R) = 0$, we obtain $\mathbb{P}$-a.s.

$$v_{ME}(\varnothing; X, f_R) = v_{ME}(\{1, 2\}; X, f_R) = 0$$

and

$$v_{ME}(\{1\}; X, f_R) = \mathbb{P}(X_2 \in (c, d))1_{(a, b)}(X_1), \quad v_{ME}(\{2\}; X, f_R) = \mathbb{P}(X_1 \in (a, b))1_{(c, d)}(X_2).$$

Then, we obtain $\mathbb{P}$-a.s.

$$\varphi_1[v_{ME}(\cdot; X, f_R)] = -\varphi_2[v_{ME}(\cdot; X, f_R)] = \frac{1}{2}(\mathbb{P}(X_2 \in (c, d))1_{(a, b)}(X_1) - \mathbb{P}(X_1 \in (a, b))1_{(c, d)}(X_2))$$

and hence, recalling that $(a, b) \subset \mathcal{X}_1$, $(c, d) \subset \mathcal{X}_2$ and $(a, b) \times (c, d) \subset \mathcal{X}^C$, we have

$$\| \varphi_1[v_{ME}(\cdot; X, f_R)] \|_{L^2(\mathbb{P})} = \frac{1}{4}(\mathbb{P}(X_2 \in (c, d))^2\mathbb{P}(X_1 \in (a, b)) + \mathbb{P}(X_1 \in (a, b))^2\mathbb{P}(X_2 \in (c, d))) > 0.$$
Lemma 3.3. Let \( X \in \mathbb{R}^n \) be predictors. Suppose \( \tilde{P}_X \ll P_X \). Let \( r := \frac{d\tilde{P}_X}{dP_X} \). Then \( L^2(\tilde{P}_X) \) can be identified with the weighted \( L^2 \)-space \( L^2(P_X) \) where

\[
r = \frac{1}{2^n} \sum_{S \subseteq N} r_S \geq \frac{1}{2^{n-1}}, \quad \text{where} \quad 0 \leq r_S := \frac{dP_X \otimes P_{X-S}}{dP_X} \in L^1(P_X) \quad \text{with} \quad \|r_S\|_{L^1}(P_X) = 1. \tag{3.11}
\]

Proof. See Appendix A.3.1. \( \square \)

We next establish the conditions when the marginal game is continuous, that is, bounded. This will help us to determine when the marginal operator on \( H_X \) is bounded.

Lemma 3.4 (game boundedness). Suppose \( \tilde{P}_X \ll P_X \). Let \( r, r_S \) be as in Lemma 3.3.

(i) Suppose that \( r = \frac{d\tilde{P}_X}{dP_X} \in L^\infty(P_X) \), which is equivalent to

\[
[P_{X_S} \otimes P_{X-S}](A \times B) \leq M \cdot P_{(X_S, X-S)}(A \times B), \quad A \in \mathcal{B}(\mathbb{R}^{|S|}), B \in \mathcal{B}(\mathbb{R}^{|S|}) \quad \text{(BG)}
\]

for any \( S \subseteq N \) and some \( M \geq 0 \). Then the map \( f \in H_X \mapsto v^{\text{ME}}(S; X, f) \in L^2(\mathbb{P}) \), \( S \subseteq N \), is bounded.

(ii) Let \( \emptyset \neq S \subset N \). Suppose that either

\[
\sup \left\{ \frac{[P_{X_S} \otimes P_{X-S}](A \times B)}{P_X(A \times B)}, A \in \mathcal{B}(\mathbb{R}^{|S|}), B \in \mathcal{B}(\mathbb{R}^{|S|}), P_X(A \times B) > 0 \right\} = \infty. \tag{UG1}
\]

or the non-negative, well-defined Borel function

\[
\rho(x_S) := \int r_S^{1/2} (x_S, x_S) P_{X-S}(dx_S) \tag{UG2}
\]

with values in \( \mathbb{R} \cup \{\infty\} \) is not \( P_{X_S} \)-essentially bounded.

Then the map \( f \in H_X \mapsto v^{\text{ME}}(S; X, f) \in L^2(\mathbb{P}) \) is unbounded.

Proof. See Appendix A.4.8. \( \square \)

Theorem 3.4 (game value boundedness). Let \( X, h \) be as in Theorem 3.3. Suppose \( \tilde{P}_X \ll P_X \), and let \( r \) and \( r_S \) be as in Lemma 3.3.

(i) Suppose (BG) holds. Then \( H_X = L^2(P_X) \) and for \( f \in L^2(P_X) \)

\[
\|\tilde{E}^{\text{ME}}_i[f; h, X]\|_{L^2(\mathbb{P})} \leq \left( 1 + 2 \cdot \max_{S \subseteq N} \|r_S - 1\|_{L^\infty(P_X)} \right) \left( \sum_{S \subseteq N \setminus \{i\}} \|w(S, n)\| \right) \|f\|_{L^2(P_X)} \tag{3.12}
\]

Consequently, \( (\tilde{E}^{\text{ME}}, H_X) \) is bounded.

(ii) Suppose there exist two distinct indices \( i, j \in N \) such that

\[
\sup \left\{ \frac{[P_{X_i} \otimes P_{X_j}](A \times B)}{P_{(X_i, X_j)}(A \times B)}, A, B \in \mathcal{B}(\mathbb{R}), P_{(X_i, X_j)}(A \times B) > 0 \right\} = \infty. \tag{UO}
\]

Suppose that the weights in (3.7) satisfy the non-negativity condition (NN) and

\[
\sum_{S \subseteq N \setminus \{i, j\}} w(S, n) > 0. \tag{3.13}
\]

Then \( (\tilde{E}^{\text{ME}}_i, H_X), (\tilde{E}^{\text{ME}}_j, H_X) \), and \( (\tilde{E}^{\text{ME}}, H_X) \) are unbounded linear operators.
Remark 3.8. Then, since \( \lim w \) operator emerges naturally by considering the case of \( h \) being the Shapley value \( \varphi \) for which the weights \( w(S, n) \) are known (cf. (2.2)).

Remark 3.7. In Appendix A.5, we shall explain how condition (UO) for the unboundedness of the marginal bound in (3.12) becomes that of (3.3). See Appendix A.7.

Remark 3.6. When \( r_S = 1, \forall S \subseteq N \) (that is the predictors are independent and hence \( \tilde{P}_X = P_X \)), the bound in (3.12) becomes that of (3.3). See Appendix A.7.

Proof. See Appendix A.4.9.

In §4, after a careful treatment of more general game values, the theorem above on stability will be extended to explainers with a coalition structure; see Proposition 4.3.

Example 3.3. Let \( f(x) = \frac{1}{\sqrt{\delta}}(x_1 - x_2), \delta > 0 \). Let \( X = (X_1, X_2) \) with \( \mathbb{E}[X_i] = 0 \). Let \( X_i = Z + \epsilon_i, \epsilon_i \sim \mathcal{N}(0, \delta^2), i \in \{1, 2\} \), where \( Z \sim \mathcal{N}(0, 1) \), and \( \epsilon_1, \epsilon_2, Z \) are independent.

First, note that \( f(X) = \frac{1}{\sqrt{\delta}}(\epsilon_1 - \epsilon_2) \) and hence, by independence of \( \epsilon_1 \) and \( \epsilon_2 \), we obtain

\[
\|f\|_{L^2(P_X)}^2 = \text{Var}(f(X)) = \delta^{-1} \cdot (\text{Var}(\epsilon_1) + \text{Var}(\epsilon_2)) = 2\delta.
\]

Then, since \( \bar{\mathcal{E}}_{\mu}^{\mu}[f; \varphi, X] = \frac{1}{\sqrt{\delta}}X_1, \bar{\mathcal{E}}_{\mu}^{\mu}[f; \varphi, X] = -\frac{1}{\sqrt{\delta}}X_2 \), we conclude

\[
\|\bar{\mathcal{E}}^{\mu}[f; \varphi, X]\|_{L^2(\mathbb{P})}^2 = \frac{2}{\delta} + O(\delta).
\]

Thus, as \( \delta \to 0^+ \), \( \|f\|_{L^2(P_X)} \to 0 \), but \( \|\bar{\mathcal{E}}^{\mu}[f; \varphi, X]\|_{L^2(\mathbb{P})} \to \infty \).

Example 3.4. Let \( Y \sim \exp(1) \) and \( Z \sim \mathcal{N}(0, 1) \). Let \( X = (X_1, X_2) \) be a random vector with values in \( \mathbb{R}^2 \) such that \( P_X = \frac{1}{2}P_{(Y, Y)} + \frac{1}{2}P_Z \otimes P_Z \). By design, \( P_X \ll P_Y \) and hence the marginal Shapley value is a well-defined operator on \( L^2(P_X) \). Take \( t \in \mathbb{R}_+ \) and define a square \( R^j := [t-1, t] \times [t, t+1] \) := \( I^j_1 \times I^j_2 \).

Then, since \( \lim_{t \to +\infty} \frac{(P_Y(I^j_1))}{P_Z(I^j_2)} = \infty \), \( j \in \{1, 2\} \), we have

\[
\lim_{t \to +\infty} \frac{P_{X_1} \otimes P_{X_2}(R^j)}{P_X(R^j)} \cdot P_{X_1}(I^j_1) = \infty, \quad j \in \{1, 2\}
\]

which by Theorem 3.4 implies that the marginal Shapley value on \( L^2(P_X) \) is unbounded.

The absolute continuity condition also allows to express the Wasserstein distance of the two probability measures using the Radon-Nikodym derivative, explaining how the latter controls the strength of dependencies among the predictors.

Lemma 3.5. Let \( X = (X_1, \ldots, X_n) \in L^1(\mathbb{P}) \) be the predictors. Let \( r, r_S \) be as in Lemma 3.3.

\[
W_1(\tilde{P}_X, P_X) \leq \int |x| \cdot |r(x) - 1| P_X(dx) \leq \frac{1}{2^n} \sum_{S \subseteq N} \int |x| \cdot |r_S(x) - 1| P_X(dx) < \infty
\]

Proof. Follows from Lemma 3.3, Lemma A.5, and the triangle inequality. \( \square \)
The above lemma illustrates that dependencies are controlled by the Radon-Nikodym derivative. When \( r = 1 \), then \( r_S = 1, S \subseteq N \) and the two measures coincide. When \( r \) deviates from 1, the dependencies start to impact the distance. As a consequence, the marginal and conditional explanations start to differ from one another. The estimate on this difference is discussed below in the special case when the Radon-Nikodym derivative is bounded.

**Lemma 3.6.** Suppose \( \tilde{P}_X \ll P_X \). Let \( r, r_S \) be as in Lemma 3.3. Suppose \( r \in L^2(P_X) \).

(i) Let \( f \in L^2(P_X) \). Then, for every \( S \subseteq N \)
\[
\mathbb{E}[(v \text{CE}(S; X, f) - v \text{ME}(S; X, f))^2] \leq \|(r_S - 1) \cdot f\|^2_{L^2(P_X)} < \infty.
\]

(ii) Let \( f \in L^2(P_X) \). Let \( h[N, v] \) be a game value in the form (3.1). Then
\[
\left( \mathbb{E}\left[ (h[N, v \text{CE}(:, X, f)] - h[N, v \text{ME}(:, X, f)])^2 \right] \right)^{1/2} \leq \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \left( \|(r_S - 1) \cdot f\|^2_{L^2(P_X)} + \|(r_{S \cup \{i\}} - 1) \cdot f\|^2_{L^2(P_X)} \right).
\]

**Proof.** See Appendix A.4.2.

As a corollary we obtain the following approximation result.

**Proposition 3.1 (approximation).** Let \( h, X \) be as in Definition 3.1 and \( r, r_S \) as in Lemma 3.3. Suppose \( \tilde{P}_X \ll P_X \) with \( r = \frac{dP_X}{d\tilde{P}_X} \in L^\infty(P_X) \). Then \( H_X = L^2(P_X), r_S \in L^\infty(P_X), S \subseteq N, \) and for \( f \in L^2(P_X) \)
\[
\|\tilde{E}_i^{\text{CE}}[f; h, X] - \tilde{E}_i^{\text{ME}}[f; h, X]\|_{L^2(P_X)} \leq 2 \cdot \left( \max_{S \subseteq N} \|r - 1\|_{L^\infty(P_X)} \right) \left( \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \right) \|f\|_{L^2(P_X)}, \ i \in N.
\]

**Proof.** See Appendix A.4.3.

**Remark 3.9.** It is crucial to point out that \( \mu \)-consistency of explanations is merely a stability (continuity) requirement with the Lipschitz bound determining the relative scale between explanation differences and the differences of associated models. Thus, the three criteria that are useful for the design of explanations are: a) \( \mu \)-consistency which determines the type of similarity of explanations, b) the Lipschitz bound which determines relative scaling of explanations and models, and c) the game which determines the “shape” of explanations.

**Global feature importance.** The above analysis extends to global feature attributions inherited from game values as follows. Given a game value \( h \) and predictors \( X = (X_1, \ldots, X_n) \) define the global conditional and marginal attributions by
\[
\beta(v, X, f) := \{\beta_i(v, X, f)\}_{i \in N}, \ \beta_i := \|h_i[N, v(:, X, f)]\|_{L^2(P_X)}, \ v \in \{v \text{CE}, v \text{ME}\}.
\]

Then, according to Corollary 3.2 and Theorem 3.2, the global explanations satisfy the continuity condition
\[
|\beta(v, X, f_1 - f_2)| \leq C \|f_1 - f_2\|_{L^2(\mu)}, \ f_1, f_2 \in L^2(\mu), \ \text{with} \ \mu = P_X \text{ when} \ v = \text{VE} \text{ and} \ \mu = P_X \text{ when} \ v = \text{ME}
\]
for some \( C = C(h) \). Furthermore, if \( h \) satisfies conditions of Corollary 3.2(ii) and \( v = \text{CE} \), then \( C = 1 \).

**Conclusion.** The difference between conditional and marginal explanations can be summarized as follows:

1. \( f_n \to f \) in \( L^2(P_X) \) implies \( \tilde{E}_i^{\text{CE}}[f_n] \to \tilde{E}_i^{\text{CE}}[f] \).
2. \( f_n \to f \) in \( L^2(\tilde{P}_X) \) implies \( \tilde{E}_i^{\text{ME}}[f_n] \to \tilde{E}_i^{\text{ME}}[f] \).
3. \( f_n, f \in L^2(\tilde{P}_X) \) and \( f_n \to f \) in \( L^2(P_X) \) in general does not imply \( \tilde{E}_i^{\text{ME}}[f_n] \to \tilde{E}_i^{\text{ME}}[f] \).

Results of this subsection on the stability of conditional or marginal explanations will be vastly generalized in §4 for more general game values that are not necessarily in the form of (3.1); see Proposition 4.2(iii) and Proposition 4.3. In §4, we alleviate the instability of marginal explanations discussed in this section through constructing group explainers that can unify marginal and conditional approaches.
3.3 Splitting of explanation energy on dependencies

We next provide an example that showcases that model’s energy (in the sense of its squared norm) is split on conditional explanations and some of it is dissipated. To see this, recall that the efficiency property puts a constraint on the vector $\hat{E}_i[f; h, X]$; its components should add up to $f(X) - E[f(X)]$. As a consequence, in light of Corollary 3.2(ii), the energy of the conditional explanation vector is bounded by that of the (centered) model:

$$\|\hat{E}^{CE}_i[f; h, X]\|_{L^2(P)^n} = \sum_{i=1}^{n} \|\hat{E}^{CE}_i[f; h, X]\|_{L^2(P)} \leq \|f - f_0\|_{L^2(P)^n}, \quad f_0 := E[f(X)]. \quad (3.14)$$

By contrast, in view of the Rashomon effect [12] and Theorem 3.3, the energy of the model can be significantly lower than that of the marginal explanations; see Example 3.3.

It is worth mentioning that, when the game value $h$ is efficient, then the independence of explanations (both marginal or conditional) leads to energy conservation. In general, for conditional explanations, we have the following result on the energy conservation.

**Lemma 3.7.** Let $h$ be an efficient game value in the form (3.1) with $w(S, n) \geq 0$. The equality in (3.14) is achieved if and only if

$$\langle f(X) - \hat{E}^{CE}_i[f; h, X], \hat{E}^{CE}_i[f; h, X]\rangle_{L^2(P)} = 0, \quad \forall i \in N. \quad (3.15)$$

**Proof.** See Appendix A.4.4. □

**Example 3.5.** Suppose $X = (X_1, \ldots, X_n)$ are independent and let $f(x) := \sum_{j=1}^{n} g_j(x_j)$. Then for each $i \in N$

$$\hat{E}^{CE}_i[f; \varphi, X] = \hat{E}^{ME}_i[f; \varphi, X] = \sum_{j=1}^{n} \hat{E}^{ME}_i[g_j; \varphi, X] = \hat{E}^{ME}_i[g_i; \varphi, X] = g_i(X_i) - E[g_i(X_i)]$$

where we used the independence of predictors, linearity of $\hat{E}^{ME}$, null-player property, and efficiency property (see Theorem 3.2 for details). Thus, the conditional (and marginal) explanations are independent and hence

$$\|f - f_0\|_{L^2(P)^n}^2 = \text{Var}(f(X)) = \sum_{i=1}^{n} \text{Var}(g_i(X)) = \|\hat{E}^{ME}_i[f; \varphi, X]\|_{L^2(P)^n} = \|\hat{E}^{CE}_i[f; \varphi, X]\|_{L^2(P)^n}^2.$$

We next show that, under dependencies, model’s energy can be dissipated on explanations.

**Example 3.6.** Let $X = (X_1, \ldots, X_n)$ and $f(x)$ be globally Lipschitz. Suppose that $X_i = Z + \epsilon_i$, where $Z \in L^2(\mathbb{P})$ is a latent variable, and $\epsilon_i \sim N(0, \delta)$, for each $i \in N$.

Define $\bar{f}(x) := \frac{1}{n} \sum_{i=1}^{n} f(x_1, x_2, \ldots, x_n)$. Since $\bar{f}$ is a symmetric function (that is, the order of the input components does not matter) and the Shapley value $\varphi$ is a symmetric game value, we must have

$$\hat{E}^{CE}_i[\bar{f}(X); \varphi, X] = \hat{E}^{CE}_j[\bar{f}(X); \varphi, X], \quad i, j \leq n.$$ 

Since $f$ is globally Lipschitz, by the linearity of $\hat{E}^{CE}$, we obtain for each $i \in N$

$$\hat{E}^{CE}_i[f(X); \varphi, X] = \hat{E}^{CE}_i[\bar{f}(X); \varphi, X] + O(\delta) \quad \text{in } L^2(\mathbb{P}),$$

Then, the last two equality imply that for $i, j \leq n$

$$\hat{E}^{CE}_i[f; \varphi, X] = \hat{E}^{CE}_j[f; \varphi, X] + O(\delta), \quad \text{in } L^2(\mathbb{P}).$$

Hence, by efficiency of $\varphi$, for every $j \leq n$ we obtain

$$f(X) - f_0 = \sum_{i=1}^{n} \hat{E}^{CE}_i[f; \varphi, X] = n \cdot \hat{E}^{CE}_j[f(X); \varphi, X] + O(\delta) \quad \text{in } L^2(\mathbb{P}),$$

where $f_0 := E[f(X)]$. This implies that

$$\|\hat{E}^{CE}_i[f; \varphi, X]\|_{L^2(P)^n} = \frac{1}{\sqrt{n}} \|f - f_0\|_{L^2(P)} + O(\delta).$$
The following example illustrates that (3.15) can be violated even if the predictors are independent. Here, the main cause of the energy dissipation is interaction in between the variables in the model (meaning that the model fails to be additive, unlike Example 3.5).

**Example 3.7.** Suppose $X = (X_1, \ldots, X_n)$ are independent and let $f(x) = \prod_{i=1}^{n} x_i$. Let $h = \varphi$. Then, using independence of predictors, direct computations of the Shapley value for yield

$$\tilde{E}_{i}^{HE}[f; \varphi, X] = \tilde{E}_{i}^{CE}[f; \varphi, X] = \frac{1}{n} (f(X) - f_0), \quad i \in N, \quad f_0 = \mathbb{E}[f(X)].$$

Thus, we conclude

$$\|\tilde{E}_{i}^{HE}[f; \varphi, X]\|_{L^2(\mathcal{Y})} = \|\tilde{E}_{i}^{CE}[f; \varphi, X]\|_{L^2(\mathcal{Y})} = \frac{1}{\sqrt{n}} \|f - f_0\|_{L^2(P_X)}.$$

### 3.4 Relevant works in the context of stability

The theory we developed in §3.1 views explanations as maps from a space of models to a space of random variables. In this context, for an explanation map to be true-to-the-data we require it to be continuous in $L^2(P_X)$ while to be true-to-the-model we require it to be continuous in $L^2(\tilde{P}_X)$. These are satisfied by the marginal and conditional game values, respectively. Below is a discussion of other relevant works in the context of the stability theory presented in §3.1.

The interventional TreeSHAP algorithm [53] produces an approximation of the Shapley value for the marginal game in the case of tree-based models, where the estimation error depends on the size of the background dataset; see [46, Lemma 2.3]. Therefore, these values are approximately “true-to-the-model” when viewed as random maps (which is achieved by replacing the observation $x$ in the explainer with $X$).

The path-dependent TreeSHAP method [51], however, relies on the implementation as it is shown in [26]. In particular, the authors of [26] construct a predictive model which can be represented by two distinct statistically similar trees. Consequently, this algorithm cannot be true-to-the-data as it violates the continuity in $L^2(P_X)$, nor is it true-to-the-model\(^3\). Indeed, the path-dependent TreeSHAP value is not a well-defined map on the space of models. The continuity can be achieved only if the tree structure itself is incorporated in the functional space.

The article [26] also shows that the “eject” variant of TreeSHAP introduced in [21] is also implementation dependent, which implies that the method (in the population limit) is neither true-to-the-model nor true-to-the data given our definitions.

Not all explanation methods that rely on the model’s internal structure are ill-posed or unstable. For instance, the explanation technique developed in [26] for a Catboost ML model is implementation invariant, does not require a background dataset, and relies only on the internal parameters of the Catboost model. The authors show that the algorithm approximates the marginal game values, making the method approximately true-to-the-model, and the estimation error depends on the size of the training set.

The paper [18] introduces the so called L-Shapley value for structured data, where the observation $x \sim X$ is augmented with a graph in the feature space and $Y$ is a discrete random variable. The paper designs an information-theoretic game via the cross entropy between the distribution of $p(y|x)$ and $p(y|x_S)$. The objective is to approximate the Shapley value for this game by utilizing the graph structure, which allows to reduce complexity and remove weak interactions of features. Since the aforementioned game considers the conditional distribution of response variables, replacing $x_S$ with $X_S$ in $p(y|x_S)$ leads to continuity of (random) explanations in $L^1(\mathbb{P})$. If one adjusts the game to depend on the model $f$, where $Y = f(X)$, then one can obtain continuity in $L^1(P_X)$ of the map $f \mapsto p(f(X)|X_S)$, in turn leading to game values that are true-to-the-data. Furthermore, the L-Shapley value is not immune to contribution splitting (see §3.3) due to the property of additivity, which is not ameliorated by the information-theoretic setup of the game.

The work [47] discusses the Shapley value for the marginal and conditional games and provide certain perceived criticisms, some of which are addressed in our work. Specifically, they discuss the issue of a proxy

\(^3\)It follows that the path-dependent TreeSHAP method (in the presence of dependencies) is an ad-hoc approximation of the conditional Shapley value rather than an approximation as claimed by the authors.
predictor in the context of the conditional game, and illustrate that the attributions are different when a predictor is dropped from a regressor. As we show in §4.1, mutual information can be employed to group together proxy predictors. Incorporating these groups into the game itself can help mitigate contribution splits. Using the grouping methodology, the aforementioned issue is mitigated because the information of a group containing proxy predictors will not affect the conditional explanation when proxies are removed.

The papers [76, 37, 47] point out the differences of the conditional and marginal game values by illustrating how the conditional Shapley value assigns a non-zero attribution to predictors not explicitly used by the model and that the marginal Shapley value considers “out-of-distribution” samples to assign attributions. While these are portrayed as criticisms, they are however properties of the corresponding explanations that align with the definitions of true-to-the-data and true-to-the-model, respectively. Furthermore, the authors of [47] present the additivity axiom (not to be confused with efficiency) for the sum of two games as being useful only in the context when the models themselves are additive. However, our theory indicates that the linearity of the Shapley value allows for explanations to be extended from additive to non-additive models while preserving the natural linearity property. In the literature, there are also other games (e.g. the baseline games) associated with ML models [37, 76, 13], but they are outside the scope of our study.

While our work investigates the stability of Shapley value explanations for each given instance, these can also be adapted for global feature importance; see Section §3.1. The Rashomon effect will impact the results when using the marginal Shapley value for feature importance. Meanwhile, the conditional explanations are shown to be independent of the model structure as they explain the response variable itself; see Corollary 3.2. This in turn implies that the corresponding feature importance will be unaffected by the Rashomon effect. A highly relevant work to this is the paper [27] that describes another global variable importance technique that seeks to address the Rashomon effect. Due to the existence of many models that approximate the data well, the authors define a collection of models called the ε-Rashomon set containing models that have similar predictive power within some threshold ε. Then, the work seeks to find a measure of global feature importance for the entire ε-Rashomon set. To accomplish this, the authors define a feature importance, called model reliance (MR), by evaluating the ratio of losses between models with that feature with and without noise (this can be viewed as evaluating the expected loss when switching off and on the predictor). This ratio is then calculated for all models in the ε-Rashomon set and the final global importance, called model class reliance (MCR), is defined as the interval with the minimum MR and maximum MR for the given predictor. The authors provide estimators for MR and MCR, with corresponding error bounds. In contrast, we suggest constructing predictor groups based on dependencies. For independent groups, the marginal and conditional explanations coincide (see Proposition 4.2), which means that evaluating the former takes into account both the Rashomon effect and the issue of contribution splitting among proxy predictors. Thus, in our case we tackle the Rashomon effect not via a collection of models, but by unifying the marginal and conditional explanations in the context of game values.

3.5 Game value extensions to non-cooperative games

In this subsection, we discuss possible extensions of generic linear game values, which are not necessarily in the form (3.1), to non-cooperative games such as marginal and conditional ones. Recall that a cooperative game with n players is a set function v that acts on a finite set of players N ⊆ N and satisfies v(∅) = 0. Typically, N = {1, 2, . . . , n}. Recall that a game value is a map (N, v) → \tilde{h}[N, v] ∈ \mathbb{R}^n that determines the worth of each player i ∈ N of a game v. A set T ⊆ N is called a carrier of v if v(S) = v(S ∩ T) for all S ⊆ N.

In what follows, we shall repeatedly refer to the properties of game values outlined in Appendix A.1 such as linearity (LP), efficiency property (EP), null-player property (NPP) etc.

Let V₀ be the set of all cooperative games with finitely many players. Let us next consider set functions with finite carriers that violate the condition v(∅) = 0. To this end, let us denote the collection of such games by

\[ V = \{(N, v) : v(\varnothing) \in \mathbb{R}, \quad v(S) = \tilde{v}(S), \quad S \subseteq N, \quad |S| \geq 1, \quad \text{for some } (N, \tilde{v}) \in V₀ \}. \]  

(3.16)
One way to construct an extension of a linear game value to \( V \) is to introduce a new player and turn a non-cooperative game \( v \) with \( n \) players into a cooperative one with \( n + 1 \) players. Another approach is to incorporate the value \( v(\emptyset) \) into the values of the extension. Here, we consider the latter approach to avoid dealing with an extra player.

In what follows, for each \( v \in V \), the cooperative game \( \tilde{v} \) denotes its projection onto \( V_0 \) as in (3.16) (it agrees with \( v \) on non-empty sets). Given a linear game value \( \hat{h} \), we seek an extension \( \tilde{h} \) to \( V \) that satisfies:

\[(E1) \quad \tilde{h}[N, \tilde{v}] = \hat{h}[N, \tilde{v}] \quad \text{for} \quad (N, \tilde{v}) \in V_0,\]

\[(E2) \quad \tilde{h} \text{ is linear on } V.\]

**Lemma 3.8.** Let \( h \) be a linear game value. An extension \( \tilde{h} \) satisfying \((E1)-(E2)\) has the representation:

\[\tilde{h}_i[N, v] = h_i[N, \tilde{v}] + \gamma_i v(\emptyset), \quad i \in N = \{1, 2, \ldots, n\}, \quad (3.17)\]

where \( \{\gamma_i\}_{i=1}^n \) are constants that depend on \( N \). Furthermore, any game in the form (3.17) satisfies properties \((E1)-(E2)\). In addition, if \( h \) is symmetric, then \( \tilde{h} \) is symmetric if and only if \( \gamma_i = \gamma_j \), for each \( i, j \in N \).

**Proof.** First, suppose \( \tilde{h} \) has the form (3.17). Let \((N, v)\) be any non-cooperative game and \((N, \tilde{v})\) the cooperative game which is its projection. Then

\[\tilde{h}_i[N, \tilde{v}] = h_i[N, \tilde{v}] + \gamma_i \tilde{v}(\emptyset) = h_i[N, \tilde{v}].\]

The function \( \tilde{h} \) defined above is clearly linear if \( h \) is.

Suppose next that \( \tilde{h} \) is an extension of \( h \) that satisfies \((E1)-(E2)\). Take \((N, v) \in V \). Let \( u_0 \) denote a non-cooperative game satisfying \( u_0(\emptyset) = 1 \) and \( u_0(S) = 0 \) for any non-empty \( S \subseteq N \). Observe that \( v \) can be expressed as \( v = \tilde{v} + v(\emptyset)u_0 \). Then, using \((E1)\) and \((E2)\), we conclude

\[\tilde{h}[N, v] = h[N, \tilde{v}] + v(\emptyset)\tilde{h}[N, u_0].\]

Setting \( \gamma_i = h_i[N, u_0] \), we obtain (3.17).

Finally, suppose that \( h \) is symmetric and let \( \tilde{h} \) be its extension. Let \( \pi \) be any permutation of \( N \). Then

\[\tilde{h}_i[N, \pi v] = h_i[N, \pi \tilde{v}] + \gamma_i (\pi v(\emptyset)) = h_{\pi(i)}[N, \tilde{v}] + \gamma_i v(\emptyset),\]

where we used the fact that \( \pi \tilde{v} = \pi \tilde{v} \) and \( \pi \tilde{v}(\emptyset) = v(\emptyset) \). Then \( \tilde{h}_i[\pi v] = \tilde{h}_{\pi(i)}[v] \) if and only if \( \gamma_i = \gamma_{\pi(i)} \). Since \( \pi \) is arbitrary, we conclude that \( \tilde{h} \) is symmetric if and only if \( \gamma_i = \gamma_j \) for all \( i, j \).

For example, consider the Shapley value \( \varphi \) defined in (2.2). The same formula can be applied to non-cooperative games to construct an extension. In that case, one has \( \gamma_i(\varphi, n) = -\frac{1}{n} \) and the extension satisfies \( \varphi_i[N, v] = \varphi_i[N, \tilde{v}] - \frac{1}{n} v(\emptyset) \). The efficiency property for the extension then reads as

\[\sum_{i=1}^n \varphi_i[N, v] = v(N) - v(\emptyset).\]

Another well-known value is the Banzhaf value \([9]\) given by

\[Bz_i[N, v] = \sum_{S \subseteq N \setminus \{i\}} \frac{1}{2^{n-1}} [v(S \cup \{i\}) - v(S)], \quad i \in N. \quad (3.18)\]

The Banzhaf value assumes that every player is equally likely to enter any coalition unlike the Shapley value that assumes that players are equally likely to join coalitions of the same size, and that all coalitions of a given size are equally likely. There is only one property that differs between the two values. Shapley value satisfies the efficiency property \((A.2)\), while Banzhaf value satisfies the total power property \((A.4)\) instead.
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To extend the Banzhaf value using the same formula, we set $\gamma_i(Bz, n) = -\frac{1}{2^n-1}$. In this case, the extension $Bz$ has exactly the representation (3.18) and the total power property (TPP) reads as

$$\sum_{i=1}^{n} Bz_i[N, v] = \text{TPP}(Bz[N, \tilde{v}]) = -\frac{n}{2^n-1}v(\emptyset).$$

Given a game value $h$ and its extension $\tilde{h}$, we will abuse the notation and write

$$\tilde{h}(X; f, v) := \tilde{h}[N, v(\cdot; X, f)], \quad v \in \{v^{CE}, u^{ME}\}.$$  

**Definition 3.3.** Let $h$ be a linear game value and $\tilde{h}$ its extension. We say that $\tilde{h}$ is centered if $\tilde{h}[N, c] = 0$ for any constant non-cooperative game $(N, c) \in V$.

Notice that the extensions of Shapley and Banzhaf values we introduced above are centered.

**Lemma 3.9.** Let $h$ be a linear game value and $\tilde{h}$ its extension with $\gamma = \{\gamma_i\}_{i=1}^{n}$ as in (3.17). Let $u$ denote a unit, non-cooperative game, that is, $u(S) = 1$ for all $S \subseteq N$ and any $N$. Then

(i) $\tilde{h}$ is centered if and only if $\gamma = -h[N, \bar{u}]$.

(ii) $\tilde{h}$ is centered if and only if $\tilde{h}[N, v] = h[N, (v - v(\emptyset)u)]$.

(iii) If $h$ has the form

$$h_i[N, \tilde{v}] = \sum_{S \subseteq N \setminus \{i\}} w(i, N, S)[\tilde{v}(S \cup \{i\}) - \tilde{v}(S)], \quad i \in N,$n

where $w(i, N, S)$ ($i \in N$, $S \subseteq N$) are constants, then it extends by the same formula to a centered game value for non-cooperative games:

$$\tilde{h}_i[N, v] = \sum_{S \subseteq N \setminus \{i\}} w(i, N, S)[v(S \cup \{i\}) - v(S)], \quad i \in N. \quad (3.19)$$

(iv) Let $X = (X_1, \ldots, X_n)$ be the predictors and $f$ a model. Let $f_0 = \mathbb{E}[f(X)]$. Then for $v \in \{v^{CE}, u^{ME}\}$

$$\tilde{h}(X; f, v) = h(X; f - f_0, v) + f_0 h[N, u]. \quad (3.20)$$

As a consequence, if $\tilde{h}$ is centered, then $\tilde{h}(X; f, v) = h(X; f - f_0, v), v \in \{v^{CE}, u^{ME}\}$.

**Proof.** Let $c$ be any constant non-cooperative game, that is, for some constant $c_0$, $c(S) = c_0$ for all $S \subseteq N$. Then, by (3.17), we have $\tilde{h}[N, c] = h[N, c_0u] = c_0 h[N, u] = c_0 (h[N, \bar{u}] + \gamma)$. This proves (i). The statement (ii) follows from (E1)-(E2) and (i).

Suppose $\tilde{h}$ has the form (3.19). Then for any constant non-cooperative game $c$ and each $i \in N$, we have $c(S \cup \{i\}) = c(S), S \subseteq N$, and hence $\tilde{h}_i[N, c] = 0$. This proves (iii).

Let $v = v^{CE}$. For any $S \subseteq N$ we have

$$v^{CE}(S; X, f) = \mathbb{E}[f(X)|X_S] = \mathbb{E}[f(X) - f_0|X_S] + f_0 = v^{CE}(S; X, f - f_0) + f_0 u(S)$$

and hence using the linearity of $\tilde{h}$ and the representation (3.17) we obtain

$$\tilde{h}(X; f, v^{CE}) = h[N, v^{CE}(\cdot; X, f - f_0)] + f_0 h[N, u],$$

which establishes (3.20) for $v = v^{CE}$. The proof of (3.20) for $v = u^{ME}$ is similar. \qed

See A.1 and A.2 in the appendix for more on game values.
4 Group explainers with coalition structures

In this section, we construct explainers that quantify predictor contributions to the model output by considering predictor unions. In particular, given predictors $X \in \mathbb{R}^n$ and a partition $\mathcal{P} = \{S_1, S_2, \ldots, S_m\}$ of $N$, our objective is to utilize the partition $\mathcal{P}$ to explain the contribution of each predictor $X_i$ under a coalition structure as well as the contribution of each group $X_{S_j}$. We will refer to such explainers as explainers with a coalition structure. Predictor groups are formed based on dependencies, which allows for the reduction of the predictor dimensionality and constructs explanations which unify the marginal and conditional approaches.

4.1 Trivial group explainers

A game value determines the worth of each individual player while group explainers are capable of quantifying the attribution of any subset of players. In this subsection, we present a simple way of constructing group explainers that work for any partition of players. A more sophisticated approach appears in §4.2.

**Definition 4.1.** Let $X = (X_1, \ldots, X_n)$ be the predictors, $f$ a model, and $\mathcal{P} = \{S_1, S_2, \ldots, S_m\}$ a partition of predictors. Let $h$ be a linear game value and $\bar{h}$ its extension. A trivial group explainer based on $(\bar{h}, \mathcal{P})$ is defined by

$$\bar{h}_{S_j}(X; f, v) = \sum_{i \in S_j} \bar{h}_i(X; f, v), \quad S_j \in \mathcal{P}, \quad v \in \{v^{CE}, v^{ME}\}. \quad (4.1)$$

Recall that if predictors $X$ are independent, then the conditional and marginal game coincide, which implies that $\bar{h}[v^{CE}] = \bar{h}[v^{ME}]$. This is in general no longer true if the independence is dropped.

**Example 4.1.** For example, consider the model:

$$X = (X_1, X_2, X_3), \quad f(X) = X_2X_3, \quad \mathcal{P} = \{\{1,2\}, \{3\}\},$$

with $(X_1, X_2)$ independent of $X_3$ and $E[X] = 0$. Computing the marginal explanations for $h = \varphi$ gives

$$\varphi_{\{1,2\}}(X; f, v^{ME}) = \varphi_{\{3\}}(X; f, v^{ME}) = \frac{1}{2}X_2X_3,$$

while the conditional ones are given by

$$\varphi_{\{1,2\}}(X; f, v^{CE}) = \frac{1}{2}X_2X_3 - \frac{1}{6}E[X_2|X_1]X_3, \quad \varphi_{\{3\}}(X; f, v^{CE}) = \frac{1}{2}X_2X_3 + \frac{1}{6}E[X_2|X_1]X_3.$$

Consequently, the two types of explanations differ whenever $E[X_2|X_1] \neq 0$.

Suppose next that the partition $\mathcal{P}$ yields independent unions $X_{S_1}, X_{S_2}, \ldots, X_{S_m}$. The question we are interested in is what the relationship between the group explanations $\bar{h}_{S_1}(X; v^{CE}, f)$ and $\bar{h}_{S_1}(X; v^{ME}, f)$ is.

**Proposition 4.1.** Let $X, \mathcal{P}, h, \bar{h}$ be as in Definition 4.1. Let $\bar{h}$ be centered. Suppose that $X_{S_1}, X_{S_2}, \ldots, X_{S_m}$ are independent and $f$ is additive across the elements of $\mathcal{P}$,

$$f(X) = \sum_{j \in M} f_j(X_{S_j}), \quad m = |\mathcal{P}|, \quad M = \{1,2,\ldots,m\}. \quad (4.2)$$

(i) The games $v^{CE}(\cdot; X, f), v^{ME}(\cdot; X, f)$ can be expressed as follows:

$$v^{CE}(\cdot; X, f) = \sum_{j \in M} v^{CE}_j(\cdot; X, f) - (m - 1)E[f(X)]u$$

$$v^{ME}(\cdot; X, f) = \sum_{j \in M} v^{ME}_j(\cdot; X, f) - (m - 1)E[f(X)]u \quad (4.3)$$

where $u$ is the unit, non-cooperative game and

$$v^{CE}_j(S; X, f) := v^{CE}(S \cap S_j; X, f), \quad v^{ME}_j(S; X, f) := v^{ME}(S \cap S_j; X, f), \quad j \in M. \quad (4.4)$$
(ii) If \( h \) satisfies (NPP), then
\[
\tilde{h}_i[N, v^C] = \tilde{h}_i[N, v^C_j], \quad \tilde{h}_i[N, v^{ME}] = \tilde{h}_i[N, v^{ME}_j], \quad i \in S_j,
\]
while for \( i \notin S_j \) we have \( \tilde{h}_i[N, v^C_j] = \tilde{h}_i[N, v^{ME}_j] = 0 \).

(iii) If \( h \) satisfies (EP) and (NPP), then
\[
\tilde{h}_{S_j}(X; f, v^C) = \tilde{h}_{S_j}(X; f, v^{ME}) = f_j(X_{S_j}) - \mathbb{E}[f_j(X_{S_j})]
\]
Consequently, \( \tilde{h}_{S_j}(X; f, v^C) \) and \( \tilde{h}_{S_j}(X; f, v^{ME}) \) are bounded and continuous on \( L^2(P_X) \).

Proof. For any \( S \subseteq N \) one has
\[
v^{CE}(S; X, f) = \sum_{j \in M} \mathbb{E}[f_j(X_{S_j})|X_{S \cap S_j}] = \sum_{j \in M} \mathbb{E}[f(X) - \sum_{k \in M, k \neq j} f_k(X_{S_k})|X_{S \cap S_j}]
\]
\[
= \sum_{j \in M} \mathbb{E}[f(X)|X_{S \cap S_j}] - \sum_{j \in M} \sum_{k \in M, k \neq j} \mathbb{E}[f_k(X_{S_k})]
\]
\[
= \sum_{j \in M} v^{CE}(S \cap S_j; X, f) - (|M| - 1) \left( \sum_{k \in M} \mathbb{E}[f_k(X_{S_k})] \right)
\]
\[
= \sum_{j \in M} v^{CE}(S; X, f) - (m - 1)\mathbb{E}[f(X)].
\]

Notice that on the first line we used \( \mathbb{E}[f_j(X_{S_j})|X_S] = \mathbb{E}[f_j(X_{S_j})|X_{S \cap S_j}] \) which is due to the following fact: if \( W, Y, Z \) are vectors of random variables on the same probability space with \( (W, Y) \) independent of \( Z \), then \( \mathbb{E}[W|Y, Z] = \mathbb{E}[W|Y] \).

Similarly, for the marginal game, we have the following which concludes the proof of (i).
\[
v^{ME}(S; X, f) = \mathbb{E}[f(x_S, X_{-S})|x_S = x_S] = \sum_{j \in M} \mathbb{E}[f_j(x_{S_j \cap S}, X_{S_j \cap S})|x_{S_j \cap S} = x_{S_j \cap S}]
\]
\[
= \sum_{j \in M} \left( \mathbb{E}[f(x_{S_j \cap S}, X_{-(S_j \cap S)})|x_{S_j \cap S} = x_{S_j \cap S}] - \mathbb{E} \left[ \sum_{k \in M, k \neq j} f_k(X_{S_k}) \right] \right)
\]
\[
= \sum_{j \in M} \mathbb{E}[f(x_{S_j \cap S}, X_{-(S_j \cap S)})|x_{S_j \cap S} = x_{S_j \cap S}] - \sum_{j \in M} \sum_{k \in M, k \neq j} \mathbb{E}[f_k(X_{S_k})]
\]
\[
= \sum_{j \in M} v^{ME}(S \cap S_j; X, f) - (|M| - 1) \left( \sum_{k \in M} \mathbb{E}[f_k(X_{S_k})] \right)
\]
\[
= \sum_{j \in M} v^{ME}(S; X, f) - (m - 1)\mathbb{E}[f(X)].
\]

Applying the centered extension \( \tilde{h} \) to either of the games appearing in (4.3), the contribution of the constant game \( (m - 1)\mathbb{E}[f(X)]u \) would be zero. Thus
\[
\tilde{h}_i[N, v^{CE}(\cdot; X, f)] = \sum_{j \in M} \tilde{h}_i[N, v^{CE}_j(\cdot; X, f)] = \sum_{j \in M} h_i[N, v^{CE}_j(\cdot; X, f - f_0)],
\]
where \( f_0 := \mathbb{E}[f(X)] \). Notice that we have used Lemma 3.9(iv) for the last equality.

Now if \( h \) satisfies (NPP), the terms \( h_i[N, v^{CE}_j(\cdot; X, f - f_0)] \) vanish unless \( i \in S_j \) because \( S_j \) is clearly a carrier for the cooperative game \( (N, v^{CE}_j(\cdot; X, f - f_0)) \). Therefore, if \( i \in S_j \), the last equation simplifies to \( \tilde{h}_i[N, v^{CE}(\cdot; X, f)] = \tilde{h}_i[N, v^{CE}_j(\cdot; X, f)] \). This establishes (ii) for the conditional game. The proof for the marginal game is similar.
Finally, suppose \( h \) satisfies (EP) as well. Again, we only present the proof for conditional game. Invoking (ii) one has
\[
\bar{h}_{S_j}(X; f, v^{CE}) = \sum_{i \in S_j} \bar{h}_i[N, v^C_j(\cdot; X, f)] = \sum_{i \in S_j} h_i[N, v^{CE}_j(\cdot; X, f - f_0)].
\]
Since \( S_j \) is a carrier for the cooperative game \( (N, v^{CE}(\cdot; X, f - f_0)) \), by the efficiency property the last summation is equal to \( v^{CE}(N; X, f - f_0) = v^{CE}(S_j; X, f - f_0) \). One can easily check that the last term coincides with \( f_j(X_{S_j}) - \mathbb{E}[f_j(X_{S_j})] \). \( \square \)

Proposition 4.1 considers models that are additive across the partition \( \mathcal{P} = \{S_1, \ldots, S_m\} \). Proposition 4.1(i) states that \( v^{CE} \) and \( v^{ME} \) can be expressed (up to a constant) as a sum of games \( v^C_j \) and \( v^{ME}_j \), \( j \in M \), respectively, each having a carrier \( S_j \). Consequently, Proposition 4.1(ii) implies that, if (NPP) holds, the marginal and conditional attributions of \( i \in S_j \) are equal to attributions \( \bar{h}_i \) at the games \( v^{CE}_j \) and \( v^{ME}_j \), respectively, with \( i \not\in S_j \) contributing zero to the total payoff of those games. Finally, Proposition 4.1(iii) implies that the trivial group explanations for marginal and conditional games are both continuous on \( L^2(P_X) \) if (EP) and (NPP) hold; hence the Rashomon effect does not impact the group explanations \( \bar{h}_{S_j}[N, v^{ME}] \).

Remark 4.1. The method of constructing (4.1) was explored in [1] for additive models and proved to be effective in producing Shapley-based explanations consistent with both the model and data. However, if the assumption of model additivity across the partition \( \mathcal{P} \), made in Proposition 4.1, is dropped, the marginal and conditional trivial group explanations will in general no longer be equal as illustrated by Example 4.1.

Corollary 4.1. Let \( \mathcal{P}, f, h, \bar{h}, \) and \( u \) be as in Proposition 4.1. For \( j \in M \), define the games on the set of players \( S_j \) by
\[
v^{CE}_j(S) := v^{CE}(S; X_{S_j}, f_j), \quad v^{ME}_j(S) := v^{ME}(S; X_{S_j}, f_j), \quad S \subseteq S_j.
\]
If \( h \) satisfies (NPP) and (CDP), then for each \( i \in S_j \)
\[
\bar{h}_i[N, v^{CE}(\cdot; X, f)] = \bar{h}_i[S_j, v^{CE}_j], \quad \bar{h}_i[N, v^{ME}(\cdot; X, f)] = \bar{h}_i[S_j, v^{ME}_j]. \tag{4.6}
\]

Proof. We have shown in (4.5) that \( \bar{h}_i[N, v^{CE}(\cdot; X, f)] \) and \( \bar{h}_i[N, v^{ME}(\cdot; X, f)] \) coincide respectively with \( \bar{h}_i[N, v^{CE}_j] \) and \( \bar{h}_i[N, v^{ME}_j] \) provided that \( i \in S_j \) and (NPP) holds. The games \( (N, v^{CE}) \) and \( (N, v^{ME}) \), defined in (4.4), have \( S_j \) as a carrier. Here, \( v^{CE}_j \) and \( v^{ME}_j \) are their restrictions to games with \( S_j \) as the set of players. The game values for these restrictions should agree with the original game values if \( h \) satisfies (CDP).

If a model is additive across the elements of the partition \( \mathcal{P} \) with independent components, Corollary 4.1 states that the marginal and conditional game values for \( i \in S_j \) can be expressed as the corresponding game values for the universe of players \( S_j \) and the restrictions \( v^{CE}|_{S_j} \) and \( v^{ME}|_{S_j} \), respectively, when (NPP) and (CDP) hold. If one drops (CDP), then (4.6) is no longer guaranteed; instead, one can expect only (4.5).

Consequently, the corollary implies that the computation of \( \bar{h}_i[N, v^{CE}] \), \( i \in S_j \), can be done in time \( O(2^{S_j}) \) and hence the complexity of group explanations \( \bar{h}_{S_j}[N, v^{CE}] \), and that of single feature explanations in \( S_j \), is \( O(2^{S_j}) \) rather than \( O(2^{|S_j|}) \), the complexity of a generic linear game value stated in Lemma A.1. Similar conclusion holds for marginal explanations.

4.2 Group explainers based on quotient games

The trivial group explainers obtained by (4.1) are based on single-feature explanations and do not utilize the structure imposed by the partition \( \mathcal{P} \). Constructing explainers that explicitly incorporate the coalition structure of \( \mathcal{P} \) might be advantageous when the partition is based on dependencies. In the case when predictors within each union \( X_{S_j} \) share significant amount of mutual information, the change in value of one of the predictors causes a certain change in value of other predictors in the union, and thus, the predictors within the union “act in agreement” with one another.

To design explainers of unions with the partition in mind, we make use of quotient games. This is the content of this subsection.
Definition 4.2. Given a cooperative game $(N, v)$ with $N = \{1, 2, \ldots, n\}$ and a partition $\mathcal{P} = \{S_1, S_2, \ldots, S_m\}$ of $N$, the quotient game $(M, v^\mathcal{P})$, where $M = \{1, 2, \ldots, m\}$, is defined by
\[
v^\mathcal{P}(A) := v(\bigcup_{j \in A} S_j), \quad A \subseteq M.
\]
For non-cooperative games, we adapt the same definition; note that one always has $v^\mathcal{P}(\emptyset) = v(\emptyset)$.

By design, the quotient game is played by the unions; that is, the game $v^\mathcal{P}$ is obtained by restricting $v$ to unions $S_j \in \mathcal{P}$ by viewing the elements of the partition $\mathcal{P}$ as players. The complexity of the quotient game value $h[M, v^\mathcal{P}]$ is of the order $2^{||\mathcal{P}||} \cdot O(v)$, where $O(v)$ stands for the complexity of the game evaluation for any $S \subseteq N$; this fact follows directly from the representation formula (A.10) of Lemma A.1. This motivates us to define explanations of predictor unions using quotients.

Definition 4.3. Let $X, f, \mathcal{P}, h, \bar{h}$ be as in Definition 4.1. The quotient game explainer based on $(\bar{h}, \mathcal{P})$ is defined by
\[
\bar{h}_{S_j}^\mathcal{P}(X; f, v) := h_{S_j}[M, v^\mathcal{P}(\cdot; X, f)], \quad S_j \in \mathcal{P}, \quad v \in \{v^{CE}, v^{ME}\}.
\]

For the quotient explainers we have the following result.

Lemma 4.1. Let $X, f, \mathcal{P}, h, \bar{h}$ be as in Definition 4.1 and suppose that $h$ is centered. Then

(i) For $v \in \{v^{CE}, v^{ME}\}$ we have
\[
\bar{h}_{S_j}^\mathcal{P}(X; f, v) = h_{S_j}^\mathcal{P}(X; f - f_0, v), \quad f_0 := \mathbb{E}[f(X)].
\]

(ii) The quotient marginal and conditional explanations satisfying the following bounds:
\[
\|h_{S_j}[v^{CE, \mathcal{P}}(\cdot; X, f)]\|_{L^2(\mathcal{P})} \leq C\|f\|_{L^2(P_X)}, \quad \|h_{S_j}[v^{ME, \mathcal{P}}(\cdot; X, f)]\|_{L^2(\mathcal{P})} \leq 2^{||\mathcal{P}||}C\|f\|_{L^2(P_X, \mathcal{P})}
\]
where $C = C(h, |\mathcal{P}|, j)$ and $\tilde{P}_X, \mathcal{P} := \frac{1}{|\mathcal{P}|} \sum_{A \subseteq M, Q_A = \cup_{j \in A} S_j} P_{X \mathcal{P}_A} \otimes P_{X - Q_A} \ll \tilde{P}_X$.

Consequently, if the Radon-Nikodym derivative $r_{Q_A} = \frac{dP_{X \mathcal{P}_A} \otimes P_{X - Q_A}}{d\tilde{P}_X}$, $Q_A = \cup_{j \in A} S_j$, exists and belongs to $L^\infty(P_X)$ for each $A \subseteq M$, the map $f \in L^2(P_X) \mapsto \bar{h}_{S_j}^\mathcal{P}(X; f, v^{ME})$ is well-defined and bounded for each $j \in M$.

(iii) Let $h$ have the form (3.1) and satisfy the properties outlined in Corollary 3.2(ii), including (EP). Then
\[
\sum_{j=1}^m \|\bar{h}_{S_j}^\mathcal{P}(X; v^{CE})\|^2_{L^2(\mathcal{P})} \leq \|f - f_0\|^2_{L^2(P_X)} \leq \|f\|^2_{L^2(P_X)}, \quad f_0 := \mathbb{E}[f(X)].
\]

Proof. Note that for any $A \subseteq M$
\[
v^{CE, \mathcal{P}}(A; X, f - f_0) = \mathbb{E}[f(X) - f_0|_{X \cup_{j \in A} S_j}] = v^{CE, \mathcal{P}}(A; X, f) - f_0u(A)
\]
(where $u$ is the unit non-cooperative game) and hence
\[
h_{S_j}[v^{CE, \mathcal{P}}(\cdot; X, f)] = h_{S_j}[M, v^{CE, \mathcal{P}}(\cdot; X, f - f_0)],
\]
which proves (i) for $v = v^{CE}$. The proof of (i) for $v = v^{ME}$ is similar.

Next, let $\gamma = \{\gamma_j\}_{j=1}^m$ be the constants that come up in extending $h$ to non-cooperative games on $M$ as in Lemma 3.8. Thus, by Lemma A.1, the extension $\bar{h}$ satisfies the following growth condition for any $(M, w)$:
\[
|h_{S_j}[M, w]| \leq |\gamma_j| \cdot w(\emptyset) + C\left(\sum_{A \subseteq M, A \neq \emptyset} |w(S)|\right), \quad j \in M,
\]

Proof.
where $C = C(h, M, j)$ is a constant that depends on $h$, $M$, and $j$.

Then, setting $w = v^{CE,P}$, for any $f \in L^2(P_X)$ we have

$$
\|\tilde{h}_S^P(X; f, v^{CE})\|_{L^2(P)} \leq |\gamma_j| \cdot |f_0| + C \sum_{A \subseteq M, A \neq \emptyset} \|\mathbb{E}[f(X)|X_{j \in A}S_j]\|_{L^2(P)} \leq \max(|\gamma_j|, C)\|f\|_{L^2(P_X)}.
$$

Similarly, setting $w = v^{ME,P}$ and $Q_A = \cup_{j \in A}S_j$, $A \subseteq M$, for any $f \in L^2(\hat{P}_X)$ we have

$$
\|\tilde{h}_S^P(X; f, v^{ME})\|_{L^2(P)} \leq |\gamma_j| \cdot |f_0| + C \sum_{A \subseteq M} \|f\|_{L^2(P_{XQA} \otimes P_{X-QA})} \leq 2|P| \max(|\gamma_j|, C)\|f\|_{L^2(\hat{P}_X,P)}.
$$

Then, setting $\tilde{C} = \max(\gamma_j, C)$ and using (ii) together with the two inequalities above proves (ii). The proof of (iii) follows the steps in the proof of Corollary 3.2(ii).

When the elements of the partition $P$ are independent, we have $\hat{P}_X,P = P_X$, and hence the following stability result.

**Proposition 4.2 (approximation).** Let $X, f, P, h, \hat{h}$ be as in Definition 4.1 and suppose that $\hat{h}$ is centered.

(i) Suppose $r_{Q_A} = \frac{dP_{XQA} \otimes P_{X-QA}}{dP_X}$, $Q_A = \cup_{j \in A}S_j$, exists and belongs to $L^\infty(P_X)$ for each $A \subseteq M$. Then $(L^2(\hat{P}_X,P), \|\cdot\|_{L^2(P_X)}) = L^2(P_X)$ and for $f \in L^2(P_X)$

$$
\tilde{h}_S^P(X; f, v^{CE}) = \tilde{h}_S^P(X; f, v^{ME}) + I(f, \{r_{Q_A}\}_{A \subseteq M}) \quad \text{in} \quad L^2(P),
$$

with the error term $I$ satisfying the bound

$$
\|I(f, \{r_{Q_A}\}_{A \subseteq M})\|_{L^2(P)} \leq C(h, P) \cdot \left( \max_{A \subseteq M} \|r_{Q_A} - 1\|_{L^\infty(P_X)} \right) \cdot \|f\|_{L^2(P_X)}.
$$

(ii) If $X_{S_1}, X_{S_2}, \ldots, X_{S_m}$ are independent, the marginal and conditional games coincide, i.e. $v^{CE,P} = v^{ME,P}$, and hence

$$
\tilde{h}_S^P(X; f, v^{ME}) = \tilde{h}_S^P(X; f, v^{CE}), \quad S_j \in P.
$$

(iii) If $X_{S_1}, X_{S_2}, \ldots, X_{S_m}$ are independent, $h$ satisfies (EP) and (NPP) properties and $f$ is additive across $P$ as in (4.2), then

$$
\tilde{h}_S^P(X; f, v) = \tilde{h}_S^P(X; f, v), \quad S_j \in P, \quad v \in \{v^{CE}, v^{ME}\}. \quad (4.8)
$$

**Proof.** Let $\hat{P}_{X,P}$ be as in Lemma 4.1(i). Suppose the Radon-Nykodym derivative $r_{Q_A}$ exists and belongs to $L^\infty(P_X)$ for each $A \subseteq M$. Then $(L^2(\hat{P}_X,P), \|\cdot\|_{L^2(P_X)}) = L^2(P_X)$. The remaining part of the statement (i) follows directly from Lemma 3.3, Lemma A.1, and Lemma A.4.2(ii).

Let $A \subseteq M$. Let $S_A := \cup_{j \in A}S_j$. Then, by the independence of $X_{S_A}$ and $X_{-S_A}$ we have

$$v^{CE,P}(A; X, f) = \mathbb{E}[f(X_{S_A}, X_{-S_A})|X_{S_A}] = \mathbb{E}[f(x_{S_A}, X_{-S_A})]|_{x_{S_A}=x_{S_A}} = v^{ME,P}(A; X, f).
$$

Since $A \subseteq M$ was arbitrary, the two quotient games coincide. This together with Lemma 4.1 implies (ii).

Suppose now that $f$ is additive across the elements of $P$ and that $h$ is linear and satisfies the efficiency property. Let $f_0 = \mathbb{E}[f(X)]$. First, let us assume that $f_0 = 0$. Then $v^{CE}$ and $v^{ME}$ are cooperative games and hence the quotient games are as well. Note that for any $A \subseteq M$ we have

$$v^{ME,P}(A; X, f) = \sum_{j \in A} f_j(X_{S_j}) + \sum_{k \notin A} \mathbb{E}[f_k(X_{S_k})] = \sum_{j \in A} (f_j(X_{S_j}) - \mathbb{E}[f_j(X_{S_j})]).$$
In particular, when $A$ is a singleton $\{j\}$ one has $\nu_{vME}(\{j\}; X, f) = f_j(X_{S_j}) - \mathbb{E}[f_j(X_{S_j})]$. We deduce that in general $\nu_{vME}(A; X, f) = \sum_{j \in A} \nu_{vME}(\{j\}; X, f)$.

This proves that $\nu_{vME}$ is a non-essential cooperative game. Then, (ii) together with Lemma A.2 implies

$$h_j[M, v^{CE, P}(\cdot; X, f)] = h_j[M, v^{ME}(\cdot; X, f)] = \nu_{vME}(\{j\}; X, f) = f_j(X_{S_j}) - \mathbb{E}[f_j(X_{S_j})].$$

Then, the above relationship and Proposition 4.1(ii) give (iii) for the case $f_0 = 0$.

Now for a general $f$, applying the result just obtained to $f - f_0$ yields:

$$h^P_{S_j}(X; f - f_0, v) = h_{S_j}(X; f - f_0, v), \quad S_j \in \mathcal{P}, \quad v \in \{v^{CE}, v^{ME}\}.$$

The left-hand side is equal to $\tilde{h}_{S_j}(X; f, v)$ by Lemma 4.1(i) while the right-hand side is the same as $h_{S_j}(X; f, v)$ because translating $f$ by a constant does not alter $\tilde{h}_{S_j}(X; f, v)$ according to Proposition 4.1(iii). Consequently, we obtain (4.8).

Proposition 4.2(i) states that the quotient game explanations always coincide for games $v^{CE}$ and $v^{ME}$ whenever the unions are independent, and hence always leads to explanations that are continuous in $L^2(P_X)$ and thus $P_X$-consistent in the sense of Definition 2.2. Proposition 4.2(ii) states that when a model is additive across elements of the partition $\mathcal{P}$ then the quotient and trivial group explainers actually coincide, while, in general, such equality is not guaranteed as illustrated in Example 4.1. Furthermore, when each union is treated as a player, $2^{|\mathcal{P}|} \cdot O(v)$ becomes an upper bound for the complexity of computing the quotient game explainer obtained from $v \in \{v^{CE}, v^{ME}\}$. In particular, when $|\mathcal{P}| = O(\log(n^{1-\epsilon}))$, the complexity becomes linear.

**Implications on feature importance.** Proposition 4.2(i) has direct implications on the processes that make use of quantifying local feature attributions (or global ones, as described in Section 3.1) to make data-informed decisions. Suppose the response variable satisfies $Y = f_*(X)$ for some reference model $f_* \in L^2(P_X)$ and $h$ is an efficient game value in the form (3.1). Then, for all models in the $(L^2, \epsilon, \nu)$-Rashomon set about $f_*$, their marginal group explanations $h^P_{S_j}[N, v^{ME}]$ will differ by $\epsilon$ for global explanations (and in an $L^2$-sense for local ones) from those of $f_*$, no matter the functional representation of the models, even if some predictors are dropped from consideration. This implication addresses the issues discussed in [47, 37] and [76], and is an alternative solution to the global feature importance method discussed in [27] when the predictors in each group $S_j$ are strongly dependent.

In a real-life setting, for example, financial institutions are required by the Equal Credit Opportunity Act [23] to inform customers on which factors impacted an adverse credit decision. Using group feature attributions based on the marginal quotient game leads to explanations that are true-to-the-data. Consequently, if a customer applies at different times when distinct models are used to assess credit risk, the explanations generated from those models will be similar, which guarantees explanation consistency throughout time. This also means that these explanations provide high fidelity information to the customer on what actions to take for obtaining credit in the future.

Using the quotient game approach, there are certain considerations one must take into account:

(a) if the partition is changed the game values have to be recomputed;

(b) knowing the quotient game values does not help with computation of single feature explanations, which are expensive computationally;

(c) even if single feature explanations are known, the trivial and quotient game explanations in general are not equal (see Example 4.1); this case causes loss of continuity of marginal, trivial group explanations with respect to models in $L^2(P_X)$ when dependencies are present.

The aforementioned difficulties can be overcome, when explainers are constructed with the help of coalition values that utilize the partition structure $\mathcal{P}$ for computation of single players. We discuss such explainers in the next section.
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4.3 Explainers based on games with coalition structure

A more advanced way to design explainers with the partition in mind is to employ cooperative game theory with coalition structure, in which the objective is to compute the payoffs of players in a game where players form unions acting in agreement within the union.

The games with coalitions were introduced by [8] and later many more researchers contributed to the development of this subject. Some of the notable works are [56], [57], [80], [22], [5], [6], [3], [14], [82]. See also the work by Lorenzo-Freire [50] containing a detailed exposition on games with coalitions.

**Definition 4.4.** Let \( N \subset \mathbb{N} \) and \( \mathcal{P} = \{S_1, S_2, \ldots, S_m\} \) be a partition of \( N \). A coalitional value \( g \) is a map that assigns to every game with a coalition structure \((N, v, \mathcal{P})\) a vector

\[
g[N, v, \mathcal{P}] = \{g_i[N, v, \mathcal{P}]\}_{i \in N}
\]

where \( g_i[N, v, \mathcal{P}] \) denotes the payoff for the player \( i \in N \).

Note that any game value \( h[N, v] \) could be viewed as a coalitional value that has no explicit dependence on the partition \( \mathcal{P} \). Furthermore, the map \((N, v) \mapsto g[N, v, \tilde{N}]\), where \( \tilde{N} = \{\{i\} : i \in N\} \) denotes the partition containing singletons, induces a game value. Properties of game values such as linearity (LP), efficiency (EP) etc. (see Appendix A.1) extend to coalitional game values in an obvious way.

Some notable (non-trivial) coalitional values are the Owen value and the Banzhaf-Owen value respectively defined by

\[
Ow_i[N, v, \mathcal{P}] = \sum_{R \subseteq M \setminus \{j\}} \sum_{T \subseteq S_j \setminus \{i\}} \frac{r!(m - r - 1)! t!(s_j - t - 1)!}{m! s_j!} [v(Q \cup T \cup \{i\}) - v(Q \cup T)]
\]

\[
BzOw_i[N, v, \mathcal{P}] = \sum_{R \subseteq M \setminus \{j\}} \sum_{T \subseteq S_j \setminus \{i\}} \frac{1}{2^{m-1}} \frac{1}{2^{s_j-1}} [v(Q \cup T \cup \{i\}) - v(Q \cup T)]
\]

where \( i \in S_j, t = |T|, s_j = |S_j|, r = |R| \) and \( Q = \cup_{r \in R} S_r \). The difference between the two values is that the Owen value satisfies the efficiency property, while the Banzhaf-Owen value satisfies the total power property. In addition, the Owen value for partitions consisting of singletons is the Shapley value (2.2), while for such partitions the Banzhaf-Owen value is the Banzhaf value (3.18). These properties can be verified directly.

To extend linear coalitional values to games that fail to satisfy \( v(\emptyset) = 0 \), one can carry out the same program as in §3.5. Given a linear coalitional value \( g \), we seek an extension \( \tilde{g} \) to \( V \) that satisfies:

(E1') \( \tilde{g}[N, \tilde{v}, \mathcal{P}] = g[N, \tilde{v}, \mathcal{P}] \) for \((N, \tilde{v}) \in V_0\).

(E2') \( \tilde{g} \) is linear on \( V \).

**Lemma 4.2 (extension).** Let \( g \) be a linear coalitional value. An extension \( \tilde{g} \) satisfying \((\text{E1'})-\text{(E2')}\) has the representation:

\[
\tilde{g}_i[N, v, \mathcal{P}] = g_i[N, \tilde{v}, \mathcal{P}] + \gamma_i v(\emptyset), \quad i \in N,
\]

where \( \gamma = \{\gamma_i\}_{i=1}^n \) are constants that depend on \( N \) and \( \mathcal{P} \). Furthermore, any coalitional value in the form (4.10) satisfies \((\text{E1'})-\text{(E2')}\). In addition, if \( g \) is symmetric, then \( \tilde{g} \) is symmetric if and only if \( \gamma_i = \gamma_j \), \( i, j \in N \).

**Proof.** The proof follows the same steps as those in the proof of Lemma 3.8. \( \square \)

Abusing the notation as before, for each \( i \in N \) we write

\[
\tilde{g}_i(X; v, \mathcal{P}, f) := \tilde{g}_i[N, v(\cdot; X, f), \mathcal{P}], \quad v \in \{v^{OE}, v^{HE}\}.
\]

Group explainers based on coalitional values can similarly be defined either via sums or quotient games.
Definition 4.5. Let \( X, \mathcal{P} \) be as in Definition 4.1. Let \( g \) be a linear coalitional value and \( \bar{g} \) its extension. The trivial and quotient game explainers based on \((\bar{g}, \mathcal{P})\) and \( v \in \{v^{CE}, v^{ME}\} \) are defined by
\[
\bar{g}_S(X; v, \mathcal{P}, f) = \sum_{i \in S} \bar{g}_i[N,v(\cdot; X, f), \mathcal{P}], \quad \bar{g}^\mathcal{P}_S(X; v, f) = \bar{g}_j[M,v^\mathcal{P}(\cdot; X, f), M], \quad S_j \in \mathcal{P}.
\]

Definition 4.6. Let \( g \) be a linear coalitional value and \( \bar{g} \) its extension. We say that \( \bar{g} \) is centered if \( \bar{g}[N, c, \mathcal{P}] = 0 \) for any constant non-cooperative game \((N, c) \in V\) and any partition \( \mathcal{P} \).

Lemma 4.3. Let \( g \) be a linear coalitional value and \( \bar{g} \) its extension with \( \gamma \) as in (4.10). Let \( u \) denote a unit, non-cooperative game, that is, \( u(S) = 1 \) for all \( S \subseteq N \) and any \( N \). Then

(i) \( \bar{g} \) is centered if and only if \( \gamma = -g[N, \bar{u}, \mathcal{P}] \).

(ii) If \( \bar{g} \) is centered then \( \bar{g}[N, v, \mathcal{P}] = g[N, (v - v(\emptyset)u), \mathcal{P}] \)

(iii) If \( \bar{g} \) has the marginalist form
\[
\bar{g}_i[N, v, \mathcal{P}] = \sum_{S \subseteq N \setminus \{i\}} w(N, \mathcal{P}, S)(v(S \cup \{i\}) - v(S)), \quad i \in N,
\]

where \( w(N, \mathcal{P}, S) \) are constants, then it is centered.

(iv) Let \( X \in \mathbb{R}^n \) be predictors and \( f \) a model. Let \( f_0 = \mathbb{E}[f(X)] \). Then for \( v \in \{v^{CE}, v^{ME}\} \)
\[
\bar{g}(X; f, v) = g(X; f - f_0, v) + f_0\bar{g}[N, u, \mathcal{P}] = g(X; f - f_0, v) + f_0(g[N, \bar{u}, \mathcal{P}] + \gamma).
\]

As a consequence, if \( \bar{g} \) is centered, then for each \( i \in N \) and \( S_j \in \mathcal{P} \)
\[
\bar{g}(X; f, v, \mathcal{P}) = g(X; f - f_0, v, \mathcal{P}), \quad \bar{g}^\mathcal{P}_S(X; f, v) = \bar{g}^\mathcal{P}_S(X; f - f_0, v), \quad v \in \{v^{CE}, v^{ME}\}.
\]

Proof. The proof follows the same steps as those in the proof of Lemma 3.9. \( \square \)

The results of Theorem 3.1, Theorem 3.2, and Theorem 3.4 can be extended to coalitional values.

Proposition 4.3 (properties). Let \( X, \mathcal{P} \) be as in Definition 4.1. Let \( g \) be a linear coalitional value and \( \bar{g} \) its extension.

(i) The linear map \( f \mapsto \bar{E}^{CE}[f; \bar{g}, X] := \bar{g}(X; v^{CE}, \mathcal{P}, f) \) is bounded and hence continuous on \( L^2(P_X) \).

(ii) The linear map \( f \mapsto \bar{E}^{ME}[f; \bar{g}, X] := \bar{g}(X; v^{ME}, \mathcal{P}, f) \) is bounded and hence continuous on \( L^2(P_X) \).

(iii) Suppose \( g \) is of the form \( v \gamma \) (A.11), and for any \( i \in N \) and subset \( S \) such that \( \gamma(i, N, \mathcal{P}, S) \neq 0 \), the Radon-Nikodym derivative \( \gamma_S = \frac{dP_X \otimes PX}{dP_X} \) exists and belongs to \( L^\infty(P_X) \). Then \( f \mapsto \bar{E}^{ME}[f; \bar{g}, X] = \bar{g}(X; v^{ME}, \mathcal{P}, f) \) defines a bounded linear operator on \( L^2(P_X) \) as well.

(iv) Suppose \( (\bar{E}^{ME}[:; \bar{g}, X], H_X) \) is well-defined. Let \( g \) have the form (4.12) with \( w(N, \mathcal{P}, S) > 0 \). Suppose there exists distinct \( i, j \in \{1, 2, \ldots, n\} \) for which (UO) holds. Then \( (\bar{E}^{ME}[:; \bar{g}, X], H_X) \) is unbounded.

(v) If \( \bar{g} \) is centered, then the conclusions of Proposition 4.2(i), under group independence, hold for the quotient game explanations. In particular, the linear map \( f \mapsto \bar{g}^\mathcal{P}_S(X; f, v), \{v^{CE}, v^{ME}\} \), is bounded and hence continuous on \( L^2(P_X) \).

Proof. The properties (i) and (ii) follow from Lemma A.1 and the fact that for any \( S \subseteq N = \{1, 2, \ldots, n\} \)
\[
\|v^{CE}(S; X, f)\|_{L^2(P_X)} \leq \|f\|_{L^2(P_X)}, \quad \|v^{ME}(S; X, f)\|_{L^2(P_X)} \leq 2^n\|f\|_{L^2(P_X)}.
\]
The property (iii) follows from Lemma A.1, Lemma 3.3, and the definition of the Radon-Nikodym derivative. The property (iv) follows from Proposition A.1 (take \( k \) to be \( i \)) and the fact that \( w(N, \mathcal{P}, S) > 0 \), while (v) can be obtained following the steps in the proof of Proposition 4.2(i). \( \square \)

Remark 4.2. Proposition 4.3(iii) can be generalized to linear coalitional game values that are not necessarily in the form of (4.12); see Proposition A.1.
4.4 Coalitional explainers with two-step formulation

Having quotient game explanations does not provide one with single feature explanations, which sometimes are desirable. Unlike game values, coalitional values may allow for a more efficient way of computing single feature explanations. This is the case, for example, when a coalitional value can be obtained using a two-step procedure: first by playing a quotient-like game and then a game inside the union. This consequently affects the structure of the coalitional value, which in turn improves the exposition on stability (§4.3.3) and allows for extending coalitional values to recursive ones for generic partition trees (§C.3).

**Definition 4.7.** Let \( g[N,v,P] \) be a linear coalitional value. We say that \( g \) satisfies a two-step formulation if for any \( N \subseteq N \) and its partition \( P = \{S_1, \ldots, S_m\} \) there exists a linear symmetric game value \( h^{(1)} \), a linear game value \( h^{(2)} \), and games \( v^{(1)}, v^{(2)}, \ldots, v^{(m)} \) played respectively on \( S_1, S_2, \ldots, S_m \) (all dependent on \( (N,v,P) \)), such that

\[
g_i[N,v,P] = h_i^{(2)}[S_j,v^{(j)}], \quad i \in S_j \quad \text{where} \quad v^{(j)}(T) = h_j^{(1)}[M,\hat{v}_T], \quad T \subseteq S_j, \quad M = \{1,2,\ldots,m\},
\]

and \( \{\hat{v}_T = \hat{v}_T(N,v,P)\}_{j \in M, T \subseteq S_j} \) is a family of intermediate games on \( M \) satisfying

(i) for any permutation \( \pi : M \rightarrow M \)

\[
\hat{v}_T(N,v,\{S_{\pi(k)}\}_{k=1}^n) = \pi^{-1}\hat{v}_T(N,v,\{S_k\}_{k=1}^n), \quad T \subseteq S_j;
\]

(ii) \( \hat{v}_{S_j}(N,v,P) = v^P \) for any \( j \in M \);

(iii) \( \hat{v}_T(N,v,\{N\})(\{1\}) = v(T) \) for any \( T \subseteq N \).

In the definition above, property (i) ensures that \( g[N,u,P] \) is independent of the ordering of the sets in \( P \). Property (ii) requires that when \( T \in P \) the intermediate game is the quotient game played on the partition elements. Property (iii) requires that for the grand coalition structure the total payoff of the intermediate game associated with \( T \) is equal to the payoff of \( v \) on \( T \).

The following lemma shows that \( h^{(1)} \) and \( h^{(2)} \) can be recovered from \( g \) up to multiplicative constants. Conversely, as we shall see later, imposing certain conditions on \( h^{(1)} \) and \( h^{(2)} \) can result in desirable properties of the coalitional value.

**Lemma 4.4.** Let \( g \) be a coalitional value with a two-step formulation with \( h^{(1)} \), \( h^{(2)} \) as in Definition 4.7.

(i) \( g[N,v,\{N\}] = \alpha h^{(2)}[N,v] \), where \( \alpha = h^{(1)}_1[1], \bar{u} \).

(ii) Suppose \( h^{(2)}[\{i\},\bar{u}] = \beta \) for any \( i \in N \). Then \( g[N,v,\bar{N}] = \beta h^{(1)}[N,v] \).

**Proof.** Suppose \( h^{(1)} \) satisfies \( h^{(1)}_1[1], \bar{u} = \alpha \). Then for the grand coalition \( P = \{N\} \) we have

\[
g_1[N,v,\{N\}] = h_1^{(2)}[N,v^{(1)}], \quad v^{(1)}(T) = h_1^{(1)}[\{1\},\hat{v}_T(N,v,\{N\})] = h^{(1)}_1[\{1\},\bar{u}] \cdot \hat{v}_T(N,v,\{N\})(\{1\}) = \alpha v(T).
\]

Next, suppose \( h^{(2)}[\{i\},\bar{u}] = \beta \) for any \( i \in N \). Then by Definition 4.7, for the partition \( P = \bar{N} \) consisting of singletons we have

\[
g_i[N,v,\bar{N}] = h_i^{(2)}[\{i\},v^{(i)}] = h_i^{(2)}[\{i\},\bar{u}] \cdot v^{(i)}(\{i\}) = \beta v^{(i)}(\{i\}) = \beta h_i^{(1)}[N,\hat{v}_{\{i\}}(N,v,\bar{N})] = \beta h_i^{(1)}[N,v].
\]

This proves the lemma.

In the setting of Definition 4.7, \( g \) can have infinitely many representations, such as via rescaling. Specifically, if \( g \) is a coalitional value with a two-step formulation based on \( h^{(1)}, h^{(2)} \), then for any \( \alpha \neq 0 \)

\[
g_i[N,v,P] = h_{a_i}^{(2)}[S_j,v^{(j)}], \quad v^{(j)}(T) = h_{a_i}^{(1)}[M,\hat{v}_T], \quad i \in S_j,
\]
where \( h^{(1)}_a := \alpha h^{(1)} \) and \( h^{(2)}_a = (1/\alpha) h^{(2)} \). Under some mild conditions, however, \( g \) has a distinct representation in terms of re-normalized game values \( h^{(1)}_a \) and \( h^{(2)}_a \), and some scaling constant \( \alpha \); see Lemma A.8.

**Examples.** Before we proceed, let us provide several examples of game-values that have two-step formulation. First, consider the two-step Shapley defined in Kamijo \([40]\) and given by

\[
TSh_i[N, v, P] = \varphi_i[S_j, v] + \frac{1}{|S_j|} (\varphi_j[M, v^P] - v(S_j)), \quad i \in S_j.
\]

Define the intermediate game \( \hat{\varphi} \) as follows. For each non-empty \( T \subseteq S_j \) define the game \( \hat{\varphi}_T \) by

\[
\hat{\varphi}_T(A) = \frac{|T|}{|S_j|} v^P(A) + |A| (v(T) - \frac{|T|}{|S_j|} v^P(\{j\})), \quad A \subseteq M.
\]

Let the game values be \( h^{(1)} = h^{(2)} = \varphi \). Then for each \( j \in M \) and \( i \in S_j \) we have

\[
TSh_i[N, v, P] = \varphi_i[S_j, v^T_{Sh}], \quad v^T_{Sh}(T) = \varphi_j[M, \hat{\varphi}_T] = v(T) + \frac{|T|}{|S_j|} (\varphi_j[M, v^P] - v(S_j)), \quad T \subseteq S_j.
\]

Two other examples are the Owen and Banzhaf-Owen values (see (4.9)). For each \( T \subseteq S_j \) define the intermediate game by

\[
\hat{\varphi}_T(A) = v^P(T) := \mathbb{1}_{\{j \notin A\}} v^P(A) + \mathbb{1}_{\{j \in A\}} v(\bigcup_{k \in A \setminus \{j\}} S_k \cup T), \quad A \subseteq M.
\]

Then for each \( j \in M, i \in S_j \), and \( T \subseteq S_j \)

\[
Ow_i[N, v, P] = \varphi_i[S_j, v^Ow], \quad v^Ow_j(T) = \varphi_j[M, v^P|T] \quad BzOw_i[N, v, P] = Bz[S_j, v^Ow], \quad v^Ow_j(T) = Bz_j[M, v^P|T].
\]

Notice that one has \( h^{(1)} = h^{(2)} = \varphi \) (see (2.2)) in the first two-step formulation while \( h^{(1)} = h^{(2)} = Bz \) (see (3.18)) in the second.

More generally, the coalitional value in the form

\[
g_i[N, v, P] = \sum_{A \subseteq M \setminus \{j\}} \sum_{T \subseteq S_j \setminus \{i\}} w^{(1)}(A, M, j) w^{(2)}(T, S_j, i) \left(v(Q_A \cup T \cup \{i\}) - v(Q_A \cup T)\right), \quad i \in S_j
\]

where \( Q_A = \bigcup_{a \in A} S_a \) can be expressed via two-step formulation where \( \hat{\varphi}_T(A) = v^P(T) \) and \( h^{(1)}, h^{(2)} \) are linear game values in the form (3.1) with weights \( w^{(1)} \) and \( w^{(2)} \), respectively.

**Remark 4.3.** It follows directly from the definition that a coalitional value \( g_i[N, v, P] \) with the two-step formulation has complexity \( 2^{|S_j| + |P|} \cdot O(v) \), which can be significantly lower than that of game values.

Note also that the two-step Shapley value for singletons is the Shapley value. Thus, in light of (4.15), the (empirical) quotient game explanations can be re-used for the computation of single feature explanations based on the two-step Shapley value, which in turn lowers the complexity to \( O(n(2^{|P|} + 2^{|S_j|})) \cdot O(v) \), where \( v \in \{\hat{\varphi}^{\text{ex}}, \hat{\varphi}^{\text{ME}}\} \) is the estimator of the deterministic conditional and marginal games defined in (2.1). This, however, is not true for the Owen and Banzhaf values since single feature explanations have to be computed without the use of the quotient game values, which gives the complexity stated earlier.

### 4.4.1 Bounds for marginal coalitional values with two-step representation

Let \( g \) be a linear coalitional game value and \( \bar{g} \) its centered extension. Generalizing Theorem 3.4, Proposition 4.3 indicates that, unlike their conditional analogs, marginal explanations \( f \mapsto \bar{g}_i(X; v^M, P, f) \) are not necessarily bounded in the \( L^2(P_X) \)-metric. A similar instability for game values motivated grouping the predictors as a remedy and resulted in Proposition 4.2. Here, we provide better bounds for marginal coalitional values under the assumption that \( g \) admits a two-step formulation with a particular type of intermediate games, i.e. those that appeared in the case of Owen or two-step Shapley value; see (4.16) and (4.14).
Proposition 4.4 (bounds). Let \( g \) be a coalitional value with a two-step formulation with \( h^{(1)}, h^{(2)} \), and \( \hat{v}_T \) as in Definition 4.7. Denote the centered extension of \( g \) by \( \bar{g} \).

(i) Suppose \( \hat{v}_{\bar{T}}(N, v, \mathcal{P}) = v^P[T], T \subseteq S_j \). Then for \( i \in S_j \)

\[
\|\bar{g}_i(X; v^{\text{ME}}, \mathcal{P}, f)\|_{L^2(\mathcal{P})} \leq C \left( \sum_{\mathcal{Q}_A=\cup_{j \in A} S_j, A \subseteq M \setminus \{j\}} \|f\|_{L^2(\mathcal{P}_{XQA} \otimes \mathcal{P}_{X \setminus QA})} + \sum_{T \subseteq S_j} \sum_{\mathcal{Q}_A=\cup_{j \in A} S_j, A \subseteq M \setminus \{j\}} \|f\|_{L^2(\mathcal{P}_{XQA \cup T} \otimes \mathcal{P}_{X -(QA \cup T)})} \right)
\]

where \( C \) depends only on \( h^{(1)}, h^{(2)} \) and \( \mathcal{P} \).

(ii) Suppose \( \hat{v}_{\bar{T}}(N, v, \mathcal{P})(A) = \frac{|T|}{|S_j|} v^P(A) + |A|(|v(T) - \frac{|T|}{|S_j|} v^P(\{j\})) + \sum_{T \subseteq S_j} \sum_{\mathcal{Q}_A=\cup_{j \in A} S_j, A \subseteq M \setminus \{j\}} \|f\|_{L^2(\mathcal{P}_{XQA \cup T} \otimes \mathcal{P}_{X -(QA \cup T)})} \)

where \( C \) depends only on \( h^{(1)}, h^{(2)} \) and \( \mathcal{P} \).

Proof. See Appendix A.8.2.

We next state a corollary to the above proposition which assumes that the elements of the partition \( \mathcal{P} \) are independent. Then, any of the following assumptions yields the continuity of \( f \mapsto \bar{g}_i(X; v^{\text{ME}}, \mathcal{P}, f) \), \( i \in S_j \), in the \( L^2(\mathcal{P}_X) \)-metric when either the predictors \( \{X_i\}_{i \in S_j} \) are independent, or \( S_j = \{i\} \).

Corollary 4.2. Let \( X, \mathcal{P}, f, f_0 \) be as in Proposition 4.4, and \( g \) a coalitional game value that satisfies the assumptions of either part of the proposition. Suppose the group predictors \( X_{S_1}, \ldots, X_{S_m} \) are independent. Then there exists a constant \( C \) dependent only on game values and the partition such that for any \( i \in S_j \) we have

\[
\|\bar{g}_i(X; v^{\text{ME}}, \mathcal{P}, f)\|_{L^2(\mathcal{P})} \leq C \left( \|f\|_{L^2(\mathcal{P}_X)} + \sum_{T \subseteq S_j} \|f\|_{L^2(\mathcal{P}_{X \setminus T} \otimes \mathcal{P}_{X - T})} \right)
\]

If furthermore either the predictors \( \{X_i\}_{i \in S_j} \) are independent or \( S_j = \{i\} \), then

\[
\|\bar{g}_i(X; v^{\text{ME}}, \mathcal{P}, f)\|_{L^2(\mathcal{P})} \leq C \|f\|_{L^2(\mathcal{P}_X)}
\]

for another such constant \( C \). Finally, in the case of \( S_j = \{i\} \), if \( h^{(2)} \) is efficient and \( h^{(1)} \) satisfies the assumptions of Corollary 3.2(ii), then one can take \( C = 1 \) in the above inequality.

Proof. See Appendix A.8.2.

4.4.2 Trivial group explainers with two-step formulation

Trivial group explanations (see Definitions 4.1 and 4.5) may differ for the marginal and conditional games, which in turn may break the continuity of marginal explanations with respect to models in \( L^2(\mathcal{P}_X) \). For game values, for instance, to remedy the situation Proposition 4.1 required the model \( f \) to be additive across partition (see (4.2)), which is a very stringent requirement for ML models. It turns out that for coalitional values with a two-step formulation, there is no need to impose any conditions on the form of a model as long as \( h^{(2)} \) is proportional to an efficient game value. To this end, we provide the following result.

Proposition 4.5. Let \( g \) be a coalitional value with a two-step formulation with \( h^{(1)}, h^{(2)} \) as in Definition 4.7. Suppose \( h^{(2)} = \alpha h^{(2)}_* \) where \( \alpha \in \mathbb{R} \) and the game value \( h^{(2)}_* \) satisfies (EP). Then:
(i) For any \((N, v, \mathcal{P})\) we have
\[
\sum_{i \in S_j} g_i[N, v, \mathcal{P}] = \alpha h_j^{(1)}[M, v^\mathcal{P}] = g[M, v^\mathcal{P}, \bar{M}]
\]

(4.18)

Consequently, the marginal trivial group explanations satisfy the improved bounds
\[
\|\bar{g}_j(X; v^{\text{ME}}, \mathcal{P}, f)\|_{L^2(\mathcal{P})} \leq |\alpha| \cdot C(h^{(1)}, \mathcal{P}) \cdot \left( \sum_{A \subseteq M \setminus \{j\}, Q_A = \bigcup_{j \in A} S_j} \|f\|_{L^2(P_{X\cap A \cup \{j\} \setminus Q_A})} \right).
\]

(4.19)

(ii) If the predictor unions \(X_{S_1}, X_{S_2}, \ldots, X_{S_m}\) are independent, then for \(f \in L^2(\mathcal{P}_X)\)
\[
\bar{g}_{S_j}(X; v^{\text{ME}}, \mathcal{P}, f) = \bar{g}_{S_j}(X; v^{\text{CE}}, \mathcal{P}, f), \quad S_j \in \mathcal{P}.
\]

(4.20)

Consequently, the linear maps \(f \mapsto \bar{g}_{S_j}(X; v^{\text{ME}}, \mathcal{P}, f)\) is bounded, with the Lipschitz constant that depend on \(\alpha, h^{(1)}\), and \(\mathcal{P}\), and hence it is continuous on \(L^2(\mathcal{P}_X)\).

(iii) Suppose \(r_{Q_A} = \frac{dP_{X \cap \bar{A}}}{dP_X} \subseteq P_{X \setminus Q_A}\), \(Q_A = \bigcup_{j \in A} S_j\), exists and belongs to \(L^\infty(\mathcal{P}_X)\) for each \(A \subseteq M\). Then \((L^2(\mathcal{P}_X), \|\cdot\|_{L^2(\mathcal{P}_X)}) = L^2(\mathcal{P}_X)\) and for \(f \in L^2(\mathcal{P}_X)\)
\[
\bar{g}_{S_j}(X; v^{\text{CE}}, \mathcal{P}, f) = \bar{g}_{S_j}(X; v^{\text{ME}}, \mathcal{P}, f) + \mathcal{I}(f, [r_{Q_A}] A \subseteq M) \quad \text{in} \quad L^2(\mathcal{P}_X),
\]

with the error term \(\mathcal{I}\) satisfying the bound
\[
\|\mathcal{I}(f, [r_{Q_A}] A \subseteq M)\|_{L^2(\mathcal{P}_X)} \leq C(g, \mathcal{P}) \cdot \left( \max_{A \subseteq M} \|r_{Q_A} - 1\|_{L^\infty(\mathcal{P}_X)} \right) \cdot \|f\|_{L^2(\mathcal{P}_X)}.
\]

Proof. For any \(j \in M\) we have
\[
\sum_{i \in S_j} g_i[N, v, \mathcal{P}] = \sum_{i \in S_j} h_i^{(2)}[S_j, v(j)] = \alpha_v v(j)(S_j) = \alpha_v h_j^{(1)}[M, v^\mathcal{P}]
\]

where we used the efficiency of \(h_j^{(2)}\). Since \(h_j^{(2)}\) satisfies (EP), Lemma 4.4(ii) implies that \(\alpha_v h_j^{(1)}[M, v^\mathcal{P}] = g[M, v^\mathcal{P}, \bar{M}]\). This proves (4.18). The bound (4.19) follows from (4.18) and the definition of the quotient game. This establishes (i). If \(X_{S_1}, X_{S_2}, \ldots, X_{S_m}\) are independent, then (4.18) and Proposition 4.2(i) give (ii). Finally, Proposition 4.2(i) and (4.18) imply (iii).

Proposition 4.6. Let \(g\) be a coalitional value with a two-step formulation with \(h^{(1)}, h^{(2)}\) as in Definition 4.7. Suppose \(h^{(1)}, h^{(2)}\) satisfy (EP). Then:

(i) The coalitional value \(g\) satisfies (EP).

(ii) Let \(h^{(1)}\) have the form (3.1) and satisfy the properties outlined in Corollary 3.2(ii). Then
\[
\sum_{j \in M} \|\bar{g}_j(X; v^{\text{CE}}, \mathcal{P}, f)\|_{L^2(\mathcal{P}_X)}^2 \leq \|f - f_0\|_{L^2(\mathcal{P}_X)}^2 \leq \sum_{j \in M} \|\bar{g}_j(X; v^{\text{CE}}, \mathcal{P}, f)\|_{L^2(\mathcal{P}_X)}^2 \quad f \in L^2(\mathcal{P}_X).
\]

(4.21)

Consequently, if unions \(X_{S_1}, \ldots, X_{S_m}\) are independent, the same bound holds for \(\bar{g}_{S_j}(X; v^{\text{ME}}, \mathcal{P}, f)\).

Proof. Let \(\{v(j)\}_{j=1}^M\) be as in Definition 4.7. Suppose that \(h^{(1)}, h^{(2)}\) are efficient, then we have
\[
\sum_{i \in N} g_i[N, v, \mathcal{P}] = \sum_{j \in M} \sum_{i \in S_j} h_i^{(2)}[S_j, v(j)] = \sum_{j \in M} v(j)(S_j) = \sum_{j \in M} h_j^{(1)}[M, v^\mathcal{P}] = v^{\mathcal{P}}(M) = v(N),
\]

where we used the property \(\bar{g}_{S_j} = v^{\mathcal{P}}\) hence (i).

Since \(h^{(2)}\) is efficient, Proposition 4.5(i) implies \(\bar{g}_{S_j}(X; v^{\text{CE}}, \mathcal{P}, f) = h_j^{(1)}[M, v^{\text{CE}, \mathcal{P}}], \quad j \in M\). This together with Lemma 4.1(iii) and the properties of \(h^{(1)}\) implies (4.21), which proves (ii).
Remark 4.4. Given a scaled efficient game value \( h^{(2)} \), Proposition 4.5(i) implies that
\[
\sum_{i \in S_j} g_i[N, v, \mathcal{P}] = g_j[M, v^p, \bar{M}], \quad S_j \subseteq \mathcal{P}, \quad \mathcal{P} = \{S_1, S_2, \ldots, S_m\} \quad (QP)
\]
called the quotient game property. Thus, the two-step formulation of \( g \), together with the efficiency of \( h^{(2)} \), is equivalent to \( g \) satisfying (QP). Note that we could have imposed the condition (QP) on a coalitional value in order to obtain the subsequent stability results. However, we elected not to do this and rather work with the two-step formulation setup. There are several reasons for this: 1) the two-step formulation allows for a simpler requirement on \( h^{(2)} \) for a coalitional value to obtain (QP); 2) by fixing an efficient \( h^{(2)} \), one can engineer a large class of coalitional values with the (QP) property by varying \( h^{(1)} \) and the intermediate game; 3) the two-step formulation is helpful when designing recursive values for a given partition tree.

Role of coalitional values in the design of recursive values with additive flows. If \( h^{(1)} \) and \( h^{(2)} \) are both efficient, the coalitional value \( g[N, v, \mathcal{P}] \) satisfies simultaneously (QP) and (EP), which induces a recursive coalitional values with an additive flows along any combinatorial tree and which allows to design group explainers based on any parametrized partition tree, which we do in §C.

To understand the role of the two-step formulation in building recursive values, note that a coalitional value \( g[N, v, \mathcal{P}] \) with a normalized two-step formulation can be associated with a combinatorial tree of depth two, except when \( \mathcal{P} = N \); see Figure 17. The root of the tree contains \( v(N) = g_i(\{1\}, v^N, \{\{1\}\}) \), its children contain \( h_j^{(1)}[M, v^p, \bar{M}] = g_j[M, v^p, \bar{M}], j \in M \), associated with each element of \( \mathcal{P} = \{S_1, \ldots, S_m\} \), and terminal nodes correspond to \( g_i[N, v, \mathcal{P}] = h^{(2)}[S_j, v^{(j)}], i \in N \). Each terminal node \( i \) which is a child of the root corresponds to a singleton \( S_j = i \) for some \( j \in M \) and satisfies \( g_i[N, v, \mathcal{P}] = h_j^{(1)}[M, v^p] = g_j[M, v^p, \bar{M}] \).

Thus, if \( h^{(1)} \) and \( h^{(2)} \) are efficient, for every non-terminal node, the sum of the values in its children equals to the value of the node. This gives an additive flow along the combinatorial tree of depth two. In §C we generalize such coalitional values to a combinatorial tree of any depth and design recursive values with additive flows. Since one can choose a game \( \hat{v}_T \) with any desired properties, one can construct a large (infinite) collection of recursive coalitional values with additive flows and then use it to construct group explainers based on a given parametrized partition tree, see §C.3.

Examples. Note that the Shapley value, viewed as a coalitional value, fails to satisfy the quotient game property; see [50]. However, the two-step Shapley values and Owen values satisfy the quotient game property, which can be verified by direct calculations using the two-step formulations and the efficiency of \( h^{(2)} = \varphi \):
\[
\sum_{i \in S_j} TSh_i[N, v, \mathcal{P}] = \sum_{i \in S_j} \varphi[S_j, v^{(j)}_{TSh}] = v^{(j)}_{TSh}(S_j) = \varphi_j[M, v^p] = TSh_j[M, v^p, \bar{M}]
\]
\[
\sum_{i \in S_j} Ow_i[N, v, \mathcal{P}] = \sum_{i \in S_j} \varphi[S_j, v^{(j)}_{Ow}] = v^{(j)}_{Ow}(S_j) = \varphi_j[M, v^p] = Ow_j[M, v^p, \bar{M}].
\]

5 Information-theoretic hierarchical clustering of predictors

Given predictors \( X \in \mathbb{R}^n \), the first step in constructing group explainers is to identify disjoint sets \( S_j \subseteq N \) that yield a partition \( \mathcal{P} = \{S_1, S_2, \ldots, S_r\} \) of predictor indices, so that \( X_{S_1}, X_{S_2}, \ldots, X_{S_r} \) form (weakly) independent unions such that within each group the predictors share a significant amount of mutual information [20]. Such partitioning would effectively reduce the dimensionality of the problem and, consequently, lower the complexity of explanations, while also alleviating the issue of explanation splitting. Moreover, as we shall see in §4.2, grouping unifies the conditional and marginal explanations.

Group attribution methods have been discussed previously in the context of linear or simple functional dependencies [1]. In real datasets, however, the dependencies are often highly non-linear and not necessarily functional. For this reason, to construct a dependency-based partition of predictors, we propose to employ a variable hierarchical clustering technique in conjunction with a state-of-the-art measure of dependence called the Maximal Information Coefficient (MIC), that overcomes the disadvantages of traditional measures and
was introduced in Reshef et al. [63, 65]. In what follows, we introduce this measure and describe hierarchical clustering methods based on it. An example that demonstrates the advantage of using MIC in clustering is provided in §B.2.

### 5.1 Maximal information coefficient as a measure of dependence

Immensely progress has been made in recent years in designing powerful statistics for measuring variable dependence. Most notable measures of dependence are investigated in the following works: Kraskov et al. [45], Zenga [87] and Paninski [59] on the estimation of mutual information; Rényi [69] and Breiman and Friedman [11] on maximal correlation; Szekely et al. [77] and Szekely and Rizzo [78] on distance correlation; Reshef et al. [63, 65, 64] on maximal information coefficient (MIC); [29, 30] on the Hilbert-Schmidt independence criterion, Lopez-Paz et al. [49] on the randomized dependence coefficient; Heller et al. [34] on the Heller-Gorfine distance, Heller [35] on \( S_{DPP} \).

Reshef et al. [65] introduced the information-theoretic measure of dependence called \( \text{MIC}_e \), the population value of the MIC statistic, defined as a regularized form of mutual information between a pair of random variables.

**Definition 5.1 (Reshef et al. [65]).** Let \((X, Y)\) be jointly distributed random variables. The population maximal information coefficient, \( \text{MIC}_e \), of \((X, Y)\) is defined by

\[
\text{MIC}_e(X, Y) = \sup_G \frac{I((X, Y)|G)}{\log ||G||}.
\]

Here \( G \) denotes a two-dimensional grid, \( ||G|| \) denotes the minimum of the number of rows of \( G \) and the number of columns of \( G \), \( I((X, Y)|G) \) denotes the discrete mutual information of \((X, Y)|G := (\text{col}_G(X), \text{col}_G(Y))\).

\( \text{MIC}_e \) has the following remarkable properties:

- \( \text{MIC}_e \) applies to pairs of random variables and returns a value in \([0, 1]\) that represents the strength of the relationship between them. That value is 0 if and only if the variables are independent;

- it is **transitive** in the sense that it provides a similar value between transformed variables, \( \text{MIC}_e(X, Y) = \text{MIC}_e(g(X), h(Y)) \), where \( g, h \) are strictly monotonic;

- it is **equitable**, that is, it outputs a similar value between pairs of variables that exhibit similar noise levels, \( \text{MIC}_e(X, Y) \approx \text{MIC}_e(Z, W) \Rightarrow \text{MIC}_e(X + \epsilon_1, Y + \epsilon_2) \approx \text{MIC}_e(Z + \epsilon_1, W + \epsilon_2) \).

There are two statistics, \( \text{MIC} \) and \( \text{MIC}_e \), that can be used to estimate \( \text{MIC}_e \). While both of the statistics are consistent estimators, \( \text{MIC} \) introduced in Reshef et al. [63] can be computed exactly and efficiently using an appropriate optimization technique which yields a fast algorithm that allows one to estimate \( \text{MIC}_e \) in linear time; see Definition B.1 of \( \text{MIC}_e \) and Corollary B.1 that discusses its complexity.

### 5.2 Dependency-based hierarchical clustering

A partition of data points into \( K < n \) clusters can be characterized by a grouping map \( C: \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, K\} \) that assigns each observation to a cluster \( k \in \{1, 2, \ldots, K\} \) following a certain rule. A clustering algorithm’s objective is to identify an optimal grouping map that solves a minimization problem \( \min_C W(C; d) \) for some energy function \( W(C; d) \) based upon the dissimilarity measure \( d(p_i, p_j) \) between points; see [33, Section 14.3].

Hierarchical clustering algorithms produce hierarchical representations called dendrograms; for example, see Figure 14. In addition to the dissimilarity measure, these algorithms require as an input a measure of dissimilarity between disjoint clusters, called intergroup dissimilarity. A well-known intergroup dissimilarity measure is the group average linkage (GA) given by

\[
d_{GA}(S_1, S_2) = \frac{1}{|S_1||S_2|} \sum_{i \in S_1} \sum_{j \in S_2} d(p_i, p_j),
\]

which
satisfies the statistical consistency property. Two other popular measures are single linkage and complete linkage, that estimate the smallest and the largest pairwise distances, respectively, between points in two clusters.

Agglomerative methods, or recursive merging, start at the bottom where each single data point represents a cluster and at each new level merge a selected pair of clusters into a single one. The clusters picked for merging are those for which intergroup dissimilarity achieves the smallest value. This procedure yields a binary partition tree (a parameterized tree in which exactly two branches coalesce) where the height of each node is proportional to the value of the intergroup dissimilarity between the two child nodes with the terminal nodes located at zero height; see [33, Section 14.3.12].

In our work, we seek to generate a dendrogram that accurately encodes the strength of dependencies between predictors. To this end, we propose to use the dissimilarity measure between predictors based on regularized mutual information given by

$$d_{\text{MIC}}(X_i, X_j) = 1 - \text{MIC}_e(X_i, X_j) \in [0, 1],$$

estimated by the statistic $1 - \text{MIC}_e(\{x_i^{(l)}\}_{l=1}^M, \{x_j^{(l)}\}_{l=1}^M)$ based on observations $\{(x_1^{(l)}, \ldots, x_n^{(l)})\}_{l=1}^M$.

The advantage of the MIC-based clustering algorithm is that properties of MIC are carried over to the partition tree. In particular, the shape of the tree has the following desirable properties: (a) the tree height, representing the strength of dependencies in predictors, is always $\leq 1$; (b) in light of transitivity, the geometry of the tree is invariant under strictly monotone transformations; and (c) in light of equitability, the height of each subtree reflects information about the noise level among predictors corresponding to the terminal nodes of the subtree.

Given an MIC-based dendrogram of height $h$, the parameter $\alpha \in (0, h)$ characterizing the strength of dependencies induces a partition of predictors $\mathcal{P}_\alpha = \{S_1^\alpha, S_2^\alpha, \ldots, S_m^\alpha\}$ whose elements correspond to the terminal nodes of subtrees obtained by cross-sectioning the tree at height $\alpha$. Under the assumption that coalescence of branches happens at distinct heights, $\alpha \mapsto \mathcal{P}_\alpha$ is a left-continuous partition map which characterizes the dendrogram and gives rise to a nested sequence of partitions starting at singletons $\{\{X_1\}, \{X_2\}, \ldots, \{X_n\}\}$ and terminating at the grand coalition $\{X_1, \ldots, X_n\}$; for details on the construction and properties of the partition map, see §C.2. In what follows, these dependency-based partitions are used to construct group explainers based on coalitional values, which incorporate the partition into their structure. For an illustration on the use of hierarchical clustering to produce partitions and construct group explainers see the example in §B.2.

6 Numerical examples

This section contains examples that illustrate the theoretical aspects discussed in §3 and §4. In the following computations we replace the deterministic marginal explanations with their empirical analogs, which are evaluated as corresponding game values for the empirical marginal game $\hat{v}^{\text{ME}}$ defined by

$$\hat{v}^{\text{ME}}(S; x, f, \hat{D}_X) := \frac{1}{|\hat{D}_X|} \sum_{\tilde{x} \in \hat{D}_X} f(x_S, \tilde{x}_{\neg S}), \quad (6.1)$$

where $x$ is an observation, $f$ is a model, and $\hat{D}_X = \{\hat{z}^{(k)}\}_{k=1}^K$ is a background dataset of predictor observations used for averaging.

6.1 Pedagogical example on instability of marginal explanations

The results of §3 show that marginal explanations viewed as linear operators may not be well-defined or stable in $L^2(P_X)$. Demonstrating the instability numerically is not a trivial task because the space $L^2(P_X)$ of models is much larger than any class of models obtained via training. Nevertheless, we numerically investigate the stability of marginal explanations by training a small collection of different models on the
Figure 1: Predictions and marginal Shapley values for XGBoost ($f_1$) and GBM ($f_2$) models.

same dataset, or on perturbed datasets, and then compare the differences between the resulting explanations as well as between the predictions of those models.

We start with a pedagogical example that showcases the instability of marginal explanations under predictor dependencies. Consider the following data generating model. Let $X = (X_1, X_2, X_3)$ be predictors such that the pair $(X_1, X_2)$ is independent of $X_3$, with the distribution given by

\[
\begin{align*}
Z &\sim \text{Unif}(−1,1) \\
X_1 &= Z + \epsilon_1, \quad \epsilon_1 \sim \mathcal{N}(0, \delta), \\
X_2 &= \sqrt{2} \sin(Z/4) + \epsilon_2, \quad \epsilon_2 \sim \mathcal{N}(0, \delta), \\
X_3 &\sim \text{Unif}([-1, -0.5] \cup [0.5, 1]).
\end{align*}
\]

where $\delta > 0$ is chosen later. The model for the output variable is assumed to be

\[
Y = f_*(X_1, X_2, X_3) + \epsilon_3 = 3X_2X_3 + \epsilon_3, \quad \epsilon_3 \sim \text{Unif}(-0.05, 0.05).
\]

Note that in the true regressor $f_*$ the variable $X_1$ is a dummy variable (it is not explicitly used). For this reason, the marginal explanation approach will assign zero attribution to this variable.

By design, the dependencies in predictors allow for the existence of many models from $L^2(P_X)$ that approximate the response variable well but have different representations. In what follows we demonstrate that the generated explanations differ in such cases where different models with distinct representations approximate the data well.

6.1.1 Case 1: Two models trained on the same dataset.

In our first experiment, we set $\delta = 0.05$ and use a training dataset $D_X^{(\text{train})}$ with 25000 samples drawn from the data generating model (6.3) and train two regressors $f_1$ and $f_2$ using the XGBoost and Gradient
Figure 2: Global individual and quotient explanations.

Boosting (GBM) machine learning algorithms, respectively. The GBM model was trained using the following parameters: \texttt{n_estimators}=500, \texttt{min_samples_split}=5, \texttt{subsample}=1.0, \texttt{learning_rate}=0.1. For the XGBoost model we used: \texttt{n_estimators}=300, \texttt{max_depth}=5, \texttt{subsample}=1.0, \texttt{learning_rate}=0.1, \texttt{alpha}=10, \texttt{lambda}=10.

Performance metrics for the two models on the training and test datasets, both having 25000 samples, were evaluated. Specifically, the relative $L^2$-errors are approximately 0.058 and 0.038, respectively, with the model norms satisfying $\|f_1\|_{L^2(P_X)} \approx 1.379$, $\|f_2\|_{L^2(P_X)} \approx 1.378$. The estimated relative $L^2$-difference between the two models is 0.065.

We next pick $m = 1000$ samples at random from the training dataset, constructing the dataset $D_X^{(e)}$ of predictor observations used for explanation, and use the two regressors to predict the response variable. Figures 1a-1b depict the predicted values for each model versus predictors $X_1$ and $X_2$, respectively, where we see that both trained models have similar predictions.

We then evaluate the marginal explanations of each predictor for the two models, along each sample $x \in D_X^{(e)}$. To accomplish this, we make use of the empirical game $\hat{\varphi}^{ME}(\cdot, x; f_k, D_X)$ defined in (6.1) with a background dataset $\overline{D}_X$ used for averaging, which is constructed by randomly drawing 1000 samples from the training dataset. Specifically, we compute the Shapley values $\varphi_i[N, \hat{\varphi}^{ME}](x)$, where $i \in N = \{1, 2, 3\}$, for each observation $x \in D_X^{(e)}$ and each model $f_k$, $k \in \{1, 2\}$. Figures 1d-1f depict the distribution of the marginal explanations for predictors $X_1, X_2, X_3$ for each model, across the dataset $D_X^{(e)}$, where we see that the XGBoost model, due to regularization, treats the first predictor as a dummy variable, while the representation of the GBM model relies heavily on the predictor $X_1$.

To quantify the global attribution of each predictor, we estimate the $L^2$-norms of the marginal Shapley values for each model, $\beta_k(f_k, \hat{\varphi}^{ME}) := \|\varphi_i(X; f_k, \hat{\varphi}^{ME})\|_{L^2(P)}$, $i \in N$, which are depicted in Figure 2a and...
Observe that the total distance between marginal explanations is significantly larger than one, which depends on the relationship between features in the presence of dependencies, the bound for the marginal explanations may in general be infinite or a linear, bounded operator with norm bounded by one and, hence, the conditional Shapley value satisfies \( \| \beta(f_1 - f_2, v^{CE}) \| = \| f_1 - f_2 \|_{L^2(P_X)} \leq 1 \), where \( \beta := (\beta_1, \beta_2, \beta_3) \). This bound ensures that the total distance \( \| f_1 - f_2 \|_{L^2(P_X)} \) between these explanations is always smaller than the \( L^2(P_X) \)-distance between the models, and the same is true for any component and sub-vector of the vector \( \beta(f_1 - f_2, v^{CE}) \). Meanwhile, in theory, in the presence of dependencies, the bound for the marginal explanations may in general be infinite or significantly larger than one, which depends on the relationship between \( P_X \) and \( P_X' \).

To understand the degree of the instability in marginal explanations, we estimate the norm of the difference of the marginal Shapley values for the two models. Given the linearity of the marginal operator, this norm is equal to the norm of the Shapley values for the model difference \( \beta(f_1 - f_2, \hat{v}^{ME}) = \| \varphi(X; f_1 - f_2, \hat{v}^{ME}) \|_{L^2(P_X)} \), whose estimate is given by

\[
\beta_0(f_1 - f_2, \hat{v}^{ME}) = (\beta_1, \beta_2, \beta_3) \approx (0.181, 0.186, 0.051), \quad \| f_1 - f_2 \|_{L^2(P_X)} \approx 0.09. \tag{6.4}
\]

Observe that the total distance between marginal explanations \( \| \beta(f_1 - f_2, \hat{v}^{ME}) \| = 0.265 \) is approximately three times larger than the \( L^2(P_X) \)-distance between models. Moreover, the distances between explanations for features \( X_1 \) and \( X_2 \) are also approximately twice that of the models; see Figure 2b. We also note that the total differences between explanations is significant and constitutes about 20% of the train models’ norm; for comparison see Table 1.

To understand the effect of grouping, we construct quotient marginal explanations of the trained models for each sample \( x \in D_X^{(e)} \). To accomplish this, we employ the empirical quotient marginal game and generate explanations corresponding to the partition \( P \) based on dependencies, given by \( P = \{(1, 2), \{3\} \} = \{S_1, S_2\} \). This is done by evaluating quotient Shapley values \( \varphi_j[M, \hat{v}^{ME,P}](x), j \in M = \{1, 2\}, \) for each observation \( x \in D_X^{(e)} \) and each model \( f_k, k \in \{1, 2\} \).

We then use these explanations to quantify the global attribution of predictor groups by estimating the norms \( \beta_j^P(f_k, \hat{v}^{ME}) : = \| \varphi_j^P(X; f_k, \hat{v}^{ME}) \|_{L^2(P_X)}, j \in M, \) which are depicted in Figure 2c and recorded in Table 1. These values indicate that grouping by dependencies yields (on average) similar group explanations regardless of the functional representation.

To assess the level of the instabilities in quotient explanations, we quantify the difference between quotient explanations and compare it with that of between the models. The \( L^2 \)-distance between marginal quotient explanations is given by \( \beta_j^P(f_1 - f_2, \hat{v}^{ME}) = \beta^P, \beta^2_j(f_1 - f_2, \hat{v}^{ME}) \approx (0.052, 0.049) \). Figure 2d compares these distances with those of the models given in (6.4). As a result of grouping by dependencies, these distances are approximately twice smaller than the distances between the models, unlike the global attributions \( \beta_i(f_1 - f_2, v^{CE}) \).
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Thus, to quantify the total gain in stability for marginal explanations across all features we propose to
deal with large datasets and where dependencies are not that obvious. Recall that Corollary 3.2(ii)
implies \( |\beta(f_1 - f_2, \vartheta^{\text{ME}})| \leq \| f_1 - f_2 \|_{L^2(P_X)} \) while Proposition 4.1 implies \( |\beta^P(f_1 - f_2, \vartheta^{\text{ME}})| \leq \| f_1 - f_2 \|_{L^2(P_X)} \).

To quantify the gain in stability across each group in \( \beta_{S_j}(f_1 - f_2, \vartheta^{\text{ME}}) \), measuring the aggregated difference across the group \( S_j \), with that of \( \beta^P(f_1 - f_2, \vartheta^{\text{ME}}) \). Figure 3b illustrates that the differences in aggregated explanations drop significantly after grouping, which showcases the gain in stability. It also illustrates that the unit bound is not satisfied for the aggregated explanations, while it is for the quotient ones.

### 6.1.2 Case 2: Models on perturbed datasets

In our second experiment, we construct five distinct datasets by varying the level of noise in the predictors from the previous subsection, and train five corresponding ML models. We then construct a test dataset as a mixture of the five training sets and use its observations for both explanations and averaging. This experiment demonstrates that the models with similar predictive power on the test dataset, which in turn is close in distribution to the training sets, have widely different explanations. It also illustrates how grouping features based on dependencies rectifies the explanation instabilities. The details of the experiment are provided below.

First, for each \( \delta \in \{ \delta_i \}_{i=1}^5 = \{ 0.0, 0.001, 0.0025, 0.005, 0.01 \} \), which represents the noise level in predictors, we construct a corresponding dataset \( D(\delta) = \{ (x^{(k)}, y^{(k)}) \}_{k=1}^K \), containing \( K = 25000 \) observations sampled from the distribution \( (X_\delta, Y_\delta) \) where \( X_\delta \) is given by \( (\epsilon_1, \epsilon_2) \sim N(0, \delta) \), and \( Y_\delta \) is constructed using the response model (6.3). Then for each \( i \in \{ 1, \ldots, 5 \} \) an XGBoost regressor \( f_i(x) \) is trained on the dataset \( D(\delta_i) \), utilizing the same hyperparameters as in the previous experiment.

To compare the explanations of these models, a test dataset \( D = \{ (x^{(k)}, y^{(k)}) \}_{k=1}^K \) is constructed by drawing \( K = 25000 \) samples from the distribution \( (X, Y) \) such that \( X = \sum_{i=1}^5 1_{(C=i)} \cdot X_{\delta_i} \) is a mixture, where \( C \) is a random variable satisfying \( P(C = i) = 0.2 \), and \( Y \) is obtained using the response model (6.3).

Performance metrics for the XGBoost models on the mixture dataset were evaluated. Specifically, the relative \( L^2 \)-errors for the five models are approximately 0.051, 0.045, 0.041, 0.052 and 0.046, respectively, with the norms \( \| f_i \|_{L^2(P_X)} \) of the models recorded in Table 2, which illustrates that all trained models have similar predictive power on the test set.

We next evaluate the \( L^2(P_X) \)-distance between the true model \( f_* \) and each trained model \( f_k, k \in \{ 1, \ldots, 5 \} \). The estimated values of the distances are given by

\[ \| f_k - f_* \|_{L^2(P_X)} \approx (0.069, 0.062, 0.056, 0.071, 0.064), \quad \| f_* \|_{L^2(P_X)} \approx 1.37, \]

and also recorded in Table 2. Thus, the predictions of the trained models on the mixture dataset are close

| | \( f_1 \) | \( f_2 \) | \( f_1 - f_2 \) |
|---|---|---|---|
| \( \| \cdot \| \beta_1 \) | 1.379 | 1.378 | 0.990 |
| \( \| \cdot \| \beta_2 \) | 0.026 | 0.192 | 0.181 |
| \( \| \cdot \| \beta_3 \) | 0.667 | 0.514 | 0.187 |
| \( \parallel \cdot \parallel \beta_3 \) | 0.955 | 0.685 | 0.051 |
| \( \parallel \cdot \parallel \beta^P \beta_3 \) | 0.682 | 0.878 | 0.265 |
| \( \parallel \cdot \parallel \beta^P \beta_3 \) | 0.682 | 0.683 | 0.052 |
| \( \parallel \cdot \parallel \beta^P \beta_3 \) | 0.964 | 0.965 | 0.049 |

Table 1: Global marginal Shapley attributions.
in an $L^2$-sense to those of $f_*$. In particular, this implies that $\{f_k\}_{k=1}^5$ live in an $(L^2,\epsilon)$-Rashomon set of models about $f_*$ (defined in §2.1) with $\epsilon = 0.071$, which constitutes about 5% relative $L^2$-distance.

We next pick $m = 1000$ samples at random from the mixture dataset, to construct the dataset $D_X^{(c)}$ of predictor observations used for explanations. We also subsample the predictors from the mixture set and obtain a background dataset $\bar{D}_X$ with 1000 samples. The background dataset is used for construction of the empirical marginal game $\hat{\varphi}^{\text{me}}(S; x, f, \bar{D}_X)$ defined in (6.1) where $x \in D_X^{(c)}$ is an observation and $f \in \{f_*, f_1, \ldots, f_5\}$.

We then evaluate the empirical marginal explanations $\varphi_\epsilon[N, \hat{\varphi}^{\text{me}}](x)$ for each observation $x \in D_X^{(c)}$ and each predictor across the six models, the true model and the five XGBoost models. The computations are done by means of the interventional TreeSHAP method [53], which computes empirical marginal Shapley values for tree-based models such as XGBoost.

Figures 4a-4d depict the scatterplots of explanations (and their differences) for each model across the dataset $D_X^{(c)}$, where we see that explanations differ substantially, indicating that the trained models have different functional representations. In particular, $f_1$ treats both predictors $X_1, X_2$ similarly due to the strong dependence between them, while $f_5$ treats the first predictor as a dummy variable which is similar to the model $f_*$. Recall that by Corollary 3.2(ii) (due to the efficiency property of $\varphi$) the conditional Shapley operator is a linear, bounded operator with norm bounded by one and, hence, the conditional Shapley value satisfies $|\beta(f_1 - f_2, v^{\text{me}})|/\|f_1 - f_2\|_{L^2(P_X)} \leq 1$, where $\beta := (\beta_1, \beta_2, \beta_3)$. This bound ensures that the total distance $|\beta(f_1 - f_2, v^{\text{me}})|$ between these explanations is always smaller than the $L^2(P_X)$-distance between the models, and is the same for any component and sub-vector of the vector $\beta(f_1 - f_2, v^{\text{me}})$. Meanwhile, in theory, in the presence of dependencies, the bound for the marginal explanations may in general be infinite or significantly larger than one, which depends on the relationship between $P_X$ and $P_\epsilon$.

To quantify the global attribution of each predictor, we estimate the $L^2$-norms of the marginal Shapley values for each model, $\beta_i(f_k, \hat{\varphi}^{\text{me}}) = \|\varphi_i(X; f_k, \hat{\varphi}^{\text{me}})\|_{L^2(P)}$, $i \in N$, which are depicted in Figure 5a and recorded in Table 2. These values also demonstrate that the features $X_1, X_2$ are utilized differently across the models.

| $\| \cdot \|$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $|\beta|$ | $\beta_1^\star$ | $\beta_2^\star$ | $|\beta^\star|$ |
|------------|--------|--------|--------|--------|--------|--------|--------|
| $f_1$      | 1.370  | 0.674  | 0.000  | 0.675  | 0.954  | 0.674  | 0.675  | 0.954  |
| $f_2$      | 1.375  | 0.334  | 0.385  | 0.685  | 0.854  | 0.681  | 0.683  | 0.964  |
| $f_3$      | 1.374  | 0.285  | 0.461  | 0.682  | 0.871  | 0.680  | 0.681  | 0.962  |
| $f_4$      | 1.375  | 0.214  | 0.228  | 0.040  | 0.315  | 0.679  | 0.681  | 0.962  |
| $f_5$      | 1.374  | 0.068  | 0.627  | 0.677  | 0.925  | 0.678  | 0.680  | 0.960  |
| $f_*$      | 1.380  | 0.000  | 0.682  | 0.682  | 0.965  | 0.682  | 0.683  | 0.965  |
| $f_1 - f_*$| 0.069  | 0.674  | 0.682  | 0.036  | 0.960  | 0.038  | 0.036  | 0.052  |
| $f_2 - f_*$| 0.062  | 0.334  | 0.336  | 0.035  | 0.475  | 0.032  | 0.028  | 0.042  |
| $f_3 - f_*$| 0.056  | 0.284  | 0.288  | 0.033  | 0.406  | 0.029  | 0.026  | 0.039  |
| $f_4 - f_*$| 0.071  | 0.214  | 0.228  | 0.041  | 0.315  | 0.044  | 0.029  | 0.053  |
| $f_5 - f_*$| 0.064  | 0.067  | 0.075  | 0.029  | 0.104  | 0.027  | 0.026  | 0.037  |

Table 2: Global marginal Shapley attributions.

As in the previous experiment, we contrast the unit operator bound in (3.5) for conditional explanations
Figure 4: Individual and quotient marginal explanations.
Figure 5: Individual and quotient explanation norms.

Figure 6: Explanation norms and effect of grouping.
in relation to the change in empirical marginal explanations with respect to the $L^2(P_X)$-distance between models. Specifically, the ratio of the marginal explanation distance to the distance between models varies from approximately 1 to 10; see Figure 5b. Note that the differences between explanations are significant and for some models constitute about 50% of the true model’s norm. Observe also, that the total distances between the vectors of global marginal explanations satisfy $\{|\beta(f_i - f_\star, \hat{v}^{\text{ME}})|\}_{i=1}^{5} = \{0.960, 0.475, 0.406, 0.315, 0.104\}$ and are approximately two-to-fourteen times larger than the $L^2(P_X)$-distance between models; see Figure 6b. We note that the total distance between explanations is significant and, in particular, for the model $f_1$ it constitutes about 60% of the trained models’ norm; see Table 2.

We next construct the quotient marginal explanations for each model. Figure 4e-4f depict the scatterplots of quotient explanations for each model across the dataset $D_X$, where we see that the explanations between the models are similar.

To quantify the difference between quotient explanations, we estimate $L^2(P_X)$-norms of quotient marginal explanations and the $L^2(P_X)$-distances between marginal quotient explanations for the partition $P = \{\{1,2\}, \{3\}\} = \{S_1, S_2\}$, denoted by $\beta^P_j(f_i, \hat{v}^{\text{ME}})$ and $\beta^P_j(f_i - f_\star, \hat{v}^{\text{ME}})$, $j \in \{1,2\}$, respectively. Figure 5c illustrates the former and Figure 5d compares the latter with distances between the models given in (6.5). As in the previous case, again due to grouping, we see that these distances are approximately twice smaller than the distances between the models compared to individual explanations, showcasing the consistency with the bound for conditional explanations. The contrast between Figures 5b and 5d, as before, demonstrates that grouping by dependencies reduces the splitting of explanations across dependent predictors.

To quantify the gain in stability due to grouping, we apply the approach outlined in the previous experiment. Specifically, we compare the norm of explanation vectors $|\beta(f_i - f_\star, \hat{v}^{\text{ME}})|$ and $|\beta^P(f_i - f_\star, \hat{v}^{\text{ME}})|$ to quantify the total gain in stability (across all features simultaneously), which is depicted in Figure 6a. We also compare the norms of the quotient explanations’ differences for each $j \in M$ with the length of corresponding subvectors $|\beta_j(f_i - f_\star, \hat{v}^{\text{ME}})|$. Figure 6b illustrates that the differences in aggregated individual explanations drop significantly after grouping, and well below the $L^2(P_X)$-norm of the model difference, which showcases the gain in stability across each group.

### 6.2 Experiments with public datasets

In this section, we apply the group explanation techniques to public datasets. We start our investigation with the Default of Credit Card Clients dataset [86] from the UCI Machine Learning Repository. This dataset contains 30000 instances, 23 features and a dependent binary variable $Y$ that indicates if an individual defaulted on a payment, where the default is denoted by $Y = 1$. The protected attributes ‘sex’, ‘marriage’, and ‘age’ were removed in order to be consistent with regulatory practices. The remaining twenty predictors were used for model training, where we use the training dataset $D_{\text{train}}$ with 27000 samples to build a classification score $p_\star(x) := \overline{P}(Y = 1|X = x)$ using the CatBoost algorithm, whose corresponding population minimizer is defined by $f_\star(x) = \logit(p_\star(x))$. For training we use the following parameters: iterations=200, min_data_in_leaf=5, depth=5, subsample=0.8, and learning rate=0.1.

Performance metrics for the model on the trained dataset, and test dataset with 3000 samples, were evaluated. Specifically, the mean logloss on the train and test set is approximately 0.40 and 0.41 respectively, and the AUC is 0.82 and 0.80 respectively.

To assess the dependencies, we build a dendrogram based on the MIC-metric and investigate the level of dependence that exists among the twenty predictors. As seen in Figure 7, the dependencies are not as extreme as the ones designed in the synthetic dataset of §6.1. There we were able to showcase the drastic Rashomon effect because the models we designed exhibit stronger dependencies between predictors. In particular, Figures 2a and 5a in §6.1 depicting the norms of marginal explanations for each predictor illustrate the “importance” of these predictors for each model. Some models viewed the first two predictors as being similar, while others put more emphasis on one of them. As we will see, the Rashomon effect is still present in the models trained on the Default of Credit Clients dataset and grouping leads to improved stability, but not as drastically in light of the lack of strong dependencies.

In what follows, we will compute the Owen values (see (4.9)) $\{Ow(x; \hat{v}^{\text{ME}}, P, f_\star)\}_{i=1}^{20}$ of the empirical marginal game for different partitions $P$ obtained by thresholding the tree. Recall from §C that the tree can
be viewed as a coalescent process parameterized by $\alpha = 1 - \text{MIC}_e$. This yields a sequence of nested partitions $\{P^{(k)}\}_{k=0}^{19}$, with $P^{(k)}$ corresponding to the $k$-th coalescent, and having $(20 - k)$ groups of predictors.

In §3, we discussed two phenomena associated with efficient game values under dependencies: 1) the energy of the model (i.e. its squared norm) splitting among explanations of dependent predictors (see (3.14), and Examples 3.5, 3.6 and 3.7), and 2) similar models that approximate the same data can have very different marginal explanations (see Examples 3.2 and 3.1, and Theorem 3.4) in view of the Rashomon effect. As we will see in the context of marginal explanations, both phenomena may take place simultaneously. In what follows, we will explore these issues by first investigating the issue of energy splits and then discussing the Rashomon effect.

### 6.2.1 Ranking and energy splitting of explanations

Here, we consider partition $P^{(8)} = P_{0.49}$, that can be obtained by thresholding the dendrogram at $\alpha = 0.49$. This partition contains the following groups: $\{\text{PAY}_0, \text{PAY}_2\}$, $\{\text{PAY}_3, \text{PAY}_4\}$, $\{\text{PAY}_5, \text{PAY}_6\}$, $\{\text{BILL}_{\text{AMT}1}, \ldots, \text{BILL}_{\text{AMT}6}\}$, and the rest are singletons; see Figure 7.

We then compute the (global) empirical marginal Owen explanations of the population minimizer $f_*(x)$, the values $\beta_i(f_*, \hat{v}^{\text{ME}}) = \|Ow_i(X; \hat{v}^{\text{ME}}, P^{(8)}, f_*)\|_{L^2(P)}$, $i \in \mathbb{N}$, which are depicted in Figure 8. To accomplish this, we use the empirical game defined in (6.1) with a background dataset $\bar{D}_X := D_{\text{train}}$. To compute the explanations of the population minimizer, given the dimensions of the background dataset, we use the fast, exact algorithm introduced in Filom et al. [?], which is designed specifically for the computation of empirical marginal coalitional values of CatBoost ensembles.

We then compute the sums of explanations over each group (the trivial group explanations introduced in Definition 4.5) to obtain the global contributions of the groups themselves, that is, the values $\beta_j^P(f_*, \hat{v}^{\text{ME}}) = \|Ow_{S_j}(X; \hat{v}^{\text{ME}}, P^{(8)}, f_*)\|_{L^2(P)}$, $S_j \in P^{(8)}$, which are depicted in Figure 8. Recall from §4.4.2 that the group sums are equal to the quotient Shapley values in view of (QP). Since groups are not fully independent, the quotient marginal Shapley values are only crude approximants of the conditional ones.

To observe the splits, it is sufficient to compare the contributions of highly dependent predictors that
form the coalition with that of the coalition itself as well as with contributions of independent (or almost independent) predictors that form singletons and whose marginal explanations, according to Proposition 4.5, are equal to (or approximate well) the corresponding conditional ones.

The splits are prominent in Figure 8 which presents the norms of contributions of the individual predictors together with the corresponding groups. Observe the energy splitting occurring in the predictor group with BILL_AMT’s and contrast the individual and group explanations with, for example, the explanation of LIMIT_BAL. When one attempts to rank order predictors based on their contributions, LIMIT_BAL will be placed higher in the ranking compared to each BILL_AMT. However, when ranking groups, \( \{\text{LIMIT_BAL}\} \), as a singleton, will be placed lower than the group containing the BILL_AMT predictors. This clearly indicates the issue caused by energy splits to rank ordering based on contributions of individual predictors.

To complete our study, we repeat the same experiment by computing the \( L^2 \)-norms of empirical marginal Shapley values of the model \( f^* \) and comparing them with those of their sums within groups (i.e. the trivial group explanations, cf. Definition 4.1); see Figure 9. It can be seen that the global marginal Owen and Shapley explanations are extremely similar. We believe this is due to the fact that \( f^* \) is close to ‘additive’ (since \( f^* = \beta + \alpha(\sum T_j) \) where each oblivious tree \( T_j \) is a function of at most 5 variables) and the dependencies between predictors are not very strong. Furthermore, the linearity of the game value implies that Owen and Shapley explanations are linear combinations of explanations for each individual tree. Although the marginal Owen and Shapley values for a given tree in general differ (since a tree is not an additive function), the trees in this model are oblivious and not very deep, which apparently leads to values being very similar.

### 6.2.2 Grouping effect on stability

In this section, we continue to explore the Rashomon effect by measuring and comparing the stability of explanations before and after grouping on the Default of Credit Card Clients dataset [86].

To understand how the dependencies between groups affect stability, we design the following experiment. Given the reference model \( f^* \) and the population minimizer described in Section 6.2.1, we train a series of
new models whose predictions are close to those of \( f_* \) by varying the hyperparameters. Specifically, we pick the following parameters at random from the given intervals: iterations \( \in [50, 300] \), subsample \( \in [0.5, 1.0] \), depth \( \in [2, 10] \), learning rate \( \in [0.025, 0.25] \), rsm \( \in [0.5, 0.1] \), with the rest of the parameters being the same as for \( f_* \). We then train a new model \( f \) and accept or reject based on the following principle. Given a threshold \( \tau \in [0, 1] \), we accept the model if it is in the Rashomon ball of relative radius \( \tau \), meaning that \( \hat{E}[(f(X) - f_*(X))^2] \leq \tau \|f_*\|_{L^2(P_X)} \), otherwise it is rejected; here \( \|f_*\|_{L^2(P_X)} \approx 1.84 \) which is estimated on the test set, and we choose \( \tau = 0.1 \). We continue this procedure until we train 20 models \( \{f_k\}_{k=1}^{20} \).

We next consider partitions of features with varying degrees of dependence, from moderate to strongly dependent. This task is accomplished by cross-sectioning the partition tree of dependencies for a given dataset at different heights. In this analysis the partitions considered are \( P_{0.19}, P_{0.62}, P_{0.65} \) and \( P_{0.77} \), containing 12, 10, 9, and 5 groups (see Figure 10), respectively, with the subscript indicating the cutoff threshold.

Given these four partitions we evaluate the empirical marginal Owen explanations for each predictor and for each group (via summation) per model. Subsequently, we compute the global explanation of the model difference \( \|f_* - f_k\|_{L^2(P)} \) from individual explanations. Specifically, we first evaluate the explanations \( Ow_i(X, f_* - f_k, \hat{v}_{\text{ind}}, P) \) of the model difference \( \Delta f_k = f_* - f_k \) and then compute the corresponding norms \( \beta_i(f_* - f_k, P) = \|Ow_i(x, f_* - f_k, P)\|_{L^2(P)} \), \( i \in N \), for each \( k \in \{1, \ldots, 20\} \) and \( P \in \{P_{0.19}, P_{0.62}, P_{0.65}, P_{0.77}\} \). We do the same for the group explanations, \( \beta_j^P(f_* - f_k, P) = \|Ow_{S_j}(X, f_* - f_k, \hat{v}_{\text{ind}}, P)\|_{L^2(P)} \), \( j \in M \).

To contrast the stabilization effect between individual and group explanations, we evaluate the length of the vectors \( \beta(f_* - f_k, P) = \{\beta_i(f_* - f_k, P)\}_{i \in N} \) and \( \beta^P(f_* - f_k, P) = \{\beta_j^P(f_* - f_k, P)\}_{j \in M} \) and compute the maximum of these quantities across all models \( k \in \{1, \ldots, 20\} \). These are plotted in Figure 11a together with the norm of the maximum model difference. As we see in the plot, the total group explanation differences are smaller than the respective total individual ones, showcasing the gain in stability when considering explanations of groups. Furthermore, as we reach partition \( P_{0.77} \), observe that the total group explanation difference becomes approximately equal to the norm of the difference of the models, illustrating the alleviation of the Rashomon effect due to weaker dependencies between the groups. Note that in Figure 11b we have
removed the energy contributed by singletons from both individual and group explanation vectors, since these do not have any effect on the norm evaluation between the two.

Given that the dependencies are not very strong in the Default of Credit Clients dataset, as seen in the partition tree in Figure 10, note that the Rashomon effect in general is not as prominent as in the synthetic example from §6.1, but it is still present. Nevertheless, Figure 11 still portrays this effect and its alleviation when predictor groups are considered based on dependencies.

We next consider the Superconductivity dataset [32], a regression dataset where the superconductivity critical temperature is predicted based on 81 features extracted from the superconductor’s chemical formula. The original dataset has 21263 instances. As before, we first construct a hierarchical clustering tree of feature dependencies using the MIC-based metric (see Figure 12) in order to form partitions. The dataset is then randomly split into training and test sets in 90:10 proportions, and we train a (reference) regressor model \( f^* (x) = \hat{E}[Y|X=x] \) using the CatBoost algorithm. For training we use the following parameters: iterations=300, min_data_in_leaf=5, depth=8, subsample=0.8, and learning_rate=0.1.

Performance metrics for the model on the trained and test datasets, the latter with 2126 samples, were evaluated. Specifically, the mean square error estimate on the training and test sets is approximately 7.53 and 9.45 respectively, which constitutes about 16% and 20% of relative error given that the \( L^2 \)-norm estimate of the reference model is \( \| f^* \|_{L^2(P_X)} \approx 47.48 \) on the test dataset.

Following the above methodology, we train a series of new models whose predictions are close to the

| \( \mathcal{P}_{0.49} \) | \( \| f_* \| \) | \( \max_k \| \Delta f_k \| \) | \( \max_k |\beta(\Delta f_k, P)| \) | \( \max_k |\beta^*(\Delta f_k, P)| \) |
|---|---|---|---|---|
| 1.839 | 0.267 | 0.388 | 0.364 |
| 1.839 | 0.267 | 0.390 | 0.388 |
| 1.839 | 0.267 | 0.389 | 0.340 |
| 1.839 | 0.267 | 0.386 | 0.269 |

Table 3: Global marginal Owen attributions for Default of Credit Card Clients dataset.

Figure 10: MIC-based hierarchical clustering for the Default of Credit Card Clients dataset with 4 cutoffs.
predictions of $f_*$. Specifically, we pick the following parameters at random from the given intervals: iterations $\in [100, 500]$, subsample $\in [0.5, 1.0]$, depth $\in [4, 10]$, learning_rate $\in [0.025, 0.25]$, rsm $\in [0.5, 0.1]$, with the rest of the parameters being the same as for $f_*$. We then train a new model $f$ and accept it if it is in the Rashomon ball centered at $f_*$ of relative size $\tau = 0.06$, meaning if $\mathbb{E}[|f(X) - f_*(X)|^2] \leq \tau \|f_*\|_{L^2(P_X)}$, or reject otherwise. We continue this procedure until we construct 25 models $\{f_k\}_{k=1}^{25}$.

Similar to the previous dataset, the partitions considered in this analysis are $\mathcal{P}_{0.3}$, $\mathcal{P}_{0.4}$, $\mathcal{P}_{0.5}$, $\mathcal{P}_{0.56}$, $\mathcal{P}_{0.60}$ and $\mathcal{P}_{0.65}$; see Figure 12. Given these six partitions we evaluate, as before, the empirical marginal Owen explanations for each predictor and for each group (via summation) per model and then evaluate the length of their global explanations. These are plotted in Figure 13a together with the norm of the maximum model difference. Once again, the total group explanation differences are smaller than the respective total individual ones, showcasing the gain in stability when considering explanations of groups. Furthermore, as we reach partition $\mathcal{P}_{0.77}$, observe that the total group explanation difference becomes approximately equal to the norm of the difference of the models, illustrating again the alleviation of the Rashomon effect.

We would like to contrast this dataset with the Default of Credit Card Clients dataset. Note that due to the stronger dependencies among the features of the Superconductivity dataset, the Rashomon effect is much more apparent in this case compared to the previous dataset, which also means that the alleviation of the Rashomon effect due to evaluating group explanations is also more striking.

Table 4: Global marginal Owen attributions for Superconductivity dataset.

| $\mathcal{P}$  | $\|f_*\|$ | $\max_k \|\Delta f_k\|$ | $\max_k |\beta(\Delta f_k, \mathcal{P})|$ | $\max_k |\beta^P(\Delta f_k, \mathcal{P})|$ |
|---------------|-----------|-----------------|-----------------|-----------------|
| $\mathcal{P}_{0.3}$ | 47.482 | 2.808 | 11.286 | 7.207 |
| $\mathcal{P}_{0.4}$ | 47.482 | 2.808 | 11.269 | 6.479 |
| $\mathcal{P}_{0.5}$ | 47.482 | 2.808 | 11.119 | 5.018 |
| $\mathcal{P}_{0.55}$ | 47.482 | 2.808 | 11.146 | 4.971 |
| $\mathcal{P}_{0.60}$ | 47.482 | 2.808 | 11.150 | 4.054 |
| $\mathcal{P}_{0.66}$ | 47.482 | 2.808 | 11.167 | 2.454 |

Figure 11: Gain in stability, $|\beta|$ versus $|\beta^P|$. Default of Credit Card Clients dataset.

(a) Norms of explanation differences (with singletons).
(b) Norms of explanation differences (without singletons).
Figure 12: MIC-based hierarchical clustering for the Superconductivity dataset with 6 cutoffs.

(a) Norms of explanation differences (with singletons).
(b) Norms of explanation differences (without singletons).

Figure 13: Gain in stability, $|\beta|$ versus $|\beta^P|$. Superconductivity dataset.
7 Conclusion

In this work, we presented a comprehensive and rigorous treatment of machine learning explainers arising from the cooperative game theory by utilizing tools from functional analysis. We carefully set up explainers obtained from applying a linear game value to the conditional or marginal games associated with a machine learning model as appropriate linear operators, and we investigated their continuity. This highlighted the differences between the two games: the former takes into account the joint distribution of the predictors, whereas the latter highly depends on the structure of the model and may result in explanations which are unstable in the natural data-based metric. We provided numerous examples illuminating our theoretical results.

The conditional and marginal explanations often differ when the predictors are dependent (which is almost always the case). To unify the two paradigms and to address the instability of marginal explanations, we proposed partitioning the predictors based on dependency and then using coalitional game values. This approach also lowers the computational complexity of generating explanations. Various game-theoretical group explainers were constructed, and we showed that many of them coincide once the predictors are partitioned into independent groups.

In practice, for partitioning the predictors, we proposed a variable hierarchical clustering technique that employs a state-of-the-art measure of dependence called the maximal information coefficient, a regularized version of mutual information that can capture non-linear dependencies. This approach was tested on models trained on various datasets. The experiments showcased the benefits of grouping the predictors for generating feature attributions.
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Appendix

A On game values

A.1 Game value axioms

A cooperative game is a pair \((N, v)\) defined by the finite set of players \(N \subset \mathbb{N}\) (typically, \(N = \{1, 2, \ldots, n\}\)) and a set function \(v\) defined on the collection of all subsets \(S \subseteq N\), which satisfies \(v(\emptyset) = 0\). A set \(T \subseteq N\) is called a carrier of \(v\) if \(v(S) = v(S \cap T)\) for all \(S \subseteq N\). A game value is a map \((N, v) \mapsto h[N, v] = (h_i[N, v])_{i \in N}\).

We now list some of useful game value properties:

(LP) (linearity) For two cooperative games \((N, v)\) and \((N, w)\) we have
\[
h[N, av + w] = ah[N, v] + h[N, w], \quad a \in \mathbb{R}.\tag{A.1}
\]

(EP) (efficiency) The sum of the values is equal to the value of the game
\[
\sum_{i \in N} h_i[N, v] = v(N).\tag{A.2}
\]

(SP) (symmetry) For any permutation \(\pi\) on \(N\) and game \((N, v)\)
\[
h_{\pi(i)}[N, \pi v] = h_i[N, v], \quad \pi v(\cdot) = v(\pi^{-1} \cdot).\tag{A.3}
\]
(TPP) (total power) 
\[ \sum_{i=1}^{n} h_i[N,v] = \frac{1}{2^n} \sum_{i=1}^{n} \sum_{S \subseteq N \setminus \{i\}} [v(S \cup \{i\}) - v(S)] \] (A.4)

(NPP) (null player) A null player \( i \in N \) is a player that adds no worth to the game \( v \), which means 
\[ v(S \cup \{i\}) = v(S), \quad S \subseteq N \setminus \{i\}. \] (A.5)

We say that \( h \) satisfies the null-player property if \( h_i[N,v] = 0 \) whenever \( i \in N \) is a null player.

(CDP) (carrier dependence) For any \( v \) with a carrier \( T \subseteq N \), 
\[ h_i[N,v] = h_i[T,v], \quad i \in T. \] (A.6)

(TPG) (total payoff growth) There exists strictly increasing \( g : \mathbb{R}_+ \times N \rightarrow \mathbb{R}_+ \) satisfying \( g(0,n) = 0 \) and \( g(a,n) > 0 \) for \( a > 0 \) such that for all games \( v \) with the carrier \( N \)
\[ \sum_{i=1}^{n} |h_i[N,v]| \geq g(|v(N)|,|N|) \geq 0. \] (A.7)

(SEP) (singleton efficiency property) For any \( i \in N \), 
\[ h[\{i\},v] = v(\{i\}). \] (A.8)

(NN) \( h[N,v] \) is a linear game value in the marginalist form (3.1) with weights satisfying \( w(S,n) \geq 0, S \subset N \).

(NVA) \( h[N,v] \) is a linear game value in the marginalist form (3.1) with weights satisfying 
\[ \left( \sum_{S \subseteq N \setminus \{i\}} w(S,n) \right) \neq 0, \quad i \in N. \]

A coalitional game value is a finer assignment \((N,v,P) \mapsto g[N,v,P]\) whose inputs are coalitional games \((N,v,P)\) where \( P \) is a partition of the set of players \( N \). Such objects appear in §4.3. All axioms for game values discussed above have immediate generalizations to coalitional game values. Nevertheless, we shall need the following property of coalitional values \( g \).

(SIP) (singleton invariance property) If \((N,\tilde{u})\) is a unit cooperative game (i.e. \( \tilde{u}(S) = 1 \) for all \( \emptyset \neq S \subseteq N \)), for any \( i \in N \) one has 
\[ g_i[\{i\},\tilde{u},\{\{i\}\}] = g_i[\{1\},\tilde{u},\{\{1\}\}]. \] (A.9)

### A.2 Canonical representation of linear game values

**Lemma A.1.** Let \( h \) be a linear game value and \( g \) a linear coalitional value. Then

(i) For each \( N \subset N \), there exist constants \( \{\gamma(i,N,S)\}_{i \in N, S \subseteq N} \) such that 
\[ h_i[N,v] = \sum_{S \subseteq N} \gamma(i,N,S)v(S). \] (A.10)

When \( v \) is non-cooperative, extensions \( \hat{h} \) of \( h \) admit a similar representation provided that numbers \( \gamma(i,N,\emptyset) \) are the same as \( \gamma_i \)’s from Lemma 3.8.

(ii) For each \( N \subset N \) and a partition \( P \) of \( N \), there exist constants \( \{\gamma(i,N,P,S)\}_{i \in N, S \subseteq N} \) such that 
\[ g_i[N,v,P] = \sum_{S \subseteq N} \gamma(i,N,P,S)v(S). \] (A.11)
Proof. For each non-empty set \( S \subseteq N \) define the game \( u_S(A) = 1_{(S=A)}(A) \), where \( A \subseteq N \). Let also \( u_\emptyset = 0 \). Then \( v = \sum_{S \subseteq N} v(S) u_S \) and hence by the linearity of \( h \) we obtain

\[
h[N,v] = \sum_{S \subseteq N} h[N,u_S]v(S).
\]

Setting \( \gamma(i,N,S) = h_i[N,u_S] \), proves (i). The proof of (ii) is similar. \( \square \)

**Lemma A.2.** Let \( h \) be a linear game value that satisfies efficiency and null-player properties. Let \( (N,v) \) be a non-essential cooperative game, that is, \( v(N) = \sum_{i \in N} v(\{i\}) \). Then \( h_i[N,v] = v(\{i\}) \).

Proof. For each \( i \in N \), define a game \( v_i \) by \( v_i(S) = v(S \cap \{i\}) \). Then \( \{i\} \) is a carrier of \( v_i \). Since \( h \) satisfies the null-player property, one has \( h_k[N,v_i] = 0 \) for \( k \neq i \). Then, by the efficiency property, we obtain

\[
v(\{i\}) = v_i(N) = \sum_{k \in N} h_k[N,v_i] = h_i[N,v_i].
\]

Since the game is non-essential, for any non-empty \( S \subseteq N \) we have

\[
v(S) = \sum_{i \in S} v(\{i\}) = \sum_{i \in S} v(S \cap \{i\}) = \sum_{i \in S} v_i(S) = \sum_{i \in N} v_i(S)
\]

where we used the fact that \( v_i(S) = 0 \) for \( i \notin S \). Thus, using the linearity of \( h \), we conclude

\[
h_i[N,v] = \sum_{k \in N} h_i[N,v_k] = h_i[N,v_i] = v(\{i\}).
\]

\( \square \)

### A.3 On the Radon-Nikodym derivative of probability measures

Let \( \mathcal{B}(\mathbb{R}^k) \) denote the \( \sigma \)-algebra of Borel sets. The space of all Borel probability measures on \( \mathbb{R}^k \) is denoted by \( \mathcal{P}(\mathbb{R}^k) \). The space of probability measure with finite \( q \)-th moment is denoted by

\[
\mathcal{P}_q(\mathbb{R}^k) = \left\{ \mu \in \mathcal{P}(\mathbb{R}^k) : \int_{\mathbb{R}^k} |x|^q d\mu(x) < \infty \right\}.
\]

**Definition A.1 (push-forward).** Let \( \mathbb{P} \) be a probability measure on a measurable space \( (\Omega, \mathcal{F}) \). Let \( X \in \mathbb{R}^n \) be a random vector defined on \( (\Omega, \mathcal{F}, \mathbb{P}) \). The push-forward probability distribution of \( \mathbb{P} \) by \( X \) is defined by

\[
P_X(A) := \mathbb{P}\left\{ \omega \in \Omega : X(\omega) \in A \right\}, \quad A \in \mathcal{B}(\mathbb{R}^n).
\]

**Definition A.2 (absolute continuity).** Let \( \mu, \nu \) be measures on a measurable space \( (\Omega, \mathcal{F}) \). \( \mu \) is said to be absolutely continuous with respect to \( \nu \), denoted as \( \mu \ll \nu \), if \( \nu(A) = 0 \) implies \( \mu(A) = 0 \) for \( A \in \mathcal{F} \).

**Theorem A.1 (Radon-Nikodym derivative).** Suppose that \( \mu, \nu \) are two \( \sigma \)-finite measures defined on a measurable space \( (\Omega, \mathcal{F}) \). If \( \mu \ll \nu \), then there exists an \( \mathcal{F} \)-measurable function \( r : \Omega \to [0,\infty) \), written as \( r = \frac{d\mu}{d\nu} \), such that for any measurable set \( A \in \mathcal{F}, \mu(A) = \int_A r(x) \nu(dx) \).

Proof. See Royden and Fitzpatrick [68]. \( \square \)

**Corollary A.1.** Suppose that \( \mu, \nu \) are two probability measures defined on a measurable space \( (\Omega, \mathcal{F}) \). If \( \mu \ll \nu \), then the Radon-Nikodym derivative \( \frac{d\mu}{d\nu} \) belongs to \( L^1(\Omega, \mathcal{F}, \nu) \) and is of norm 1.

**Lemma A.3.** Let \( \mu, \nu \) be probability measures on a measurable space \( (\Omega, \mathcal{F}) \). Suppose that \( \mu \ll \nu \). Then the following statements are equivalent:
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(i) \( \frac{d\mu}{d\nu} \in L^\infty(\Omega, \mathcal{F}, \nu) \) in which case \( \mu(A) \leq \| \frac{d\mu}{d\nu} \|_{L^\infty(\Omega, \mathcal{F}, \nu)} \cdot \nu(A), \ A \in \mathcal{F} \).

(ii) There exists \( M > 0 \) such that \( \mu(A) \leq M \cdot \nu(A) \), all \( A \in \mathcal{F} \).

**Proof.** Suppose (i) holds. Then for any \( A \in \mathcal{F} \), as \( \mu \ll \nu \), we have

\[
\mu(A) \leq \int_A \frac{d\mu}{d\nu}(x) \nu(dx) \leq \| \frac{d\mu}{d\nu} \|_{L^\infty(\Omega, \mathcal{F}, \nu)} \cdot \nu(A).
\]

This proves that (i) implies (ii).

Suppose (ii) holds. Suppose there exists \( B \in \mathcal{F} \) of positive \( \nu \)-measure such that \( \frac{d\mu}{d\nu} > M \) on \( B \). Then

\[
M \cdot \nu(B) \geq \mu(B) = \int_B \frac{d\mu}{d\nu}(x) \nu(dx) > M \cdot \nu(B),
\]

which is a contradiction. Hence \( \frac{d\mu}{d\nu} \leq M \) \( \nu \)-almost surely. Since \( \nu \) and \( \mu \) are probability measures, we must have \( \frac{d\mu}{d\nu} \geq 0 \) \( \nu \)-almost surely. This implies (i). \( \square \)

**Lemma A.4.** Let \( X = (X_1, \ldots, X_n) \), \( Z = (Z_1, \ldots, Z_m) \) be random vectors on a measurable space \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that \( P_X \otimes P_Z \ll P_{(X,Z)} \). Suppose \( f \in L^2_{1+r^2}(P_{(X,Z)}) \), where \( r := \frac{dP_X \otimes P_Z}{dP_{(X,Z)}} \). Then

\[
\int \left( \int f(x,z) P_X(dx) - \int f(x,z) P_{X|Z=z}(dx) \right)^2 P_Z(dz) \leq \| (r-1) \cdot f \|^2_{L^2(P_{(X,Z)})}. \tag{A.12}
\]

**Proof.** Take \( B \in \mathcal{B}(\mathbb{R}^m) \). Then, by definition of Radon-Nikodym derivative, we have

\[
\int 1_B(z) \cdot f(x,z) \ P_X \otimes P_Z(dx,dz) = \int 1_B(z) \cdot f(x,z) r(x,z) \ P_{(X,Z)}(dx,dz)
\]

and hence

\[
\int_B \left( \int f(x,z) P_X(dx) - \int f(x,z) P_{X|Z=z}(dx) \right) P_Z(dz)
\]

\[
= \int_B \left( \int f(x,z)(r(x,z) - 1) P_{X|Z=z}(dx) \right) P_Z(dz).
\]

Since \( B \in \mathcal{B}(\mathbb{R}^m) \) is arbitrary, we conclude that for \( P_Z \)-almost all \( z \)

\[
\int f(x,z) P_X(dx) - \int f(x,z) P_{X|Z=z}(dx) = \int f(x,z)(r(x,z) - 1) P_{X|Z=z}(dx).
\]

This implies (A.12). \( \square \)

**Definition A.3 (Wasserstein).** The Wasserstein distance \( W_1 \) on \( \mathcal{P}_1(\mathbb{R}^k) \) is given by \([41]\)

\[
W_1(\mu, \nu) = \sup \left\{ \int \psi(x)[\mu - \nu](dx), \ \psi \in Lip_1(\mathbb{R}^k) = \{ u : |u(x) - u(x')| \leq |x - x'| \} \right\}.
\]

**Lemma A.5 (Wasserstein bound).** Let \( \mu, \nu \in \mathcal{P}_1(\mathbb{R}^k) \). Suppose \( \mu \ll \nu \). Then

\[
W_1(\mu, \nu) \leq \int |x| \cdot |r(x) - 1| \nu(dx) < \infty, \quad r := \frac{d\mu}{d\nu}. \tag{A.13}
\]

**Proof.** Take \( \psi \in Lip_1(\mathbb{R}^k) \). Then, by definition of the Radon-Nikodym derivative, we have

\[
\int \psi(x) \mu(dx) - \int \psi(x) \nu(dx) = \int (\psi(x) - \psi(0))(r - 1) \nu(dx)
\]

and hence

\[
W_1(\mu, \nu) = \sup \left\{ \int (\psi(x) - \psi(0))(r - 1) \nu(dx), \ \psi \in Lip_1(\mathbb{R}^k) \right\}.
\]

Since \( \varphi \in Lip_1(\mathbb{R}^k), |\psi(x) - \psi(0)| \leq |x| \), which implies (A.13). \( \square \)
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A.3.1 Proof of Lemma 3.3
Proof. Since \( \tilde{P}_X \ll P_X \), for each \( S \subseteq N \) we have \( P_{X_S} \otimes P_{X_{\sim S}} \ll P_X \) and hence, by Corollary A.1, the
Radon-Nikodym derivative exists and satisfies \( 0 \leq r_S := dP_{X_S} \otimes P_{X_{\sim S}} \ll dP_X \in L^1(P_X) \). Then for any \( A \in B(\mathbb{R}^n) \)
we have
\[
\int_A r(x) P_X(dx) = \tilde{P}_X(A) = \frac{1}{2^n} \sum_{S \subseteq N} P_{X_S} \otimes P_{X_{\sim S}}(A) = \frac{1}{2^n} \sum_{S \subseteq N} \int_A r_S(x) P_X(dx).
\]
Since \( A \in B(\mathbb{R}^n) \) is arbitrary, we conclude \( r = \frac{1}{2^n} \sum_{S \subseteq N} r_S \). By Corollary A.1, we have \( ||r_S||_{L^1(P_X)} = 1 \).

A.4 Properties of conditional and marginal game operators
A.4.1 Proof of Lemma 3.2
Proof. Suppose that the map \( [f] \in H_X \rightarrow v^{\mu_E}(S; f, X) \in L^2(\mathbb{P}) \) is well-defined for every \( S \subseteq N \). Suppose that \( \tilde{P}_X \ll P_X \). Then there exists \( A \in B(\mathbb{R}^n) \) and \( S \subseteq N \) such that \( P_X(A) = 0 \) and \( P_{X_S} \otimes P_{X_{\sim S}}(A) > 0 \). Set \( f_*(x) = 1_A(x) \). Since \( ||f_*||_{H_X} = P_X(A) = 0 \), we conclude \( f \in [0]_{H_X} \). Hence \( v^{\mu_E}(S; f, X) = v^{\mu_E}(S; 0, X) \) \( \mathbb{P} \)-almost surely. This however leads to a contradiction because
\[
E[v^{\mu_E}(S; f_*, X)] = \int \int 1_A(x) P_{X_S}(dx_S) P_{X_{\sim S}}(dx_{\sim S}) = P_{X_S} \otimes P_{X_{\sim S}}(A) > 0.
\]
Suppose that \( \tilde{P}_X \ll P_X \). Any \( f \in [0]_{H_X} \) is \( P_X \)-almost surely zero; it is thus almost surely zero with respect to \( P_X \), in particular with respect to any probability measure \( P_{X_S} \otimes P_{X_{\sim S}} \) where \( S \subseteq N \). This implies that \( v^{\mu_E}(S; f, X) \in L^2(\mathbb{P}) \) is zero:
\[
E[|v^{\mu_E}(S; X; f)|] = \int |f(x_S, x_{\sim S})| P_{X_S} \otimes P_{X_{\sim S}}(dx_S, dx_{\sim S}) = 0.
\]

A.4.2 Proof of Lemma 3.6
Proof. Take \( f \in L^2_{1+r_S}(P_X) \). Take \( S \subseteq N \). Then, by Lemma 3.3 and Lemma A.4, we have \( f \in L^2_{1+r_S}(P_X) \) and
\[
E[v^{\mu_E}(S; f) - v^{\mu_E}(S; X, f)]^2 = E_{x_S \sim P_X} [(E[f(x_S, X_{\sim S})|X_S = x_S] - E[f(x_S, X_{\sim S})])^2] = \int \left( \int f(x_S, x_{\sim S}) P_{X_{\sim S}}|X_S=x_S(dx_{\sim S}) - \int f(x_S, x_{\sim S}) P_{X_{\sim S}}(dx_{\sim S}) \right)^2 P_{X_S}(dx_S) \leq ||(r_S - 1) \cdot f||_{L^2(P_X)}^2.
\]
This proves (i). The item (ii) follows directly from (i) and the representation (3.1) of \( h \).

A.4.3 Proof of Proposition 3.1
Proof. Let \( r \in L^\infty(P_X) \). Then by Proposition 3.3 we have \( H_X \cong (L^2(\tilde{P}_X), || \cdot ||_{L^2(P_X)}) \subseteq L^2(P_X) \). Take \( f \in L^2(P_X) \). Then, by the definition of Radon-Nikodym derivative, we obtain
\[
\int |f(x)|^2 \tilde{P}_X(dx) = \int r(x) |f(x)|^2 P_X(dx) \leq ||r||_{L^\infty(P_X)} \int |f(x)|^2 P_X(dx) < \infty,
\]
and hence \( f \in H_X \). This proves that \( H_X = L^2(P_X) \).

The remaining part of the statement follows from Lemma 3.3 and Lemma 3.6(ii).
A.4.4 Proof of Theorem 3.1 and related corollaries

Proof. The linearity of the operator is a consequence of the linearity of the expected value. To estimate the norm, observe that

$$\mathbb{E}[\mathbb{E}[Z|X_{S \cup \{i\}}] - \mathbb{E}[Z|X_S]] = \mathbb{E}[\mathbb{E}[Z|X_{S \cup \{i\}}] - \mathbb{E}[\mathbb{E}[Z|X_{S \cup \{i\}}]|X_S]]^2 \leq \text{Var}(\mathbb{E}[Z|X_{S \cup \{i\}}]) \leq \|Z\|^2_{L^2(\mathbb{P})}.$$ 

Hence $\|\mathcal{E}_i^{CE}[Z]\|_{L^2(\mathbb{P})} \leq \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \cdot \|Z\|_{L^2(\mathbb{P})}$ which gives the estimate of the operator norm (3.3).

Next, note that the operator $\mathcal{E}_i^{CE}$ can be expressed as

$$\mathcal{E}_i^{CE} = \sum_{S \subseteq N \setminus \{i\}} w(S, n)(P_{S \cup \{i\}} - P_S), \quad (A.14)$$

where $P_S$ is the orthogonal projection operator with values in $L^2(\Omega, \sigma(X_S), \mathbb{P})$ defined by $P_S[Z] := \mathbb{E}[Z|X_S]$. Since $P_S$ and $I - P_S$ project on orthogonal spaces, we have

$$\langle P_S[Z_1], Z_2 \rangle = \langle P_S[Z_1], P_S[Z_2] \rangle = \langle Z_1, P_S[Z_2] \rangle$$

for all $Z_1, Z_2 \in L^2(\Omega, \mathcal{F}, \mathbb{P})$, and hence, using (A.14), we conclude that $\mathcal{E}_i^{CE} = \mathcal{E}_i^{CE^*}$. This proves (i).

Suppose that $w(S, n) \geq 0$ for all $S \subseteq N$, and $X_i$ is independent of $X_{N \setminus \{i\}}$. Then

$$\|\mathcal{E}_i^{CE}[X_i - \mathbb{E}[X_i]]\|_{L^2(\mathbb{P})} = \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \right) \|X_i - \mathbb{E}[X_i]\|_{L^2(\mathbb{P})} \geq \|\mathcal{E}_i^{CE}\| \cdot \|X_i - \mathbb{E}[X_i]\|_{L^2(\mathbb{P})}$$

which implies (ii).

The first inclusion in (iii) is obvious and the second one follows from (3.2). Part (iv) follows from (iii) because $\text{Ker}(\mathcal{E}_i^{CE}) = \bigcap_{i=1}^n \text{Ker}(\mathcal{E}_i^{CE})$ contains subspaces

$$\bigcap_{i=1}^n \{Z \in L^2(\mathbb{P}) : \mathbb{E}[Z|X_{S \cup \{i\}}] = \mathbb{E}[Z|X_S], \ S \subseteq N \setminus \{i\} \} \supseteq \{Z \in L^2(\mathbb{P}) : \mathbb{E}[Z|X] = \text{const \ P-a.s.} \} \supseteq \{Z \in L^2(\mathbb{P}) : Z \perp X \}.$$

Suppose next the (TPG) property, i.e. (A.7), holds. Then for any $Z \in \text{Ker}(\mathcal{E}_i^{CE})$:

$$0 = \sum_{i=1}^n |\mathcal{E}_i^{CE}[Z - \mathbb{E}[Z]]| \geq g(|\mathbb{E}[Z|X] - \mathbb{E}[Z]|, |N|) \geq 0.$$ 

Since $g(a, n) = 0$ if and only if $a = 0$, we obtain $\mathbb{E}[Z|X] = \mathbb{E}[Z] \ \mathbb{P}$-a.s. This concludes the proof of (v). The property (vi) follows directly from the efficiency property (EP).

\[
\square
\]

Proof of Corollary 3.1. Follows immediately from that fact that $\epsilon \in \text{Ker}(\mathcal{E}_i^{CE})$ due to Theorem 3.1(iv).

\[
\square
\]

Proof of Corollary 3.2. Parts (i) and (iii) of the corollary follow immediately from $\mathcal{E}_i^{CE}[f] = \mathcal{E}_i^{CE}[f(X); h, X]$, and parts (i), (iv) and (v) of Theorem 3.1. Part (ii) is more subtle: By Theorem 3.1(vi), the efficiency property puts a constraint on $\mathcal{E}_i^{CE}[f] = (\mathcal{E}_1^{CE}[f], \ldots, \mathcal{E}_n^{CE}[f])$; its components should add up to $f(X) - \mathbb{E}[f(X)]$. As we shall see, this constraint allows for a better estimation of the norm of this vector. There is no loss of generality in assuming that $\mathbb{E}[f(X)] = 0$ since constant functions lie in the kernel. Now it suffices to
establish $\|\bar{E}^{CE}[f]\|_{L^2(P)^n} \leq \|f\|_{L^2(P_X)}$. Notice that

$$
\|f\|_{L^2(P_X)}^2 = \|f(X)\|_{L^2(P)}^2 = \langle f(X), \sum_{i=1}^n \bar{E}^{CE}_i[f] \rangle_{L^2(P)} = \sum_{i=1}^n \langle f(X), \bar{E}^{CE}_i[f] \rangle_{L^2(P)}
$$

$$
= \sum_{i=1}^n \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \langle f(X), E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S] \rangle_{L^2(P)} \right) 
$$

$$
= \sum_{i=1}^n \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \|E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S]\|_{L^2(P)}^2 \right). 
$$

(A.15)

The last equality is based on interpreting conditional expectation as orthogonal projections which indicates that the inner products $\langle f(X) - E[f(X)|X_S], E[f(X)|X_S] \rangle_{L^2(P)}$, $\langle f(X) - E[f(X)|X_{S \cup \{i\}}], E[f(X)|X_{S \cup \{i\}}] \rangle_{L^2(P)}$, and $\langle E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S], E[f(X)|X_S] \rangle_{L^2(P)}$ are all zero. The number $\|f\|_{L^2(P_X)}^2$, as described above, is not smaller than $\|\bar{E}^{CE}[f]\|_{L^2(P)^n}$ due to:

$$
\|\bar{E}^{CE}[f]\|_{L^2(P)^n}^2 = \sum_{i=1}^n \|\bar{E}^{CE}_i[f]\|_{L^2(P)}^2 = \sum_{i=1}^n \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \|E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S]\|_{L^2(P)}^2 \right)
$$

$$
\leq \sum_{i=1}^n \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \|E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S]\|_{L^2(P)}^2 \right) \leq \sum_{i=1}^n \left( \sum_{S \subseteq N \setminus \{i\}} w(S, n) \|E[f(X)|X_{S \cup \{i\}}] - E[f(X)|X_S]\|_{L^2(P)}^2 \right)
$$

(A.16)

where on the second line we used Cauchy-Schwarz along with $w(S, n) \geq 0$ while the third line relies on $\sum_{S \subseteq N \setminus \{i\}} w(S, n) = 1$ which follows from the efficiency property.

\[ \Box \]

**Proof of Lemma 3.7.** One just needs to examine the part of the proof of Corollary 3.2(ii) which established (3.14) in the case of $f_0 = E[f(X)] = 0$ (and hence generally). That argument was based on expanding $\|f\|_{L^2(P_X)} = \sum_{i=1}^n \langle f(X), \bar{E}^{CE}_i[f] \rangle_{L^2(P)}$ in (A.15), and inequalities $\|\bar{E}^{CE}_i[f]\|_{L^2(P)}^2 \leq \langle f(X), \bar{E}^{CE}_i[f] \rangle_{L^2(P)}$ in (A.16). Thus the equality in

$$
\|\bar{E}^{CE}[f]\|_{L^2(P)^n}^2 = \sum_{i=1}^n \|\bar{E}^{CE}_i[f]\|_{L^2(P)}^2 \leq \sum_{i=1}^n \langle f(X), \bar{E}^{CE}_i[f] \rangle_{L^2(P)} = \|f\|_{L^2(P_X)}^2
$$

is achieved if and only if $\|\bar{E}^{CE}_i[f]\|_{L^2(P)}^2 = \langle f(X), \bar{E}^{CE}_i[f] \rangle_{L^2(P)}$ for all $i \in N$. The general case (when $f_0 \neq 0$) follows from applying this result to $f - f_0$ and using the fact that $\langle f_0, \bar{E}^{CE}_i[f; h, X] \rangle_{L^2(P)} = f_0 \cdot \bar{E}[\bar{E}^{CE}_i[f; h, X]] = 0$ if $h$ has the form (3.1), and the fact that constants are in the kernel of $\bar{E}^{CE}$. \[ \Box \]

**A.4.5 Proof of Theorem 3.2**

**Proof.** If $f = f_*, \bar{P}_X$-a.s., then for any $S \subseteq N$

$$
\nu^{ME}(S \cup \{i\}; X, f) = \nu^{ME}(S \cup \{i\}; X, f_*) \bar{P}_X\text{-a.s.}
$$

which implies, in view of (3.1), that $\bar{E}^{ME}$ is well-defined on $L^2(\bar{P}_X)$.  
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Now let \( \tilde{f}_S(x_S) = \mathbb{E}[f(x_S, X - S)] \). Then
\[
\| \tilde{E}_i^{ME}[f] \|_{L^2(\mathbb{P})} \leq \sum_{S \subseteq N \setminus \{i\}} |w(S, n)| \cdot \| \tilde{f}_S(X_{S \cup \{i\}}) - \tilde{f}_S(X_S) \|_{L^2(\mathbb{P})}
\]
\[
\leq \left( \sum_{S \subseteq N \setminus \{i\}} w^2(S, n) \right)^{\frac{1}{2}} \left( \| \tilde{f}_S(X_{S \cup \{i\}}) - \tilde{f}_S(X_S) \|_{L^2(\mathbb{P})} \right)^{\frac{1}{2}}
\]
\[
= \left( \sum_{S \subseteq N \setminus \{i\}} w^2(S, n) \right)^{\frac{1}{2}} \left( 2 \sum_{S \subseteq N} \| f \|_{L^2(P_{X_S} \otimes P_{X - S})} \right)^{\frac{1}{2}}
\]
\[
= 2^{-\frac{1}{2}} \left( \sum_{S \subseteq N \setminus \{i\}} w^2(S, n) \right)^{\frac{1}{2}} \cdot \| f \|_{L^2(\hat{P}_X)}.
\]
which establishes (i).

We next prove (ii). Suppose \( f = c \hat{P}_X \)-a.s. for some constant \( c \in \mathbb{R} \). Let \( f_*(x) := c \) for each \( x \in \mathbb{R}^n \).

Note that for any \( S \subseteq N \), including \( S = \emptyset \), we have
\[ v^{ME}(S \cup \{i\}; X, f_*) - v^{ME}(S; X, f_*) = 0 \quad \mathbb{P}\text{-a.s.}, \]
and from (3.1) it follows that \( \tilde{E}_i^{ME}[f_*] = 0 \in L^2(\mathbb{P}) \). Note that \( f = f_* \hat{P}_X \)-a.s. and hence, using the fact that \( \tilde{E}_i^{ME} \) is well-defined, we conclude that \( \tilde{E}_i^{ME}[f] = 0 \in L^2(\mathbb{P}) \) which establishes (ii).

Suppose that \( f \in \text{Ker}(\tilde{E}_i^{ME}) \) and (A.7) holds. Then
\[
0 = \sum_{i=1}^n |\tilde{E}_i^{ME}[f - \mathbb{E}[f(X)]]| \geq g(|f(X) - \mathbb{E}[f(X)|, n), n \geq 0,
\]
and hence \( f = \mathbb{E}[f(X)] \) \( P_X \)-a.s., which proves (iii).

Suppose that \( \hat{P}_X \ll P_X \) and (A.7) holds. Then for any constant \( c \in \mathbb{R} \), \( f = c P_X \)-a.s. implies \( f = c \hat{P}_X \)-a.s. and hence, using (ii) and (iii), we obtain (iv).

Next, if \( f(x) = f(x_{N \setminus \{i\}}) \), then \( f_{S \cup \{i\}}(X_{S \cup \{i\}}) = \tilde{f}_S(X_S) \) and hence \( \tilde{E}_i^{ME}[f] = 0 \in L^2(\mathbb{P}) \), which gives (v) and (vi).

Finally, property (vii) follows directly from the efficiency property (EP).

\[ \square \]

A.4.6 Proof of Lemma 3.1

**Proof.** Let us first assume that \( \mathbb{E}[f_1(X) - f_2(X)] = 0 \). Then, without loss of generality, we can assume that \( \mathbb{E}[\eta_i(X_i)] = 0 \); otherwise, we can define \( \tilde{\eta}_i := \eta_i - \mathbb{E}[\eta_i(X_i)] \) and write \( f_1 - f_2 = \sum_{i=1}^n \tilde{\eta}_i(x_i) \).

Let \( \gamma_i := \sum_{S \subseteq N \setminus \{i\}} w(S, n), i \in N \). For each \( i \in N \), we have
\[
\| \tilde{E}_i^{ME}[f_1 - f_2; h, X] \|_{L^2(\mathbb{P})} = |\gamma_i| \| \eta_i \|_{L^2(P_X)} = \left| \frac{1}{2^n} \sum_{S \subseteq N} \| \eta_i \|_{L^2(P_{X_S} \otimes P_{X - S})} \right| \| \eta_i \|_{L^2(\hat{P}_X)}.
\]

In light of (NVA), \( \gamma_i \neq 0, i \in N \). Hence
\[
\| \tilde{E}_i^{ME}[f_1] - \tilde{E}_i^{ME}[f_2] \|_{L^2(P_X)} = \sum_{i=1}^n \gamma_i^2 \| \eta_i \|_{L^2(\hat{P}_X)} \geq C \| f_1 - f_2 \|_{L^2(\hat{P}_X)}
\]
for some \( C > 0 \) that depends on \( n \) and \( \{\gamma_i\}_{i \in N} \) only.

Suppose now \( \mathbb{E}[f_1(X) - f_2(X)] = c \). Then, using the above inequality and Theorem 3.2(iii), we obtain
\[
\| \tilde{E}_i^{ME}[f_1] - \tilde{E}_i^{ME}[f_2] \|_{L^2(\mathbb{P})} = \| \tilde{E}_i^{ME}[f_1 - f_2 - c] \|_{L^2(\mathbb{P})} \]
\[
\geq \sqrt{C} \| f_1 - f_2 - c \|_{L^2(\hat{P}_X)} \geq \sqrt{C} (\| f_1 - f_2 \|_{L^2(\hat{P}_X)} - |c|)
\]
which proves the statement.

\[ \square \]
A.4.7 Proof of Theorem 3.3 (well-posedness)

Proof. Given the definition of $\tilde{P}_X$ in (3.6), one has $P_X(A) \leq 2^n \cdot \tilde{P}_X(A)$ for any Borel subset of $\mathbb{R}^n$. In particular, $P_X \ll \tilde{P}_X$ and there exists a well-defined bounded linear map $\tilde{I} : L^2(\tilde{P}_X) \rightarrow L^2(P_X)$ that takes the $L^2(\tilde{P}_X)$-class of a function to its $L^2(P_X)$-class; notice that $\tilde{I}$ is not necessarily injective or surjective in general. Observe that $H_X$ is the image of $\tilde{I}$; and recall that $\text{Im}(\tilde{I})$ can be identified with $L^2(\tilde{P}_X)/\text{Ker}(\tilde{I})$ as vector spaces. Thus, the well-defined operator $(\tilde{E}^{\text{ME}}, L^2(\tilde{P}_X))$ can be pushforwarded via $\tilde{I}$ to a well-defined operator $(\tilde{E}^{\text{ME}}, H_X)$ if and only if

$$H^0_X = \text{Ker}(\tilde{I}) = \{ f \in L^2(\tilde{P}_X) : \|f\|_{L^2(P_X)} = 0 \} \subseteq \text{Ker}(\tilde{E}^{\text{ME}}, L^2(\tilde{P}_X)).$$

Part (ii) describes the situation where $H^0_X$ is non-trivial while part (ii) addresses the case where $\tilde{I}$ is an embedding onto the subspace $H_X$. The latter happens precisely when $P_X \ll \tilde{P}_X$. This finishes the proof. □

A.4.8 Proof of Lemma 3.4 (game boundedness)

Proof. By Lemma A.3 the condition (BG) is equivalent to $r = \frac{dP_X}{d\tilde{P}_X} \in L^\infty(P_X)$. Then for any $S \subseteq N$

$$\|v(S; X, f)\|_{L^2(P_X)}^2 \leq \int |f(x)|^2 [P_{X_s} \otimes P_{X_{-s}}](dx_S, dx_{-s}) = \int r_S |f(x)|^2 P_X(dx) \leq 2^n \|r\|_{L^\infty(P_X)} \int |f(x)|^2 P_X(dx)$$

where $r_S$ is given by (3.11). This proves (i).

Let $\emptyset \neq S \subseteq N$. First, suppose that the condition (UG1) holds. Suppose that $A \in \mathcal{B}(\mathbb{R}^{|S|})$, $B \in \mathcal{B}(\mathbb{R}^{|-S|})$, and $P_X(A \times B) > 0$. Set $f(x) = 1_A(x_S) \cdot 1_B(x_{-s})$. Then

$$\frac{\mathbb{E}[v^{\text{ME}}(S; X, f)]^2}{\|f\|_{L^2(P_X)}^2} = \frac{1}{P_X(A \times B)} \left( \int P_X (A \times B) P_{X_{-S}}(dx_{-S}) \right)^2$$

$$= \frac{P_{X_s}(A) \cdot (P_{X_{-S}}(B))^2}{P_X(A \times B)} = \frac{P_{X_s}(A) \cdot (P_{X_{-S}}(B))^2}{P_X(A \times B)} \cdot P_{X_{-S}}(B).$$

Then (UG1) and the relationship above imply that the map $f \in H_X \mapsto v^{\text{ME}}(S; X, f) \in L^2(\mathbb{P})$ is unbounded. This proves the first part of (ii).

To prove the second part, suppose the map $f \in H_X \mapsto v^{\text{ME}}(S; X, f) \in L^2(\mathbb{P})$ is bounded. Then there exists $c_* > 0$ such that for any $f \in H_X$ we have

$$\left( \int (f(x_S, x_{-S}) P_{X_{-S}}(dx_{-S}))^2 P_{X_s}(dx_S) \right)^2 \leq c_* \int f^2(x) P_X(dx).$$

Let $A \in \mathcal{B}(\mathbb{R}^{|S|})$. Then, by above and the definition of $r_S \geq 0$, we obtain

$$\int_A \rho^2(x_S) P_{X_s}(dx_S) = \int_A \left( \int_R r_S^2(x_S, x_{-S}) P_{X_{-S}}(dx_{-S}) \right)^2 P_{X_s}(dx_S) \leq c_* \int 1_A(x_S) P_{X_s}(dx_S).$$

Since $A$ was arbitrary, $0 \leq \rho^2 \leq c_* P_{X_{-S}}$-almost surely. This proves the second part of (ii). □

A.4.9 Proof of Theorem 3.4 (boundedness)

Proof. By Lemma A.3 the condition (BG) is equivalent to $P_X \ll \tilde{P}_X$ with $\frac{dP_X}{d\tilde{P}_X} \in L^\infty(P_X)$. Hence by Proposition (3.1) we have $H_X = L^2(P_X)$ and therefore for every $f \in L^2(P_X)$ we have

$$\|\tilde{E}^{\text{ME}}_i[f; h, X]\|_{L^2(\mathbb{P})} \leq \|\tilde{E}^{\text{ME}}_i[f; h, X] - \tilde{E}^{\text{CR}}_i[f; h, X]\|_{L^2(\mathbb{P})} + \|\tilde{E}^{\text{CR}}_i[f; h, X]\|_{L^2(\mathbb{P})} =: I_1 + I_2.$$
Combining the bound for $I_1$ given by Proposition 3.1 and the bound for $I_2$ obtained from Theorem 3.1(i) together with the definition 3.1, we obtain 3.12. This proves (i).

Suppose next (UO) holds for some distinct $i, j \in N$. Let $w(S, n)$ be the weights as in (3.1). Define

$$w_{i,j} := \sum_{S \in N : i \not\in S, j \not\in S} w(S, n), \quad w_{(i)} := \sum_{S \in N : i \not\in S} w(S, n), \quad w_{(j)} := \sum_{S \in N : j \not\in S} w(S, n). \quad (A.17)$$

Suppose (NN) holds, that is, $w(S, n) \geq 0$ for $S \subset N$. Suppose also (3.13) holds for the indices $i, j$. Then

$$w_{i,j} := \min\{|w_{(i)}|, |w_{(j)}|, |w_{(i,j)}|\} > 0. \quad (A.18)$$

For instance, for the Shapley value, one always has $w_{(i)} = w_{i,j} = \frac{1}{2}$ (which allows one to simplify some of the computations below; cf. Remark 3.7).

First, consider a special case $n = 2$. In that case, we have $i = 1, j = 2$. Let $R = A \times B \subseteq \mathbb{R}^2$ where $A, B$ are Borel sets. Denote $f_R := 1_R(x_1, x_2) = 1_A(x_1)1_B(x_2)$. Then, by (3.1) for $i = 1$, we obtain

$$\bar{E}_1^{\text{ME}}[f_R] = h_1[v^{\text{ME}}(:, X, f_R)] = w(\emptyset)[v^{\text{ME}}(\{1\}; X, 1_R) - v^{\text{ME}}(\emptyset; X, 1_R)]$$

$$+ w(\{2\})[v^{\text{ME}}(\{1, 2\}; X, 1_R) - v^{\text{ME}}(\{2\}; X, 1_R)]$$

$$= w(\emptyset)(1_A(X_1)P_{X_1}(B) - P_X(R))$$

$$+ w(\{2\})(1_R(X_1, X_2) - 1_B(X_2)P_{X_1}(A))$$

where we suppress the dependence on $n$ in the coefficients $w(S, n)$.

Let us denote $p := P_X(R)$, $\alpha := P_{X_1}(A)$, and $\beta := P_{X_2}(B)$.

Then, taking the expectation we obtain

$$E[\bar{E}_1^{\text{ME}}[f_R]^2]$$

$$= w^2(\emptyset)(\alpha \beta^2 + p(2p - 2\alpha \beta))$$

$$+ w^2(\{2\})(p(2 - 2\alpha) + \beta \alpha^2)$$

$$+ 2w(\emptyset)w(\{2\})(p(2p - 2\alpha \beta - p\alpha - p\beta - p\alpha \beta - p\beta))$$

$$\geq w^2(\emptyset)\alpha \beta^2 + w^2(\{2\})\beta \alpha^2 - 2p(w^2(\emptyset) + w^2(\{2\})) - 2p|w(\emptyset)w(\{2\})|.$$

Note that $\|f_R\|_{L^2(P_X)}^2 = P_X(R) = p$ and hence, assuming that $p > 0$, we conclude

$$\frac{1}{\|f_R\|_{L^2(P_X)}^2}E[\bar{E}_1^{\text{ME}}[f_R]^2] \geq \bar{w}^2 \left( \frac{\alpha \beta^2 + \beta \alpha^2}{p} \right) - 6\bar{w}^2$$

where $\bar{w} := \min_{S \subseteq N} |w(S)|$ and $\bar{w} := \max_{S \subseteq N} |w(S)|$. Now if (UO) and (3.13) hold for $i = 1$ and $j = 2$, then (A.18) holds for $i = 1$ and $j = 2$ and hence $w^2 > 0$ in the inequality above. Then the right-hand side of the inequality is unbounded and, hence, $(\bar{E}_1^{\text{ME}}, H_X)$ is unbounded.

Performing similar calculations for $\bar{E}_2^{\text{ME}}$, we come to the conclusion that if (UO) and (3.13) hold for $i = 1$ and $j = 2$, then $(\bar{E}^{\text{ME}}, H_X)$ is unbounded. This proves (iii) for $n = 2$.

Next, consider a general case of $n \geq 2$. Suppose (UO) holds with for some distinct $i, j \in \{1, 2, \ldots, n\}$. Let $R = A \times B \subseteq \mathbb{R}^2$, where $A, B$ are Borel sets. Define a function of $n$ variables as follows $f_R(x_1, \ldots, x_n) := 1_R(x_i, x_j)$. By construction, $f_R$ does not depend explicitly on $x_k$ for each $k \in N \setminus \{i, j\}$, and hence by
As before, we denote the partition of the predictors. Let \( v^{\mu E}(\cdot; X, f_R) \) denote

\[
E_i^{\mu E}[f_R] = w_{(i)} \left( v^{\mu E}(\{i\}; X, 1_R) - v^{\mu E}(\emptyset; X, 1_R) \right) \\
+ w_{(i)} \left( v^{\mu E}(\{i, j\}; X, f_R) - v^{\mu E}(\{j\}; X, f_R) \right)
\]

where \( w_{(i)}, w_{(j)}, \) and \( w_{(i,j)} \) are defined in (A.17).

Note that for each \( S \subseteq T = \{i, j\} \)

\[
v^{\mu E}(S; X, f_R) = v^{\mu E}(S; (X_i, X_j), 1_R(x_i, x_j)).
\]

Then, denoting \( \alpha := P_{X_i}(A), \beta := P_{X_j}(B), p := P_{(X_i, X_j)}(R) \) and proceeding as in the case \( n = 2 \), we obtain

\[
\frac{E[(E_i^{\mu E}[f_R])^2]}{\|f_R\|_{L^2(P_X)}} = \frac{E[(E_j^{\mu E}[f_R])^2]}{\|f_R\|_{L^2(P_X)}} \geq w_{i,j}^2 \left( \frac{\alpha^2 \beta^2 + \beta^2 \alpha^2}{\beta \alpha} \right) - 6w_{i,j}^2,
\]

where \( w_{i,j} \) is defined in (A.18), and \( w_{i,j} := \max\{|w_{(i)}|, |w_{(j)}|, |w_{(i,j)}|\} \), where we have assumed that \( \|f_R\|_{L^2(P_X)} = P_{(X_i, X_j)}(R) = p > 0 \).

Note that by (A.18) the coefficient \( w_{i,j} \) is defined in (A.18).

Then, (UO) for the given distinct indices \( i, j \in N \) together with (A.19) imply that \( E_i^{\mu E}, E_j^{\mu E}, \) and \( E^{\mu E} \) are unbounded on \( H_X \). This proves (iii).

Theorem 3.4 on the boundedness/unboundedness of marginal game operators can be extended to linear game values that are not in the form of (3.1), or more generally, to coalitional game values; cf. Proposition 4.3(iii).

**Proposition A.1.** With the notation as before, denote the predictors by \( X = (X_1, \ldots, X_n) \). Take \( P \) to be a partition of the predictors. Let \( g \) be a linear coalitional value and \( \bar{g} \) an extension of it. Therefore, there are constants \( \{\gamma(i, N, P, S)\}_{i \in N, S \subseteq N} \) such that

\[
\bar{g}_i[N, v, P] = \sum_{S \subseteq N} \gamma(i, N, P, S)v(S), \quad i \in N,
\]

for any game \( v \) (cooperative or non-cooperative); see Lemma A.1. Suppose that (UO) holds for distinct indices \( i, j \in N \), and that for some \( k \in N \)

\[
\gamma_{i,j}^{(k)} := \min\{\gamma_{i}^{(k)}, \gamma_{j}^{(k)}, \gamma_{i,j}^{(k)}\} > 0 \tag{A.20}
\]

where

\[
\gamma_{i}^{(k)} := \sum_{S \subseteq N} \gamma(k, N, P, S), \quad \gamma_{j}^{(k)} := \sum_{S \subseteq N} \gamma(k, N, P, S), \quad \gamma_{i,j}^{(k)} := \sum_{S \subseteq N} \gamma(k, N, P, S).
\]

Suppose the coalitional marginal game operator \( f \mapsto \bar{E}^{\mu E}[f; g, X] := \bar{g}[N, v^{\mu E}(\cdot; X, f), P] \) is well-defined on \( H_X \). Then \( \bar{E}^{\mu E}[f; g, X] \) is well-defined on \( H_X \).

**Proof.** As in the proof of Theorem 3.3, take \( R \) to be a rectangle \( A \times B \) and set \( f_R(x_1, x_2, \ldots, x_n) := 1_R(x_i, x_j) \). As before, we denote \( P_{X_i}(A), P_{X_j}(B) \) and \( P_{(X_i, X_j)}(R) \) by \( \alpha, \beta \) and \( p \) respectively. Notice that for any \( S \subseteq N \) one has

\[
v^{\mu E}(S; X, f_R) = v^{\mu E}(S \cap \{i, j\}; X, f_R),
\]
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and this term becomes \( p = \| f_R \|_{L^2(P_X)}^2 \) if \( S \cap \{ i, j \} = \emptyset \). Define
\[
\gamma_{i,j}^{(k)} := \sum_{S \subseteq N, i, j \notin S} \gamma(k, N, P, S).
\]

We now have
\[
\tilde{E}_k^{\mu}[f_R; g, X] - \tilde{\gamma}_{i,j}^{(k)} \cdot \| f_R \|_{L^2(P_X)}^2
= \gamma_{i}^{(k)} \cdot \gamma_{j}^{(k)} \cdot f_{\mu}([i]; X, f_R) + \gamma_{i,j}^{(k)} \cdot v_{\mu}([i, j]; X, f_R)
= \gamma_{i}^{(k)} \cdot 1_A(X_i) P_{X_i}(B) + \gamma_{j}^{(k)} \cdot P_{X_j}(A) 1_B(X_j) + \gamma_{i,j}^{(k)} \cdot 1_R(X_i, X_j),
\]
which implies
\[
E \left[ \| \tilde{E}_k^{\mu}[f_R; g, X] - \tilde{\gamma}_{i,j}^{(k)} \cdot \| f_R \|_{L^2(P_X)}^2 \right]^2
= \left( \gamma_{i}^{(k)} \right)^2 \alpha \beta + \left( \gamma_{j}^{(k)} \right)^2 \alpha \beta + \left( \gamma_{i,j}^{(k)} \right)^2 p
+ 2 \gamma_{i}^{(k)} \gamma_{j}^{(k)} \alpha \beta p + 2 \gamma_{i,j}^{(k)} \gamma_{i,j}^{(k)} \beta p + 2 \gamma_{i,j}^{(k)} \gamma_{i,j}^{(k)} \alpha p
\geq \left( \gamma_{i,j}^{(k)} \right)^2 \left( \alpha \beta^2 + \alpha \beta^2 + p \right) - 6 \left( \gamma_{i,j}^{(k)} \right)^2 p,
\]
where \( \tilde{\gamma}_{i,j}^{(k)} := \max \{ |\gamma_{i}^{(k)}|, |\gamma_{j}^{(k)}|, |\gamma_{i,j}^{(k)}| \} \). We conclude that
\[
\frac{\| \tilde{E}_k^{\mu}[f_R; g, X] \|_{L^2(P)}^2}{\| f_R \|_{L^2(P_X)}^2} \geq \frac{1}{2} \frac{E \left[ \| \tilde{E}_k^{\mu}[f_R; g, X] - \tilde{\gamma}_{i,j}^{(k)} \cdot \| f_R \|_{L^2(P_X)}^2 \right]^2}{\| f_R \|_{L^2(P_X)}^2} - \left( \gamma_{i,j}^{(k)} \right)^2 p
\geq \frac{1}{2} \left( \gamma_{i,j}^{(k)} \right)^2 \left( \alpha \beta^2 + \alpha \beta^2 + p \right) + \frac{1}{2} \left( \gamma_{i,j}^{(k)} \right)^2 - 6 \left( \gamma_{i,j}^{(k)} \right)^2 p - \left( \gamma_{i,j}^{(k)} \right)^2.
\]
The terms appearing on the last line are all constants except \( \frac{\alpha \beta \alpha \beta}{p} \), which can become arbitrarily large according to (UO). Given that \( \gamma_{i,j}^{(k)} > 0 \) due to (A.20), the same is true about \( \frac{\| \tilde{E}_k^{\mu}[f_R; g, X] \|_{L^2(P)}^2}{\| f_R \|_{L^2(P_X)}^2} \), hence the unboundedness of \( f \mapsto \tilde{E}_k^{\mu}[f; g, X] \).

\[\square\]

A.5 On condition (UO)

In our investigation of the marginal explanation operators, in Theorem 3.16, we set forth a condition that, if true, causes the operators to be unbounded with respect to the \( \| \cdot \|_{L^2(P_X)} \) norm even when \( \tilde{P}_X \ll P_X \). Recall the (UO) (Unbounded Operator):
\[
\sup \left\{ \left\| \frac{[P_{X_i} \otimes P_{X_j}](A \times B)}{P_{X_i,j}(A \times B)} \right\|_{L^2(P_X)} : A, B \in B(\mathbb{R}), P_{X_i,j}(A \times B) > 0 \right\} = \infty.
\]

(A.21)
Theorem 3.16 asserts that, given predictors \( X = (X_1, \ldots, X_n) \) and a game value \( (N, v) \mapsto h[N, v] = (h_i[N, v])_{i \in N} \) whose coefficients satisfy a positivity condition specified therein, if (A.21) is satisfied for distinct indices \( i, j \in N \), then the associated maps \( f \mapsto \tilde{E}_k^{\mu}[f; h, X] \) and \( f \mapsto \tilde{E}_k^{\mu}[f; h, X] \) are unbounded when the domain is equipped with \( \| \cdot \|_{L^2(P_X)} \). Here, we point out that the expression in (A.21) emerges naturally when \( h \) is the Shapley value \( \varphi \) (whose coefficients are of course positive). With \( R = A \times B \), and setting \( f_R(x) := 1_R(x, x_j) \), we shall argue that
\[
\frac{\| \tilde{E}_k^{\mu}[f_R; \varphi, X] \|_{L^2(P)}^2}{\| f_R \|_{L^2(P_X)}^2} = \frac{1}{4} \left[ \frac{P_{X_i} \otimes P_{X_j}}{P_{X_i,j}} \right](R) \left( P_{X_i}(A) + P_{X_j}(B) \right) + O(1)
\]
(A.22)
as \( A \) and \( B \) vary among Borel subsets of \( \mathbb{R} \) with \( P_{X_i,j}(A \times B) > 0 \). This will indicate that for the Shapley value, the unboundedness of marginal explanations, at least once restricted to indicator functions, results in
condition (A.21) from the paper—hence motivating condition (A.21). To establish the equality above, we revisit the following from the proof of Theorem 3.16:

\[
\hat{\mathcal{E}}_i^{HE}[f_R; h, X] = w_{(i,j)} \left( v^{HE}(\{i\}; X, f_R) - v^{HE}(\emptyset; X, f_R) \right)
+ w_{(i)} \left( v^{HE}(\{i,j\}; X, f_R) - v^{HE}(\{j\}; X, f_R) \right)
= w_{(i,j)} \left( \mathbb{1}_A(X_i) P_{X_j}(B) - P_{(X_i,X_j)}(R) \right)
+ w_{(i)} \left( \mathbb{1}_R(X_i, X_j) - \mathbb{1}_B(X_j) P_{X_i}(A) \right)
\]

where the \( w_{(i)} \) and \( w_{(i,j)} \) are defined in terms of the coefficients \( w(S, n) (S \subset N) \) of the game value \( h \) as:

\[
w_{(i,j)} := \sum_{S \subset N : i \notin S, j \notin S} w(S, n), \quad w_{(i)} := \sum_{S \subset N : i \notin S} w(S, n).
\]

When \( h = \varphi \), the coefficients are given by \( w(S, n) = \frac{1}{n(\lceil n/2 \rceil)} \), and:

\[
w_{(i,j)} = \sum_{s=0}^{n-2} \frac{1}{n(n-1)} \cdot \binom{n-2}{s} = \sum_{s=0}^{n-2} \frac{n-s-1}{n(n-1)} = \frac{(n-1) + \cdots + 1}{n(n-1)} = \frac{1}{2},
\]

\[
w_{(i)} = \sum_{s=1}^{n-1} \frac{1}{n(n-1)} \cdot \binom{n-2}{s-1} = \sum_{s=1}^{n-1} \frac{s}{n(n-1)} = \frac{1 + \cdots + (n-1)}{n(n-1)} = \frac{1}{2}.
\]

Substituting in the formula above, we have:

\[
\|\hat{\mathcal{E}}_i^{HE}[f_R; \varphi, X]\|_{L^2(\mathbb{P})}^2 = \frac{1}{4} \cdot \mathbb{E} \left[ \left( \mathbb{1}_A(X_i) P_{X_j}(B) - P_{(X_i,X_j)}(R) + \mathbb{1}_R(X_i, X_j) - \mathbb{1}_B(X_j) P_{X_i}(A) \right)^2 \right]
\]

which can be simplified as

\[
\frac{1}{4} \left( P_{X_i}(A) P_{X_j}(B)^2 + P_{X_i}(A)^2 P_{X_j}(B) \right) + P_{(X_i,X_j)}(R) \cdot (a \text{ bounded term})
\]

where the bounded term in parentheses is

\[
\frac{1}{4} \left( 1 - P_{(X_i,X_j)}(R) + 2P_{X_j}(B) - 2P_{X_i}(A) - 2P_{X_i}(A) P_{X_j}(B) \right) \in (-1, 1).
\]

Dividing by \( \|f_R\|_{L^2(P_X)}^2 = P_{(X_i,X_j)}(R) \), we arrive at (A.22), as desired.

### A.6 On \( H_X \) and the Radon-Nikodym derivative \( r = \frac{d\hat{P}_X}{dP_X} \)

In Theorem 3.4 we established that if \( r = \frac{d\hat{P}_X}{dP_X} \) exists and belongs to \( L^\infty(P_X) \), then \( H_X = L^2(P_X) \) where

\[
H_X := \left\{ [f] : [f] = \{ \hat{f} : \hat{f} = f \text{ P_X-a.s. and } \int |\hat{f}(x)|^2 \hat{P}_X(dx) < \infty \} \right\}, \| \cdot \|_{L^2(P_X)}
\]

\( \hookrightarrow L^2(P_X) \).

It turns out that the reverse is true as well. Specifically, we have the following.

**Lemma A.6.** Suppose \( \hat{P}_X \ll P_X \) and \( r := \frac{d\hat{P}_X}{dP_X} \). The following statements are equivalent:

(i) \( r \in L^\infty(P_X) \).
(ii) $H_X = L^2(P_X)$.

Proof. First, suppose $r \in L^\infty(P_X)$. By construction, $H_X$ is a subset of $L^2(P_X)$. Thus, to show that $H_X = L^2(P_X)$ it suffices to show that $L^2(P_X) \subseteq L^2(P_X)$. Pick $f \in L^2(P_X)$. For any $k > 0$ we have

$$\int 1_{\{|f| \leq k\}} f^2(x) P_X(dx) = \int 1_{\{|f| \leq k\}} r(x) f^2(x) P_X(dx) \leq \|r\|_{L^\infty(P_X)} \int f^2(x) P_X(dx) < \infty.$$  

Then sending $k \to \infty$ and using the monotone convergence theorem we conclude that $f \in L^2(\hat{P}_X)$. Thus, $L^2(P_X) \subseteq L^2(\hat{P}_X)$. This proves that $H_X = L^2(P_X)$.

Next, suppose that $H_X = L^2(P_X)$. Then for every $f \in L^2(P_X)$ we have

$$\infty > \int f^2(x) \hat{P}_X(dx) = \int f^2(x) r(x) P_X(dx).$$

Thus, for every $f \in L^2(P_X)$, we have $f r^{1/2} \in L^2(P_X)$.

Set $A_k := \{x \in \mathbb{R}^n : r(x) \geq k P_X$-a.s.\} for every nonnegative integer $k \geq 0$. Suppose $r$ is not $P_X$-essentially bounded. Then $P_X(A_k) > 0$ for every $k \geq 0$ and

$$f_*(x) := \left( \sum_{k=0}^{\infty} \frac{1}{k^2} 1_{A_k}(x) \frac{1}{P_X(A_k)} \right)^{1/2}$$

is well-defined. Then, by the monotone convergence theorem we have

$$\int f^2_*(x) P_X(dx) = \int \left( \sum_{k=0}^{\infty} \frac{1}{k^2} 1_{A_k}(x) \frac{1}{P_X(A_k)} \right) P_X(dx) = \sum_{k=0}^{\infty} \frac{1}{k^2} < \infty.$$  

Thus, $f_* \in L^2(P_X)$. However, for every $K \geq 0$ we have

$$\int f^2_*(x) r(x) P_X(dx) \geq \int \left( \sum_{k=0}^{K} \frac{1}{k^2} 1_{A_k}(x) \frac{1}{P_X(A_k)} \right) r(x) P_X(dx) \geq \sum_{k=0}^{K} \frac{1}{k}.$$  

Sending $K \to \infty$, we conclude that $f_* r^{1/2} \notin L^2(P_X)$, which is a contradiction. Hence $r$ is $P_X$-essentially bounded. \hfill \Box

In the above proof, to construct $f_*$, we used help from MathOverflow [10]. As [10] points out, an alternative proof is to show that $r$ induces a bounded linear functional on $L^1(P_X)$ using the uniform boundedness principle and then apply the Riesz representation theorem.

A.7 On the relationship between probability measures $P_X$ and $\hat{P}_X$

The comparison of probability measures $P_X$ and $\hat{P}_X := \frac{1}{2^n} \sum_{S \subseteq N} P_{X_S} \otimes P_{X_{-S}}$ lies at the heart of the analysis of conditional and marginal explanations carried out in this paper. Recall that the former is the joint probability distribution of predictors $X = (X_1, \ldots, X_n)$ while the latter probability measure on $\mathbb{R}^n$ emerged naturally in our investigation of marginal explanations.

Proposition A.2. The following three statements are equivalent.

(a) The predictors are independent.

(b) $P_{X_S} \otimes P_{X_{-S}}$ coincides with $P_X$ for every $S \subseteq N$. 
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(c) \( \hat{P}_X \) coincides with \( P_X \).

Proof. Obviously (a) \( \implies \) (b) \( \implies \) (c). It remains to show that (c) \( \implies \) (a). We prove this by induction on \( n \). First, we claim that if \( \hat{P}_X = P_X \) where \( X = (X_1, \ldots, X_n) \), then any \( n-1 \) of these random variables are independent. By symmetry, it suffices to show that \( X_1, \ldots, X_{n-1} \) are independent. Let \( \pi : \mathbb{R}^n \to \mathbb{R}^{n-1} \) denote the projection onto the first \( n-1 \) coordinates. Then \( \pi_x P_x = P_{X'} \) where \( X' := (X_1, \ldots, X_{n-1}) \). Also the pushforward of \( \hat{P}_X \) is the set of points whose every open neighborhood has a positive measure [60]. Its complement is thus the pushforward of two terms in \( \hat{P}_X \): \( P_{X_1} \otimes \cdots \otimes P_{X_n} \). Consequently, applying \( \pi_x \) to \( \hat{P}_X \) yields \( \hat{P}_{X'} \), and thus by the induction hypothesis, the independence of \( X_1, \ldots, X_{n-1} \). Now since any \( n-1 \) of the random variables \( X_1, \ldots, X_n \) are independent, for any non-empty and proper subset \( S \) of \( N \) we have \( P_{X_S} \otimes P_{X_{N\setminus S}} = P_{X_1} \otimes \cdots \otimes P_{X_n} \). When \( S = \emptyset \) or \( N \), the measure \( P_{X_S} \otimes P_{X_{N\setminus S}} \) coincides with \( P_X \). Therefore, \( \hat{P}_X = P_X \) amounts to

\[
\frac{1}{2} \left( (2^n - 2) P_{X_1} \otimes \cdots \otimes P_{X_n} + 2 P_X \right) = P_X
\]

which results in \( P_{X_1} \otimes \cdots \otimes P_{X_n} = P_X \), i.e. random variables \( X_1, \ldots, X_n \) are independent. \( \square \)

Next, we move from equality \( \hat{P}_X = P_X \) to the continuity condition \( \hat{P}_X \ll P_X \). The probability measure \( \hat{P}_X \) is a convex combination of the product measures \( P_{X_S} \otimes P_{X_{-S}} \). The latter is \( P_X \) when \( S = \emptyset \) or \( N \) which immediately indicates that the other direction holds: \( P_X \ll \hat{P}_X \). The condition \( \hat{P}_X \ll P_X \) amounts to \( P_{X_S} \otimes P_{X_{-S}} \ll P_X \) for all \( S \subseteq N \). As discussed extensively in the paper, this condition appears when \( P_X \) coincides with \( P_X \). Recall that the support \( \text{supp}(\mu) \) of a Borel measure \( \mu \) on a metric space is the set of points whose every open neighborhood has a positive measure [60]. Its complement is thus the union of all measure zero open subsets. Hence \( \text{supp}(\mu) \) is automatically closed; and in the case of a separable space such as \( \mathbb{R}^n \), the support can be characterized as the complement of the largest open subset of measure zero.

**Lemma A.7.** One always has \( \text{supp}(P_X) \subseteq \text{supp}(\hat{P}_X) \) and the supports coincide if \( \hat{P}_X \ll P_X \). Moreover, if \( \text{supp}(P_X) = \text{supp}(\hat{P}_X) \), then for any \( \emptyset \neq S \subset N \), they coincide with \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \) and \( \pi_S \text{supp}(P_X) \) where \( \pi_S : \mathbb{R}^n \to \mathbb{R}^{|S|} \) and \( \pi_{-S} : \mathbb{R}^n \to \mathbb{R}^{n-|S|} \) are projections onto coordinates belonging or not belonging to \( S \) respectively.\(^5\)

**Proof.** For any two Borel measures \( \mu \) and \( \nu \) on \( \mathbb{R}^n \), \( \mu \ll \nu \) implies \( \text{supp}(\mu) \subseteq \text{supp}(\nu) \). Thus \( \text{supp}(P_X) \subseteq \text{supp}(\hat{P}_X) \) due to \( P_X \ll \hat{P}_X \); and also \( \hat{P}_X \ll P_X \) implies \( \text{supp}(\hat{P}_X) \subseteq \text{supp}(P_X) \), and hence \( \text{supp}(P_X) = \text{supp}(\hat{P}_X) \). Next, suppose \( \text{supp}(P_X) = \text{supp}(\hat{P}_X) \). These sets should contain \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \) for any \( S \) because \( P_{X_S} \otimes P_{X_{-S}} \ll P_X \). It follows easily from the definition of a measure’s support that \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) = \text{supp}(P_{X_S}) \times \text{supp}(P_{X_{-S}}) \) and \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \supseteq \pi_S \text{supp}(P_X) \). Therefore:

\[
\pi_S \text{supp}(P_X) \times \pi_{-S} \text{supp}(P_X) \subseteq \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \subseteq \text{supp}(\hat{P}_X) = \text{supp}(P_X).
\]

But clearly \( \text{supp}(P_X) \subseteq \pi_S \text{supp}(P_X) \times \pi_{-S} \text{supp}(P_X) \). Consequently, all the subsets appeared above coincide. \( \square \)

The lemma clearly shows that \( \hat{P}_X \ll P_X \) requires the support of \( P_X \) to have a “product structure”.

**Corollary A.2.** If \( \text{supp}(P_X) = \text{supp}(\hat{P}_X) \), then \( \text{supp}(X) = \prod_{i \in N} \pi_i \text{supp}(X) \) where \( \pi_i \) denotes the projection onto the \( i \)-th coordinate. In particular, this holds when \( \hat{P}_X \ll P_X \).

\(^4\)Inspired by this problem, we had raised a question on MathOverflow [42].

\(^5\)Following our convention, ignoring the order of coordinates, a vector \( x \in \mathbb{R}^n \) may be written as \( (x_S, x_{-S}) \), and this is how \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) = \pi_S \text{supp}(P_X) \times \pi_{-S} \text{supp}(P_X) \) should be understood.
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Proof. Follows from fact that \( \text{supp}(P_X) = \pi_S(\text{supp}(P_X)) \times \pi_{-S}(\text{supp}(P_X)) \) for all subsets \( \emptyset \neq S \subset N \) if \( \text{supp}(P_X) = \text{supp}(\tilde{P}_X) \).

The product structure \( \text{supp}(X) = \prod_{i \in N} \pi_i(\text{supp}(X)) \) puts a constraint on the support: Its projections to coordinate axes must be closed, something which does not hold generally for an arbitrary closed subset of \( \mathbb{R}^n \). In terms of the joint probability, the product structure means that the predictors take their values “heterogeneously”. Given numbers \( a_1, \ldots, a_n \), if for every \( \epsilon > 0 \) there is a positive probability of \( X_i \) lying in \( (a_i - \epsilon, a_i + \epsilon) \), then the probability of \( (X_1, \ldots, X_n) \) belonging to any given open neighborhood of \( (a_1, \ldots, a_n) \) is non-zero. In contrast, when the data lies on a “complicated” lower-dimensional submanifold of \( \mathbb{R}^n \), we are in a different regime where \( \tilde{P}_X \ll P_X \) fails. This last assertion is made rigorous below:

**Corollary A.3.** If \( \text{supp}(P_X) \subseteq \mathbb{R}^n \) is not a Cartesian product of \( n \) subsets of \( \mathbb{R} \), then \( \tilde{P}_X \) cannot be absolutely continuous with respect to \( P_X \). In particular, when \( \text{supp}(P_X) \) is connected, the continuity fails unless \( \text{supp}(P_X) \) is a (possibly degenerate or unbounded or both) rectangular cube.

Proof. As established above, \( \tilde{P}_X \ll P_X \) yields the equality \( \text{supp}(X) = \prod_{i \in N} \pi_i(\text{supp}(X)) \), which requires all subsets appearing on the right-hand side to be closed. If the support is connected, each projection \( \pi_i(\text{supp}(X)) \) of it must be a connected subset of \( \mathbb{R} \), i.e., an interval (closed and possibly degenerate). Therefore, \( \text{supp}(X) \) is a product of intervals in that case.

Finally, we discuss the converse implication: Can the continuity of measures be deduced from assumptions about the supports? As a matter of fact, the equality of supports \( \text{supp}(P_X) = \text{supp}(\tilde{P}_X) \) – which as we saw is a necessary condition for \( \tilde{P}_X \ll P_X \), and implies that \( \text{supp}(P_X) \) has a product structure – can yield \( \tilde{P}_X \ll P_X \) if the features are discrete, or admit a density function (with a small caveat, see below).

**Proposition A.3.** The equality of supports \( \text{supp}(P_X) = \text{supp}(\tilde{P}_X) \) implies the continuity of measures \( \tilde{P}_X \ll P_X \) under any of the following assumptions on the predictors:

1. The support of each \( X_i \) is a discrete subset of \( \mathbb{R} \).

2. The joint probability distribution \( P_X \) of \( (X_1, \ldots, X_n) \) admits a density function which is Lebesgue a.e. positive on \( \text{supp}(P_X) \).

Proof. When the closed subset \( \text{supp}(X_i) \) is discrete, the probability of \( X_i \) belonging to a Borel subset of \( \mathbb{R} \) is positive if and only if it intersects \( \text{supp}(X_i) \). The same is true for any random vector \( X_S (S \subseteq N) \) in place of \( X_i \) because \( \text{supp}(X_S) \) (being contained in \( \prod_{i \in S} \text{supp}(X_i) \)) is discrete too. Pick a subset \( \emptyset \neq S \subset N \). It suffices to show \( P_{X_S} \otimes P_{X_{-S}} \ll P_S \); that is, \( P_{X_S} \otimes P_{X_{-S}}(B) = 0 \) for any Borel subset \( B \) of \( \mathbb{R}^n \) with \( P_X(B) = 0 \). As discussed above, \( B \) does not intersect \( \text{supp}(P_X) \). But this subset, according to the lemma, coincides with \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \) because the hypothesis is that \( \text{supp}(P_X) = \text{supp}(\tilde{P}_X) \). So \( B \) cannot intersect \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \) either. This support is discrete as well (being equal to \( \text{supp}(P_{X_S}) \times \text{supp}(P_{X_{-S}}) \)). We deduce that \( P_{X_S} \otimes P_{X_{-S}}(B) = 0 \), as desired.

For the second part, let \( \rho \) be a density for \( P_X \), a Borel measurable function \( \rho : \mathbb{R}^n \rightarrow [0, \infty) \). Fix a subset \( \emptyset \neq S \subset N \). The product measure \( P_{X_S} \otimes P_{X_{-S}} \) admits a density function of form \( x \mapsto \rho_S(x_S) \rho_{-S}(x_{-S}) \) where \( \rho_S(x_S) := \int \rho(x_S, x_{-S}) dx_{-S} \) and \( \rho_{-S}(x_{-S}) := \int \rho(x_S, x_{-S}) dx_S \). When a density exists, the measure of a Borel subset is zero if and only the density vanishes at Lebesgue-almost every point of it. Therefore, to establish \( P_{X_S} \otimes P_{X_{-S}} \ll P_X \), we only need to show that \( P_{X_S} \otimes P_{X_{-S}}(\{x \in \mathbb{R}^n \mid \rho(x) = 0\}) = 0 \), or equivalently, the Lebesgue measure of \( \{x \in \mathbb{R}^n \mid \rho(x) = 0, \rho_S(x_S) \rho_{-S}(x_{-S}) \neq 0\} \) is zero. This subset is contained in the union

\[
\{x \in \text{supp}(P_X) \mid \rho(x) = 0\} \cup \{x \in \mathbb{R}^n \setminus \text{supp}(P_X) \mid \rho_S(x_S) \rho_{-S}(x_{-S}) \neq 0\}.
\]

The first subset is of Lebesgue measure zero due to our assumption. Proving the same for the second one concludes the proof. As argued previously in this proof, \( \text{supp}(P_X) \) coincides with \( \text{supp}(P_{X_S} \otimes P_{X_{-S}}) \).

---

\(^6\)Choosing arbitrary points \( a_i \in \pi_i(\text{supp}(X)) \), due to this product decomposition, each \( \pi_i(\text{supp}(X)) \) is the preimage of the closed subset \( \text{supp}(X) \) under the continuous map \( \mathbb{R} \rightarrow \mathbb{R}^n : t \mapsto (a_1, \ldots, a_{i-1}, t, a_{i+1}, \ldots, a_n) \).
They are both of Lebesgue measure zero in $\mathbb{R}^n$ since subsets $\rho_s \neq 0 \setminus \text{supp}(P_{X_s})$ and $\rho_s \neq 0 \setminus \text{supp}(P_{X_{-s}})$ are of Lebesgue measure zero in the corresponding Euclidean spaces $\mathbb{R}^{[S]}$ and $\mathbb{R}^{n - [S]}$ due to the fact that $\rho_s$ and $\rho_{-s}$ are respectively density functions for probability measures $P_{X_s}$ on $\mathbb{R}^{[S]}$ and $P_{X_{-s}}$ on $\mathbb{R}^{n - [S]}$.

**Example A.1.** We provide an example to show that the condition from the second part of theorem above on the values that the density function assumes on the support is necessary. Let $\rho_{\text{supp}}(\mathbb{R}^n \setminus \text{supp}(P_X)) = 0$. Hence, by the linearity of $\rho_{\text{supp}}$, we obtain $\rho_{\text{supp}}(\mathbb{R}^n)$.

**Proof.** By the two-step formulation definition and linearity of game values we obtain $h(X_1, X_2) = h(X_1, X_2)$.

$\tilde{P}(t) := \begin{cases} 1 & \text{if } t \in [0, 1] \setminus C, \\ 1 - \alpha & \text{if } t \in C. \end{cases}$

This density of $P_{X_1 \otimes X_2}$ is positive at every point of $[0, 1]^2$ which yields $\text{supp}(P_{X_1 \otimes X_2}) = [0, 1]^2$, and $P_{X_1 \otimes X_2}(C^2) > 0$ because the two-dimensional Lebesgue measure of $C^2$ is positive. Consequently, continuous probability distributions $P_X$ and $\tilde{P}_X = \frac{1}{2} \left( P_X + P_{X_1} \otimes X_2 \right)$ have the same support $[0, 1]^2$ while $\tilde{P}_X$ due to the fact that $P_X(C^2) = 0 < \tilde{P}_X(C^2)$.

### A.8 Coalitional values with two-step formulation

#### A.8.1 Canonical representation of coalition values with two-step formulation

**Lemma A.8.** Let $g$ be a coalitional value with a two-step formulation with $h^{(1)}$, $h^{(2)}$ and the intermediate game $\hat{v}_T(N, v, P)$ as in Definition 4.7 and suppose that $g_1(\{1\}, \tilde{u}, \{\{1\}\}) \neq 0$. Then $g$ satisfies (SIP) if and only if there exists a unique constant $\alpha_*$ and unique game values $h^{(1)}$, $h^{(2)}$ independent of $\hat{v}_T$ such that

$$g_i[N, v, P] = \alpha_* h^{(2)}_i[S_j, u(j)], \quad v(\mathbf{T}) = h^{(1)}_{i\mathbf{T}}[M, \hat{v}_T], \quad i \in S_j,$$

where $h^{(1)}_{i\mathbf{T}}(1, v) = v(1)$ and $h^{(2)}$ satisfies (SEP). As a consequence, we have

$$g[N, v, \tilde{N}] = \alpha_* h^{(1)}[N, v], \quad g[N, v, \{N\}] = \alpha_* h^{(2)}[N, v].$$

**Proof.** By the two-step formulation definition and linearity of game values we obtain

$$g_i(\{i\}, \tilde{u}, \{\{i\}\}) = h^{(1)}_i(\{i\}, \tilde{u}) h^{(2)}_{i\mathbf{T}}(\{i\}, \tilde{u}), \quad i \in N.$$

Suppose $g$ satisfies (A.9). Then from (A.25) it follows that $h^{(k)}_i(\{i\}, u) = 0$, $k \in \{1, 2\}$. Then, this allows us to define

$$\alpha_* = h^{(1)}_i(\{1\}, \tilde{u}) h^{(2)}_{i\mathbf{T}}(\{1\}, \tilde{u}), \quad h^{(k)}_i = \frac{h^{(k)}_i(\{1\}, \tilde{u})}{h^{(1)}_i(\{1\}, \tilde{u})}, \quad k \in \{1, 2\}.$$
Note that by construction \( h^{(1)}_{\ast} \{1\}, v = v(1) \). Furthermore, by (A.9) and (A.25) we have \( h_{\ast}^{(2)}[\{i\}, \hat{u}] = h_{\ast}^{(1)}[\{1\}, \hat{u}] \) and hence \( h^{(2)}_{\ast} \) satisfies (SEP). Finally, the uniqueness of the representation and the independence of \( h^{(k)}_{\ast} \) from \( \hat{v}_T \) is a consequence of Lemma 4.4.

Conversely, suppose there exist \( \alpha_{\ast} \neq 0 \) and game values \( h^{(1)}_{\ast}, h^{(2)}_{\ast} \) such that (A.23) holds where \( h^{(1)}_{\ast}[\{1\}, v] = v(1) \) and \( h^{(2)}_{\ast} \) satisfies (SEP). Then, the two-step formulation implies \( g_i[\{i\}, \hat{u}, \{\{i\}\}] = \alpha_{\ast} \) which gives (SIP).

Remark A.1. The lemma above implies that if \( g \) has a representation (A.23), one can choose two game values \( h^{(1)} \), \( h^{(2)} \) in the two-step formulation of \( g \), by absorbing \( \alpha_{\ast} \) either in \( h^{(1)}_{\ast} \), or in \( h^{(2)}_{\ast} \), or split between the two games. If we absorb \( \alpha_{\ast} \) in \( h^{(1)} \), i.e., \( h^{(1)} = \alpha_{\ast} h^{(1)}_{\ast} \) and \( h^{(2)} = h^{(2)}_{\ast} \) then, according to Lemma 4.4, \( g \) for singletons is equal to \( h^{(1)} \). Alternatively, if we absorb \( \alpha_{\ast} \) in \( h^{(2)} \), i.e., \( h^{(1)} = h^{(1)}_{\ast} \) and \( h^{(2)} = \alpha_{\ast} h^{(2)}_{\ast} \), then \( g \) for the grand coalition is equal to \( h^{(2)} \).

Lemma A.9. Let \( g \) be a coalitional value with a two-step formulation with \( h^{(1)} \), \( h^{(2)} \) as in Definition 4.7. Suppose that \( h^{(2)} \) satisfies (SEP). Then:

(i) if \( h^{(2)} \) satisfies (EP) then \( g \) satisfies (QP).

(ii) If \( g \) satisfies (EP) then \( g \) satisfies (QP).

(iii) If \( g \) satisfies (QP) then

\[
\sum_{i \in S_j} h^{(2)}_{\ast}[S_j, v^{(j)}] = g_j[M, v^P, M] = h^{(1)}_{\ast}[M, v^P] = v^{(j)}(S_j), \quad j \in M.
\]

Proof. The results (i)-(iii) follow from Lemma 4.4 and Lemma A.10.

Lemma A.10. Let \( g \) be a coalitional value with a two-step formulation with \( h^{(1)} \), \( h^{(2)} \) as in Definition 4.7.

(i) Suppose \( h^{(1)} \) and \( h^{(2)} \) satisfy (EP). Then \( g \) satisfies (EP).

(ii) Suppose \( g \) satisfies (EP). If either \( h^{(1)} \) or \( h^{(2)} \) satisfies (SEP), then \( h^{(1)} \), \( h^{(2)} \) satisfy (EP).

Proof. Let \( \{v^{(j)}\}_{j=1}^M \) be as in Definition 4.7. Suppose that \( h^{(1)}, h^{(2)} \) are efficient, then we have

\[
\sum_{i \in N} g[N, v, P] = \sum_{j \in M} \sum_{i \in S_j} h^{(2)}_{\ast}[S_j, v^{(j)}] = \sum_{j \in M} v^{(j)}(S_j) = \sum_{j \in M} h^{(1)}_{\ast}[M, v^P] = v^P(M) = v(N),
\]

where we used the property \( \hat{v}_{S_j} = v^P \) hence (i). Part (ii) follows from Lemma 4.4 and the efficiency of \( g \).
where \( C \) denotes a generic constant (the last one can be expressed in terms of the one before as \( 2^{\lvert S_j \rvert} C \)).

Now substituting the cooperative game \( v^{\text{ME}}(\cdot; X, f - f_0) \) for \( v \) in the last inequality implies part (i).

In the case of (ii), one has

\[
|\tilde{v}_T(R)| \leq |v^P(R)| + m\left( |v(T)| + |v^P(\{j\})| \right) = |v(Q)| + m\left( |v(T)| + |v(S_j)| \right).
\]

Combining with (A.26) yields

\[
|g_i[N, v, P]| \leq C \left( \sum_{R \subseteq M} |v(Q)| + \sum_{T \subseteq S_j} |v(T)| \right)
\]

for a suitable \( C \). Plugging the cooperative game \( v^{\text{ME}}(\cdot; X, f - f_0) \) for \( v \) then implies part (ii).

**Proof of Corollary 4.2.** Notice that \( Q \) is a union of \( S_r \)'s (i.e. \( Q = \bigcup_{r \in R} S_r \)). So the independence of \( X_{S_1}, \ldots, X_{S_m} \) implies that in the inequalities appearing in Proposition 4.4 \( P_{X_Q} \otimes P_{X_{-Q}} \) can be replaced with \( \bigotimes_{r \in M} P_{X_{S_r}} = P_X \) while, in part (i) of the lemma where \( Q \cap T = \emptyset, P_{X_{Q \cup T}} \otimes P_{X_{-(Q \cup T)}} \) is the same as \( P_{X_T} \otimes P_{X_{-T}} \). Substituting in those inequalities yields the first inequality in Corollary 4.2. To obtain the second assertion, notice that if predictors \( X_{S_j} \) are independent, then for any \( T \subseteq S_j \):

\[
P_{X_T} \otimes P_{X_{-T}} = P_{X_T} \otimes P_{X_{S_j-T} \cup X_{-S_j}} = P_{X_{S_j}} \otimes P_{X_{-S_j}} = P_X.
\]

The same is true when \( S_j \) is a singleton as then \( P_{X_T} \otimes P_{X_{-T}} \) from above coincides with \( P_{X_{S_j}} \otimes P_{X_{-S_j}} = P_X \) because \( T = \emptyset \) or \( S_j \). Finally, if \( h^{(2)} \) is efficient and \( S_j = \{i\}, g \) satisfies the quotient game property by Lemma A.9(i), and then Proposition 4.5 implies that

\[
\tilde{g}_i(X; v^{\text{ME}} P, f) = \tilde{g}_{S_j}(X; v^{\text{ME}} P, f) = \tilde{g}_{S_j}(X; v^{\text{CE}} P, f) = \tilde{g}_i(X; v^{\text{CE}} P, f)
\]

where we have used \( S_j = \{i\} \). But due to the two-step formulation:

\[
\tilde{g}_i(X; v^{\text{CE}} P, f) = g_i(X; v^{\text{CE}} P, f - f_0) = h^{(1)}_j[M, v^{\text{CE}} P(\cdot; X, f - f_0)]
\]

which admits the Lipschitz constant 1 due to Lemma 4.1(iii). \( \square \)

## B Maximal information coefficient

### B.1 MIC\(_e\) statistic

**Definition B.1 (Reshef et al. [65]).** Let \( D_n \) be a dataset drawn from \((X, Y)\), with \(|D_n| = n\). Let \( B(n) \) be a tuning function that tends to \( \infty \) as \( n \to \infty \). Then

\[
\text{MIC}_e(D_n; B(n)) := \max_{k < B(n)} \left\{ \frac{1_{\{k < \ell\}} I^*(D_n, k, [\ell]) + 1_{\{k \geq \ell\}} I^*(D_n, [k], \ell)}{\log(\min\{k, \ell\})} \right\},
\]

where \( I^*(D_n, k, [\ell]) = \max_{G \in G(k, [\ell])} (X, Y)|_G \) and \( G(k, [\ell]) \) is the set of \( k \)-by-\( l \) grids whose \( y \)-axis partition is an equipartition of size \( l \).

Reshef et al. [65, Corollary 26] establishes that \( \text{MIC}_e \) is a consistent estimator of \( \text{MIC}_e \) provided that \( \omega(1) < B(n) \leq O(n^{1-\epsilon}) \) for some \( \epsilon \in (0, 1) \). Furthermore, Reshef et al. [65, Theorem 28] shows that \( \text{MIC}_e \) can be computed in time \( O(n + n^{5(1-\epsilon)/2}) \) when \( B(n) = O(n^{1-\epsilon}) \), which in turn implies the following.

**Corollary B.1 (Reshef et al. [65]).** \( \text{MIC}_e \) can be estimated consistently in linear time.
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Figure 14: Variable hierarchical clustering for the model (B.1). The dotted vertical line is based on a dissimilarity threshold; the predictors that have remained together on the left of it end up in same groups.
Figure 15: Scatter plots showing the dependencies in the distribution of (B.1).
B.2 Example of variable hierarchical clustering based on MIC

In this section we perform variable clustering using MIC and compare it with that based on the correlation for the model:

\[ X_0 \sim Unif(-4\pi, 4\pi), \quad X_1 = X_0^2 + \epsilon_1, \quad X_2 = \sin(X_0) + \epsilon_2, \quad X_3 = 0.5X_0 + \epsilon_3, \]
\[ X_4 \sim Unif(0, 10), \quad X_5 = 2\cos(\theta) + \epsilon_5, \quad X_6 = 2\sin(\theta) + \epsilon_6, \]  
\[(B.1)\]

where \[ \epsilon_1 \sim \mathcal{N}(0, 1), \epsilon_2 \sim \mathcal{N}(0, \frac{1}{4}), \epsilon_3 \sim \mathcal{N}(0, \frac{1}{4}), \epsilon_5 \sim \mathcal{N}(0, \frac{1}{40}), \epsilon_6 \sim \mathcal{N}(0, \frac{1}{40}), \theta \sim Unif(0, 2\pi). \]

By construction, there are three independent groups of variables in the model (B.1)

\[ X_{S_1} = (X_0, X_1, X_2, X_3), \quad X_{S_2} = X_4, \quad X_{S_3} = (X_5, X_6), \]  
\[(B.2)\]
such that within each group the variables have strong dependencies. Figure 15 displays scatter plots of \(10^4\) samples of paired variables from the joint distribution (B.1) that visually confirms the grouping (B.2).

Figure 14a displays a dendrogram generated by the MIC\(_e\)-based dissimilarity measure, whose geometry is in accordance with our intuition on how predictors should be grouped with each other based on their dependencies and the accompanying noise level. Using the dendrogram as a guide, setting the dissimilarity threshold \(\alpha = 0.7 \geq 1 - \text{MIC\(_e\)}\), we conclude that the variables are partitioned into groups \(P_{\text{MIC\(_e\)}=0.7} = \{S_1, S_2, S_3\}\) with \(S_i\) given by (B.2), which coincides with the built-in grouping.

In contrast, according to the dendrogram on Figure 14b, the correlation-based clustering fails to capture non-linear dependencies as it ignores the sine functional dependence and captures weak dependencies between \(X_5\) and \(X_6\) that form a noisy circle, placing them in different clusters. Setting the dissimilarity threshold \(\alpha = 0.7 \geq 1 - |\rho|\) with \(\rho\) the Pearson correlation, we obtain \(P_{\alpha=0.7} = \{\{0, 3\}, \{1\}, \{2\}, \{4\}, \{5\}, \{6\}\}\), which is drastically different from the designed grouping (B.2).

C Explainers with coalition structure under partition tree

C.1 Values with levels structure and games with hierarchy

Earlier in the text we explored predictor explanations based on values with coalition structure, which is constructed in our work by partitioning features based on dependencies. However, having just one set of
coalitions may not adequately express the varying degree of predictor dependencies. In that case, a nested sequence of partitions could be used to further encode information about the level of dependencies in the joint distribution.

For example, suppose a model has four predictors \(\{X_1, X_2, X_3, X_4\}\), where the first three are strongly dependent and jointly independent of \(X_4\). The high-level partition can be defined as \(P_1 = \{\{1, 2, 3\}, \{4\}\}\). Suppose that \(X_1\) and \(X_2\) are strong proxies of each other, but \(X_3\) is not. Then \(P_2 = \{\{1, 2\}, \{3\}, \{4\}\}\) may be set as a refinement of \(P_1\), making the sequence \(\{P_1, P_2\}\) capture further details of the dependencies.

More generally, a “levels structure” on \(N = \{1, 2, \ldots, n\}\) is defined to be a finite sequence of partitions \(\mathcal{L} = \{P_1, P_2, \ldots, P_l\}\) where \(P_{k+1}\) is a refinement of \(P_k\), that is, if \(S \in P_{k+1}\), then \(S \subseteq T\) for some \(T \in P_k\). The article of Winter [85] generalizes values with coalition structure to those with levels structures. Given the set \(\mathcal{L}\) of all levels structures on \(N\) and any collection \(\mathcal{G}\) of games on \(N\), [85] defines a value on \(\mathcal{G}\) with a levels structure from \(\mathcal{L} \in \mathcal{L}\) as an operator \(u : \mathcal{G} \times \mathcal{L} \mapsto \mathbb{R}^n\) which assigns a payoff vector \(u[N, v, \mathcal{L}] \in \mathbb{R}^n\) to any pair \((v, \mathcal{L})\) of a game \(v \in \mathcal{G}\) and levels structure \(\mathcal{L} \in \mathcal{L}\).

In particular, [85] generalizes the Owen value [56] to a value with levels structure, called the Winter value. The derivation is axiomatic, that is, the Winter value is shown to be the only value with levels structure that is efficient, additive, coalitionally symmetric and symmetric within coalitions. In the case of a one-level partition, it reduces to the Owen value. By replacing additivity with marginality (meaning, the value explicitly depends on the terms \(v(S \cup \{i\}) - v(S)\) for \(S \subseteq N \setminus \{i\}\)), the work of Khmelnitskaya and Yanovskaya [43] shows that the Winter value is again the only value with those properties.

In some applications, besides the payoffs of each player in \(N\), one may be interested in evaluating payoffs of each partition’s element in the levels structure \(\mathcal{L} = \{P_0, P_1, P_2, \ldots, P_l\}\), where \(P_0 = \{N\}\) is the grand coalition. \(\mathcal{L}\) naturally induces a partition tree of depth up to \(n - 1\), where each node corresponds to an element from one of the partitions in the levels structure, and where the subtree height determines the hierarchy level. Assigning a game to each non-terminal node in the tree (played on the set of the node’s children) yields games with hierarchy induced by the tree; see [4]. The payoff in each node is then obtained by computing the game value based on the game associated with the node’s parent.

Let us point out the differences between values with levels structure and games with hierarchy. The former defines a solution concept (an operator) that provides a payoff for each player given a levels structure. Since a partition tree defines a levels structure, the value with a levels structure can trivially assign payoffs to every node. This can be done, for instance, via summations across each partition or using quotient games. The latter requires an explicit a priori assignment of games to every node and typically the same game value is applied to these games. The two concepts are clearly related but not equivalent. 7

Games with hierarchy have found numerous applications in the ML explainability literature. It is relatively easy to set them up by using subgames, games obtained by restricting a fixed game to a subset of players. For example, a setup like this is used in [79] which proposes hierarchical explanations of images using an appropriate base game. In this context the pixels are the players and a levels structure is given by a 4-partition tree, which splits every node (the portion of the image) into four parts. A subgame is obtained at each node by restricting the base game [79] to the portion of the image associated with that node. Other works on this include text classification explanations [16] as well as explanations of neural networks [72] and the article on explanations of structured data [18]. Finally, the PartitionExplainer 8 is an algorithm that provides values with binary levels structure (using, for example, the marginal game as the utility when explaining a tree-based model), but the lack of documentation precludes us from concluding that the values are generalized Owen values.

Although setting up games with hierarchies via subgames is easy, the coalitions in that case are isolated, meaning they lack communication in the sense discussed by [58]. In fact, this setup, in cohort with the Shapley value, leads to a generalization of the Aumann-Dréze (AD) value [8] where each player’s payoff is

---

7A coalesial value with levels structure naturally induces games with a hierarchy, and vice versa, given games with hierarchy, applying a game value to the parent of every terminal node yields a coalesial value with levels structure. However, in the latter case, the games at every node can be unrelated to the games in the children or the parent, while this is clearly not the case for a value with a levels structure.

8The online documentation states that these values are recursive Owen values for binary trees. Our own analysis indicates that the values are in fact recursive two-step Shapley, not Owen values.
obtained by computing the Shapley value of the subgame restricted to the coalition in the partition. To allow for communication between coalitions, which may be crucial in some applications (such as ours), it is necessary to avoid subgames. In this case, initialization of each node in the partition tree with a game might be algorithmically complex, so values with levels structures can be utilized because they naturally induce games with hierarchy.

The game-theoretic approach [85, 62, 4] to the design of values with levels structures is usually axiomatic. For this reason, in what follows, we design such values via direct recursive construction. Specifically, we show how to naturally generalize a two-step representation model (cf. Definition 4.7) for coalitional values to values with levels structures. This process produces both values with levels structures and games with hierarchies that are produced recursively via the use of the intermediate game. To the best of our knowledge a theoretical construction of such recursively-defined concept solutions has not been done before. It can be shown that the recursive Owen value obtained in such a way is in fact the Winter value, which follows from [43, Theorem 2].

The family of recursive coalitional values, which we introduce shortly, may be utilized to construct hierarchical group explainers based on predictor dependencies. Given a dependency-based levels structure induced by a parameterized partition tree, we evaluate games and their values recursively at every node in the tree. Then, for a given cross-section of the tree at height $\alpha \geq 0$ we define a group explainer associated with the partition induced by the cross-section (for example, see Figures 14 and 16). This procedure yields a generalization of trivial explainers based on coalitional values introduced earlier. By requiring the two game values $h^{(1)}$ and $h^{(2)}$ in the two-step formulation to be efficient, we show that a recursive value satisfies an additive flow property across the partition tree.

### C.2 Notation and assumptions for the partition tree

A partition tree is a parameterized coalescent tree (not necessarily binary); see Figure 16 and dendrograms in Figure 14. The leaves at the bottom of the tree, at the zero level, correspond to singletons; every time branches coalesce, this gives rise to a larger group via merging with the others. This defines a sequence of partitions corresponding to each coalescence. The height of each node in the tree can be thought of as the strength of some underlying relationship (e.g. dependency, meaning, or a combination of both) in the group corresponding to the leaves of the corresponding subtree. In Figure 16, for example, the sequence of nested partitions dictated by the order of coalescence is given by $\{\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{6\}, \{7\}\}, \{\{1, 2\}, \{3\}, \{4\}, \{5\}, \{6\}, \{7\}\}, \{\{1, 2, 3, 4, 5\}, \{6\}, \{7\}\}$; for details, see Section C.2. For the sake of the exposition, we work with partition trees of height one. Finally, we note that binary coalescent trees are common for modeling of a genealogical relationship in a population of constant size; see [44], [83].

In this subsection, we generalize the concept of two-step formulation from §4.3 to recursive game values which incorporate a given partition tree and then use them to design corresponding group explainers. It is worth noting that the recursive values we design utilize only the combinatorics of the partition tree, while the group explainers (our main objective) rely on the parametrization of the tree.

We adapt the following conventions:

* We denote the nodes (both terminal and non-terminal) of the tree by $\mathcal{V} = \{n_0, n_1, \ldots, n_R\}$ with $n_0$ being the root.

* For $\nu \in \mathcal{V}$, let $T(\nu)$ be a subtree with the root node $\nu$ and let $\ell(\nu)$ denote the collection of leaves (terminal nodes) of $T(\nu)$, i.e. the final descendants of $\nu$.

* The parent of each node $\nu$, except the root, is denoted by $p(\nu)$ while the collection of its children is denoted by $c(\nu)$. If $\nu$ is not a leaf we assume that $|c(\nu)| > 1$.

In our setup, the partition tree is equipped with a height $h$ that measures the height of each node $\nu$ (or, equivalently, the height of the subtree $T(\nu)$) and that satisfies

* The values of $h$ are in $[0, 1]$; and $h(n_0) = 1$ at the root while $h(\nu) = 0$ if $\nu$ is a leaf (i.e. if $\nu \in \ell(n_0)$).
• The heights of the children of a non-terminal node $\nu$ are smaller than the height of $\nu$; that is $h(\xi) < h(\nu)$ for any $\xi \in c(\nu)$. Another technical requirement is that the heights of all non-terminal nodes are distinct (see Remark C.1).

**Remark C.1.** The requirement for the heights to be distinct uniquely determines a sequence of nested partitions which corresponds to the order in which branches coalesce. Once this requirement is dropped, the sequence of nested partitions is no longer uniquely defined. In principle, however, this requirement can be dropped. In this case, if several nodes are at the same height one has to manually assign the order of coalescence associated with these nodes.

**Remark C.2.** Examples of parameterized trees have come up before in §5: Given a a suitable normalized dissimilarity measure, dendrograms obtained from hierarchical clustering can be thought of as parameterized binary trees. In practice, dendrograms constructed using the dissimilarity measure $1 - \text{MIC}_n$, the heights associated with non-terminal nodes are always distinct except some degenerate cases. Thus, a dendrogram can be viewed as a binary coalescent tree.

To relate trees to the machine learning setting, let us denote the predictors by $X_1, \ldots, X_n$ as before. We shall focus on trees $T$ in which every node corresponds to a partition of a subset of predictors with its children (if any) corresponding to a partition of a set belonging to that former partition. The root corresponds to the partition $\{\{X_1, \ldots, X_n\}\}$ determined by the grand coalition while at each leaf we have the unique partition of some $\{X_i\}$ which may be identified with the predictor $X_i$ (or with $i \in N$). We assume that $T$ has $n$ leaves and there is a bijective enumeration map $\pi : N \to \ell(n_0)$ such that predictor $X_i$ (or index $i \in N$) corresponds to the leaf $\pi(i)$.

• For a node $\nu$, $S(\nu) := \pi^{-1}(\ell(\nu))$ is the set of predictors appearing as the leaves of the rooted subtree $T(\nu)$ emanating from $\nu$. Assuming that $\nu$ is non-terminal, the partition of $S(\nu)$ determined at $\nu$ is
  \[ \mathcal{P}(\nu) := \{S(\xi) : \xi \in c(\nu)\}. \]

Finally, recalling that $T$ is equipped with a height $h$:

• For any $\alpha \in [0, 1]$, we define the collection of nodes $N(\alpha)$ immediately below the cross-section of the tree at the height $\alpha$ as follows: $N(0) = \ell(n_0)$ and for $\alpha \in (0, 1]$ we set
  \[ N(\alpha) = \{\nu : h(\nu) < \alpha \leq h(p(\nu))\}. \]

Finally, for $\alpha > 1$ we set $N(\alpha) = \{n_0\}$. Thus, each $\alpha \in [0, \infty)$ defines a partition $\mathcal{P}_\alpha$ given by
  \[ \mathcal{P}_\alpha = \{S(\nu)\}_{\nu \in N(\alpha)}, \]

where $\alpha \mapsto \mathcal{P}_\alpha$ is a left-continuous partition map which represents the partition tree and gives rise to a nested sequence of partitions starting at singletons $\{N\}$ and terminating at the grand coalition $\{N\}$ containing one element.

Notice that by identifying the set of predictors with $N = \{1, \ldots, n\}$, one can work with all the concepts defined so far in the context of nested partitions of a finite set $N$. In §C.3, we define recursive game values that are defined based on a game $(N, v)$ and the underlying combinatorial graph of the partition tree $T$ whose leaves are in bijection with elements of $N$. Following the same procedure as before, these game values can then be utilized to construct group explainers associated with a parameterized tree partitioning the predictors. This is the content of §C.3.1.

**C.3 Game values under partition tree**

Given a coalitional game value $g$ with two-step formulation along with a cooperative game $(N, v)$ and a tree $T$ partitioning $N$, here, we shall generalize the two-step formulation by defining numbers $\hat{g}^{(\nu)}[N, v, T], \nu$ being a node of $T$, based on all this information. Let us first state the hypotheses we assume for $g$ and $T$:
(H1) $g$ has a two-step formulation with $h^{(1)}, h^{(2)}$ and intermediate games $\hat{v}_T$ as in Definition 4.7, where $h^{(1)}$ and $h^{(2)}$ are linear, $h^{(1)}$ is symmetric, and $h^{(2)}$ satisfies (SEP).

(H2) As in §C.2, $\mathcal{T}$ corresponds to a family of nested partitions of $N$ with its leaves in bijection with elements of $N$ via $\pi : N \to \ell(n_0)$. We further consider enumeration maps for each non-terminal node $\nu_*$: Suppose that $\nu_*$ has $m$ children, $c(\nu_*) = \{n_{r_j}\}_{j=1}^m$, with some arbitrary enumeration encoded by the bijective map $\bar{\pi}_{\nu_*} : M_{\nu_*} = \{1, 2, \ldots, m\} \to c(\nu_*)$ such that $n_{r_j} = \bar{\pi}_{\nu_*}(j)$. Following the notation introduced in §C.2, the partition $\mathcal{P}(\nu_*)$ of $S(\nu_*) \subseteq N$ is given by $\{S(n_{r_1}), S(n_{r_2}), \ldots, S(n_{r_m})\}$.

Remark C.3. Above, we assumed that $g$ comes with a two-step formulation in which $h^{(2)}$ satisfies (SEP). The logic of this assumption shall be explained shortly. However, in view of Lemma A.8 and Remark A.1, if $g$ satisfies (SIP) and $g_1[\{1\}, \bar{u}, \{\{1\}\}] \neq 0$, then there is a unique two-step formulation with such a property.

With these conventions in mind, the definition of values $\hat{g}^{(\nu)}[N, v, \mathcal{T}]$ below utilizes certain games assigned to nodes of $\mathcal{T}$. Starting from $v$ itself assigned to the root, such games are defined inductively, and, in the vein of Definition 4.7, with the help of intermediate games. To elaborate, as in (H2), consider a node $\nu_*$. The game $v^{(\nu_*)}$ is played on the subset $S(\nu_*)$ of $N$ for which the tree structure provides a partition $\mathcal{P}(\nu_*) = \{S(n_{r_1}), S(n_{r_2}), \ldots, S(n_{r_m})\}$. The game $v^{(n_{r_j})}$ corresponding to a child $n_{r_j}$ of $\nu_*$ is defined as

$$v^{(n_{r_j})}(T) := h^{(1)}_j[M_{\nu_*}, \hat{v}_T], \quad T \subseteq S(n_{r_j}),$$

where

$$\hat{v}_T = \hat{v}_T \left( S(\nu_*), v^{(\nu_*)}, \mathcal{P}(\nu_*) \right), \quad T \subseteq S(n_{r_j}), \ j \in \{1, \ldots, r\},$$

are intermediate games (as appear in the two-step formulation of $g$) played on $M_{\nu_*}$.

Definition C.1. With conventions from (H1) and (H2), let $g$ be a coalitional value, $(N, v)$ a cooperative game and $\mathcal{T}$ a partition tree for $N$. For each node $\nu$ of $\mathcal{T}$, let $(S(\nu), v^{(\nu)})$ be the game assigned to $\nu$ via the inductive construction described before this definition. In what follows, we define the recursive values $\hat{g}^{(\nu)}[N, v, \mathcal{T}]$ where $\nu$ is a node of $\mathcal{T}$. If $\nu$ is the root node $n_0$, we set $\hat{g}^{(n_0)}[N, v, \mathcal{T}] = v(N)$. Next, given a non-terminal node $\nu_*$, for a child $\nu \in c(\nu_*)$, we set

$$\hat{g}^{(\nu)}[N, v, \mathcal{T}] := \begin{cases} v^{(\nu)}(S(\nu)) = h^{(1)}_j[M_{\nu_*}, (v^{(\nu_*)})^{\mathcal{P}(\nu_*)}], \ j = \bar{\pi}_{\nu_*}^{-1}(\nu), \text{ if } \nu_* = n_0 \text{ or } c(\nu_*) \neq \ell(\nu_*); \cr h^{(2)}_i[S(\nu_*), v^{(\nu*)}], \ i = \pi^{-1}(\nu), \text{ otherwise.} \end{cases} \tag{C.1}$$

In addition, coalitional values under the partition tree $\mathcal{T}$ are defined to be

$$u_i[N, v, \mathcal{T}, g] = \hat{g}^{(\pi(i))}[N, v, \mathcal{T}], \quad i \in N;$$

which are the recursive values corresponding to leaves of $\mathcal{T}$.

Remark C.4. Let us elaborate on the conditioning in (C.1). The equality on the first line of (C.1) follows from property (ii) in Definition 4.7. Furthermore, $h^{(1)}_j[M_{\nu_*}, (v^{(\nu_*)})^{\mathcal{P}(\nu_*)}]$ is equal to $g_j[M_{\nu_*}, (v^{(\nu_*)})^{\mathcal{P}(\nu_*)}, M_{\nu_*}]$ due to the fact that, per (H1), $h^{(2)}$ satisfies (SEP). Consequently, if the parent $\nu_*$ of $\nu$ satisfies $\nu_* = n_0$ or $c(\nu_*) \neq \ell(\nu_*):

$$\hat{g}^{(\nu)}[N, v, \mathcal{T}] = g_j[M_{\nu_*}, (v^{(\nu_*)})^{\mathcal{P}(\nu_*)}, M_{\nu_*}], \ j = \bar{\pi}_{\nu_*}^{-1}(\nu).$$

All nodes $\nu$ satisfy one of the former conditions except those leaves whose all siblings are leaves too and are not adjacent to the root. The recursive value is defined via the second line of (C.1) in such a situation.

Remark C.5. To see how the definition above generalizes the two-step formulation, suppose the depth of $\mathcal{T}$ does not exceed two. The combinatorial graph of such a tree can be recovered uniquely from the partition $\mathcal{P}(n_0)$ of $N$; see Figure 17. To elaborate, here the root corresponds to $N$ with members of the partition as its children (which can be indexed by $M_{n_0}$). A child of the root is a leaf if it represents a
singleton. Otherwise, its children are all leaves and correspond to the elements of that member of $\mathcal{P}(n_0)$. Now let $\nu \in T$ be a leaf corresponding to an element $i \in N$ and $\nu_*$ its parent. If $\nu_* \neq n_0$, then $\nu^{(\nu_*)}$ is the game $T \mapsto h^{(1)}(M_{n_0}, v^T(N, v^{(n_0)} = v, \mathcal{P}(n_0)))$ where $k = \pi^{-1}_{n_0}(\nu_*)$; thus

$$u_i[N, v, T, g] = \hat{g}^{(\nu)}[N, v, T] = h^{(2)}_i[S(\nu_*), v^{(\nu_*)}] = g_i[N, v, \mathcal{P}(n_0)].$$

Alternatively, when the leaf $\nu$ is adjacent to the root, (C.1) yields $u_i[N, v, T, g] = h^{(1)}_i[M_{n_0}, v^{\mathcal{P}(n_0)}]$. The reader can easily check that this coincides with $g_i[N, v, \mathcal{P}(n_0)]$ since $h^{(2)}$ satisfies (SEP) and $\{i\} \in \mathcal{P}(n_0)$. We conclude that if $T$ is of depth at most two, then

$$u_i[N, v, T, g] = g_i[N, v, \mathcal{P}(n_0)].$$

The next result establishes a generalization of the quotient game property (QP).

**Lemma C.1 (additive flow).** Let $g$ be a coalitional value, $T$ a partition tree, and (H1), (H2) hold. Let $\hat{g}[N, v, T]$ be defined by (C.1). Suppose $g$ satisfies (EP). Then for each internal node $\nu_*$ of $T$ one has

$$\sum_{\nu \in \ell(\nu_*)} \hat{g}^{(\nu)}[N, v, T] = \hat{g}^{(\nu_*)}[N, v, T].$$

**Proof.** Since $g$ is efficient, (H1) together with Lemma A.10(ii) imply $h^{(1)}$ and $h^{(2)}$ are efficient. Suppose $\nu_* \neq n_0$ and $c(\nu_*) = \ell(\nu_*)$. By efficiency of $h^{(2)}$ and (C.1) we then have

$$\sum_{\nu \in \ell(\nu_*)} \hat{g}^{(\nu)}[N, v, T] = \sum_{\nu \in \ell(\nu_*)} h^{(2)}_{\pi^{-1}(\nu_*)}[S(\nu_*), v^{(\nu_*)}] = v^{(\nu_*)}(S(\nu_*)) = \hat{g}^{(\nu_*)}[N, v, T].$$

Now suppose otherwise. By the efficiency of $h^{(1)}$ and (C.1) we then have

$$\sum_{\nu \in \ell(\nu_*)} \hat{g}^{(\nu)}[N, v, T] = \sum_{\nu \in \ell(\nu_*)} h^{(1)}_{\pi^{-1}(\nu_*)}[M_{\nu_*}, v^{(\nu_*)}]\mathcal{P}(\nu_*)]$$

$$= (v^{(\nu_*)})\mathcal{P}(\nu_*)[M_{\nu_*}, v^{(\nu_*)}] = \hat{g}^{(\nu_*)}[N, v, T].$$

Just like before, the construction can be extended to non-cooperative games as well.

![Figure 17: Different trees of depth at most two illustrating different partitions of {1, 2, 3, 4}; see Remark C.5.](image_url)
Definition C.2. Let $g$ be a coalitional value with its centered extension $\bar{g}$ as described in Lemma 4.3. Let
\[
\hat{g}[N, v, T] := \left(\hat{g}^{(v)}[N, v, T]\right)_{v \in V}
\]
be recursive values based on some partition tree $T$, and suppose (H1), (H2) hold. Let $u$ denote the unit, non-cooperative game. For non-cooperative games, we define the centered extension of $\bar{g}$ of $\hat{g}$ along with extensions $\bar{u}_i$ of $u_i$ as
\[
\hat{g}[N, v, T] = \hat{g}[N, v - \varnothing u, T] \quad \text{and} \quad \bar{u}_i[N, v, T, g] = \hat{g}^{(\pi(i))}[N, v, T].
\]

C.3.1 Group explainers under partition tree

We shall apply the game-theoretic machinery developed in §C.3 to construct new group explainers for a machine learning model $f$ with predictors $X = (X_1, \ldots, X_n)$. Let $T$ be a parameterized tree whose leaves are in bijection with the set of predictors $\{X_1, \ldots, X_n\}$. The goal is to introduce a collection of group explainers parameterized by the height $\alpha \in [0, 1]$. As in §C.2, for each $\alpha \in [0, 1]$, the collection of nodes $\mathcal{N}(\alpha)$ yields a partition of $N$, denoted by
\[
\mathcal{P}_\alpha = \{S^\alpha_1, S^\alpha_2, \ldots, S^\alpha_m\} = \{S(\nu) : \nu \in \mathcal{N}(\alpha)\}, \quad S^\alpha_j = S(\pi(\alpha)(j)),
\]
where $m := |\mathcal{N}(\alpha)|$ and $\pi_\alpha$ is an enumeration map $M = \{1, \ldots, m\} \rightarrow \mathcal{N}(\alpha)$.

This leads to the following definition of the trivial and quotient game explainers under a partition tree generalizing Definition 4.5.

Definition C.3. Let $g$ be a coalitional value, $T$ a partition tree, and (H1), (H2) hold. For $\alpha \in [0, 1]$, set
\[
\bar{u}_{S^\alpha_j}(X; v, T, f) = \sum_{i \in S^\alpha_j} \bar{u}_i[N, v, T, g], \quad \bar{u}_{S^\alpha_j}(X; v, f) = \hat{g}^{(\pi(\alpha)(j))}[N, v, T], \quad v \in \{v^{CE}, v^{ME}\},
\]
where $\bar{u}$ and $\hat{g}$ are as in Definition C.2.

We conclude the section by presenting a result unifying the explainers introduced above for conditional and marginal games. As before, an assumption on the independence of certain unions of predictors is required.

Lemma C.2. Suppose for $\alpha_* \in (0, 1)$ the partition $\mathcal{P}_{\alpha_*}$ yields independent unions $X^{\alpha_*}_{S^\alpha_1}, X^{\alpha_*}_{S^\alpha_2}, \ldots, X^{\alpha_*}_{S^\alpha_m}$. Then for all $\alpha > \alpha_*$ the partition $\mathcal{P}_\alpha$ also yields independent unions.

Proof. Trivial, left to the reader. $\square$

Definition C.4. Let $g$ satisfy the two-step property and $\hat{v}$ be the intermediate game from Definition 4.7. We say that $\hat{v}$ is a quotient-like game if, for any $v$ and $\mathcal{P}$, there exists a function $\beta$, independent of $v$, such that for each $A \subseteq M = \{1, 2, \ldots, |\mathcal{P}|\}$ and any $T \subseteq S_j$
\[
\hat{\hat{v}}_T[N, v, \mathcal{P}](A) = \beta\left(\{v^\mathcal{P}(B)\}_{B \subseteq M}, \{v^{\mathcal{P}|T}(B)\}_{B \subseteq M} ; A, T, j\right), \quad T \subseteq S_j.
\]
(See (4.16) for the definition of games $v^{\mathcal{P}|T}$.)

Proposition C.1. Consider the explainers introduced in Definition C.3, and suppose the conditions of Definition C.4 hold. Furthermore, assume that there exists $\alpha_* \in (0, 1)$ such that the partition $\mathcal{P}_{\alpha_*}$ yields independent unions of predictors. Then:
\begin{enumerate}
  \item For each $\alpha > \alpha_*$
  \[
  \bar{u}_{S^\alpha_j}(X; v^{CE}, f) = \bar{u}_{S^\alpha_j}(X; v^{ME}, f).
  \]
  Consequently, the linear map $f \mapsto \bar{u}_{S^\alpha_j}(X; v^{ME}, f)$ is bounded and hence continuous in $L^2(P_X)$.
\end{enumerate}
(ii) If $g$ satisfies (EP), then
\[ \bar{u}_{S_T}(X; v^{ME}, T, f) = \bar{u}_{S_T}(X; v^{CE}, T, f) = \bar{u}_{S_T}(X; v^{ME}, f) = \bar{u}_{S_T}(X; v^{CE}, f). \] (C.3)

Consequently, all explanations in (C.3) yield bounded linear operators in $L^2(P_X)$, and hence they are continuous in $L^2(P_X)$.

Proof. For any $\nu \in \mathcal{N}(\alpha)$ with $h(\nu) > \alpha_s$, whenever $T$ is a union of elements from $\mathcal{P}(\nu)$, the intermediate game $\bar{v}_T[S(p(\nu)), v^{(p(\nu))}, \mathcal{P}(p(\nu))]$ associated with the parent $p(\nu)$ can be expressed as a function of values obtained by evaluating the original game $v$ (placed at the root node) at unions of sets that correspond to independent groups. This argument follows from induction, and makes use of the representation (C.2). This yields the result in (i).

The efficiency of $g$ implies that the game values $h^{(1)}$, $h^{(2)}$ used in the two-step formulation both satisfy (EP); cf. Lemma A.10. This implies that the sum of all children values is equal to the recursive value of the corresponding parent; see Lemma C.1. Hence, for any node $\nu \in \mathcal{T}$, summing the recursive values over $S(\nu)$ gives the value $g(\nu)$. Thus $\bar{u}_{S_T}(X; v^{ME}, T, f) = \bar{u}_{S_T}(X; v^{ME}, f)$ and $\bar{u}_{S_T}(X; v^{CE}, T, f) = \bar{u}_{S_T}(X; v^{CE}, f)$. This together with (i) implies (ii).
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