Prospects for determining the particle/antiparticle nature of WIMP dark matter with direct detection experiments
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It was recently pointed out that direct detection signals from at least three different targets may be used to determine whether the Dark Matter (DM) particle is different from its antiparticle. In this work, we examine in detail the feasibility of this test under different conditions, motivated by proposals for future detectors. Specifically, we perform likelihood fits to mock data under the hypotheses that the DM particle is identical to or different from its antiparticle, and determine the significance with which the former can be rejected in favor of the latter. In our analysis, we consider 3 different values of the DM mass (50 GeV, 300 GeV, 1 TeV) and 4 different experimental ensembles, each consisting of at least 3 different targets – Xe and Ar plus one among the following: Si, Ge, CaWO$_4$, or Ge/CaWO$_4$. For each of these experimental ensembles and each DM mass, the expected discrimination significance is calculated as a function of the DM-nucleon couplings. In the best case scenario, the discrimination significance can exceed $\mathcal{O}(3\sigma)$ for three of the four ensembles considered, reaching $\mathcal{O}(5\sigma)$ at special values of the DM-nucleon couplings. For the ensemble including Si, $\mathcal{O}(5\sigma)$ significance can be achieved for a range of DM masses and over a much wider range of DM-nucleon couplings, highlighting the need for a variety of experimental targets in order to determine the DM properties. These results show that future direct detection signals could be used to exclude, at a statistically significant level, a Majorana or a real DM particle, giving a critical clue about the identity of the Dark Matter.

I. INTRODUCTION

The identification of Dark Matter (DM) poses one of the most challenging problems in cosmology, particle and astroparticle physics [1]. Robust and generally accepted solutions to the DM problem imply that a new particle provides the necessary energy density. The goal is then to determine the fundamental properties of this new particle, and to do so it must first be detected by non-gravitational means. A promising way to detect the dark matter particle is to observe its scattering with a target material in terrestrial detectors – dubbed direct detection [2, 3].

In recent years, direct detection experiments have significantly improved the constraints on the DM-nucleon scattering cross section [4–11], but no definitive signal has yet been observed. This year a new generation of direct detection experiments, with a target mass of order 1 ton, has entered into play and has already started probing new regions of the parameter space [12], opening the possibility of observing a DM signal in the near future.

Once such signals are detected, it remains the task of extracting from them, and possibly in combination with signals from other experiments, the fundamental properties of the DM particle [13–17]. One of these properties, which has not received much attention, is the nature of the DM antiparticle. Is the DM its own antiparticle, as is the case for a Majorana fermion and for a real scalar or vector? Or is it a different particle, as is the case for a Dirac fermion and for a complex scalar or vector?

In a recent paper, a test that addresses precisely these questions was proposed [18] (hereafter QRY17). This test, which is based on direct detection data only, requires the observation of spin-independent signals in three different targets and allows one to exclude a DM particle that is self-conjugate (i.e. which is its own antiparticle). The crucial observation is that, for self-conjugate DM, the spin-independent scattering cross sections off nuclei depend on just two couplings, which determine the interactions of the dark matter particle and of its antiparticle with the proton and with the neutron. For DM that is not self-conjugate, there are instead four fundamental couplings (or more precisely three measurable parameters, as we will show), which determine the interactions of the dark matter particle and of its antiparticle with the proton and with the neutron. Thus, if signals are observed in more than two experiments with different targets, one may find that the interpretation with just two coupling parameters is inconsistent, and conse-
sequently that the DM particle cannot be its own antiparticle.

In this paper we will perform a much more sophisticated analysis than that presented in QRY17, where only rough estimates were made of the experimental precision required to show the Dirac nature of DM. Here we instead simulate direct detection data from different targets based on projections for several experiments which may enter into operation in the near future. In addition, we implement a likelihood analysis, which allows us to properly combine the data from different experiments and to determine the precise statistical significance with which a DM particle which is self-conjugate can be discriminated from one which is not. We compute this discrimination significance for different sets of possible experiments, for several values of the DM mass and for different underlying DM-nucleon couplings. This allows us to highlight which experimental ensembles will be most effective at excluding self-conjugate DM and for which couplings this is feasible.

In the next section, we review the test proposed in QRY17, as it applies to a fermion DM particle, and introduce the basic notation to be used throughout the paper. The standard direct detection formalism is introduced in Sec. III while the four different sets (ensembles) of experiments that are part of our analysis are presented in Sec. IV. Section V explains in detail the statistical procedure that we use to study the feasibility of the test, with the more technical details relegated to the appendices. Our main results are described in Sec. VI, in which we present the discrimination significance obtained with four different experimental ensembles, for several values of the DM mass. Finally, we discuss and summarize our key findings in Sec. VII and Sec. VIII.

II. DIRAC AND MAJORANA DARK MATTER

Here we review the test proposed in QRY17 for determining whether DM is its own antiparticle. This test works in exactly the same way for scalar, fermion or vector DM. For definiteness, then, we consider fermion DM throughout our analysis but it should be kept in mind that our results do not rely on such an assumption.

Our starting point is then the most general Lagrangian \( \mathcal{L}_\text{SI} \) for a fermion DM particle \( \chi \) coupling to nucleons \( N = n, p \) in a spin-independent way, at leading order in the DM-nucleon relative velocity \( \vec{V} \):

\[
\mathcal{L}_\text{SI} = \lambda_{N,e} \bar{\psi}_N \psi_N + \lambda_{N,o} \bar{\psi}_N \gamma_\mu \psi_N \bar{\psi}_N \gamma^\mu \psi_N.
\]

Here \( \lambda_{N,e} \) and \( \lambda_{N,o} \) are couplings (taken real for simplicity) of dimension \( E^{-2} \) which depend on the explicit particle physics model underlying the interaction, and also take into account the translation of the fundamental quark-level Lagrangian to the hadronic level \([20,22]\). The subscript \( e (o) \) implies that the operator is even (odd) under the interchange of \( \chi \) and \( \bar{\chi} \). For Majorana particles, the odd terms are absent, and the cross section for DM scattering off a nucleus \( A \) is given by \([23]\):

\[
\sigma_{\text{SI}}^M = \frac{4\mu_{\chi A}^2}{\pi} \left[ \lambda_{p,e} N_p + \lambda_{n,e} N_n \right]^2
\]

\[
\equiv \frac{4\mu_{\chi A}^2}{\pi} \left[ \lambda_{p}^M N_p + \lambda_{n}^M N_n \right]^2. \tag{2}
\]

Here \( \mu_{\chi A} = M_\chi M_A/(M_n + M_A) \) is the reduced mass of the DM-nucleus system, \( N_p \) is the number of protons and \( N_n \) is the number of neutrons. A Dirac particle would have the same cross section, with \( \lambda_{N,e} \) replaced by \( \lambda_{N,e} + \lambda_{N,o} = 2\lambda_{N}^D \). A Dirac antiparticle would again have the same cross section, but with \( \lambda_{N,e} \) replaced by \( \lambda_{N,e} - \lambda_{N,o} = 2\lambda_{\bar{N}}^\bar{D} \). If Dirac particles and antiparticles contribute equally to the observed DM density, as expected in the standard freeze-out scenario \([24]\), the total cross section with nucleons is the average of the particle and antiparticle cross sections:

\[
\sigma_{\text{SI}}^D = \frac{4\mu_{\chi A}^2}{\pi} \frac{1}{2} \left( \left[ \lambda_{p}^D N_p + \lambda_{n}^D N_n \right]^2 + \left[ \lambda_{p}^{\bar{D}} N_p + \lambda_{n}^{\bar{D}} N_n \right]^2 \right)
\]

\[
= \frac{2\mu_{\chi A}^2}{\pi} \left( \left( \lambda_{p}^D N_p + \lambda_{n}^{\bar{D}} N_n \right)^2 + 2\left( \lambda_{p}^D \lambda_{n}^{\bar{D}} + \lambda_{p}^{\bar{D}} \lambda_{n}^D \right) N_p N_n \right)
\]

\[
= \frac{4\mu_{\chi A}^2}{\pi} \left( \lambda_{p}^2 N_p^2 + \lambda_{n}^2 N_n^2 + 2\lambda_{p} \lambda_{n} f N_p N_n \right). \tag{3}
\]

Here we have defined

\[
\lambda_{p} = \sqrt{\frac{1}{2} (\lambda_{p}^D + \lambda_{p}^{\bar{D}})} \tag{4}
\]

\[
\lambda_{n} = \sqrt{\frac{1}{2} (\lambda_{n}^D + \lambda_{n}^{\bar{D}})} \tag{5}
\]

\[
f = (\lambda_{p}^D \lambda_{n}^{\bar{D}} + \lambda_{p}^{\bar{D}} \lambda_{n}^D)/(2\lambda_{p} \lambda_{n}). \tag{6}
\]

Thus, we can write:

\[
\sigma_{\text{SI}}^D = \frac{4\mu_{\chi A}^2}{\pi} \left[ \lambda_{p} N_p + \lambda_{n} N_n \right]^2 + 2\lambda_{p} \lambda_{n} (f - 1) N_p N_n. \tag{7}
\]

The three parameters \((\lambda_{p}, \lambda_{n}, f)\), with \( f \in [-1, 1] \) are all that are needed to describe the Dirac DM-nucleus cross

\[\footnote{Spin-independent interactions which are higher order in the DM velocity are of course possible. However, for DM speeds of \( v \sim 10^{-3} \), these will typically be subdominant. We briefly discuss this further in Sec. VII.}\]
section given in Eq. (3). There is therefore a degeneracy between the DM-nucleon couplings \((\lambda^D_p, \lambda^D_n, \lambda^D_{p,o}, \lambda^D_{n,o})\), which cannot be broken by direct detection experiments. Without loss of generality, we set \(\lambda^D_p = 0\) throughout this work.

A comparison of Eq. (2) and Eq. (7) makes manifestly clear that the scattering cross sections for Dirac and Majorana DM can have different dependences on the number of protons and neutrons in the target nucleus. This is the basis of the test proposed in QRY17; with positive signals in at least three different experimental targets, one can determine whether this dependence is consistent with a Majorana particle (as in Eq. (2)) or a Dirac particle (as in Eq. (7)).

Notice that for \(f = \pm 1\) the Dirac cross section in Eq. (7) takes the form \(\sigma^D_{\chi A} \propto [\lambda_p N_p \pm \lambda_n N_n]^2\), which is equivalent to the Majorana cross section (Eq. (2)) through the identification \(\lambda^M_p = \lambda_p\) and \(\lambda^M_n = \pm \lambda_n\). The Majorana cross section can thus be recovered as a special case of the Dirac one with the implication that in this case direct detection experiments could never determine, even in principle, that the dark matter is a Majorana particle. For \(f \neq \pm 1\), however, experiments could exclude this possibility, establishing the DM as a Dirac particle.

Let us briefly describe some special cases where \(f\) happens to be equal to \(\pm 1\) and Dirac and Majorana DM cannot be distinguished. The first case occurs when the DM fermion has only scalar or vector interactions, i.e. \(\lambda_{p,e} = \lambda_{n,e} = 0\) or \(\lambda_{p,o} = \lambda_{n,o} = 0\); both types of interactions should consequently be present to allow any discrimination. The second case occurs when the cross section of the particle or the antiparticle vanishes \((\lambda_{p,e} = \lambda_{n,e} = 0\) or \(\lambda_{p,o} = \lambda_{n,o} = 0\)). The value \(f = \pm 1\) is also obtained when the ratio between the coupling to the proton and to the neutron is the same for the DM particle and the antiparticle: \(\lambda^D_{p,e}/\lambda^D_{n,e} = \lambda^D_{p,o}/\lambda^D_{n,o}\). A final example is a DM particle that couples only to protons or only to neutrons, \(\lambda_{p,e} = \lambda_{n,e} = 0\) or \(\lambda_{p,o} = \lambda_{n,o} = 0\), which leads to \(\lambda_n = 0\) or \(\lambda_p = 0\), respectively. Thus, over the multi-dimensional parameter space of the DM couplings, which consists of \((\lambda^D_p, \lambda^D_n, \lambda^D_{p,o}, \lambda^D_{n,o})\), there exists a number of special regions where the test proposed in QRY17 is inconclusive from a theoretical point of view and that independent of the available experimental data. Outside those regions—i.e., over most of the parameter space—the test is in principle feasible, but it may be limited by the targets that can realistically be used in direct detection experiments and by the precision that can be reached in such experiments.

These issues will be analyzed in detail in this work.

A difficulty already observed in QRY17 is that the three targets required to exclude a Majorana DM particle must differ in their ratios \(N_p/N_n\) (number of protons/number of neutrons). However, this quantity does not vary much for stable nuclei. As a result, the discrepancy between \(\sigma^M_{\chi A}\) and \(\sigma^D_{\chi A}\) tends to be small and can often be accounted for by the uncertainties on the measured cross sections. As discussed in Appendix B this is not necessarily the case in regions of the parameter space where there is a partial cancellation between the proton and neutron contributions to the DM cross section off a given target. It is in such regions where the discrimination sensitivity will be maximized. This partial cancellation occurs, according to Eq. (7), when \(f\) is close to \(-1\) and when \(\lambda_n/\lambda_p \approx N_p/N_n\) for one of the experimental targets. In this work, we map out this parameter space more precisely, by quantifying the statistical significance with which Dirac and Majorana DM can be discriminated as a function of \(\lambda_p, \lambda_n\) and \(f\).

### III. DIRECT DETECTION EVENT RATE

In order to put the method of the previous section into practice, we must first set out the formalism for calculating the event rate in direct detection experiments, from which the DM-nucleon couplings are to be estimated. The expected rate of nuclear recoils \(R\) per unit nuclear recoil energy \(E_R\) is obtained by convolving the DM flux with the DM-nucleus differential cross section \(d\sigma_{\chi A}/dE_R\):

\[
\frac{dR}{dE_R} = \sum_A X_A \rho_X m_A \int_{v_{\text{min}}}^{v_{\text{esc}}} \rho_X m_A \int_{v_{\text{min}}}^{v_{\text{esc}}} \frac{d\sigma_{\chi A}}{dE_R} d\nu,
\]

Here, we have allowed for the possibility that the detector is composed of several different nuclei with mass fractions \(X_A\).

We fix the local DM density to the canonical value of \(\rho_X = 0.3\) GeV cm\(^{-3}\), though we note that observational estimates are typically in the range 0.2–0.8 GeV cm\(^{-3}\) (for a review, see Ref. [26]). We assume that the local DM population is well described by the Standard Halo Model (SHM), leading to an isotropic Maxwell-Boltzmann speed distribution \(f(v)\) (see for instance Eq. (18) of Ref. [27]). We assume a speed dispersion \(\sigma_v = 156\) km s\(^{-1}\) and take the relative speed of the Earth with respect to the halo as \(v_{\text{Earth}} = 232\) km s\(^{-1}\) [28][30], which we assume constant. The speed distribution (in the Galactic frame) is truncated at the local escape speed of the Milky Way \(v_{\text{esc}} \approx 544\) km s\(^{-1}\) [31][32]. We integrate over all speeds \(v > v_{\text{min}}\), the minimum DM speed required to produce a nuclear recoil with energy \(E_R\):

\[
v_{\text{min}}(E_R) = \sqrt{\frac{m_A E_R}{2 \mu_X^2}}.
\]

For spin-independent (SI) interactions, the differential DM-nucleus cross section can be written [23]:

\[
\frac{d\sigma_{\chi A}}{dE_R} = \frac{m_A}{2 \mu_X^2 v^2} \sigma_A F^2(E_R),
\]
where \( F^2(E_R) \) is the standard Helm form factor and \( \sigma_A \) is the DM-nucleus cross section at zero momentum transfer. The exact form of \( \sigma_A \) is given in Eq. (2) for Majorana DM and in Eq. (3) for Dirac DM (taking into account the averaging over particles and antiparticles).

The total number of expected signal events in a given detector is then obtained by integrating over all recoil energies in the analysis window of the experiment,

\[
N_e = MT \int_{E_{\text{min}}}^{E_{\text{max}}} \epsilon(E_R) \frac{dR}{dE_R} dE_R \quad (11)
\]

where \( MT \) is the total exposure (mass \( \times \) exposure time) and \( \epsilon(E_R) \) is the detector efficiency at energy \( E_R \). Details of the detector properties assumed in this work are given in the next section.

### IV. MOCK EXPERIMENTS

In order to study the power of future experiments to discriminate between Dirac and Majorana Dark Matter we consider the five mock experiments detailed in Table I. They are largely based on proposed experiments which can be expected to be taking data and releasing results during the period 2020-2025. Each mock experiment is described by the range of recoil energies used for the analysis \( E_R \in [E_{\text{min}}, E_{\text{max}}] \) and the total exposure in ton-years. We assume a constant (energy-independent) signal efficiency of 70\% for all experiments and zero backgrounds. In some cases, this assumption is reasonable; the Argon-based DarkSide-50 detector [6], for example, has demonstrated background-free capabilities. In other cases, this assumption will be overly optimistic, but allows us to explore a ‘best-case’ scenario, without reference to the final background properties of a given detector.

For the Xe detector, we take the exposure from the XENONnT proposals [37] (\( \sim 6 \) ton \( \times \) 3 yr). As with all the experiments we consider, the energy threshold is hard to predict as it will depend on the final detector performance once operational. We therefore estimate realistic benchmark values for each experiment. For the Xe detector, we choose a value intermediate between the LZ conceptual design report [35] and the LUX 2015 analysis [9]. The DARWIN proposal [22] for an ‘ultimate DM detector’ will provide an even larger exposure than XENONnT. However, as we will show, the discrimination power is driven mostly by the variety of targets in use, so we will not consider this larger Xeon exposure here.

For the Ar detector, we take the exposure from DEAP-50T [39] (50 ton \( \times \) 3 yr) and the approximate threshold from DarkSide-50 [6].

For Ge and CaWO\(_4\), we take the EURECA phase 2 [40] proposals. In Tab. I, we assume that the full EURECA target mass is accounted for by one or the other target. In reality, the plan is for a 50:50 mass split, which is accounted for in one of the experimental ensembles listed below (ensemble D).

For the case of a Si experiment, we take the energy thresholds from the CDMS-II Silicon detectors [11]. We consider an exposure similar to that of EURECA phase 2 (1 ton \( \times \) 3 yr), despite the fact that the EURECA project does not include plans for a Si detector. The reason we include in our analysis an experiment which is not currently planned is that, as observed in QRY17, Si seems to be ideal for our purposes given that its ratio \( N_p/N_n = 1.0 \) is significantly different from the other targets, which are summarized in Tab. II. Note that for numerical reasons (see Appendix A), we assume each target nucleus is composed of a single isotope. As we show later, experiments with a relatively wide range of \( N_p/N_n \) are required to allow good discrimination, so we do not expect small variations in \( A \) between different isotopes to have a large impact on our results. Indeed, we have checked explicitly that this approximation leads only to an \( O(10\%) \) shift in the discrimination significance.

Let us also note here that there are also proposals for direct detection experiments based on nuclear emulsions (see e.g. Ref. [43]). Among the target elements in that case are C, O and H, which (to good precision) have \( N_p/N_n = 1 \) in their natural abundance, and would thus also be good candidates to contribute to the test of DM self-conjugacy studied here.

To discriminate Dirac from Majorana DM, data from at least three different targets is required. In our analysis, we will examine 4 different ensembles of mock experiments:

### TABLE I. Mock experiments considered

| Target | \( E_{\text{min}} \) [keV] | \( E_{\text{max}} \) [keV] | Exposure [ton yr] | Refs. |
|--------|-----------------|-----------------|-----------------|------|
| Xe     | 5               | 40              | 20              | [35] [37] |
| Ar     | 30              | 200             | 150             | [35] [39] |
| Ge     | 5               | 100             | 3               | [40] |
| CaWO\(_4\) | 10       | 100             | 3               | [40] |
| Si     | 7               | 100             | 3               | [40] [41] |

### TABLE II. Composition of target nuclei

| Nucleus    | \( A \) | \( Z \) | \( N_p/N_n \) |
|------------|--------|--------|--------------|
| Silicon (Si) | 28    | 14    | 1.0          |
| Oxygen (O) | 16    | 8     | 1.0          |
| Calcium (Ca) | 40   | 20    | 1.0          |
| Argon (Ar) | 40    | 18    | 0.82         |
| Germanium (Ge) | 73  | 32    | 0.78         |
| Xenon (Xe) | 131   | 54    | 0.70         |
| Tungsten (W) | 184  | 74    | 0.67         |
**Ensemble A:** Xe + Ar + Si,

**Ensemble B:** Xe + Ar + Ge,

**Ensemble C:** Xe + Ar + CaWO₄,

**Ensemble D:** Xe + Ar + 50% Ge + 50% CaWO₄.

All ensembles include Xe and Ar because they are the most promising large scale targets for the detection of a DM signal. Let us emphasize that ensemble D corresponds to the combination of the XENON1T, DEAP-50T and EURECA phase 2 experiments and is therefore closest to the current plans for future detectors.

### V. Statistical Procedure

For a given experimental ensemble, we want to evaluate the median (Dirac vs. Majorana) discrimination significance which can be achieved for a range of underlying DM parameters, specified by \((m_\chi, \lambda_p^D, \lambda_p^D, \lambda_n, \lambda_n^D)\). In fact, as discussed in Sec. II, we are free to set \(\lambda_p^D = 0\) without loss of generality. We also fix the overall normalization of the couplings to lie just below the final LUX bounds. In practice, we choose the couplings to give a total DM-Xenon cross section which is equivalent to a standard isospin conserving DM-proton cross section of \(10^{-46}\) cm\(^2\) at a DM mass of 50 GeV. This fixes the number of expected DM signal events in our mock Xenon experiment (\(\sim 315\) events, which we keep the same for all DM masses) and thus ensures that the LUX bounds are always respected. We also verify that bounds from Ar- and Ge-based experiments are not exceeded.

At a given mass, each input parameter point can then be specified by just two parameters: \(\lambda_n/\lambda_p\) and \(f\). At each parameter point, we generate a set of mock data for the experimental ensemble under consideration. We then calculate the maximum likelihood of obtaining the data under two hypotheses:

- **H\(_M\):** Majorana-like DM, with free parameters: \(\Theta = (m_\chi, \lambda_p, \lambda_n, f = \pm 1)\),
- **H\(_D\):** Dirac-like DM, with free parameters: \(\Theta = (m_\chi, \lambda_p, \lambda_n, f \in [-1, 1])\).

We use a background-free extended likelihood which for experiment \(k\) is given by:

\[
\mathcal{L}_k(\Theta) = \frac{e^{-N_o(\Theta)}}{N_o!} N_o(\Theta)^{N_o} \prod_{i=1}^{N_o} P(E_R^{(i)}|\Theta),
\]

where \(N_o\) is the number of observed events in experiment \(k\), with recoil energies \(\{E_R^{(1)}, ..., E_R^{(N_o)}\}\). Given the parameters \(\Theta\), \(N_o\) is the total number of expected events in experiment \(k\) and \(P(E_R, \Theta)\) is the probability of measuring an event of energy \(E_R\). The full likelihood is then the product over all of the experiments considered:

\[
\mathcal{L}(\Theta) = \prod_k^{N_{expt}} \mathcal{L}_k(\Theta).
\]

The maximum likelihood under each hypothesis was determined by sampling the parameters \((\lambda_p, \lambda_n, f)\) on a grid. The procedure is described in detail in Appendix A.

Once obtained, we compare the maximum likelihood under the two hypotheses, \(\mathcal{L}_M\) and \(\mathcal{L}_D\), by constructing the test statistic:

\[
q = -2(\log \hat{\mathcal{L}}_M - \log \hat{\mathcal{L}}_D).
\]

Under the hypothesis H\(_M\), the test statistic \(q\) should be asymptotically half chi-square distributed with one degree of freedom. This allows us to calculate a \(p\)-value for the observed value of \(q\) and hence determine the significance with which \(H_M\) can be rejected in favour of \(H_D\).

For each parameter point, we generate 100 mock data sets and calculate the discrimination significance for each one. This accounts for the effects of Poisson noise and allows us to determine the median discrimination significance expected in future experiments (i.e. the significance we would expect to achieve in at least 50% of realisations).

As already discussed in Sec. II, discrimination between Dirac and Majorana particles is expected to be maximised when there is some partial cancellation in the cross section for DM scattering of one of the target nuclei. In Appendix B we estimate analytically which values of the DM couplings will allow for significant discrimination. With this in mind, we restrict ourselves to the following range of input parameter values: \(\lambda_n/\lambda_p \in [0.5, 1.0]\) and \(f \in [-1.00, -0.94]\). For a given mass and experimental ensemble, we calculate the median discrimination significance over a grid in these input couplings.

### VI. Results

Let us now display our main results. Figures show, in the plane \((f, \lambda_n/\lambda_p)\), the median expected discrimi-

---

3 The ‘50%’ indicates that for Ge and CaWO₄ we take 50% of the nominal exposure given in Tab. I.

4 During the preparation of this work, the first results of the XENON1T experiment were released. The benchmark cross sections used in this work are still compatible with the XENON1T bounds at approximately the 95% confidence level.

5 This one degree of freedom corresponds to the one extra free parameter under \(H_D\), namely \(f\).
FIG. 1. Median significance for discriminating Dirac from Majorana DM using ensemble A (Xe + Ar + Si). Significance with which Dirac DM can be distinguished from Majorana DM using experimental ensemble A. Each panel shows the results for a different DM mass: 50 GeV, 300 GeV and 1000 GeV (from left to right). Dashed horizontal lines show where $\lambda_n/\lambda_p = N_p/N_n$ for the different targets in the ensemble. Along these lines (and close to $f = -1$), we expect maximal cancellation of the DM-nucleus cross section for each nucleus respectively. The parameter point with maximum discrimination significance is marked with a star. The parameters $\lambda_p$ and $\lambda_n$ are defined in Eq. (4) and Eq. (5). The red squares in the left panel denote the parameter points which are examined further in Fig. [5].

In Fig. [4] we show results for ensemble A, which consists of (Xe + Ar + Si). From the figures we can see that the $1\sigma$ regions span a limited region of the parameter space, $-1 < f < 0.94$ and $0.65 < \lambda_n/\lambda_p < 0.95$, with a very mild dependence on the dark matter mass. Only within such regions it is possible to exclude a Majorana (or self-conjugate) DM particle. These results are in agreement with the analytic estimates of Appendix B (see Fig. [7]) and we find no other regions of the parameter space where a significant discrimination is possible.

For a dark matter mass of 50 GeV (left panel), the maximum discrimination significance is 4.8$\sigma$, which is reached for $f \approx -0.995$ and $\lambda_n/\lambda_p \approx -0.8$. For $m_\chi = 300$ GeV and $m_\chi = 1$ TeV, the maximum discrimination significance increases to 5.5$\sigma$ and 5.7$\sigma$ (most likely due to the increasing number of Argon events relative to Xenon at higher masses) and the point where it is reached remains close to the horizontal dashed line for Argon (where cancellation of the cross section is expected in the Argon detector).

Figure 2 displays the discrimination significance for ensemble B, which consists of (Xe+Ar+Ge). In this case, the $1\sigma$ regions are significantly smaller, hardly extending to $f > -0.99$. The maximum discrimination significance is found to be 3.1$\sigma$, achieved for a dark matter mass of 300 GeV. At 1 TeV the result is similar (3.0$\sigma$) whereas it is smaller for 50 GeV (2.6$\sigma$). For all three masses, the maximum discrimination significance is reached for $f$ very close to $-1$ and for $\lambda_n/\lambda_p$ between 0.7 and 0.8. The lower discrimination significance for ensemble B (compared to ensemble A) is as expected. From Tab. II we can see that the proton-to-neutron ratios in Germanium and Argon are relatively similar, making discrimination more difficult.

In Fig. 3, the results for ensemble C (Xe + Ar + CaWO$_4$) are displayed. In this case, the $1\sigma$ regions are a bit wider, extending up to $f \approx -0.98$. This improvement compared to ensemble B is to be expected, owing to the wider range of nuclei in the CaWO$_4$ target. The maximum discrimination significance is 5.8$\sigma$ and it is reached for a dark matter mass of 300 GeV. For 1 TeV, the maximum discrimination significance is similar (5.5$\sigma$), whereas it is a little smaller for 50 GeV (4.9$\sigma$). Notice from the figure that for all three masses the maximum discrimination significance is reached very close to the xenon-phobic point: $\lambda_n/\lambda_p = 0.7$ and $\lambda = -1$. Because we fix the normalisation of the
couplings to give a fixed number of events (~ 315) in our Xenon mock detector, the xenon-phobic point corresponds to large couplings and large numbers of events in the other detectors of the ensemble. Close to this point, the DM-nucleon couplings can therefore be constrained with greater precision, allowing some discrimination between Dirac and Majorana DM. As we move away from this point, however, we see that typical discrimination significances are slightly lower, in the range 3–4σ.

Figure 2 shows our results for the last ensemble in our analysis (D), which consists of (Xe + Ar + Ge/CaWO₄) and is perhaps the closest to current plans for future experiments. The regions where 1σ discrimination is possible are slightly smaller than in the previous ensemble. Part of the CaWO₄ target mass has now been traded for Ge which, as discussed, has a similar proton-to-neutron ratio as Argon and therefore makes discrimination harder. The maximum discrimination significance reaches 4.6σ for a dark matter mass of 1 TeV, and decreases to 4.5σ and 3.9σ for 300 GeV and 50 GeV respectively. As in the case of ensemble C, however, we note that such high significance is only achieved very close to the xenon-phobic point. The red squares in the left panel of this figure correspond to the parameter space points which we will examine further in Fig. 3.

A summary of our results for the maximum discrimination significance is presented in Tab. III. In it, one can read, for each of the four ensembles we considered, the value of the maximum discrimination significance at

FIG. 2. Median significance for discriminating Dirac from Majorana DM using ensemble B (Xe + Ar + Ge). As Fig. 1 but for ensemble B.

FIG. 3. Median significance for discriminating Dirac from Majorana DM using ensemble C (Xe + Ar + CaWO₄). As Fig. 1 but for ensemble C.
a given DM mass. For completeness, we have included in this table also a DM mass of 25 GeV, which was not shown in the previous figures. Note that in each case we have ‘maximised’ over the values of \( \lambda_n/\lambda_p \) and \( f \). As can be seen in that table, the discrimination significance tends to be higher for heavier dark matter particles. Interestingly, we find that for ensemble B the maximum significance is of order 3\( \sigma \) if the dark matter mass is greater than or equal to 300 GeV. For ensembles C and D, with the addition of CaWO\(_4\), the results are more encouraging, with maximum significances greater than 4\( \sigma \) for DM masses above 50 GeV. However, in these cases the significance drops very rapidly away from the maximum, as shown in Figs. 3 and 4. Instead, for ensemble A, which includes an Si target, a significance greater than 4\( \sigma \) can be achieved for all DM masses studied and indeed over a greater range of the parameter space, as shown in Fig. 1. As had been anticipated in QRY17, where a much simpler analysis was used, the observation of signals in Xe+Ar+Si offers the best prospects for the exclusion of a Majorana (or real) dark matter particle.

So far, we have considered the exposure of the different experiments to be fixed according to Table I. It is also interesting, however, to analyze how the discrimination significance changes with the exposure at a specific parameter space point. In Fig. 3, we show results for ensemble A (Xe+Ar+Si, Green) as a function of the Si exposure and for ensemble D (Xe + Ar + 50% Ge + 50% CaWO\(_4\), Blue) as a function of the combined Ge + CaWO\(_4\) exposure. In both cases, we fix the Xe and Ar exposures to those given in Tab. I but leave the other exposure free. We select parameter points where both ensembles are expected to achieve some discrimination: \( \lambda_n/\lambda_p = 0.75, 0.80; f = -0.995, \) and \( m_\chi = 50 \) GeV (the red squares in Fig. 4). The vertical dashed lines correspond to an exposure of 3 ton-years, which is the benchmark from Tab. I.

As expected, the discrimination significance increases with the exposure. Even at low exposures, discrimination is much easier with the Si experiment. For the coupling ratio \( \lambda_n/\lambda_p = 0.75 \) (left panel), the gap between the performance of the two ensembles remains roughly constant. Instead, for the coupling ratio \( \lambda_n/\lambda_p = 0.8 \) (right panel), the gap widens, with the discrimination significance using ensemble D growing more slowly with exposure. This behaviour can be understood in the language of QRY17 [18], in which each experiment can be seen as providing a measurement of the Majorana DM-nucleus cross section (Eq. 2). Each such measurement (with associated uncertainties) can then be translated into a region of parameter space in \((\lambda_M^M, \lambda_n^M)\). The data is compatible with a Majorana-like DM particle if the regions obtained from multiple experiments overlap in \((\lambda_M^P, \lambda_n^P)\). By increasing the exposure of a given experiment, we reduce the size of the region in \((\lambda_M^M, \lambda_n^M)\) which is compatible with
that experiment. At some point, the size of this region becomes much smaller than the region compatible with the remaining experiments. Further increasing the exposure will not improve the discrimination substantially, as the uncertainties are driven instead by the remaining experiments (e.g. Xe and Ar).

In the case of ensemble D, when the ratio of couplings \( \lambda_n/\lambda_p = 0.8 \) is close to the proton-to-neutron ratio of both Ar and Ge (right panel). There is a partial cancellation of the cross section in both Ar and Ge, meaning that the consistent regions for both experiments in \( (\lambda_p^M, \lambda_n^M) \) will be roughly degenerate. After a certain point, increasing the Ge exposure does little to break the degeneracy with Ar. The increase in discrimination significance then slows, driven only by the increasing CaWO\(_4\) exposure. However, we emphasize that this effect does not set in until very large exposures are reached.

More quantitatively, from Fig. 5 it can be seen that, for Si, achieving a 5\(\sigma\) discrimination significance would require exposures of about 4 ton-years for both of the parameters points in the left and right panels. For the combined Ge + CaWO\(_4\), a 3\(\sigma\) discrimination significance is reached after about 5 and 15 ton-years, for \( \lambda_n/\lambda_p = 0.75 \) and \( \lambda_n/\lambda_p = 0.8 \) respectively. These figures show that with the right combination of targets, the discrimination significance can continue to grow rapidly with exposure. This suggests that once signals are observed in direct detection experiments, there is a scientific case to keep them running beyond the 2 or 3 years that is currently the standard.

FIG. 5. Median significance for discriminating Dirac from Majorana DM as a function of exposure. Median and 68\% band for the expected discrimination significance as a function of the exposure of either an Si (green) or combined Ge + CaWO\(_4\) (blue) experiment. The exposures of the Xenon and Argon detectors are fixed and given in Tab. 1. For the Ge + CaWO\(_4\) experiment, the total exposure is divided equally between Ge and CaWO\(_4\). Results are for a DM mass of 50 GeV and couplings of \( f = -0.995 \) and \( \lambda_n/\lambda_p = 0.75 \) (0.80) in the left (right) panel. These two parameter points are marked as red squares in the left panel of Fig. 4. The vertical dashed line corresponds to an exposure of 3 ton-years, which is the benchmark from Tab. 1.

VII. DISCUSSION

As we have seen, discriminating between Dirac and Majorana dark matter is only feasible when the DM couplings lead to partial cancellations between the neutron and the proton contributions to the cross section off a nucleus—that is, for isospin-violating dark matter. Isospin-violating dark matter generically denotes a scenario where the dark matter couples differently to protons and neutrons, but it is the possibility of cancellations between their contributions that makes it particularly interesting [17, 19]. These cancellations have, in fact, received a lot of attention over the past several years [19, 22]. Some explicit models for isospin-violating dark matter were studied in Refs. [53–56] while experimental constraints on these scenarios were reported (among others) in Refs. [57–61]. Thus, the cancellations that are required for the test to be practical have been studied before in other contexts and explicit models have been constructed where they take place.

The results derived in the previous section are, to a large extent, model-independent and can, therefore, be directly applied to any specific particle physics model of dark matter. In such a model, the parameters \( \lambda_p, \lambda_n \) and \( f \) will not be fundamental but would be written in terms of some characteristic couplings and mass scales. To assess the prospects for excluding a Majorana dark matter particle in a given model, the first step would then be to determine the allowed regions for \( \lambda_p, \lambda_n \), and \( f \), and then to compare them with the favorable regions we found in figures 4. The larger the overlap between them, the better the prospects for exclusion.

In Fig. 6 we provide an illustration of how the pa-
parameters $\lambda_p$, $\lambda_n$, and $f$ relate to the more fundamental couplings $\lambda_{N,e}$ and $\lambda_{N,o}$ which appear in the Lagrangian of Eq. (1). For parameters in the range $f \in [-0.995, -0.985]$ and $\lambda_n/\lambda_p \in [0.7, 0.8]$ (a region where good discrimination is expected, see figures 1–4), we plot the corresponding Lagrangian-level couplings (fixing $\lambda_{n,o} = 1$ in order to fix the overall normalisation). These points are aligned along two lines in the parameter space $(\lambda_{p,e}, \lambda_{p,o}, \lambda_{n,e})$ whose slope is determined by the desired ratio of couplings to protons and neutrons. For given values of $\lambda_n/\lambda_p$ and $f$, the couplings must be chosen to lie on one of these lines. However, we note that this does not require any hierarchy between the different couplings. As shown in Fig. 6, it should be possible to achieve a significant discrimination with all couplings of order unity (up to some overall normalisation). This corresponds to each of the spin-independent interactions in Eq. (1) contributing roughly equally. This also means that we do not expect the presence of subdominant (e.g. velocity suppressed) interactions to affect the results presented here, unless their couplings are sufficiently enhanced so as to be comparable to the standard spin-independent rate.

Let us now briefly discuss some caveats to our conclusions. On the theoretical side, our results rely on the assumption that the density of dark matter particles and antiparticles is the same. That is certainly what is expected in the standard freeze-out scenario, but it is not difficult to imagine alternatives, such as asymmetric dark matter, where it does not hold. In the more general case, one would need an additional parameter that determines the fraction of the dark matter density that is accounted for by DM antiparticles. We have also assumed that the dark matter consists of a single field with predominantly spin-independent interactions. In scenarios with multi-component dark matter (see for example Ref. [62] and references therein) or non-standard interactions (see for example Ref. [63] and references therein), a more complicated analysis would be required. In such cases, we emphasize that an even greater variety of direct detection targets would likely be required to disentangle particle from antiparticle.

On the astrophysical side, we have not taken into account the uncertainties that affect the number of expected events in a given detector. For simplicity, we considered a single fixed DM speed distribution $f(v)$, the SHM, but in reality not only are the parameters of the SHM subject to uncertainties [63] but there are also indications that the true distribution may deviate from a smooth Maxwell-Boltzmann distribution. The evidence for such deviations from hydrodynamical simulations is reviewed in Ref. [63]. A number of techniques for simultaneously fitting particle physics parameters and the local speed distribution have been developed (see, for example, Refs. [66–69]). Incorporating such astrophysical uncertainties into the present study, we would expect the discrimination significance to be reduced, owing to a greater freedom to tune the number of events observed in each detector. The present results should therefore be taken as an optimistic case. However, we note that for relatively light DM ($m_\chi \lesssim 100$ GeV), using an ensemble of experiments with a range of nuclear masses should allow the speed distribution (as well as the DM mass and cross sections) to be well constrained [27]. In that case, we expect our results to be rather realistic.

VIII. SUMMARY

In this work we investigated in detail the feasibility of distinguishing dark matter particles that are self-conjugate (Majorana fermion and real scalar or vector) from those that are not (Dirac fermion and complex scalar or vector) using future signals from direct detection experiments. To that end, we first simulated data from different direct detection experiments that may enter into operation in the near future. Then, we performed fits to such data under the hypotheses that the DM is identical to or different from its antiparticle, and determine the significance with which the former can be rejected in favor of the latter. This discrimination significance was calculated, as a function of the DM couplings, for different experimental ensembles and several values of the DM mass. Our results are illustrated in Figs. 11 and sum-
The key conclusions of this study are as follows:

- It is feasible to use signals from future direct detection experiments to exclude, at a statistically significant level, a Majorana or a real DM particle.
- Discrimination between Dirac and Majorana DM (or between real and complex DM) can be achieved only in certain regions of the parameter space. Specifically, we identified as the most promising region that one where the DM couplings lead to a partial cancellation in the DM-nucleus cross section for each of the experimental targets. That is, for $f \approx -1$ and $\lambda_n/\lambda_p \in (0.7, 0.8)$ (see Eq. (1) for definitions). In Figs. 1A we focused precisely on such regions.
- According to current plans for future detectors (our ensemble D), the maximum discrimination significance that could be achieved is around $4.5\sigma$, and depends only slightly on the dark matter mass. However, this is possible only very close to the xenon-phobic point in parameter space, dropping to roughly $3\sigma$ away from this point.
- A Silicon target, which does not currently figure among future detectors, could help achieve up to $5\sigma$ discrimination significance over a wider range of the parameter space, for an exposure similar to that of EURECA phase 2. We therefore propose that large-scale Silicon detectors should be considered as part of plans for future detectors such as EURECA.
- The discrimination significance does not flatten quickly as a function of the exposure. Consequently, once direct detection signals are observed, it may be worthwhile to keep the experiments running beyond the 2 or 3 years that are currently planned.
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Appendix A: Parameters scans

Here, we describe the procedure used to determine the maximum likelihood for each of the two hypotheses (Majorana-like or Dirac-like couplings) described in Sec. V. In order to perform a large number of fits (100 scans per parameter point, over a grid of 1024 input parameter values, for several experimental ensembles), it is necessary to determine the maximum likelihood quickly and with high accuracy. We have found that Markov Chain Monte Carlo and Nested Sampling methods (with a relatively small number of samples, as required for a fast exploration of the parameter space) often fail to find the global maximum in the multi-modal likelihoods considered here. We instead sample the likelihood on a grid.

As demonstrated in Eq. (4), the spin-independent DM-nucleus cross section for Dirac DM can be described with 3 parameters: $\lambda_p$, $\lambda_n$ and $f$. The parameters $\lambda_{p,n}$ may take any positive values, but (from its definition in Eq. (6)) we require $f \in [-1, 1]$. Note that a Majorana-like cross section is a special case of this with $f = \pm1$.

For a given DM mass, the recoil energy spectrum for scattering off a given nucleus is fixed. In this case, the log-likelihood is given by:

$$\log \mathcal{L} = -N_e + N_o \log(N_o) + \sum_{i=1}^{N_o} \log(P(E_R^{(i)})),$$

where $P(E_R)$ does not depend on the couplings. In this case, the log-likelihood can be calculated very quickly on a dense grid over the couplings, which only affect the value of $N_e$. If an experiment consists of multiple targets, the likelihood is

$$\log \mathcal{L} = -\sum_k N^k_e + \sum_{i=1}^{N_o} \log(\sum_k N^k_e P_k(E_R^{(i)})),$$

where $N^k_e$ is the number of expected recoils off nucleus $k$ and the sum is over all the nuclear targets in a given experiment. This is slightly more complicated but still permits a rapid calculation of the log-likelihood for a given DM mass. The full log-likelihood is then obtained by summing over experiments.

For a given mock data sample, we scan over 25 values of the DM mass, to calculate the maximum likelihood in each case (and therefore the overall maximum likelihood). For each DM mass, we calculate the log-likelihood on a grid of couplings, linearly spaced over the ranges:

$$\log_{10}(\lambda_p/\text{GeV}^{-2}) \in [-10, -6],$$
$$\log_{10}(\lambda_n/\text{GeV}^{-2}) \in [-10, -6],$$
$$f \in [-1, 1].$$

In the case of Majorana-like DM, we use a grid of (200 x 200) values of $(\lambda_p, \lambda_n)$, each for $f = 1$ and $f = -1$. For

---

7 In order to be able to use Eq. (A1) to calculate the Xenon likelihood, we approximate the detector as containing a single isotope with $(A, Z) = (131, 54)$. This has a negligible effect on the direct detection rate, but allows us to calculate the likelihood much more quickly.
Dirac-like DM, we use a grid of $(50 \times 50 \times 50)$ points in $(\lambda_p, \lambda_n, f)$.

From this initial grid scan, we obtain an estimate of the maximum likelihood points under the Dirac-like hypothesis and the Majorana-like hypothesis. For each hypothesis, we then perform 10 refinement steps, recalculating the likelihood on another grid, using the same number of grid points, but each time over a smaller range of parameter values. The range of parameters for each refinement step is centred on the maximum-likelihood parameter value from the previous step.

We repeat this procedure (scanning and refining over couplings and masses to obtain the maximum likelihoods for the Dirac-like and Majorana-like hypotheses) for each mock dataset. By generating and fitting 100 mock datasets, we estimate the median significance which can be obtained with a given ensemble of experiments.

We have verified that the method gives good convergence, i.e. that increasing the number of grid points does not significantly affect the results. The code used to perform the scans, along with code to analyse and plot the resulting data is publicly available and can be downloaded at https://github.com/bradkav/AntiparticleDM [15].

Appendix B: Analytic Estimates

The likelihood-based calculations described in App. [A] are computationally expensive, so it is important to obtain an initial estimate of which parts of parameter space will maximise the discrimination significance. We can then focus on these regions for the full likelihood-based calculations, rather than wasting computational time on parameter points where the significance is expected to be low.

In order to obtain this estimate, we consider having three experimental targets: $X$, $Y$ and $Z$. If DM is a Dirac particle, the DM-nucleus cross section for each target is given by Eq. (1). We write these cross sections as $\sigma_X^D$, $\sigma_Y^D$ and $\sigma_Z^D$.

We imagine that experiments $X$ and $Y$ measure their respective DM-nucleus cross sections to be $\sigma_X$ and $\sigma_Y$ respectively. As described in detail in QRY17 [18], we can use these two measurements to estimate the DM-nucleon couplings $(\lambda_p^M, \lambda_n^M)$, assuming that the DM is a Majorana particle. That is, we solve:

\[
\left| \lambda_p^M N_p^X + \lambda_n^M N_n^X \right|^2 = \frac{\pi \sigma_X}{4 \mu_{XX}^D}, \tag{B1}
\]

\[
\left| \lambda_p^M N_p^Y + \lambda_n^M N_n^Y \right|^2 = \frac{\pi \sigma_Y}{4 \mu_{YY}^D}. \tag{B2}
\]

There are two possible solutions for $(\lambda_p^M, \lambda_n^M)$, up to an overall sign degeneracy. With these, we can calculate the DM-nucleus cross section $\sigma_Z^M$ which we would expect in a third target $Z$, assuming again a Majorana DM particle.

We then compare $\sigma_Z^M$, the cross section expected in a Z target under the assumption of a Majorana particle, and $\sigma_Z^D$, the true DM-nucleus cross section we would measure, given the Dirac nature of the particle. To do this, we evaluate the fractional difference $\Delta$ between the two cross sections,

\[
\Delta = \frac{(\sigma_Z^D - \sigma_Z^M)^2}{(\sigma_Z^D)^2}, \tag{B3}
\]

as a function of the input parameters $f$ and $\lambda_n/\lambda_p$. Small values of $\Delta$ indicate that the data should be well described by both Majorana and Dirac DM, while large values imply that the cross sections in the Majorana and Dirac scenarios should differ substantially, suggesting that significance discrimination should be possible.

In Fig. [7], we plot the cross section discrepancy $\Delta$ for ensemble A. Here, we have used the Ar and Si experiments to estimate the Majorana couplings and plot the value of $\Delta$ calculated for the Xe experiment. Due to the large target mass and $A^2$ coherent enhancement of Xenon-based detectors, we expect the Xe experiment to observe the largest number of events and therefore to obtain the most precise estimate of the DM-nucleus cross section. It is the discrepancy in Xenon which we therefore expect to drive the discrimination significance.

From Fig. [7] we see that the largest discrepancies between the Majorana and Dirac cross sections are obtained when there is a partial cancellation of the DM-Xe or DM-Ar cross sections, in agreement with the discussion of Sec. [11] Instead, where there is no substantial cancellation (far from $f = -1$ or where $\lambda_n/\lambda_p$ does not match
$N_p/N_n$ for any of the target nuclei) the discrepancy is smaller ($< 0(10\%)$). Such a difference is likely to fall within the statistical errors of a cross section measurement and so discrimination will be difficult.

We have checked these analytic estimates for different ensembles and over much wider range of parameter values. We find in all cases that the cross section discrepancy decreases rapidly away from the parameter region depicted in Fig. 7. We therefore focus in this work on the parameter ranges $\lambda_n/\lambda_p \in [0.5, 1.0]$ and $f \in [-1.00, -0.94]$.
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