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1. Introduction

In standard visual question answering (VQA), answers are usually inferred by extracting the visual content of the images and generalising the information seen at training time. However, as the space of training question-image pairs is finite, the use of image content as the only source of information to predict answers presents two important limitations. First, image features only capture the spatial information of the picture, leaving temporal coherence in video unattended. Second, visual content by itself does not provide enough insights for answering questions that require reasoning beyond the image. To address these limitations, video question answering (VideoQA) [7, 5] and knowledge-based visual question answering (KBVQA) [9, 8] have emerged as two independent fields.

This work contributes towards building a general framework in which different types of VQA coexist. To that end, we created the KnowIT VQA dataset with questions that require both video understanding and knowledge-based reasoning to be answered (example in Fig. 1). We use a popular sitcom as an ideal testbed for modelling knowledge-based questions about the world. We then cast the problem as a multi-choice challenge, and introduce a two-piece model that (i) acquires, processes, and maps specific knowledge into a continuous representation inferring the motivation behind each question, and (ii) fuses video and natural language content together with the acquired knowledge in a multi-modal fashion to predict the correct answer. The complete details about the dataset, model and exhaustive experimental results can be found in [3].

2. KnowIT VQA

The dataset is based on 207 episodes from the Big Bang Theory tv show. To generate questions, answers, and annotations we used Amazon Mechanical Turk.1 We required workers to have a high knowledge about the show and instructed them to generate questions that are answerable by people familiar with the show, whereas difficult for new spectators. For each clip, we provided the video and subtitles, along with the summaries of all the episodes. Workers were asked to annotate each clip with a question, its correct answer, and three wrong but relevant answers. We randomly split the episodes into training, validation, and test sets, so that questions and clips from the same episode were assigned to the same set. In total, we gathered 24,282 question and answers pairs over 12,087 video clips.

In order to approximate the knowledge viewers acquire by watching the series, we annotated each video clip with expert information. We asked workers to describe in a short sentence the knowledge that is required to answer the question correctly. For example, for the question Why did Leonard invite Penny to lunch?, the explanation Penny has just moved in is key to respond the correct answer, He wanted Penny to feel welcomed into the building. We called this field KNOWLEDGE. We also annotated each question with four possible questions types: visual-, textual-, temporal-, and knowledge-based.

3. ROCK Model

We propose ROCK (Fig. 2) a model for KBVQA in videos. ROCK consists of three different modules:

1) Knowledge Base (KB): we build a specific KB, \( K = \{ w_j \} \), with the KNOWLEDGE field. Each instance, \( w_j \) with \( j \in \{1, ..., N \} \), is represented as a natural language sentence.

2) Knowledge Retrieval: We retrieve relevant information to each question in the KB. We input the question, the candidate answers, and a knowledge instance into a
BERT network [2], namely BERT-scoring. BERT-scoring is trained to estimate a similarity score, \( s_{ij} \), between a question, \( q_i \), and a knowledge instance \( w_j \), using matching (i.e. \( i = j \)) and non-matching (i.e. \( i \neq j \)) question-knowledge pairs and a binary cross-entropy loss. The top \( k \) scoring knowledge instances for a given question are retrieved.

3) Video Reasoning: the visual and language content of the video clip is extracted and used to predict an answer.

**Visual Representation**: We apply four different techniques to describe the visual content of video frames: 1) Image, obtained from concatenating frame Resnet50 [4] features; 2) Concepts, bag-of-words with the objects and their attributes detected with [1]; 3) Facial, list of main characters in the clip detected with [6]; and 4) Captions, sentences describing the visual content of the frames with [10].

**Language Representation**: Textual data is processed using a fine-tuned BERT model, namely BERT-reasoning. We concatenate the captions, subtitles, question, a candidate answer, and the top \( k \) retrieved knowledge instances and input it into the network. For each candidate answer, the output of the network is used as language representation.

**Answer Prediction**: The visual and the language representations are concatenated and fed into a linear layer to obtain a candidate answer score. The answer with the highest score is the predicted answer. The network is trained as a classification task with the multi-class cross-entropy loss.

4. Evaluation

We train our models with stochastic gradient descent with 0.9 momentum and 0.001 learning rate. For BERT, we used the uncased base model with pre-trained initialisation. We compare ROCK against two categories of models:

1) **Vis, Sub, QA.** Models using language and visual representations, but not knowledge, including (i) TVQA [5] a state-of-the-art VideoQA method in which language is encoded with a LSTM layer, whereas visual data is encoded into visual concepts; (ii) ROCKVQA our model without knowledge; and (iii) Humans (Rookies) evaluators who have never watched any episode. Our model outperforms TVQA by 6.6% but still lags well behind human accuracy.

2) **Knowledge.** Models that exploit knowledge to predict the correct answer, i.e. our ROCK model in its full version and Humans (Rookies) evaluators that have watched the show. Compared to the non-knowledge methods, the inclusion of the knowledge retrieval module increases the accuracy by 6.5%, showing the great potential of knowledge-based approaches in our dataset. Among the visual representations, Image, Concepts, and Facial perform the same. However, the gap between ROCK and humans increases when knowledge is used, suggesting potential room for improvement in both video modeling and knowledge representation. An example result can be seen in Fig. 1.

5. Conclusion

We presented a novel dataset for knowledge-based visual question answering in videos and proposed a video reasoning model in which multi-modal video information was combined together with specific knowledge about the task. Our evaluation showed the great potential of knowledge-based models in video understanding problems. However, there is still a big gap with respect to human performance.
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