Analysis of staggered evolutions for nonlinear energies in phase field fracture
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Abstract. We consider a class of separately convex phase field energies employed in fracture mechanics, featuring non-interpenetration and a general softening behavior. We analyze the time-discrete evolutions generated by a staggered minimization scheme, where the fracture irreversibility is modeled by a monotonicity constraint on the phase field variable. We characterize the time-continuous limits of the discrete solutions in terms of balanced viscosity evolutions, parametrized by their arc-length with respect to the $L^2$-norm (for the phase field) and the $H^1$-norm (for the displacement field). By a careful study of the energy balance we deduce that time-continuous evolutions may still exhibit an alternate behavior in discontinuity times.
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1 Introduction

In the last decades the use of phase field models in computational fracture mechanics has been constantly increasing and has found many interesting applications. In the original formulation of [10] for quasi-static evolution of brittle fracture in linearly elastic bodies, the propagation of a crack, here represented by a phase field function $z$, is described in terms of equilibrium configuration (or critical points) of the Ambrosio-Tortorelli functional

$$ G_{\varepsilon}(u,z) := \frac{1}{2} \int_{\Omega} (z^2 + \eta_\varepsilon) \sigma(u) : \varepsilon(u) \, dx + G_c \int_{\Omega} \varepsilon |\nabla z|^2 + \frac{1}{4\varepsilon}(1 - z)^2 \, dx, $$

where $\Omega$ is an open bounded subset of $\mathbb{R}^n$ with Lipschitz boundary $\partial \Omega$, $u \in H^1(\Omega; \mathbb{R}^n)$ is the displacement field, $\varepsilon(u)$ denotes the symmetric part of the gradient of $u$, $\sigma(u) := C \varepsilon(u)$ is the stress, $C$ being the usual elasticity tensor, $\varepsilon$ and $\eta_\varepsilon$ are two small positive parameters, and $G_c$ is the toughness, a positive constant related to the physical properties of the material under consideration (from now on we impose $G_c = 1$). In (1.1) the function $z \in H^1(\Omega)$ is supposed to take values in $[0,1]$, where $z(x) = 1$ if the material is safe at $x$, while $z(x) = 0$ means that the elastic body $\Omega$ presents a crack at $x$. Hence, the zero level set of $z$ represents the fracture and $z$ can be interpreted as a regularization of a crack set.

The advantage in using phase field models like (1.1) lies in their ability to handle the complexity of moving cracks, making the numerical implementation of the fracture process feasible even in rather involved geometrical settings. Indeed, energies of the form $G_{\varepsilon}$, defined on Sobolev spaces, can be easily discretized in finite element spaces or by finite differences. Furthermore, equilibrium configurations for $G_{\varepsilon}$ can be efficiently computed by means of alternate minimization algorithms (see, e.g., [9, 10, 12]), where $G_{\varepsilon}$ is iteratively minimized first w.r.t. $u$ and then w.r.t. $z$. This implies, in view of the quadratic nature of the functional, that at each step of the algorithm only a linear system has to be solved.

Starting from the seminal paper [5], the connection between (1.1) and brittle fracture mechanics has been drawn from a theoretical point of view by studying the $\Gamma$-convergence as $\varepsilon \to 0$ of $G_{\varepsilon}$ in BV-like spaces. A first result has been obtained in [13] in an $SBD^2$ setting, while the generalization to $GSBD^2$ [17]
has been presented in [15, 22]. In this context, the limit functional $G_0$ is defined as
\[
G_0(u) := \frac{1}{2} \int_\Omega \sigma(u) : \varepsilon(u) \, dx + \mathcal{H}^{n-1}(J_u) \quad \text{for } u \in GSBD^2(\Omega),
\]
where $J_u$ denotes the approximate discontinuity set of $u$ and therefore represents, in a suitable sense, a crack set.

While the $\Gamma$-convergence analysis ensures the convergence of minimizers of (1.1) to minimizers of (1.2), and hence provides a rigorous justification of the phase field model (1.1) at a static level, not so much is known for the convergence of evolutions, in particular for those obtained by alternate minimization schemes. A first analysis of convergence of these algorithms has been carried out in the recent paper [24], together with a full description of the limit evolutions in the language of rate-independent processes (see, e.g., [29, 31] and reference therein). The techniques developed in [24] have then been applied to a finite dimensional approximation of (1.1) in [1].

Let us briefly discuss the result obtained in [24]. In dimension $n = 2$, let $[0, T]$ be a time interval and consider, for instance, a time dependent boundary condition $u = g(t)$ on $\partial \Omega$ and initial conditions $u_0$ and $z_0$, with $0 \leq z_0 \leq 1$. Proceeding by time discretization, for every $k \in \mathbb{N} \setminus \{0\}$ let $\tau_k := T/k$ be a time increment and denote $t_k^i := i \tau_k$, for $i = 0, \ldots, k$. A discrete in time evolution is constructed using the following procedure: at time $t_k^i$ for $j = 0$ we define the sequences $u_{i,j}^k$ and $z_{i,j}$ setting $u_{i,0}^k := u_{i-1}^k$, $z_{i,0}^k := z_{i-1}^k$, and
\[
\begin{align*}
    u_{i,j+1}^k &:= \text{argmin} \{ G_\varepsilon(u, z_{i,j}^k) : u \in H^1(\Omega; \mathbb{R}^2), u = g(t_k^i) \text{ on } \partial \Omega \}, \\
    z_{i,j+1}^k &:= \text{argmin} \{ G_\varepsilon(u_{i,j+1}^k, z) : z \in H^1(\Omega), z \leq z_{i,j}^k \}.
\end{align*}
\]
In the limit $j \to \infty$, the algorithm (1.3)-(1.4) computes a limit pair $(u_i^k, z_i^k) \in H^1(\Omega; \mathbb{R}^2) \times H^1(\Omega)$, which turns out to be an equilibrium configuration of $G_\varepsilon$. We notice here that in the minimization (1.4) a strong irreversibility is imposed, which forces the phase field variable $z$ to decrease at each iteration. A complete convergence result for the scheme (1.3)-(1.4) with the weaker constraint $z \leq z_{i,j}^k$ is still out of reach in our quasi static setting. We mention that a first result in this direction has been obtained in the work [2] in the context of gradient flows, i.e., adding to the minimum problem (1.4) an $L^2$-penalization of the distance between $z_i^k$ and $z_{i-1}^k$. Clearly the two above constraints are equivalent if we consider the simpler scheme with only one iteration of (1.3)-(1.4), that has been employed in many mathematical papers (see, for instance, [7, 20, 25, 26, 27, 34]). We also point out that the restriction to a two dimensional setting is rather technical, and is due to Sobolev embeddings that hold only in $\Omega \subset \mathbb{R}^2$.

In order to study the limit as the time step $\tau_k$ tends to 0, it is not technically convenient to investigate the limit of each configuration $(u_{i,j}^k, z_{i,j}^k)$. On the contrary, in [24] the authors provide a global description of the evolution by introducing an arc-length reparametrization of time, that is, a reparametrization based on the distance between the steps of the scheme (1.3)-(1.4). This reminds of the usual approach to viscous approximation (see, e.g., [25, 26, 27] in the context of phase field). The crucial point in [24] is the choice of the norms used to compute the arc-length of the algorithm: while in the viscous setting it is natural to employ the viscosity norm, in (1.3)-(1.4) it is not clear whether there are preferable norms. Nevertheless, by its quadratic structure, the functional $G_\varepsilon$ induces two weighted $H^1$-norms for $u$ and $z$, respectively, that are therefore referred to as energy norms. With respect to these particular norms, it turns out that the affine interpolation curves between two consecutive states of the algorithm (1.3)-(1.4) are actually gradient flows of $G_\varepsilon$, whose lengths can be uniformly bounded. Gluing together all the interpolations and reparametrizing time, we obtain a piecewise linear curve with bounded velocity connecting all the states of the minimizing scheme and satisfying a discrete energy balance. As $k \to \infty$, the limit of these interpolation curves is a parametrized Balanced Viscosity evolution complying with an equilibrium condition and an energy-dissipation balance (we refer to [30, 31] for more details on this kind of solutions).

Despite the sound mathematical result, when reading [24] one immediately notices that the whole convergence analysis strongly depends on the specific structure of the functional (1.1). This remark becomes clear if we try to repeat the above strategy with a different phase field energy, such as
\[
I_\varepsilon(u, z) := \frac{1}{2} \int_\Omega W(z, \varepsilon(u)) \, dx + \int_\Omega \varepsilon |\nabla z|^2 + f_\varepsilon(z) \, dx,
\]
where some nonlinearities $W$ and $f_\varepsilon$ have been introduced, which make the functional $I_\varepsilon$ not separately quadratic. In this new context, there is no clear notion of energy norms. Hence, when trying to define an arc-length reparametrization of time, we would be forced to choose a priori some norms in order to
estimate the distance between two steps of the alternate minimization algorithm. Moreover, being \( I_\varepsilon \) strongly nonlinear, we can not anymore expect that the linear interpolation between two consecutive states of the minimization algorithm can represent a gradient flow of \( I_\varepsilon \). Therefore, the convergence of a numerical scheme of the form (1.3)-(1.4) for \( I_\varepsilon \) does not trivially follow from the results of [24] and needs further analysis, which is indeed the goal of the present paper.

More precisely, we focus, always in a two dimensional setting, on the phase field model introduced in [6, 16]. The basic idea of the model is that an elastic material behaves differently under tension or compression, and a crack can appear or evolve only under tension. This means that the presence of a phase field should not affect the ability of the elastic body to store energy under compression. Hence, differently from (1.1), the factor \( z^2 + \eta_\varepsilon \) can not pre-multiply the whole stress \( \sigma(u) \). On the contrary, a splitting of \( \varepsilon(u) \) into its volumetric \( \varepsilon_v(u) := \frac{1}{2} \text{tr} \varepsilon(u) I \) and deviatoric \( \varepsilon_d(u) := \varepsilon(u) - \varepsilon_v(u) \) components has to be considered, where the symbol tr stands the trace of a matrix. In order to further distinguish between tension and compression, we introduce \( \varepsilon_z^\pm(u) := \frac{1}{2} (\text{tr} \varepsilon(u)) \pm I, \) \((\cdot)_\pm\) denoting the positive and negative part, respectively. With this notation at hand, the elastic energy density \( W \) in (1.5) takes the form

\[
W(z; \varepsilon) := h(z)(\mu|\varepsilon_d|^2 + \kappa|\varepsilon_z^+|^2) + \kappa|\varepsilon_z^-|^2 \quad \text{for every } z \in \mathbb{R} \text{ and every } \varepsilon \in M_2^s, \tag{1.6}
\]

where \( h \) is a suitable degradation function, \( \mu, \kappa > 0 \) are two positive constants related to the Lamé coefficients of the material, and \( M_2^s \) denotes the space of symmetric matrices of order two with real coefficients. Introducing a time dependent boundary condition \( g: [0, T] \to H^1(\Omega; \mathbb{R}^2) \), the complete energy functional reads, for \( t \in [0, T] \), \( u \in H^1_\varepsilon(\Omega; \mathbb{R}^2) \), and \( z \in H^1(\Omega) \), as

\[
\mathcal{F}_\varepsilon(t, u, z) := \frac{1}{2} \int_\Omega W(z, \varepsilon(u + g(t))) \, dx + \int_\Omega \varepsilon(|\nabla z|^2 + f_\varepsilon(z)) \, dx. \tag{1.7}
\]

We note that the explicit time dependence in \( \mathcal{F}_\varepsilon \) has been introduced in order to fix once and for all the ambient space \( H^1_\varepsilon(\Omega; \mathbb{R}^2) \) for the displacement variable \( u \). This means that the real displacement will be \( u + g(t) \), but the unknown of the problem is only \( u \). The advantage of this choice will be clear in the discussions of Section 4. More important, we again remark that in (1.6) and (1.7) we allow for nonlinearities \( h \) and \( f_\varepsilon \) different from the usual \( z^2 + \eta_\varepsilon \) and \( \frac{1}{2\varepsilon^2}(1 - z)^2 \). This freedom is well justified by the existing literature on phase field fracture mechanics (see, for instance, [3, 23, 35]), where the modeling of different phenomena, such as brittle or cohesive fracture growth, results in the choice of different degradation profiles. Here, we will assume \( h \in C^1_{loc}(\mathbb{R}) \), convex, positive, non-decreasing in \([0, +\infty)\), and with minimum in 0, and \( f_\varepsilon \in C^1_{loc}(\mathbb{R}) \) strongly convex, non-negative, and with minimum in 1. We refer to Section 2 for the precise setting.

The asymptotic behavior of \( \mathcal{F}_\varepsilon \) has been recently investigated in [14]. In dimension \( n = 2 \) and with the usual degradation functions \( h(z) = z^2 + \eta_\varepsilon \) and \( f_\varepsilon(z) = \frac{1}{2\varepsilon^2}(1 - z)^2 \), it has been shown that \( \mathcal{F}_\varepsilon \Gamma \)-converges as \( \varepsilon \to 0 \) to the functional

\[
\mathcal{F}_0(u) := \begin{cases} \frac{1}{2} \int_\Omega (2\mu|\varepsilon_d(u)|^2 + \kappa|\varepsilon_v(u)|^2) \, dx + H^1(J_u) & \text{if } u \in SBD(\Omega), \ [u] \cdot \nu_u \geq 0 \ H^1\text{-a.e. in } J_u, \\ + \infty & \text{otherwise}, \end{cases}
\]

where \([u] \) stands for the approximate jump of \( u \) on \( J_u \) and \( \nu_u \) is the approximate unit normal to \( J_u \). The condition \([u] \cdot \nu_u \geq 0 \) on \( J_u \) represents a linear non-interpenetration constraint which, in the fracture mechanics language, forces the lips of the crack set \( J_u \) to not interpenetrate.

In this paper we are interested in the study of the convergence of alternate minimization algorithms for the evolution problem of the phase field model (1.7). To simplify the notation, we fix \( \varepsilon := \frac{1}{n} \) and denote with \( \mathcal{F} \) the functional \( \mathcal{F}_{\frac{1}{n}} \). Given \( T > 0 \), \( \tau_k := T/k \), and \( t^k_k := i \tau_k \), we consider the following iterative procedure, similar to (1.3)-(1.4): at time \( t^k_k \), we set \( u^k_{\cdot,0} := u^k_{\cdot,-1} \), \( z^k_{\cdot,0} := z^k_{\cdot,-1} \) and, for \( j \geq 1 \), we define

\[
\begin{align*}
u^k_{\cdot,j} & := \text{argmin} \{ \mathcal{F}(t^k_k, u, z^k_{\cdot,j-1}) : u \in H^1_\varepsilon(\Omega; \mathbb{R}^2) \}, \\
\nu^k_{\cdot,j} & := \text{argmin} \{ \mathcal{F}(t^k_k, u^k_{\cdot,j}, z) : z \in H^1(\Omega), z \leq z^k_{\cdot,j-1} \}. \tag{1.8} \tag{1.9}
\end{align*}
\]

In the limit as \( j \to \infty \) we detect a critical point \((u^k_k, z^k_k)\) of \( \mathcal{F} \). In order to analyze the limit of the time-discrete evolution \((u^k_k, z^k_k)\) as the time step \( \tau_k \to 0 \), we follow the general scheme of [24]. First, we want to interpolate between all the steps of the scheme (1.8)-(1.9) and reparametrize time w.r.t. an arc-length parameter. As already mentioned, we have to face here the fact that the energy \( \mathcal{F} \) is highly nonlinear and not separately quadratic. This implies that there are no intrinsic norms stemming out from the functional, as it happens in [24]. In our framework, instead, we a priori fix the \( H^1 \)-norm for the displacement field \( u \).
and the $L^2$-norm for the phase field $z$. Our choices, made clear in Section 4, are guided by the possibility to construct suitable gradient flows connecting consecutive states of our alternate minimization algorithm. In particular, being $\mathcal{F}$ differentiable w.r.t. $u$, by classical results we get the existence of a gradient flow of $\mathcal{F}$ in the $H^1$-norm starting from $u^k_{i,j-1}$ and ending in $u^k_{i,j}$. When constructing a gradient flow for $z$ connecting $z^k_{i,j-1}$ and $z^k_{i,j}$, instead, we have to deal with the irreversibility condition $z \leq z^k_{i,j-1}$ which forces us to work with the weaker $L^2$-norm (we refer to Theorem 4.7 for more details). As a byproduct of our construction, the total length of the scheme is uniformly bounded in $k$. Hence, gluing all the gradient flows together and reparametrizing time we obtain a sequence of curves $(t_k, u_k, z_k)$ with bounded velocity interpolating between all the states of the minimization scheme and satisfying, once again, discrete in time equilibrium and energy balance.

In the limit as $k \rightarrow \infty$, we prove the convergence to a parametric BV evolution $(t, u, z) : [0, S] \rightarrow [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times H^1(\Omega)$, which we characterize in terms of equilibrium and energy-dissipation balance as follows (see Theorem 2.4 for further details):

(i) for every $s \in (0, S)$ such that $t'(s) > 0$

$$\partial_u \mathcal{F}(t(s), u(s), z(s)) = 0 \quad \text{and} \quad \partial_z \mathcal{F}(t(s), u(s), z(s)) = 0,$$

(ii) for every $s \in [0, S]$

$$\mathcal{F}(t(s), u(s), z(s)) = \mathcal{F}(0, u_0, z_0) - \int_0^s \partial_u \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) \|u'(\sigma)\|_{H^1} d\sigma$$

$$- \int_0^s \partial_z \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) \|z'(\sigma)\|_{L^2} d\sigma + \int_0^s \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) d\sigma,$$

where $\partial_u \mathcal{F}$ and $\partial_z \mathcal{F}$ denote the slopes of $\mathcal{F}$ w.r.t. $u$ and $z$, respectively (see Definition 2.1) and $\mathcal{P}$ is the power expended by the external forces (boundary datum $g$ in our case), and is defined in (2.10).

Roughly speaking, the equilibrium condition (i) says that at continuity times, i.e., when $t'(s) > 0$, the pair $(u(s), z(s))$ is an equilibrium configuration for $\mathcal{F}$, while the energy-dissipation balance (ii) gives us a complete description of the behavior of a solution at discontinuity times. As it was already noticed in [24], the characterization (i)-(ii) is very similar to the one obtained in [25, 26, 27] with a vanishing viscosity approach. The main advantage of the iterative minimization (1.8)-(1.9) is that we do not have to add a fictitious viscosity term. Moreover, our constructive scheme is closer to the numerical applications, where alternate minimization schemes are usually adopted.

We conclude with a short description of main steps of the proof of (i) and (ii). The convergence of $(t_k, u_k, z_k)$ is obtained by a compactness argument. By the nonlinearity of $\mathcal{F}$, we actually need a point-wise strong convergence of $u_k$ in $H^1(\Omega; \mathbb{R}^2)$, which is shown in Proposition 5.4 by studying convergence of gradient flows. The equilibrium (i) and the lower energy-dissipation inequality follow then from lower semicontinuity of the functional $\mathcal{F}$ and of the slopes $\partial_u \mathcal{F}$ and $\partial_z \mathcal{F}$, discussed in Section 3.4. The technically hard part comes with the upper energy-dissipation inequality, where we pay the choice of the $L^2$-norm to estimate the arc-length of the algorithm (1.8)-(1.9) w.r.t. $z$. Comparing with [24], indeed, we can not employ a chain rule argument, since the evolution $z$ is qualitatively the reparametrization of an $L^2$-gradient flow, instead of an $H^1$-gradient flow. For this reason, we need to exploit a Riemann sum argument (see, e.g., [18, 32]). In this respect, we have to face the lack of summability of the slope $\partial_z \mathcal{F}(t(\cdot), u(\cdot), z(\cdot))$, which does not follow from energy estimates, since we are only able to control $\partial_z \mathcal{F}(t(\cdot), u(\cdot), z(\cdot)) \|z'(\cdot)\|_{L^2}$. This problem is overcome by a careful analysis of the evolution of $z$. The idea is to gain the summability of $\partial_z \mathcal{F}(t(\cdot), u(\cdot), z(\cdot))$ outside the set $\{|z'|_{L^2} = 0\}$.

This allows us to perform a further change of variable and employ a Riemann sum argument in the new variable. As a byproduct of our analysis, we also show that a limit evolution $(t, u, z)$ may still exhibit an alternate behavior in discontinuity times. We refer to Section 5.3 and Appendix B for the full details.
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2 Setting and statement of the main result

2.1 Elastic energy density with anisotropic softening
Let us first introduce some notation. We denote by $\mathcal{M}^2$ the space of squared matrices of order 2 (with real entries) and by $\mathcal{M}_2^s$ the subspace of symmetric matrices. For every $F \in \mathcal{M}^2$, its volumetric and deviatoric part, respectively, are denoted by

$$F_v := \frac{1}{2}(\text{tr} F)I \quad \text{and} \quad F_d := F - F_v,$$

where $\text{tr} F$ stands for the trace of $F$ and $I$ is the identity matrix. We notice that $F_v : F_d = 0$, where the symbol $:\$ indicates the usual scalar product between matrices. As a consequence, we have that

$$|F|^2 = |F_v|^2 + |F_d|^2 \quad \text{for every } F \in \mathcal{M}^2,$$

where $| \cdot |$ denotes Frobenius norm. Furthermore, we set

$$F_v^\pm := \frac{1}{2}(\text{tr} F)_\pm I,$$

where $(\cdot)_+$ and $(\cdot)_-$ denote positive and negative part, respectively. Clearly, $|F_v|^2 = |F_v^+|^2 + |F_v^-|^2$.

With this notation, for a (strain) matrix $\epsilon \in \mathcal{M}_2^s$ we first rewrite the linear elastic energy density as

$$\Psi(\epsilon) = \frac{1}{2}(\text{tr} \epsilon_v)^2 + \mu |\epsilon_v|^2 = \lambda(|\epsilon_v^+|^2 + |\epsilon_v^-|^2) + \mu(\mu |\epsilon_v^+|^2 + |\epsilon_v^-|^2 + |\epsilon_d|^2)
= \mu |\epsilon_v|^2 + \kappa_1 |\epsilon_v^+|^2 + \kappa_1 |\epsilon_v^-|^2 = \Psi_+(\epsilon) + \Psi_- (\epsilon), \quad (2.1)$$

where we have set $\kappa := \lambda + \mu$, $\Psi_+(\epsilon) := \mu |\epsilon_v|^2 + \kappa_1 |\epsilon_v^+|^2$, and $\Psi_- (\epsilon) := \kappa_1 |\epsilon_v^-|^2$. We assume that $\mu > 0$ and that $\kappa > 0$.

Our phase field model, inspired by [6, 14], does not allow for fracture under compression, i.e. where $(\text{tr} \epsilon)_- \neq 0$; this is obtained employing an elastic energy density of the form

$$W(z, \epsilon) := h(z)\Psi_+(\epsilon) + \Psi_- (\epsilon) \quad \text{for } z \in \mathbb{R} \text{ and } \epsilon \in \mathcal{M}_2^s, \quad (2.2)$$

where $z$ is the phase field variable and $h$ is the softening or degradation function. We assume that $h$ is convex, of class $C^{1,1}_{\text{loc}}(\mathbb{R})$ and that

$$h(z) \geq h(0) > 0 \quad \text{for every } z \in \mathbb{R}. \quad (2.3)$$

Note that, under these assumptions, $h$ is non-decreasing in $[0, +\infty)$. We denote $\eta := h(0) > 0$. Note that $W(z, \cdot)$ is differentiable w.r.t. $\epsilon$ and that

$$\partial_\epsilon W(z, \epsilon) = 2h(z)(\mu \epsilon_d + \kappa \epsilon_d^+) - 2\kappa \epsilon_d^- \quad (2.4)$$

Further properties of the energy density $W$ are provided in Section 3.2.
2.2 Energy, slopes and power

The reference configuration $\Omega$ is assumed to be a bounded, connected, open subset of $\mathbb{R}^2$ with Lipschitz boundary $\partial \Omega$. We denote by $\partial_\Omega$ a non-empty subset of $\partial \Omega$ made of finitely many, relatively open, connected components. We consider a time interval $[0, T]$ and, for every $t \in [0, T]$, admissible displacements of the form $u + g(t)$ where $u$ belongs to $\mathcal{U} := \{ u \in H^1(\Omega; \mathbb{R}^2) : u = 0 \text{ on } \partial_\Omega \}$ while the “boundary datum” $g$ belongs to $W^{1,q}([0, T]; W^{1,p}(\Omega; \mathbb{R}^2))$ with $q \in (1, +\infty)$ and $p \in (2, +\infty)$. The phase field $z$ belongs instead to $Z := H^1(\Omega) \cap L^\infty(\Omega)$ (even though in the evolution it will take value in $[0, 1]$).

For $p \in [1, +\infty]$, we denote by $\| \cdot \|_{W^{1,p}}$ and by $\| \cdot \|_{L^p}$ the usual $W^{1,p}$ and $L^p$-norms, respectively; we use also the notation $\| \cdot \|_{H^1}$ for the $H^1$-norm.

Then, for every $(t, u, z) \in [0, T] \times \mathcal{U} \times Z$ we define the elastic energy as

$$
\mathcal{E}(t, u, z) := \int_\Omega W(z, \hat{e}(u + g(t))) \, dx = \int_\Omega h(z) \Psi^+(\hat{e}(u + g(t))) + \Psi^-(\hat{e}(u + g(t))) \, dx
$$

(2.5)

where $\hat{e}(u + g(t))$ denotes the symmetric part of the gradient of the displacement $u + g(t) \in H^1(\Omega; \mathbb{R}^2)$. We introduce the dissipation pseudo-potential for the phase field $z \in Z$ as

$$
\mathcal{D}(z) := \frac{1}{2} \int_\Omega |\nabla z|^2 + f(z) \, dx.
$$

We assume that $f : \mathbb{R} \to \mathbb{R}$ is strongly convex, of class $C^{1,1}_{\text{loc}}$ and that $0 \leq f(1) \leq f(z)$ for every $z \in \mathbb{R}$. The total energy of the system $\mathcal{F} : [0, T] \times \mathcal{U} \times Z \to [0, +\infty)$ is defined as the sum of elastic energy and dissipation pseudo-potential. Hence, for every $t \in [0, T]$, every $u \in \mathcal{U}$, and every $z \in Z$ we set

$$
\mathcal{F}(t, u, z) := \mathcal{E}(t, u, z) + \mathcal{D}(z).
$$

In our study of quasi-static evolutions we will often employ the following slopes for the functional $\mathcal{F}$, w.r.t. the displacement $u$ and the phase field $z$.

**Definition 2.1.** Let $(t, u, z) \in [0, T] \times \mathcal{U} \times Z$. We define

$$
|\partial_u \mathcal{F}|(t, u, z) := \limsup_{w \to u \text{ in } H^1} \frac{(\mathcal{F}(t, w, z) - \mathcal{F}(t, u, z))^-}{\|w - u\|_{H^1}},
$$

(2.8)

$$
|\partial_z \mathcal{F}|(t, u, z) := \limsup_{v \to z^- \text{ in } L^2} \frac{(\mathcal{F}(t, u, v) - \mathcal{F}(t, u, z))^-}{\|v - z\|_{L^2}},
$$

(2.9)

where $v \to z^-$ in $L^2$ means that $v \leq z$ and $v \to z$ in $L^2$ (with $v \in Z$).

For the properties of the slopes we refer to Section 3.4.

**Remark 2.2.** Note that here we employ a unilateral $L^2$-slope while in [24] we used a unilateral $H^1$-slope.

In order to simplify the notation later on, for a.e. $t \in [0, T]$, every $u \in \mathcal{U}$, and every $z \in Z$, we define the power functional

$$
\mathcal{P}(t, u, z) := \int_\Omega \partial_u W(z, \hat{e}(u + g(t))) : \hat{e}(\dot{g}(t)) \, dx,
$$

(2.10)

where $\dot{g}$ denotes the time derivative of $g$. We notice that for a.e. $t \in [0, T]$, every $u \in \mathcal{U}$, and every $z \in Z$ we have

$$
\partial_t \mathcal{F}(t, u, z) = \mathcal{P}(t, u, z).
$$

(2.11)

2.3 Time-discrete evolutions and their time-continuous limit

First, let us briefly describe the discrete alternate minimization scheme, without entering into the technical details. Let the initial condition be $u_0 \in \mathcal{U}$ and $z_0 \in Z$ with $0 \leq z_0 \leq 1$ and

$$
u_0 = \min \{ \mathcal{F}(0, u, z_0) : u \in \mathcal{U} \} \quad \text{ and } \quad z_0 = \min \{ \mathcal{F}(0, u_0, z) : z \in Z, z \leq z_0 \}.
$$

(2.12)

For $k \in \mathbb{N}$, $k \neq 0$, consider a time step $\tau_k := T/k$ and let $t_i^k := i\tau_k$ for every $i = 0, \ldots, k$. The time-discrete evolution $(u_i^k, z_i^k)$ is defined by induction w.r.t. the index $i \in \mathbb{N}$, as follows. We set $u_0^k := u_0$, $z_0^k := z_0$. In
order to define \( u_t^k \) and \( z_t^k \), known \( u_{t-1}^k \) and \( z_{t-1}^k \), we need the auxiliary sequences \( u_{t,j}^k \) and \( z_{t,j}^k \) defined in this way: set \( u_{t,0}^0 := u_{t-1}^k \) and \( z_{t,0}^k := z_{t-1}^k \), and, by induction w.r.t. the index \( j \in \mathbb{N} \), define by alternate minimization

\[
\begin{align*}
u_{t,j+1}^k & := \text{argmin} \{ F(t^k, u, z_{t,j}^k) : u \in \mathcal{U} \}, \\
z_{t,j+1}^k & := \text{argmin} \{ F(t^k, u_{t,j+1}^k, z) : z \in \mathcal{Z}, z \leq z_{t,j}^k \}.
\end{align*}
\]

We set \( z_{t,j}^k = \lim_{j \to \infty} z_{t,j}^k \) and \( u_{t}^k = \lim_{j \to \infty} u_{t,j}^k \) (existence of these sequences and of their limits will be proven in the sequel).

In order to study the limit as \( k \to \infty \), i.e. as the time step \( \tau_k \) vanishes, it will be technically convenient to interpolate all the configurations \( u_{t,j}^k \) and \( z_{t,j}^k \) by suitable rescaled gradient flows; this will ultimately provide, for every index \( k \), an “arc-length” parametrization \( s \mapsto (t_k(s), u_k(s), z_k(s)) \) from a fixed interval \([0, S]\) to \([0, T] \times \mathcal{U} \times \mathcal{Z}\) which interpolates all the configuration \( u_{t,j}^k \) and \( z_{t,j}^k \).

In the parametrized framework, we are now ready to give the main result of this paper.

**Theorem 2.4.** Up to subsequences, not relabelled, the parametrizations \((t_k, u_k, z_k)\) converge to a parametrization \((t, u, z) : [0, S] \to [0, T] \times \mathcal{U} \times \mathcal{Z}\) with \((t(0), u(0), z(0)) = (0, u_0, z_0)\), which satisfies the following properties:

(a) Regularity: \((t, u, z) \in W^{1,\infty}([0, S]; [0, T] \times H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega))\), \( z \in L^\infty([0, S]; H^1(\Omega))\), and, for a.e. \( s \in [0, S]\),

\[
|t'(s)| + \|u'(s)\|_{H^1} + \|z'(s)\|_{L^2} \leq 1,
\]

where the symbol ‘\( ' \) denotes the derivative w.r.t. the parametrization variable \( s \);

(b) Time parametrization: the function \( t : [0, S] \to [0, T] \) is non-decreasing and surjective;

(c) Irreversibility: the function \( z : [0, S] \to \mathcal{Z} \) is non-increasing and \( 0 \leq z(s) \leq 1 \) for every \( 0 \leq s \leq S \);

(d) Equilibrium: for every continuity point \( s \in [0, S] \) of \((t, u, z)\)

\[
\partial_u F|(t(s), u(s), z(s)) = 0 \quad \text{and} \quad \partial_z F|(t(s), u(s), z(s)) = 0;
\]

(e) Energy-dissipation equality: for every \( s \in [0, S]\)

\[
F(t(s), u(s), z(s)) = F(0, u_0, z_0) - \int_0^s \partial_u F|(t(\sigma), u(\sigma), z(\sigma)) \|u'(\sigma)\|_{H^1} d\sigma \\
- \int_0^s \partial_z F|(t(\sigma), u(\sigma), z(\sigma)) \|z'(\sigma)\|_{L^2} d\sigma + \int_0^s P(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) d\sigma,
\]

where we intend that \( \partial_z F|(t(\sigma), u(\sigma), z(\sigma)) \|z'(\sigma)\|_{L^2} = 0 \) whenever \( \|z'(\sigma)\|_{L^2} = 0 \) (including the case \( \partial_z F|(t(\sigma), u(\sigma), z(\sigma)) = +\infty\)).

Any evolution satisfying the above properties, will be called parametrized Balanced Viscosity evolution [30].

The proof of this theorem is contained in Section 5.

**Remark 2.5.** We note that the equilibrium condition (2.12) is not strictly necessary. However, it allows to shorten some proofs, without affecting the convergence analysis and the behavior of solutions.

**Remark 2.6.** The convention \( \partial_u F|(t(\sigma), u(\sigma), z(\sigma)) \|u'(\sigma)\|_{H^1} = 0 \) when \( \|u'(\sigma)\|_{H^1} = 0 \) is not necessary, since \( u(\sigma) \in H^1(\Omega; \mathbb{R}^2) \), which implies that \( \partial_u F|(t(\sigma), u(\sigma), z(\sigma)) < +\infty \) for every \( \sigma \in [0, S] \).

**Remark 2.7.** In Section 5.3 we prove a refined energy-dissipation identity which implies (see Appendix B) that the limit evolution may still present an alternate behavior in discontinuity points.

### 3 Lemmata

In this section we collect some technical results that will be useful in the forthcoming discussions.
3.1 Properties of the energy

We first show some basic properties of the elastic energy density $W$.

**Lemma 3.1.** The function $W: \mathbb{R} \times \mathbb{M}^2 \to [0, +\infty)$ is of class $C^{1,1}_{\text{loc}}$. Moreover, there exist two positive constants $c, C$ such that for every $z \in [0, 1]$ and every $\epsilon_1, \epsilon_2 \in \mathbb{M}^2$ the following holds:

(a) $\partial_\epsilon W(z, \epsilon_1) - \partial_\epsilon W(z, \epsilon_2) : (\epsilon_1 - \epsilon_2) \geq c|\epsilon_1 - \epsilon_2|^2$;

(b) $|\partial_\epsilon W(z, \epsilon_1) - \partial_\epsilon W(z, \epsilon_2)| \leq C|\epsilon_1 - \epsilon_2|$.

Since $\partial_\epsilon W(z, 0) = 0$ it follows also that for every $\epsilon \in \mathbb{M}^2$ we have

(c) $|\partial_\epsilon W(z, \epsilon)| \leq C|\epsilon|$.

**Proof.** Write

$$
\partial_\epsilon W(z, \epsilon_1) - \partial_\epsilon W(z, \epsilon_2) = 2h(z)(\mu(\epsilon_1 + \epsilon_2) + \kappa(\epsilon_1^+ - \epsilon_2^+)) - 2\kappa(\epsilon_1^- - \epsilon_2^-).
$$

By linearity and orthogonality, to prove (a) it is enough to check that

$$
\frac{1}{2}h(z)\kappa((\kappa - \kappa_{\epsilon_2}^+)(\epsilon_2 - \epsilon_2) + \frac{1}{2}\kappa(\kappa - \kappa_{\epsilon_1}^+)(\epsilon_1 - \epsilon_2)).
$$

(3.1)

Let $c = \frac{1}{2}\kappa\min\{h(z), 1\} \geq \frac{1}{2}\kappa\eta > 0$. Since $(\cdot)_+$ is monotone non-decreasing we get

$$
\frac{1}{2}h(z)\kappa((\kappa - \kappa_{\epsilon_2}^+)(\epsilon_2 - \epsilon_2) + \frac{1}{2}\kappa(\kappa - \kappa_{\epsilon_1}^+)(\epsilon_1 - \epsilon_2)).
$$

Using the fact that $-(\cdot)_-$ is non-decreasing, we can argue in a similar way for the second term in (3.1) and get

$$
-\frac{1}{2}\kappa((\kappa - \kappa_{\epsilon_2}^+)(\epsilon_2 - \epsilon_2) + \frac{1}{2}\kappa(\kappa - \kappa_{\epsilon_1}^+)(\epsilon_1 - \epsilon_2)).
$$

Taking the sum of the last two inequalities gives the required estimate.

Finally, (b) follows from (2.4) thanks to the fact that $z \in [0, 1]$ and $h$ is continuous.

We notice that for every $t \in [0, T]$, every $u, v \in U$, and every $z, \psi \in Z$ we can express the partial derivatives of $F(t, \cdot, \cdot)$ w.r.t. $u$ and $z$ as

$$
\partial_t F(t, u, v)[\psi] = \int_\Omega \partial_\epsilon W(z, \epsilon(u + g(t)) : \psi(\cdot) : dx,
$$

$$
\partial_z F(t, u, v)[\psi] = \int_\Omega \partial_\epsilon W(z, \epsilon(u + g(t)) : \psi(\cdot) : dx + \int_\Omega \nabla z \cdot \nabla \psi dx + \int_\Omega f'(z) \psi dx.
$$

**Remark 3.2.** It is important to note that the energy $F(t, \cdot, \cdot)$ is separately strongly convex in $U \times Z$, with respect to the $H^1$-norms. More precisely, there exists $C > 0$ such that, uniformly w.r.t. $t \in [0, T]$ and $u \in U$, it holds

$$
\partial_z F(t, u, z_2)[z_2 - z_1] - \partial_z F(t, u, z_1)[z_2 - z_1] \geq C||z_2 - z_1||_{H^1},
$$

(3.2)

indeed, by convexity of $h$ and strong convexity of $f$, we can write the left hand side as

$$
\int_\Omega [h'(z_2) - h'(z_1)](z_2 - z_1) + |\nabla (z_2 - z_1)|^2 + |f'(z_2) - f'(z_1)|(z_2 - z_1) dx \geq
$$

$$
\int_\Omega |\nabla (z_2 - z_1)|^2 + c(z_2 - z_1)^2 dx.
$$
In a similar way, there exists $C > 0$ such that, uniformly w.r.t. $t \in [0, T]$ and $z \in \mathbb{Z}$, it holds
\[
\partial_t \mathcal{F}(t, u_2, z)[u_2 - u_1] - \partial_u \mathcal{F}(t, u_1, z)[u_2 - u_1] \geq C\|u_2 - u_1\|_{H^1}^2, \tag{3.3}
\]
indeed, by (a) in Lemma 3.1 the left hand side reads
\[
\int_{\Omega} (\partial_t W(z, \epsilon(u_2 + g(t))) - \partial_u W(z, \epsilon(u_1 + g(t)))) : \epsilon(u_2 - u_1) \, dx \geq C\|\epsilon(u_2 + g(t)) - \epsilon(u_1 + g(t))\|_{L^2}^2 \\
\geq C\|u_2 - u_1\|_{L^2}^2 \geq C\|u_2 - u_1\|_{H^1}^2,
\]
where we used Korn inequality for the last estimate. In particular, the elastic energy $E(t, \cdot, z)$ is strongly convex.

**Lemma 3.3.** Let $(t_m, u_m, z_m) \in \{0, T\} \times \mathcal{U} \times \mathbb{Z}$. If $t_m \to t$, $u_m \rightharpoonup u$ in $H^1(\Omega, \mathbb{R}^2)$, and $z_m \to z$ in $H^1(\Omega)$ then
\[
E(t, u, z) \leq \liminf_{m \to \infty} E(t_m, u_m, z_m), \quad F(t, u, z) \leq \liminf_{m \to \infty} F(t_m, u_m, z_m). \tag{3.4}
\]

**Proof.** Recalling the definition (2.2) of the elastic energy $E(z, \cdot)$ is convex in $M^2$ for every $z \in \mathbb{R}$. Hence, we are in a position to apply [19, Theorem 7.5] in order to deduce the first inequality in (3.4). The second inequality follows immediately since the dissipation pseudo-potential $D$ is lower semicontinuous w.r.t. weak convergence in $H^1(\Omega)$.

**3.2 Higher integrability and continuity of the displacement field**

We now establish a uniform, continuous dependence estimates for the minimizer of the functional $F(t, \cdot, z)$ which follows from [21, Theorem 1.1].

In the following, for every $\beta \in (1, +\infty)$ we denote
\[
W_{D,\beta}^1(\Omega; \mathbb{R}^2) := \{ u \in W^{1,\beta}(\Omega; \mathbb{R}^2) : u = 0 \text{ on } \partial D \Omega \}
\]
and let $W_{D,\beta}^{-1,\beta'}(\Omega; \mathbb{R}^2)$ be its dual. Furthermore, given $z \in \mathbb{Z}$ and $g \in W^{1,\beta}(\Omega; \mathbb{R}^2)$, we define the operator $A_{z,\beta} : W_{D,\beta}^1(\Omega; \mathbb{R}^2) \to W_{D,\beta}^{-1,\beta}(\Omega; \mathbb{R}^2)$ as
\[
\langle A_{z,\beta}(u), \varphi \rangle := \int_{\Omega} \partial_u W(z, \epsilon(u + g)) : \epsilon(\varphi) \, dx, \quad \text{for } \varphi \in W_{D,\beta}^{-1,\beta'}(\Omega; \mathbb{R}^2). \tag{3.5}
\]

With this notation, if $\xi \in W_{D,\beta}^{-1,\beta}(\Omega; \mathbb{R}^2)$ then $u = A_{z,\beta}^{-1}(\xi)$ if and only if $u \in W_{D,\beta}^1(\Omega; \mathbb{R}^2)$ is the solution of the variational problem
\[
\int_{\Omega} \partial_u W(z, \epsilon(u + g)) : \epsilon(\varphi) \, dx = \langle \xi, \varphi \rangle, \quad \text{for every } \varphi \in W_{D,\beta}^{-1,\beta'}(\Omega; \mathbb{R}^2).
\]

**Lemma 3.4.** Let us fix $p > 2$ and $M > 0$. Then, there exists $\bar{p} \in (2, p)$ such that the operator $A_{z,\beta} : W_{D,\beta}^1(\Omega; \mathbb{R}^2) \to W_{D,\beta}^{-1,\beta}(\Omega; \mathbb{R}^2)$ is invertible for every $\beta \in [2, \bar{p}]$, every $g \in W^{1,p}(\Omega; \mathbb{R}^2)$, and every $z \in \mathbb{Z}$ with $\|z\|_{\infty} \leq M$. In particular, there exist two constants $C_1, C_2 > 0$ (independent of $g$, $z$, and $\beta \in [2, \bar{p}]$) such that
\[
\|A_{z,\beta}^{-1}(\xi)\|_{W_{D,\beta}^1} \leq C_1(\|\xi\|_{W_{D,\beta}^1} + \|g\|_{W_{D,\beta}^1}) \quad \text{and} \quad \|A_{z,\beta}^{-1}(\xi_1) - A_{z,\beta}^{-1}(\xi_2)\|_{W_{D,\beta}^1} \leq C_2|\xi_1 - \xi_2|_{W_{D,\beta}^{-1,\beta}} \tag{3.6}
\]
for every $\xi, \xi_1, \xi_2 \in W_{D,\beta}^{-1,\beta}(\Omega; \mathbb{R}^2)$.

**Proof.** The inequalities (3.6) follow from a direct application of [21, Theorem 1.1 and Remark 1.3], whose hypotheses are satisfied in view of Lemma 3.1.

By a direct application of Lemma 3.4, for $M = 1$, we deduce the next corollary.

**Corollary 3.5.** Let $g \in W^{1,q}(\{0, T\}; W^{1,p}(\Omega; \mathbb{R}^2))$ for $q \in (1, +\infty)$ and $p \in (2, +\infty)$. Let $\bar{p} \in (2, p)$ be as in Lemma 3.4. Then, there exist a positive constant $C_1$ such that for every for every $\beta \in [2, \bar{p}]$, $t \in [0, T]$, and $z \in \mathbb{Z}$ with $0 \leq z \leq 1$ it holds
\[
\|u(t)\|_{W_{D,\beta}^1} \leq C_1\|g(t)\|_{W_{D,\beta}^1}, \tag{3.7}
\]
where $u := \arg \min \{ F(t, w, z) : \ w \in \mathcal{U} \}$.

Moreover, there exists $\nu \in (2, +\infty)$ and a positive constant $C_2$ such that for every $\beta \in [2, \bar{p}]$, $t_1, t_2 \in [0, T]$, and $z_1, z_2 \in \mathbb{Z}$ with $0 \leq z_1 \leq 1$ (for $i = 1, 2$) it holds
\[
\|u_1 - u_2\|_{W_{D,\beta}^1} \leq C_2(\|g(t_1) - g(t_2)\|_{W_{D,\beta}^1} + \|z_1 - z_2\|_{L^\nu}), \tag{3.8}
\]
where $u_i = \arg \min \{ F(t_i, w, z_i) : \ w \in \mathcal{U} \}$ (for $i = 1, 2$) and $\frac{1}{p} = \frac{1}{p} - \frac{1}{\bar{p}}$. 
Proposition 3.6. Let $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$ then by Hölder inequality we have
\[
\|\xi\|_{L^p} \leq \|h(z_1) - h(z_2)\|_{L^\infty} \|u_2 + g(t_1)\|_{L^p} + C(\|h\|_{L^\infty(0,1)})\|g(t_1) - g(t_2)\|_{W^{1,p}}.
\] (3.10)

Since $0 \leq z_1 \leq z_1 \leq 1$ and $h \in C^1(\mathbb{R})$, we have that $\|h(z_1) - h(z_2)\|_{L^p} \leq C\|z_1 - z_2\|_{L^p}$ for some positive constant $C$. Combining (3.9) and (3.10) we obtain (3.8), and the proof is concluded.

3.3 Continuous dependence of the phase field

Proposition 3.6. Let $\frac{p_1}{p} \in (2, +\infty)$ be as in Lemma 3.4. Let $t_1, t_2 \in [0, T]$, $u_1, u_2 \in W^{1,p}(\Omega; \mathbb{R}^2)$, and $z_0, z_1, z_2 \in H^1(\Omega; [0, 1])$ be such that
\[
z_i = \arg\min \{ F(t_i, u_i, z) : z \in \mathbb{R}^2, z_i \leq z_i \} \quad \text{for } i = 1, 2.
\] (3.11)

Then there exist a positive constant $C$, independent of $t$, $u$, and $z$, such that
\[
\|z_1 - z_2\|_{H^1} \leq C(\|u_1 + g(t_1)\|_{W^{1,p}} + \|u_2 + g(t_2)\|_{W^{1,p}})(\|u_1 - u_2\|_{H^1} + \|g(t_1) - g(t_2)\|_{H^1}).
\] (3.12)

Proof. We adapt the proof of [24, Lemma A.2]. By (3.11), for every $\varphi \in H^1(\Omega)$, $\varphi \leq 0$, we have
\[
\partial_z F(t_i, u_i, z_i)[\varphi] \geq 0 \quad \text{for } i = 1, 2.
\] (3.13)

Moreover, for $\varphi = z_2 - z_1$ we get
\[
\partial_z F(t_2, u_2, z_2)[z_2 - z_1] = 0.
\] (3.14)

Therefore, combining (3.13) and (3.14), we obtain
\[
(\partial_z F(t_2, u_2, z_2) - \partial_z F(t_1, u_1, z_1))[z_2 - z_1] \leq 0.
\]

Adding and subtracting the term $\partial_z F(t_1, u_1, z_2)[z_2 - z_1]$ to the previous inequality, we get
\[
(\partial_z F(t_1, u_1, z_2) - \partial_z F(t_1, u_1, z_1))[z_2 - z_1] \leq (\partial_z F(t_1, u_1, z_2) - \partial_z F(t_2, u_2, z_2))[z_2 - z_1].
\] (3.15)
The left-hand side of (3.15) reads as
\[
\|\nabla z_1 - \nabla z_2\|^2 + \int_{\Omega} \left( (h'(z_2) - h'(z_1))(z_2 - z_1)\right) (\mu|\epsilon_d(u_1 + g(t_1))|^2 + \kappa|\epsilon_t^+(u_1 + g(t_1))|^2) \, dx \\
+ \int_{\Omega} (f'(z_2) - f'(z_1))(z_2 - z_1) \, dx.
\]

Being \( h \) convex, the second term in the previous expression is positive. By the strong convexity of \( f \) we have
\[
(f'(z_2) - f'(z_1))(z_2 - z_1) \geq C|z_2 - z_1|^2.
\]

Thus, we can continue in (3.15) with
\[
C'\|z_1 - z_2\|_{H^1}^2 \leq \langle \partial_2 F(t_1, u_1, z_2) - \partial_2 F(t_1, u_1, z_1) \rangle \|z_2 - z_1\| \leq \langle \partial_2 F(t_1, u_1, z_2) - \partial_2 F(t_2, u_2, z_2) \rangle \|z_2 - z_1\|
\]
where the right hand side reads
\[
\int_{\Omega} h'(z_2)(z_2 - z_1)\left( (\mu|\epsilon_d(u_1 + g(t_1))|^2 - \mu|\epsilon_d(u_2 + g(t_2))|^2 + \kappa|\epsilon_t^+(u_1 + g(t_1))|^2 - \kappa|\epsilon_t^+(u_2 + g(t_2))|^2) \right) \, dx.
\]

Since \( z_2 \in H^1(\Omega; [0, 1]) \), we have that \( h'(z_2) \) is bounded. Moreover,
\[
|\epsilon_t^+(u_1 + g(t_1))| - |\epsilon_t^+(u_2 + g(t_2))| = (\text{tr}(\epsilon(u_1 + g(t_1))))_+ - (\text{tr}(\epsilon(u_2 + g(t_2))))_+ \leq |\text{tr}(\epsilon(u_1 + g(t_1)) - u_2 - g(t_2))| = |\epsilon_t(u_1 + g(t_1)) - u_2 - g(t_2)|.
\]

Thus, there exists a positive constant \( C \) such that
\[
\|z_1 - z_2\|^2_{H^1} \leq C \int_{\Omega} |z_2 - z_1|(|\epsilon_d(u_1 + g(t_1))| + |\epsilon_d(u_2 + g(t_2))|)|\epsilon(u_1 + g(t_1)) - u_2 - g(t_2)| \, dx \\
+ C \int_{\Omega} |z_2 - z_1|(|\epsilon_t^+(u_1 + g(t_1))| + |\epsilon_t^+(u_2 + g(t_2))|)|\epsilon(u_1 + g(t_1)) - u_2 - g(t_2)| \, dx.
\]

By hypothesis, we have \( u_1, u_2 \in W^{1,\tilde{p}}(\Omega; \mathbb{R}^2) \). Hence, applying Hölder inequality with \( \frac{1}{\alpha} + \frac{1}{\tilde{p}} + \frac{1}{2} = 1 \) we get that
\[
\|z_1 - z_2\|^2_{H^1} \leq C\|z_2 - z_1\|_{L^{\alpha}}(\|u_1 + g(t_1)\|_{W^{1,\beta}} + \|u_2 + g(t_2)\|_{W^{1,\beta}})\|u_1 + g(t_1) - u_2 - g(t_2)\|_{H^1}.
\]

Inequality (3.12) follows by triangle inequality and by Sobolev embedding in dimension 2.

**Proposition 3.7.** Let \( \tilde{p} \in (2, +\infty) \) be as in Lemma 3.4. Let \( (t_k, u_k, z_k) \in [0, T] \times \mathcal{U} \times \mathcal{Z} \) with 0 \( \leq z_k \leq 1 \) and
\[
u_k := \arg\min \{ F(t_k, v, z_k) : v \in \mathcal{U} \} \quad \text{for every } k.
\]

If \( t_k \to t, \ z_k \to z \in H^1(\Omega) \), and \( u := \arg\min \{ F(t, v, z) : v \in \mathcal{U} \} \), then \( u_k \to u \) in \( W^{1,\beta}(\Omega; \mathbb{R}^2) \) for every \( \beta \in [2, \tilde{p}] \).

**Proof.** In view of the hypotheses of the proposition and of Corollary 3.5, we have that the sequence \( u_k \) is a Cauchy sequence in \( W^{1,\beta}(\Omega; \mathbb{R}^2) \) for every \( \beta \in [2, \tilde{p}] \). We denote by \( \overline{u} \) the limit function. By the strong convergence in \( W^{1,\beta}(\Omega; \mathbb{R}^2) \), it is easy to see that \( \overline{u} \) is the solution of \( \min \{ F(t, v, z) : v \in \mathcal{U} \} \). Hence, by uniqueness of minimizer we have \( \overline{u} = u \).

**3.4 Properties of the slopes**

Now, we can give a convenient characterization of the slopes introduced in Definition 2.1.

**Remark 3.8.** Let \( (t, u, z) \in [0, T] \times \mathcal{U} \times \mathcal{Z} \), then
\[
\|\partial_t F(t, u, z)\|_Z = \max \{ -\partial_t F(t, u, z)[\varphi] : \varphi \in \mathcal{U}, \|\varphi\|_{H^1} \leq 1 \}, \\
\|\partial_z^+ F(t, u, z)\|_Z = \sup \{ -\partial_z^+ F(t, u, z)[\psi] : \psi \in \mathcal{Z}, \psi \leq 0, \|\psi\|_{L^2} \leq 1 \}.
\]

For the proof of (3.16) we refer for instance to [4, Proposition 1.4.4]. For the proof of (3.17) it is sufficient to employ the arguments of [2, Lemma 2.3] or [32, Lemma 2.2].
Next two lemmata are devoted to lower semicontinuity and continuity of the slopes.

**Lemma 3.9.** Let \((t_k, u_k, z_k) \in [0, T] \times \mathcal{U} \times \mathcal{Z}\) such that \(t_k \to t\) in \([0, T]\), \(u_k \rightharpoonup u\) weakly in \(H^1(\Omega, \mathbb{R}^2)\), and \(z_k \rightharpoonup z\) weakly in \(H^1(\Omega)\) with \(0 \leq z_k \leq 1\), for every \(k\). Then

\[
|\partial_z F|(t, u, z) \leq \liminf_{k \to \infty} |\partial_z F|(t_k, u_k, z_k).
\]

**Proof.** By Remark 3.8, for every \(\psi \in \mathcal{Z}\) such that \(\psi \leq 0\) and \(\|\psi\|_{L^2} \leq 1\) we have that

\[
|\partial_z F|(t_k, u_k, z_k) \geq -\int \Omega h'(z)\psi\Psi_+(\epsilon(u_k + g(t_k))) \, dx - \int \Omega \nabla z_k \cdot \nabla \psi + f'(z_k)\psi \, dx. \tag{3.18}
\]

Since \(h \in C^1_c([0, \infty))\) is non-decreasing in \([0, \infty]\) and \(z_k \to z\) in \(L^r(\Omega)\) for every \(r < \infty\) with \(0 \leq z_k \leq 1\), we deduce that \(-h'(z_k)\psi \geq 0\) for every \(k\) and that \(h'(z_k)\psi \to h'(z)\psi\) in \(L^r(\Omega)\) for every \(r < \infty\). In a similar way \(f'(z_k)\psi \to f'(z)\psi\) in \(L^1(\Omega)\). Hence, passing to the liminf in (3.18) as \(k \to \infty\) and applying for instance [19, Theorem 7.5] we deduce that

\[
\liminf_{k \to \infty} |\partial_z F|(t_k, u_k, z_k) \geq -\int \Omega h'(z)\psi\Psi_+(\epsilon(u + g(t))) \, dx - \int \Omega \nabla z \cdot \nabla \psi + f'(z)\psi \, dx = -\partial_z F(t, u, z)[\psi].
\]

We conclude by taking the supremum over \(\psi\) in the previous inequality. ■

**Lemma 3.10.** Let \((t_k, u_k, z_k) \in [0, T] \times \mathcal{U} \times \mathcal{Z}\) such that \(t_k \to t\) in \([0, T]\), \(u_k \to u\) in \(H^1(\Omega, \mathbb{R}^2)\), and \(z_k \to z\) in \(H^1(\Omega)\) with \(0 \leq z_k \leq 1\), for every \(k\). Then

\[
|\partial_{\nu} F|(t, u, z) = \lim_{k \to \infty} |\partial_{\nu} F|(t_k, u_k, z_k).
\]

**Proof.** By Remark 3.8, for every \(\varphi \in \mathcal{U}\) with \(\|\varphi\|_{H^1} \leq 1\) we have that

\[
|\partial_{\nu} F|(t_k, u_k, z_k) \geq -\int \Omega \partial_k W(z_k, \epsilon(u_k + g(t_k))) : \epsilon(\varphi) \, dx. \tag{3.19}
\]

Remember that \(\partial_k W(z, \epsilon) = 2h(z)(\mu \epsilon d + \kappa \epsilon^+_1) - 2\kappa \epsilon^-_1\). Since \(u_k \rightharpoonup u\) in \(H^1(\Omega, \mathbb{R}^2)\) and since \(g\) belongs to \(W^{1,q}([0, T]; W^{1,p}(\Omega; \mathbb{R}^2))\), we have that \(\epsilon_d(u_k + g(t_k)) \to \epsilon_d(u + g(t))\) and \(\epsilon^+_1(u_k + g(t_k)) \to \epsilon^+_1(u + g(t))\) in \(L^2(\Omega; \mathbb{R}^2)\). Being \(0 \leq z_k \leq 1\) and \(z_k \to z\) in \(L^2(\Omega)\), we have that \(h(z_k)(\mu \epsilon_d(u_k + g(t_k)) + \kappa \epsilon^+_1(u_k + g(t_k)))\) converges to \(h(z)(\mu \epsilon_d(u + g(t)) + \kappa \epsilon^+_1(u + g(t)))\) in \(L^2(\Omega; \mathbb{R}^2)\). Therefore, \(\partial_k W(z_k, \epsilon(u_k + g(t_k)))\) converges to \(\partial_k W(z, \epsilon(u + g(t)))\) in \(L^2(\Omega; \mathbb{R}^2)\) and, passing to the liminf in (3.19), we obtain

\[
\liminf_{k \to \infty} |\partial_{\nu} F|(t_k, u_k, z_k) \geq -\int \Omega \partial_k W(\epsilon(u + g(t))) : \epsilon(\varphi) \, dx = -\partial_{\nu} F(t, u, z)[\varphi].
\]

Passing to the supremum over \(\varphi \in \mathcal{U}\) with \(\|\varphi\|_{H^1} \leq 1\), we deduce that

\[
|\partial_{\nu} F|(t, u, z) \leq \liminf_{k \to \infty} |\partial_{\nu} F|(t_k, u_k, z_k). \tag{3.20}
\]

As for the opposite inequality, for every \(k\) let \(\varphi_k \in \mathcal{U}\) with \(\|\varphi_k\|_{H^1} \leq 1\) be such that \(|\partial_{\nu} F|(t_k, u_k, z_k) = -\partial_{\nu} F(t_k, u_k, z_k)[\varphi_k]\). Up to a subsequence, we have that \(\varphi_k \rightharpoonup \varphi\) weakly in \(H^1(\Omega; \mathbb{R}^2)\) for some \(\varphi \in \mathcal{U}\) with \(\|\varphi\|_{H^1} \leq 1\). Hence, by the strong convergence of \(\partial_k W(z_k, \epsilon(u_k + g(t_k)))\), we get that

\[
\limsup_{k \to \infty} |\partial_{\nu} F|(t_k, u_k, z_k) = -\partial_{\nu} F(t_k, u_k, z_k)[\varphi_k] = \limsup_{k \to \infty} -\int \Omega \partial_k W(\epsilon(u_k + g(t_k))) : \epsilon(\varphi_k) \, dx \tag{3.21}
\]

\[
= -\int \Omega \partial_k W(z, \epsilon(u + g(t))) : \epsilon(\varphi) \, dx = -\partial_{\nu} F(t, u, z)[\varphi] \leq |\partial_{\nu} F|(t, u, z).
\]

This concludes the proof of the proposition. ■

### 4 Auxiliary gradient-flows

In this section we present some auxiliary results for two gradient flows which will be employed in the interpolation of the discrete evolutions obtained by alternate minimization.
4.1 An $H^1$-gradient flow for the displacement field

Given, $t \in [0,T]$ and $z \in \mathcal{Z}$, we start with recalling some results about the system

$$\begin{cases}
    u'(l) = -\nabla_u F(t, u(l), z) = -\nabla_u \mathcal{E}(t, u(l), z), \\
    u(0) = u^0,
\end{cases}$$

where $u^0 \in \mathcal{U}$ and $\nabla_u F(t, u, z)$ denotes the $H^1$-element representing, by Riesz Theorem, the functional $\partial_u F(t, u, z)$, i.e., $\partial_u F(t, u, z)[\phi] = \langle \nabla_u F(t, u, z), \phi \rangle$ for every $\phi \in \mathcal{U}$. Note that $\|\nabla_u F(t, u, z)\|_{H^1} = |\partial_u F(t, u, z)|$.

**Theorem 4.1.** Let $(t, u^0, z) \in [0, T] \times \mathcal{U} \times \mathcal{Z}$. Then, there exists a unique solution $u: [0, +\infty) \to \mathcal{U}$ such that the following facts hold:

(a) $u \in W^{1,\infty}(0, +\infty; H^1(\Omega; \mathbb{R}^2))$ and $u' \in L^2(0, +\infty; H^1(\Omega; \mathbb{R}^2))$;

(b) $u(0) = u^0$ and for a.e. $t \in [0, +\infty)$ we have $u'(t) = -\nabla_u F(t, u(t), z)$;

(c) for every $\ell \in [0, +\infty)$

$$F(t, u(\ell), z) = F(t, u^0, z) - \frac{1}{2} \int_0^\ell |\partial_u F|^2(t, u(l), z) + \|u'(l)\|_{H^1}^2 \, dl;$$

(d) $u(l)$ converges strongly to $\overline{u}$ in $H^1(\Omega; \mathbb{R}^2)$ as $l \to +\infty$, where $\overline{u} = \text{argmin} \{F(t, u, z) : u \in \mathcal{U}\}$.

Moreover,

$$F(t, \overline{u}, z) = F(t, u^0, z) - \frac{1}{2} \int_0^{+\infty} |\partial_u F|^2(t, u(l), z) + \|u'(l)\|_{H^1}^2 \, dl,$$

$$\|u(l) - \overline{u}\|_{H^1} \leq e^{-ct} \|u^0 - \overline{u}\|_{H^1},$$

where $c$ depends only on the constant appearing in (a) of Lemma 3.1.

**Proof.** We invoke [11, Theorem 3.1, Lemma 3.3, and Theorem 3.9] for the operator $\mathcal{A} := \nabla \mathcal{E}(t, z) : \mathcal{U} \to \mathcal{U}$. Indeed, $\mathcal{A}$ is maximal monotone, by convexity and continuity of $\mathcal{E}(t, z)$. Moreover, by (a) of Lemma 3.1 and by Korn inequality, the operator $\mathcal{A}$ is strongly monotone, that is,

$$\langle \mathcal{A}u - \mathcal{A}v, u - v \rangle \geq c\|u - v\|_{H^1}^2.$$

Therefore, we are in a position to apply [11, Theorem 3.1 and Theorem 3.9] which, put together, prove (b), that $u' \in L^\infty([0, +\infty); H^1(\Omega; \mathbb{R}^2))$, and that $u(l)$ admits the limit $\overline{u} = \text{argmin} \{F(t, u, z) : u \in \mathcal{U}\}$ in $H^1(\Omega; \mathbb{R}^2)$ as $l \to +\infty$, and the exponential decay (4.3), where the constant $c$ coincides with the ellipticity constant of (4.4). In view of [11, Lemma 3.3] we get (c) and the uniform boundedness of $u(t)$ in $H^1(\Omega; \mathbb{R}^2)$. Passing to the limit in (4.1) as $l \to +\infty$ and applying monotone convergence theorem, we deduce (4.2) and that $u' \in L^\infty([0, +\infty); H^1(\Omega; \mathbb{R}^2))$.

Moreover, by a Lojasiewicz [28] argument we have the following result on the length of the flow.

**Theorem 4.2.** Let $u$ be the solution of the above gradient flow. Then, either $u(l) \equiv u^0$ or $\|u'(l)\|_{H^1} \neq 0$ in $[0, +\infty)$. Moreover, there exists a constant $\tilde{C}$ (independent of $t$, $u^0$, and $z$) such that

$$\int_0^{+\infty} \|u'(l)\|_{H^1}^2 \, dl \leq \tilde{C}\|u^0 - \overline{u}\|_{H^1}^2,$$

**Proof.** If $u^0 = \overline{u}$, then $u(l) \equiv \overline{u}$ since $\overline{u} = \text{argmin} \{F(t, u, z) : u \in \mathcal{U}\}$. Let us therefore assume that $u^0 \neq \overline{u}$. In what follows we denote by $C$ a generic positive constant which could change from line to line. Let $s(l) = \frac{1}{2}\|u(l) - \overline{u}\|_{H^1}$. Then, being $\nabla \mathcal{F}(t, \overline{u}, z) = 0$ and by (b) in Lemma 3.1

$$s'(l) = \langle u(l) - \overline{u}, u'(l) \rangle = \langle u(l) - \overline{u}, -\nabla_u F(t, u(l), z) + \nabla_u F(t, \overline{u}, z) \rangle \geq -C\|u(l) - \overline{u}\|_{H^1}^2 = -Cs(l).$$

It follows that $s(l) \geq s(0)e^{-C't} > 0$ and then $u(l) \neq \overline{u}$ for every $l \in [0, +\infty)$. As a consequence $\|u'(l)\|_{H^1} \neq 0$ for a.e. $l \in [0, +\infty)$.

We now prove the bound (4.5). By convexity, for every $l \in [0, +\infty)$ we have

$$0 \leq F(t, u(l), z) - F(t, \overline{u}, z) \leq (\nabla_u F(t, u(l), z), u(l) - \overline{u}) \leq \|\nabla_u F(t, u(l), z)\|_{H^1} \|u(l) - \overline{u}\|_{H^1}.$$
By (a) of Lemma 3.1 and by Korn inequality, we get
\[ C|u(l) - \bar{\mu}|_{H^1}^2 \leq (\nabla u F(t, u(l), z) - \nabla u F(t, u(l), z), \bar{\mu} - u(l)) = - (\nabla u F(t, u(l), z), \bar{\mu} - u(l)) \]
which implies
\[ C|u(l) - \bar{\mu}|_{H^1}^2 \leq \|\nabla u F(t, u(l), z)\|_{H^1} \|u(l) - \bar{\mu}\|_{H^1}. \]
Combining (4.6) and (4.7) we deduce that
\[ C(F(t, u(l), z) - F(t, \bar{\mu}, z)) \leq \|\nabla u F(t, u(l), z)\|_{H^1}. \]
We now apply a Lojasiewicz argument: in view of (b) of Theorem 4.1 and of the monotonicity of \( l \mapsto F(t, u(l), z) \), for a.e. \( l \in [0, +\infty) \) we have
\[ -2 \frac{d}{dl}(F(t, u(l), z) - F(t, \bar{\mu}, z))^\frac{1}{2} = - (\nabla u F(t, u(l), z) - \nabla u F(t, \bar{\mu}, z))^{-\frac{1}{2}}(\nabla u F(t, u(l), z), u'(l)) \]
\[ = (F(t, u(l), z) - F(t, \bar{\mu}, z))^{-\frac{1}{2}}\|\nabla u F(t, u(l), z)\|_{H^1}^2 \]
\[ \geq C\|\nabla u F(t, u(l), z)\|_{H^1} = C\|u'(l)\|_{H^1}. \]
Hence, inequality (4.9) implies that for every \( l \in [0, +\infty) \)
\[ C \int_0^l \|u'(l)\|_{H^1} \, dl \leq -2 \int_0^l \frac{d}{dl}(F(t, u(l), z) - F(t, \bar{\mu}, z))^\frac{1}{2} \, dl \leq 2(F(t, u^0, z) - F(t, \bar{\mu}, z))^\frac{1}{2}. \]
In the limit as \( l \to +\infty \) in (4.10) we obtain by monotone convergence theorem
\[ C \int_0^{+\infty} \|u'(l)\|_{H^1} \, dl \leq 2(F(t, u^0, z) - F(t, \bar{\mu}, z))^\frac{1}{2}. \]
By convexity and minimality of \( \bar{\mu} \) we have that
\[ (F(t, u^0, z) - F(t, \bar{\mu}, z))^\frac{1}{2} \leq - (\nabla u F(t, u^0, z), \bar{\mu} - u^0) \]
\[ = (\nabla u F(t, \bar{\mu}, z), \bar{\mu} - u^0) - (\nabla u F(t, u^0, z), \bar{\mu} - u^0) \]
\[ \leq C\|u^0 - \bar{\mu}\|_{H^1}, \]
where in the last inequality we applied (b) of Lemma 3.1. Combining (4.10) and (4.12) we conclude (4.5). In particular, we notice that all the constants appearing in (4.7)-(4.12) do not depend on \( t, u^0, z, \) and \( l. \)

As a corollary of Theorems 4.1 and 4.2, we define a suitable reparametrization of \( l \in [0, +\infty) \) which makes the gradient flows computed in Theorem 4.1 \( 1 \)-Lipschitz continuous. This reparametrization will be exploited in Section 3 of the proof of Theorem 2.4.

**Corollary 4.3.** Let \( t, u^0, \) and \( z \) be as in the statement of Theorem 4.1. Let \( u \) be the gradient flow computed in Theorem 4.1 with initial condition \( u^0. \) Let us assume that \( u^0 \neq \bar{\mu} := \operatorname{argmin} \{ F(t, u, z) : u \in U \}, \) and let us set
\[ L(u) := \int_0^{+\infty} \|u'(t)\|_{H^1} \, dt, \quad \lambda(t) := \int_0^t \|u'(l)\|_{H^1} \, dl, \quad \text{for } l \in [0, +\infty]. \]
Moreover, let \( \rho : [0, L(u)] \to [0, +\infty] \) be defined by \( \rho := \lambda^{-1}. \) Then, the function \( \omega := u \circ \rho \) belongs to \( W^{1,\infty}([0, L(u)]; H^1(\Omega; \mathbb{R}^2)), \) \( \|\omega(s)\|_{H^1} = 1 \) for a.e. \( s \in [0, L(u)], \) \( \omega(0) = u^0, \omega(L(u)) = \bar{\mu}, \) and
\[ F(t, \omega(s), z) = F(t, u^0, z) - \int_0^s \|\partial_u F(t, \omega(s), z)\|_{H^1} \, ds \quad \text{for every } s \in [0, L(u)]. \]

**Proof.** We notice that the function \( \rho : [0, L(u)] \to [0, +\infty] \) is well defined since \( \lambda \) is monotone increasing thanks to Theorem 4.2, and hence invertible. As a consequence, also \( \omega : [0, L(u)] \to U \) is well defined, continuous, with \( \omega(0) = u^0 \) and \( \omega(L(u)) = \bar{\mu}. \) Moreover, by Theorem 4.2 \( \rho \) is Lipschitz continuous in \( [0, s] \) for every \( s < L(u). \) Thanks to Theorem 4.1, we have that \( \omega \in W^{1,\infty}([0, s]; H^1(\Omega; \mathbb{R}^2)) \) with \( \|\omega'(\sigma)\|_{H^1} = 1 \) for a.e. \( \sigma \in [0, s] \) and every \( s \in [0, L(u)]. \) Hence, we deduce that \( \omega \in W^{1,\infty}([0, L(u)]; H^1(\Omega; \mathbb{R}^2)). \) Furthermore, by (b)-(d) of Theorem 4.1 we know that
\[ F(t, u(l), z) = F(t, u^0, z) - \int_0^l \|\partial_u F(t, u(l), z)\|_{H^1} \, dl \quad \text{for every } l \in [0, +\infty]. \]
By the change of variable \( l = \rho(\sigma) \) for \( \sigma \in [0, L(u)] \) we deduce (4.13).
Remark 4.4. In the notation of Corollary 4.3, we notice that, as a consequence of Theorem 4.2, \( L(u) \leq \mathcal{C}\|u^0 - \pi\|_{H^1} \).

We now prove a continuity property of the gradient flows w.r.t. the data.

Proposition 4.5. Let \( (t_m, u^0_m, z_m) \in [0, T] \times \mathcal{U} \times \mathcal{Z} \) be such that \( t_m \to t_\infty \) in \([0, T]\), \( u^0_m \to u^0_\infty \) in \( H^1(\Omega; \mathbb{R}^2) \), and \( z_m \rightharpoonup z_\infty \) weakly in \( H^1(\Omega) \). Let \( u_m, u_\infty : [0, +\infty) \to \mathcal{U} \) be the gradient flows computed in Theorem 4.1 with initial data \( u_m(0) = u^0_m \) and \( u_\infty(0) = u^0_\infty \) and parameters \((t_m, z_m)\) and \((t_\infty, z_\infty)\), respectively.

Then, \( u_m \) converges strongly to \( u_\infty \) uniformly in \([0, +\infty)\), i.e., in \( C([0, +\infty); H^1(\Omega; \mathbb{R}^2)) \). Moreover, if \( t_m \to +\infty \) as \( m \to +\infty \) and \( \pi_\infty := \arg\min \{ \mathcal{F}(t, u, z_\infty) : u \in \mathcal{U} \} \) then \( u_m(t_m) \to \pi_\infty \) in \( H^1(\Omega; \mathbb{R}^2) \).

Proof. To prove the desired convergence we want to apply [11, Theorem 3.16]. In the notation of [11], we consider the operators \( A_m := \nabla_u \mathcal{F}(t_m, \cdot, z_m) = \nabla_u \mathcal{E}(t_m, \cdot, z_m) \), and \( A_\infty := \nabla_u \mathcal{F}(t_\infty, \cdot, z_\infty) = \nabla_u \mathcal{E}(t_\infty, \cdot, z_\infty) \). In view of the hypotheses on \( h \) and \( W \), the operators \( A_m \) and \( A_\infty \) defined on the Hilbert space \( \mathcal{U} \) (endowed with the \( H^1 \)-norm) are maximal monotone. For \( \lambda > 0 \) and \( w \in \mathcal{U} \), let us denote with \( \varphi_\lambda(w, \lambda) \) the solution of

\[
\min \left\{ \frac{1}{2}\|\varphi\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi, z_m) - \langle w, \varphi \rangle : \varphi \in \mathcal{U} \right\},
\]

where \( \langle \cdot, \cdot \rangle \) is the usual duality pairing in \( \mathcal{U} \). By strict convexity of \( \mathcal{E} \) in \( \mathcal{U} \), \( \varphi_\lambda(w, \lambda) \) is well-defined, since the solution of the minimum problem (4.14) is unique. Moreover, \( \varphi_\lambda(w, \lambda) \) solves the equation

\[
\varphi_\lambda(w, \lambda) + \lambda A_\lambda \varphi_\lambda(w, \lambda) = w,
\]

so that \( \varphi_\lambda(w, \lambda) = (I + \lambda A_\lambda)^{-1}w \). In the same way, we can define \( \varphi_\infty(w, \lambda) \) as the solution of (4.14) where we replace \((t_m, z_m)\) with \((t_\infty, z_\infty)\). Again, we have \( \varphi_\infty(w, \lambda) = (I + \lambda A_\lambda)^{-1}w \).

To make use of [11, Theorem 3.16], we have to show that for every \( \lambda > 0 \) and every \( w \in \mathcal{U} \) the function \( \varphi_\lambda(w, \lambda) \) converges to \( \varphi_\infty(w, \lambda) \) in \( H^1(\Omega; \mathbb{R}^2) \). Using (4.14) it is easy to see that the sequence \( \varphi_\lambda(w, \lambda) \) is bounded in \( H^1(\Omega; \mathbb{R}^2) \), so that, up to a subsequence, we may assume that \( \varphi_\lambda(w, \lambda) \rightharpoonup \varphi \) weakly in \( H^1(\Omega; \mathbb{R}^2) \) for some \( \varphi \in \mathcal{U} \). We now show that \( \varphi = \varphi_\infty(w, \lambda) \). Indeed, by (4.14) and by Lemma 3.3 for every \( \varphi \in \mathcal{U} \) we have that

\[
\frac{1}{2}\|\varphi\|_{H^1}^2 + \lambda \mathcal{E}(t_\infty, \varphi, z_\infty) - \langle w, \varphi \rangle \leq \liminf_{m \to \infty} \frac{1}{2}\|\varphi_m(w, \lambda)\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m) - \langle w, \varphi_m(w, \lambda) \rangle \leq \limsup_{m \to \infty} \frac{1}{2}\|\varphi_m(w, \lambda)\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m) - \langle w, \varphi_m(w, \lambda) \rangle \leq \limsup_{m \to \infty} \frac{1}{2}\|\varphi_m\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi_m, z_m) - \langle w, \varphi_m \rangle = \frac{1}{2}\|\varphi\|_{H^1}^2 + \lambda \mathcal{E}(t_\infty, \varphi, \infty) - \langle w, \varphi \rangle,
\]

which implies that \( \varphi = \varphi_\infty(w, \lambda) \) by uniqueness of minimizer. Repeating the argument of (4.16) with \( \varphi = \varphi_\infty \), we also deduce that

\[
\lim_{m \to \infty} \frac{1}{2}\|\varphi_m(w, \lambda)\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m) - \langle w, \varphi_m(w, \lambda) \rangle = \frac{1}{2}\|\varphi_\infty(w, \lambda)\|_{H^1}^2 + \lambda \mathcal{E}(t_\infty, \varphi_\infty(w, \lambda), z_\infty) - \langle w, \varphi_\infty(w, \lambda) \rangle.
\]

As a consequence of (a) in Lemma 3.1, there exists a constant \( \beta = \beta(\lambda) > 0 \) such that for every \( t, s \in [0, T] \), every \( z \in \mathcal{Z} \), and every \( u_1, u_2 \in \mathcal{U} \) we have

\[
\mathcal{E}(t, u_1, z) - \mathcal{E}(s, u_2, z) \geq \lambda \langle \nabla_u \mathcal{E}(s, u_2, z), u_1 + g(t) - u_2 - g(s) \rangle + \beta \|\epsilon(u_1 + g(t)) - \epsilon(u_2 + g(s))\|^2_{L^2}.
\]

Therefore, for every \( m \) we can write

\[
\frac{1}{2}\|\varphi_m(w, \lambda)\|_{H^1}^2 + \lambda \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m) - \frac{1}{2}\|\varphi_m(w, \lambda)\|_{H^1}^2 - \lambda \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m) \geq \langle \varphi_m(w, \lambda) - \varphi_\infty(w, \lambda), \varphi_m(w, \lambda) - \varphi_\infty(w, \lambda) \rangle + \lambda \langle \nabla_u \mathcal{E}(t_m, \varphi_m(w, \lambda), z_m), \varphi_\infty(w, \lambda) - \varphi_m(w, \lambda) \rangle + \beta \|\epsilon(\varphi_m(w, \lambda) + g(t_m)) - \epsilon(\varphi_\infty(w, \lambda) + g(t_\infty))\|^2_{L^2}.
\]

where, in the last inequality, we have used the minimality of \( \varphi_m(w, \lambda) \). We now pass to the limit in (4.18) as \( m \to \infty \). In view of (4.17) and of the convergences of \( t_m \) and \( z_m \), the left-hand side of (4.18) tends
to 0, so that \( \epsilon(\varphi_m(\lambda, w) + g(t_m)) \) converges to \( \epsilon(\varphi_\infty(\lambda, w) + g(t_\infty)) \) in \( L^2(\Omega; M^2) \). By Korn inequality, we get that \( \varphi_m(\lambda, w) \to \varphi_\infty(\lambda, w) \) in \( H^1(\Omega; \mathbb{R}^2) \).

Therefore, we are in a position to apply [11, Theorem 3.16], from which we deduce the convergence of \( u_m \) to \( u_\infty \) uniformly in \( H^1(\Omega; \mathbb{R}^2) \) on compact subsets of \([0, +\infty)\). To show the convergence in \( L^\infty([0, +\infty); H^1(\Omega; \mathbb{R}^2)) \) it remains to control what happens in a neighborhood of \( \infty \). Let us fix \( \delta > 0 \). By (4.3), for every \( l \in [0, +\infty) \) and for every \( m \in \mathbb{N} \cup \{\infty\} \) we have

\[
\|u_m(l) - \pi_m\|_{H^1} \leq e^{-c_l} \|u_m - \pi_m\|_{H^1},
\]

where the constant \( c > 0 \) does not depend on \( m \). By hypothesis \( u_0^0 \to u_\infty^0 \), while applying Proposition 3.7 we get that \( \pi_m \to \pi_\infty \) in \( H^1(\Omega; \mathbb{R}^2) \) as \( m \to \infty \), which implies that \( u_0^0 - \pi_m \) is bounded in \( H^1(\Omega; \mathbb{R}^2); \). Hence, by (4.19) there exists \( \ell_\delta \in [0, +\infty) \) such that \( \|u_m(l) - \pi_m\|_{H^1} \leq \frac{\delta}{4} \) for every \( l \geq \ell_\delta \) and every \( m \in \mathbb{N} \cup \{\infty\} \). By triangle inequality, for every \( l \geq \ell_\delta \) we have

\[
\|u_m(l) - u_\infty(l)\|_{H^1} \leq \|u_m(l) - \pi_m\|_{H^1} + \|\pi_m - \pi_\infty\|_{H^1} + \|u_\infty(l) - \pi_\infty\|_{H^1} \leq \frac{\delta}{4} + \|\pi_m - \pi_\infty\|_{H^1},
\]

from which we deduce that there exists \( m_\delta \in \mathbb{N} \) such that

\[
\|u_m(l) - u_\infty(l)\|_{H^1} \leq \delta \quad \text{for every } m \geq m_\delta \text{ and every } l \geq \ell_\delta.
\]

Combining the previous estimate with the uniform convergence of \( u_m \) to \( u_\infty \) on compact subsets of \([0, +\infty)\) we conclude that \( u_m \to u_\infty \) uniformly in \([0, +\infty)\).

Finally, the last part of the thesis follows from (4.19) and from the convergence of \( \pi_m \) to \( \pi_\infty \) in \( H^1(\Omega; \mathbb{R}^2) \).

As a corollary of Proposition 4.5, we deduce a convergence result for the reparametrized functions defined in Corollary 4.3.

**Corollary 4.6.** Let \((t_m, u_m^0, z_m), (t_\infty, u_\infty^0, z_\infty), u_m, u_\infty, \text{ and } \pi_\infty \) be as in Proposition 4.5. Let \( L(u_m), \omega_m, \text{ and } \rho_m \) be as in Corollary 4.3. Then, for every \( s_m \in [0, L(u_m)] \) such that \( \rho_m(s_m) \to \overline{\rho} \in [0, +\infty] \), we have that \( \omega_m(s_m) \to u_\infty(\overline{\rho}) \) in \( H^1(\Omega; \mathbb{R}^2) \), where we intend \( u_\infty(\infty) = \pi_\infty \).

**Proof.** Let \( \rho_m \) and \( \rho_\infty \) be as in Corollary 4.3. For every \( m \) let \( \ell_m := \rho_m(s_m) \), so that \( \omega_m(s_m) = u_m \circ \rho_m(s_m) = u_m(\ell_m) \). By assumption \( \ell_m \to \overline{\rho} \). Hence, the thesis follows by applying Proposition 4.5.

### 4.2 A unilateral \( L^2 \)-gradient flow for the phase field

A result similar to Theorem 4.1 holds also for the phase field \( z \) when we consider the time \( t \in [0, T] \) and the displacement \( u \in \mathcal{U} \) as fixed parameters. In this case, however, we will need a unilateral gradient flow in the topology of \( L^2(\Omega) \), mainly to take care of the irreversibility condition imposed on the phase field. For this reason, the following result, similar in nature to Theorem 4.1, needs to be proven.

**Theorem 4.7.** Let \( \overline{\rho} \in (2, +\infty) \) be as in Lemma 3.4, and let \((t, u, z^0) \in [0, T] \times W^{1,\overline{\rho}}(\Omega; \mathbb{R}^2) \times Z \) with \( 0 \leq z \leq 1 \). Then, there exists an evolution \( z: [0, +\infty) \to Z \) satisfying the following conditions:

(a) \( z \in L^\infty([0, +\infty); H^1(\Omega)) \) and \( z' \in L^1([0, +\infty); L^2(\Omega)) \cap L^2([0, +\infty); L^2(\Omega)) \);

(b) \( z(0) = z^0, \) \( z \) is non-increasing, \( 0 \leq z \leq 1, \) \( \|z'(l)\|_{L^2} = \|\partial_z F(t, u, z(l))\|_{L^2} \) for a.e. \( l \in [0, +\infty); \)

(c) for every \( \ell \in [0, +\infty) \) it holds

\[
\mathcal{F}(t, u, z(\ell)) = \mathcal{F}(t, u, z^0) - \frac{1}{\ell} \int_0^\ell \|\partial_z F(t, u, z(l))\|_{L^2} dl;
\]

(d) \( z(l) \) converges to \( \overline{\rho} \) strongly in \( H^1(\Omega) \) as \( l \to +\infty \), where \( \overline{\rho} = \arg\min \{ \mathcal{F}(t, u, z) : z \in Z, \ z \leq z^0 \} \).

Moreover,

\[
\mathcal{F}(t, u, \overline{\rho}) = \mathcal{F}(t, u, z^0) - \frac{1}{\overline{\ell}} \int_0^{\overline{\ell}} \|\partial_z F(t, u, z(l))\|_{L^2} dl;
\]

(e) there exists \( \overline{\ell} \in [0, +\infty) \) such that \( \|z'(\ell)\|_{L^2} \neq 0 \) for a.e. \( \ell < \overline{\ell} \) and \( \|z'(\ell)\|_{L^2} = 0 \) for a.e. \( \ell \geq \overline{\ell} \);
(f) there exists a constant $\overline{C} > 0$ such that
\[
\int_0^{+\infty} \|z'(l)\|_{L^2} \, dl \leq \overline{C}(1 + \|u + g(l)\|_{W^{1,p}})\|z_0 - \overline{z}\|_{H^1}.
\] (4.22)

Proof. We set $\overline{z} = \arg \min \{ F(t,u,z) : z \in Z, z \leq z^0 \}$. In order to construct a gradient flow $l \mapsto z(l)$ as in the statement of the theorem, we proceed by time-discretization. For $k \in \mathbb{N} \setminus \{0\}$, and every $i \in \mathbb{N}$ we set $l_i^k := i/k$ and we solve iteratively the minimum problem
\[
\min \{ F(t,u,z) + \frac{k}{2} \|z - z_i^k\|_{L^2}^2 : z \in Z, z \leq z_i^k \},
\] (4.23)
where $z_i^k := z_i^0$. First, let us prove that $z_i^k \geq \overline{z}$ for every $k, i$. We proceed by induction w.r.t. $i$. A similar proof is contained in [33]. By definition $z^0 \geq \overline{z}$. Let $z_i^1 \geq \overline{z}$. Let us introduce the sets $\Omega^+ = \{ z_i^k \geq \overline{z} \}$, $\Omega^- = \{ z_i^k < \overline{z} \}$, and the corresponding energies
\[
F(\Omega^+, t, u, z) = \int_{\Omega^+} W(z, \epsilon(u + g(t))) \, dx + \int_{\Omega^+} |\nabla z|^2 + f(z) \, dx.
\]
Let
\[
\hat{z} := \max \{ z_i^k, \overline{z} \} \text{ in } \Omega^-, \quad \check{z} := \min \{ z_i^k, \overline{z} \} \text{ in } \Omega^+.
\]
By minimality of $\overline{z}$ we can write
\[
F(t,u,\hat{z}) = F_{|\Omega^+}(t,u,\overline{z}) + F_{|\Omega^-}(t,u,\check{z}) \geq F(t,u,\overline{z}) = F_{|\Omega^+}(t,u,\overline{z}) + F_{|\Omega^-}(t,u,\overline{z}),
\]
from which we deduce that $F_{|\Omega^-}(t,u,z_i^k) \geq F_{|\Omega^-}(t,u,\overline{z})$. Since $z_i^k < \overline{z}$ in the set $\Omega^-$ we can write
\[
F(t,u,\check{z}) + \frac{k}{2} \|\check{z} - z_i^k\|_{L^2}^2 = F_{|\Omega^+}(t,u,\check{z}) + F_{|\Omega^-}(t,u,\check{z}) + \frac{k}{2} \|\check{z} - z_i^k\|_{L^2}^2
\]
\[
\leq F(t,u,z_i^k) + \frac{k}{2} \|z_i^k - \check{z}\|_{L^2}^2.
\]
Hence $\check{z}$ is the minimizer of (4.23). By uniqueness it implies that $z_i^k = \check{z} = \overline{z}$.

Defining the usual piecewise affine interpolant $z^k$, we get a sequence $z^k$ bounded in $H^1_{loc}([0, +\infty), L^2(\Omega))$ and in $L^\infty([0, +\infty); H^1(\Omega))$ with $z^k(l) \geq \overline{z}$ for every $l \in [0, +\infty)$. Passing to the limit (up to subsequences) we identify a limit function $z \in H^1_{loc}([0, +\infty); L^2(\Omega)) \cap L^\infty([0, +\infty); H^1(\Omega))$, satisfying $z(l) \geq \overline{z}$ for every $l \in [0, +\infty)$ and
\[
F(t,u,z(\ell)) \leq F(t,u,z^0) - \frac{1}{2} \int_0^\ell |\partial_z F|^2(t,u,z(\ell)) + \|z'(\ell)\|_{L^2}^2 \, dl
\] (4.24)
for every $\ell \in [0, +\infty)$. With the usual Riemann sum argument we can show that in (4.24) the equality holds, see e.g. [32], we deduce that
\[
F(t,u,z(\ell)) \geq F(t,u,z^0) - \frac{1}{2} \int_0^\ell |\partial_z F|(t,u,z(\ell))\|z'(\ell)\|_{L^2} \, dl,
\]
which implies, by Young inequality, the energy equality in (4.20) and the following identities, valid for a.e. $l \in [0, +\infty)$:
\[
\|z'(\ell)\|_{L^2} = |\partial_z F|(t,u,z(\ell)) \quad \text{and} \quad \frac{d}{dl} F(t,u,z(\ell)) = -|\partial_z F|(t,u,z(\ell))\|z'(\ell)\|_{L^2} .
\] (4.25)

Since $l \mapsto z(\ell)$ is decreasing, there exists a limit $\overline{z} \in Z$, as $l \to +\infty$, weakly in $H^1(\Omega)$ and strongly in $L^2(\Omega)$. In particular, $\overline{z} \geq \overline{z}$; we want to show that equality holds. To this aim, passing to the liminf as $l \to +\infty$ in (4.20) we easily obtain that
\[
F(t,u,\overline{z}) \leq F(t,u,z^0) - \frac{1}{2} \int_0^{+\infty} |\partial_z F|^2(t,u,z(\ell)) + \|z'(\ell)\|_{L^2}^2 \, dl.
\] (4.26)
Coupling (4.25) with (4.26) we get that $z' \in L^2([0, +\infty); L^2(\Omega))$. Moreover, being $F \geq 0$, from (4.26) we obtain that
\[
\liminf_{l \to +\infty} |\partial_z F|(t,u,z(\ell)) = 0 .
\] (4.27)
By Lemma 3.9 we have that $|\partial_z F|(t, u, z) = 0$, that is, $z$ is a solution of

$$\min \{F(t, u, z) : z \in \mathcal{Z}, z \leq \bar{z}\}.$$  \hfill (4.28)

Since $\bar{z} \leq \bar{z}$, by uniqueness of solution of (4.28) we get that $\bar{z} = \bar{z}$.

Now, we show that $z(l) \to \bar{z}$ strongly in $H^1(\Omega)$. Indeed, for every $l \in [0, +\infty)$ we have, by convexity of $z \mapsto F(t, u, z)$,

$$0 \leq F(t, u, z(l)) - F(t, u, \bar{z}) \leq -\partial_z F(t, u, z(l))|\bar{z} - z(l)| \leq |\partial_z F|(t, u, z(l))|z(l) - \bar{z}|_{L^2},$$  \hfill (4.29)

where, in the last inequality, we have used the characterization (2.9) of the slope w.r.t. $z$. By (4.27), we know that along a suitable subsequence $l_j \to +\infty$ we have $|\partial_z F|(t, u, z(l_j)) \to 0$, so that $F(t, u, z(l_j)) \to F(t, u, \bar{z})$. By monotonicity of $l \mapsto F(t, u, z(l))$, we therefore get that $F(t, u, z(l)) \to F(t, u, \bar{z})$ as $l \to +\infty$.

Hence, we deduce that $\|\nabla z(l)\|_{L^2} \to \|\nabla \bar{z}\|_{L^2}$, which in turn implies the convergence of $z(l)$ to $\bar{z}$ in $H^1(\Omega)$.

In order to prove (e), we define $\bar{z} := \inf \{l \geq 0 : F(t, u, z(l)) = F(t, u, \bar{z})\}$. If $\bar{z} < +\infty$ then, being $\bar{z}$ the unique minimizer of $\{F(t, u, z) : z \in \mathcal{Z}, z \leq z^0\}$, we have $z(l) = \bar{z}$ for every $l \geq \bar{z}$. In general, for a.e. $l < \bar{z}$, we claim that $|\partial_z F|(t, u, z(l)) \neq 0$. By contradiction, if $|\partial_z F|(t, u, z(l)) = 0$, then $z(l) = \arg \min \{F(t, u, z) : z \in \mathcal{Z}, z \leq z(l)\}$. Since $\bar{z} \leq z(l)$, we would get that $z(l) = \bar{z}$, which contradicts the assumption $l < \bar{z}$. Therefore, $|\partial_z F|(t, u, z(l)) \neq 0$ for a.e. $l < \bar{z}$. This implies, together with (4.25), that $|z'(l)|_{L^2} \neq 0$ for a.e. $l < \bar{z}$.

The proof of property (f) is similar to the proof of (4.5) in Theorem 4.2, but we have to take care of the monotonicity of $l \mapsto z(l)$ and of the different norm of the gradient flow. By strong convexity, see (3.2), there exists a positive constant $c$ independent of $z$, $u$, and $t$, such that

$$c\|\bar{z} - z(l)\|_{H^1} \leq (\partial_z F(t, u, \bar{z}) - \partial_z F(t, u, z(l)))|\bar{z} - z(l)| \leq -\partial_z F(t, u, z(l))|\bar{z} - z(l)| \leq |\partial_z F|(t, u, z(l))|\bar{z} - z(l)|_{L^2} \leq |\partial_z F|(t, u, z(l))|\bar{z} - z(l)|_{H^1},$$

which implies

$$\|\bar{z} - z(l)\|_{H^1} \leq C|\partial_z F|(t, u, z(l)).$$  \hfill (4.30)

for some positive constant $C$. Combining (4.30) with (4.29) we get

$$(F(t, u, z(l)) - F(t, u, \bar{z}))^{1/2} \leq C|\partial_z F|(t, u, z(l)).$$  \hfill (4.31)

Exploiting (3.1), we can now perform a Łojasiewicz argument: by (4.25), (4.31), and by the monotonicity and absolute continuity of $l \mapsto F(t, u, z(l))$, for a.e. $l \in [0, \bar{z})$ we have

$$-\frac{d}{dl}(F(t, u, z(l)) - F(t, u, \bar{z}))^{1/2} = (F(t, u, z(l)) - F(t, u, \bar{z}))^{-1/2}|\partial_z F|(t, u, z(l))z'(l) \leq C\|z'(l)\|_{L^2}.$$  \hfill (4.32)

Therefore, inequality (4.32) implies that for every $l \in [0, \bar{z})$

$$\int_0^l \|z'(l)\|_{L^2} dl \leq -2C\int_0^l \frac{d}{dl}(F(t, u, z(l)) - F(t, u, \bar{z}))^{1/2} dl \leq 2C(F(t, u, z^0) - F(t, u, \bar{z}))^{1/2}.$$  \hfill (4.33)

In the limit as $l \to +\infty$, from the previous inequality we get

$$\int_0^{+\infty} \|z'(l)\|_{L^2} dl \leq 2C(F(t, u, z^0) - F(t, u, \bar{z}))^{1/2}.$$  \hfill (4.34)

By convexity, we have that

$$(F(t, u, z^0) - F(t, u, \bar{z}))^{1/2} \leq (\partial_z F(t, u, z^0)[\bar{z} - z^0])^{1/2} \leq (\partial_z F(t, u, \bar{z})[\bar{z} - z^0] - \partial_z F(t, u, z^0)[\bar{z} - z^0])^{1/2},$$  \hfill (4.34)

where, in the last inequality, we have used the fact that $\partial_z F(t, u, \bar{z})[\bar{z} - z^0] = 0$, by minimality of $\bar{z}$.

The right hand side of (4.34) is

$$(\partial_z F(t, u, \bar{z}) - \partial_z F(t, u, z^0))[\bar{z} - z^0] = \int_\Omega (h'(\bar{z}) - h'(z^0))(\bar{z} - z^0)(\mu|\epsilon_0(u + g(t))|^2 + \kappa|\epsilon^l_0(u + g(t))|^2) dx + \int_\Omega (f'(\bar{z}) - f'(z^0))(\bar{z} - z^0) dx + \|\nabla \bar{z} - \nabla z^0\|_{L^2}.$$
Applying H"older inequality to the first term of the right-hand side of previous inequality with $\frac{1}{p} + \frac{2}{q} = 1$ and recalling that $0 \leq z(l) \leq z^0 \leq 1$, and that $h, f \in C^{1,1}(0,1)$, we deduce that

$$
\left| (\partial_z F(t, u, \tau) - \partial_z F(t, u, z^0)) [\tau - z^0] \right|
\leq \int |h'(\tau) - h'(z^0)||[\tau - z^0](\mu|\epsilon_d(u + g(t))|^2 + \kappa|\epsilon^+_d(u + g(t))|^2) \, dx + C\|\tau - z^0\|^2_{H^1}
\leq C \int |\tau - z^0|^2(\mu|\epsilon_d(u + g(t))|^2 + \kappa|\epsilon^+_d(u + g(t))|^2) \, dx + C\|\tau - z^0\|^2_{H^1}
\leq C\|\tau - z^0\|^2_{H^1} + C\|\tau - z^0\|^2_{H^1} \leq C(1 + \|u + g(t)\|_{W^{1,p}}^2)\|\tau - z^0\|^2_{H^1}.
$$

(4.35)

Thus, combining inequalities (4.33)-(4.35) we get

$$
\int_0^{+\infty} \|z'(l)\|_{L^2} \, ds \leq C(1 + \|u + g(t)\|_{W^{1,p}}^2)^2 \|\tau - z^0\|_{H^1}.
$$

This concludes the proof of the theorem. 

As in Corollary 4.3, we define here a reparametrization of $l \in [0, +\infty)$ which makes the gradient flow of Theorem 4.7 1-Lipschitz. Again, this reparametrization will be used in Section 5.

**Corollary 4.8.** Let $\bar{\rho} \in (2, +\infty)$ be as in Lemma 3.4, let $(t, u, z^0) \in [0, T] \times W^{1,\bar{\rho}}(\Omega; \mathbb{R}^2) \times Z$ with $0 \leq z^0 \leq 1$, let $\tau := \arg \min \{ F(t, u, z) : z \in Z, z \leq z^0 \}$, and let $z$ be the gradient flow computed in Theorem 4.7 with initial condition $z^0$ and parameters $t$ and $u$. Given $\bar{\tau} \in [0, +\infty)$ as in (e) of Theorem 4.7, let us set

$$
L(z) := \int_0^{\tau} \|z'(l)\|_{L^2} \, dl \quad \text{and} \quad \lambda(\ell) := \int_0^{\ell} \|z'(l)\|_{L^2} \, dl \quad \text{for } \ell \in [0, \bar{\tau}].
$$

Moreover, let $\rho : [0, L(z)] \to [0, \bar{\tau}]$ be defined by $\rho := \lambda^{-1}$. Then, the function $\zeta := z \circ \rho$ belongs to the space $W^{1,\infty}([0, L(z)]; L^2(\Omega))$ with $\|\zeta'(s)\|_{L^2} = 1$ a.e. in $[0, L(z)]$, $\zeta(0) = z^0$, $\zeta(L(z)) = \tau$, and

$$
F(t, u, \zeta(s)) = F(t, u, z^0) - \int_0^{\tau} |\partial_z^+ F|(t, u, \zeta(s)) \|\zeta'(s)\|_{L^2} \, ds.
$$

(4.36)

**Proof.** We notice that $\rho = \lambda^{-1}$ is well defined in view of (e) of Theorem 4.7. As a consequence, also $\zeta : [0, L(z)] \to Z$ is well defined and satisfies $\zeta(0) = z^0$, $\zeta(L(z)) = \tau$, and $\|\zeta'(s)\|_{L^2} = 1$ for a.e. $s \in [0, L(z)]$. By (b)-(d) of Theorem 4.7 we have that

$$
F(t, u, z^0) = F(t, u, z^0) - \int_0^{\tau} |\partial_z^+ F|(t, u, z(l)) \|z'(l)\|_{L^2} \, dl \quad \text{for } \ell \in [0, \bar{\tau}].
$$

By the change of coordinate $\ell = \rho(s)$ for $s \in [0, L(z)]$ we deduce (4.36).

**Remark 4.9.** In the notation of Corollary 4.8, we notice that, as a consequence of Theorem 4.7,

$$
L(z) \leq C(1 + \|u + g(t)\|_{W^{1,p}})\|z^0 - \tau\|_{H^1}.
$$

## 5 Proof of the convergence result

We develop in this section the proof of Theorem 2.4. We follow the main structure of [24]. We start with constructing a time-discrete evolution by an alternate minimization algorithm. Next we interpolate between all the steps of the scheme w.r.t. an arc-length parameter in a suitable norm. Since the energy $F$ is not separately quadratic, in this context there are no intrinsic norms stemming out from the functional, as it happens in [24]; in our framework, instead, it is natural to use the $H^1$-norm for the displacement field $u$ and the $L^2$-norm for the phase field $z$. The latter technical choice is due to the existence of a unilateral $L^2$-gradient flow (see Theorem 4.7) which in turn is related to the irreversibility of $z$ along the whole algorithm.

In Proposition 5.4 we prove compactness of the discrete parametrized evolutions. We characterize the limit evolution in terms of equilibrium and energy-dissipation balance (see (d) and (e) of Theorem 2.4). The proof of equilibrium and of the lower energy-dissipation inequality follows from lower semicontinuity of the functional $F$ and of the slopes $|\partial_z^+ F|$ and $|\partial_z^{-} F|$. The technically hard part comes with the upper
energy-dissipation inequality (see Section 5.3). Comparing with [24], here we can not employ a chain rule argument, since the evolution $z$ is qualitatively the reparametrization of an $L^2$-gradient flow, instead of an $H^1$-gradient flow. For this reason, we need to exploit a Riemann sum argument (see, e.g., [18, 32]). In this respect, the starting point would be the summability of $|\partial_z^2 \mathcal{F}|(t(t(\cdot), u(\cdot), z(\cdot)))$, which does not follow from the energy estimates, since we are only able to control $|\partial_z^2 \mathcal{F}|(t(t(\cdot), u(\cdot), z(\cdot)))||z'(\cdot)||_{L^2}$. Nevertheless, we can show that $|\partial_z^2 \mathcal{F}|(t(t(\cdot), u(\cdot), z(\cdot)))$ belongs to $L^1$ in the set where $||z'||_{L^2} \neq 0$. At this point, we can apply a Riemann sum argument in an auxiliary reparametrized setting which, roughly speaking, concentrates the intervals where $||z'||_{L^2} = 0$ to an at most countable set of points, at the price of introducing discontinuities in the displacement evolution, which, however, can be controlled a posteriori via chain rule.

5.1 Parametrization and discrete energy estimate

For $k \in \mathbb{N}$, $k \neq 0$ let $\tau_k := T/k$ and $t_k^i := i\tau_k$ for $i = 0, \ldots, k$. We define the discrete evolutions $u_k^i$ and $v_k^i$ (in the time nodes $t_k^i$) by induction. We set $u_k^0 := u_0$ and $z_k^0 := z_0$. Given $u_{k-1}^i$ and $z_{k-1}^i$ we define $u_k^i$ and $z_k^i$ with the aid of two auxiliary sequences $u_{k,j}^i$ and $z_{k,j}^i$ defined as follows: let $u_{k,0}^i := u_{k-1}^i$ and $z_{k,0}^i := z_{k-1}^i$, then for every $j \in \mathbb{N}$ let

$$u_{k,j+1}^i := \operatorname{argmin} \{ \mathcal{F}(t_k^i, u, z_{k,j}^i) : u \in \mathcal{U} \}, \quad (5.1)$$

$$z_{k,j+1}^i := \operatorname{argmin} \{ \mathcal{F}(t_k^i, u_k^i, z_{k,j+1}^i, z) : z \in \mathcal{Z}, z \leq z_{k,j}^i \}. \quad (5.2)$$

Note that $0 \leq z_{k,j}^i \leq 1$ for every $k, i, j$ and that the sequence $z_{k,j}^i$ is bounded in $H^1(\Omega)$ and non-increasing w.r.t. $j$; hence, in the limit as $j \to \infty$, $z_{k,j}^i \to z_{k}^i$ weakly in $H^1(\Omega)$ and, by Proposition 3.7, $u_{k,j}^i \to u_k^i$ in $W^{1,\beta}(\Omega; \mathbb{R}^2)$ for $\beta \in [2, \bar{p})$, where $u_k^i$ solves

$$\min \{ \mathcal{F}(t_k^i, u, z_{k}^i) : u \in \mathcal{U} \}. \quad (5.3)$$

Moreover, being $g \in W^{1,q}([0, T]; W^{1,\theta}(\Omega; \mathbb{R}^2))$, by Lemma 3.4 we deduce that $u_{k,j}^i$ is bounded in $W^{1,\bar{p}}(\Omega; \mathbb{R}^2)$, uniformly w.r.t. $k, i, j$. By (5.2) we know that $|\partial_z^2 \mathcal{F}|(t_k^i, u_{k,j}^i, z_{k,j}^i) = 0$ for $j \geq 1$. Since $u_{k,j}^i \to u_k^i$ in $W^{1,\beta}(\Omega; \mathbb{R}^2)$ and $z_k^i \to z_{k}^i$ in $H^1(\Omega)$, as a consequence of Lemma 3.9 we deduce that $|\partial_z^2 \mathcal{F}|(t_k^i, u_k^i, z_{k}^i) = 0$. Hence, $z_{k}^i$ is the solution of

$$\min \{ \mathcal{F}(t_k^i, u_k^i, z) : z \in \mathcal{Z}, z \leq z_{k}^i \}. \quad (5.4)$$

**Remark 5.1.** In general it may happen that the alternate minimization algorithm (5.1)-(5.2) converges after a finite number of iterations. This case is anyway a special case of the above scheme and it will not be treated separately.

Recalling the results and the notation of Theorem 4.1 and Corollary 4.3, for every $k, i, j$ there exists an auxiliary parametrized gradient flow $\omega_{k,j}^i \in W^{1,\infty}(0, L(\omega_{k,j}^i)); H^1(\Omega; \mathbb{R}^2))$ such that $\omega_{k,j}^i(0) = u_{k,j}^i$, $\omega_{k,j}^i(L(\omega_{k,j}^i)) = u_{k,j+1}^i$, $||\omega_{k,j}^i||_{H^1(\Omega; \mathbb{R}^2)} = 1$ for a.e. $s \in [0, L(\omega_{k,j}^i))$, and

$$\mathcal{F}(t_k^i, \omega_{k,j}^i(s), z_{k,j}^i) = \mathcal{F}(t_k^i, u_{k,j}^i, z_{k,j}^i) - \int_0^s |\partial_s \mathcal{F}|(t_k^i, \omega_{k,j}^i(\sigma), z_{k,j}^i) ||\omega_{k,j}^i||_{H^1(\Omega; \mathbb{R}^2)} \, d\sigma \quad (5.5)$$

for every $s \in [0, L(\omega_{k,j}^i))$. Moreover, in view of Theorem 4.2 and Remark 4.4,

$$L(\omega_{k,j}^i) \leq C ||u_{k,j}^i - u_{k,j+1}||_{H^1(\Omega; \mathbb{R}^2)} \quad (5.6)$$

for some positive constant $C$ independent of $i,j$.

In a similar way, by Theorem 4.7 there exists an auxiliary parametrized gradient flow $\zeta_{k,j}^i$ belonging to $W^{1,\infty}(0, L(\zeta_{k,j}^i)); L^2(\Omega))$ such that $\zeta_{k,j}^i(0) = z_{k,j}^i$, $\zeta_{k,j}^i(L(\zeta_{k,j}^i)) = z_{k,j+1}^i$, $||\zeta_{k,j}^i(\cdot)||_{L^2(\Omega)} \leq 1$ for a.e. $s \in [0, L(\zeta_{k,j}^i))$, and

$$\mathcal{F}(t_k^i, u_{k,j+1}^i, \zeta_{k,j}^i(s)) = \mathcal{F}(t_k^i, u_{k,j}^i, z_{k,j}^i) - \int_0^s |\partial_s \mathcal{F}|(t_k^i, u_{k,j}^i, \zeta_{k,j}^i(\sigma)) ||\zeta_{k,j}^i||_{L^2(\Omega)} \, d\sigma \quad (5.7)$$

for every $s \in [0, L(\zeta_{k,j}^i))$. Furthermore, by Theorem 4.7 and Remark 4.9 we have

$$L(\zeta_{k,j}^i) \leq C(1 + ||u_{k,j}^i + g(t_k^i)||_{L^2(\Omega)} ||z_{k,j}^i - z_{k,j+1}||_{H^1(\Omega; \mathbb{R}^2)}), \quad (5.8)$$
for some positive constant $C$ independent of $k, i, j$. In view of the uniform boundedness of $u_{i,j}^k$ in $W^{1,\bar{p}}(\Omega; \mathbb{R}^2)$ (see Corollary 3.5) and of the regularity of the boundary datum $g$, inequality (5.8) can be rewritten as

$$L(\zeta_{i,j}^k) \leq C\|z_{i,j}^k - z_{i,j+1}^k\|_{H^1}$$

(5.9)

for some positive constant $\bar{C}$ independent of $k, i, j$.

We now start showing a uniform bound on the arc-length of the alternate minimization scheme (5.1)- (5.2). This is done by estimating the term

$$S_k := \sum_{i=1}^k \sum_{j=0}^\infty L(\omega_{i,j}^k) + L(\zeta_{i,j}^k)$$

(5.10)

uniformly w.r.t. $k \in \mathbb{N}$.

**Proposition 5.2.** There exists $\bar{S} \in (0, +\infty)$ such that $S_k \leq \bar{S}$ for every index $k$.

**Proof.** In this proof we denote with $C$ a generic positive constant, which could change from line to line. Thanks to (5.6) and (5.9) we deduce that

$$S_k \leq C \sum_{i=1}^k \sum_{j=0}^\infty (\|z_{i,j}^k - z_{i,j+1}^k\|_{H^1} + \|u_{i,j}^k - u_{i,j+1}^k\|_{H^1})$$

(5.11)

for $C$ independent of $k$. Therefore, it is sufficient to prove that the right-hand side of (5.11) is uniformly bounded.

For $j = 0$, applying Corollary 3.5, recalling that $z_{i,0}^k = z_{i-1}^k$ and that the boundary datum varies, we have that

$$\|u_{i,1}^k - u_{i,0}^k\|_{H^1} \leq C\|g(t_i^k) - g(t_{i-1}^k)\|_{W^{1,p}}.$$

Moreover, by Proposition 3.6,

$$\|z_{i,1}^k - z_{i,0}^k\|_{H^1} \leq C(\|u_{i,1}^k - u_{i,0}^k\|_{H^1} + \|g(t_i^k) - g(t_{i-1}^k)\|_{H^1}) \leq C\|g(t_i^k) - g(t_{i-1}^k)\|_{W^{1,p}}.$$

For $j \geq 1$, in view of Proposition 3.6, we have

$$\|z_{i,j}^k - z_{i,j+1}^k\|_{H^1} \leq C\|u_{i,j}^k - u_{i,j+1}^k\|_{H^1}.$$  

(5.12)

By (3.8) in Corollary 3.5, recalling that for fixed $k$ the boundary datum does not change, we can continue in (5.12) with

$$\|z_{i,j}^k - z_{i,j+1}^k\|_{H^1} \leq C\|z_{i,j}^k - z_{i,j-1}^k\|_{L^\nu},$$  

(5.13)

for some exponent $\nu \gg 1$. The rest of the proof works as in [24, Theorem 4.1].

At this point we are ready to define a new parametrization of the graph of the evolution in terms of the arc-length of the curves $\omega_{i,j}^k$ and $\zeta_{i,j}^k$, connecting all the intermediate steps of the alternate minimization scheme (5.1)- (5.2).

We set $s_{i,0}^k := 0$, $t_k(0) := 0$, $u_k(0) := u_0$, and $z_k(0) := z_0$. For every $i \geq 1$, assume to know $s_{i-1}^k$ and let us construct $s_{i}^k$. We define $s_{i-1}^k := s_{i-1}^k$ and, for $j \geq 0$,

$$s_{i,j+1}^k := s_{i,j}^k + L(\omega_{i,j}^k).$$

(5.14)

In view of Proposition 5.2, we have that there exists a finite limit $s_{i,j}^k$ of the sequence $s_{i,j}^k$ as $j \to \infty$. For every $s \in [s_{i-1}^k, s_{i+1}^k]$ we define

$$t_k(s) := t_{i,j+1}^k - 1 + (s - s_{i,j+1}^k), \quad u_k(s) := u_{i,j+1}^k, \quad z_k(s) := z_{i,j+1}^k.$$  

(5.15)

For $j \geq 0$ and $s \in [s_{i,j}^k, s_{i,j+1}^k]$ we set

$$t_k(s) := t_{i,j}^k = t_k(s_{i,j}^k),$$

$$u_k(s) := \begin{cases} 
\omega_{i,j}^k(s - s_{i,j}^k) & \text{if } u_{i,j}^k \neq u_{i,j+1}^k, \\
u_{i,j}^k & \text{otherwise,}
\end{cases}$$

$$z_k(s) := z_{i,j}^k = z_k(s_{i,j}^k).$$

(5.16)
Finally, for \( s \in [s_{i,j}^k + \frac{1}{4}, s_{i,j}^k + 1] \) we define
\[
\begin{aligned}
t_k(s) &= t_k(s_{i,j}^k + \frac{1}{4}), \\
u_k(s) &= u_{i,j+1}(s_{i,j}^k + \frac{1}{4}), \\
\zeta_k(s) &= \begin{cases} \
\zeta_{i,j}^k (s - s_{i,j}^k + \frac{1}{4}) & \text{if } z_{i,j}^k = z_{i,j}^k, \\
z_{i,j}^k &= z_{i,j}^k + 1 & \text{otherwise}.
\end{cases}
\end{aligned}
\] (5.17)

In the limit as \( s \to s_{i,j}^k \), we have that \( t_k(s) \to t_k(s_{i,j}^k) = t_{i,j}^k \) and \( \zeta_k(s) \to \zeta_{i,j}^k =: \zeta_{i,j}^k \) in \( H^1(\Omega) \). As for \( u_k \), by Proposition 3.7 we know that \( u_{i,j}^k \to u_{i,j}^k \) in \( W^{1,\beta}(\Omega; \mathbb{R}^2) \) for every \( \beta \in [2, \bar{p}] \). As a consequence of the exponential decay (4.3) in Theorem 4.1, we also deduce that \( u_k(s) \to u_{i,j}^k =: u_{i,j}^k \) in \( H^1(\Omega; \mathbb{R}^2) \).

In view of Proposition 5.2, we may assume that there exists \( 0 \leq S < +\infty \) such that, up to a constant extension, for every \( k \in \mathbb{N} \) the triple \( (t_k, u_k, z_k) \) is well defined on the interval \([0, S]\), takes values in \([0, T] \times \mathcal{U} \times \mathcal{Z}\), and satisfies \( t_k(S) = T \). We notice that since \( u_{i,j}^k \) are uniformly bounded in \( W^{1,\beta}(\Omega; \mathbb{R}^2) \), Theorem 4.1 implies that \( u_k(s) \) is bounded in \( H^1(\Omega; \mathbb{R}^2) \) uniformly w.r.t. \( k \) and \( s \). It follows that also \( z_{i,j} \) are bounded in \( H^1(\Omega) \) and hence, by Theorem 4.7, \( z_k(s) \) is bounded in \( H^1(\Omega) \) uniformly w.r.t. \( k \) and \( s \). Moreover, as a consequence of Corollaries 4.3 and 4.8 and of the above construction, we have
\[
t_k'(s) + \|u_k'(s)\|_{H^1} + \|z_k'(s)\|_{L^2} \leq 1 \quad \text{for a.e. } s \in [0, S],
\] (5.18)
so that the triple \( (t_k, u_k, z_k) \in W^{1,\infty}([0, S]; [0, T] \times H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega)) \) is bounded. We notice that \( t_k, u_k, \) and \( z_k \) coincide with their Lipschitz continuous representatives.

We collect in the following proposition the equilibrium properties and a discrete energy-dissipation inequality satisfied by the triple \( (t_k, u_k, z_k) \).

**Proposition 5.3.** For every \( k, i \) it holds
\[
|\partial_s \mathcal{F}(t_k(s_i^k), u_k(s_i^k), z_k(s_i^k))| = 0 \quad \text{and} \quad |\partial_{\zeta} \mathcal{F}(t_k(s_i^k), u_k(s_i^k), z_k(s_i^k))| = 0.
\] (5.19)

Moreover, for every \( s \in [0, S] \) we have
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) \leq \mathcal{F}(0, u_0, z_0) - \int_0^s |\partial_s \mathcal{F}(t_k(s), u_k(s), z_k(s))| u_k'(s) \, ds \leq 0
\] (5.20)
where we intend \( |\partial_{\zeta} \mathcal{F}(t_k(s), u_k(s), z_k(s))| z_k'(s) \|_{L^2} = 0 \) whenever \( z_k'(s) \|_{L^2} = 0 \).

**Proof.** The equilibrium equalities in (5.19) follow from the construction (5.15)-(5.17) of the interpolation functions \( t_k, u_k, \) and \( z_k \) and from the minimality properties of \( u_{i,j}^k = u_i^k \) and \( z_{i,j}^k = z_i^k \) summarized in (5.3)-(5.4).

Let us show (5.20). Without loss of generality, we consider \( s \in [0, S_k] \), where \( S_k \) is defined in (5.10). Let \( k \) and \( i \in \{1, \ldots, k\} \) be fixed. For \( j = -1 \), for every \( s \in [s_{i,j-1}^k, s_{i,j}^k] \) we have \( u_k'(s) = z_k'(s) = 0 \) and, therefore,
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s_{i,j-1}^k), u_k(s_{i,j-1}^k), z_k(s_{i,j-1}^k)) + \int_{s_{i,j-1}^k}^s \partial_s \mathcal{F}(t_k(s), u_k(s), z_k(s)) \, ds
\] (5.21)
where, in the last equality, we have used the definition of the power functional \( \mathcal{P} \) in (2.10) and (2.11). For every \( j \geq 0 \), we distinguish between \( s \in [s_{i,j}^k, s_{i,j+1}^k] \) and \( s \in [s_{i,j}^k, s_{i,j+1}^k] \). In the first case we have...
There exist a subsequence of \( L_k \) such that, in view of (5.5),

\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s^k_{i,j}), u_k(s^k_{i,j}), z_k(s^k_{i,j})) - \int_{s^k_{i,j}}^{s} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\]

\[
= \mathcal{F}(t_k(s^k_{i,j}), u_k(s^k_{i,j}), z_k(s^k_{i,j})) - \int_{s^k_{i,j}}^{s} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\] (5.22)

\[
- \int_{s^k_{i,j}}^{s} |\partial_{z_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|z'_k(\sigma)|L_2| d\sigma + \int_{s^k_{i,j}}^{s} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma.
\]

In the second case we have \( t'_k(s) = u'_k(s) = 0 \) while \( |z'_k(s)|L_2 = 1 \) for a.e. \( s \in [s^k_{i,j}, s^k_{i,j+\frac{1}{2}}] \); then, by (5.7),

\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s^k_{i,j+\frac{1}{2}}), u_k(s^k_{i,j+\frac{1}{2}}), z_k(s^k_{i,j+\frac{1}{2}})) - \int_{s^k_{i,j+\frac{1}{2}}}^{s} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\]

\[
= \mathcal{F}(t_k(s^k_{i,j+\frac{1}{2}}), u_k(s^k_{i,j+\frac{1}{2}}), z_k(s^k_{i,j+\frac{1}{2}})) - \int_{s^k_{i,j+\frac{1}{2}}}^{s} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\] (5.23)

\[
- \int_{s^k_{i,j+\frac{1}{2}}}^{s} |\partial_{z_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|z'_k(\sigma)|L_2| d\sigma + \int_{s^k_{i,j+\frac{1}{2}}}^{s} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma.
\]

Summing up (5.21)-(5.23), we deduce that for every \( s \in [s^k_{i-1}, s^k_{i}] \) it holds

\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s^k_{i-1}), u_k(s^k_{i-1}), z_k(s^k_{i-1})) - \int_{s^k_{i-1}}^{s} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\]

\[
- \int_{s^k_{i-1}}^{s} |\partial_{z_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|z'_k(\sigma)|L_2| d\sigma + \int_{s^k_{i-1}}^{s} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma.
\]

Passing to the limit as \( s \to s^k_{i} \) by Lemma 3.3 we get

\[
\mathcal{F}(t_k(s^k_{i}), u_k(s^k_{i}), z_k(s^k_{i})) \leq \mathcal{F}(t_k(s^k_{i-1}), u_k(s^k_{i-1}), z_k(s^k_{i-1})) - \int_{s^k_{i-1}}^{s^k_{i}} |\partial_{u_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|u'_k(\sigma)|H_1| d\sigma
\]

\[
- \int_{s^k_{i-1}}^{s^k_{i}} |\partial_{z_0}\mathcal{F}(t_k(\sigma), u_k(\sigma), z_k(\sigma))|z'_k(\sigma)|L_2| d\sigma + \int_{s^k_{i-1}}^{s^k_{i}} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma,
\]

observing that the passage to the limit in the power integral is straightforward since \( t'_k(\sigma) = 0 \) for \( \sigma \in (s^k_{i-1}, s^k_{i}) \).

Finally, iterating the previous estimate w.r.t. \( i \) and combining again (5.21)-(5.23) we deduce (5.20).

5.2 Compactness and lower energy inequality

In the following proposition we show the compactness of the sequence \((t_k, u_k, z_k)\).

**Proposition 5.4.** There exist a subsequence of \((t_k, u_k, z_k)\) and a triple \((t, u, z) \in W^{1,\infty}([0,S];[0,T] \times H^{1}(\Omega;\mathbb{R}^2) \times L^2(\Omega))\) such that for every sequence \(s_k\) converging to \( s \in [0,S]\) we have

\[
t_k(s_k) \to t(s), \quad u_k(s_k) \to u(s) \text{ in } H^{1}(\Omega;\mathbb{R}^2), \quad z_k(s_k) \rightharpoonup z(s) \text{ weakly in } H^{1}(\Omega).
\]

Moreover,

\[
|t'(s)| + \|u'(s)\|_{H_1} + \|z'(s)\|_{L_2} \leq 1 \quad \text{for a.e. } s \in [0,S].
\] (5.24)

In particular, \( s \to t(s) \) is non-decreasing and \( t(S) = T \).

**Proof.** In view of (5.18), we have that there exists a triple \((t, u, z) \in W^{1,\infty}([0,S];[0,T] \times H^{1}(\Omega;\mathbb{R}^2) \times L^2(\Omega))\) such that, up to a subsequence, \((t_k, u_k, z_k) \to (t, u, z)\) weakly* in \( W^{1,\infty}([0,S];[0,T] \times H^{1}(\Omega;\mathbb{R}^2) \times L^2(\Omega))\). In particular, for every \( s \in [0,S]\) if \( s_k \to s \) we have

\[
t_k(s_k) \to t(s), \quad u_k(s_k) \to u(s) \text{ in } H^{1}(\Omega;\mathbb{R}^2), \quad z_k(s_k) \rightharpoonup z(s) \text{ in } H^{1}(\Omega),
\] (5.25)
the latter being a consequence of the boundedness of $z_k(\sigma)$ in $H^3(\Omega)$ uniformly for $\sigma \in [0, S]$. Inequality (5.24) can be obtained from (5.18) by integration and by weak lower semicontinuity of the norms. It is easy to check that $s \mapsto t(s)$ is non-decreasing and that $t_k(S) = T \rightarrow t(S) = T$.

It remains to show that, along the same subsequence, $u_k$ converges strongly in $H^1(\Omega; \mathbb{R}^2)$ pointwise in $[0, S]$. Let us fix $s \in [0, S]$. For every $k$, let $i_k \in \{1, \ldots, k\}$ and $j_k \in \mathbb{N} \cup \{-1\}$ be such that $s \in [s^k_{i_k,j_k}, s^k_{i_k,j_k+1})$. We have to distinguish between three different cases: up to a further (non-relabelling) subsequence, either $s \in [s^k_{i_k,j_k}, s^k_{i_k,j_k+1})$, or $s \in [s^k_{i_k,j_k}, \frac{s^k_{i_k,j_k+1} + s^k_{i_k,j_k}}{2}]$, or $s \in [\frac{s^k_{i_k,j_k} + s^k_{i_k,j_k+1}}{2}, s^k_{i_k,j_k+1})$ for every $k$, see (5.15)-(5.17).

In the first case, for every index $k$ we have that $u_k(s) = u_k(s^k_{i_k,j_k} - 1) = z_k(s^k_{i_k,j_k} - 1) = z_k(s^k_{i_k,j_k} - 1)$ if $i_k = 1$ for infinitely many $k$, then $u_k(s^k_{i_k,j_k} - 1) = u_k(0) = u_0$ and there is nothing to show. Let us therefore assume that $i_k \geq 2$ for every $k$. Hence, by (5.3) we have

$$u_k(s) = u_{i_k-1} = \text{argmin} \{F(t_{i_k-1}, u, z_{i_k-1}) : u \in \mathcal{U}\} = \text{argmin} \{F(t_{i_k-1}, u, z_k(s)) : u \in \mathcal{U}\}.$$

Since $s^k_{0,0} - s^k_{i_k,j_k-1} = \tau_k \rightarrow 0$ as $k \rightarrow \infty$ and $t_{i_k-1} = t_{i_k-1} + (s^k_{i_k,j_k} - s^k_{i_k,j_k-1})$, we have that $t_{i_k-1} \rightarrow t(s)$. Moreover, $z_k(s) \rightarrow z(s)$ weakly in $H^1(\Omega)$ by (5.25). Thus, applying Proposition 3.7 we deduce that $u_k(s) \rightarrow \tilde{u}$ strongly in $H^1(\Omega; \mathbb{R}^2)$ where $\tilde{u} \in \text{argmin} \{F(t(s), u, z(s)) : u \in \mathcal{U}\}$. Since $u_k(s) \rightarrow u(s)$ by (5.25), it follows that $\tilde{u} = u(s)$ and that the $u_k(s) \rightarrow u(s)$ strongly in $H^1(\Omega; \mathbb{R}^2)$.

In the second case we have $s \in [s^k_{i_k,j_k}, \frac{s^k_{i_k,j_k+1} + s^k_{i_k,j_k}}{2})$ for every $k$. Here we want to apply Proposition 4.5, and we use explicitly the parametrization $\rho_k$ of the gradient flow $\omega^k_{i_k,j_k}$ from Corollary 4.3. As a first step, we show that, up to a subsequence, the initial condition $\omega^k_{i_k,j_k}(0) = u_{i_k-1}$ converges to some $u^*$ strongly in $H^1(\Omega; \mathbb{R}^2)$. If, up to a further subsequence, $j_k = 0$ for every $k$, we have $\omega^k_{i_k,0}(0) = u_{i_k-1}$, thus

$$u_{i_k-1} = \text{argmin} \{F(t_{i_k-1}, u, z_{i_k-1}) : u \in \mathcal{U}\}.$$

Being $s^k_{i_k-1} = t_k(s) - \tau_k$, we have that $t_k(s) \rightarrow t(s)$ as $k \rightarrow \infty$, while, along a subsequence, we have $z^k_{i_k-1} \rightarrow z^*$ weakly in $H^1(\Omega)$ for some $z^* \in Z$. Therefore, again by Proposition 3.7 we get that $u^k_{i_k,0} \rightarrow u^*$ in $H^1(\Omega; \mathbb{R}^2)$. In a similar way, if $j_k \geq 1$ for every $k$ large enough, we have $\omega^k_{i_k,j_k}(0) = u_{i_k-1}$ and, using (5.1), we get

$$u_{i_k,j_k} = \text{argmin} \{F(t_{i_k-1}, u, z_{i_k,j_k}) : u \in \mathcal{U}\}.$$

Then $t_k(s) = t_k(s)$ as $k \rightarrow \infty$, while, up to a subsequence, $z^k_{i_k,j_k} \rightarrow z^*$ weakly in $H^1(\Omega)$ for some $z^* \in Z$. As above, by Proposition 3.7 we conclude that $u_k(s) \rightarrow u^*$ in $H^1(\Omega; \mathbb{R}^2)$. In all the cases, we have that the initial condition of the reparametrized gradient flow $\omega^k_{i_k,j_k}$ converges in $H^1(\Omega; \mathbb{R}^2)$ to some $u^*$. Now, let us consider the parametrization $\rho_k(s - s^k_{i_k,j_k}) \in [0, +\infty)$. Up to a subsequence, we may assume that $\rho_k(s - s^k_{i_k,j_k}) \rightarrow \tilde{\rho} \in [0, +\infty)$. Since $t_k(s) \rightarrow t(s)$, $z_k(s) \rightarrow z(s)$ weakly in $H^1(\Omega)$, and $\omega^k_{i_k,j_k}(0) \rightarrow u^*$ in $H^1(\Omega; \mathbb{R}^2)$, from Corollary 4.6 we deduce that $u_k(s) = \omega^k_{i_k,j_k}(s - s^k_{i_k,j_k})$ admits a strong limit $\tilde{u}$ in $H^1(\Omega; \mathbb{R}^2)$. In view of (5.25) $\tilde{u} = u(s)$ and $u_k(s) \rightarrow u(s)$ strongly in $H^1(\Omega; \mathbb{R}^2)$.

Finally, let us consider the case $s \in [s^k_{i_k,j_k+1}, \frac{s^k_{i_k,j_k+1} + s^k_{i_k,j_k}}{2})$ for every $k$. Then, $t_k(s) = t_k(s)$ and $u_k(s) = u^k_{i_k,j_k+1}$. By construction of $u^k_{i_k,j_k+1}$ in (5.1), we have that

$$u_k(s) = u^k_{i_k,j_k+1} = \text{argmin} \{F(t_{i_k-1}, u, z_{i_k,j_k}) : u \in \mathcal{U}\}.$$

Again, we know that $t_k(s) \rightarrow t(s)$ and that, up to subsequence, $z^k_{i_k,j_k} \rightarrow z^*$ weakly in $H^1(\Omega)$ for some $z^* \in Z$. We are in a position to apply again Proposition 3.7, which implies the strong convergence of $u_k(s)$ to $u(s)$ in $H^1(\Omega; \mathbb{R}^2)$.

Combining the three cases described above, we have shown that every subsequence of $u_k(s)$ admits a further subsequence converging to $u(s)$ in $H^1(\Omega; \mathbb{R}^2)$. Hence, the whole sequence $u_k(s)$ converges to $u(s)$ in $H^1(\Omega; \mathbb{R}^2)$ for every $s \in [0, S]$. Noticing that, by (5.18), $\|u_k(s_k) - u_k(s)\|_{H^1} \leq |s_k - s|$, we conclude the proof.

We are now in a position to prove the lower energy-dissipation inequality for the triple $(t, u, z)$.

**Proposition 5.5.** Let $g$, $u_0$, and $z_0$ be as in Theorem 2.4. Let $(t, u, z) : [0, S] \rightarrow [0, T] \times \mathcal{U} \times Z$ be given by Proposition 5.4. Then $(t, u, z)$ satisfies (a)-(d) of Theorem 2.4 and for every $s \in [0, S]$ it holds

$$F(t(s), u(s), z(s)) \leq F(0, u_0, z_0) - \int_0^s \|\partial_s F(t(\sigma), u(\sigma), z(\sigma))\| u'(\sigma) d\sigma + \int_0^s \|\partial_z F(t(\sigma), u(\sigma), z(\sigma))\| z'(\sigma) d\sigma + \int_0^s \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) d\sigma,$$

where $\mathcal{P}(t, u, z)$ is defined in (5.26).
Proof. We have already seen that the function \( s \mapsto t(s) \) is non-decreasing and such that \( t(S) = T \). Thus, condition (b) is satisfied.

From inequality (5.24) we get (a). Moreover, being \( s \mapsto z_k(s) \) non-increasing for every \( k \in \mathbb{N} \), it is clear that the pointwise limit \( s \mapsto z(s) \) is non-increasing, so that (c) holds.

Let us now show property (d). For every \( s \in [0, S] \) of continuity for \((t,u,z)\) we can find a sequence \( s_m \in [0, S] \) such that \( s_m \to s \) and \( t(s_m) \neq t(s) \) for every \( m \). Without loss of generality, we may assume that \( s_m \leq s \). Since \( t_s \) converges pointwise to \( t \), we can construct a subsequence \( k_m \) such that \( t_{k_m}(s_m) \neq t_k(s_m) \) for every \( m \). By construction of the interpolation functions \( t_{k_m} \) (see (5.15)-(5.17)), there exists a sequence of indices \( i_m \in \{1, \ldots, k_m\} \) such that, up to a further subsequence, one of the following conditions is satisfied:

\[
s \in [s_{i_m-1}^{k_m}, s_{i_m}^{k_m}) \quad \text{or} \quad s_m \leq s_{i_m-1}^{k_m} < s_{i_m}^{k_m} \leq s \quad \text{or} \quad s_{i_m-1}^{k_m} < s_m \leq s_{i_m}^{k_m} \leq s.
\]

In any case, since \( |s_{i_m}^{k_m} - s_{i_m}^{k_m-1}| \leq \tau_{k_m} \) and \( s_m \to s \), we have that \( s_{i_m}^{k_m} \to s \) as \( m \to \infty \). In view of (5.19) of Proposition 5.3, we know that

\[
|\partial_{u_k} F|\left(t_{k_m}(s_{i_m}^{k_m}), u_{k_m}(s_{i_m}^{k_m}), z_{k_m}(s_{i_m}^{k_m})) = 0, \right.
\]

\[
|\partial_{z_k} F|\left(t_{k_m}(s_{i_m}^{k_m}), u_{k_m}(s_{i_m}^{k_m}), z_{k_m}(s_{i_m}^{k_m})) = 0. \right.
\]

(5.27)

By Proposition 5.4 we know that \( t_{k_m}(s_{i_m}^{k_m}) \to t(s) \) in \([0,T], u_{k_m}(s_{i_m}^{k_m}) \to u(s) \) in \( H^1(\Omega; \mathbb{R}^2) \), and \( z_{k_m}(s_{i_m}^{k_m}) \to z(s) \) weakly in \( H^1(\Omega) \). Hence, applying Lemmata 3.9 and 3.10 and passing to the limit in (5.27) as \( m \to \infty \) we get the equilibrium conditions (d).

The proof of the lower energy-dissipation inequality (5.26) is divided into two steps. Clearly, the starting point is (5.20), i.e.,

\[
F(t_k(s), u_k(s), z_k(s)) \leq F(0, u_0, z_0) - \int_0^s |\partial_u F|\left(t_k(\sigma), u_k(\sigma), z_k(\sigma)\right) \left|u_k'(\sigma)\right|_{H^1} d\sigma + \int_0^s |\partial_z F|\left(t_k(\sigma), u_k(\sigma), z_k(\sigma)\right) \left|z_k'(\sigma)\right|_{L^2} d\sigma.
\]

(5.28)

**Step 1: Slopes.** By (5.25) and Lemma 3.3 we get

\[
F(t(s), u(s), z(s)) \leq \liminf_{k \to \infty} F(t_k(s), u_k(s), z_k(s)).
\]

Let us take the limsup in the right hand side of (5.28). The inequality

\[
\int_0^s |\partial_u F|\left(t(\sigma), u(\sigma), z(\sigma)\right) \left|u'(\sigma)\right|_{H^1} + |\partial_z F|\left(t(\sigma), u(\sigma), z(\sigma)\right) \left|z'(\sigma)\right|_{L^2} d\sigma \leq \liminf_{k \to \infty} \int_0^s |\partial_u F|\left(t_k(\sigma), u_k(\sigma), z_k(\sigma)\right) \left|u_k'(\sigma)\right|_{H^1} + |\partial_z F|\left(t_k(\sigma), u_k(\sigma), z_k(\sigma)\right) \left|z_k'(\sigma)\right|_{L^2} d\sigma
\]

(5.29)

follows, for instance, from (8, Theorem 3.1). Let us see how our setting fits into the framework and the notation of [8]. We set \( X = [0,T] \times H^1(\Omega; \mathbb{R}^2) \times \{ z \in H^1(\Omega; [0,1]): \| z \|_{H^1} \leq R \} \) and \( \Xi = H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega) \). The space \( X \) is endowed with the strong topology in \([0,T] \times H^1(\Omega; \mathbb{R}^2) \) and the weak topology in the ball of \( H^1(\Omega) \). Being the latter metrizable, \( X \) is a metric space. The space \( \Xi \) is endowed with the weak topology. For \( x = (t,u,z) \) and for \( \xi = (u',z') \) the integrand is

\[
l(x, \xi) = \begin{cases} 
|\partial_u F|\left(t,u,z\right) \|u'(\sigma)\|_{H^1} + |\partial_z F|\left(t,u,z\right) \|z'(\sigma)\|_{L^2} & \text{if } \|z'(\sigma)\|_{L^2} \neq 0, \\
|\partial_u F|\left(t,u,z\right) \|u'(\sigma)\|_{H^1} & \text{if } \|z'(\sigma)\|_{L^2} = 0.
\end{cases}
\]

Clearly \( l \geq 0 \). Let us check that \( l(x, \cdot) = l(t,u,z, \cdot) \) is convex in \( \Xi = H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega) \). If \( |\partial_z F|(t,u,z) = +\infty \), then

\[
l(x, \xi) = \begin{cases} 
+\infty & \text{if } \|z'(\sigma)\|_{L^2} \neq 0, \\
|\partial_u F|\left(t,u,z\right) \|u'(\sigma)\|_{H^1} & \text{if } \|z'(\sigma)\|_{L^2} = 0.
\end{cases}
\]

where \( \chi \) denotes the indicator function. Hence, \( l(x, \cdot) \) is convex, since it is the sum of convex functions. If \( |\partial_z F|(t,u,z) < +\infty \), then

\[
l(x, \xi) = |\partial_u F|\left(t,u,z\right) \|u'(\sigma)\|_{H^1} + |\partial_z F|\left(t,u,z\right) \|z'(\sigma)\|_{L^2}
\]
which is convex w.r.t \((u', z')\). We now show that \(l(\cdot, \cdot)\) is sequentially lower semicontinuous in \(X \times \Xi.\) Let \((u_k', z_k') \to (u', z')\) (weakly) in \(\Xi\) and let \((t_k, u_k, z_k) \to (t, u, z)\) in the metric of \(X,\) that is, \(t_k \to t,\) \(u_k \to u\) in \(H^1(\Omega; \mathbb{R}^2),\) and \(z_k \to z\) in \(H^1(\Omega).\) We notice that by Lemma 3.10 and the fact that \(|\partial_u F| < +\infty\) on \(X,\)

\[
|\partial_u F|(t, u, z) \|u\|_{H^1} \leq \liminf_{k \to \infty} |\partial_u F|(t_k, u_k, z_k) \|u_k\|_{H^1}. \tag{5.30}
\]

If \(\|z'\|_{L^2} = 0,\) then (5.30) is enough to show lower semicontinuity of \(l.\) If \(\|z'\|_{L^2} \neq 0\) and \(|\partial_z F|(t, u, z) = +\infty,\) by the lower semicontinuity of the \(L^2\)-norm we have that \(\|z_k'\|_{L^2} > \delta > 0\) for some positive \(\delta\) and for every \(k\) sufficiently large. Thus,

\[
\liminf_{k \to \infty} |\partial_z F|(t_k, u_k, z_k) \|z_k\|_{L^2} \geq \delta \liminf_{k \to \infty} |\partial_z F|(t_k, u_k, z_k) = +\infty, \tag{5.31}
\]

where the last equality follows from Lemma 3.9. If, instead, \(\|z'\|_{L^2} \neq 0\) and \(|\partial_z F|(t, u, z) < +\infty,\) then Lemma 3.9 implies

\[
|\partial_z F|(t, u, z) \|z'\|_{L^2} \leq \liminf_{k \to \infty} |\partial_z F|(t_k, u_k, z_k) \|z_k'\|_{L^2}. \tag{5.32}
\]

Collecting inequalities (5.30)-(5.32) we deduce the lower semicontinuity of \(l.\)

By Proposition 5.4 we know that \(z_k = (t_k, u_k, z_k)\) converges pointwise in \([0, S]\) to \(x = (t, u, z)\) w.r.t. the metric of \(X,\) and thus in measure. Moreover, again by Proposition 5.4, we have that \(\xi_k = (u_k', z_k')\) converges to \(\xi = (u', z')\) weakly* in \(L^\infty((0, S); H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega))\) and thus weakly in \(L^1((0, S); H^1(\Omega; \mathbb{R}^2) \times L^2(\Omega)).\) Hence, (5.29) holds.

**Step 2: Power.** We claim that

\[
\int_0^s \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) d\sigma = \lim_{k \to \infty} \int_0^s \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma. \tag{5.33}
\]

Let us fix \(s \in [0, S].\) By definition (2.10) of \(\mathcal{P}\) we have that

\[
\int_0^s \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) t'_k(\sigma) d\sigma = \int_0^\infty \int_\Omega \partial_t W(z_k(\sigma), e(u_k(\sigma) + g(t_k(\sigma)))) : e(\hat{g}(t_k(\sigma))) t'_k(\sigma) d\sigma d\sigma.
\]

In order to show (5.33), we will prove that \(e(\hat{g}(t_k(\cdot))) t'_k(\cdot) \to e(\hat{g}(t(\cdot))) t'(\cdot)\) in \(L^2([0, S]; L^2(\Omega; M_2^2))\) and that \(\partial_t W(z_k(\cdot), e(u_k(\cdot) + g(t_k(\cdot)))) \to \partial_t W(z(\cdot), e(u(\cdot) + g(t(\cdot))))\) in \(L^2([0, S]; L^2(\Omega; M_2^2)).\)

Let us start with the latter. Remember that

\[
\partial_t W(z, e(u + g)) = 2h(z)(\mu u - \delta + \kappa |u|^\alpha (u + g)) - 2\kappa \epsilon^+(u + g).
\]

For every \(\sigma \in [0, S],\) by Lemma 3.1 and since \(t_k \to t,\) \(u_k \to u\) in \(H^1(\Omega; \mathbb{R}^2),\) and \(z_k \to z\) in \(L^2(\Omega),\) we have that, up to a not relabelled subsequence, \(\partial_t W(z_k(\sigma), e(u_k(\sigma) + g(t_k(\sigma)))) \to \partial_t W(z(\sigma), e(u(\sigma) + g(t(\sigma))))\) a.e. in \(\Omega.\) Since \(z_k(\sigma)\) takes values in \([0, 1],\) we can apply (c) of Lemma 3.1 to deduce that

\[
|\partial_t W(z_k(\sigma), e(u_k(\sigma) + g(t_k(\sigma))))| \leq C|e(u_k(\sigma) + g(t_k(\sigma)))| \tag{5.34}
\]

for some positive constant \(C\) independent of \(k.\) Therefore, by dominated convergence we get that \(\partial_t W(z_k(\sigma), e(u_k(\sigma) + g(t_k(\sigma))))\) converges to \(\partial_t W(z(\sigma), e(u(\sigma) + g(t(\sigma))))\) strongly in \(L^2(\Omega; M_2^2).\) Moreover, being \(u_k\) and \(g \circ t_k\) bounded in \(L^\infty([0, S]; H^1(\Omega; \mathbb{R}^2)),\) in view of (5.34) and of the previous convergence we deduce that \(\partial_t W(z_k(\cdot), e(u_k(\cdot) + g(t_k(\cdot))))\) converges to \(\partial_t W(z(\cdot), e(u(\cdot) + g(t(\cdot))))\) strongly in \(L^p([0, S]; L^2(\Omega; M_2^2))\) (actually, in \(L^p([0, S]; L^2(\Omega; M_2^2))\) for every \(\mu < +\infty).\)

As for \(e(\hat{g}(t_k(\cdot))) t'_k(\cdot),\) we proceed by a density argument. Indeed, by density of \(C_c^1([0, T]; L^2(\Omega; M_2^2))\) in \(L^p([0, T]; L^2(\Omega; M_2^2)),\) for every \(\delta > 0\) there exists \(E \in C_c^1([0, T]; L^2(\Omega; M_2^2))\) such that

\[
\|E - e(\hat{g})\|_{L^\infty([0, T]; L^2(\Omega; M_2^2))} \leq \delta. \tag{5.35}
\]

Using a change of variables, that \(t'_k(\sigma) \leq 1\) for a.e. \(\sigma \in [0, S],\) and (5.35), we have that

\[
\int_0^S \|E(t_k(\sigma)) t'_k(\sigma) - e(\hat{g}(t_k(\sigma))) t'_k(\sigma)\|_{L^2} d\sigma \leq \int_0^S \|E(t_k(\sigma)) - e(\hat{g}(t_k(\sigma)))\|_{L^2} t'_k(\sigma) d\sigma \leq \int_0^T \|E(t) - e(\hat{g}(t(\cdot)))\|_{L^2} dt \leq \delta^g. \tag{5.36}
\]

The same inequality holds for \(E(t(\cdot)) t'(\cdot) - e(\hat{g}(t(\cdot))) t'(\cdot).\)
Let us now fix \( \varphi \in L^q([0,S];L^2(\Omega;M^2_})) \). Simply by adding and subtracting \((E \circ t_k) t'_k \) and \((E \circ t) t'\), we have that
\[
\int_0^S \int_\Omega \left( \varepsilon(\hat{q}(t_k(\sigma))) t'_k(\sigma) - \varepsilon(\hat{q}(t(\sigma))) t'(\sigma) \right) : \varphi \, dx \, d\sigma = \int_0^S \int_\Omega \left( \varepsilon(\hat{q}(t_k(\sigma))) t'_k(\sigma) - E(t_k(\sigma)) t'_k(\sigma) \right) : \varphi \, dx \, d\sigma \\
+ \int_0^S \int_\Omega \left( E(t_k(\sigma)) t'_k(\sigma) - E(t(\sigma)) t'(\sigma) \right) : \varphi \, dx \, d\sigma.
\]
(5.37)

By (5.36), the first term on the right-hand side of (5.37) can be estimated by
\[
\int_0^S \int_\Omega \left( \varepsilon(\hat{q}(t_k(\sigma))) t'_k(\sigma) - E(t_k(\sigma)) t'_k(\sigma) \right) : \varphi \, dx \, d\sigma \leq \delta \| \varphi \|_{L^q([0,S];L^2(\Omega;M^2_))}.
\]
The same estimate holds for the third term on the right-hand side of (5.37). Recalling that \( t_k \to t \) weakly* in \( W^{1,\infty}(0,S) \) and that \( E \in C^2([0,T];L^2(\Omega;M^2_)) \), we get that \( E \circ t_k \to E \circ t \) strongly in \( L^q([0,S];L^2(\Omega;M^2_)) \) and \( t'_k \varphi \to t' \varphi \) weakly in \( L^q([0,S];L^2(\Omega;M^2_)) \), so that
\[
\lim_{k \to \infty} \int_0^S \int_\Omega \left( E(t_k(\sigma)) t'_k(\sigma) - E(t(\sigma)) t'(\sigma) \right) : \varphi \, dx \, d\sigma = 0.
\]
Collecting the above inequalities, taking the modulus of (5.37) and passing to the limsup as \( k \to \infty \) we obtain
\[
\limsup_{k \to \infty} \left| \int_0^S \int_\Omega \left( \varepsilon(\hat{q}(t_k(\sigma))) t'_k(\sigma) - \varepsilon(\hat{q}(t(\sigma))) t'(\sigma) \right) : \varphi \, dx \, d\sigma \right| \leq 2\delta \| \varphi \|_{L^q([0,S];L^2(\Omega;M^2_))}.
\]
Hence, passing to the limit as \( \delta \to 0 \), by the arbitrariness of \( \varphi \in L^q([0,S];L^2(\Omega;M^2_)) \) we deduce that \( \varepsilon(\hat{q}(t_k(\cdot))) t'_k(\cdot) \) converges to \( \varepsilon(\hat{q}(t(\cdot))) t'(\cdot) \) weakly in \( L^q([0,S];L^2(\Omega;M^2_)) \), and this concludes the proof of (5.33).

\[ \square \]

### 5.3 Upper energy-dissipation inequality

This section is devoted to the proof of the inequality
\[
\mathcal{F}(t(s),u(s),z(s)) \geq \mathcal{F}(0,u_0,z_0) - \int_0^s |\partial_u \mathcal{F}(t(\sigma),u(\sigma),z(\sigma))| u'(s) \| u'(s) \|_{H^1} \, d\sigma \\
- \int_0^s |\partial_z \mathcal{F}(t(\sigma),u(\sigma),z(\sigma))| z'(s) \| z'(s) \|_{L^2} \, d\sigma + \int_0^s \mathcal{P}(t(\sigma),u(\sigma),z(\sigma)) t'(\sigma) \, d\sigma
\]
for the triple \((t,u,z)\) defined in Proposition 5.4.

The function \( z \) belongs to \( W^{1,\infty}([0,S];L^2(\Omega)) \cap L^\infty([0,S];H^1(\Omega)) \). Therefore, \( z \) is differentiable a.e. in \((0,S)\) with \( z'(s) \in L^2(\Omega) \). We set \( z'(s) = 0 \) for every \( s \in (0,S) \) of non-differentiability for \( z \). Clearly, this does not change the differentiability properties of \( z \), the representation
\[
z(s) = z_0 + \int_0^s z'(\sigma) \, d\sigma,
\]
and the energy-dissipation inequality above. In what follows we need the following auxiliary piecewise constant interpolation functions
\[
L_k(\sigma) := \begin{cases} 
\frac{t'_k}{t'_k} & \text{if } \sigma \in [\frac{s'_{i-1}}{i}, \frac{s'_{i}}{i}], \\
\frac{t'_{i-1}}{t'_k} & \text{if } \sigma \in [\frac{s'_{i}}{i}, \frac{s'_{i+1}}{i+1}]
\end{cases}
\]
(5.38)
\[
u_k(\sigma) := \begin{cases} 
\frac{u'_{i-1}}{u'_{i-1}} & \text{if } \sigma \in [\frac{s'_{i-1}}{i}, \frac{s'_{i}}{i}], \\
\frac{u'_{i+1}}{u'_{i-1}} & \text{if } \sigma \in [\frac{s'_{i+1}}{i+1}, \frac{s'_{i+2}}{i+1}], \quad j \geq 0,
\end{cases}
\]
(5.39)
where \( t'_k, u'_{i,j}, s'_{i,j} \), and \( s'_{i,k}, j, k \in \mathbb{N}, i = 0, \ldots, k \), have been defined in Section 5.1.

We now discuss the convergence of \( L_k \) and \( u_k \).
Lemma 5.6. The sequence $L_k$ converges pointwise in $[0, S]$ and weakly* in $L^\infty(0, S)$ to the function $t(\cdot)$ defined in Proposition 5.4.

Proof. Recalling the definition of the affine interpolation function $t_k$ in (5.15)-(5.17), we have that $L_k(\sigma) = t_k(\sigma)$ if $\sigma \in [s_k^{i_k}, s_k^{i_k + 1}]$, while $L_k(\sigma) - t_k(\sigma) \leq \tau_k$ if $\sigma \notin [s_k^{i_k}, s_k^{i_k + 1}]$.

Lemma 5.7. Let $\sigma \in (0, S)$ be such that $z'(\sigma) \neq 0$. Then, $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$.

Proof. We actually show that there exist a subsequence $k_m$ and a sequence $\sigma_m \to \sigma$ such that $\sigma_m \leq \sigma$ and $u_{k_m}(\sigma_m) \to u(\sigma)$. From this property and Proposition 5.4 the thesis follows.

Since $z'(\sigma) \neq 0$, there exists $\delta > 0$ such that $z(s) \neq z(\sigma)$ for every $s \in [\sigma - \delta, \sigma]$. Let us fix a sequence $\delta_m \to 0$. Since, by Proposition 5.4, $z_k$ converges to $z$ in $L^2(\Omega)$ pointwise in $[0, S]$, for every $m$ we can find $k_m > k_{m-1}$ such that

$$z_{k_m}(\sigma - \delta_m) \neq z_k(\sigma).$$

We deduce that there exists a point $\sigma_m \in (\sigma - \delta_m, \sigma)$ with $z_{k_m}(\sigma_m) \neq 0$. Moreover, by definition of the interpolation function $z_k$ in (5.15)-(5.17), $z_k$ changes only in intervals of the form $[s_m^{k_m}, s_m^{k_m + 1}]$.

Therefore, there exist suitable indexes $i_m, j_m$ such that $\sigma_m \in [s_m^{k_m}, s_m^{k_m + 1}]$.

For every $m$, there exists two indexes $\lambda_m, \gamma_m$ such that $\sigma \in [s_m^{k_m}, s_m^{k_m + 1}]$. We now distinguish three different cases, according to the value of $\gamma_m$ (along an infinite sequence of indexes $m_n$ not explicitly indicated):

- if $\gamma_m = -1$, then $\sigma \in [s_m^{k_m}, s_m^{k_m + 1}]$ and $u_k(\sigma) = u_{k_m}(\sigma)$, so that we could simply set $\sigma_m := \sigma$;
- if $\gamma_m \geq 0$ and $\sigma \in [s_m^{k_m - 1}, s_m^{k_m}]$, then $u_k(\sigma) = u_{k_m}(\sigma)$, and, as before, we set $\sigma_m := \sigma$;
- if $\gamma_m \geq 0$ and $\sigma \in [s_m^{k_m}, s_m^{k_m + 1}]$, then $u_k(\sigma) = u_{k_m} + u_{k_m}(\sigma)$.

Since $z_{k_m}(\sigma - \delta_m) \neq z_k(\sigma)$, we deduce that $s_m^{k_m - 1} \leq s_m^{k_m} \leq \gamma_m$.

Since $\sigma_m \to \sigma$, we also deduce that $s_m^{k_m} \to \sigma$, so that we set $\sigma_m := s_m^{k_m}$.

Lemma 5.8. Let $\sigma \in (0, S)$. Assume that there exists a sequence $\sigma_m \not\to \sigma$ such that $\sigma_m \leq \sigma$ and $z'(\sigma_m) \neq 0$ for every $m$. Then, $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$.

Proof. For every $m$, we have $u_k(\sigma_m) \to u(\sigma_m)$ in $H^1(\Omega; \mathbb{R}^2)$ for every $m \in \mathbb{N}$. Hence, we can extract a subsequence $k_m$ such that $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$ as $m \to \infty$.

To conclude that also $u_k(\sigma) \to u(\sigma)$ we discuss the mutual position of $\sigma_m$ and $\sigma$. As in the previous Lemma, we could have:

- if $\sigma \in [s_m^{k_m - 1}, s_m^{k_m}]$, then $u_k(\sigma) = u_{k_m}(\sigma)$ and $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$;
- if $\sigma \in [s_m^{k_m - 1}, s_m^{k_m}]$, then $u_k(\sigma) = u_{k_m}(\sigma)$ and $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$;
- if $\sigma, \sigma_m \in [s_m^{k_m}, s_m^{k_m + 1}]$ and $s_m \notin [s_m^{k_m}, s_m^{k_m + 1}]$ with $(i_m, j_m) \neq (\lambda_m, \gamma_m)$ then, being $\sigma_m < \sigma$, we have that either $i_m < \lambda_m$ or $i_m = \lambda_m$ and $j_m < \gamma_m$. In both cases we have $\sigma_m \leq s_m^{k_m + 1} \leq s_m^{k_m}$.

Thus, the sequence of nodes $s_m^{k_m}$ converges to $\sigma$. We deduce that $u_k(\sigma) = u_{k_m}(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$.

Repeating the above argument for any subsequence $k_j$ of $k$ we conclude the thesis.

Let us define the set

$$U := \{ \sigma \in (0, S) : \text{there exists a sequence } \sigma_m \not\to \sigma \text{ such that } \sigma_m \leq \sigma \text{ and } z'(\sigma_m) \neq 0 \}.$$  

In view of Lemmata 5.7 and 5.8, for every $\sigma \in U$ we have $u_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$. Viceversa, we still have no information on the set $U^c := (0, S) \setminus U$. In the following lemma we show the structure of $U^c$. 

\[\text{(5.40)}\]
Lemma 5.9. There exist countably many $s_i^- < s_i^+$ in $[0, S]$, such that

$$U^c = \bigcup_{i \in \mathbb{N}} [s_i^-, s_i^+] ,$$

where the intervals $(s_i^-, s_i^+]$ are pairwise disjoint.

Proof. First, note that

$$U^c = \{ \sigma \in [0, S] : z'(\sigma) = 0 \text{ and there is no sequence } \sigma_m \nearrow \sigma \text{ such that } z'(\sigma_m) \neq 0 \} .$$

Clearly $\sigma \in U^c$ if and only if there is no sequence $\sigma_m \nearrow \sigma$ such that $z'(\sigma_m) \neq 0$. This implies that $z$ is constant in a left neighborhood of $\sigma$. Then, if $z$ is differentiable in $\sigma$ we have $z'(\sigma) = 0$, if it is not differentiable in $\sigma$ then $z'(\sigma) = 0$ by convention.

It follows that for every $\sigma \in U^c$ there exists a left-neighborhood $U_\sigma$ of $\sigma$ in $[0, S]$ such that $U_\sigma \subseteq U^c$.

Therefore, for every $\sigma \in U^c$ we have that $z'$ has to vanish in a left-neighborhood of $\sigma$ in $[0, S]$. We denote this left-neighborhood with $U_\sigma \subseteq U^c$.

We first write $U^c$ as the union of its connected components

$$U^c = \bigcup_{\alpha \in A} I_\alpha ,$$

where $A$ is some set of indexes. From what we have seen above, each $I_\alpha$ contains at least an interval. Therefore, $U^c$ can be actually written as the union of countably many connected components:

$$U^c = \bigcup_{i \in \mathbb{N}} I_i .$$

For every $i \in \mathbb{N}$ there exist $s_i^- < s_i^+$ such that $(s_i^-, s_i^+) \subset I_i \subset [s_i^-, s_i^+]$. Since every point in $U^c$ admits a left neighborhood contained in $U^c$, we deduce that $s_i^- \notin I_i$. On the other hand, $s_i^+ \in I_i$. Indeed, $z'(\sigma) = 0$ for every $\sigma \in I_i$, so that $z$ is constant on $I_i$. Hence, if $z$ is differentiable in $s_i^+$ we get $z'(s_i^+) = 0$, if $z$ is not differentiable in $s_i^+$ then $z'(s_i^+) = 0$ by convention. This implies that $s_i^+ \in I_i$. All in all, we have proved that each connected component $I_i$ is of the form $(s_i^-, s_i^+]$ for suitable $s_i^- < s_i^+ \in [0, S]$.

We set $R := S - |U^c|$ and define the absolutely continuous function

$$\beta(s) := \int_0^s 1_U(\sigma) \, d\sigma \quad \text{for every } s \in [0, S] .$$

(5.41)

Lemma 5.10. The following facts hold:

(a) $\beta : [0, S] \rightarrow [0, R]$ is 1-Lipschitz continuous, non-decreasing, and surjective;

(b) let $B := \{ \sigma \in [0, S] : \beta \text{ is not differentiable in } \sigma \text{ or } \beta'(\sigma) \neq 1_U(\sigma) \} \cup U^c$, then $|\beta(B)| = 0$;

(c) if $\beta$ is constant in $[a, b]$, then $z$ is constant in $[a, b]$ and $(a, b) \subseteq U^c$.

Proof. It is clear that $\beta$ is non-decreasing and 1-Lipschitz continuous. Moreover, $\beta(0) = 0$ and $\beta(S) = |U| = S - |U^c| = R$, so that $\beta$ is onto $[0, R]$.

Since $\{ \sigma \in [0, S] : \beta \text{ is not differentiable in } \sigma \text{ or } \beta'(\sigma) \neq 1_U(\sigma) \} = 0$ and $\beta$ is Lipschitz, we have that

$$|\{ \sigma \in [0, S] : \beta \text{ is not differentiable in } \sigma \text{ or } \beta'(\sigma) \neq 1_U(\sigma) \}| = 0 .$$

As for $\beta(U^c)$, we have that if $s \in U^c$, then there exist $i \in \mathbb{N}$ and $s_i^- < s_i^+$ such that $s \in (s_i^-, s_i^+] \subset U^c$. Hence, $\beta(s) = \beta(s_i^-) = \beta(s_i^+)$ and $\beta(U^c) = \{ \beta(s_i^-) \}_{i \in \mathbb{N}}$, thus $|\beta(U^c)| = 0$. All in all, we have shown that $|\beta(B)| = 0$, so that (b) holds.

As for (c), we have that if $\beta$ is constant in $[a, b]$ then $\beta' = 0$ in $(a, b)$. Being $\beta'(\sigma) = 1_U(\sigma)$ a.e. in $(0, S)$, we deduce that $|(a, b) \setminus U^c| = 0$. Therefore, for a.e. $\sigma \in (a, b)$ we have $z'(\sigma) = 0$, which, together with the continuity of $z$ in $[0, S]$, implies that $z$ is constant on $[a, b]$. From this we get that $z'(\sigma) = 0$ for every $\sigma \in (a, b)$. Hence $(a, b) \subseteq U^c$. As for the point $b$, the only possibility to have $b \in U$ is that $z$ is differentiable in $b$ with $z'(b) \neq 0$. But this cannot happen, since $z$ is constant on $[a, b]$. Thus, $b \in U^c$. ■

We now introduce the “right-inverse” of $\beta$:

$$\alpha(r) := \min \{ s \in [0, S] : \beta(s) = r \} .$$

(5.42)

The function $\alpha$ is well-defined on $[0, R]$ because of the continuity of $\beta$. Its main properties are listed in the next lemma, where we denote with $\alpha^\pm$ the left and right limit of $\alpha$, where they exist.
Lemma 5.11. The following facts hold:

(a) $\alpha$ is strictly increasing and left-continuous;

(b) $\beta(\alpha(r)) = \beta(\alpha^+(r)) = r$ for every $r \in [0, R]$, $\alpha(\beta(s)) \leq s$ for every $s \in [0, S]$ and $\alpha(\beta(s)) = s$ for every $s \in U$;

(c) $\alpha$ is differentiable in $(0, R) \setminus \beta(B)$ with $\alpha'(\hat{r}) = 1$.

Proof. The function $\alpha$ is strictly increasing since $\beta$ is increasing. Hence, left and right limits of $\alpha$ exist in every point of $(0, R)$.

In order to prove the left-continuity of $\alpha$, we first notice that, by construction, we have $\beta(\alpha(r)) = r$ for $r \in [0, R]$. Since $\alpha$ is strictly increasing, it is clear that $\alpha^{-1}(r) = \lim_{r \searrow \hat{r}} \alpha(r) \leq \alpha(\hat{r})$. To show the opposite inequality, we consider the equality $\beta(\alpha(r)) = r$ and pass to the limit as $r \nearrow \hat{r}$, which gives $\beta(\alpha^{-1}(r)) = \hat{r}$. From the definition of $\alpha$ we deduce that $\alpha(\hat{r}) \leq \alpha^{-1}(\hat{r})$. Therefore, $\alpha^{-1}(\hat{r}) = \alpha(\hat{r})$ and $\alpha$ is left-continuous.

Let us now prove (b). The equality $\beta(\alpha(r)) = r$ has been already shown while the equality $\beta(\alpha^+(r)) = r$ follows by definition of $\alpha^+(r)$ and the continuity of $\beta$. For every $s \in [0, S]$, it is clear by construction that $\alpha(\beta(s)) \leq s$. Let us now consider $s \in U$. By contradiction, let us assume that $\alpha(\beta(s)) < s$. Then, the function $\beta$ is constant in the interval $[\alpha(\beta(s)), s]$. By (c) of Lemma 5.10 we have that $z$ is constant in the interval $[\alpha(\beta(s)), s]$ and $\alpha(\beta(s)), s \in U^c$, which is a contradiction. Therefore, it has to be $\alpha(\beta(s)) = s$.

Let us now show (c). We start by proving that every $\hat{r} \in (0, R) \setminus \beta(U^c)$ is of continuity for $\alpha$. In view of (a), we only have to show that $\alpha(r) \to \alpha(\hat{r})$ for $r \searrow \hat{r}$. By contradiction, let us assume that

$$\alpha(r) < \lim_{r \searrow \hat{r}} \alpha(r) = \alpha^+(\hat{r}).$$

Then by (b) and by monotonicity of $\beta$ we have that $\beta$ is constant in the interval $[\alpha(\hat{r}), \alpha^+(\hat{r})]$. From (c) of Lemma 5.10, we deduce that $z$ is constant on the same interval and $(\alpha(\hat{r}), \alpha^+(\hat{r})) \subseteq U^c$. Therefore, $\hat{r} \in \beta(U^c)$, which is a contradiction. Hence, $\alpha$ is continuous in $\hat{r}$. In view of (a), we already know that $\alpha \in BV(0, R)$. We now prove that every $\hat{r} \in (0, R) \setminus \beta(B)$ is of differentiability for $\alpha$ with $\alpha'(\hat{r}) = 1$. By the previous argument, $\hat{r}$ is of continuity for $\alpha$. For $h \in \mathbb{R}$ with $|h|$ small enough, let us write

$$\frac{\alpha(\hat{r} + h) - \alpha(\hat{r})}{h} = \frac{\alpha(\hat{r} + h) - \alpha(\hat{r})}{(\hat{r} + h) - \hat{r}} = \frac{\alpha(\hat{r} + h) - \alpha(\hat{r})}{\beta(\alpha(\hat{r} + h)) - \beta(\alpha(\hat{r}))}.$$ 

As $h \to 0$ we have, by continuity of $\alpha$ in $\hat{r}$, that $\alpha(\hat{r} + h) \to \alpha(\hat{r})$. Hence, passing to the limit in the previous equality we get

$$\lim_{h \to 0} \frac{\alpha(\hat{r} + h) - \alpha(\hat{r})}{h} = \frac{1}{\beta'(\alpha(\hat{r}))} = 1,$$

where we have used the fact that $\hat{r} \notin \beta(B)$, so that $\alpha(\hat{r}) \notin B$ and $\beta$ is differentiable in $\alpha(\hat{r})$ with $\beta'(\alpha(\hat{r})) = 1_U(\alpha(\hat{r})) = 1$. Thus, we have proved that $\alpha$ is differentiable at every $\hat{r} \in (0, R) \setminus \beta(B)$ and $\alpha'(\hat{r}) = 1$. 

We now consider the reparametrized functions

$$\hat{t} := t \circ \alpha, \quad \hat{z} := z \circ \alpha, \quad \hat{u} := u \circ \alpha.$$

Lemma 5.12. $\hat{z} \in W^{1,\infty}([0, R]; L^2(\Omega))$ with Lipschitz constant 1. Moreover, $\hat{z}' = z' \circ \alpha$ a.e. in $[0, R]$.

Proof. Let $\rho < r \in [0, R]$. Being $z \in W^{1,\infty}([0, S]; L^2(\Omega))$, we have that

$$\|\hat{z}(r) - \hat{z}(\rho)\|_{L^2} = \|z(\alpha(r)) - z(\alpha(\rho))\|_{L^2} \leq \int_{\alpha(\rho)}^{\alpha(r)} \|z'(\sigma)\|_{L^2} d\sigma.$$ 

Since $z' = 0$ in $U^c$ and $\|z'(s)\|_{L^2} \leq 1$ for a.e. $s \in [0, S]$ by (5.24), we can continue in the previous chain of inequalities with

$$\|\hat{z}(r) - \hat{z}(\rho)\|_{L^2} \leq \int_{\alpha(\rho)}^{\alpha(r)} \|z'(\sigma)\|_{L^2} 1_U(\sigma) d\sigma \leq \int_{\alpha(\rho)}^{\alpha(r)} 1_U(\sigma) d\sigma = \beta(\alpha(r)) - \beta(\alpha(\rho)) = r - \rho,$$

where we have used the definition (5.41) of $\beta$ and (b) of Lemma 5.11.

Let us denote with $C := \{s \in [0, S] : z$ is not differentiable in $s\}$. Since $|C| = 0$ and $\beta$ is Lipschitz continuous, we have that $|\beta(C)| = 0$. Let us show that $\hat{z}$ is differentiable in every $\hat{r} \in (0, R) \setminus (\beta(B) \cup \beta(C))$. Indeed, we notice that for such $\hat{r}$ we have, by (c) in Lemma 5.11, that $\alpha$ is differentiable in $\hat{r}$ with $\alpha'(\hat{r}) = 1$. 
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Moreover, since $\bar{r} \notin \beta(C)$, from the definition (5.42) of $\alpha$ we deduce that $\alpha(\bar{r}) \notin C$, so that $z$ is differentiable in $\alpha(\bar{r})$. Therefore, for $r \neq \bar{r}$ we can write
\[
\frac{z(\alpha(r)) - z(\alpha(\bar{r}))}{r - \bar{r}} = \frac{z(\alpha(r)) - z(\alpha(\bar{r}))}{r - \alpha(\bar{r})} \frac{\alpha(r) - \alpha(\bar{r})}{r - \bar{r}},
\]
(5.43)
since $\alpha$ is strictly increasing by (a) of Lemma 5.11. In view of the previous considerations, we can pass to the limit in (5.43) as $r \to \bar{r}$ obtaining
\[
\lim_{r \to \bar{r}} \frac{z(\alpha(r)) - z(\alpha(\bar{r}))}{r - \bar{r}} = z'(\alpha(\bar{r})) = z'(\alpha(\bar{r})).
\]
In conclusion, we have shown that $z$ is differentiable in every $\bar{r} \in (0, R) \setminus (\beta(B) \cup \beta(C))$ with $z'(\bar{r}) = z'(\alpha(\bar{r}))$. Since $|\beta(B) \cup \beta(C)| = 0$, we get that $z' = z' \circ \alpha$ a.e. in $[0, R]$, and this concludes the proof of the proposition.

We now go back to the proof of the upper-energy inequality. In the following two lemmas we further investigate the summability of the unilateral slope $|\partial_+ \mathcal{F}|$ on the set $U$.

**Lemma 5.13.** The function $s \mapsto |\partial_+ \mathcal{F}|(t(s), u(s), z(s)) 1_U(s)$ belongs to $L^1(0, S)$.

**Proof.** To prove this property, we slightly modify the energy inequality (5.20) of Proposition 5.3 making use of the piecewise constant interpolation function $\mathcal{w}_k$ defined in (5.39) on the interval $[0, S]$.

Let $k$ and $i \in \{1, \ldots, k\}$ be fixed. For $j = -1$, for every $s \in [s_{i,j-1}, s_{i,j}]$ we have $u_k'(s) = z_k'(s) = 0$ and, by (5.19), $|\partial_+ \mathcal{F}|(\mathcal{w}_k(s), u_k(s), z_k(s)) = 0$. Therefore,
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s_{i,j-1}), u_k(s_{i,j-1}), z_k(s_{i,j-1})) - \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u_k'(\sigma)\|_{H^1} \, d\sigma
\]
\[
- \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(\mathcal{w}_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{s_{i,j-1}}^{s_{i,j}} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \mathcal{t}_k(\sigma) \, d\sigma.
\]
\[\tag{5.44}\]
For every $j \geq 0$, we distinguish between $s \in [s_{i,j-1}, s_{i,j} - \frac{1}{2})$ and $s \in [s_{i,j} - \frac{1}{2}, s_{i,j+1})$. In the first case we have $t_k'(s) = z_k'(s) = 0$ and $\|u_k(\sigma)\|_{H^1} = 1$ for a.e. $s \in [s_{i,j-1}, s_{i,j}]$. For $j = 0$ we have $\mathcal{w}_k(s) = t_k^{-1}$, $u_k(s) = u_k^{-1}$, $z_k(s) = z_k^{-1}$, and $|\partial_+ \mathcal{F}|(\mathcal{w}_k(s), u_k(s), z_k(s)) = 0$ again by (5.19). If $j \geq 1$, then $t_k(s) = t_k^+$, $u_k(s) = u_k^+$, $z_k(s) = z_k^+$, and $|\partial_+ \mathcal{F}|(\mathcal{w}_k(s), u_k(s), z_k(s)) = 0$ by (5.2). Hence, we rewrite (5.5) as
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s_{i,j}), u_k(s_{i,j}), z_k(s_{i,j})) - \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u_k'(\sigma)\|_{H^1} \, d\sigma
\]
\[
- \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(\mathcal{w}_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{s_{i,j-1}}^{s_{i,j}} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \mathcal{t}_k(\sigma) \, d\sigma.
\]
\[\tag{5.45}\]
In the case $s \in [s_{i,j-1}, s_{i,j}]$ we have $t_k'(s) = u_k'(s) = 0$, $\|z_k'(s)\|_{L^2} = 1$ for a.e. $s \in [s_{i,j-1}, s_{i,j}]$, $t_k(s) = t_k^+$, and $u_k(s) = u_k^+$. Then, we rewrite (5.7) as
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s_{i,j}), u_k(s_{i,j}), z_k(s_{i,j})) - \int_{s_{i,j} - \frac{1}{2}}^{s_{i,j}} |\partial_+ \mathcal{F}|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|z_k'(\sigma)\|_{L^2} \, d\sigma
\]
\[
- \int_{s_{i,j} - \frac{1}{2}}^{s_{i,j}} |\partial_+ \mathcal{F}|(\mathcal{w}_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{s_{i,j} - \frac{1}{2}}^{s_{i,j}} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \mathcal{t}_k(\sigma) \, d\sigma.
\]
\[\tag{5.46}\]
Summing up (5.44)-(5.46), we deduce that for every $s \in [s_{i,j-1}, s_{i,j}^k)$ it holds
\[
\mathcal{F}(t_k(s), u_k(s), z_k(s)) = \mathcal{F}(t_k(s_{i,j-1}), u_k(s_{i,j-1}), z_k(s_{i,j-1})) - \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u_k'(\sigma)\|_{H^1} \, d\sigma
\]
\[
- \int_{s_{i,j-1}}^{s_{i,j}} |\partial_+ \mathcal{F}|(\mathcal{w}_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{s_{i,j-1}}^{s_{i,j}} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \mathcal{t}_k(\sigma) \, d\sigma.
\]
Passing to the limit as $s \to s_k^+$ by Lemma 3.3 we get

$$F(t_k(s_k^+), u_k(s_k^+), z_k(s_k^+)) \leq F(t_k(s_k^-), u_k(s_k^-), z_k(s_k^-)) - \int_{s_k^-}^{s_k^+} |\partial_u F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u'_k(\sigma)\|_{H^1} \, d\sigma$$

$$- \int_{s_k^-}^{s_k^+} |\partial_z F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{s_k^-}^{s_k^+} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, t'_k(\sigma) \, d\sigma.$$ 

Iterating the previous estimates we deduce for every $s \in [0, S]$ 

$$F(t_k(s), u_k(s), z_k(s)) \leq F(0, u_0, z_0) - \int_{0}^{s} |\partial_u F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u'_k(\sigma)\|_{H^1} \, d\sigma$$

$$- \int_{0}^{s} |\partial_z F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{0}^{s} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, t'_k(\sigma) \, d\sigma. \quad (5.47)$$ 

We take the limsup on the left-hand side of (5.47) and use lower semicontinuity of the energy. We take the limsup on the right-hand side of (5.47) and apply the same argument as in the proof of Proposition 5.5 for the first and the last integral, while we apply Fatou to the second integral. Thus we obtain 

$$F(t(s), u(s), z(s)) \leq F(0, u_0, z_0) - \liminf_{k \to \infty} \int_{0}^{s} |\partial_u F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \|u'_k(\sigma)\|_{H^1} \, d\sigma$$

$$- \liminf_{k \to \infty} \int_{0}^{s} |\partial_z F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \limsup_{k \to \infty} \int_{0}^{s} \mathcal{P}(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, t'_k(\sigma) \, d\sigma$$

$$\leq F(0, u_0, z_0) - \int_{0}^{s} |\partial_u F|(t(\sigma), u(\sigma), z(\sigma)) \|u'(\sigma)\|_{H^1} \, d\sigma$$

$$- \int_{0}^{s} \liminf_{k \to \infty} |\partial_z F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \, d\sigma + \int_{0}^{s} \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) \, t'(\sigma) \, d\sigma.$$ 

For every $\sigma \in U$ we know thanks to Lemmata 5.7 and 5.8 that $\mathbf{u}_k(\sigma) \to u(\sigma)$ in $H^1(\Omega; \mathbb{R}^2)$, while from Lemma 5.6 we get that $L_k \to t$ pointwise in $[0, S]$. Hence, by Lemma 3.9 we can continue in the previous inequality with 

$$F(t(s), u(s), z(s)) \leq F(0, u_0, z_0) - \int_{0}^{s} |\partial_u F|(t(\sigma), u(\sigma), z(\sigma)) \|u'(\sigma)\|_{H^1} \, d\sigma$$

$$- \int_{0}^{s} |\partial_z F|(t(\sigma), u(\sigma), z(\sigma)) \mathbf{1}_{U} \, d\sigma - \int_{0}^{s} \liminf_{k \to \infty} |\partial_z F|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) \mathbf{1}_{U}(\sigma) \, d\sigma$$

$$+ \int_{0}^{s} \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) \, t'(\sigma) \, d\sigma. \quad (5.48)$$ 

Since $u \in W^{1,\infty}([0, S]; H^1(\Omega; \mathbb{R}^2))$, $g \in W^{1,q}([0, T]; W^{1,p}(\Omega; \mathbb{R}^2))$ for some $p > 2$ and $q > 1$, and $0 \leq z(s) \leq 1$ for every $s \in [0, S]$, the power functional $\mathcal{P}(t(\cdot), u(\cdot), z(\cdot)) \, t'(\cdot)$ belongs to $L^1(0, S)$. Therefore, being the energy functional $F$ and the slopes $|\partial_u F|$ and $|\partial_z F|$ positive, we deduce from (5.48) that $|\partial_z F|(t(\cdot), u(\cdot), z(\cdot)) \mathbf{1}_{U}(\cdot) \in L^1(0, S)$. 

**Lemma 5.14. (Riemann sum).** The function $r \mapsto |\partial_z F|(\tilde{t}(r), \tilde{u}(r), \tilde{z}(r))$ belongs to $L^1(0, R)$. Moreover, for every $R' \in (0, R]$ there exists a sequence of subdivisions $\{r_n^m\}$, for $n = 0, \ldots, N_m$ with 

$$r_0^m = 0, \quad r_{N_m}^m = R', \quad \lim_{m \to \infty} \left( \max_{n=0, \ldots, N_m-1} (r_{n+1}^m - r_n^m) \right) \to 0,$$

such that the simple functions 

$$F^m(r) := \sum_{n=0}^{N_m-1} |\partial_z F|(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \left\| \frac{\tilde{z}(r_{n+1}^m) - \tilde{z}(r_n^m)}{r_{n+1}^m - r_n^m} \right\|_{L^2} \mathbf{1}_{(r_n^m, r_{n+1}^m)}(r)$$

converge to $|\partial_z F|(\tilde{t}(\cdot), \tilde{u}(\cdot), \tilde{z}(\cdot))\tilde{z}(\cdot)\|\tilde{z}(\cdot)\|_{L^2}$ strongly in $L^1(0, R')$ (as $m \to \infty$). 

**Proof.** Since $\beta: [0, S] \to [0, R]$ is Lipschitz continuous, surjective, and $\beta' = \mathbf{1}_U$ a.e. in $[0, S]$, by the change of variable formula we have for every Borel measurable function $g: [0, S] \to [0, +\infty]$ 

$$\int_{[0, S]} g(\sigma) \mathbf{1}_{\beta^{-1}(r)}(\sigma) \, d\sigma = \int_{[0, R]} \sum_{\sigma \in \beta^{-1}(r)} g(\sigma) \, dr.$$
If \( r \in [0, R] \setminus \beta(U^c) \), then \( \{ \sigma \in \beta^{-1}(r) \} = \{ \alpha(r) \} \). Indeed, \( \beta(\alpha(r)) = r \) and if there exists \( s > \alpha(r) \) such that \( \beta(s) = r \), then \( (\alpha(r), s) \subseteq U^c \) by (c) of Lemma 5.10 and \( r \in \beta(U^c) \), which is a contradiction. Since \( |\beta(U^c)| = 0 \), from the previous equality we obtain

\[
\int_{[0, S]} g(\sigma) \mathbf{1}_U(\sigma) \, d\sigma = \int_{[0, R]} g(\alpha(r)) \, dr. \tag{5.49}
\]

We now apply (5.49) to the function \( |\partial_x^s F|(t(\cdot), u(\cdot), z(\cdot)) \):

\[
\int_0^S |\partial_x^s F|(t(s), u(s), z(s)) \, ds = \int_0^R |\partial_x^s F|(\tilde{t}(r), \tilde{u}(r), \tilde{z}(r)) \, dr.
\]

Hence \( |\partial_x^s F|(\tilde{t}(\cdot), \tilde{u}(\cdot), \tilde{z}(\cdot)) \) belongs to \( L^1(0, R') \) for every \( R' \in (0, R] \) by Lemma 5.13. Thus, by classical results (see, e.g., [18, Lemma 4.12]) there exists a sequence of subdivisions \( \{ r_n^m \} \) with

\[
r_0^m = 0, \quad r_N^m = R', \quad \lim_{m \to \infty} \left( \max_{n=0, \ldots, N^m-1} (r_{n+1}^m - r_n^m) \right) \to 0,
\]

such that the simple functions

\[
F^m(r) := \sum_{n=0}^{N^m-1} |\partial_x^s F|(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \mathbf{1}_{(r_n^m, r_{n+1}^m)}(r)
\]

converge to \( |\partial_x^s F|(\tilde{t}(\cdot), \tilde{u}(\cdot), \tilde{z}(\cdot)) \) strongly in \( L^1(0, R') \).

Invoking for instance [33, Lemma D.1], for a.e. \( r \in (0, R') \) it holds

\[
\sum_{n=0}^{N^m-1} \left\| \frac{\tilde{z}(r_{n+1}^m) - \tilde{z}(r_n^m)}{r_{n+1}^m - r_n^m} \right\|_{L^2} \mathbf{1}_{(r_n^m, r_{n+1}^m)}(r) \to \| \tilde{z}'(r) \|_{L^2}.
\]

The thesis follows by dominated convergence, since \( \| \tilde{z}'(r) \|_{L^2} \leq 1 \) for a.e. \( r \in [0, R'] \). \( \square \)

We are now in a position to prove the upper energy-dissipation inequality.

**Proposition 5.15.** Let \( s \in (0, S] \) and \((t, u, z)\) be the triple obtained in Proposition 5.4. Then,

\[
\mathcal{F}(t(s), u(s), z(s)) \geq \mathcal{F}(t(0, u_0, z_0)) - \int_0^s |\partial_x^s \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| \tilde{z}'(\sigma) \|_{L^2} \, d\sigma
\]

\[
- \int_0^s |\partial_x \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| u'(\sigma) \|_{H^1} \, d\sigma + \int_0^s \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) \| \tilde{u}'(\sigma) \|_{L^2} \, d\sigma.
\]

**Proof.** We divide the proof in two steps.

**Step 1:** \( s \in U \). Let \( R' = \beta(s) \). Since \( s \in U \), then \( R' > 0 \). Let \( \{ r_n^m \} \) a sequence of subdivision of \([0, R']\) provided by Lemma 5.14. We recall that \( \tilde{u}(r) = u \circ \alpha(r) \) and \( \tilde{z}(r) = z \circ \alpha(r) \). Thus, by the regularity of \( t \) and of \( u \) we can write by chain rule

\[
\mathcal{F}(\tilde{t}(r_{n+1}^m), \tilde{u}(r_{n+1}^m), \tilde{z}(r_{n+1}^m)) = \mathcal{F}(t \circ \alpha(r_{n+1}^m), u \circ \alpha(r_{n+1}^m), z \circ \alpha(r_{n+1}^m))
\]

\[
= \mathcal{F}(t \circ \alpha(r_n^m), u \circ \alpha(r_n^m), z \circ \alpha(r_n^m) + \int_{\alpha(r_n^m)}^{\alpha(r_{n+1}^m)} \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(\sigma)) \| u'(\sigma) \|_{L^2} d\sigma
\]

\[
+ \int_{\alpha(r_n^m)}^{\alpha(r_{n+1}^m)} \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(\sigma) \| \tilde{u}'(\sigma) \|_{L^2} d\sigma
\]

\[
= \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) + \int_{\alpha(r_n^m)}^{\alpha(r_{n+1}^m)} \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(\sigma)) \| u'(\sigma) \|_{L^2} d\sigma
\]

\[
+ \int_{\alpha(r_n^m)}^{\alpha(r_{n+1}^m)} \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(\sigma) \| \tilde{u}'(\sigma) \|_{L^2} d\sigma
\]

Using the convexity of the energy \( \mathcal{F}(t, u, \cdot) \) we can write

\[
\mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \geq \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) + \int_{\alpha(r_n^m)}^{\alpha(r_{n+1}^m)} \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \| \tilde{z}'(r_n^m) - \tilde{z}(r_n^m) \|_{L^2}
\]

\[
\geq \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) - \int_{r_n^m}^{r_{n+1}^m} |\partial_x \mathcal{F}|(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \| \tilde{z}'(r_n^m) - \tilde{z}(r_n^m) \|_{L^2} \]
In conclusion, for every index \( n = 0, \ldots, N_m - 1 \) we have

\[
\mathcal{F}(\tilde{t}(r_{m+1}^n), \tilde{u}(r_{m+1}^n), \tilde{z}(r_{m+1}^n)) \geq \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m))
\]

\[
- \int_{r_n^m}^{r_{m+1}^n} \left| \partial_z \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m)) \right| \left| \tilde{z}(r_{m+1}^n) - \tilde{z}(r_n^m) \right| \, d\rho_{L^2}
\]

\[
+ \int_{r_{m+1}^n}^{r_{m+1}^n} \partial_t \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(r_{m+1}^n)) |u'(\sigma)| \, d\sigma
\]

\[
+ \int_{r_{m+1}^n}^{r_{m+1}^n} \mathcal{P}(t(\sigma), u(\sigma), z \circ \alpha(r_{m+1}^n)) t'(\sigma) \, d\sigma.
\]

Note that \( \tilde{u}(r_0^m) = \tilde{u}(0) = u_0 \) and that \( \alpha(R') = \alpha(\beta(s)) = s \) because \( s \in U \). Thus,

\[
\tilde{u}(r_{N_m}^m) = \tilde{u}(R') = u \circ \alpha(R') = u(s).
\]

In a similar way, \( \tilde{z}(r_0^m) = z_0 \) and \( \tilde{z}(r_{N_m}^m) = z(s) \). Therefore, iterating the previous inequality for \( n = 0, \ldots, N_m - 1 \) yields

\[
\mathcal{F}(t(s), u(s), z(s)) \geq \mathcal{F}(0, u_0, z_0) - \sum_{n=0}^{N_m-1} \int_{r_n^m}^{r_{n+1}^m} |\partial_z \mathcal{F}(\tilde{t}(r_n^m), \tilde{u}(r_n^m), \tilde{z}(r_n^m))| |\tilde{z}(r_{n+1}^m) - \tilde{z}(r_n^m)| \, d\rho_{L^2}
\]

\[
+ \sum_{n=0}^{N_m-1} \int_{\alpha(r_{n+1}^m)}^{\alpha(r_n^m)} \partial_t \mathcal{F}(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) |u'(\sigma)| \, d\sigma
\]

\[
+ \sum_{n=0}^{N_m-1} \int_{\alpha(r_{n+1}^m)}^{\alpha(r_n^m)} \mathcal{P}(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) t'(\sigma) \, d\sigma. \tag{5.50}
\]

We now pass to the limit as \( m \to \infty \). By Lemma 5.14 we know that the first sum in (5.50) converges to

\[
\int_0^R |\partial_z \mathcal{F}(\tilde{t}(\rho), \tilde{u}(\rho), \tilde{z}(\rho))| \tilde{z}'(\rho) |d\rho_{L^2}.
\]

By the change of variable formula (5.49) with \( g(\sigma) = |\partial_z \mathcal{F}(t(\sigma), u(\sigma), z(\sigma))|z'(\sigma)|_L^2 \), and recalling the definition of \( \tilde{t}, \tilde{u}, \tilde{z} \) and that \( \tilde{z}' = \tilde{z}' \circ \alpha \) a.e. in \([0, R] \) by Lemma 5.12, we get

\[
\int_0^R |\partial_z \mathcal{F}(\tilde{t}(\rho), \tilde{u}(\rho), \tilde{z}(\rho))| \tilde{z}'(\rho) |d\rho_{L^2} = \int_0^S |\partial_z \mathcal{F}(t(\sigma), u(\sigma), z(\sigma))|z'(\sigma)|_L^2 1_U(\sigma) \, d\sigma
\]

\[
= \int_0^S |\partial_z \mathcal{F}(t(\sigma), u(\sigma), z(\sigma))|z'(\sigma)|_L^2 \, d\sigma, \tag{5.51}
\]

where in the last equality we have used the fact that \( z' = 0 \) in \([0, S] \setminus U \), and hence \( |\partial_z \mathcal{F}|z'|_L^2 = 0 \).

We claim that the second and the third sums in (5.50) converge to

\[
\int_0^S \partial_t \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) |u'(\sigma)| \, d\sigma \quad \text{and} \quad \int_0^S \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) \, d\sigma, \tag{5.52}
\]

respectively. We notice that if the claim holds, then, passing to the limit in (5.50) as \( m \to \infty \) and using (5.51) we would get

\[
\mathcal{F}(t(s), u(s), z(s)) \geq \mathcal{F}(0, u_0, z_0) - \int_0^S |\partial_u \mathcal{F}(t(\sigma), u(\sigma), z(\sigma))|u'(\sigma)|_H^1 \, d\sigma
\]

\[
- \int_0^S |\partial_z \mathcal{F}(t(\sigma), u(\sigma), z(\sigma))|z'(\sigma)|_L^2 \, d\sigma + \int_0^S \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) \, d\sigma.
\]

Let us prove the claim. Fix \( \tilde{\sigma} \in (0, s) \) and let \( j \) (depending on \( \tilde{\sigma} \) and \( k \)) be such that \( \tilde{\sigma} \in [\alpha(r_{k-1}^m), \alpha(r_k^m)) \). Note that, being \( \alpha \) discontinuous, it may happen that \( \alpha(r_{k+1}^m) - \alpha(r_k^m) \neq 0 \). However, we can write

\[
z(\tilde{\sigma}) = z(\alpha(r_{k-1}^m)) + \int_{\alpha(r_{k}^m)}^{\alpha(r_{k+1}^m)} z'(\sigma) \, d\sigma
\]
and thus
\[ ||z(\tilde{\sigma}) - z(\alpha(r_{n}^m))||_{L^2} \leq \int_{\alpha(r_{n}^m)}^{\alpha} ||z'(\sigma)||_{L^2} \, d\sigma = \int_{\alpha(r_{n}^m)}^{\alpha} ||z'(\sigma)||_{L^2} \, 1_U(\sigma) \, d\sigma \]
\[ \leq \int_{\alpha(r_{n}^m)}^{\alpha(r_{n+1}^m)} 1_U(\sigma) \, d\sigma = \beta \circ \alpha(r_{n+1}^m) - \beta \circ \alpha(r_{n}^m) = r_{n+1}^m - r_{n}^m \rightarrow 0, \]
where in the last limit we have used the property of the subdivision $r_{n}^m$. Arguing in the same way, we also prove that $||z(\alpha(r_{n+1}^m)) - z(\alpha(r_{n}^m))||_2 \rightarrow 0$ as $k \rightarrow \infty$, which implies that $||z(\tilde{\sigma}) - z(\alpha(r_{n+1}^m))||_2 \rightarrow 0$ as well. Hence, we have shown that the sequence $\sum_{n=0}^{N-1} z(\alpha(r_{n}^m)) 1_{[\alpha(r_{n}^m), \alpha(r_{n+1}^m)\)}$ converges pointwise to $z$ in $L^2(\Omega)$.

Recall that
\[ \partial_u F(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) [u'(\sigma)] = \int_{\Omega} \partial_u W(z \circ \alpha(r_{n+1}^m), \epsilon(u(\sigma) + g \circ t(\sigma))) : \epsilon(u'(\sigma)) \, dx. \]
By (c) in Lemma 3.1 we have $|\partial_u W(z \circ \alpha(r_{n+1}^m), \epsilon(u(\sigma) + g \circ t(\sigma)))| \leq C|\epsilon(u(\sigma) + g \circ t(\sigma))|$. Let us consider a subsequence (not relabelled) such that $z \circ \alpha(r_{n+1}^m) \rightarrow z(\sigma)$ a.e. in $\Omega$. Then, being $W$ of class $C^1$,
\[ \partial_u W(z \circ \alpha(r_{n+1}^m), \epsilon(u(\sigma) + g \circ t(\sigma))) \rightarrow \partial_u W(z(\sigma), \epsilon(u(\sigma) + g \circ t(\sigma))) \quad \text{a.e. in } \Omega. \]

By dominated convergence
\[ \partial_u F(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) [u'(\sigma)] \rightarrow \partial_u F(t(\sigma), u(\sigma), z(\sigma)) [u'(\sigma)] \quad \text{for a.e. } \sigma \in [0, s]. \]

Applying again dominated convergence (in the integral over $[0, s]$) we prove the first part of the claim (5.52), i.e.,
\[ \lim_{m \rightarrow \infty} \sum_{n=0}^{N-1} \int_{\alpha(r_{n}^m)}^{\alpha(r_{n+1}^m)} \partial_u F(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) [u'(\sigma)] \, d\sigma = \int_{0}^{s} |\partial_u F(t(\sigma), u(\sigma), z(\sigma)) [u'(\sigma)]| \, d\sigma. \]

Following the proof of (5.33) we also obtain the second part of the claim (5.52), that is,
\[ \lim_{m \rightarrow \infty} \sum_{n=0}^{N-1} \int_{\alpha(r_{n}^m)}^{\alpha(r_{n+1}^m)} \mathcal{P}(t(\sigma), u(\sigma), z \circ \alpha(r_{n+1}^m)) t'(\sigma) \, d\sigma = \int_{0}^{s} \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) \, d\sigma. \]

**Step 2:** $s \in U^c$. In this case $s \in [s_{i-1}^-, s_{i+1}^+]$ for some index $i \in \mathbb{N}$. In the interval $[s_{i-1}^-, s]$ we have $z(\sigma) = z(s_{i-1}^-)$ and $z'(\sigma) = 0$, while $t$ and $u$ are of class $W^{1, \infty}$. Thus, we can write
\[ \mathcal{F}(t(s), u(s), z(s)) = \mathcal{F}(t(s), u(s), z(s_{i-1}^-)) = \mathcal{F}(t(s_{i-1}^-), u(s_{i-1}^-), z(s_{i-1}^-)) + \int_{s_{i-1}^-}^{s} \partial_u \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) [u'(\sigma)] \, d\sigma \]
\[ + \int_{s_{i-1}^-}^{s} \mathcal{P}(t(\sigma), u(\sigma), z(s_{i-1}^-)) t'(\sigma) \, d\sigma \]
\[ \geq \mathcal{F}(t(s_{i-1}^-), u(s_{i-1}^-), z(s_{i-1}^-)) - \int_{s_{i-1}^-}^{s} |\partial_u \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) [u'(\sigma)]|_{H^1} \, d\sigma \]
\[ - \int_{s_{i-1}^-}^{s} |\partial_u \mathcal{F}(t(\sigma), u(\sigma), z(\sigma)) z'(\sigma) |_{L^2} \, d\sigma + \int_{s_{i-1}^-}^{s} \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) t'(\sigma) \, d\sigma. \]
Since $s_{i-1}^- \in U$ we can apply the previous step and we conclude the proof.

### A Comparing different parametrizations

In this appendix we will compare, qualitatively, the evolutions of Theorem 2.4 with those of [24, Theorem 4.2], or, more precisely, we will compare the evolutions obtained here, employing $H^1$-norm for $u$ and $L^2$-norm for $z$, with those obtained employing energy norms. As we will see, the evolutions will be qualitatively the same (up to subsequences) even if these norms are not equivalent.
We need to consider the setting of [24], otherwise energy norms would not be defined. Let $J : [0, T] \times H^1_0(\Omega, \mathbb{R}^2) \times H^1(\Omega; [0, 1]) \to [0, +\infty)$ given by

$$J(t, u, z) = \frac{1}{2} \int_{\Omega} (z^2 + \eta)\sigma(u + g(t)) : \epsilon(u + g(t)) \, dx + \frac{1}{2} \int_{\Omega} |\nabla z|^2 + (z - 1)^2 \, dx,$$

where we assume that the boundary datum $g$ belongs to $C^{1,1}([0, T]; W^{1,p}(\Omega; \mathbb{R}^2))$, $p > 2$. Note that this energy is separately quadratic, thus it is natural, and technically convenient, to introduce a couple of energy (intrinsic) norms:

$$||u||^2_u = \int_{\Omega} (z^2 + \eta)\sigma(u) : \epsilon(u) \, dx, \quad ||z||^2_z = \int_{\Omega} |\nabla z|^2 + z^2(1 + \sigma(u) : \epsilon(u)) \, dx,$$

which correspond, respectively, to the quadratic part of the energies $J(t, \cdot, z)$ and $J(t, u, \cdot)$. Accordingly, we employ the slopes

$$|\partial_u J|_{t}(t, u, z) = \max \{-\partial_u J(t, u, z)[\varphi] : \varphi \in H^1_0(\Omega; \mathbb{R}^2), ||\varphi||_z \leq 1\},$$

$$|\partial_z J|_{t}(u, t, z) = \max \{-\partial_z J(t, u, z)[\xi] : \xi \in H^1(\Omega), ||\xi||_z \leq 0, ||\xi||_u \leq 1\}.$$

Let us consider again the alternate scheme (at time $t_k^i$)

$$u_{k+1}^{i,j} := \text{argmin} \{J(t_k^i, u, z_{k+1}^{i,j}) : u \in \mathcal{U}\},$$

$$z_{k+1}^{i,j} := \text{argmin} \{J(t_k^i, u_{k+1}^{i,j}, z) : z \in \mathcal{Z}, z \leq z_{k+1}^{i,j}\}.$$

We remark that, given $r_k$, the families $u_{k,j}$ and $z_{k,j}^{i}$ are uniquely determined (by strict separate convexity of the energy). Following [24], we interpolate and parametrize the discrete configurations $u_{k,j}$ and $z_{k,j}^{i}$, with respect to the energy norms $\|\cdot\|_u^2$ (for the displacement field) and $\|\cdot\|_z^2$ (for the phase field). We remark that in this case it is enough to consider piece-wise affine interpolation, which actually coincides, for both $u$ and $z$, with the gradient flow in the energy norm. As a result, we get a sequence of arc-length parametrizations $(\ell_k, \bar{u}_k, \bar{z}_k)$, bounded in $W^{1,\infty}([0, R]; [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times H^1(\Omega))$ and of uniformly finite length, i.e., with $R$ independent of $k \in \mathbb{N}$. Invoking [24, Lemma 4.3], there exists a subsequence (non relabelled) and a limit $(\ell, \bar{u}, \bar{z})$ in $W^{1,\infty}([0, R]; [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times H^1(\Omega))$ such that for every sequence $r_k$ converging to $r \in [0, R]$ we have

$$\ell_k(r_k) \to \ell(r), \quad \bar{u}_k(r_k) \to \bar{u}(r) \quad \text{in} \quad H^1_0(\Omega; \mathbb{R}^2), \quad \bar{z}_k(r_k) \to \bar{z}(r) \quad \text{weakly in} \quad H^1(\Omega). \quad (A.1)$$

Moreover, invoking [24, Theorem 4.2] the limit evolution satisfies the following properties:

(a) **Regularity:** $(\ell, \bar{u}, \bar{z}) \in W^{1,\infty}([0, R]; [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times H^1(\Omega; [0, 1]))$, and for a.e. $r \in [0, R]$

$$t'(r) + \|\bar{u}'(r)\|_{\bar{u}(r)} + \|\bar{z}'(r)\|_{\bar{u}(r)} \leq 1,$$

here the symbol $'$ denotes the derivative w.r.t. the parametrization variable $r$;

(b) **Time parametrization:** the function $\ell : [0, R] \to [0, T]$ is non-decreasing and surjective;

(c) **Irreversibility:** the function $\bar{z}$ is non-increasing and $0 \leq \bar{z}(r) \leq 1$ for every $0 \leq r \leq R$;

(d) **Equilibrium:** for every continuity point $r \in [0, R]$ of $(\ell, \bar{u}, \bar{z})$

$$|\partial_u J|_{\bar{u}(r)}(\ell(r), \bar{u}(r), \bar{z}(r)) = 0 \quad \text{and} \quad |\partial_z J|_{\bar{u}(r)}(\ell(r), \bar{u}(r), \bar{z}(r)) = 0;$$

(e) **Energy-dissipation equality:** for every $r \in [0, R]$

$$\mathcal{J}(\ell(r), \bar{u}(r), \bar{z}(r)) = \mathcal{J}(0, u_0, z_0) - \int_0^r |\partial_u J|_{\bar{u}(\rho)}(\ell(\rho), \bar{u}(\rho), \bar{z}(\rho)) \|\bar{u}'(\rho)\|_{\bar{u}(\rho)} d\rho$$

$$- \int_0^r |\partial_z J|_{\bar{u}(\rho)}(\ell(\rho), \bar{u}(\rho), \bar{z}(\rho)) \|\bar{z}'(\rho)\|_{\bar{u}(\rho)} d\rho + \int_0^r \mathcal{P}(\ell(\rho), \bar{u}(\rho), \bar{z}(\rho) \ell'(\rho)) d\rho. \quad (A.2)$$

In [24] the authors showed property $(d)$ for every $r \in [0, R]$ with $\ell'(r) > 0$. However, it is not difficult to see that the same equilibrium condition is verified at continuity points.

Moreover, by [24, Proposition 4.1] we have
(f) Non-degeneracy: there exists $C > 0$ such that for a.e. $r \in [0, R]$

$$C < t'(r) + \| \dot{u}'(r) \|_{L^1(r)} + \| \dot{z}'(r) \|_{L^1(r)}.$$  \hfill (A.3)

Finally, note that, by the separate differentiability of the energy, the equilibrium conditions (d) can be written in an equivalent “norm-free” fashion as

(d') Equilibrium: for every continuity point $r \in [0, R]$ of $(t, u, z)$

$$\partial_s \mathcal{J}(\bar{t}(r), \bar{u}(r), \bar{z}(r)) [\varphi] = 0, \quad \text{and} \quad \partial_s \mathcal{J}(\bar{t}(r), \bar{u}(r), \bar{z}(r)) [\xi] = 0,$$

for every $\varphi \in H^1_0(\Omega; \mathbb{R}^2)$ and every $\xi \in H^1(\Omega)$ with $\xi \leq 0$.

At this point, consider the subsequence (not relabelled) converging to the limit $(t, u, z)$ and let us re-interpolate the discrete configurations $\bar{u}_{i,j}$ and $\bar{z}_{i,j}$ with respect to the norms $\| \cdot \|_{H^1}$ (for the displacement field) and $\| \cdot \|_{L^2}$ (for the phase field) as we did in Section 5.1. In this way we get a new sequence of parametrizations $(t_k, u_k, z_k)$ bounded in $W^{1,\infty}([0, S]; [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times L^2(\Omega))$. Clearly, we can apply Proposition 5.4 which provides (up to a further subsequence) a limit parametrization $(t, u, z) \in W^{1,\infty}([0, S]; [0, T] \times H^1_0(\Omega; \mathbb{R}^2) \times L^2(\Omega))$

$$t_k(s_k) \to t(s), \quad u_k(s_k) \to u(s) \text{ in } H^1(\Omega; \mathbb{R}^2), \quad z_k(s_k) \to z(s) \text{ weakly in } H^1(\Omega),$$

for every sequence $s_k$ converging to $s \in [0, S]$. The limit $(t, u, z)$ satisfies properties (a)-(c) of Theorem 2.4.

We recall that $(t_k, u_k, z_k)$ is defined in the points $s_{i,j}$ and $s_{i,j+\frac{1}{2}}$ (see Section 5.1). In a similar way, the interpolation $(\bar{t}_k, \bar{u}_k, \bar{z}_k)$ is defined in points of the form $r_{i,j,k}$ and $r_{i,j+,k}$ (see Section 4.3 in [24]). Moreover, we notice that the interpolation nodes are different since the underlying parametrizations are different. However, the configurations computed by the alternate minimization scheme are the same. Therefore, we have

$$t_k(s_{i,j}) = t_k(r_{i,j,k}), \quad u_k(s_{i,j}) = u_k(r_{i,j,k}), \quad z_k(s_{i,j}) = z_k(r_{i,j,k}).$$

The same holds for nodes of the form $s_{i,j+\frac{1}{2}}$ and $r_{i,j+,k}$.

Since $(\bar{t}_k, \bar{u}_k, \bar{z}_k)$ is piecewise affine while $(t_k, u_k, z_k)$ is not, a direct comparison of the triples $(\bar{t}, \bar{u}, \bar{z})$ and $(t, u, z)$ is not immediate. Nevertheless, we can show the following “equivalence” of the reparametrizations.

**Lemma A.1.** There exist two positive constants $C_1, C_2$ such that for every $k \in \mathbb{N} \setminus \{0\}$ and every $i \in \{1, \ldots, k\}$

$$C_1(s_{i+1,k} - s_i) \leq r_{i+1,k} - r_i \leq C_2(s_{i+1,k} - s_i).$$  \hfill (A.4)

**Proof.** Using the fact that $\| \cdot \|_2$ and $\| \cdot \|_{H^1}$ are equivalent, by Korn’s inequality, while $\| \cdot \|_u$ and $\| \cdot \|_{H^1}$ are equivalent by [24, Lemma 2.3], by (5.11) we can write

$$s_{i+1,k} - s_i = \tau_k + \sum_{j=0}^{\infty} L(K_{i,j}) \leq \tau_k + C \sum_{j=0}^{\infty} \| z_{i,j} - z_{i,j+1} \|_{H^1} + \| u_{i,j} - u_{i,j+1} \|_{H^1} \leq \tau_k + C' \sum_{j=0}^{\infty} r_{i,j+1} - r_{i,j}.$$

On the other hand, by Proposition 3.6 and Corollary 3.5 we have that

$$\| z_{i,j} - z_{i,j+1} \|_{H^1} \leq \begin{cases} \frac{C}{\tau_k} & \text{if } j \geq 1, \\ 0 & \text{if } j = 0. \end{cases}$$

Hence, again by equivalence of norms we get

$$r_{i+1,k} - r_i = \tau_k + C \sum_{j=0}^{\infty} \| z_{i,j} - z_{i,j+1} \|_{H^1} + \| u_{i,j} - u_{i,j+1} \|_{H^1} \leq \tau_k + \sum_{j=0}^{\infty} \| u_{i,j} - u_{i,j+1} \|_{H^1} \leq C' \tau_k.$$

This concludes the proof of (A.4).
Let us consider an interval of the form \((s_{ik,jk}^k, r_{ik,jk}^k, s_{ik,jk}^{k+1}) \subset (0, S)\) and the corresponding interval \((r_{ik,jk}^k, r_{ik,jk}^k, r_{ik,jk}^{k+1}) \subset (0, R)\). By definition, we have
\[
t_{ik} = t_k(r) = t_k(s) \quad \text{and} \quad u_{ik,jk+1}^k = u_k(r) = u_k(s),
\]
for every \(r \in (r_{ik,jk}^k, r_{ik,jk}^{k+1})\) and every \(s \in (s_{ik,jk}^k, s_{ik,jk}^{k+1})\). On the contrary, the phase field interpolations coincide only in the extrema, i.e.,
\[
\tilde{z}_k(r_{ik,jk}^k) = z_k(s_{ik,jk}^k) = \tilde{z}_k^k \quad \text{and} \quad \tilde{z}_k(r_{ik,jk}^{k+1}) = z_k(s_{ik,jk}^{k+1}) = z_{k,j}^{k+1}.
\]
(A.5)

Now, up to subsequences (non relabelled), we can assume that, as \(k \to \infty\),
\[
s_{ik,jk}^k \to s^-, \quad s_{ik,jk}^{k+1} \to s^+, \quad r_{ik,jk}^k \to r^-, \quad \text{and} \quad r_{ik,jk}^{k+1} \to r^+.
\]

Since parametrizations are different, in general we should distinguish between all the following cases: \(s^- = s^+\), \(s^- < s^+\), \(r^- = r^+\), and \(r^- < r^+\); however the situation is much simpler, thanks to the following lemma.

**Lemma A.2.** We have \(r^- = r^+\) if and only if \(s^- = s^+\).

**Proof.** Assume that \(r^- = r^+\). By compactness, we know that \(\tilde{z}_k(r_{ik,jk}^k) = \tilde{z}_k^k \to z(r^-)\) weakly in \(H^1(\Omega)\) and that \(\tilde{z}_k(r_{ik,jk}^{k+1}) = \tilde{z}_k^{k+1} \to z(r^+)\) weakly in \(H^1(\Omega)\). Since \(r^- = r^+\), we have \(z(r^-) = \tilde{z}(r^+)\) and
\[
\|z_{ik,jk}^k - \tilde{z}_{ik,jk}^{k+1}\|_{H^1} = (r_{ik,jk}^k - r_{ik,jk}^{k+1}) \to 0.
\]
By (5.9) we know that
\[
(L(s_{ik,j}^k) \leq C\|z_{ik,jk}^k - \tilde{z}_{ik,jk}^{k+1}\|_{H^1}.
\]
Thus \(s^- = s^+\).

Assume that \(s^- = s^+\). Hence, arguing as above, by (A.5) we have \(z(s^-) = \tilde{z}(r^-) = z(s^+) = \tilde{z}(r^+)\).

Moreover, being \(t_k, t_k, u_k\) and \(u_k\) constant in the corresponding intervals, in the limit we have \(t(s^-) = t(r^-) = t(s^+) = t(r^+)\) and \(u(s^-) = u(r^-) = u(s^+) = u(r^+)\). Then, if \(r^- < r^+\) we would contradict the non-degeneracy condition (A.3).

As a consequence of Lemma A.1, the solutions \((t, \bar{u}, \bar{z})\) and \((t, u, z)\) coincide in continuity points.

**Proposition A.3.** Let \(r\) be a continuity point for \((t, \bar{u}, \bar{z})\). Then, there exists a continuity point \(s\) for \((t, u, z)\) such that \((t(r), \bar{u}(r), \bar{z}(r)) = (t(s), u(s), z(s))\).

Viceversa, if \(s\) is a continuity point for \((t, u, z)\), then there exists a continuity point \(r\) for \((t, \bar{u}, \bar{z})\) such that \((t(s), u(s), z(s)) = (t(r), \bar{u}(r), \bar{z}(r))\).

**Proof.** Fix \(\delta > 0\). Since \(r\) is a continuity point, by monotonicity of \(t\) we have \(\bar{t}(r + \delta) > \bar{t}(r)\). Since \(t_k\) converges pointwise to \(t\), we have \(t_k(r + \delta) - t_k(r) \geq \frac{1}{3}(\bar{t}(r + \delta) - \bar{t}(r)) > 0\) for every \(k\) sufficiently large. As \(t_k\) changes only in parametrization intervals of the form \((r_{ik,jk}^k, r_{ik,jk}^{k+1})\) and since \(t_k \to t\), there exist two indexes \(i_k < i_k^\prime\) such that,
\[
r_{ik,jk}^k \leq r < r_{ik,jk}^{k+1} \leq \cdots \leq r_{ik,jk}^0 \leq r + \delta \leq r_{ik,jk}^{k+1}.
\]
(A.6)

Hence for every index \(j \in \mathbb{N}\), we have
\[
r < r_{ik,jk}^k \leq r_{ik,jk}^{k+1} \leq r_{ik,jk+1}^k \leq r + \delta.
\]
Since \(\delta\) can be arbitrarily small, we can find a sequence \((i_k, j_k)\) such that
\[
r_{ik,jk}^k \to r \quad \text{and} \quad r_{ik,jk+1}^k \to r.
\]
Then \(\tilde{z}_k(r_{ik,jk}^k) \to \bar{z}(r)\) weakly in \(H^1(\Omega)\). Since, by construction, \(\tilde{z}_k(r_{ik,jk}^{k+1}) = z_k(s_{ik,jk}^k)\) we have \(z_k(s_{ik,jk}^{k+1}) \to \bar{z}(r)\) weakly in \(H^1(\Omega)\). Up to a subsequence (not relabelled) \(s_{ik,jk+1}^k \to s\) and thus \(z_k(s_{ik,jk+1}) \to z(s)\). We conclude that \(z(s) = \tilde{z}(r)\). In a similar way \(\bar{t}(r) = t(s)\) and \(\bar{u}(r) = u(s)\).
It remains to show that \( s \) is a continuity point for \((t, u, z)\). To this aim, let us set, up to subsequence, \( s_k := \lim_{k \to \infty} s_{i_k}^k \), where the indexes \( i_k \) have been defined in (A.6). Hence, applying Lemma A.1 we deduce that
\[
|s - s_k| = \lim_{k \to \infty} |s_{i_k}^k - s_k^k| \leq \lim_{k \to \infty} |s_{i_k}^k - s_k^k| \leq C \lim_{k \to \infty} |r_{i_k} - r_k^k| \leq C \delta.
\]
By definition of \( s_k \) we have that \( t(s_k) = \lim_{k \to \infty} t_k(s_k^k) = \lim_{k \to \infty} t_k(r_k^k) \). By (A.6) we get that \( |t_k(r_k^k) - t_k(r + \delta)| \leq \tau_k \), from which we deduce that \( t(s_k) = t(r + \delta) > t(r) = t(s) \). This implies that \( s \) is of continuity for \((t, u, z)\).

The viceversa can be shown in a similar way.

On the contrary, in discontinuity points the evolution \((t, u, z)\) is the same configurations but with different paths. To better understand, let us consider an interval of the form \((r_k^k, r_k^k + \delta)\) such that \( t_k(r_k^k) \to r^- \), \( r_k^k \to r^+ \) with \( r^- < r^+ \). As a consequence both \( t \) and \( \bar{u} \) are constant in \((r^-, r^+)\) and thus every \( r \in (r^-, r^+) \) is a continuity point. In this case, we have
\[
\bar{z}_k(r_k^k + \delta) \to \bar{z}(r^-) \quad \text{and} \quad \bar{z}_k(r_k^k + \delta) \to \bar{z}(r^+).
\]
By the non-degeneracy property of \((t, \bar{u}, z)\), we deduce that \( \bar{z}(r^-) \neq \bar{z}(r^+) \). Moreover, up to subsequence we have
\[
z_k(s_k^k + \delta) \to z(s^-) \quad \text{and} \quad z_k(s_k^k + \delta) \to z(s^+).
\]
Since \( z \in W^{1,\infty}([0, S]; L^2(\Omega)) \), we get that \( s^- \neq s^+ \). Recalling that \( t \) and \( u \) are constant in \((s^-, s^+)\), the energy balance of Theorem 2.4 reads
\[
\mathcal{J}(t(s^-), u(s^-), z(s^-)) = \mathcal{J}(t(s^-), u(s^-), z(s^-)) - \int_{s^-}^{s^+} \| z'(\sigma) \|_{L^2} |\partial_u \mathcal{J}|(t(s^-), u(s^-), z(\sigma)) \, d\sigma.
\]
Thus \( z \) is a (normalized) unilateral gradient flow in \( L^2 \), with initial datum \( z(s^-) \). On the contrary, \( \bar{z} \) is the affine interpolation of \( \bar{z}(r^-) \) and \( \bar{z}(r^+) \). Thus, in general, \( \bar{z} \) and \( z \) do not coincide in the corresponding intervals \((r^-, r^+)\) and \((s^-, s^+)\) even if they coincide in the extrema.

B On the alternate behavior in discontinuity points

Let us consider the set \( U \) defined in (5.40) and denote by \( 1_U \) its characteristic function. From (5.48) we know that
\[
\mathcal{F}(t(s), u(s), z(s)) \leq \mathcal{F}(0, u_0, z_0) - \int_0^s |\partial_u \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| u'(\sigma) \|_{M_1} \, d\sigma
\]
\[
- \int_0^s |\partial_z \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) 1_U(\sigma) \, d\sigma - \int_0^s \liminf_{k \to \infty} |\partial_z \mathcal{F}|(t_k(\sigma), u_k(\sigma), z_k(\sigma)) 1_{U^c}(\sigma) \, d\sigma.
\]
Note that \( z'(\sigma) = 0 \) for every \( \sigma \in U^c \) (see Lemma 5.9), thus, being \( \| z' \|_{L^2} \leq 1 \) a.e. in \([0, S] \), we have \( \| z' \|_{L^2} \leq 1_U \) a.e. in \([0, S] \); as a consequence the above estimate together with (2.13) yield
\[
\mathcal{F}(t(s), u(s), z(s)) \leq \mathcal{F}(0, u_0, z_0) - \int_0^s |\partial_u \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| u'(\sigma) \|_{M_1} \, d\sigma
\]
\[
- \int_0^s |\partial_z \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) 1_U(\sigma) \, d\sigma + \int_0^s \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) \, d\sigma.
\]
\[
\leq \mathcal{F}(0, u_0, z_0) - \int_0^s |\partial_u \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| u'(\sigma) \|_{M_1} \, d\sigma
\]
\[
- \int_0^s |\partial_z \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) \| z'(\sigma) \|_{L^2} \, d\sigma + \int_0^s \mathcal{P}(t(\sigma), u(\sigma), z(\sigma)) \, d\sigma
\]
\[
= \mathcal{F}(t(s), u(s), z(s)).
\]
Therefore, all inequalities turn into equalities and thus
\[
0 \leq \int_0^s |\partial_z \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) (1_U(\sigma) - \| z'(\sigma) \|_{L^2}) \, d\sigma = 0;
\]
hence \( |\partial_z \mathcal{F}|(t(\sigma), u(\sigma), z(\sigma)) (1_U(\sigma) - \| z'(\sigma) \|_{L^2}) = 0 \) a.e. in \([0, S] \).
Therefore, if $\partial^-_z F(t(\sigma), u(\sigma), z(\sigma)) \neq 0$ for $\sigma \in (\sigma_1, \sigma_2) \subset U$ then $\|z'(\sigma)\|_{L^2} = 1$ a.e. in $(\sigma_1, \sigma_2)$ and then both $t'(\sigma) = 0$ and $u'(\sigma) = 0$ a.e. in $(\sigma_1, \sigma_2)$, by (a) in Theorem 2.4. This means that in the discontinuity interval $(\sigma_1, \sigma_2)$ only $z$ changes, following a normalized, unilateral $L^2$ gradient flow. In view of this observation, excluding the cases in which $\partial^-_z F(t(\sigma), u(\sigma), z(\sigma)) = 0$, we expect that in the presence of time-discontinuities the limit evolution is still alternate, and thus it is not simultaneous in $u$ and $z$. More precisely, consider a discontinuity at time $t$, with a transition from $(u^-, z^-)$ to $(u^+, z^+)$, parametrized in the interval $(\sigma^-, \sigma^+)$. Being $t$ the limit of continuity points, the left limit $(u^-, z^-)$ is an equilibrium configuration at time $t$. We expect that the parametrizations of $u$ and $z$, in a right neighborhood of $\sigma^-$, provide an alternate interpolation of sequences $z^-_m \searrow z^-$, with $z^-_m \neq z^-$, and $u^-_m \to u^-$ such that
\[
\begin{cases}
    u^-_{m-1} \in \text{argmin} \{F(t, u, z^-_m)\}, \\
    z^-_{m-1} \in \text{argmin} \{F(t, u^-_{m-1}, z) : z \leq z^-_m\}.
\end{cases}
\]

The non-degeneracy condition $z^-_m \neq z^-$ is due to the fact that $(u^-, z^-)$ is an equilibrium configuration, and thus a separate minimizer of the energy $F(t, \cdot, \cdot)$. Indeed, if $z^-_m = z^-$, for some index $m \in \mathbb{N}$, then, by uniqueness of the minimizer, $u^-_m = u^-$ and then $z^-_{m-1} = z^-$. By induction and by monotonicity, $z^-_m = z^-$ for every index $m \in \mathbb{N}$ and then $u^-_m = u^-$ for every $m \in \mathbb{N}$; thus, there would be no transition between $(u^-, z^-)$ to $(u^+, z^+)$. In a similar way, we expect sequences $z^+_m \searrow z^+$ and $u^+_m \to u^+$ in a left neighborhood $\sigma^+$ such that
\[
\begin{cases}
    u^+_{m+1} \in \text{argmin} \{F(t, u, z^+_m)\}, \\
    z^+_{m+1} \in \text{argmin} \{F(t, u^+_{m+1}, z) : z \leq z^+_m\}.
\end{cases}
\]

However, in this case we cannot exclude that $z^+_m = z^+$ for some index $m \in \mathbb{N}$. We remark that this qualitative behavior is confirmed by numerical computations.
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