Investigation of Forecast Accuracy and its Impact on the Efficiency of Data-Driven Forecast-Based Reservoir Operating Rules
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Abstract: Today, variable flow pattern, which uses static rule curves, is considered one of the challenges of reservoir operation. One way to overcome this problem is to develop forecast-based rule curves. However, managers must have an estimate of the influence of forecast accuracy on operation performance due to the intrinsic limitations of forecast models. This study attempts to develop a forecast model and investigate the effects of the corresponding accuracy on the operation performance of two conventional rule curves. To develop a forecast model, two methods according to autocorrelation and wrapper-based feature selection models are introduced to deal with the wavelet components of inflow. Finally, the operation performances of two polynomial and hedging rule curves are investigated using forecasted and actual inflows. The results of applying the model to the Dez reservoir in Iran visualized that a 4% improvement in the correlation coefficient of the coupled forecast model could reduce the relative deficit of the polynomial rule curve by 8.1%. Moreover, with 2% and 10% improvement in the Willmott and Nash—Sutcliffe indices, the same 8.1% reduction in the relative deficit can be expected. Similar results are observed for hedging rules where increasing forecast accuracy decreased the relative deficit by 15.5%. In general, it was concluded that hedging rule curves are more sensitive to forecast accuracy than polynomial rule curves are.
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1. Introduction

Recently, water resource models have been used increasingly to study the vulnerability of human systems under probable water scarcity [1]. The forecast accuracy of the future surface and sub-surface inflows, which is always associated with different uncertainties, influences the efficiency of water resource planning and management [2,3]. Accurate prediction is crucial due to climate change and human activities that affect hydrological processes, leading to major changes in water distribution. According to the Fifth Report of the IPCC (Inter-Governmental Panel on Climate Change, 2014), the earth’s temperature is rising due to the frequent use of greenhouse gases, and these temperature increases will eventually alter natural flow patterns [4]. On the other hand, variable flow patterns ultimately impose serious challenges in reservoir operation. Generally, the release rate is determined using operating rule curves. However, these curves are fitted based on historical time series, and the release rate somehow depends on past events [5]. As such, possible inflow changes could decrease operating performance. To overcome this problem, a wide range of studies has been investigated to combine future conditions into operating policy. Liu et al. [6] suggested a Bayesian-based deep learning model to assess the impact of streamflow uncertainty on the efficiency of operation rule curves.
Uncertainty estimation results show that the effect of streamflow uncertainty is greater than corresponding values in model parameters. Kangrang et al. [7] evaluated reservoir operation policies against future flow patterns using climate change scenarios and land use patterns. The results showed fewer reservoir fluctuations compared to models without forecast terms. Zhang et al. [8] investigated the effects of forecast uncertainty on adaptive policies. This model was based on the simultaneous use of historical time series and the output of general circulation models (GCM). The results of applying this model to the Dongwushi reservoir in China showed the superiority of the proposed method as an effective approach in variable conditions caused by climate change. In order to derive the optimal strategy for a hydropower reservoir, Feng et al. [9] defined a novel approach according to the class-based evolutionary extreme learning machine (CEELM). The results show that the suggested method could properly drive operation rules for hydropower reservoirs. Anghileri et al. [10] introduced a consistent forecast-based operation model to supply the demands and to evaluate the influence of long-term inflow prediction on operation policies. The results showed that ensemble forecast data were approximately 35% less effective than meteorological data was to improve operation performances. It was also stated that the yearly component of the forecast is more influenced by seasonal factors. Ahmad and Hossain proposed a generic and scalable scheme for forecasting reservoir inflow to optimize reservoir operation using weather forecasts. The results of applying this model to over 23 dams in the U.S. with varying hydrological characteristics indicated more energy production without compromising flood risk [11]. Ashbolt and Perera [12] defined a series of historical inflow scenarios to investigate the effects of each scenario on a multi-reservoir system. The results showed that the short-term multi-objective simulation–optimization model had better performance compared to a long-term policy. Peng et al. [13] proposed a rainfall–runoff model and a stochastic dynamic programming model to effectively merge the ensemble precipitation forecast into an operation policy. The results show that hydropower energy generation increases compared to conventional rule curves. Jin and Lee [14] introduced a discrete hedging rule consisting of several hedging phases to determine reservoir release during drought periods. The results showed that the beginning storage-based rules were placed higher than the curves based on available water and induced earlier hedging. Ficchi et al. [15] suggested a combinatorial model benefiting from ensemble forecast data to improve the performance of a four-reservoir system in France. The results showed the superiority of the proposed model to manage the maximum and minimum boundary conditions. Ashrafi et al. [16] presented a wavelet-based forecast model according to the decomposed components of historical inflows in the Dez reservoir in Iran. Then, the performances of two predefined rule curves, including polynomial and hedging rules, were evaluated with and without the forecast term. The results showed that the forecast term could improve the evaluation criteria against standard operation policy.

In all of the above studies, a combinatorial policy corresponding to the forecast model was presented, while the effects of these forecast accuracies have not yet been thoroughly investigated. In other words, it is not possible to make an accurate estimate of the commensurate operation performance with the forecast accuracy, which may reduce performance in case of inaccurate forecast terms. As such, the purpose of this study is to first develop a monthly forecast model using data-driven models. To do so, two methods are introduced according to the wavelet components of inflows. Secondly, this forecast term is combined with two predefined rule curves to investigate the accuracy of the interactions with reservoir operation performance.

2. Materials and Methods

The conceptual structure of this study, which is shown in Figure 1, consists of three separate models: (1) the forecast model, (2) the reservoir operation model, and (3) the evaluation model. First, to develop a forecast model, two data-driven methods using discrete wavelet transform (DWT), an artificial neural network, a wrapper-based feature selection model, and a stacking learning structure are suggested. The output of this step is
the best forecast model in terms of evaluation indices. In the second step, three conventional
operation policies, including a standard operation policy (SOP), a polynomial rule curve,
and a hedging rule curve, are developed using a simulation–optimization model [17,18].
These rule curves are developed according to the essence of the inflow term, which may
be the output of the forecast model, the actual observed data, or eliminated from the rule
curve equation. Finally, the evaluation model investigates the results of the simulation–
optimization model in terms of operation indices and reveals the effects of the forecast
term and its corresponding accuracy on the operation performance.

2. Materials and Methods

In this study, two wavelet-based methods are used to develop a monthly forecast
model: (1) learning based on the autocorrelation between wavelet components and (2)
finding effective wavelet components using a feature selection model and training them
using a stacking structure. In the first approach, each decomposed component is exclusively
predicted using the autocorrelation between previous lags in the form of ACF and PACF
functions, which represent the temporal dynamics of a time series and measure the average
correlation between data points [19]. These functions are determined for different lags. It is
more common to have fewer ACF and PACF functions for longer lags. For each wavelet
component, these functions are estimated independently to identify the antecedent values
with more significant correlations. Then, the lags with greater function values are selected
as the predictors to estimate the future values of the wavelet components. Finally, the total
inflow is determined according to the aggregation of the predicted wavelet components. In
this approach, a three-layer perceptron network is used as a central learner. The sigmoid
function is selected as the transfer function for the hidden layer. Furthermore, the Haar
wavelet is used as the mother wavelet [16].

In the second approach, inflow is directly forecasted using wavelet components, unlike
the first approach, where the inflow was predicted indirectly as a result of the aggregation

Figure 1. Flowchart of the proposed models.

2.1. Forecast Model

In this study, two wavelet-based methods are used to develop a monthly forecast
model: (1) learning based on the autocorrelation between wavelet components and (2)
finding effective wavelet components using a feature selection model and training them
using a stacking structure. In the first approach, each decomposed component is exclusively
predicted using the autocorrelation between previous lags in the form of ACF and PACF
functions, which represent the temporal dynamics of a time series and measure the average
correlation between data points [19]. These functions are determined for different lags. It is
more common to have fewer ACF and PACF functions for longer lags. For each wavelet
component, these functions are estimated independently to identify the antecedent values
with more significant correlations. Then, the lags with greater function values are selected
as the predictors to estimate the future values of the wavelet components. Finally, the total
inflow is determined according to the aggregation of the predicted wavelet components. In
this approach, a three-layer perceptron network is used as a central learner. The sigmoid
function is selected as the transfer function for the hidden layer. Furthermore, the Haar
wavelet is used as the mother wavelet [16].

In the second approach, inflow is directly forecasted using wavelet components, unlike
the first approach, where the inflow was predicted indirectly as a result of the aggregation
of the predicted wavelet components. In this way, a wrapper-based feature selection model is first introduced to identify the practical components against primary inflow time series. This model is based on a single objective optimization using a multi-layer perceptron (MLP) and genetic algorithm (GA). Once the effective wavelet components are selected, a central learner consisting of a stacking structure is used to develop a direct wavelet-based forecast model. In the central core of the stacking structure, three well-known learners, such as support vector regression (SVR), MLP, and k nearest neighborhood (KNN) algorithms, are used to create an initial forecast for the inflow. Then, the outputs of the learners are considered as the inputs of the secondary learner to determine the effective weights that are related to each of them. This secondary learning section is based on the single-layer perceptron (SLP), which only uses a summation transfer function. Figure 2 visualizes the schematic of the stacking models used in this study [20].

As we can see, in the second approach, practical wavelet components are trained using triple models of KNN, kernel SVR, and MLP independently to directly estimate forecast time series. Then, the corresponding outputs are entered into the second layer, including SLP, to determine the weights of their effects. This model consists of a neuron with one transfer function, which only sums the weighted inputs. As such, the final weights indicate the effects of each sub-model in this forecasting problem. The critical point here is the differences in the training dataset for the first and second layers, which are applied to prevent the higher weights of the over-fitted models as potential results of the first layer. Figure 3 indicates the division of the data groups to obtain optimal results from the stacking algorithm, where the training data are used for the first layer. Then, the validation data train the second layer using the fitted values from the first layer, and finally, the test data are used to estimate the accuracy of the entire network.
The data division for the training and testing of the stacking algorithm.

As mentioned before, the discrete wavelet transform is used to extract the hidden variation frequencies in the inflow time series. This preprocessor is used in both of the suggested methods. DWT adopts the form of Equation (1) [21]:

$$\psi(a,b) \left( \frac{t - \gamma}{s} \right) = \frac{1}{s_0^{a/2}} \psi \left( \frac{t - b s_0^a}{s_0^a} \right)$$  \hspace{1cm} (1)

where $\psi$ is the mother wavelet, $a$ and $b$ are integers representing the dilation and translation values of the wavelet, respectively, $s_0$ denotes a dilation step whose value is unchanged and is greater than 1, and $\gamma_0$ symbolizes the location variable whose value is greater than zero. Generally, for practical reasons, the values for $s_0$ and $\gamma_0$ are chosen to be 2 and 1, respectively, which is the DWT dyadic grid arrangement (i.e., integer powers of two; logarithmic scaling of the translations and dilations) [22]. If a time series exhibits discrete properties with a value of $x(t)$ occurring at a discrete-time $t$, the wavelet coefficient becomes [23]:

$$W_{\psi}(a,b) = \frac{1}{2^{a/2}} \sum_{t=0}^{N-1} x(t) \cdot \psi \left( \frac{t - b}{2^{a}} \right)$$  \hspace{1cm} (2)

The wavelet coefficient for the DWT is calculated at scale $s = 2^a$ and location $\gamma = 2^a b$, revealing the variety of signals at different scales and locations [24]. Since most of the inflow data are sampled in discrete intervals, it makes sense to use DWT. Kamruzzaman et al. [25] concluded that the Haar wavelet makes outputs more compliant with the natural oscillations based on quadratic waves. The decomposition level is another fundamental parameter, as each decomposition level indicates a frequency band, but the maximum number of levels ($J_{\text{max}}$) with which a signal can be decomposed is determined using Equation (3) [25]:

$$J_{\text{max}} = \log_2 \left[ \frac{N}{N_w} \right] - 1$$  \hspace{1cm} (3)

where $N$ is the signal length and $N_w$ is an indicator for the length of the decomposition filter associated with the mother wavelet. Further investigations into the sensitivity analysis and checking the upper limits convinced us to decompose the time series to the fourth level. As clarified in the discussion of the second approach, the wrapper-based feature selection model uses a single-purpose optimization algorithm to identify effective wavelet components. This optimization problem is expressed as Equation (4), which is simplified in the form of Equation (5):

$$z = \left( \frac{1}{N} \sum_{i=1}^{N} (e_i)^2 \right) \times 100 + w \times n_f$$  \hspace{1cm} (4)
\[ z = E \times (1 + \beta n_f) \]  

(5)

where \( z \) is the objective function of the feature selection problem, \( e_i \) is the forecast error of sample \( i \), \( t_i \) is the target vector, and \( n_f \) is the number of selected features. Equation (4) is obtained from the general equation for the feature selection problem, which is the weighted summation of the forecast error and the feature numbers [26]. The parentheses in this equation are the relative root mean square error (RRMSE), which represents the forecast error. Assuming (RRMSE = \( E \)) and (\( w = \beta \times E \)), the general form of Equation (4) is simplified as Equation (5). These assumptions are expressed from the nature of the trade-off between the two purposes of the minimum forecast error and the minimum features selected. This problem is solved using a binary version of GA [27]. According to methodology, a forecast model is developed either by an indirect forecast of wavelet components using ACF and PACF functions or by a direct inflow forecast using useful features. In the first approach, MLP is used to perform the learning process, while in the direct method, MLP, SVR, and KNN are used in the first layer, which is explained in detail. Since McCulloch and Pitts [28] proposed the idea of the neural network, this machine learning model has been frequently used in forecasting problems. Equation (6) can be used to introduce an artificial neural network in a general form:

\[ Y(x) = F \left( \sum_{i=1}^{L} W_i(t) \cdot X_i(t) + b \right) \]  

(6)

where \( x \) is the vector of the input variables, \( Y \) indicates the forecasted value, \( L \) is the number of hidden neurons, \( w \) is the vector of the connection weights, \( b \) is the bias value, and \( F \) represents the activation function. In this paper, we use the tangent sigmoid transfer function in the hidden layers and the linear transfer function in the output layer. The superiority of these functions in the forecast problem has been investigated in previous research [29]. SVR is based on the basic concepts of the support vector machine, which is usually adopted for solving regression problems [30]. The statistical learning theory coupled with an algorithm from optimization theory is adopted to train the SVR [31]. Applying a nonlinear mapping function, SVR maps the input vector to a high-dimensional feature space [32]. The purpose of SVR is to find a regression function that estimates the functional dependence between a set of sampled points \( x = \{x_1, x_2, \ldots, x_n\} \) (the input vector) and desired values \( y = \{y_1, y_2, \ldots, y_n\} \) [33]. The general form of the SVR regression function can be expressed as Equation (7) [30]:

\[ f(x) = \sum_{n=1}^{n} (\alpha_n - \alpha_n^*) K(x_i, x_j) + b \]  

(7)

where \( \alpha_n, \alpha_n^* \geq 0 \) are the Lagrangian multipliers that satisfy the equality \( \alpha_i \times \alpha_i^* = 0 \), \( K(x_i, x_j) \) is the kernel function, \( n \) is the total number of points, and \( b \) is a constant parameter. To achieve a more confident regression, the dimensionality of the input space is changed by kernel functions. Therefore, applying suitable kernel functions among the various predefined types (e.g., linear, polynomial, radial basis function, multi-layer perception, sigmoid, etc.) has a crucial impact on the performance of the SVR. The most commonly used function is the radial basis function (RBF) [34], which is defined as follows:

\[ K(x_i, x_j) = e^{-\gamma \|x_i - x_j\|^2} \]  

(8)

here, \( \gamma > 0 \) is the kernel parameter [35]. In this study, the SVR parameters are optimized using a two-step grid search method that optimizes the model parameters more effectively [35]. We implemented the SVR models based on quadratic programming in MATLAB. KNN regression is a nonparametric method, where the information derived from the observed data is applied to forecast the number of predicted variables without defining a predetermined parametric relation between the predictor and targets. The basis
of this method is to calculate the similarity between the current \( x_r = \{x_{1r}, x_{2r}, \ldots, x_{mr}\} \) and historical \( x_t = \{x_{1t}, x_{2t}, \ldots, x_{mt}\} \) values of neighbors, as per Equation (9) [36]:

\[
D_{rt} = \sqrt{\sum_{i=1}^{m} w_i(x_{ir} - x_{it})^2} \quad t = 1, 2, \ldots, n \tag{9}
\]

where \( w_i (i = 1, 2, \ldots, m) \) are the weights of the predictors whose summation is equal to one, and \( m \) is the total number of points. The forecasted inflow \( (Y_r) \) is determined using the following probabilistic function of the observed inflow \( (T_j) \):

\[
Y_r = \sum_{j=1}^{k} F(D_{rj}) \times T_j \tag{10}
\]

where \( F(D_{rj}) \) is the kernel function of the \( k \) nearest neighbors (\( k \) observed data with the lowest distance from the current predictor), calculated as Equation (11):

\[
F(D_{rj}) = \frac{1/D_{rj}}{\sum_{j=1}^{k} 1/D_{rj}} \tag{11}
\]

In the KNN algorithm, the weights of the predictors and the number of neighbors \( (k) \) affect the final results; therefore, their optimum values should be calculated to achieve the most relevant results. The performance criteria to assess forecast models are the correlation coefficient \( (R) \), Willmott \( (WI) \), and Nash–Sutcliffe [37–39]. The \( R \) index presents valuable knowledge regarding the direction and level of the linear relationship between the output and the target. Nash takes values between \(-\infty, 1\) as the worst and best model performance, respectively. Values between \((0, 1)\) indicate the desired level of accuracy, while the values smaller than zero reveal that the average of the targets is a better estimation than the output values, which reflects undesirable performance [40]. The \( WI \) index usually overcomes the non-sensitivity features, as it determines the difference between the target and the output values that only have a power of 1 and is superior to other indices; however, values greater than 0.65 are possible, even for weak models [38].

2.2. Water Resources Model

To investigate the effects of forecast accuracy on the performance of operation policies, two types of operation rule curves, including the polynomial rule curve (PRC) and the hedging rule curve (HRC), are provided. The reservoir operation model is presented as Equations (12)–(17) in the form of a constrained problem. As such, the penalty method is used to replace this problem with an unconstrained problem whose solution ideally converges to the solution of the original problem [41].

\[
\text{Min } Z = \sum_{t} \left( \frac{TD_t - R_t}{TD_t} \right)^2 + \sum_{j} C_j \times P_j \tag{12}
\]

\[
S_{t+1} = S_t + Q_t + P_t - R_t - E_t - \text{Spill}_t \tag{13}
\]

\[
\text{Spill}_t = \text{Max}\{0, (S_{t+1} - S_{\text{max}})\} \tag{14}
\]

\[
S_{\text{min}} \leq S_t \leq S_{\text{max}} \quad \forall t = 1, \ldots, T \tag{15}
\]

\[
P_j = f_j(\sum \text{Viol}_{ij}) \tag{16}
\]

\[
\text{Viol}_{ij} = \alpha(S_i - S_{\text{min}}) + \beta(R_{\text{Env}, t} - \text{ENV}_i) \tag{17}
\]

where \( Z \) is the operation objective function, \( TD_t \) stands for system demand, and \( S_t \) and \( S_{t+1} \) indicate storage at the beginning and end of month \( t \). \( Q_t, P_t, R_t, E_t, \) and \( \text{Spill}_t \) are inflow, precipitation, release, evaporation, and spill rate, respectively. \( \text{ENV}_i \) and \( R_{\text{Env}, t} \) are the environmental demand and release, respectively. Additionally, \( C_j \) is the weight of the penalty function estimated by sensitivity analysis, and \( P_j \) is the total violation value related
to the minimum environmental flow and minimum water level. The two coefficients $\alpha$ and $\beta$ magnify penalty values leading to faster convergence. In the case of feasible space, the penalty function ensures that the storage level is higher than the minimum level and also ensures that meeting the environmental flow requirements is the highest priority demand. The values for evaporation and precipitation are determined using the iterative method. To have a better overview, Equation (12) represents the objective function according to the minimization of the relative deficit, which is penalized in the opposite direction in case of violation constraints. Equations (13)–(15) represent the physical constraints, including mass balance and reservoir storage, which may lead to spillage or storage below the minimum level. Equation (16) determines the total violation of the constraints over the course of the entire period and are estimated independently in Equation (17). To operate the water resource system, two operating policies formed by polynomial and hedging rules are defined. The real-time state of the polynomial rule curve (RPRC) is as seen in Equation (18) [42]:

$$R_t = a_i \times S_t + b_i \times Q_t + c_i \times D_t + \varepsilon_i$$  \hspace{1cm} (18)

where, $a_i$, $b_i$, and $c_i$ are the rule curve coefficients, and $D_t$ and $\varepsilon_i$ are the total demand and an auxiliary parameter to help conversion. Other parameters were introduced earlier. According to Equation (18), release rates are achieved as a factor of current storage, demand, and the coming inflow rate. The coefficients of $a_i$, $b_i$, and $c_i$ are estimated during optimization. If the inflow term is removed from Equation (18), the static state of the polynomial rule curve (SPRC) is obtained. Similarly, using the observed inflow term instead of the forecast term leads to a complete polynomial rule curve (CPRC). To investigate the hedging policy, two hedging levels ($S_{\text{target}}$, $S_{\text{firm}}$) are defined, so the reservoir storage is divided into three zones according to Equation (19). For each zone, an allocation coefficient ($\alpha_t$) is defined, which determines the release rate [5]. As a result, there are five unknown variables for each month, including two hedging levels and three allocation coefficients that are estimated similarly during the optimization process. Equation (19) indicates the real-time state of the hedging policy (RHRC):

$$R_t = \begin{cases} 
\alpha_{t.1} \times \sum_i D_{i,t} & \text{if } S_{\text{target}} \leq S_t + Q_t \\
\alpha_{t.2} \times \sum_i D_{i,t} & \text{if } S_{\text{firm}} \leq S_t + Q_t \leq S_{\text{target}} \\
\alpha_{t.3} \times \sum_i D_{i,t} & \text{if } S_{\text{min}} \leq S_t + Q_t \leq S_{\text{firm}} 
\end{cases} \hspace{1cm} \text{Zone 1} \hspace{1cm} \text{Zone 2} \hspace{1cm} \text{Zone 3}$$  \hspace{1cm} (19)

where $\alpha_{t,j}$ represents the allocation coefficient at time $t$ for zone $j$. The other parameters were introduced earlier. In Equations (18) and (19), the priority of all of the demands is considered the same. Similarly, eliminating and replacing the inflow terms with observed values leads to a static and completed state of the hedging rule curve, respectively (SHRC and CHRC). To optimize the rule curve parameters, a real efficient version of GA is used in the form of a simulation–optimization model [27]. The random pairing and modified alpha blending operators are employed in the pairing and crossover steps [43]. The algorithm parameters are estimated by performing sensitivity analysis, and the optimal values of these parameters are summarized in Table 1.

**Table 1.** Applied parameters value for optimization models.

| Operation Strategy | Decision Variables | Population Size | Mating Rate | Mutation Rate |
|--------------------|--------------------|-----------------|-------------|---------------|
| SPRC               | 36                 | 140             | 0.5         | 0.16          |
| RPRC               | 48                 | 180             | 0.5         | 0.16          |
| CPRC               | 48                 | 180             | 0.5         | 0.16          |
| SHRC               | 60                 | 220             | 0.5         | 0.16          |
| RHRC               | 60                 | 220             | 0.5         | 0.16          |
| CHRC               | 60                 | 220             | 0.5         | 0.16          |
2.3. Evaluation Model

To investigate the impact of the forecast accuracy on the performance of the predefined rules, the optimization process is categorized according to the role of the inflow parameters: (1) without a forecast term or static state, (2) with a forecast term as a result of a coupled forecast–simulation–optimization model or real-time state, and (3) benefited from the real observed inflow or completed state. Finally, comparing the operation indices, the influence of the forecast term and its corresponding accuracy will be determined.

In this study, the single reservoir system of Dez in Iran is investigated according to Figure 4. The Dez river consists of the Sezar and Bakhtiari branches and joins the Karun river at the BandeGhir and forms the Great Karin river. Table 2 presents the essential reservoir information. Several studies have been conducted to improve the performance of this system to define a systematic simulation. In this study, all of models were developed to cover a period of 60 years, from October 1957 to December 2017. To develop the forecast models, 70% of data were used for training, 15% were used for validation, and 15% were for the testing processes. However, to evaluate the operating policies, 70% and 30% of the data were used in the optimization and simulation stages, respectively. Additionally, all of the demands were considered to be lumped to facilitate the simulation process.

| Reservoir Specification                  | Value | Reservoir Specification                  | Value |
|-----------------------------------------|-------|-----------------------------------------|-------|
| Mean annual discharge (m³/s)            | 254   | Regulation ability                      | Multiyear |
| Normal water level (m)                  | 352   | Installed capacity (MW)                 | 520   |
| Minimum operation level (m)             | 310   | NWL storage (billion m³)                | 45    |
| NWL storage (billion m³)                | 3174  | Design head (m)                         | 165   |
| MOL storage (billion m³)                | 1126  | Number of units                         | 8     |

3. Results

In the first forecast method, five independent networks for wavelet components were developed, where some of the lags between 1 to 10 were considered as predictors according to the ACF and PACF functions. The final inflow was estimated as the summation of
these forecasted components. In the second method, useful features against one month ahead of inflow were identified among five wavelet components. Table 3 indicates that the minimum objective function of the wrapper method (Equation (5)) was gained using the approximation component of layer four and the detail components of layers one, three, and four with corresponding lags.

Table 3. Feature selection output—second method.

| Kind of Features | Objective Function ($z$) |
|------------------|--------------------------|
| App41-App42-App43-App47 | 32.36 |
| D11-D12-D15-D18 | |
| D31-D36-D39 | |
| D41-D45-D48 | |

The feature magnifier, $\beta$ (Equation (5)), was estimated using a trial-and-error approach during the optimization process. This parameter can alter the feature selection policy, where the smaller value of $\beta$ causes the model to be more flexible and leads to the use of more features. The higher value of $\beta$ magnifies the influence of $n_i$ and usually results in the use of a fewer number of features [44]. In this study, the $\beta$ coefficient was estimated as 0.21, which allowed the model to apply more features as long as the objective function was downward.

When the practical features of inflow were identified, the stacking algorithm was used to perform the learning process to complete the proposed forecast model. In the stacking algorithm, the central learners of the first layer have a significant impact on the results [45]. These models must estimate the outputs as accurately as possible and must simultaneously not overfit the input data [45]. In this study, the KNN, MLP, and SVR sub-models were used as the first layer learners, and the SLP was applied as the second layer, which is an aggregator. Then, all of the sub-model parameters were calibrated through a trial-and-error method. To increase the regression flexibility, an RBF kernel was used in the SVR sub-model, and all of the lagrangian coefficients ($\alpha_i^-$, $\alpha_i^+$) resulting in support vectors, weights, and bias values were calculated using a quadratic optimization. In this regard, the calibration of the SVR parameters, including the support range ($\varepsilon$), cost of violation ($C$), and the number of kernels ($\sigma$), was a serious challenge. It was observed that the fewer values of $\sigma$ induced more localization to optimization behavior, which led to sharper peaks, while higher $\sigma$ neglected the dynamics of the data, which significantly deviated the outputs from the initial behavior [45]. On the other hand, the higher values of $\varepsilon$ made the model more flexible so that it could try more sets of data, and the smaller values limited the optimization to the smaller ranges, which improved the accuracy [46]. The simultaneous calibration of these parameters was very challenging, which imposed more calculation costs on the model. In this study, these parameters were estimated as $\varepsilon = 0.1$, $C = 88$, and $\sigma = 1$. Additionally, in the KNN algorithm, the number of neighbors was set to $k = 15$. Another point raised here was about the weights of the nearest neighbors. In this study, whenever we talk about KNN, we are referring to the weighted version, which uses the weighted average of the nearest neighbors for each sample. The nearest neighbors are determined based on the Euclidean distance criterion according to Equation (9). In the MLP sub-model, the number of neurons was set to 10, and the sigmoid and linear transfer functions were also used in the hidden and output layers, respectively. Figure 5 illustrates that the minimum weight of the stacking sub-models was gained for SVR in the second layer due to the concept of the learning process [47]. It can be observed that SVR was overfitted on the training data and therefore could not perform correctly in the training phase of the second layer, which generally uses validation data. On the contrary, KNN performed moderately in the first and second training phases, which led to higher weight values. It can be seen that 54% of the final output is estimated using MLP, which could have originated from the accurate and straightforward nature of the learning process in this algorithm [28].
Weights of sub-models in stacking algorithm.

Table 4 shows the final performance of the forecast model for two proposed methods in the form of evaluation indices:

Table 4. Evaluation criteria for forecast models.

| Proposed Method     | R       | WI     | Nash  |
|---------------------|---------|--------|-------|
| Autocorrelation     | 0.922   | 0.873  | 0.839 |
| Ensemble learning   | 0.962   | 0.966  | 0.903 |

As shown, the ensemble learning method, which directly forecasts inflows, performed better than the other one, which forecasts the wavelet components independently. More evaluation shows that the correlation coefficient R in the second approach has the highest value, equal to 0.962, which proves desirable estimation in terms of linearity. Additionally, the WI index behaves very similar to R, where it records a number above 0.972, which is expected. Similarly, the Nash index is estimated as 0.903, which shows satisfied regression with better performance than the first method [39]. Figure 6 visualizes the simulation of the inflow forecast for the test data according to the proposed methods.

It can be seen that despite apparently desirable performances, neither method performed well in terms of peak estimation. However, the direct forecast model handled the initial data pattern better than the autocorrelation method, which estimated some sample points as a negative number. How much the preprocessing improved the evaluation indices should be noted [16]. Figure 7 indicates the percentage of improvement resulting from preprocessing divided by each index.

Figure 6. Comparison of observed and forecast data of proposed methods.
More evaluation revealed that the WI index showed the least amount of impact from preprocessing, as the greatest change in the second method was recorded, about 16%. Moreover, this process affected the indices of the second method, which could be due to the adverse effects of the detail component of the second layer. This component had a very low correlation with inflow, which caused it to be omitted during feature selection. Therefore, the absence of this parameter in the ensemble training improved learning performance. Figure 8 illustrates the peak values of the estimated inflow obtained by the proposed approaches compared to the observed data.

As it can be clearly seen, neither method estimated the peak samples accurately. This fact could be due to the small number of samples for peak data [48]. Figure 6 indicates that the autocorrelation method is more effective in estimating these points, which could be due to the independent forecasting of the components, where each component tends to be estimated separately according to its interior behavior. In summary, the second method, i.e., ensemble learning based on a stacking algorithm, is considered to be coupled with the proposed simulation–optimization model.

To investigate the impact of forecast accuracy on the performance of operation rules, the results were evaluated according to a forecast–simulation–optimization model. As shown in Table 5, the addition of the inflow forecast term led to an improvement for the RPRC that was 7.5% higher than the static state of the SPRC in terms of the relative deficit. The results also showed the better performance of the RPRC in other indices such as quantitative reliability and maximum vulnerability as 7% and 4%, respectively. On the other hand, comparing the RPRC and CPRC, which benefited from complete forecast, i.e., R = 1, revealed that a 4% improvement in the correlation coefficient decreased the relative deficit by 8.1%. Moreover, with 2% and 10% improvement in WI and Nash, respectively, the same 8.1% reduction could be expected. Accordingly, it can be concluded that the
performance of a real-time polynomial rule curve was more sensitive to the WI index of the coupled forecast model. Similarly, the influence of forecast accuracy against the operation indices was evaluated for the hedging policy, where a 4% increase in $R$ decreased the relative deficit by 15.5%. The same improvements were gained for other indices, including 6.25%, 5.28%, and 1.36% for reliability, quantitative reliability, and maximum vulnerability, respectively. In general, it can be concluded that the hedging rule curves were more sensitive to the forecast accuracy than the polynomial rule curves.

Table 5. Effects of forecast accuracy on operation criteria.

| Evaluation Criteria       | Polynomial Rule Curves | Hedging Rule Curve | SOP  |
|---------------------------|------------------------|--------------------|------|
|                           | SPRC | RPRC | CPRC | SHRRC | RHRC | CHRC |     |
| Relative Deficit          | 0.53 | 0.49 | 0.45 | 0.49  | 0.45 | 0.38 | 0.55|
| Reliability               | 0.6  | 0.67 | 0.725| 0.63  | 0.71 | 0.77 | 0.79|
| Vulnerability (Max)       | 0.77 | 0.74 | 0.72 | 0.74  | 0.73 | 0.7  | 1   |
| Quantitative Reliability  | 0.66 | 0.70 | 0.76 | 0.68  | 0.72 | 0.79 | 0.81|
| Reliability               |      |      |      |       |      |      |     |

More evaluation revealed that the decision variables for all of the optimized rule curves were on feasible space. In other words, considering all of the proposed rule curves, the constraints of the minimum storage and minimum environmental demands were completely satisfied. Another point is about the range of variations in the objective function, where every little change in the squared relative deficit reflected a significant improvement in the operation performance, originating from the nature of Equation (12). Therefore, any slight changes in the objective function resulting from the forecast accuracy must be achieved as much as possible. Table 5 also indicates the superiority of real-time and completed policies over standard operation policy in the case of volume-based indices such as vulnerability [14].

The simulation models illustrated the magnified influence of forecast accuracy on the operation policies during late summer and early autumn for the polynomial rules. For example, increasing the forecast accuracy could improve the allocation reliability of autumn by 15%, while this number declined to 6% for spring. Similarly, the improvement of the forecast accuracy decreased the vulnerability by 31% and 27% for the autumn and spring, respectively, which indicates the variable influence in different seasons [49]. The same results were obtained for the hedging policy, where the forecast term accuracy could fluctuate during different seasons.

Reflecting on the effects of forecast accuracy, Figure 9 visualizes the variations of the operational indices for the complete operating rules against the real-time rule curves. As it can be inferred, the relative deficit was generally more sensitive to the forecast accuracy. In contrast, the maximum vulnerability was the least sensitive index in both policies, which could be related to the nature of these indices. As this index is the maximum value of the deficits that occurred, which are directly related to the volume of the allocated water, the improvement of this factor at any value means a significant increase in demand allocation. Therefore, the vulnerability-based indices are generally less sensitive to forecast terms.
Figure 9. Variation of operational indices for completed rule.

Figure 10 represents how the completed rule curves, including CPRC and CHRC, reduced the water deficit over the last ten years of the simulation period. In these figures, the non-white cells indicate the improvement in the total deficit. In other words, the intensity of the non-white cells can be determined as the difference of the total deficit between the completed and real-time rule curves. As such, the darker the cells, the more the percentage of the total deficit reduced due to the improvement in the forecast accuracy. Additionally, the total deficit variations are represented using a color spectrum. According to these figures, the total deficit was reduced more in the case of intensity reduction (darker cells) and the number of periods (number of non-white cells) following the hedging policy. This fact is related to the nature of the hedging policy, which dictates that keeping the water level high makes the rule more dependent on the forecasting terms [48]. Hence, this dependency is reflected in more variations related to higher forecast accuracy.

Figure 10. Visualization of deficit variation over the last ten years of the simulation period against real-time rule curves. (a) CPRC, (b) CHRC.

4. Discussion

Further discussion about the reservoir storage fluctuation reflected the effects of forecast accuracy on the range of usable storage space. In the months leading to the wet season, the higher forecast accuracy led to more flexible operation and resulted in more lower reservoir water levels [49]. A comparison of the results from RPRC and CPRC illustrates that the completed forecast model caused the storage to drop toward dead storage levels by 6% more than the inaccurate forecast term. The same results were obtained for hedging rules where CHRC or using more accurate forecast terms utilized more than 7% of the potential storage space than RHRC. Subsequently, spillage rates where accurate awareness about the future flows reduced the risk of reservoir filling were affected [16]. Using
actual inflows in the case of CPRC, and CHRC reduced the spillage rate by 7% and 10% compared to the rules using semi-accurate forecast terms in RPRC and RHRC, respectively.

Similarly, this improvement was observed in the months leading to the dry season, where more accurate awareness about future inflows kept the water level as close to the maximum level as possible, and more potential reservoir storage was reserved for the coming dry season [49]. The superiority of the forecast-based rule curves confirmed the significant role of the future inflow term as a part of the mathematical rule equation. On the other hand, it was observed that the improvement of the forecast accuracy could have twofold effects on the performance of coupled policies. Hence, improving forecast accuracy as much as possible is crucial in order to have better insight on unstable future conditions.

As we concluded, forecast accuracy has a huge impact on the performance of forecast-based operation policies. The question now is how we can be optimistic about these improvements. Today, climate change has intensified as a result of greenhouse gas production, which is on a dramatic upward trend. This phenomenon can alter rainfall patterns. On the other hand, rainfall–runoff regimes have been significantly triggered by human activities and land use alterations. Therefore, all of these factors have an exponential effect on the performance of forecast models and also deviate the estimation accuracy against observational records. This issue can be considered to be one of the most obvious drawbacks of forecast-based policies, where the accuracy of the forecasted inflows plays a key role in gaining desirable performance during the application of such policies.

5. Conclusions

In order to evaluate the impact of forecast accuracy on the performance of the reservoir operation, some forecast-based operating rule curves were extracted by applying various methodologies and data-driven intelligent models, and the results were compared based on different performance criteria. The developed models were implemented for operation on the Dez reservoir in southwest Iran over a long period of time. Analyzing and discussing the achieved results, the following conclusions can be presented:

1. The wavelet-based decomposed components of inflow time series are positively correlated with the inflow term and can be used directly with longer time horizon estimations. This can be explained mathematically with the concepts of the discrete wavelet transform since each component represents a degree of similarity between the mother wavelet and the initial time series for different frequencies.

2. Each machine learning algorithm can only express some parts of the learning space between the input and output attributes, depending on their computational structure. Therefore, combinatorial approaches that benefit from the combined capabilities of various intelligent methods can significantly improve learning performance.

3. Implementing a forecast term into the operating rule curves remarkably improves the performance of the reservoir operation compared to conventional policies. This could be due to the ability of glancing into future conditions, which can make the rule curves more flexible and compatible with the flow patterns, while having no estimation of the future inflows generally leads to wrong decisions.

4. The performance criteria represent the average values over a long-term horizon, while the effects of forecasting on the performance of the operating rules are varied throughout different conditions. Specifically, while the accuracy of data-driven methods dramatically depends on the sample size, the extracted forecast-based rules may result in considerable errors for extreme events, such as peak flows or severe droughts.

5. The effect of forecast accuracy on operating rules is not constant and strongly depends on the conceptual structure and mathematical formulation of the operating rules. Among the different considered operating rules in the present study, the forecast accuracy affects the hedging rule the most.
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