Estimating the ratio of means
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1 Introduction

It is often of interest to study the ratio of means in the place of the difference of the means. Researchers are often interested in the ratio of two measured quantities. An important example is the body mass index (BMI). The BMI or Quetelet index is a value derived from the mass (weight) and height of an individual. It is defined as the body mass (in kilograms) divided by the square of the body height (in meters). See for example [4]. In finance, an important ratio is the so-called Sharpe ratio. It is the ratio of the excess expected return of an investment to its return volatility or standard deviation. This ratio introduced in 1966 [22] and revised in 1994 [3] by Sharpe has become popular to adjust return rates of investments for risk, allowing the understanding of how the return of investment compares to its risk. In this way, higher Sharpe ratios would mean investments would generate better risk-adjusted returns. See e.g. [1, 4, 7].

In accountancy, accountants use a lot of financial ratio’s to compare companies with a benchmark, for instance for predicting failures. See e.g. [2]. In an earlier paper [19], authors studied central limit theorems for the coefficient of variation and for the ratio of variances for dependent and for independent samples.

More applications of ratios of means are recently found in a diversity of fields. For instance, in environment we have the called Arctic amplification which is most often expressed as the quotient between the mean change in Arctic temperatures and the global change over a period of analysis [21]; and, in occupational hygiene we have that a way for evaluating the effectiveness of implementing a work practice in reducing the concentration of an analyte in the urine of exposed workers is through the ratio between analyte concentrations obtained before and after implementing the work practice [15].

Regarding finite variance and large samples, typical approaches for building confidence intervals for ratios of means of independent populations have been based on methods as Fieller’s Theorem [9, 10, 11], Taylor series [20] and bootstrap [6]. We tackle independent as well as dependent populations by applying the central limit theorem and Cramér-Wold device [3].

Regarding infinite variance and large samples, this fact matters because such a situation often occurs in many fields like meteorology, health care, finance and insurance. However, for the best of our knowledge, there is no proposals for building confidence intervals when ratios of means are required. We tackle this problem by using stable distributions if populations are independent.

In this paper we study ratios of the mean in the case of large paired (dependent) or large unpaired (independent) samples. In the paper we assume that moments exist whenever needed. In the third section we give some more comments in the case that the variance of the underlying distribution(s) is not finite. The last section presents concluding remarks, including future applications.
2 The ratio of two means

In what follows \( N(\mu, \sigma^2) \) denotes the normal distribution with mean \( \mu \in \mathbb{R} \) and variance \( \sigma^2 (> 0) \).

2.1 Unpaired samples

Let \( X, X_1, X_2, \ldots, X_n \) denote independent identically distributed (i.i.d.) random variables (r.v.s) with \( EX = \mu_1 \) and \( Var(X) = \sigma_1^2 \). Independent of the \( X \), let \( Y, Y_1, Y_2, \ldots, Y_m \) denote i.i.d. r.v. with \( EY = \mu_2 \neq 0 \) and \( Var(Y) = \sigma_2^2 \). This case was treated, among others, by Mahmoudi et al. [18], see also [24]. Let \( X \) and \( Y \) denote the sample means.

As \( n, m \to \infty \), by the usual Central Limit Theorem (CLT) we have

\[
\sqrt{n}\frac{\bar{X} - \mu_1}{\sigma_1} \implies Z_1 \sim N(0, 1),
\]

\[
\sqrt{m}\frac{\bar{Y} - \mu_2}{\sigma_2} \implies Z_2 \sim N(0, 1).
\]

Assume now that \( n \sim \lambda m \) for some \( \lambda > 0 \). In this case we have

\[
\sqrt{n}\frac{\bar{Y} - \mu_2}{\sigma_2} \implies Z_3 := \sqrt{n}Z_2 \sim N(0, \lambda),
\]

where \( Z_1, Z_2 \) are independent. Because of the independence, for all \( (a, b) \neq (0, 0) \) we have

\[
\sqrt{n}\left( a\frac{\bar{X} - \mu_1}{\sigma_1} + b\frac{\bar{Y} - \mu_2}{\sigma_2} \right) \implies aZ_1 + bZ_3,
\]

or

\[
\sqrt{n}\left( a\sigma_1\frac{\bar{X} - a\mu_1}{\sigma_1} + b\sigma_2\frac{\bar{Y} - b\mu_2}{\sigma_2} \right) \implies aZ_1 + bZ_3.
\]

The choice \( a\sigma_1\mu_1 = -b\sigma_2\mu_2 \) implies that

\[
\sqrt{n}\left( a\sigma_2\frac{\bar{X} - a\sigma_1\mu_1}{\sigma_2} + b\sigma_2\frac{\bar{Y} - b\sigma_1\mu_2}{\sigma_2} \right) \implies aZ_1 + bZ_3.
\]

Choosing \( a = \sigma_1 \) we arrive at

\[
\sqrt{n}\left( \bar{X} - \frac{\mu_1}{\mu_2} \bar{Y} \right) \implies \sigma_1Z_1 - \sigma_2\frac{\mu_1}{\mu_2}Z_3.
\]

Setting \( \mu = \mu_1/\mu_2 \) we get at

\[
\sqrt{n}(\bar{X} - \mu \bar{Y}) \implies \sigma_1Z_1 - \sigma_2\mu Z_3 =: Z_4 \sim N(0, \sigma_1^2 + \sigma_2^2\mu^2),
\]

or equivalently

\[
\sqrt{n}\frac{\bar{X} - \mu \bar{Y}}{\sqrt{\sigma_1^2 + \sigma_2^2\mu^2}} \implies Z_5 \sim N(0, 1),
\]

or

\[
\frac{\bar{X} - \mu \bar{Y}}{\sqrt{\frac{1}{n}\sigma_1^2 + \frac{1}{m}\sigma_2^2\mu^2}} \implies Z_5 \sim N(0, 1).
\]

We can replace \( \sigma_1^2 \) by \( s_1^2 = \sum_{i=1}(X_i - \bar{X})^2/(n-1) \), \( \sigma_2^2 \) by \( s_2^2 = \sum_{i=1}(Y_i - \bar{Y})^2/(m-1) \), and \( \mu \) by \( \hat{\mu} = \bar{X}/\bar{Y} \) with \( \bar{Y} \neq 0 \) to obtain

\[
A = \frac{\bar{X} - \mu \bar{Y}}{\sqrt{\frac{1}{n}s_1^2 + \frac{1}{m}s_2^2\hat{\mu}^2}} \implies Z_5 \sim N(0, 1).
\]

Formula (2) leads to confidence statements for \( \mu \) of the form, for a confidence level \( 0 < \alpha < 1 \):

\[
\mu = \frac{\bar{X} \pm z_{\nu}/2\sqrt{\frac{1}{n}s_1^2 + \frac{1}{m}s_2^2\hat{\mu}^2}}{\bar{Y}},
\]

where \( z_{\nu} \) is the \( \nu \times 100 \)th percentile of the standard normal distribution. To test \( H_0 : \mu = \mu_0 \), we can use the test statistic

\[
A_0 = \frac{\bar{X} - \mu_0 \bar{Y}}{\sqrt{\frac{1}{n}s_1^2 + \frac{1}{m}s_2^2\mu_0^2}},
\]

which under \( H_0 \) has an asymptotic standard normal distribution as pointed out in [17].

Remark 1

1) If \( \sigma_1^2 = \sigma_2^2 = \sigma^2 \) we can estimate \( \sigma^2 \) by the pooled variance \( s_p^2 \) and then [17] can be replaced by

\[
A = \frac{\bar{X} - \mu \bar{Y}}{s_p\sqrt{\frac{1}{n} + \frac{1}{m}\mu^2}} \implies Z_5 \sim N(0, 1),
\]

\[
\mu = \frac{\bar{X} \pm z_{\nu}/2s_p\sqrt{\frac{1}{n} + \frac{1}{m}\mu^2}}{\bar{Y}}.
\]

2) If also \( n = m \), we find that

\[
A = \sqrt{n}\frac{\bar{X} - \mu \bar{Y}}{s_p\sqrt{1 + \mu^2}} \implies Z_5 \sim N(0, 1),
\]

\[
\mu = \frac{\bar{X} \pm z_{\nu}/2s_p\mu^{-1/2}\sqrt{1 + \mu^2}}{\bar{Y}}.
\]

2.1.1 Application

Consider the blood pressure measurements (30 sec pulse) collected in the National Health and Nutrition Examination Survey, US, corresponding to 2017-2018. These measurements are taken for males (X)
and females \( Y \). These data without missing values concern 3301 observations for males and 3441 for females. Members of these samples are represented by \( X_i \) and \( Y_i \), respectively. We assume that \( X_i \) and \( X \) follow the same distribution, and in a similar way for \( Y_i \) and \( Y \). Also, we assume that \( X_i \) and \( X_j, i \neq j \), are independent from each other, and the same assumption between \( Y_i \) and \( Y_j, i \neq j \). Further, we assume that \( X \) and \( Y \) are independent from each other. Finally, for \( X \) as well as for \( Y \), we admit that these r.v.s have at least moment 2.

We are interested on behavior of \( \mu = \mu_m / \mu_f \) with \( \mu_m \) the expected blood pressure for male and \( \mu_f \) the expected blood pressure for female. To this aim, we formulate the null hypothesis \( H_0 \): \( \mu = 1 \) and go to build the confidence interval given in (3) at \( \nu = 5\% \).

From those data, we get

\[
\begin{align*}
\bar{\mu}_m &= 72.45198 \\
\bar{\mu}_f &= 74.99506 \\
\sigma^2_{m} &= 155.4878 \\
\sigma^2_{f} &= 148.0352.
\end{align*}
\]

These inputs then give the confidence interval \([0.9582443; 0.9793959]\). This fact therefore means that \( H_0 \) is rejected at \( \nu = 5\% \). Further, this interval would suggest that \( \mu < 1 \).

### 2.2 Paired samples

In this section, let \((X, Y), (X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)\) denote i.i.d. random vectors with \( E \mathbf{X} = \mu_1, E \mathbf{Y} = \mu_2, \text{Var}(X) = \sigma_1^2, \text{Var}(Y) = \sigma_2^2 \) and with \( \rho = \rho(X, Y) \). Now consider linear combinations of the form \( L = aX + bY \). Clearly we have

\[
\begin{align*}
\mu_L &= EL = a\mu_1 + b\mu_2, \\
\sigma_L^2 &= \text{Var}(L) = a^2\sigma_1^2 + b^2\sigma_2^2 + 2ab\rho\sigma_1\sigma_2.
\end{align*}
\]

The CLT for \( L \) shows that

\[
\sqrt{n} \frac{L - \mu_L}{\sigma_L} \Rightarrow Z \sim N(0, 1),
\]

or equivalently that

\[
\sqrt{n} (aX + bY - a\mu_1 - b\mu_2) \Rightarrow \sigma_L Z \sim N(0, a^2\sigma_1^2 + b^2\sigma_2^2 + 2ab\rho\sigma_1\sigma_2), \quad (4)
\]

for all \((a, b) \neq (0, 0)\). By the Cramér-Wold device, it follows that

\[
\sqrt{n} (\bar{X} - \mu_1, \bar{Y} - \mu_2) \Rightarrow (U, V), \quad (5)
\]

where \((U, V)\) has a bivariate normal law with means \( EU = EV = 0 \) and with variance-covariance matrix \( \Sigma = \begin{pmatrix} \sigma_1^2 & \rho\sigma_1\sigma_2 \\ \rho\sigma_1\sigma_2 & \sigma_2^2 \end{pmatrix} \).

Taking \( a = \mu_2 \) and \( b = -\mu_1 \) relations (4), (5) show that

\[
\sqrt{n} (\mu_2 \bar{X} - \mu_1 \bar{Y}) \Rightarrow \mu_2 U - \mu_1 V := Q \sim N(0, \mu_2^2\sigma_1^2 + \mu_1^2\sigma_2^2 - 2\mu_1\mu_2\rho\sigma_1\sigma_2).
\]

Note that \( \text{Var}(Q) = \text{Var}(\mu_2 U - \mu_1 V) \). Setting \( \mu = \mu_1 / \mu_2 \), we also have

\[
\sqrt{n} (\bar{X} - \mu \bar{Y}) \Rightarrow R \sim N(0, \sigma_1^2 + \mu^2\sigma_2^2 - 2\mu\rho\sigma_1\sigma_2),
\]

or

\[
\sqrt{n} \frac{\bar{X} - \mu \bar{Y}}{\sqrt{\sigma_1^2 + \mu^2\sigma_2^2 - 2\mu\rho\sigma_1\sigma_2}} \Rightarrow Z \sim N(0, 1).
\]

Replacing the unknown quantities by their respective estimates, we obtain that

\[
\sqrt{n} \frac{\bar{X} - \mu \bar{Y}}{\sqrt{s_1^2 + \bar{\mu}^2s_2^2 - 2\bar{\mu}\bar{s}_1s_2}} \Rightarrow Z \sim N(0, 1).
\]

Now we get confidence statements of the form

\[
\mu = \frac{\bar{X} \pm \frac{1}{\sqrt{n}} \sqrt{s_1^2 + \bar{\mu}^2s_2^2 - 2\bar{\mu}\bar{s}_1s_2}}{\bar{Y}}.
\]

**Remark 2**

1) If \( \sigma_1 = \sigma_2 = \sigma \) we can simplify and find

\[
\sqrt{n} (\bar{X} - \mu \bar{Y}) \Rightarrow N(0, \sigma^2(1 + \mu^2 - 2\mu\rho)).
\]

2) If also \( \rho = 0 \), then we find

\[
\sqrt{n} (\bar{X} - \mu \bar{Y}) \Rightarrow N(0, \sigma^2(1 + \mu^2))
\]

### 2.2.1 Application

Consider the height \((X)\) and weight \((Y)\) measurements (cm and kg) collected in the National Health and Nutrition Examination Survey, US, corresponding to 2017-2018. For females, these data without missing values concern 4108 observations \((X, Y)\). We assume that \((X_i, Y_i)\) and \((X_j, Y_j), i \neq j\) are independent. Also, we assume \(X_i\) follows the same distribution than \(X\), and for \(Y_i\) a similar hypothesis.

We are interested on to evaluate behavior of the Body Mass Index (BMI) which is calculated as weight
in kilograms divided by height in meters squared. To this aim, we formulate the null hypothesis $H_0$: BMI < 30, because indexes greater or equal than 30 are a concern of health. To evaluate such a hypothesis, we go to build the confidence interval given in [6] at $\nu = 5\%$, adapting it for testing inequalities.

From those data, we get

\[
\begin{align*}
\bar{X} &= 65.28055 \\
\bar{Y} &= 2.335582 \\
\sigma^2_1 &= 808.1152 \\
\sigma^2_2 &= 0.273935 \\
r &= 0.728730.
\end{align*}
\]

These inputs then give the confidence interval \([0.00000; 28.17132]\). This fact therefore implies that $H_0$ is not rejected at $\nu = 5\%$.

### 3 Domains of attraction

In this section we briefly discuss the case where the variances are possibly not finite.

Hereafter $RV_{\alpha}$ denotes the set of regularly varying functions $f$ with index $\alpha \in \mathbb{R}$, i.e. $f(tx)/f(x) \to t^\alpha$ as $x \to \infty$ for all $t > 0$. If $\alpha = 0$, such functions are the so-called slowly varying functions.

#### 3.1 Univariate case

Suppose that the real r.v. $X$ is in the domain of attraction of a stable law $U(\alpha)$ with exponent $\alpha$ where $1 < \alpha \leq 2$. Notation: $X \in DA(U(\alpha))$. This means that we can find a sequence of positive numbers $(a_n)$ so that

\[
nX - EX \xrightarrow{a_n} U(\alpha).
\]

In the case where $\alpha = 2$, $U(2)$ has a normal distribution. To characterize [8], we consider the truncated moment function $V_X(x) = \int_{-x}^{x} y^2 dF_X(y)$. We have the following result.

**Theorem 1** (Chapter XVII.5 in [8])

(i) Suppose that $\alpha = 2$ and that $F_X(x)$ is not concentrated at one point. We have $X \in DA(U(2))$ if and only if $V_X(x) \in RV_0$.

(ii) Suppose that $1 < \alpha < 2$ and that

\[
\frac{P(X > x)}{P(|X| > x)} \to p, \quad \frac{P(X < -x)}{P(|X| > x)} \to q.
\]

Then $X \in DA(U(\alpha))$ if and only if $V_X(x) \in RV_{2-\alpha}$.

(iii) In both (i) and (ii) we have

\[
x^2 P(|X| > x) \to \frac{2 - \alpha}{\alpha}.
\]

Feller’s theorem also shows that in [7] we can take $a_n$ in such a way that $nV_X(a_n) \sim a_n^\alpha$. Now define $W(x) = x^2/V_X(x) \in RV_\alpha$. Since $\alpha > 0$, $W(x) \sim W^0(x)$ where $W^0(x) \in RV_{1/\alpha}$ is increasing. Then we find that $n \sim W(a_n)$ and $a_n \sim W^0(n)$. Among others it follows that $(a_n)$ is regularly varying with index $1/\alpha$. The finite variance case corresponds to the case where $V_X(x) \uparrow EX^2 < \infty$, and then we can choose $a_n$ so that $a_n^2 \sim nEX^2$.

#### 3.2 Independent random variables

Now suppose that $X \in DA(U(\alpha))$ and $Y \in DA(V(\beta))$ where $1 < \alpha, \beta \leq 2$, and where $X$ and $Y$ are independent. This means that there exist sequences $(a_n), (b_n)$ so that

\[
nX - \mu_1 \xrightarrow{a_n} U(\alpha), nY - \mu_2 \xrightarrow{b_n} V(\beta).
\]

If $m \sim \lambda_n, \lambda > 0$, we have

\[
nX - \mu_1 \xrightarrow{a_n} U(\alpha), nY - \mu_2 \xrightarrow{b_n} c(\lambda)V(\beta),
\]

where $c(\lambda)$ is a positive constant depending on $\lambda$.

If $b_n = o(a_n)$, then for all $(a, b) \neq (0, 0)$ we have

\[
n\frac{aX - a\mu_1 - b\mu \pm b\mu_2}{a_n} \xrightarrow{a_n} aU(\alpha).
\]

Choosing $a = 1, b = \mu = \mu_1/\mu_2$ we get that

\[
n\frac{X - \mu Y}{a_n} \xrightarrow{a_n} U(\alpha).
\]

If $a_n = o(b_n)$ we have a similar result.

Next suppose that $V_X(x) \sim cV_Y(x)$ where $c > 0$. This implies that $\alpha = \beta$ and that we can take $a_n = b_n$. Now we find that for all $(a, b) \neq (0, 0)$ we have

\[
n\frac{aX - a\mu_1 - b\mu \pm b\mu_2}{a_n} \xrightarrow{a_n} aU(\alpha) - bc(\lambda)V(\beta).
\]

Choosing $a = 1, b = \mu = \mu_1/\mu_2$ we get that

\[
\frac{X - \mu Y}{a_n} \xrightarrow{a_n} U(\alpha) - bc(\lambda)V(\beta).
\]

From some of the previous results, we have the following one, which will be used later.
Proposition 1 Let $X$ and $Y$ be r.v.s belonging to domains of attraction of stable laws $U(\alpha)$ and $V(\beta)$ with $1 < \alpha, \beta < 2$, respectively. If $V_X(x) \sim c V_Y(x)$ for some $c > 0$, where $V_Z(x) = \int_{-\infty}^{x} y^2 dF_Z(y)$, then $c = 1$.

Proof. Because $X$ and $Y$ belong to domains of attraction of stable laws $U(\alpha)$ and $V(\beta)$, respectively, there exist sequences $a_n$ and $b_m$ such that

\[ n \frac{X - \mu_1}{a_n} \Rightarrow U(\alpha), \quad m \frac{Y - \mu_2}{b_m} \Rightarrow V(\beta), \]

as $n \to \infty$ and $m \to \infty$, respectively. Hence, Theorem 4 implies that

\[ n V_X(a_n) \sim a_n^2 \quad \text{and} \quad m V_Y(b_m) \sim b_m^2, \]

as $n \to \infty$ and $m \to \infty$, respectively. On the other hand, by the hypothesis $V_X(x) \sim c V_Y(x)$, we can take $a_n = b_m$. Hence, we deduce that

\[ a_n^2 \sim n V_X(a_n) \sim n c V_Y(a_n) = n c V_Y(b_m) \sim c t_n^2, \]

i.e. $c = 1$. The proposition then follows. ■

Further, let $F$ and $G$ be the distributions functions associated to $X$ and $Y$, respectively. Assume there exist a slowly varying function $L_X$ at infinite and constants $c_{X,1}, c_{X,2} \geq 0$, $c_{Y,1}, c_{Y,2} > 0$, such that

\[ x^\alpha (1 - F(x)) = (c_{X,1} + o(1)) L_X(x), \]

\[ x^\alpha F(-x) = (c_{X,2} + o(1)) L_X(x), \]

as $x \to \infty$, and there exist a slowly varying function $L_Y$ at infinite and constants $c_{Y,1}, c_{Y,2} \geq 0$, $c_{Y,1}, c_{Y,2} > 0$, such that

\[ x^\alpha (1 - G(x)) = (c_{Y,1} + o(1)) L_Y(x), \]

\[ x^\alpha G(-x) = (c_{Y,2} + o(1)) L_Y(x), \]

as $x \to \infty$.

Consider the following result proved by Ibragimov and Linник [23], see also e.g. [1].

Theorem 2 (Theorem 2.6.5 in [23]) If $F$ belongs to the domain of attraction of a stable law $U(\alpha)$ with $0 < \alpha < 2$, and satisfies (9) for some constants $c_1$ and $c_2$ and $L$ being slowly varying function, then the logarithm of the characteristic function of $1 - F$ as $t \to 0$ is

\[ it \delta - c |t|^\alpha L(|t|^{-1}) \left[ 1 - i \beta \frac{t}{|t|} \tan \left( \frac{\alpha \pi}{2} \right) \right] + o(|t|^\alpha L(|t|^{-1})), \]

where

\[ \beta = \frac{c_1 - c_2}{c_1 + c_2}, \]

\[ c = \Gamma(1 - \alpha)(c_1 + c_2) \cos \left( \frac{\alpha \pi}{2} \right), \]

\[ \delta = E[X]. \]

A consequence of this result is the following one.

Proposition 2 Let $X_1, \ldots, X_n$ be a sample of r.v.s of a r.v. $X$, which follows a distribution function $F$. Let $Y_1, \ldots, Y_m$ be a sample of r.v.s of a r.v. $Y$, which follows a distribution function $G$. Assume that $X$ and $Y$ are independent and that they satisfy the hypothesis of Proposition 1 with $E(Y) \neq 0$. Assume that $F$ and $G$ satisfy (9) and (10) for some constants $c_{X,1}, c_{X,2}$, $c_{Y,1}, c_{Y,2}$ and $L_X$ and $L_Y$ being slowly varying functions, respectively. If $n = \lambda m$ for some $\lambda > 0$ and taking $\mu = \mu_1/\mu_2$ with $\mu_1 = E(X)$ and $\mu_2 = E(Y)$, then we have, for some stable law $W$,

\[ n \frac{X - \mu Y}{a_n} \Rightarrow W(\alpha) = W(\alpha, \beta_W, c_W, \delta_W), \]

where

\[ \beta_W = \frac{c_X \beta_X + c_Y \frac{\beta_X}{\alpha} \beta_Y}{c_X + c_Y \frac{\beta_X}{\alpha}}, \]

\[ c_W = \left( c_X + c_Y \frac{\beta_X}{\alpha} \right)^{1/\alpha}, \]

\[ \delta_W = 0, \]

with $c_X = \Gamma(1 - \alpha)(c_{X,1} + c_{X,2}) \cos \left( \frac{\alpha \pi}{2} \right)$, $\beta_X = (c_{X,1} - c_{X,2})/(c_{X,1} + c_{X,2})$ and $\beta_Y = (c_{Y,1} - c_{Y,2})/(c_{Y,1} + c_{Y,2})$.

Proof. Let $X$ and $Y$ be r.v.s satisfying $V_X(x) \sim c V_Y(x)$ and belonging to domains of attraction $DA(U(\alpha))$ and $DA(V(\alpha))$, respectively. Hence and by hypothesis, there exist sequences $a_n$ and $a_m$ such that

\[ T_{X,n} = n \frac{X - \mu_1}{a_n} \Rightarrow U(\alpha), \]

and

\[ T_{Y,m} = m \frac{Y - \mu_2}{a_m} \Rightarrow V(\alpha), \]

as $n \to \infty$ and $m \to \infty$. Hence, Theorem 2 indicates that when $t \to 0$, the logarithm of the characteristic function of $T_{X,n}$ is, after straightforward computations, as $n \to \infty$,

\[ \log \varphi_{T_{X,n}}(t) = -nc_X \left| \frac{t}{a_n} \right|^\alpha L_X \left( \left| \frac{t}{a_n} \right|^{-1} \right) \times \left( 1 - i \beta_X \frac{t}{|t|} \tan \left( \frac{\alpha \pi}{2} \right) \right) \]

\[ + o \left( n \left| \frac{t}{a_n} \right|^\alpha L_X \left( \left| \frac{t}{a_n} \right|^{-1} \right) \right), \]
where \( c_X = \Gamma(1 - \alpha)(c_{X,1} + c_{X,2}) \cos \left( \frac{\alpha \pi}{2} \right) \) and \( \beta_X = (c_{X,1} - c_{X,2})/(c_{X,1} + c_{X,2}) \). Because \( T_{X,n} \) converges to \( U(\alpha) \), then \( \log \phi_{T_{X,n}}(t) \) converges to the logarithm of the characteristic function of \( U(\alpha) \) as \( n \to \infty \). Hence we deduce, as \( n \to \infty \),

\[
\frac{nL_X \left( \frac{t}{a_n} \right)}{a_n^\alpha} \to 1. \tag{10}
\]

In a similar way, we deduce, as \( m \to \infty \),

\[
\frac{mL_Y \left( \frac{t}{a_m} \right)}{a_m^\alpha} \to 1. \tag{11}
\]

Next, we analyze \( T_{W,n} = n(X - \mu \bar{Y})/a_n \). After straightforward computations, we get that, as \( t \to 0 \), the logarithm of its characteristic function is

\[
\log \phi_{T_{W,n}}(t) = -nc_X \left| \frac{t}{a_n} \right|^{\alpha \lambda_X} L_X \left( \frac{t}{a_n} \right)^{-1} \times \left[ 1 - i \alpha \frac{t}{t} \tan \left( \frac{\alpha \pi}{2} \right) \right] + o \left( \left| \frac{t}{a_n} \right|^{\alpha \lambda_X} L_Y \left( \frac{t}{a_n} \right)^{-1} \right).
\]

Taking \( n \to \infty \) and then applying (10) and (11) give

\[
\log \phi_{T_{W,n}}(t) \to - \left( c_X + c_Y \left| \frac{\mu}{\lambda} \right|^\alpha \right) \left| t \right|^\alpha \times \left[ 1 - i \alpha \frac{t}{t} \tan \left( \frac{\alpha \pi}{2} \right) \right] + o \left( \left| t \right|^\alpha \right).
\]

The proposition then follows. ■

### 3.2.1 Application

In this application we evaluate the null hypothesis that \( \mu \) is equal to a given \( \mu_0 \) when data would not have variance but do mean. To this aim, we consider logarithmic variations of exchange rates \( r_t \) between US and Indonesia (US-I) and US and Malaysia (US-M), from first January 1994 to 18th May 2020. These logarithmic variations are expressed as \( \log(r_t/r_{t-1}) \).

To this aim, we assume the distribution function \( F \) for representing logarithmic variations of exchange rates related to US-I as

\[
F(x) = \begin{cases} 
\frac{1}{2} \left( 1 - \frac{x}{\sigma_X} \right)^{-\alpha} & \text{if } x < 0 \\
1 - \frac{1}{2} \left( 1 + \frac{x}{\sigma_X} \right)^{-\alpha} & \text{if } x \geq 0.
\end{cases}
\]

\( F \) is then continuous and

\[
F'(x) = \begin{cases} 
\frac{\alpha}{\sigma_X} \left( 1 - \frac{x}{\sigma_X} \right)^{-\alpha - 1} & \text{if } x < 0 \\
\frac{\alpha}{\sigma_X} \left( 1 + \frac{x}{\sigma_X} \right)^{-\alpha - 1} & \text{if } x > 0,
\end{cases}
\]

and it is defined \( F'(0) = \alpha/\sigma_X \). Then \( F \) is also continuous differentiable, i.e. the involved probability density function is continuous. Also, \( F \) is clearly regularly varying with tail indexes, see e.g. [14],

\[
\lim_{x \to \infty} - \frac{\log(1 - F(x))}{\log x} = \alpha
\]

and

\[
\lim_{x \to \infty} - \frac{\log F(-x)}{\log x} = \alpha
\]

On the other hand, we have

\[
x^\alpha (1 - F(x)) = \frac{1}{2} x^\alpha \left( 1 + \frac{x}{\sigma_X} \right)^{-\alpha} = \frac{\sigma_X^\alpha}{2} [1 + o(1)]
\]

and

\[
x^\alpha F(-x) = \frac{1}{2} x^\alpha \left( 1 + \frac{x}{\sigma_X} \right)^{-\alpha} = \frac{\sigma_X^\alpha}{2} [1 + o(1)]
\]

This means that \( L_X(x) = \sigma_X^\alpha/2 \) and \( c_{X,1} = c_{X,2} = 1 \). In particular, we get \( \beta_X = 0 \).
4 Concluding remarks

1) In the paper we used a Central Limit Theorem to construct confidence statements for the ratio of means for large samples. We obtained a result for both the independent and the dependent case. Also in the infinite variance case, we proved a result. In the latter, more results are needed to construct attractive confidence statements.

2) In studying ratio’s there are different approaches possible. Consider the following three econometric models:

- model 1: \( Y = \tau X + \epsilon \);
- model 2: \( Y = (\tau + \epsilon)X \);
- model 3: \( Y = (\tau \sqrt{X} + \epsilon)\sqrt{X} \).

When we do not take into account the error term \( \epsilon \), we find \( Y/X = \tau \) in the three cases. However, when we use data and apply the least squares method, we find different estimates for \( \tau \):

- model 1: \( \hat{\tau}_1 = XY/X^2 \);
- model 2: \( \hat{\tau}_2 = Y/X \);
- model 3: \( \hat{\tau}_3 = Y/X \).

We notice that the 3 models give a different estimate for \( \tau \) which ideally represents the same ratio \( Y/X \).

3) The case of dependency under infinite variance needs approaches for representing dependence structures. Copulas have been used for playing such a role, as for instance e.g. [5] and [7]. In a forthcoming paper we will present new alternatives for tackling confidence intervals for ratios of means under those conditions.

4) Further research is needed to estimate parameters in the dependent case/domain of attraction case. Also we plan to investigate ratio of variances, skewness and curtosis. Also we have a plan to apply our results in studying financial indicators like the RSI (relative strength index).
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