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Abstract

We use monoidal category methods to study the noncommutative geometry of nonassociative algebras obtained by a Drinfeld-type cochain twist. These are the so-called quasialgebras and include the octonions as braided-commutative but nonassociative coordinate rings, as well as quasialgebra versions $C_q(G)$ of the standard $q$-deformation quantum groups. We introduce the notion of ribbon algebras in the category, which are algebras equipped with a suitable generalised automorphism $\sigma$, and obtain the required generalisation of cyclic cohomology. We show that this braided cyclic cocohomology is invariant under a cochain twist. We also extend to our generalisation the relation between cyclic cohomology and differential calculus on the ribbon quasialgebra. The paper includes differential calculus and cyclic cocycles on the octonions as a finite nonassociative geometry, as well as the algebraic noncommutative torus as an associative example.
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1 Introduction

In the influential work [1], Drinfeld extended quantum groups or Hopf algebras to a more general notion of quasi-Hopf algebras stable under conjugation of the coproduct by a 'twist'. In a dual form the cotwist element $F$ is a cochain and modifies the product of the coquasiHopf algebra. In [2] this construction was formulated as a monoidal equivalence between the comodule category of the coquasiHopf algebra $H$ and that of the cotwisted coquasiHopf algebra $H^F$. The differential geometry of quantum groups $H^F$ from this point of view and assuming $F$ was a cocycle (so that we stay in the associative setting) was studied in [3]. The more general coquasiHopf setting was used recently in [4] and applied to the standard quantum groups $C_q(G)$. This work proved that there is no associative differential algebra on the standard quantum groups with classical dimensions (i.e. deforming the classical case in a strict sense) but that this is possible as a supercoquasi-Hopf algebra $\Omega(C_q(G))$. This could be considered a first hint that nonassociative geometry is necessary for a full understanding even of ordinary quantum groups. It also suggests that one should take seriously nonassociative coordinate algebras themselves (not just their exterior algebras) and moreover in much greater generality than just (coquasi)Hopf algebras alone.

We do this in the present paper for algebras $A$ in monoidal Abelian categories. The idea is that the nicest nonassociative algebras, which we call quasialgebras, should be ones which are nonassociative but which may be viewed as associative by deforming the tensor product to a monoidal category with nontrivial associator $\Phi_{U,V,W} : U \otimes (V \otimes W) \to (U \otimes V) \otimes W$ for the rebracketting of tensor products of objects $U, V, W$. This complements the established idea of using braided categories to view certain noncommutative algebras as 'commutative' with respect to a nontrivial braiding $\Psi_{V,W} : V \otimes W \to W \otimes V$ for objects $V, W$, see [5]. Similarly, building on work of Drinfeld [1] we will find quasialgebra versions $C_q(G)$ of the standard quantum groups which are nonassociative but more commutative (i.e. one can trade one feature for the other).

In general terms, we study several key constructions borrowed from noncommutative geometry [6][7] but now in the setting of quasialgebras, i.e. of algebras in monoidal categories with nontrivial associator. The idea is to think of the quasialgebra geometrically as by definition the coordinates of a 'quasiassociative' space, which may also be noncommutative (for example, commutative with respect to a nontrivial braiding) and hence a 'quantum quasispace'. Thus, in Section 3 we will associate a cocyclic module (see [6]) to any algebra in a braided monoidal Ab-category. We show that the morphism

$$\lambda = (\sigma \otimes \text{id}) \Psi$$

provides for us a cyclicity morphism in this category and hence a 'braided cyclic cohomology' theory. Here $\Psi : A^{\otimes (n+1)} \otimes A \to A \otimes A^{\otimes (n+1)}$ is the braiding isomorphism and $\sigma : A \to A$ is a "generalised algebra automorphism". For reasons which will become clear, we call it a ribbon automorphism on the algebra $A$ and call $(A,\sigma)$ a ribbon (quasi)algebra. In the associative trivially braided case $\sigma$ becomes an automorphism in the usual sense and our braided cyclic cohomology reduces to the
'twisted' cohomology in [7] which has been successfully applied to quantum groups such as \( \mathbb{C}_q[SL_2] \). We also study how braided cyclic cocycles relate to differential calculus in the monoidal category.

The other key goal of the paper concerns the provision of examples. Indeed, the need for some kind of nonassociative geometry is hinted at from several directions in mathematical physics including string theory. Its need is also indicated from Poisson geometry, where the idea of a generalised Poisson bracket violating the usual Jacobi identity is proposed [8]. It turns out that an adequate class that appears to cover such examples is based on the use of Drinfeld type cotwists, but not for (coquasi)Hopf algebras \( H \) as above. Rather, we consider an algebra \( A \) in the monoidal category of \( H \)-comodules. After applying the monoidal equivalence one has an algebra \( A_F \) in the category of \( H^F \)-comodules. Indeed, all algebras and algebraic constructions 'gauge transform' in this way. The \( A_F \) construction was introduced in [9] (in a module version) and for our purposes takes the form [5]

\[
A_F = A, \quad \text{with the new product} \quad a_F b = F(a_{(1)}, b_{(1)})a_{(2)}b_{(2)}
\]

where \( a_{(1)} \otimes a_{(2)} \) denotes the (left) coaction. It turns out that a great many noncommutative algebras of interest fit into this cotwist framework for suitable \( H \) and \( F \). Indeed, switching on \( F \) is a useful formulation of quantisation as an extension of the Moyal product: Even if \( A \) is commutative, \( A_F \) in general becomes noncommutative when \( F \) is not symmetric since

\[
a_F b = F(a_{(1)}, b_{(1)})F^{-1}(b_{(2)}, a_{(2)})b_{(3)}a_{(3)}.
\]

More relevant for us, even if \( A \) is associative, \( A_F \) in general becomes nonassociative unless \( F \) obeys a 2-cocycle condition [5]. Recent applications include [10] [11] [12] in the associative case and [13], in the nonassociative case.

Section 4 contains theorems about how braided cyclic cohomology and differential geometry respond under such cotwists. Thus, suppose for the sake of discussion that \( A \) possesses a left covariant differential calculus, \( \Omega = \bigoplus_{k=0}^n \Omega_k \) which is super commutative i.e. two homogeneous differential forms \( \omega \) and \( \omega' \) commute up to a sign \((-1)^{|\omega||\omega'|}\). Thus in particular functions (0-forms) and \( n \)-forms commute. Therefore if \( \int : \Omega_n \to \mathbb{C} \) is a closed graded trace in the sense of Connes then its character is a cyclic cocycle [6]. Now if we cotwist the superalgebra of differential forms with the same cochain from one side as above, we obtain a calculus \( \Omega_F \) for \( A_F \) but now functions and \( n \)-forms no longer commute. The noncommutativity is controlled by

\[
\omega \omega' = (-1)^{|\omega||\omega'|}F(\omega_{(1)}, \omega'_{(1)})F^{-1}(\omega'_{(2)}, \omega_{(2)})\phi'_{(3)}\omega_{(3)}
\]

where the product is the cotwisted \( F \) one. Consequently the character \( \varphi(a^0, \ldots, a^n) = \int a^0da^1 \cdots da^n \) after cotwisting is no longer a cyclic cocycle but obeys

\[
\sum_{i=0}^n (-1)^i \varphi(a^0, \ldots, a^ia^{i+1}, \ldots, a^{n+1}) + \sum_{i=0}^{n+1} (-1)^{n+1}F(a^0_{(1)} \cdots a^n_{(1)}, a^0_{(1)} \cdots a^{n+1}_{(1)})F^{-1}(a^0_{(2)} \cdots a^n_{(2)}, \cdots, a^0_{(2)} \cdots a^n_{(2)})\varphi(a^{n+1}_{(3)}a^0_{(3)}, a^1_{(3)}, \ldots, a^n_{(3)}) = 0.
\]
The corresponding formula in the case where $F$ is just a cochain not a cocycle, is much more involved and contains the associator in its formula, (see Section 4.1). We obtain, rather, a braided cyclic cocycle in the 'gauge equivalent' category of $H^F$-comodules. Section 4.1 also contains rather concrete formulae when the background Hopf algebra $H$ is coquasitriangular. Section 4.2 specialises the theory to the important case where in fact $H$ is the group algebra of an abelian group, which is the setting needed for many examples including the octonions.

Finally, Section 5 presents a collection of key examples demonstrating the theory of paper. We explicitly give the differential calculus and a cyclic cocycle on the octonions as a finite nonassociative geometry, as well as the usual (algebraic) noncommutative torus. Section 5.3 also outlines the theory applied to formal deformation theory, where we obtain the quasialgebras $C_q(G)$ as mentioned above, using Drinfeld’s associator obtained from solving the Knizhnik-Zamalochikov equations. We can also in principle use cotwisting to deformation-quantise the quasiPoisson manifold structure on a $G$-manifold $M$ proposed in [3] (which was not achieved before), which we do as a quasialgebra $C_q[M]$. We also construct the differential calculus and braided cyclic cocycles on all these quasialgebras. Further details of these potential examples will be presented elsewhere.

On the technical side, we start in the preliminary Section 2, by explicitly embedding, in a canonical way, any general (relaxed) braided monoidal Ab-category in a strict braided monoidal Ab-category. This underlies Mac Lane’s coherence theorem[14] and ensures that one can work with a relaxed category like a strict one. We also recall the Drinfeld’s “gauge transformation” (in a dual cotwist sense) at the level of braided monoidal Ab-categories as in [2].

We conclude the introduction with the geometric motivation behind our theory. In what follows we will consider ‘branched ribbon tangles’, a modification of the usual notion of ribbon tangles (see [15] and the references there). We are not going to give a precise meaning of a branched ribbon tangle, but limit ourselves to an informal discussion. Thus let us define $d_i$, $0 \leq i \leq n$ and $d_{n+1}$ to be the isotopy type of the branched ribbon tangles in the strip $\mathbb{R}^2 \times [0,1]$ in Figure 1, (a) and (b) respectively. Here by isotopy we mean isotopy in $\mathbb{R}^2 \times [0,1]$ constant in boundary intervals on the lines $z = 0$ and $z = 1$ in the plane $x = 0$. Then intuitively we have the isotopies in Figure 1 parts (c), (d), (e) and (f). In part (d) we used the isotopy in part (g). All these isotopies should be clear except (f) which may need more explanation; in fact ignoring vertical bands indexed from 1 to $n+1$ in part (f), the left hand side of (f) is isotopic with the left hand side of (h). Now considering the last diagram in (h), rotate the upper branch in this diagram by 360 degree to give the right hand side of (f). Now if, as in [15] or [5] we define the composition of two branched ribbon tangles by putting one on top of the other one and compressing the resulting diagram to the strand $\mathbb{R}^2 \times [0,1]$. Then parts (c), (d), (e) and (f) of Figure 1 mean

$$d_i d_j = d_{j-1} d_i$$

These relations are the main content of the notion of a simplicial object in the category. Note that one can work essentially in the category of ribbon tangles as
Figure 1: (a), $0 \leq i \leq n$. (c), $0 \leq i < j - 1 \leq n$. (d), $1 \leq j \leq n + 1$. (e), $0 \leq i \leq n$.5
in [15], where roughly speaking, a morphism is just an isotopy type of a ribbon tangle. This would need, however, some geometric considerations whereas we prefer to work in a purely algebraic manner. Thus in Section 3 we axiomatize the precise assumptions which will lead us to above relations in the context of a general braided monoidal category. In this case, for braided categories we use the usual graphical calculus, which should not be confused with the above isotopy argument on actual ribbon graphs which are embedded surfaces in space. We recall that any braided category is the image of the category of braids which allows for the representation of the axiomatic properties of $\otimes, \Psi$ by strands and their braiding in the graphical notation (see the Preliminaries section). In the same way, one can define a functor from the category of branched ribbon graphs, (see [15]) to our category in Section 3 such that two isotopic branched ribbon tangles have the same image under this functor, and the image of branched ribbon tangles under this functor can be considered as graphical symbols.
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2 Preliminaries: monoidal categories, coherence and ‘gauge’ equivalence

Here we establish the basic notations and methods needed in the paper. In order to be able to work effectively with the nonassociativity, we need in particular to fix some conventions on bracketting and explain related issues. Then we recall the notion of monoidal equivalence used in the construction of our examples.

Let $(\mathcal{C}, \otimes, \Phi, \Psi)$ be a braided monoidal Ab-category, where $\Phi$ is the associator and $\Psi$ is the braiding. We refer to [15] for the axioms, but briefly $\otimes : \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ is a functor and $\Phi \in \text{Nat}(\otimes (\otimes), (\otimes \otimes))$ and $\Psi \in \text{Nat}(\otimes, \otimes^{op})$ are natural isomorphisms obeying respectively the pentagon and two hexagon identities with regard to composite objects. The pentagon identifies two ways to go from $U \otimes (V \otimes (W \otimes Z)) \rightarrow ((U \otimes V) \otimes W) \otimes Z$ using two and three applications of $\Phi$ respectively. The hexagons identify $(V \otimes W) \otimes Z \rightarrow Z \otimes (V \otimes W)$ in two ways and $V \otimes (W \otimes Z) \rightarrow (W \otimes Z) \otimes V$ in two ways, using $\Psi, \Phi$. The coherence theorem of Mac Lane in the symmetric case (when $\Psi^2 = id$ is assumed) and of Joyal and Street [16] in the general braided case, ensures that once these are assumed, one may (a) drop brackets entirely, inserting $\Phi$ as needed for any composition to make sense, and (b) represent $\Psi, \Psi^{-1}$ by braid crossings $\times$ and inverse braid crossings $\times^{-1}$; if two braid compositions are equal then so are the compositions of $\Psi, \Psi^{-1}$. We assume the monoidal category is unital and denote the unit object by $\mathbf{1}$, where for simplicity we will assume that $U \otimes 1 = 1 \otimes U = U, \forall U \in \mathcal{C}$ and $\Phi_{U,V,W} = id$ whenever at least one of the objects $U, V$ or $W$ is $\mathbf{1}$. Similarly for the braiding when present. By Ab-monoidal category we mean that for each pair of objects $U$ and $V$ the set $\text{Hom}(U, V)$ is an additive abelian group such that the composition and tensor product of morphisms
are bilinear. Then one can easily show that $K := \text{Hom}(1, 1)$ is a commutative ring with unit.

Next, in order to be completely explicit, we canonically extend any braided monoidal Ab-category $\mathcal{C}$ into a strict braided monoidal Ab-category. First of all, using induction on $n$ we define a family $\Lambda_n$ of sets as follows. Let for $n > 0$, $\mathcal{C}^n$ be the $n$ times Cartesian product of $\mathcal{C}$ with itself. Let $\Lambda_1$ be the single set whose element is the identity functor on $\mathcal{C}$ and let $\Lambda_2$ be the single set whose element is the functor $\otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C}$. Now suppose that $\Lambda_k, k < n$ has been defined already such that for each $\alpha \in \Lambda_k$ there is a associated functor $\alpha : \mathcal{C}^k \to \mathcal{C}$, then we define $\Lambda_n$ for $n > 2$ to be the set of all pairs $(\alpha, \beta)$, $\alpha \in \Lambda_k, \beta \in \Lambda_l, k < n, l < n, k + l = n$ and we associate to the pair $(\alpha, \beta)$ the functor $\otimes(\alpha \times \beta) : \mathcal{C}^n \to \mathcal{C}$. For $U_i \in \mathcal{C}, 1 \leq i \leq n$ and $\alpha \in \Lambda_n$ the symbol $(U_1 \otimes \cdots \otimes U_n ; \alpha)$ or $U_1 \otimes \cdots \otimes U_n \alpha$, will denote the object $\alpha(U_1, \ldots, U_n)$.

Now let $\bar{\mathcal{C}}$ be the category whose objects are symbols $U_1 \otimes \cdots \otimes U_n$, $n = 1, 2, \ldots, U_i \in \mathcal{C}$ such that if $n > 1$ then $U_i \neq 1, \forall i$. The object $1$ of $\bar{\mathcal{C}}$ is called the degree zero object and the objects $U_1 \otimes \cdots \otimes U_n$, $n = 1, 2, \ldots, 1 \neq U_i \in \mathcal{C}$ are called of degree $n$. To define morphisms in this category we recall that by Mac Lane’s coherence theorem there exists a unique family of isomorphisms $I_\alpha^\beta = I_\alpha^\beta(U_1, \ldots, U_m) : (U_1 \otimes \cdots \otimes U_m ; \alpha) \to (U_1 \otimes \cdots \otimes U_m ; \beta)$, $\alpha, \beta \in \Lambda_m, 1 \neq U_i \in \mathcal{C}$, induced by the associator satisfying $I_\alpha^\beta = id$ for $m = 1, 2$ and

$$I_\gamma^\beta I_\alpha^\gamma = I_\alpha^\beta, \quad \forall \alpha, \beta, \gamma \in \Lambda_m$$

(2.1)

$$I_{(1\otimes 1)}(U_1, \ldots, U_m) = \Phi_{U_1, U_2, U_3}$$

(2.3)

We call these isomorphisms, the higher degree associators of $\mathcal{C}$.

Next we define an equivalence relation among the morphisms in $\bigcup_{\alpha \in \Lambda_m, \beta \in \Lambda_n} \text{Hom}_\mathcal{C}((U_1 \otimes \cdots \otimes U_m; \alpha), (V_1 \otimes \cdots \otimes V_n; \beta))$ by

$$f_1 \sim f_2 \iff f_2 = I_{\alpha_2}^{\alpha_1}(V_1, \ldots, V_n) f_1 I_{\alpha_2}^{\beta_2}(U_1, \ldots, U_m)$$

(2.4)

for $f_i : (U_1 \otimes \cdots \otimes U_m; \alpha_i) \to (V_1 \otimes \cdots \otimes V_n; \beta_i)$, $\alpha_i \in \Lambda_m, \beta_i \in \Lambda_n, i = 1, 2$. One can easily show that the above relation is an equivalence relation and each equivalence class contains one and only one representative in each set $\text{Hom}_\mathcal{C}((U_1 \otimes \cdots \otimes U_m; \alpha), (V_1 \otimes \cdots \otimes V_n; \beta))$. We now define $\text{Hom}_\bar{\mathcal{C}}(U_1 \otimes \cdots \otimes U_m, V_1 \otimes \cdots \otimes V_n)$ be the equivalence classes of all morphisms in the set $\bigcup_{\alpha \in \Lambda_m, \beta \in \Lambda_n} \text{Hom}_\mathcal{C}((U_1 \otimes \cdots \otimes U_m; \alpha), (V_1 \otimes \cdots \otimes V_n; \beta))$. We denote the equivalence classes by notation $[f]$.

For morphisms $f : U_1 \otimes \cdots \otimes U_l \to V_1 \otimes \cdots \otimes V_l$ and $g : V_1 \otimes \cdots \otimes V_m \to W_1 \otimes \cdots \otimes W_n$ in $\bar{\mathcal{C}}$ we define composition $gf$ to be the class of morphism $g_\gamma^\beta f_\alpha^\delta$. Where $f_\alpha^\delta$ and $g_\beta^\gamma$ are the representatives of $f$ and $g$ in $\text{Hom}_\mathcal{C}((U_1 \otimes \cdots \otimes U_l; \alpha), (V_1 \otimes \cdots \otimes V_m; \beta))$ and $\text{Hom}_\mathcal{C}((V_1 \otimes \cdots \otimes V_m; \beta), (W_1 \otimes \cdots \otimes W_n; \gamma))$ respectively, for arbitrary $\alpha \in \Lambda_l, \beta \in \Lambda_m, \gamma \in \Lambda_n$. One can easily show that this composition is well-defined.
and is associative. And the classes of identity morphisms in $\mathcal{C}$ are identity morphisms in $\tilde{\mathcal{C}}$.

To define a monoidal structure on $\tilde{\mathcal{C}}$ we define $1 \otimes 1 := 1$ and $1 \otimes (U_1 \otimes \cdots \otimes U_m) := U_1 \otimes \cdots \otimes U_m \cdot 1 \cdot (U_1 \otimes \cdots \otimes U_m) \otimes (V_1 \otimes \cdots \otimes V_n) := U_1 \otimes \cdots \otimes U_m \otimes V_1 \otimes \cdots \otimes V_n$ for $1 \neq U_i, V_i$. And for $f : U_1 \otimes \cdots \otimes U_m \rightarrow V_1 \otimes \cdots \otimes V_n$ and $f' : U'_1 \otimes \cdots \otimes U'_{m'} \rightarrow V'_1 \otimes \cdots \otimes V'_{n'}$ we define $f \otimes f'$ to be the equivalence class of the morphism $f_\beta \otimes f'_\beta : (U_1 \otimes \cdots \otimes U_m \otimes U'_1 \otimes \cdots \otimes U'_{m'}, (\alpha, \alpha')) \rightarrow (V_1 \otimes \cdots \otimes V_n \otimes V'_1 \otimes \cdots \otimes V'_{n'}, (\beta, \beta'))$, $\alpha \in \Lambda_m$, $\alpha' \in \Lambda_{m'}$, $\beta \in \Lambda_n$, $\beta' \in \Lambda_{n'}$. Again one can show this is well-defined by using (2.2). From naturality of the associator, it is obvious that this tensor product is associative and the unit object of $\mathcal{C}$ is also unit object of this product. Therefore $\tilde{\mathcal{C}}$ is a strict monoidal category. Similarly the addition of two morphisms $f, g : U_1 \otimes \cdots \otimes U_m \rightarrow V_1 \otimes \cdots \otimes V_n$ is defined to be the equivalence class of the morphism $f_\beta + g_\beta^\alpha \in \Lambda_n$, $\beta \in \Lambda_{n}$, and it is straightforward to show this is well-defined and $\tilde{\mathcal{C}}$ is a strict monoidal Ab-category.

Finally, when $\mathcal{C}$ is braided, we define braided isomorphisms $\Psi_{U_1 \otimes \cdots \otimes U_m, V_1 \otimes \cdots \otimes V_n}$ to be the equivalence class of morphism $\Psi_{(U_1 \otimes \cdots \otimes U_m; \alpha), (V_1 \otimes \cdots \otimes V_n; \beta)}$. It is easy to show that $\tilde{\mathcal{C}}$ equipped with this isomorphisms becomes a strict braided monoidal Ab-category.

Note that the strict braided monoidal category $\tilde{\mathcal{C}}$ is an extension of $\mathcal{C}$ as an Ab-category but not as a braided monoidal one. Nevertheless, the braided monoidal structure of $\mathcal{C}$ is used in building $\tilde{\mathcal{C}}$ and allows us to replace any non-strict $\mathcal{C}$ by the strict $\mathcal{C}$ by regarding its objects and morphisms in $\tilde{\mathcal{C}}$. Note that $\mathcal{C}$ does not inherit an associative tensor product from $\tilde{\mathcal{C}}$ because if we regard two objects $U$ and $V$ in $\mathcal{C}$ as first degree objects of $\tilde{\mathcal{C}}$ then their tensor product $U \otimes V$ in $\tilde{\mathcal{C}}$ is a second degree object of $\tilde{\mathcal{C}}$ and therefore it is not in $\mathcal{C}$ which is the set of objects of degree less than two in $\tilde{\mathcal{C}}$.

For example we know that an algebra in a strict monoidal category is defined to be an object $A$ equipped with a morphism $m : A \otimes A \rightarrow A$ such that $m(id \otimes m) = m(m \otimes id)$ as a morphism from $A \otimes A \otimes A$ to $A$. Now let $\mathcal{C}$ be a non-strict monoidal category, but view it in $\tilde{\mathcal{C}}$. We define similarly, an algebra $A$ to be an object in $\tilde{\mathcal{C}}$ (a first degree object in $\tilde{\mathcal{C}}$) equipped with a morphism $m : A \otimes A \rightarrow A$ (a morphism from a second degree object to a first degree object in $\tilde{\mathcal{C}}$) such that $m(id \otimes m) = m(m \otimes id)$ as an equality between morphisms from $A \otimes A \otimes A$ (a third degree object in $\tilde{\mathcal{C}}$) to $A$ (a first degree object in $\tilde{\mathcal{C}}$). If in addition there exists a morphism $\eta : 1 \rightarrow A$ such that $m(id \otimes \eta) = m(\eta \otimes id) = id$ then we call $(A, m, \eta)$ a unital algebra in $\tilde{\mathcal{C}}$.

The above construction of the family $\{\Lambda_i\}_n$ can be done for any set equipped with a binary action on it. Explicitly let $A$ be a set with a binary action $\cdot : A \times A \rightarrow A$, similarly, using induction, for each $n$ we have a set of $n$-fold actions $A \times \cdots \times A \rightarrow A$ which we denote this set again by $\{\Lambda_i\}_n$ and for $\alpha \in \Lambda_n$ and $a^i \in A$, $1 \leq i \leq n$ we use the notation $a^1, a^2, \ldots, a^n$ for $\alpha(a^1, \ldots, a^n)$.

We also want to recall quite explicitly the notion of a tensor functor between braided monoidal categories. It is known[2] that equivalence by such tensor functors is the correct notion of 'gauge transformation' relevant to the Drinfeld cobweb. At the moment, we give the general categorical setting for this. Thus, let $(\mathcal{C}, \otimes, \Phi, \Psi)$ and $(\mathcal{C}', \otimes', \Phi', \Psi')$ be two braided unital monoidal Ab-categories and let $T : \mathcal{C} \rightarrow \mathcal{C}'$
be an additive functor such that $T(1) = 1'$ and suppose that there exists a natural isomorphism $F$ between the functors $\otimes'(T \times T), T \otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C}'$, i.e. there exist a family of isomorphisms $F_{U,V} : T(U) \otimes' T(V) \to T(U \otimes V)$ in $\mathcal{C}'$, $\forall U, V \in \mathcal{C}$, such that $F_{U,1} = F_{1,U} = id_{T(U)}$ and for all objects $U_i, V_i, i = 1, 2$ and morphisms $f : U_1 \to U_2, g : V_1 \to V_2$ in $\mathcal{C}$ we have

$$T(f \otimes g)F_{U_1,V_1} = F_{U_2,V_2}(T(f) \otimes T(g)) \quad (2.5)$$

Now suppose that

$$T(\Phi_{U,V,W})F_{U,V \otimes W}(id_{T(U)} \otimes' F_{V,W}) = F_{U \otimes V,W}(F_{U,V} \otimes id_{T(W)})(\Phi_{T(U),T(V),T(W)}) \quad (2.6)$$

and

$$T(\Psi_{U,V})F_{U,V} = F_{V,U}(\Psi_{T(U),T(V)}) \quad (2.7)$$

$\forall U, V, W \in \mathcal{C}$.

**Definition 1** A tensor functor between two braided monoidal Ab-categories $(\mathcal{C}, \otimes, \Phi, \Psi)$ and $(\mathcal{C}', \otimes', \Phi', \Psi')$ is a pair $(T, F)$ as above. A ‘gauge transformation’ between braided monoidal Ab-categories is an invertible tensor functor, in which case we say that the categories are ‘gauge equivalent’.

Indeed, if $T$ is an invertible functor, we set

$$F'_{U',V'} := T^{-1}(F^{-1}_{T^{-1}(U'),T^{-1}(V')}), \quad \forall U', V' \in \mathcal{C}'$$

Then $(T^{-1}, F')$ is a tensor functor from $(\mathcal{C}', \otimes', \Phi', \Psi')$ to $(\mathcal{C}, \otimes, \Phi, \Psi)$. To prove this let $U'_i, V'_i, U', V'$ and $W'$ be objects in $\mathcal{C}'$, where $i = 1, 2$, and let $f' : U'_1 \to U'_2, g' : V'_1 \to V'_2$ be morphisms in $\mathcal{C}'$, then we set $U_i := T^{-1}(U'_i), V_i := T^{-1}(V'_i), i = 1, 2$, $f := T^{-1}(f')$ and $g := T^{-1}(g')$. Then from (2.5) we get $F^{-1}_{U_2,V_2}T(f \otimes g) = (f' \otimes' g')F'_{U_1,V_1}$. Thus applying $T^{-1}$ to this relation we get

$$T^{-1}(f' \otimes' g')F'_{U'_1,V'_1} = F'_{U'_2,V'_2}(T^{-1}(f') \otimes' T^{-1}(g')) \quad (2.8)$$

which is counterpart of (2.5) for pair $(T^{-1}, F')$. The counterpart of (2.7) for the pair $(T^{-1}, F')$ can be proved similarly. Let us prove (2.6) for $(T^{-1}, F')$. At first note that if we apply (2.8) for $f' = id_{U'}, g' = F^{-1}_{V,W}$ then we get $T^{-1}(id_{U'} \otimes' F^{-1}_{V,W})F'_{U', T(V \otimes W)} = F'_{U', V \otimes W}(id_{T^{-1}(U')} \otimes' T^{-1}(F^{-1}_{V,W})) = F'_{U', V \otimes W}(id_{T^{-1}(U')} \otimes' F'_{V,W})$. And similarly applying (2.8) for $f' = F_{U,V}, g' = id_{W'}$ we get $T^{-1}(F^{-1}_{U,V} \otimes' id_{W'})F'_{T(U \otimes V),W'} = F'_{U \otimes V,W'}(T^{-1}(F^{-1}_{U,V}) \otimes' id_{T^{-1}(W')}) = F'_{U \otimes V,W'}(F'_{U', V} \otimes' id_{T^{-1}(W')})$. We call these two relations, auxiliary relations. Now from (2.6) we deduce $\Phi'_{U', V', W} = \Phi'_{U \otimes V, W}T(\Phi_{U,V,W})$ and if we apply $T^{-1}$ to this relation and use the auxiliary relations then we get the counterpart of (2.6).

We need to check how the above notions of tensor functor and gauge equivalence extend to $\tilde{\mathcal{C}}$. Thus, given $(T, F)$, we construct a family of isomorphisms $S_{\alpha} = S_{\alpha}(U_1, \ldots, U_m) : (T(U_1) \otimes \cdots \otimes T(U_m); \alpha) \to T((U_1 \otimes \cdots \otimes U_m; \alpha)), \forall \alpha \in \Lambda, U_i \in \mathcal{C}$, by induction on $m$; for $m = 1$ we set $S_{\alpha}(U) = id_{T(U)}$ and for $m = 2$ we
set $S_\alpha(U_1, U_2) = \mathcal{F}_{U_1, U_2}$. Now let $S_\alpha$ have been defined already for $\alpha \in \Lambda_k$, $k < m$ and let $\gamma \in \Lambda_m$. Then by definition of the set $\Lambda_m$ there exist unique integers $k, l < m$ and unique $\alpha \in \Lambda_k$, $\beta \in \Lambda_l$ such that $k + l = m$ and $\gamma = (\alpha, \beta)$. Then we set

$$S_{(\alpha, \beta)}(U_1, \ldots, U_m) := \mathcal{F}_{(U_1 \otimes \cdots \otimes U_k; \alpha), (U_{k+1} \otimes \cdots \otimes U_m; \beta)}(S_\alpha(U_1, \ldots, U_k) \otimes' S_\beta(U_{k+1}, \ldots, U_m))$$

(2.9)

Now let $I^{\alpha}_{\beta}$ denote the corresponding higher degree associators for $\mathcal{C}'$, then we claim that

$$S_\beta^{-1}T(I^\alpha_{\beta}(U_1, \ldots, U_m))S_\alpha = I^{\alpha}_{\beta}(U'_1, \ldots, U'_m)$$

(2.10)

where $U'_i = T(U_i)$. To prove this, let us denote the left hand side of the above relation by $J^{\alpha}_{\beta}(U'_1, \ldots, U'_m)$. We check that the relations (2.1)-(2.3) hold for this family and therefore by uniqueness of higher degree associators the claim will be proven. We have

$$J^{\beta}_{\gamma}J^{\alpha}_{\beta} = S_\gamma^{-1}T(I^{\gamma}_{\beta})S_\beta^{-1}T(I^\alpha_{\beta})S_\alpha = S_\gamma^{-1}T(I^{\gamma}_{\beta}I^\beta_{\alpha})S_\alpha = S_\gamma^{-1}T(I^\alpha_{\gamma})S_\alpha = J^{\alpha}_{\gamma}$$

and

$$J^{\alpha_1}_{\alpha_2} \otimes' J^{\beta_1}_{\beta_2} = S_\alpha^{-1}T(I^{\alpha_1}_{\alpha_2})S_{\alpha_1} \otimes' S_\beta^{-1}T(I^{\beta_1}_{\beta_2})S_{\beta_1}$$

$$= (S_\alpha^{-1} \otimes' S_{\beta_2}^{-1})(T(I^{\alpha_1}_{\alpha_2}) \otimes' T(I^{\beta_1}_{\beta_2}))(S_{\alpha_1} \otimes' S_{\beta_1})$$

$$= S_{(\alpha_2, \beta_2)}^{-1} \mathcal{F}_{X_1, Y_2}(T(I^{\beta_1}_{\beta_2}) \otimes' T(I^{\alpha_1}_{\alpha_2}))(\mathcal{F}_{X_1, Y_2}^{-1})S_{(\alpha_1, \beta_1)}$$

$$= S_{(\alpha_2, \beta_2)}^{-1} T(I^{\alpha_1}_{\alpha_2} \otimes' I^{\beta_1}_{\beta_2})S_{(\alpha_1, \beta_1)}$$

$$= J^{(\alpha_1, \beta_1)}_{(\alpha_2, \beta_2)}$$

where for simplicity we wrote $X_i = (U_1 \otimes \cdots \otimes U_k; \alpha_i)$, $Y_i = (U_{k+1} \otimes \cdots \otimes U_m; \beta_i)$. And we have

$$J^{(id, \otimes')}_{(\otimes', id)}(U'_1, U'_2, U'_3) = S_{(\otimes', id)}^{-1}T(I^{(id, \otimes')}_{(\otimes', id)}(U_1, U_2, U_3))S_{(id, \otimes')}$$

$$= (\mathcal{F}_{U_1, U_2}^{-1} \otimes id_{T(U_3)})\mathcal{F}_{U_1, U_2, U_3}^{-1}T(\Phi_{U_1, U_2, U_3})\mathcal{F}_{U_1, U_2, U_3}^{-1}(id_{T(U_1)} \otimes \mathcal{F}_{U_2, U_3})$$

$$= \Phi_{U'_1, U'_2, U'_3}$$

where we used $S_{(id, \otimes')} (U_1, U_2, U_3) = \mathcal{F}_{U_1, U_2, U_3} (id_{T(U_1)} \otimes \mathcal{F}_{U_2, U_3})$ which comes from (2.9), and similarly for $S_{(\otimes', id)}$.

Now let $\mathcal{C}$ and $\mathcal{C}'$ be the canonical extensions of $\mathcal{C}$ and $\mathcal{C}'$ to strict braided monoidal Ab-categories respectively. We define a functor $\tilde{T} : \mathcal{C} \rightarrow \mathcal{C}'$ by $\tilde{T}(U_1 \otimes \cdots \otimes U_m) := T(U_1) \otimes' \cdots \otimes' T(U_m)$ and for morphism $f : U_1 \otimes \cdots \otimes U_m \rightarrow V_1 \otimes \cdots \otimes V_n$ in $\mathcal{C}$ we define $\tilde{T}(f)$ as follows; let $f^{\alpha}_{\beta} : (U_1 \otimes \cdots \otimes U_m; \alpha) \rightarrow (V_1 \otimes \cdots \otimes V_n; \beta)$ be the representative of $f$ for any $\alpha \in \Lambda_m$, $\beta \in \Lambda_n$. We define $\tilde{T}(f)$ be the equivalence class of the morphism $S_{\beta}^{-1}T(f^{\alpha}_{\beta})S_{\alpha} : (T(U_1) \otimes' \cdots \otimes' T(U_m); \alpha) \rightarrow (T(V_1) \otimes' \cdots \otimes' T(V_n); \beta)$. We must show that this definition does not depend to the choice of the representative.
Thus let $f_{\beta_i}^\alpha$, $i = 1, 2$ be two representatives of $f$ then we have

$$\begin{align*}
I_{\beta_1}^\alpha S_{\beta_1}^{-1} T(f_{\beta_1}^\alpha) S_{\alpha 1} I_{\alpha 1}^{\alpha 2} &= S_{\beta_2}^{-1} T(I_{\beta_2}^\alpha) S_{\beta_2}^{-1} S_{\beta_1}^{-1} T(f_{\beta_1}^\alpha) S_{\alpha 1} S_{\alpha 1}^{-1} T(I_{\alpha 2}^\alpha) S_{\alpha 2} \\
&= S_{\beta_2}^{-1} T(I_{\beta_2}^\alpha f_{\beta_1}^\alpha) S_{\alpha 2} \\
&= S_{\beta_2}^{-1} T(f_{\beta_2}^\alpha) S_{\alpha 2}
\end{align*}$$

Thus $\tilde{T}(f)$ is well-defined.

Next, for composable morphisms $f$ and $g$ in $\mathcal{C}$ we have

$$\tilde{T}(g f) = [S_{\gamma}^{-1} g_{\beta} f_{\alpha} S_{\alpha}] = \tilde{T}(f) + \tilde{T}(g)$$

and for addable morphisms $f$ and $g$ in $\mathcal{C}$ we have $\tilde{T}(f + g) = [S_{\beta}^{-1} (f_{\beta} + g_{\beta}) S_{\alpha}] = \tilde{T}(f) + \tilde{T}(g)$. And clearly for all objects $X = U_1 \otimes \cdots \otimes U_m$, $Y = V_1 \otimes \cdots \otimes V_n$ in $\mathcal{C}$ we have $\tilde{T}(X \otimes Y) = \tilde{T}(X) \otimes \tilde{T}(Y)$ and if $X' = U' \otimes \cdots \otimes U''$, $Y' = V' \otimes \cdots \otimes V'''$ be another objects in $\mathcal{C}$ and $f : X \to Y$, $g : X' \to Y'$ be morphisms in $\mathcal{C}$ we have

$$\tilde{T}(f \otimes g) = [S_{(\beta, \gamma)}^{-1} (f_{\beta} \otimes g_{\gamma}) S_{(\alpha, \alpha')}] = [(S_{\beta}^{-1} \otimes' S_{\gamma}^{-1}) F^{-1}_{Y_\beta, Y_\gamma} (f_{\beta} \otimes g_{\gamma}) F^{-1}_{X_\alpha, X_\alpha'} (S_{\alpha} \otimes' S_{\alpha'})]$$

$$= [(S_{\beta}^{-1} \otimes' S_{\gamma}^{-1}) (T(f_{\beta}) \otimes' T(g_{\gamma}))(S_{\alpha} \otimes' S_{\alpha'})]$$

$$= [S_{\beta}^{-1} T(f_{\beta}) S_{\alpha} \otimes' S_{\gamma}^{-1} T(g_{\gamma}) S_{\alpha'}]$$

$$= \tilde{T}(f) \otimes' \tilde{T}(g)$$

where $X_\alpha = (U_1 \otimes \cdots \otimes U_m; \alpha)$, $X'_{\alpha'} = (U'_1 \otimes \cdots \otimes U''_m; \alpha')$, $Y_\beta = (V_1 \otimes \cdots \otimes V_n; \beta)$, $Y'_\beta = (V'_1 \otimes \cdots \otimes V'''_n; \beta')$.

Now, with with above notation for $X, Y, X_\alpha$ and $Y_\beta$, we show that

$$\tilde{T}(\Psi_{X, Y}) = \tilde{\Psi}_{T(X), T(Y)}$$

(2.11)

Let us denote $\Psi_{X, Y}$ by $f$ for brevity. Then by definition for $\alpha \in \Lambda_m$, $\beta \in \Lambda_n$ we have $f_{(\beta, \alpha)} = \Psi_{X_\alpha, Y_\beta}$. Thus

$$\tilde{T}(\Psi_{X, Y}) = [S_{(\beta, \alpha)}^{-1} T(f_{(\beta, \alpha)}) S_{(\alpha, \beta)}]$$

$$= [(S_{\beta}^{-1} \otimes' S_{\alpha}^{-1}) F^{-1}_{Y_\beta, X_\alpha} (\Psi_{X_\alpha, Y_\beta}) F^{-1}_{X_\alpha, Y_\beta} (S_{\alpha} \otimes' S_{\beta})]$$

$$= [(S_{\beta}^{-1} \otimes' S_{\alpha}^{-1}) \Psi_{T(X_\alpha), T(Y_\beta)} (S_{\alpha} \otimes' S_{\beta})]$$

$$= [\Psi_{T(X_\alpha), T(Y_\beta)}]$$

$$= \tilde{\Psi}_{T(X), T(Y)}$$

where by $\tilde{T}(X_\alpha)$ we mean $(T(U_1) \otimes' \cdots \otimes' T(U_m); \alpha)$ and by $\tilde{T}(Y_\beta)$ we mean $(T(V_1) \otimes' \cdots \otimes' T(V_n); \beta)$ and in fourth equality we used naturality of braid in $\mathcal{C}'$.

Summarizing the above argument, we have
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Proposition 2 Any tensor functor \((T, F)\) from \((\mathcal{C}, \otimes, \Phi, \Psi)\) to \((\mathcal{C}', \otimes', \Phi', \Psi')\) induces a canonical additive functor \(\bar{T}: \bar{\mathcal{C}} \to \bar{\mathcal{C}'}\) obeying
\begin{align*}
(i) \quad & T(X \otimes Y) = T(X) \otimes' T(Y), \text{ for all objects } X, Y \text{ in } \mathcal{C} \\
(ii) \quad & T(f \otimes g) = T(f) \otimes' T(g), \text{ for all morphisms } f, g \text{ in } \bar{\mathcal{C}} \\
(iii) \quad & T(\Psi_{X,Y}) = \Psi'_{T(X), T(Y)}, \text{ for all objects } X, Y \text{ in } \bar{\mathcal{C}}.
\end{align*}

3 Braided Hochschild and Cyclic Cohomology

Before starting this section let us agree that if in a diagram all the bands are labeled by the object \(A\), we label the bands by integers 0, 1, 2, 3, \ldots. For examples we use the diagram (b) instead of diagram (a) in Figure 2. We let \(\mathcal{C}\) be a braided unital monoidal Ab-category.

Definition 3 A ribbon algebra in \(\mathcal{C}\) is an algebra \((A, m, \eta)\) (see the previous section) equipped with an automorphism \(\sigma: A \to A\) such that
\[
m(\sigma \otimes \sigma)\Psi^2 = \sigma m, \quad \sigma \eta = \eta
\]
where \(\Psi = \Psi_{A, A}\) is the braid \(A \otimes A \to A \otimes A\).

If the category \(\mathcal{C}\) is the category of vector spaces over a field with trivial braiding i.e. the flip, then these relations mean that \(\sigma\) is just an algebra automorphism preserving the unit. In fact this Definition 3 is a combination of the axioms of an algebra homomorphism and the axiom for the relation between the braiding and the ribbon structure in a ribbon category. It will be rather essential for us in the construction of braided Hochschild and cyclic cohomology. We call \(\sigma\) a ribbon automorphism for the algebra \(A\). As was mentioned in the previous section, we will work via the strict extension \(\bar{\mathcal{C}}\) of \(\mathcal{C}\).

We set \(C_n = A^{\otimes (n+1)}, \quad n \geq 0\) as an object of \(\bar{\mathcal{C}}\) of degree \(n + 1\) and define morphisms
\[
d_i = d_i^{(n)}: C_n \to C_{n-1}, \quad s_i = s_i^{(n)}: C_n \to C_{n+1}, \quad 0 \leq i \leq n, \quad \lambda = \lambda_n: C_n \to C_0
\]
in \(\bar{\mathcal{C}}\) by diagrams (a), (b), (c) and (g) in Figure 3, where all bands in all diagrams in Figure 3 are labeled by object \(A\) in \(\mathcal{C}\). We use a diagrammatic notation for morphisms as explained in the Preliminaries.
Figure 3:
Theorem 4 On $C_n$ we have

(i) $d_i d_j = d_{j-1} d_i$, $0 \leq i < j \leq n$  (ii) $s_i s_j = s_{j+1} s_i$, $0 \leq i \leq j \leq n$

(iii) $d_i s_j = \begin{cases} s_{j-1} d_i & , \ i < j \\ id & , \ i = j \ or \ i = j + 1 \\ s_j d_{i-1} & , \ i > j + 1 \end{cases}$

(iv) $d_i \lambda = -\lambda d_{i-1}$, $1 \leq i \leq n$  $d_0 \lambda = (-1)^n d_n$

(v) $s_i \lambda = -\lambda s_{i-1}$, $1 \leq i \leq n$  $s_0 \lambda = (-1)^n \lambda^2 s_n$

(vi) $d_i \lambda^{n+1} = \lambda^n d_i$  (vii) $s_i \lambda^{n+1} = \lambda^{n+2} s_i$, $0 \leq i \leq n$

Proof (i) The proof by means of graphical calculus is in Figure 3 parts (d) (for $j < n, i < j - 1$), (e) (for $j < n, i = j - 1$), (f) (for $j = n, i < n - 1$) and Figure 4 part (a) (for $j = n, i = n - 1$). Note that in the third equality of Figure 4(a) we used the identity in Figure 4(b) and in the fifth equality we used Definition 3.

The proof of parts (ii)-(v) are very straightforward and we leave them to the reader. (vi) At first note that $\lambda$ is invertible with inverse given in Figure 5. Now from the recursive relations in first part of (iv) it is easy to compute all the $d_i$ in terms of $d_n$ and $\lambda$ and then using the last part of (iv) we compute $d_i$ in terms of $d_0$ and $\lambda$ as $d_i = (-1)^i \lambda^{-n+i} d_0 \lambda^{n-1+i}$, $0 \leq i \leq n$. In particular $d_0 = \lambda^{-n} d_0 \lambda^{n+1}$. Thus $d_i = (-1)^i \lambda^i d_0 \lambda^{-i}$, $\forall i$. Hence we have

\[ d_i \lambda^{n+1} = (-1)^i \lambda^i d_0 \lambda^{n+1-i} = (-1)^i \lambda^i \lambda^n d_0 \lambda^{-i} = (-1)^i \lambda^n \lambda^i d_0 \lambda^{-i} = \lambda^n d_i. \]

Part (vii) is similar to (iv).

Following the strategy in [7], we now define

\[ C^n(C; A, \sigma) = \{ \varphi \in \text{Hom}_C(A^{\sigma(n+1)}, 1) \mid \varphi \lambda^{n+1} = \varphi \} \]  \hspace{1cm} (3.2)

By the above Theorem 4 the morphisms $d_i, \lambda$ and $s_i$ induce morphisms

\[ d_i : C^{n-1} \rightarrow C^n, \ \lambda : C^n \rightarrow C^n, \ s_i : C^{n+1} \rightarrow C^n, \ 0 \leq i \leq n \]  \hspace{1cm} (3.3)

respectively, where we use same symbols. Hence for example $d_i(\varphi) := \varphi d_i$, $\varphi \in C^{n-1}$. Then we obtain a cocyclic module $\{C^n\}_{n \geq 0}$ with the above linear maps as face, cyclicity and degeneracy maps respectively. Namely we have

On $C^{n-1}$:  \hspace{2cm} $d_j d_i = d_{j-1} d_i$, $0 \leq i < j \leq n$

On $C^{n+1}$:  \hspace{2cm} $s_j s_i = s_{i+1} s_i$, $0 \leq i \leq j \leq n$

On $C^n$:  \hspace{2cm} $s_i d_i = \begin{cases} d_i s_{i-1} & , \ i < j \\ id & , \ i = j \ or \ i = j + 1 \\ d_{i-1} s_j & , \ i > j + 1 \end{cases}$
Figure 4:
On $C^n_{-1}$; \[ \lambda d_i = -d_{i-1} \lambda, \quad 1 \leq i \leq n \] \[ \lambda d_0 = (-1)^n d_n \]

On $C^n_{+1}$; \[ \lambda s_i = -s_{i-1} \lambda, \quad 1 \leq i \leq n \] \[ \lambda s_0 = (-1)^n s_n \lambda^2 \]

On $C^n$; \[ \lambda^{n+1} = id. \]

Therefore the general theory of Hochschild and cyclic cohomology \cite{6} gives us a cochain complex $(C^*, d)$, \[ d := \sum_{i=0}^n (-1)^i d_i \] and we call the cohomology of this complex the braided Hochschild cohomology of the ribbon algebra $(A, \sigma)$ in the category $\mathcal{C}$ and denote it by $HH^*(\mathcal{C}; A, \sigma)$. And also we have a subcomplex of the above complex defined as usual by

\[ C^n_\lambda(\mathcal{C}; A, \sigma) = \{ \varphi \in Hom_C(A^{\otimes(n+1)}, 1) \mid \lambda(\varphi) = \varphi \} \]

and we call its cohomology the braided cyclic cohomology of the ribbon algebra $(A, \sigma)$ in the category $\mathcal{C}$ and denote it by $HC^*(\mathcal{C}; A, \sigma)$.

Now suppose that the ring $K = Hom(1, 1)$ is a field containing $\mathbb{Q}$, the rational numbers. Then again the general theory of Hochschild and cyclic cohomology gives the SIB-long exact sequence

\[ \cdots \to HC^{n+1} \xrightarrow{B} HH^{n+1} \xrightarrow{I} HH^n \xrightarrow{\mathcal{S}} HC^n \to \cdots \]

where $\mathcal{I}$ is induced from the inclusion map $C^*_\lambda \hookrightarrow C^*$ and $B$ is implemented by the Connes’ boundary map $B : C^{n+1} \to C^n$ defined by $B = (-1)^n N(s_{-1} + s_n)$, where $N = \sum_{i=0}^n \lambda^i$ and $s_{-1} = (-1)^n s_0 \lambda^{-1}$ is the extra degeneracy map. Finally, $\mathcal{S}$ is the periodicity map which (see for example \cite{17}, formula (10.15)), is given explicitly by

\[ \mathcal{S}(\varphi) = \frac{-1}{n(n+1)} \sum_{1 \leq i \leq j \leq n} (-1)^{i+j} d_{i-1}(d_{j-1}(\varphi)). \]  

(3.4)

Let us now extend the notion of an ordinary ‘differential calculus’ (DC) over an ordinary algebra (i.e. a DC over an algebra in the category of vector spaces) to an algebra $A$ inside a monoidal Ab-category. Until now we have seen only the universal calculus treated in such generality \cite{18}, using diagrammatic methods. In fact the axioms are the same as usual, namely part of a differential graded algebra \cite{6}. 
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including \( A \) in degree zero; but this time all objects and morphisms must be inside the category. Thus, a **differential calculus of degree** \( 1 \leq n \leq \infty \) **over algebra** \((A, m, \eta)\), in \( \mathcal{C} \) is a sequence of objects \( \Omega = \{\Omega_i\}_{i=0}^n \) in \( \mathcal{C} \) together with morphisms \( \{m_{i,j} : \Omega_i \otimes \Omega_j \to \Omega_{i+j}\}_{i,j=0}^n \), called multiplication and morphisms \( \{d_i : \Omega_i \to \Omega_{i+1}\}_{i=0}^n \), called exterior differentials, such that \( \Omega_0 = A \), \( m_{0,0} = m \), all with the well-known axioms for an ordinary DC when viewed in the category \( \bar{\mathcal{C}} \). For instance the diagram of the Leibniz rule is in Figure 6 part (c) where by labels \( i \) and \( j \) we mean \( \Omega_i \) and \( \Omega_j \). We do need to say some words about the following axiom of an ordinary DC, where one usually requires that every \( k \)-form is a sum of \( k \)-forms of the form \( a_0 da_1 \cdots da_k \) for some \( a_i \in A \). We translate this axiom for a DC in a category by requiring that for each \( k \) the morphisms

\[
m(id \otimes d) : A \otimes \Omega_{k-1} \to \Omega_k
\]

be epimorphisms. One can easily conclude by using induction on \( k \), that the morphisms

\[
m(id_A \otimes d^\otimes k) : A^\otimes (k+1) \to \Omega_k
\]

are epimorphisms of \( \bar{\mathcal{C}} \) (the converse is also true but we do not need it). We recall that a morphism \( f : U \to V \) in a category is called an **epimorphism** if for each pair of morphisms \( g, h : V \to W \) the equality \( gf = hf \) implies \( g = h \). We suppose in what follows that the tensor product of two epimorphisms in \( \mathcal{C} \) is also an epimorphism.

**Definition 5** A ribbon **DC** over a ribbon algebra \((A, \sigma)\) is a DC, \( \Omega \), together with a sequence of automorphisms \( \{\sigma_i : \Omega_i \to \Omega_i\}_{i=0}^n \) such that \( \sigma_0 = \sigma \) and

\[
m_{i,j}(\sigma_i \otimes \sigma_j)\Psi_{i,j} = \sigma_{i+j}m_{i,j}, \quad d_i\sigma_i = \sigma_id_i
\]

for all \( i, j \), where by \( \Psi_{i,j} \) we mean \( \Psi_{\Omega_i,\Omega_j} \).

This has been presented in Figure 6 part (b). It means that \( \sigma \) extends to a ribbon structure on \( \Omega \) in a manner compatible with \( d \).

**Definition 6** A ribbon graded trace (r.g.t.) on a degree \( n \) ribbon DC is a morphism \( \int : \Omega_n \to 1 \) such that if \( i + j = n \) then

\[
\int m_{i,j} = (-1)^{ij} \int m_{j,i}(\sigma_j \otimes id_{\Omega_i})\Psi_{i,j}.
\]

It is called **closed** if \( \int d = 0 \)

This has been presented in Figure 6 part (a). If \( \int \) satisfies (3.7) at least for \( i = 0, j = n \) on a (not necessarily ribbon) DC on a ribbon algebra in \( \mathcal{C} \) then we call it a **weak ribbon graded trace** (w.r.g.t.).

Following the strategy in [7] we have

**Proposition 7** On a ribbon DC, any w.r.g.t. is also a r.g.t.
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Proof We use induction on \( j \). Let (3.7) be true for \( j \); we prove it for \( j + 1 \). We have the identity in Figure 6 part (e) as proven in part (f). In part (f) we used part (d) which is an immediate consequence of the Leibniz rule (represented by the diagrams in part (c)) and closedness of \( \int \). In the fourth equality of part (f) we used the induction hypothesis. Now we have the identity in Figure 7 part (a) as proven in part (b), where \( i \) means \( \Omega_i \), \( j \) means \( \Omega_j \) and 0 means \( \Omega_0 = A \). Here in the third equality we used the equality in Figure 6 part (e) and in the sixth equality we used (3.7). Now since the morphism \( m(id \otimes d) : A \otimes \Omega_j \rightarrow \Omega_j + 1 \) is an epimorphism, then by our assumption, \( id \otimes (m(id \otimes d)) : \Omega_i \otimes A \otimes \Omega_j \rightarrow \Omega_i \otimes \Omega_j + 1 \), is also an epimorphism. Thus from the equality in Figure 7 part (a) we conclude that the induction hypothesis holds for \( j + 1 \). \( \blacksquare \)

Theorem 8 Let \( \Omega \) be a (not necessarily ribbon) DC of degree \( 0 \leq n \leq \infty \) on the ribbon algebra \((A, \sigma)\) in \( \mathcal{C} \), and \( \int \) a closed w.r.g.t. on \( \Omega \). Define the morphism in \( \mathcal{C} \)

\[
\varphi : A^{\otimes (n+1)} \rightarrow 1, \quad \varphi = \int m(id \otimes d^{\otimes n}) \tag{3.8}
\]

(the diagram of \( \varphi \) is in Figure 9 (c)). Then \( \varphi \) is a braided cyclic cocycle, i.e. \( \varphi \in Z^n_A(C; A, \sigma) \). Here \( m \) is the morphism \( A \otimes \Omega_1^{\otimes n} \rightarrow \Omega_n \) induced by the multiplication morphisms \( m_i \) (using associativity)

Proof Let us denote the morphism \( md^{\otimes k} \) by \( f_k \). Then clearly we have \( f_k = m(d \otimes f_{k-1}) = m(f_{k-1} \otimes d) \) and \( df_k = 0 \) and by definition we have \( \varphi = \int m(id \otimes f_n) \).

Then the proof that \( \lambda(\varphi) = \varphi \) is in Figure 8, where the left hand side diagram is by definition \( \lambda(\varphi) = \varphi \) and by \([k]\) we mean \( A^{\otimes k} \).

To prove that \( \varphi \) is cocycle we first note the identity in Figure 9 part (a) as proven in part (b). Now applying \( \int \) to both sides of this identity and using the definition of \( \varphi \), we just need to prove that the left hand side is \( d_n(\varphi) \), which is in part (d). \( \blacksquare \)

Finally, we study the behavior of braided cyclic cohomology with respect to gauge transformation between braided monoidal Ab-categories, using the definitions from the previous section.

Theorem 9 Let \((T, F)\) be a tensor functor between braided monoidal Ab-categories \((\mathcal{C}, \otimes, \Phi, \Psi)\) and \((\mathcal{C}', \otimes', \Phi', \Psi')\). And let \((A, m, \eta, \sigma)\) be a ribbon algebra in \( \mathcal{C} \). Then \( A' := T(A) \) is an algebra in \( \mathcal{C}' \) with product \( m' := T(m) \), unit \( \eta' := T(\eta) \) and ribbon structure \( \sigma' := T(\sigma) \). Moreover, there exists a morphism of cocyclic modules

\[
\bar{T} : C^n_C(A, \sigma) \rightarrow C^n_C(A', \sigma')
\]

If in addition \( \mathcal{C} \) and \( \mathcal{C}' \) are gauge equivalent then the above morphism is a cocyclic module isomorphism and therefore induces an isomorphism between Hochschild and cyclic cohomologies of \( A \) and \( A' \) in \( \mathcal{C} \) and \( \mathcal{C}' \) respectively.
Figure 7:
Proof At first suppose \( \mathcal{C}, \mathcal{C}' \) are strict categories and \( \mathcal{F} \) is trivial i.e. \( T(U \otimes V) = T(U) \otimes T(V) \) and \( \mathcal{F}_{U,V} = id \) for all objects \( U, V \) in \( \mathcal{C} \). Then from (2.5) and (2.7) we get \( T(f \otimes g) = T(f) \otimes' T(g) \) for all morphisms \( f, g \) in \( \mathcal{C} \), and \( T(\Psi_{U,V}) = \Psi'_{T(U),T(V)} \).

In this case it is obvious that \( (A', m', \eta', \sigma') \) is a ribbon algebra in \( \mathcal{C}' \). Now if \( d_i, s_i, \lambda_i \) and \( d'_i, s'_i, \lambda'_i \) are the face, degeneracy and cyclicity maps for \( A \) and \( A' \) respectively then since these maps are constructed by composition, addition or tensor product of the product of \( A \), identity, braiding or ribbon morphisms and since \( T \) preserves composition, addition and tensor product of morphisms, we deduce easily that \( d'_i = T(d_i), s'_i = T(s_i) \) and \( \lambda'_i = T(\lambda_i) \). Thus the theorem is proved in this case. Now since braided Hochschild and cyclic cohomology is defined inside the extended strict category \( \bar{\mathcal{C}} \), the general non-strict case follows using Proposition 2.

4 Braided cyclic cohomology of quasialgebras over coquasitriangular coquasibialgebras

In this section we use 'gauge transformation' to construct nontrivial quasialgebras following the methods in [13], and see how the differential calculi and the braided cyclic cohomology behave in this case. We start with the general theory before specializing to the group algebra case of particular interest. Concrete examples then follow in Section 5.

4.1 General construction by Drinfeld cotwists

We recall[2, 5], cf. [11]:

Definition 10 A coquasitriangular coquasibialgebra is a coalgebra \( (H, \Delta, \epsilon) \) equipped with a linear map \( \cdot : H \otimes H \rightarrow H \), called product, an associated unit element, a
Figure 9:

(a) \[ \sigma_{n-1} \sigma = \phi \]

(b) \[ \sum_{i=1}^{n-1} (-1)^i = \sum_{i=1}^{n-1} (-1)^i + \sum_{i=1}^{n-1} (-1)^i \]

(c) \[ \phi = d \]

(d) \[ \sigma \]

\[ = d_n(\phi) \]
convolution invertible “unital 3-cocycle”, in the sense of a linear map \( \phi : H^\otimes 3 \to \mathbb{C} \) satisfying
\[
\phi(b_1, c_1, d_1) \phi(a_1, b_2, c_2, d_2) \phi(a_2, b_3, c_3) = \phi(a_1, b_1, c_1, d_1) \phi(a_2, b_2, c_2, d_2),
\]
such that
\[
\phi(a, 1, b) = \epsilon(a) \epsilon(b)
\]
\( \forall a, b, c, d \in H \), and finally a convolution invertible linear map \( \mathcal{R} : H \otimes H \to \mathbb{C} \), satisfying
\[
\mathcal{R}(a, b, c) = \phi(c_1, a_1, b_1) \mathcal{R}(a_2, c_2) \phi^{-1}(a_3, c_3, b_2) \mathcal{R}(b_3, c_4) \phi(a_4, b_4, c_5),
\]
\[
\mathcal{R}(a, b, c) = \phi^{-1}(b_1, c_1, a_1) \mathcal{R}(a_2, c_2) \phi(b_2, a_3, c_3) \mathcal{R}(a_4, b_3) \phi^{-1}(a_5, b_4, c_4),
\]
\[
\mathcal{R}(a, b_1, a_1) \mathcal{R}(a_2, c_2) = \mathcal{R}(a_1, b_1) a_2 b_2
\]

Also we recall that the category of (left) \( H \)-comodules (abbreviated as \( H\text{-Com} \)) is a braided monoidal Ab-category with
\[
\Phi_{U, V, W} : U \otimes (V \otimes W) \to (U \otimes V) \otimes W, \quad u \otimes v \otimes w \mapsto \phi(u_1, v_1, w_1) u_2 \otimes v_2 \otimes w_2
\]
\[
\Psi_{U, V} : U \otimes V \to V \otimes U, \quad u \otimes v \mapsto \mathcal{R}(v_1, u_1) v_2 \otimes u_2
\]
\( \forall U, V, W \in H\text{-Com}. \) An algebra \( A \) in this category is called a left quantum quasispace (or left \( H \)-comodule quasialgebra\[13\]). This means that we have a left \( H \)-comodule structure, \( A \to H \otimes A, a \mapsto a_1 \otimes a_2 \), a linear map \( : A \otimes A \to A \), called product, which is unital, associative in the category and equivariant under the coaction of \( H \).

Specifically,
\[
a(b, c) = \phi(a_1, b_1, c_1)(a_2, b_2, c_2), \quad (a, b)(1)_1 \otimes (a, b)(2) = a_1 \otimes a_2 b_2, a, b \in A.
\]

Finally, a ribbon structure for \( A \) in the sense of Section 3 means a \( H \)-comodule isomorphism \( \sigma : A \to A \) such that
\[
\sigma(a, b) = \mathcal{R}(b_1, a_1) \mathcal{R}(a_2, b_2) \sigma(a_3), \quad \sigma(b_3)
\]

(4.1)

Now let us describe explicitly a braided cyclic cocycle in this category. First of all by the argument in Section 2, for \( H \)-comodules \( U_i, \ 1 \leq i \leq n \), a morphism \( U_1 \otimes \cdots \otimes U_n \to \mathbb{C} \) in the category of \( H\text{-Com} \), is an equivalence class of \( H \)-comodule intertwiners \( U_1 \otimes_\alpha \cdots \otimes_\alpha U_n \to \mathbb{C} \) for all \( \alpha \in \Lambda_n \). Here a \( H \)-comodule intertwiner \( U_1 \otimes_\alpha \cdots \otimes_\alpha U_n \to \mathbb{C} \) means a linear map \( f : U_1 \otimes \cdots \otimes U_n \to \mathbb{C} \) satisfying
\[
f(u_1^1 \otimes \cdots \otimes u_n^1) 1 = u_1^{1, \alpha} \cdots \alpha u_n^{1, \alpha} f(u_2^1 \otimes \cdots \otimes u_2^n), \quad \forall u_i \in U_i,
\]

(4.2)

where in order to avoid confusion, we have used the boldmath notation \( U_1 \otimes \cdots \otimes U_n \) for the usual vector space tensor product, \( u_1 \otimes \cdots \otimes u_n \) meaning an element of the vector space \( U_1 \otimes \cdots \otimes U_n \) and the notation \( u_i^1 \cdot \alpha \cdots \cdot_\alpha u_i^n \) as defined in Section 2.
Similarly, a morphism $U_1 \otimes \cdots \otimes U_m \rightarrow V_1 \otimes \cdots \otimes V_n$ is an equivalence class of $H$-comodule intertwiners $U_1 \otimes_{\alpha} \cdots \otimes_{\alpha} U_m \rightarrow V_1 \otimes_{\beta} \cdots \otimes_{\beta} V_n$, $\alpha \in \Lambda_m, \beta \in \Lambda_n$.

Now let us describe the morphisms $d_i : C_n = A^\otimes (n+1) \rightarrow C_{n-1} = A^\otimes n$, $0 \leq i \leq n - 1$ in our particular category. These are represented by morphisms

$$A \otimes_{\alpha} \cdots \otimes_{\alpha} (A \otimes A) \otimes_{\alpha} \cdots \otimes_{\alpha} A \rightarrow A \otimes_{\alpha} \cdots \otimes_{\alpha} A$$

$$(a^0 \otimes \cdots \otimes a^n) \mapsto (a^0 \otimes \cdots \otimes a^i \cdot a^{i+1} \otimes \cdots \otimes a^n), \quad a^i \in A, \alpha \in \Lambda_n$$

while $d_n$ by definition is $(m_A \otimes id_{n-1})(\sigma_A \otimes id_n)\Psi_{n,1}$, where $\Psi_{n,1} := \Psi_{A^\otimes n, A}$ and $id_k := id_{A^\otimes k}$. Let us write for simplicity $X$ for $A^\otimes n, \alpha \in \Lambda_{n-1}$. Then the representative of $d_n$ from $(A \otimes X) \otimes A$ to $A \otimes X$ is $(m_A \otimes id_X)\phi_{A,A,X}(\sigma \otimes id_{A^\otimes X})\Psi_{A^\otimes X,A}$ which has value on $a^0 \otimes \cdots \otimes a^n$ equal to

$$\mathcal{R}(a^n_1, a^0_1, (a^1_1, \alpha \cdots \alpha a^{n-1}_1))(m_A \otimes id_X)\phi_{A,A,X}(\sigma \otimes id_{A^\otimes X})(a^n_2, (a^0_2 \otimes (a^1_2 \otimes_{\alpha} \cdots \otimes_{\alpha} a^{n-1}_2)))$$

$$= \mathcal{R}(a^n_1, a^0_1, (a^1_1, \alpha \cdots \alpha a^{n-1}_1))(m_A \otimes id_X)\phi_{A,A,X}(\sigma(a^n_2, (a^0_2 \otimes (a^1_2 \otimes_{\alpha} \cdots \otimes_{\alpha} a^{n-1}_2))))$$

$$= \mathcal{R}(a^n_1, a^0_1, (a^1_1, \alpha \cdots \alpha a^{n-1}_1))\phi(a^n_2, a^0_2, a^{1}_2, \alpha \cdots \alpha a^{n-1}_2)(m_A \otimes id_X)((\sigma(a^n_3) \otimes a^0_3) \otimes (a^1_3 \otimes_{\alpha} \cdots \otimes_{\alpha} a^{n-1}_3))$$

Therefore the representative of $d_n$ from $(A \otimes (A^\otimes (n-1))) \otimes A$ to $A \otimes (A^\otimes (n-1))$ is

$$d_n(a^0 \otimes \cdots \otimes a^n) = \mathcal{R}(a^n_1, a^0_1, (a^1_1, \alpha \cdots \alpha a^{n-1}_1))\phi(a^n_2, a^0_2, a^{1}_2, \alpha \cdots \alpha a^{n-1}_2) \times (\sigma(a^n_3) \otimes a^0_3) \otimes (a^1_3 \otimes_{\alpha} \cdots \otimes_{\alpha} a^{n-1}_3), \quad (4.3)$$

where $\alpha \in \Lambda_{n-1}$.

We can similarly represent $\lambda$ with the representative $(A \otimes (A^\otimes (n-2))) \otimes A \rightarrow A \otimes (A \otimes (A^\otimes (n-2)))$ by

$$\lambda(a^0 \otimes \cdots \otimes a^n) = \mathcal{R}(a^{n-1}_1, a^0_1, (a^1_1, \alpha \cdots \alpha a^{n-2}_1))\sigma(a^{n-1}_2) \otimes (a^0_2) \otimes \cdots \otimes (a^{n-2}_2), \quad (4.4)$$

where $\alpha \in \Lambda_{n-2}$.

Next a DC, $\Omega(A) = \bigoplus_{i=0}^{n} \Omega_i(A)$, on $A$ in this category is just a left $H$-covariant DC as in [119], except that the product of forms are associative up to the associator, namely

$$\omega.(\omega', \omega'') = \phi(\omega(1), \omega'(1), \omega''(1))(\omega(2), \omega'(2), \omega''(2)), \quad \forall \omega, \omega', \omega'' \in \Omega.$$ 

A w.r.t. on $\Omega(A)$ is a left $H$-invariant functional $\Omega_n \rightarrow \mathbb{C}$ satisfying

$$\int \omega.a = \mathcal{R}(a(1), \omega(1)) \int \sigma(a(2)) \omega(2). \quad (4.5)$$

Now we recall briefly the so called Drinfeld cotwist and associated “gauge transformation”. For this discussion we will denote the product of two elements $a$ and
\( b \) in \( H \) or \( A \), just by \( ab \) and we keep the notation \( a \ast b \) or \( a.b \) respectively for the new products defined as follows. Thus for \((H, \Phi, \mathcal{R})\) as above and any convolution invertible linear map \( F : H \otimes H \rightarrow \mathbb{C} \) obeying \( F(a, 1) = F(1, a) = \epsilon(a), \forall a \in H \) (a 2-cochain), we define a coquasitriangular coquasibialgebra \( H^F \) as follows; \( H^F \) as a coalgebra is, by definition, \((H, \Delta, \epsilon)\) itself and the product for \( H^F \) is defined by [1],

\[
a \ast b := F(a(1), b(1))a(2)b(2)F^{-1}(a(3), b(3)), \tag{4.6}
\]

the unital 3-cocycle for \( H^F \) is defined by

\[
\phi_F(a, b, c) := F(b(1), c(1))F(a(1), b(2)c(2))\phi(a(2), b(3), c(3))F^{-1}(a(3)b(4), c(4))F^{-1}(a(4), b(5)) \tag{4.7}
\]

and the coquasitriangular structure for \( H^F \) is defined by

\[
\mathcal{R}_F(a, b) := F(b(1), a(1))\mathcal{R}(a(2), b(2))F^{-1}(a(3), b(3)) \tag{4.8}
\]

\( \forall a, b \in H \). This is the dual version of the Drinfeld twist, (see [3]). Then, as above, we have a braided monoidal Ab-category, namely \( H^F \)-Com, which is nothing other than \( H\text{-Com} \), as an Ab-category but with new monoidal and braided structures. We denote the tensor product, the associator and the braiding of this category by \( \otimes_F, \Phi_F, \psi - F \) respectively.

If \( A \) is a quantum quasispace over \( H \) then there is a gauge transformed copy of it in \( H^F \)-Com, namely we cotwist the product of \( A \) as [13]

\[
a.b := F(a(1), b(1))a(2)b(2), \quad \forall a, b \in A
\]

then \( A_F \) is by definition \( A \) as a left \( H \)-comodule equipped with the above product. It is easy to see that \( A_F \) is a (left) quantum quasispace over \( H^F \), see [13].

Now let us show that if \( \sigma \) is a ribbon structure for \( A \) in \( H\text{-Com} \), then \( \sigma \) is still a ribbon structure for \( A_F \) in the category of left \( H^F\text{-Com} \). Indeed,

\[
\mathcal{R}_F(b(1), a(1))\mathcal{R}_F(a(2), b(2))\sigma(a(3))\sigma(b(3))
\]

\[
= F(a(1), b(1))\mathcal{R}(b(2), a(2))F^{-1}(b(3), a(3))F(b(4), a(4))\mathcal{R}(a(5), b(5))F^{-1}(a(6), b(6))
\]

\[
= F(a(1), b(1))\mathcal{R}(b(2), a(2))\sigma(a(3))\sigma(b(3))
\]

\[
= F(a(1), b(1))\sigma(a(2))\sigma(b(2))
\]

\[
= \sigma(a.b)
\]

as required.

Next it is known that the cotwisted comodule algebra \( \Omega(A_F) := \Omega(A)_F \) is a DC over the algebra \( A_F \) in the category of \( H^F\text{-Com} \), (see [12]). We recall that differential forms in \( \Omega(A_F) \) are as the same as differential forms in \( \Omega(A) \) with same coaction of \( H \) on them and the differential operator, \( d \), remain unchanged but the product of forms has been cotwisted to

\[
\omega \omega' := F(\omega(1), \omega'(1))\omega(2)\omega'(2)
\]
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Therefore for left invariant forms this product does not change, i.e. we have
\[ \omega \cdot \omega' = \omega \omega', \quad a \cdot \omega = a \omega, \quad \omega \cdot a = a \omega, \quad \forall \omega \in \Omega^{\text{inv}}, \quad a \in A \]

Where \( \Omega^{\text{inv}} \) denote the space of left invariant forms.

Let us show now that if \( \int \) is a w.r.g.t. on \( \Omega(A) \) then it is also a w.r.g.t. on \( \Omega(A_\mathcal{F}) \). Indeed,
\[
\mathcal{R}_\mathcal{F}(a_{(1)}, \omega_{(1)}) \int \sigma(a_{(2)}) \omega_{(2)} = F(\omega_{(1)}, a_{(1)}) \mathcal{R}(a_{(2)}, \omega_{(2)}) F^{-1}(a_{(3)}, \omega_{(3)}) F(a_{(4)}, \omega_{(4)}) \int \sigma(a_{(5)}) \omega_{(5)} \\
= \int F(\omega_{(1)}, a_{(1)}) \omega_{(2)} a_{(2)} \\
= \int \omega \cdot a
\]
as required.

Remark: Observe that even if the associator and coquasitriangular structure are trivial before gauge transformation, they are typically no longer trivial after gauge transformation. Even if \( F \) is a Hopf algebra 2-cocycle\([5]\), the associator after gauge transformation becomes trivial but the coquasitriangular structure is not typically trivial but is cotriangular. And note that the cochain \( F \) needed for gauge transformation of classical semisimple Lie groups to their quantum counterpart are not Hopf algebra 2-cocycle but are 2-cochains, thus these observations imply that we do need to consider the class of braided cyclic cocycles during such transformations.

As for any monoidal category \( \mathcal{C} \) the functor \( \mathcal{C}^n \to \mathcal{C}, \quad (U_1, \ldots, U_n) \mapsto (\cdots((U_1 \otimes U_2) \otimes U_3) \otimes \cdots) \otimes U_n \) is called the left-to-right arranger. We can use this to give explicit left-to-right representatives of all formulae. Finally, the categories \((H\text{-Com}, \otimes, \Phi, \Psi)\) and \((H^F\text{-Com}, \otimes_F, \Phi_F, \Psi - F)\) are gauge equivalent, which is the categorical meaning of the Drinfeld cotwist, see [2]. We choose \( T = \text{id} \) and \( \mathcal{F}_{U,V}(u \otimes v) := F(u_{(1)}, v_{(1)}) u_{(2)} \otimes v_{(2)} \). Here \( \mathcal{F}_{U,V} \) is a morphism in \( H^F\text{-Com} \) since
\[
(u \otimes v)_{(1)} \otimes \mathcal{F}_{U,V}(u \otimes v)_{(2)} = u_{(1)} \ast v_{(1)} \otimes F(u_{(2)}, v_{(2)}) u_{(3)} \otimes v_{(3)} \\
= F(u_{(1)}, v_{(1)}) u_{(2)} v_{(2)} F^{-1}(u_{(3)}, v_{(3)}) \otimes F(u_{(4)}, v_{(4)}) u_{(5)} \otimes v_{(5)} \\
= F(u_{(1)}, v_{(1)}) u_{(2)} v_{(2)} \otimes u_{(3)} \otimes v_{(3)} = (\mathcal{F}_{U,V}(u \otimes v))_{(1)} \otimes (\mathcal{F}_{U,V}(u \otimes v))_{(2)}
\]

Similarly, \( \mathcal{F}_{U,V}^{-1}(u \otimes v) = F^{-1}(u_{(1)}, v_{(1)}) u_{(2)} \otimes v_{(2)} \) is a morphism in \( H^F\text{-Com} \). Moreover, \([2.5]\) is a consequence of the definition of a morphism in the category of \( H\text{-Com} \) and \([2.6], [2.7]\) are consequences of \([1.7]\) and \([1.8]\). Therefore by Theorem\([5]\) we have:

**Theorem 11** There is an isomorphism of cocyclic modules
\[
\tilde{\text{id}} : C^k(H\text{-Com}; A, \sigma) \to C^k(H^F\text{-Com}; A_F, \sigma), \quad \varphi \mapsto \varphi_F
\]
For instance if \( \varphi^{lr} \) be the left-to-right representative of \( \varphi \) then the left-to-right representative of \( \varphi_F \), which we denote it by \( \varphi_F^{lr} \) is
\[
\varphi_F^{lr}(a^0, \ldots, a^k) = F(a_{(1)}^0, a_{(1)}^1) F(a_{(2)}^0 a_{(2)}^1, a_{(2)}^2) F((a_{(3)}^0 a_{(3)}^1) a_{(2)}^2, a_{(1)}^3) \cdots \\
F(\cdots((a_{(k)}^0 a_{(k)}^1) a_{(k-1)}^2) \cdots) a_{(2)}^{k-1}, a_{(1)}^k) \varphi^{lr}(a_{(k+1)}^0, a_{(k+1)}^1, a_{(k)}^2, \ldots, a_{(2)}^k)
\]
Proof This is Theorem 9 in our present case. In (4.9) we just used the definition of $S_\alpha$ (see Section 2). □

4.2 Braided cyclic cocycles of group algebras and $G$-graded quasialgebras

Let $G$ be a group and $H = \mathbb{C}G$ the group algebra on $G$. This is a Hopf algebra with
\[ \Delta g = g \otimes g, \quad \varepsilon(g) = 1, \quad S(g) = g^{-1}, \quad \forall g \in G \]
we recall that a 3-unital cocycle for $H = \mathbb{C}G$ is just the linear extension of a group cocycle $\phi : G^3 \rightarrow \mathbb{C} - \{0\}$ in the sense of a function $\phi : G^3 \rightarrow \mathbb{C} - \{0\}$ obeying
\[ \phi(g_1, g_2, g_3)\phi(g_0, g_1g_2, g_3)\phi(g_0, g_1, g_2) = \phi(g_0, g_1, g_2g_3)\phi(g_0g_1, g_2, g_3), \quad \phi(g_0, e, g_1) = 1, \quad \forall g_i \in G. \]

Of interest is the case when $G$ is abelian. Since $H$ is cocommutative and associative, we can consider $\mathbb{C}G$ as a coquasibialgebra with any $\phi$, including to start with the trivial $\phi \equiv 1$. Then in this standard case, since we assume $G$ is abelian, a coquasitriangular structure is just a group bicharacter $R : G^2 \rightarrow \mathbb{C} - \{0\}$ in the sense that, a function obeying
\[ R(g_0g_1, g_2) = R(g_0, g_2)R(g_1, g_2), \quad R(g_0, g_1g_2) = R(g_0, g_1)R(g_0, g_2), \quad \forall g_i \in G. \]
Again to start with we can choose the trivial $R \equiv 1$, so that $\mathbb{C}G$ is considered as a coquasitriangular coquasibialgebra with trivial associator and trivial coquasitriangular structure.

Next a left $\mathbb{C}G$-comodule means precisely a $G$-graded vector space $V$ with coaction of $\mathbb{C}G$ on it is given by $\alpha(v) = |v| \otimes v$ where $|v| \in G$ denotes the degree of a homogeneous vector $v \in V$. An algebra $A$ in the category of $\mathbb{C}G$-comodules is just a $G$-graded algebra (recall that we have chosen trivial associator for $\mathbb{C}G$). Now since for every bialgebra $H$ (that is a coquasibialgebra with trivial associator), $A = H$ is an $H$-comodule algebra with the coproduct of $H$ taken as coaction of $H$ on $A$, we can consider the algebra $A = \mathbb{C}G$ in the category of $\mathbb{C}G$-comodules. Since we have chosen the trivial coquasitriangular structure for $H = \mathbb{C}G$, a ribbon structure $\sigma : A = \mathbb{C}G \rightarrow A = \mathbb{C}G$ is just a group homomorphism $\sigma : G \rightarrow G$ extended by linearity to $\mathbb{C}G$.

Finally, let $\{\chi_i : G \rightarrow \mathbb{C} - \{0\}\}_{i=1}^n$ be a finite set of group characters. We extend each $\chi_i$ on $\mathbb{C}G$ by linearity and denote the extended map still with $\chi_i$. Clearly we have $\chi_i(ab) = \chi_i(a)\chi_i(b) \quad \forall a, b \in A, \forall i$. It is well-known that if $\Lambda$ is a $n$-dimensional vector space with basis $\{\omega_i\}_{i=1}^n$ then there exists a unique left covariant FODC, $\Gamma$, on $A = \mathbb{C}G$ such that $\forall g \in G, \forall i$
\[ \omega_i g = \chi_i(g)g\omega_i, \quad dg = \sum_{i=1}^n (\chi_i(g) - 1)g\omega_i \quad (4.10) \]
In fact these calculi are bicovariant and the space of right invariant forms $\Gamma^{r,inv}$ coincides with the space of left invariant forms, $\Gamma^{l,inv} = \Lambda$. Thus the Woronowicz braiding $\Psi : \Gamma \otimes_A \Gamma \rightarrow \Gamma \otimes_A \Gamma$ is just the map, $\Psi(\omega \otimes_A \omega') = a\omega' \otimes_A \omega$, $\forall \omega, \omega' \in \Gamma^{l,inv}$. Hence the relations among basis 1-forms $\omega_i$ in the DC, $\Omega := T(\Gamma)/\ker(\Psi - id)$, are $\omega_i^2 = 0$, $\omega_i \omega_j = -\omega_j \omega_i$, $\forall i, j$, where $T(\Gamma)$ is the tensor algebra over $\Gamma$. Therefore we have a top form $\theta := \omega_1 \cdots \omega_n$ for the space of left invariant $n$-forms, i.e. the space of left invariant $n$-forms is one dimensional. Now let us define $\pi : \Omega_n \rightarrow A$ and $\rho : A \rightarrow A$ as follows; since $\{\theta\}$ is a free $A$-basis for $\Omega_n$, for each $\omega \in \Omega_n$ and $a \in A$ there exist unique elements of $A$, $\pi(\omega)$ and $\rho(a)$ such that $\omega = \pi(\omega)\theta$ and $\theta a = \rho(a)\theta$. One can easily verify that both $\pi$ and $\rho$ are morphisms in the category of $H$-comodules, and $\rho$ is an algebra automorphism and by very definition we have $\pi(a\omega) = a\pi(\omega)$, $\pi(\omega a) = \pi(\omega)\rho(a)$. In our case of $A = \mathbb{C}G$ by (4.10) we have

$$\rho(g) = \chi_1(g) \cdots \chi_n(g)g.$$ 

Next there exists a unique left and right invariant functional on $\mathbb{C}G$ defined by

$$h(g) = 0, \quad \forall g \neq e, \quad h(e) = 1 \quad (4.11)$$

which defines a canonical left invariant functional

$$\int : \Omega_n \rightarrow \mathbb{C}, \quad \int \omega := h(\pi(\omega)). \quad (4.12)$$

Since $\omega a = \pi(\omega)\theta a = \pi(\omega)\rho(a)\theta = \rho(a)\pi(\omega)\theta = \rho(a)\omega$, we have $\int \omega a = \int \rho(a)\omega$.

Thus $\int$ is a w.r.g.t. with ribbon morphism $\sigma(\omega) = \chi_1(g) \cdots \chi_n(g)g$. Let us show that it is closed. Since $\int$ is left covariant we have $\int dg_1 \cdots dg_n e = g_1 \cdots g_n \int dg_1 \cdots dg_n$, $\forall g_i \in G$ thus if $g_1 \cdots g_n \neq e$ then $\int dg_1 \cdots dg_n = 0$, and if $g_1 \cdots g_n = e$ then we have

**Proposition 12** If for $g_0, \ldots, g_k \in G$ we have $g_0 \cdots g_k = e$, then $dg_0 \cdots dg_k = 0$

**Proof** We have $g^{-1}dg = \sum_{i=1}^n (\chi_i(g) - 1)\omega_i$ and $(dg^{-1})g = \sum_{i=1}^n (\chi_i(g^{-1}) - 1)\omega_i g = \sum_{i=1}^n (\chi_i(g) - 1)\omega_i g = -\sum_{i=1}^n (\chi_i(g) - 1)\omega_i \omega_i g = 0$. Thus $dg^{-1}dg = 0$ and $d\omega(g) = d(g^{-1}dg) = 0$. Since every left invariant form $\omega \in \Omega^{inv}$ is generated by left invariant 1-forms, we deduce that $d\omega = 0$, $\forall \omega \in \Omega^{inv}$. Now we show by induction on $k$ that for arbitrary $g_1, \ldots, g_k \in G$ we have $(g_1 \cdots g_k)^{-1}dg_1 \cdots dg_k \in \Omega^{inv}_{inv}$; for $k = 1$ it is clear, and since for every $g \in G$ by (4.10) we have $g\Omega^{inv} = \Omega^{inv}g$ we conclude by using the induction hypothesis that $(g_1 \cdots g_k)^{-1}dg_1 \cdots dg_k = g_k^{-1}(g_1 \cdots g_{k-1})^{-1}dg_1 \cdots dg_{k-1})dg_k \in \Omega^{inv}_{inv}$. Now since $g_0 = (g_1 \cdots g_k)^{-1}$ we see that $dg_0 \cdots dg_k = d((g_1 \cdots g_k)^{-1}dg_1 \cdots dg_k) = 0$. ■

Hence the character $\varphi(g_0, \cdots, g_n) = \int g_0dg_1 \cdots dg_n$ is a trivially braided cyclic cocycle. Now we calculate $\varphi$ explicitly. First of all, using (4.10) one has

$$dg_1 \cdots dg_n = \sum_{i_1, \ldots, i_n=1}^n (\chi_{i_1}(g_1) - 1) \cdots (\chi_{i_n}(g_n) - 1) \chi_{i_1}(g_2) \cdots \chi_{i_1}(g_n) \chi_{i_2}(g_3) \cdots \chi_{i_2}(g_n) \cdots \chi_{i_{n-1}}(g)g_1 \cdots g_n \omega_{i_1} \cdots \omega_{i_n}.$$
Now for any permutation \( \tau \in S_n \) we have \( \omega_{\tau(1)} \cdots \omega_{\tau(n)} = sgn(\tau) \omega_1 \cdots \omega_n \). Therefore \( \varphi(g_0, \cdots, g_n) = 0 \), if \( g_0 \cdots g_n \neq e \) and if \( g_0 \cdots g_n = e \) then

\[
\varphi(g_0, \cdots, g_n) = \sum_{\tau \in S_n} sgn(\tau)(\chi_{\tau(1)}(g_1) - 1) \cdots (\chi_{\tau(n)}(g_n) - 1) \chi_{\tau(1)}(g_2) \cdots \chi_{\tau(1)}(g_n)
\]

\[
\chi_{\tau(2)}(g_3) \cdots \chi_{\tau(2)}(g_n) \cdots \chi_{\tau(n-1)}(g_n)
\]

Using the fact that \( \chi_i \) are group characters we conclude that

\[
\varphi(g_0, \cdots, g_n) = \sum_{\tau \in S_n} sgn(\tau)(\chi_{\tau(1)}(g_1) \cdots g_n) - \chi_{\tau(1)}(g_2) \cdots g_n)
\]

\[
(\chi_{\tau(2)}(g_2 \cdots g_n)) - \chi_{\tau(2)}(g_3 \cdots g_n) \cdots (\chi_{\tau(n)}(g_n) - 1)
\]

Hence we have a braided monoidal Ab-category, namely the category of \( G \)-graded vector spaces with trivial braiding and trivial associator, and we have an algebra \( A \) in it i.e. \( A = \mathbb{C}G \) itself but with a nontrivial ribbon structure \( \sigma : G \rightarrow G \), a group homomorphism given by \( \sigma(g) = \chi_1(g) \cdots \chi_n(g)g \). Moreover, we have a DC on \( A \) and a closed w.r.g.t. and therefore the corresponding cyclic cocycle. This is therefore an example of the theory in [7].

Moreover, since we are working with a strict category we can suppress the subscript \( \alpha \) in the expression \( U_1 \otimes_{\alpha} \cdots \otimes_{\alpha} U_n \) and \( a^{0,\alpha} \cdots a^{n} \). Therefore the maps \( d_i \) and \( \lambda \) becomes as usual. Let us describe them in this case more explicitly. First of all a morphism \( \varphi : A^{\otimes(k+1)} \rightarrow \mathbb{C} \) in this category is determined by a function \( \varphi : G^{k+1} \rightarrow \mathbb{C} \) such that \( \varphi(g_0, \cdots, g_k)e = g_0 \cdots g_k \varphi(g_0, \cdots, g_k) \), but since \( G \) is a vector space basis for \( \mathbb{C}G \), we conclude

\[
\text{Hom}_{\text{Vec}}(\mathbb{C}G^{\otimes(k+1)}, \mathbb{C}) = \{ \varphi : G^{k+1} \rightarrow \mathbb{C} | \varphi(g_0, \cdots, g_k) = 0, \text{ if } g_0 \cdots g_k \neq e \}
\]

and

\[
(b\varphi)(g_0, \cdots, g_{k+1}) = \sum_{i=0}^{k} (-1)^i \varphi(g_0, \cdots, g_0g_{i+1}, \cdots, g_{k+1}) + (-1)^{k+1} \chi(g_{k+1}) \varphi(g_{k+1}g_0, \cdots, g_k)
\]

\[
(\lambda\varphi)(g_0, \cdots, g_k) = (-1)^k \chi(g_k) \varphi(g_k, g_0, \cdots, g_{k-1})
\]

where \( \chi = \chi_1 \cdots \chi_n \). Note that since \( (\chi^{k+1} \varphi)(g_0, \cdots, g_k) = (-1)^{k(k+1)} \chi(g_0 \cdots g_k) \varphi(g_0, \cdots, g_k) \) we conclude that

\[
C^k(G - Vec; \mathbb{C}G, \bar{\chi})
\]

\[
= \text{Hom}_{\text{Vec}}(\mathbb{C}G^{\otimes(k+1)}, \mathbb{C}) = \{ \varphi : G^{k+1} \rightarrow \mathbb{C} | \varphi(g_0, \cdots, g_k) = 0, \text{ if } g_0 \cdots g_k \neq e \},
\]

where \( \bar{\chi}(g) := \chi_1(g) \cdots \chi_n(g)g \).

Now we are ready to cotwist all of the above to obtain a braided cyclic cocycle. Thus, let \( F : G^2 \rightarrow \mathbb{C} - \{0\} \) be a function such that \( F(g, e) = F(e, g) = 1 \), \( \forall g \in G \) and \( H = \mathbb{C}G \) as above. Then after cotwisting, \( H^F \) has the same product as \( H \), because;

\[
g_1g_2 = F(g_1, g_2)g_1g_2F(g_1, g_2)^{-1} = g_1g_2, \forall g \in G
\]
But we have nontrivial 3-cocycle
\[ \phi_F(g_1, g_2, g_3) = F(g_2, g_3)F(g_1, g_2g_3)F(g_1, g_2)^{-1}F(g_1g_2, g_3)^{-1} \] (4.17)
and nontrivial cotriangular structure
\[ \mathcal{R}_F(g_1, g_2) = F(g_2, g_1)F(g_1, g_2)^{-1}. \] (4.18)

Therefore we have a cotriangular coquasibialgebra which we denote it by \( CF \) and an algebra in the category of \( CF \)-comodules is called a \textit{G-graded quasialgebra} \[ A = \bigoplus_{g \in G} A_g \] such that
\[ a(bc) = \phi_F(|a|, |b|, |c|)(ab)c \] (4.19)
on homogeneous elements. Recall that we chose \( A = CG \) as an algebra in the category of \( G \)-graded vector spaces which cotwists to a \( G \)-graded quasialgebra \( A_F = CFG \) with the product
\[ g_1g_2 = F(g_1, g_2)g_1g_2 \] (4.20)
We also have
\[ \int \omega.g = F(g, \omega(1))F(\omega(1), g)^{-1}\chi_1(g) \cdots \chi_n(g) \int g.\omega(2) \] (4.21)
while the isomorphism of Theorem 12 becomes
\[ \varphi_F(g_0, \ldots, g_k) = F(g_0, g_1)F(g_0g_1, g_2\cdots F(g_0 \cdots g_{k-1}, g_k)\varphi(g_0, \ldots, g_k). \] (4.22)

5 Examples

In this section we collect examples that demonstrate key aspects of the theory above. They are all constructed using cotwisting on coquasitriangular Hopf algebras in Section 4. The first two are based on abelian groups as in Section 4.2.

5.1 Octonions.

Let \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2 \). Thus \( CG \) is an associative algebra with generators \( \{1, u, v, w\} \) and relations
\[ u^2 = 1, \quad v^2 = 1, \quad w^2 = 1, \quad uv = vu, \quad uw = wu, \quad vw = vw \]
For simplicity we will use the notation \( \tilde{i} = u^{i_1}v^{i_2}w^{i_3} \) and \( \tilde{i} + \tilde{j} = u^{i_1+j_1}v^{i_2+j_2}w^{i_3+j_3} \) as well. In fact this notation is statement of the group \( \mathbb{Z}_2^3 \) as an additive group.

Each \( \mathbb{Z}_2 \) has a unique nonzero differential calculus (the universal one) and it is natural to equip \( G \) with the ‘direct product’ of three copies of this. To do this, we choose three characters
\[ \chi_1(u^iv^jw^k) = (-1)^i, \quad \chi_2(u^iv^jw^k) = (-1)^j, \quad \chi_3(u^iv^jw^k) = (-1)^k, \quad i, j, k = 0, 1 \]
Then by (4.10) we have
\[\begin{align*}
\omega_1 u &= -u \omega_1, \quad \omega_2 u = u \omega_2, \quad \omega_3 u = u \omega_3 \\
\omega_1 v &= v \omega_1, \quad \omega_2 v = -v \omega_2, \quad \omega_3 v = v \omega_3 \\
\omega_1 w &= w \omega_1, \quad \omega_2 w = w \omega_2, \quad \omega_3 w = -w \omega_3
\end{align*}\]
and again by (4.10) we have
\[\begin{align*}
du &= -2u \omega_1, \quad dv = -2v \omega_2, \quad dw = -2w \omega_3
\end{align*}\]
and
\[\begin{align*}
(du)u &= -udu, \quad (dv)u = u dv, \quad (dw)u = u dw \\
(du)v &= v du, \quad (dv)v = -vdv, \quad (dw)v = v dw \\
(du)w &= w du, \quad (dv)w = w dv, \quad (dw)w = -wdw
\end{align*}\]
and therefore
\[\begin{align*}
(du)^2 &= (dv)^2 = (dw)^2 = 0 \\
du dv &= -dv du, \quad du dw = -dw du, \quad dv dw = -wdv.
\end{align*}\]
Now using the Leibniz rule and the above relations we have \(d(uv) = -2uv(\omega_1 + \omega_2)\), \(d(uw) = -2uw(\omega_1 + \omega_3)\) and \(d(vw) = -2vw(\omega_2 + \omega_3)\) and thus we have \(d(uvw) = (du)vw + u(dvw) = -2uvw(\omega_1 + \omega_2 + \omega_3)\). Therefore, generally, we have
\[d(u^{i_1} v^{i_2} w^{i_3}) = -2u^{i_1} v^{i_2} w^{i_3}(i_1 \omega_1 + i_2 \omega_2 + i_3 \omega_3), \quad i_k = 0, 1, k = 1, 2, 3\]
or in additive notation
\[d\vec{t} = -2\vec{t}(i_1 \omega_1 + i_2 \omega_2 + i_3 \omega_3)\].

Using this formula and the above commutation relations we obtain
\[\pi(i\vec{d} j \vec{d} k \vec{d} \vec{l}) = -8(\vec{t} + \vec{j} + \vec{k} + \vec{l})(-1)^{l_2 + l_1} l_1((-1)^{k_2} j_2 k_3 - (-1)^{k_3} j_3 k_2) + (-1)^{l_3 + l_1} l_2((-1)^{k_3} j_3 k_1 - (-1)^{k_1} j_1 k_3) + (-1)^{l_3 + l_2} l_3((-1)^{k_1} j_1 k_2 - (-1)^{k_2} j_2 k_1)\]

Thus we calculate the character of the trivially braided ribbon graded trace defined by (4.12) as
\[\varphi(\vec{t}, \vec{j}, \vec{k}, \vec{l}) = -8((-1)^{l_2 + l_1} l_1((-1)^{k_2} j_2 k_3 - (-1)^{k_3} j_3 k_2) + (-1)^{l_3 + l_2} l_3((-1)^{k_3} j_3 k_1 - (-1)^{k_1} j_1 k_3) - (-1)^{l_3 + l_1} l_3((-1)^{k_1} j_1 k_2 - (-1)^{k_2} j_2 k_1))\]  \hspace{1cm} (5.1)

if \(\vec{t} + \vec{j} + \vec{k} + \vec{l} = 0\), and zero otherwise. One can compute this from the general formula (4.13) as well.

Now we study covertwisting of \(G = \mathbb{Z}_2^3\) to the octonions. The complex numbers, the quaternions, the octonions and the higher Cayley algebras can be constructed by the Cayley-Dixon process. On the other hand it has been shown in [13] that these algebras are \(G\)-graded quasialgebras of the form \(\mathbb{C}_F G\) for \(G\) a power of \(\mathbb{Z}_2\) and for a suitable \(F\).

For octonions we take \([13] G = \mathbb{Z}_2^3\) and
\[F(\vec{t}, \vec{j}) = (-1)^{j_1 (j_1 + j_2 + j_3) + j_2 (j_2 + j_3) + j_3 (j_3 + j_1 + j_2) + i_1 (i_1 + i_2 + i_3) + i_2 (i_2 + i_3) + i_3 (i_3 + i_1 + i_2)}\]  \hspace{1cm} (5.2)

which has coboundary
\[\phi_F(\vec{t}, \vec{j}, \vec{k}) = (-1)^{j \vec{k}}\]  \hspace{1cm} (5.3)
where \(\begin{vmatrix} \vec{i} & \vec{j} & \vec{k} \end{vmatrix}\) is a short notation for determinant of the matrix whose columns are the vectors \(\vec{i}, \vec{j}\) and \(\vec{k}\) respectively.

We denote the cotwisted product by . i.e, \(x.y = F(x, y)xy, \ \forall x, y \in \mathbb{C}G\). Then we have the following relations

\[
\begin{align*}
    u.u &= -1, \quad v.v = -1, \quad w.w = -1, \quad u.v = -v.u, \quad u.w = -w.u, \quad v.w = -w.v, \quad u.(v.w) = -(u.v).w
\end{align*}
\]

and the relations between 0-forms and left invariant forms remain unchanged after twisting the above DC on \(G = \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2\). But we have

\[
\begin{align*}
    du.u &= -u.du, \quad dv.u = -u.dv, \quad dw.u = -u.dw \\
    du.v &= -v.du, \quad dv.v = -v.dv, \quad dwv &= -v.dw \\
    du.w &= -w.du, \quad dw.w &= -w.dw
\end{align*}
\]

and

\[
\begin{align*}
    du.du &= dv.dv = dw.dw = 0 \\
    du.dv &= dv.du, \quad du.dw = dw.du, \quad dv.dw &= dw.dv
\end{align*}
\]

This is our natural differential calculus or 'exterior algebra' for the octonions as obtained by cotwisting. Like the octonions themselves, it is a nonassociative quasialgebra. We see that now the function algebra generators and their differentials uniformly anticommute, while the latter mutually commute.

From the above, we have

\[
\begin{align*}
    d((u^i.v^j).w^k) &= -2(u^i.v^j).w^k(i\omega_1 + j\omega_2 + k\omega_3), \quad i, j, k = 0, 1
\end{align*}
\]

Using formula (4.22) we can then calculate

\[
\varphi_F(i, j, k, l) = F(i, j)F(i + j, k)F(i + j + k, l)\varphi(i, j, k, l)
\]

as the left-to-right representative of the character.

### 5.2 Noncommutative algebraic torus

Let \(G = \mathbb{Z} \times \mathbb{Z}\). Thus \(\mathbb{C}G\) is an associative algebra with free commuting generators \(u, v\). The standard calculus on algebra \(\mathbb{C}G\), i.e. the two dimensional bicovariant DC can be written with basis \(\{\omega_1, \omega_2\}\) for left invariant 1-forms and relations

\[
\begin{align*}
    \omega_k a &= a \omega_k, \quad d(u^i.v^j) = u^i.v^j(i\omega_1 + j\omega_2), \quad \omega_k^2 = 0, \quad \omega_1\omega_2 = -\omega_2\omega_1
\end{align*}
\]

\(\forall a \in \mathbb{C}G, \forall i, j \in \mathbb{Z}\). This is obtained from characters as in the finite group case via a limiting procedure [12].
Then we have $\pi(u^{i_1} v^{i_2})d(u^{j_1} v^{j_2})d(u^{k_1} v^{k_2}) = (j_1 k_2 - j_2 k_1)u^{i_1+j_1+k_1} v^{i_2+j_2+k_2}$ and hence

$$\varphi(u^{i_1} v^{i_2}, u^{j_1} v^{j_2}, u^{k_1} v^{k_2}) = j_1 k_2 - j_2 k_1$$

(5.4)

if $i_1 + j_1 + k_1 = i_2 + j_2 + k_2 = 0$, and zero otherwise.

Next, as in [12] we chose the cocycle $F(u^{i_1} v^{i_2}, u^{j_1} v^{j_2}) = e^{i_1 j_1 k_1}$ to gauge transform the category of $\mathbb{Z} \times \mathbb{Z}$-graded vector spaces. Then the algebra $\mathbb{C} \mathcal{F} G$ after cotwisting of the product has the relations $v.u = e^{\theta} u.v$, which we call algebraic noncommutative torus. This observation itself is well-known already for the full noncommutative torus $C^*$-algebra in a more explicit (non-categorical) context [20]. From our point of view the algebra is associative since above $F$ is a cocycle, but it still gives a nontrivial example of the theory of Section 4.

Now using (4.22) we compute the character of above DC after gauge transformation as

$$\varphi_F(u^{i_1} v^{i_2}, u^{j_1} v^{j_2}, u^{k_1} v^{k_2}) = F(u^{i_1} v^{i_2}, u^{j_1} v^{j_2})F(u^{i_1} v^{i_2} u^{j_1} v^{j_2}, u^{k_1} v^{k_2})\varphi(u^{i_1} v^{i_2}, u^{j_1} v^{j_2}, u^{k_1} v^{k_2}) = e^{\theta(i_1 j_1 + (i_2+j_2) k_1)}(j_1 k_2 - j_2 k_1)$$

(5.5)

Since, by the very definition of $F$, we have $u^i v^j = u^j v^i$, $\forall i, j \in \mathbb{Z}$, we conclude that

$$\varphi_F(u^{i_1} v^{i_2}, u^{j_1} v^{j_2}, u^{k_1} v^{k_2}) = e^{\theta(i_1 j_1 + (i_2+j_2) k_1)}(j_1 k_2 - j_2 k_1)$$

(5.6)

We remark that we have $v^j u^i = e^{\theta i j} u^i v^j$, $\forall i, j \in \mathbb{Z}$. Note that $\sigma$ is trivial in this example.

### 5.3 Quantum quasimanifolds covariant under quantum groups $\mathbb{C}_q(G)$

Here we take the initial Hopf algebra to be $H = \mathbb{C}(G)$, the algebraic version of a classical Lie group of complex simple Lie algebra $g$. More precisely, we need to work in a deformation-theoretic setting where $H = \mathbb{C}(G)[[\hbar]]$ is extended over this ring $\mathbb{C}[[\hbar]]$ of formal powerseries in a deformation parameter $\hbar$, rather than working over $\mathbb{C}$ itself. With this proviso, we are able to use the theory in Section 4.1 with $F$ a cocycle with values in $\mathbb{C}[[\hbar]]$. By essentially dualising the theory in [1], one knows that there exists an $F$ such that

$$\mathbb{C}_q(G) \cong (\mathbb{C}(G)[[\hbar]])^F$$

i.e. such that after cotwisting one obtains the (formal power-series version) of the standard quantum group $\mathbb{C}_q(G)$. Here $q = e^{\hbar/2}$. Note that although the required $F$ is not a cocycle so that the cotwist on the right hand side here is in theory a coquasiHopf algebra, its coboundary $\phi_{KZ} = \partial F$ (which is obtained by solving the Knizhnik-Zamolodchikov (KZ) equations) happens to be central in the sense

$$abc = \phi_{KZ}(a_1, b_1, c_1) a_2 b_2 c_2 c_1^{-1} \phi_{KZ}^{-1}(a_3, b_3, c_3)$$

so that the coquasiHopf algebra on the right hand side happens to remain associative as indeed is $\mathbb{C}_q(G)$ on the left hand side (since it is a usual Hopf algebra). This point
of view has been expounded recently in [4]. Let us note only that it is not exactly the one of Drinfeld even before dualisation. For that one should start with $\mathbb{C}(G)[[\hbar]]$ as a nontrivial coquasi-Hopf algebra with a nontrivial initial coquasitriangular structure $\mathcal{R}_0$ built from the Killing form and a certain $\phi_0$ as the initial associator, which is the object actually obtained by Drinfeld by solving the KZ-equations. Here $\phi_0$ is closely related to $\phi_{KZ}$ above as its ‘inverse’ in the sense that cotwisting it by $F$ gives $\varepsilon$ (the trivial associator). In this way, Drinfeld’s theory in the cotwist form would cotwist a certain coquasiHopf algebra $(\mathbb{C}(G)[[\hbar]], \mathcal{R}_0, \phi_0)$ into the ordinary Hopf algebra $\mathbb{C}_q(G)$ with its usual quasitriangular structure and trivial associator. By contrast in [4] one starts with $\mathbb{C}(G)[[\hbar]]$ as completely classical with trivial coquasitriangular structure and trivial associator, and obtains after cotwisting $(\mathbb{C}_q(G), \mathcal{R}_F, \phi_{KZ})$ as a cotriangular coquasi-Hopf algebra. Like in our examples based on abelian groups, this happens precisely, we assume that there are algebraic versions

Thus, in [4] this $(\mathbb{C}_q(G), \mathcal{R}_F, \phi_{KZ})$ construction was used to obtain a quantum differential calculus on $\mathbb{C}_q(G)$ as a supercoquasiHopf algebra $\Omega(\mathbb{C}(G))^F$. We extend this setting now to any manifold $M$ on which the classical Lie group $G$ acts. More precisely, we assume that there are algebraic versions $\mathbb{C}(M)$ for the coordinate algebra and for a coaction $\mathbb{C}(M) \to \mathbb{C}(G) \otimes \mathbb{C}(M)$. Thus $\mathbb{C}(M)$ is given as an algebra in our initial category of $\mathbb{C}(G)$-comodules. Moreover, we extend all this data to the formal power series setting (we adjoin $\hbar$).

**Theorem 13** Let $M$ be a classical $G$-manifold in the sense above. Then there is a quasialgebra $\mathcal{C}_q(M) = (\mathbb{C}(M)[[\hbar]])_F$ in the category of $\mathbb{C}_q(G)$-comodules, where $\mathbb{C}_q(G)$ is the standard quantum group associated to $G$ viewed as a cotriangular coquasiHopf algebra. Moreover, $\mathcal{C}_q(M)$ has a quasiassociative differential calculus $\Omega(\mathbb{C}(M))_F$.

**Proof** We apply the theory of Section 4.1 with $H = \mathbb{C}(G)[[\hbar]]$, $F$ the cochain above and $A = \mathbb{C}(M)[[\hbar]]$. ■

Similarly, any classical data on $M$ such as a cyclic cocycle twists to a braided cyclic one on the symmetric but nontrivially monoidal category of $\mathbb{C}_q(G)$-comodules.

Let us note also that when all of our data is obtained from exponentiating infinitesimal data, we can look at the structure of $\mathcal{C}_q(M)$ to lowest order. Then one finds

$$\{\{a, b\}, c\} + \{\{b, c\}, a\} + \{\{c, a\}, b\} = 2\tilde{n}(a \otimes b \otimes c)$$

where $n = [r_{+13}, r_{+23}] \in g \otimes g \otimes g$ is the leading order part of $\phi_{KZ}$ as explained in [4]. Here $r_{+}$ is the symmetric part of the standard classical r-matrix of $g$ and is a multiple of the Killing form. In this case the left-invariant trivector field $\tilde{n}$ given by the action of $n$ is some multiple of the canonical 'Cartan tensor' that exists for any manifold $M$ acted upon by a semisimple Lie algebra. We see that $\mathcal{C}_q(M)$ is not the quantization of a usual Poisson manifold but of a 'quasi-Poisson' manifold. Such a weaker concept was proposed recently in [8] and we see that we have succeed in quantizing it using
cotwisting. We see, moreover, that the quantum quasispace \( \mathbb{C}_q(M) \) remains covariant
but under the quantum group \( \mathbb{C}_q(G) \) (viewed as a coquasi\text{-}Hopf algebra).
Let us note, however, one technical difference from [3]; our quasiPoisson manifold is
associated to an action of \( G \) not to a Poisson action of \( G \) (these are not quite the
same thing).

Finally, we can apply all of this theory to \( M = G \) i.e. to \( A = \mathbb{C}(G)[[\hbar]] \) where \( G \)
acts on itself by translation, i.e. \( A = H \) and the coaction is via the coproduct. This
is the same idea as for our examples with finite groups, but now with \( G \) a Lie group
of a simple Lie algebra.

**Corollary 14** The standard quantum groups \( \mathbb{C}_q(G) \) have quasialgebra versions \( \mathbb{C}_q(G) \)
as algebras in the category of \( \mathbb{C}_q(G) \)-comodules as a symmetric monoidal category.

**Proof** Here \( \mathbb{C}_q(G) = (\mathbb{C}(G)[[\hbar]])_F \) where we use the one-sided cotwist, in contrast to
the Drinfeld cotwist which gives \((\mathbb{C}_q(G), \mathcal{R}_F, \phi_{KZ})\) as explained above. The former
lives in the category of comodules of the latter. ■

If one wants to be concrete, let \( \{t^i_j\} \) be the matrix of generators of the classical
Lie group \( G \). These generate the classical \( \mathbb{C}(G) \) with the usual 'matrix' coproduct.
If we know \( F \) then we know in particular the tensors
\[
F^i_{k'l} = F(t^i_k, t^j_l), \quad (\Delta_2 F)^i_{m'k} = F(t^i_t, t^j_mt^k_n), \quad (\Delta_1 F)^i_{m'k} = F(t^i_t^j_m, t^k_n)
\]
and so forth, where the product is in the classical \( \mathbb{C}(G)[[\hbar]] \). Next, we denote the
generators of \( \mathbb{C}_q(G) \) by \( \{x^i_j\} \) say. They are the same as the \( t^i_j \) but with a new
product which then enjoys the deformed relations
\[
x_1 x_2 = F F^{-1}_{21} x_2 x_1.
\]
We use here the standard notation in quantum group theory, where the numerical
indices refer to the position in a tensor product. These relations have to be combined
with the nonassociativity relations
\[
x_1(x_2 x_3) F_{12}(\Delta_1 F) = F_{23}(\Delta_2 F)(x_1 x_2)x_3.
\]
The commutation relations reflect that the quasispace is braided-commutative with
respect to the cotriangular structure \( \mathcal{R}_F \), while the nonassociativity relations reflect
the associator \( \phi_{KZ} \) obtained from \( F \).

We also have a calculus, cocycle etc. on \( \mathbb{C}_q(G) \), with \( \Omega(\mathbb{C}_q(G)) = \Omega(\mathbb{C}(G)[[\hbar]])_F \).
Choosing a matrix of invariant classical differential forms as generators of the classical
calculus, one has similar ‘F-matrix’ formulae for the relations in the deformed calculus
on \( \mathbb{C}_q(G) \), and so forth. Further details will be given elsewhere.
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