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ABSTRACT

We present a proof-of-concept Bayesian hierarchical modelling approach to reconstruct the initial cosmic matter density field constrained by peculiar velocity observations. Using a model for the gravitational evolution of dark matter to connect the initial conditions to late-time observations, it reconstructs the late-time density and velocity fields as natural byproducts. We implement this field-based physical inference approach by adapting the Bayesian Origin Reconstruction from Galaxies (BORG) algorithm, which explores the high-dimensional posterior through the use of Hamiltonian Monte Carlo sampling. We test the self-consistency of the method using random sets of tracers, and assess its accuracy in a more complex scenario where peculiar velocity tracers are mock haloes drawn from GADGET2 N-body simulations. We find that our framework self-consistently infers the initial conditions, density and velocity fields, and shows some robustness to model mis-specification. Compared with the approach of constrained Gaussian random fields/Wiener filtering, the hierarchical model produces more accurate final density and velocity field reconstructions. It also allows us to constrain the initial conditions by peculiar velocity observations, complementing in this aspect other field-based approaches based on alternative cosmological observables such as galaxy clustering or weak lensing.
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1 INTRODUCTION

The gravitational interaction of galaxies with the underlying cosmic matter density field introduces velocities in addition to the universal expansion. These peculiar velocities are assumed to trace the matter peculiar velocity field, which is dynamically linked to the underlying matter density field. Radial peculiar velocities can be measured for nearby galaxies with independent distance modulus estimates. Galaxies with distance indicators are therefore a tool for describing both the large-scale matter distribution and its dynamics in the local Universe. Since the late-time matter distribution is dependent on primordial matter perturbations and on cosmological parameters, it can be used to study the perturbations and constrain these parameters (Zaroubi et al. 1997; Howlett et al. 2017; Wang et al. 2018; Boruah et al. 2020).

Furthermore, galaxies with distance indicators are rare probes of the nearby gravitational potential, since there are few nearby galaxy clusters with enough background sources to provide good weak lensing observations (Sereno 2015). Current mass estimates for these clusters are found to differ from estimates found via the Sunyaev-Zel’dovich effect (see e.g. Stoppyra et al. 2021). Differences in the estimated masses between various methods lead to different inferred values of the cosmological parameter σ8. This has resulted in the so-called ‘σ8 tension’ – a few percent-level tension in the value of σ8 between the Planck value and values from other sources, such as the DES or KiDS surveys (see Planck Collaboration et al. 2020a, and references therein). Local galaxies with distance indicators could therefore be used to improve the estimates of the dynamical masses of local galaxy clusters. This requires the assumption of a ΛCDM cosmology (which we do throughout this work), such that the gravitational slip is zero (Bertschinger 2011) and so galaxy static and dynamic masses are equivalent (Pizzuti et al. 2019).

Catalogues containing thousands of peculiar velocity tracers are now available, for example the Cosmicflows-4 catalogue (Kourkchi et al. 2020; Tully et al. 2022), and the 6dF galaxy survey (Campbell et al. 2014). Distance moduli estimates are not available for every nearby galaxy with a measured redshift, so peculiar velocity data sets are usually sparser than galaxy redshift surveys. Statistical methods allow us to use such limited data sets as the basis for inferring the local peculiar velocity field, which we can then use as an additional probe of cosmology. A significant challenge is that the statistical properties of the late-time peculiar velocity field are not well known in a closed-form algebraic description.

Several methods have been implemented to perform reconstructions of the velocity field. Early methods include POTENT (Bertschinger & Dekel 1989; Dekel et al. 1990, 1999) and VELMOD (Willick et al. 1997; Willick & Strauss 1998). Under the assumptions of the standard cosmological framework, the continuity equation for dark matter and, crucially, linear dynamics, the matter density and velocity field are both well-described by a Gaussian Random Field (GRF), motivating Wiener filtering reconstructions (e.g. Zaroubi et al. 1999; Courtois et al. 2012; Tully et al. 2014; Hoffman et al. 2015) using Cosmicflows catalogues (Tully et al. 2008, 2013). Assuming linear dynamics, constrained Gaussian realisations of the
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initial conditions can also be obtained (e.g. Hoffman & Ribak 1991; van de Weygaert & Bertschinger 1996; Kitaura & Enßlin 2008; Yepes et al. 2014; Sorce et al. 2016; Hoffman et al. 2018; Libeskind et al. 2020). More recently, deep learning methods have been employed, for example Hong et al. (2021) learned the velocity field from the Cosmicflows-3 catalogue (Tully et al. 2016).

\textit{\textbf{virbius}} (Lavaux 2016) went beyond the Wiener filtering approach by performing Bayesian inference of the velocity field using Gaussian likelihoods for the field, the measured distance moduli, and redshifts of tracers. \textit{\textbf{virbius}} accounts for the uncertainty in the measured distance moduli and redshifts of tracers, in order to account for biases inherent to peculiar velocity data. \textit{\textbf{virbius}} combined reconstructions with cosmological parameter estimation and distance sampling, producing reconstructions of the velocity field as well as sampling cosmological parameters such as the Hubble constant and power spectrum amplitude. The algorithm was tested using GRFs and halo-based mock catalogues.

The state-of-the-art forward modelling approaches of Graziani et al. (2019) and Valade et al. (2022) improve upon \textit{\textbf{virbius}} and reconstruct the late-time velocity and density contrast fields from late-time observations of galaxies with distance indicators. Both assume a Gaussian prior on the late-time velocity field, which is the maximum entropy prior when only the mean and covariance are known (e.g. Jaynes 2003). Both of these schemes account for any non-linearity present in the data by broadening their likelihood with known (e.g. Jaynes 2003). Both of these schemes account for any non-linearity present in the data by broadening their likelihood with known (e.g. Jaynes 2003).

The paper is organised as follows. In section 2 we present the method. In particular, we discuss our modelling assumptions, the data model used in the reconstruction method, and then the adaptations we made to the \textit{\textbf{voroo}} algorithm. In section 3, we describe the tests we performed on our implementation and how we constructed the mock catalogues used in the reconstructions. In section 4, we display the results of tests. We end with a discussion of our work and our conclusions in section 5.

\section*{2 Method}

\subsection*{2.1 Peculiar Velocity Tracers}

The data used in velocity field reconstruction are usually galaxies with a distance indicator: measurements of the distance modulus and of the redshift of a galaxy, from which the comoving distance and galaxy peculiar velocity can be estimated with some associated error. Such data can be subject to Malmquist bias. The term ‘Malmquist bias’ encompasses several sources of bias, often referred to as selection bias, homogeneous Malmquist bias, and inhomogeneous Malmquist bias. These biases arise respectively due to selection effects in galaxy surveys, underestimates of galaxy distances due to the assumption of local homogeneity, and spurious inflows towards small-scale inhomogeneities in the matter distribution, the latter two due to observational uncertainties. Bias can also be introduced due to the errors on the distance indicators being lognormally-distributed (see e.g. Lynden-Bell et al. 1988; Strauss & Willick 1995; Sorce 2015; Hoffman et al. 2021, for further discussion). Proper handling of Malmquist bias is vital when attempting reconstructions from real data. See e.g. Lavaux (2016); Graziani et al. (2019); Boruah et al.
(2021); Valade et al. (2022) for examples of reconstructions that handle Malmquist bias. The effect of Malmquist bias is to systematically shift the inferred peculiar velocity in regions where the model for the galaxy distance distribution is poor, in a way that can be modelled. In regions where the model for the galaxy distance distribution is good, this bias should be negligible, and reconstructed velocities should be a good estimate of the true underlying velocity field.

Boruah et al. (2020) compiled the 2nd Amendment type-Ia supernova peculiar velocity catalogue, with tracers up to $z \approx 0.06$. Using this catalogue, they compared a $\chi^2$ fit and a full forward-modelling approach that modelled tracer distances, taking into account uncertainties in their reconstructions. Doing so, they found consistent results for $b = \frac{1}{2}$ where $b$ is the galaxy linear bias parameter, and $f$ describes the growth rate (see section 2.2). Thus, for nearby tracers where distances are well-controlled, we can neglect the uncertainty in galaxy distances without introducing significant biases into reconstructions.

In this work, we make such an assumption to produce a convenient simplification for the mock tracers. We consider the comoving distance to each tracer to be known exactly, but still consider an error on the peculiar velocity of each tracer. Doing so allows us to build a simple field-based likelihood for the peculiar velocity field that does not require us to deal with uncertainties in distance measurements of tracers at this time. We refer to such idealised tracers as ‘peculiar velocity tracers’ to distinguish them from the usual tracers. As any real distance modulus observation will have a non-zero error, our approach is currently restricted to idealised tracers, but we discuss relaxing the assumption of exactly known distances in future work in section 5.2.

### 2.2 The Structure Formation Model

In this section we describe the Bayesian hierarchical model used in this work, which is represented graphically in Figure 1. We refer to this model as the structure formation model.

#### 2.2.1 The Physical Model

Here we introduce a data model for velocity field reconstructions where the dark matter density contrast evolves to $z = 0$ non-linearly using first-order LPT; also known as the Zel’dovich approximation (Zel’dovich 1970). For a comprehensive review of perturbation theory, see Bernardeau et al. (2002). We sketch some details here.

In LPT, the object of interest is the displacement field, $\Psi(q,t)$, which maps particles from their initial position $q$ to their final position $x$ at cosmic time $t$:

$$x(t) = q + \Psi(q,t).$$  \hfill (1)

Here, $\Psi$ satisfies the non-linear equation

$$J(q,t)\nabla_{x} \cdot \left[ \frac{\partial^2 \Psi}{\partial t^2} + H(t) \frac{\partial \Psi}{\partial t} \right] = \frac{3}{2} \Omega_m(t)H(t) \left[ J(q,t) - 1 \right],$$  \hfill (2)

where $J$ denotes the Jacobian of the transformation between Lagrangian and Eulerian coordinates, $\Omega_m(t)$ is the cosmic matter energy density parameter, and $H(t)$ is the time-dependent Hubble parameter. Requiring that the Lagrangian mass element be conserved between coordinate frames, the Jacobian is

$$J(q,t) = \frac{1}{1 + \delta(x,t)},$$  \hfill (3)

where $\delta$ is the dark matter density contrast.

The Zel’dovich approximation is the linear solution for the divergence of $\Psi$, which we denote as $\varphi$. Here,

$$\varphi \equiv \nabla_{q} \cdot \Psi(q,t) = -D_1(t)\delta(q),$$  \hfill (4)

where $D_1$ is the linear growth factor, and $\delta(q)$ describes the initial density contrast in Lagrangian coordinates. Therefore, in the Zel’dovich approximation, particles evolve according to

$$x = q - D_1(t)\nabla_{q}^{-1} \delta(q).$$  \hfill (5)

As equations (2)-(5) are intrinsically non-linear in the density contrast, the Zel’dovich approximation solution captures some of the non-linearity of the gravitational evolution.

Our model starts at the initial conditions on a regular grid of $N^3$ cubic voxels. We denote the value of the initial conditions in the voxel labelled $p$ by $\delta^F_p$, where the discretised $\delta^F$ is a vector of size $N^3$. Next, the grid is populated with dark matter particles, which are subsequently evolved to $z = 0$ using the Zel’dovich approximation solution (equation (5)). A cloud-in-cell (CiC) deposition scheme (Hockney & Eastwood 1981) is employed to produce the $z = 0$ density contrast on the grid, where the value in voxel $p$ is denoted by $\delta^F_p$.

The velocity field $v$ and the density contrast field $\delta^F$ at a scale factor $a$ can be related by the linearised continuity equation,

$$\nabla_{x} \cdot v = -H(a)f(a)\delta^F,$$  \hfill (6)

where $H(a)$ is the Hubble parameter, and $f(a)$ is the growth rate, defined by

$$f(a) \equiv \frac{d \ln(D_1)}{d \ln(a)}.$$  \hfill (7)

In this work, we evaluate the velocity field at $z = 0$. In first-order
Eulerian perturbation theory, the vorticity of the dark matter flow decays as $\frac{1}{a^2}$, and it has no source term, so we assume that primordial vorticity is negligible, and can therefore define a velocity potential $\theta$ such that

\[ \nu = -\nabla \theta, \]

which satisfies

\[ \nabla^2 \theta = H f \delta^F. \]

(8)

In our implementation, we use discretised versions of these equations, which involve $\delta^F$ (a vector of size $N^3$) and $\nu$ (a vector of size $3N^3$). Denoting the Discrete Fourier Transform (DFT) of a field $A$ as $\tilde{A}$, we have

\[ \tilde{\nu}_i = -\frac{k_i}{|k_i|^2} H f \delta^F \equiv G(k_i) H f \delta^F, \]

(9)

where $i$ is a Fourier grid index, $k_i$ is the associated wavevector, and $G(k) \equiv -i k/|k|^2$ is the Green’s function of the acceleration operator ($\nabla \times \nabla \cdot$). Equation (10) shows that we can linearly relate the Fourier coefficients of the velocity and density contrast fields, allowing us to construct one from the other. Therefore, in configuration space,

\[ \nu_p = H f \sum_{i=1}^{N^3} \left( F^{-1} \right)_{pt} G(k_i) \tilde{F}_{is} \delta^F, \]

(11)

where $F$ is the matrix denoting the DFT operation.

Next, we require the velocity field evaluated at the position of each tracer. We interpolate the velocity field on the grid to each tracer’s position using a trilinear interpolation scheme,

\[ \nu_n = \sum_m W(m_x - y_n) \nu_m \]

(12)

where $m$ is the grid voxel index, $n$ is a tracer index, $W$ denotes the three-dimensional CiC kernel, $x$ and $y$ denote the position vectors with respect to the observer for the grid voxels and the tracers respectively. We denote the velocity field at the $n$th tracer position by $\nu_n$ to distinguish it from the field on the grid. Lastly, we take the line-of-sight component of the velocity field at the tracer positions:

\[ V^s_n = \nu_n \cdot \hat{y}_n \]

(13)

where $\hat{y} \equiv y/|y|$ indicates a unit vector.

First-order LPT only takes into account some of the non-linearity that we would expect to come about during gravitational collapse. Other structure formation models exist that include additional non-linearity. Accounting for additional non-linearity in the evolution of the density contrast allows for a more physical description of the smaller-scale behaviour compared to LPT. Furthermore, in general, we need not assume a linear relationship between $\delta^F$ and $\nu$. In section 5.2, we discuss possible upgrades of the data model presented in this section.

### 2.2.2 The Prior Distribution

As observations have shown that the primordial density field is well-modelled by a Gaussian random field, some employs a Gaussian prior for the density contrast at $a = 10^{-3}$, which is given by

\[ P(\delta^s|S) = \frac{1}{\sqrt{2\pi S}} \exp \left(-\frac{1}{2} \sum_{p q} \delta^s_{pq} S^{-1} \delta^s_{pq} \right), \]

(14)

where $S$ is the prior covariance matrix. Assuming homogeneity, $S$ is a diagonal covariance matrix in Fourier space, and by isotropy, depends only on $|k|$. We assume the fitting formula of Eisenstein & Hu (1998, 1999) using fiducial values of cosmological parameters (see section 3).

### 2.2.3 The Posterior Distribution

As described in section 2.1, we use the measured radial velocity of peculiar velocity tracers as the data vector, which we denote $\nu^{PV} = \{ \nu^{PV}_n \}_{1 \leq n \leq N_{\text{tracers}}}$ for a set of $N_{\text{tracers}}$ tracers. Using the primordial density prior given by equation (14), we write the posterior using Bayes’ theorem,

\[ P(\delta^s | \nu^{PV}) = \frac{P(\nu^{PV} | \delta^s) P(\delta^s)}{P(\nu^{PV})}. \]

(15)

To write down the likelihood, we make use of the fact that it uses a deterministic physical model. This model allows us to connect the initial conditions to the line-of-sight velocity field evaluated at the position of each tracer. Assuming that the peculiar velocity data only depend on the initial conditions through the line-of-sight component of the final velocity field evaluated at tracer positions $\nu^{PV} = \{ \nu^{PV}_n \}_{1 \leq n \leq N_{\text{tracers}}}$, we can expand the likelihood as

\[ P(\nu^{PV} | \delta^s) = \int P(\nu^{PV} | V^s) dV^s \]

(16)

\[ = \int P(\nu^{PV} | V^s) P(V^s | \delta^s) dV^s. \]

We denote the operator that produces the line-of-sight velocity field at the $n$th tracer position from the initial conditions by $V^s_n(\delta^s)$. Its form is described in section 2.2.1. As the physical model is deterministic, we can write

\[ P(\nu|\delta) = \prod_{n=1}^{N_{\text{tracers}}} \delta_D \left[V^s_n - V^s_n(\delta^s)\right]. \]

(17)

where $\delta_D$ is the Dirac delta distribution. Assuming the noise for each tracer is independent,

\[ P(\nu^{PV} | \delta^s) = \prod_{n=1}^{N_{\text{tracers}}} P(\nu^{PV}_n | V^s_n(\delta^s)). \]

(18)

Further, we assume independent Gaussian likelihoods for each tracer, giving

\[ P(\nu^{PV} | \delta^s) = \prod_{n=1}^{N_{\text{tracers}}} \frac{1}{2\pi \sigma_n^2} \exp \left\{ -\frac{1}{2} \frac{1}{\sigma_n^2} \left[ \nu^{PV}_n - V^s_n(\delta^s) \right]^2 \right\}. \]

(19)

Here, $\sigma_n$ is the uncertainty in the measured line-of-sight velocity of the $n$th tracer. In general, $\sigma_n$ would have contributions from the uncertainty in the measured tracer redshift, the measured tracer distance modulus, and any theoretical uncertainty arising from non-linearity that the model fails to take in to account. Using the simplified notion of peculiar velocity tracers, the uncertainty here instead accounts for the uncertainty in the peculiar velocity, as well as any unaccounted-for non-linearity. We assume a single value of $\sigma_n$ for all tracers, which we denote $\sigma$.

### 2.3 The Linear Model

Alongside the structure formation model, we perform reconstructions using a linear data model and the Wiener filtering approach for comparison. See Zaroubi et al. (1995) for a more in-depth discussion of the method. In order to reduce confusion, we refer to this Wiener filtering approach as the linear implementation.

First, we make a distinction. The problem of Wiener filtering can
be solved by two different approaches. The first approach involves optimising for the maximum a posteriori solution. The second involves sampling the Wiener posterior and estimating the sample mean and variance. In this work, we use the latter approach so as to compare to the structure formation model case.

A linear data model requires the prediction to be linearly related to the target variables of the inference:

\[ \mathbf{v}^t = \mathbf{R} \delta^t, \]

where \( \mathbf{R} \) is a linear operator. In order to write down \( \mathbf{R} \), we require the initial dark matter density contrast \( \delta^I \) to evolve linearly with cosmic time. In this case, the values of the initial and final density contrast in the \( p \)th voxel are related by

\[ \delta^F_p = D_1(t_0) \delta^I_p. \]

Then, as in the structure formation data model, we construct the velocity field on the grid using the linear operator of equation (11). We use a CiC interpolation to calculate the velocity at the position of each tracer as described in equation (12). Finally, we take the line-of-sight component of the velocity at the position of each tracer, as given by equation (13). This sequence of linear operations defines the \( \mathbf{R} \) operator.

For the likelihood, the Wiener filtering approach requires us to use a Gaussian likelihood. We use a likelihood of the same functional form as the one used in the structure formation case, given by equation (19). We also require a Gaussian prior, given by equation (14). As a result, the posterior will be of the same functional form as in the structure formation case: any differences will be due to the different forms of the operators \( V_{\alpha}^I \left( \delta^I \right) \).

### 2.4 BORG

In its original form, the BORG algorithm infers the initial conditions constrained by galaxy number counts. More detailed descriptions of the BORG algorithm and its applications can be found in Jasche & Wandelt (2013); Jasche et al. (2015); Lavaux & Jasche (2016); Jasche & Lavaux (2019); Lavaux et al. (2019).

High-resolution inference can involve \( O(10^3) \) or more parameters, and to sample such high-dimensional posteriors, BORG makes use of Hamiltonian Monte Carlo (HMC) sampling (Duane et al. 1987; Neal 1993, 1996). For more information on the BORG HMC sampler, see Jasche & Kitaura (2010); Jasche & Wandelt (2013). Different implementations of HMC have previously been used in the context of velocity field reconstruction (Boruah et al. 2021; Valade et al. 2022).

For the purpose of this work, we adopted the existing machinery of BORG to infer the initial density constrained by peculiar velocity observations. We used the BORG HMC framework to sample the posterior given by equation (15). HMC sampling requires knowledge of the gradient of the posterior with respect to the inferred parameters, which we derive in Appendix A.

We also implemented the linear data model within the BORG code, and we used the BORG HMC sampler to sample the corresponding posterior. We derive the gradient of the linear model in Appendix A.

As a post-processing step, re-applying the structure formation model to each sample of the initial conditions \( \delta^I \) produces samples of the \( z = 0 \) density contrast \( \delta^F \) and velocity field \( v \). The ensemble of such samples provides the full posterior predictive distributions for \( \delta^F \) and \( v \), which can be summarised by field means and variances.

### 2.5 Model Mis-specification

An ever-present issue in performing reconstructions is that of model mis-specification, which arises when the model used in the data analysis differs from the actual data-generating process. This is a problem present in all inference-based cosmology, as the quality of any results learned from a dataset is limited by the accuracy of the model used to analyse it. As all physical models are inherently approximations, every inference on real data is in some sense limited by model mis-specification. In the context of structure formation, the model is mis-specified if, for example, we use mock data generated with a N-body simulator, but perform the inference with an LPT structure formation model. Nguyen et al. (2021) have previously investigated the impacts of various types of model mis-specification on forward inferences of the initial conditions.

In this work, we aim to address the problem of model mis-specification in reconstructions of the initial conditions constrained by peculiar velocity tracers, and test the impacts of mis-specification on inferred constraints of the initial conditions. We choose to account for model mis-specification in a way similar to VIRBIIUS, by adding a Gaussian scatter in quadrature to the modelled scatter due to noise, to give the total uncertainty in the likelihood. Lavaux et al. (2016); Graziani et al. (2019); Valade et al. (2022) make use of a linear physical model which does not capture non-linear effects in the data. Therefore, they refer to their additional Gaussian scatter as \( \sigma_{\text{NL}} \), where ‘NL’ stands for ‘Non-Linearity’. Our LPT model is mildly non-linear, and so intrinsically captures some of the non-linearity in the data. Thus, we denote our additional Gaussian scatter by \( \sigma_{\text{MS}} \), where ‘MS’ stands for ‘mis-specification’, to highlight that in our approach, some of the description of the non-linear regime is present in the data model rather than absorbed by the likelihood.

Denoting the scatter due to noise as \( \sigma_{\text{noise}} \), and the total likelihood uncertainty as \( \sigma \), we have

\[ \sigma = \sqrt{\sigma_{\text{noise}}^2 + \sigma_{\text{MS}}^2}. \]

Since the addition of an additional random noise is evidently not a perfect solution for the consequences of using a simplified gravity model, in section 5.2 we discuss further possible improvements to our physical model to allow us to better describe non-linear structure formation within the inference, and so potentially reduce the value of \( \sigma_{\text{MS}} \) needed.

### 3 MOCK CATALOGUES AND SIMULATIONS

In order to test the structure formation implementation, we created a number of mock peculiar velocity tracer catalogues. All tracers in each catalogue are located in a cube of side length \( L = 250h^{-1} \text{ Mpc} \). For each catalogue, we assumed a flat \( \Lambda \)CDM cosmology and generated the initial density fluctuations using a cosmological matter power spectrum described by Eisenstein & Hu (1998, 1999). The cosmological parameters are fixed for all catalogues. We used the Planck 2018 best-fitting values (Planck Collaboration et al. 2020a), given in Table 1.

The first set of catalogues consists of peculiar velocity tracers drawn from a single velocity field realisation at \( z = 0 \), made using the structure formation data model. This set serves as a self-consistency check for the structure formation method. Here, we generated a realisation of the initial conditions on a grid of 128\(^3\) voxels, as described above. The initial conditions were populated with 256\(^3\) dark matter particles, which were evolved to \( z = 0 \) using LPT. The \( z = 0 \) density contrast was then constructed from the particles using CiC binning.
Using equation (11), the $z = 0$ velocity field on the grid was constructed from the $z = 0$ density contrast. Choosing to draw tracer positions uniformly within the box, we used a CIC interpolation to find the velocity field at each tracer position, and computed the line-of-sight component. The catalogues contained 500 and 10000 tracers each. Finally, the mock data were obtained by adding to each tracer’s radial peculiar velocity noise drawn from a Gaussian distribution with zero mean and standard deviation $\sigma_{\text{noise}} = 150 \text{ km s}^{-1}$ (as in Carrick et al. 2015). Prior to the addition of the simulated noise, these data are made exactly with the model described in section 2.2, and thus there is no model mis-specification for inference with the LPT model. Therefore in section 4.1, we use $\sigma_{\text{MS}} = 0$ (i.e. $\sigma = \sigma_{\text{noise}}$) in the likelihood.

The second catalogue consists of peculiar velocity tracers drawn from a mock halo catalogue. This catalogue is used to test whether broadening the likelihood by including an additional Gaussian scatter can account for the model mis-specification due to the extra non-linearity. Starting from a set of initial conditions on a grid of $128^3$ voxels, the initial conditions were populated with $512^3$ dark matter particles, which were evolved to $z = 64$ with LPT using the cosmological simulation package SIMBELMYNÈ (Leclercq et al. 2015). We fed the particles at $z = 64$ to the N-body simulation code GADGET2 (Springel 2005), which ran to $z = 0$ using again a particle-mesh grid of $128^3$ points. The friends-of-friends halo finder package ROCKSTAR (Behroozi et al. 2013) was used on the resulting GADGET2 snapshot. We uniformly selected 10000 of the resulting haloes to make up the halo catalogue. To obtain the mock data, we added Gaussian noise with zero mean and standard deviation $\sigma_{\text{noise}} = 150 \text{ km s}^{-1}$ to each halo’s radial peculiar velocity, as in our tests of self-consistency.

As GADGET2 is a full N-body simulator, the resulting $z = 0$ fields encapsulate the non-linear gravitational evolution of the cosmic matter more realistically than using LPT. Furthermore, halo finding is a non-linear operation. For these two reasons, an inference using the LPT model and our second catalogue as the data will by subject to model misspecification. Therefore, in section 4.2, we broaden the likelihood by using a non-zero value of $\sigma_{\text{MS}}$, added in quadrature to $\sigma_{\text{noise}}$ to give the total $\sigma$ used in the likelihood. We discuss the values of $\sigma_{\text{MS}}$ that we investigated in section 4.2.2.

### 4 RESULTS

In this section, we display the results of field-based inference from the peculiar velocity tracer catalogues described in section 3. Section 4.1 shows the results of the self-consistency tests. Section 4.2 presents the results from the halo mock catalogue, where we investigate the robustness of the inference to model misspecification. Figures produced using samples from chains run using the structure formation model are labelled as ‘LPT’, and those produced using samples from chains run using the linear model as ‘Linear’.

#### 4.1 Self-Consistency Tests

##### 4.1.1 Sampler Warm-Up

In order to sample the posteriors, we used the ergo HMC sampler. The warm-up behaviour of this sampler is investigated in Appendix B. We find that the sampler decorrelates from the starting point and starts to explore the high-density region of the posterior after roughly 1000 samples when using samples from either the structure formation or linear models applied to the catalogue of 500 or 10000 tracers. The autocorrelation length for the value of the initial conditions within a typical voxel is roughly 200 samples.

##### 4.1.2 Reconstructed Fields

We now qualitatively investigate the reconstructed field samples using the catalogue of 10000 tracers. For both the structure formation and linear models, the inference yields samples of the initial conditions. For each sample, we obtain the corresponding realisation of the final density contrast and line-of-sight velocity field via a forward application of the data model, as discussed in section 2.4.

In Figures 2, 3, and 4, on the top row, we show the central slice of the chain mean field for the structure formation model on the left, and for the linear model in the middle. The true field used in the data generation process is on the right. In the second row, we plot the mean and true fields from the top row, after they have been smoothed with a Gaussian filter with a width of $8h^{-1}\text{ Mpc}$, chosen as this is roughly the scale at which the cross-correlation between the chain mean initial conditions and the true initial conditions falls to 0.5 (see Figure 6, top right panel). The third row shows the standard deviation of the chain in the same slice for the structure formation model on the left, and for the linear model on the right. The bottom row displays normalised two-dimensional histograms of the field from samples against the true field for the structure formation model chain on the left, and for the linear model chain on the right. We smooth each sample using the Gaussian filter described above and construct a histogram, and average the histograms along the chain. The correlation coefficient between the model posterior and true distribution is given in each case.

The reconstructed initial conditions are shown in Figure 2. After smoothing, both models visually resemble the true initial conditions. From the third row, we see that the standard deviation in the slice is comparable in both models. In both cases, the histograms in the bottom row align with the green line, which shows that both data models have posterior distributions consistent with the true distribution at scales greater than $8h^{-1}\text{ Mpc}$. The structure formation model posterior has a greater correlation coefficient than the linear model posterior.

Next, the posterior sample mean of the $z = 0$ line-of-sight velocity field is shown in Figure 3. Visually, both smoothed mean fields qualitatively resemble the true field. The standard deviation slices show that the structure formation model has a generally lower variance across the entire slice, and so provides better constraints on the velocity field than the linear model. Both histograms align with the green line, again showing that both posteriors are consistent with the true distribution. However, the distribution is slightly narrower for the structure formation model than the linear model, implying a smaller scatter.

Finally, the reconstructed $z = 0$ density contrast is shown in Figure 4. The structure formation model mean field visually reproduces a smooth version of the truth, and is able to reproduce small-scale over-dense structures. Unlike the linear model, the structure formation model mean field has a physical value ($\delta^F \geq -1$) in every voxel.

### Table 1. Planck Cosmological parameter values used in the reconstructions.

| $\Omega_{\text{m}}$ | $\Omega_{\Lambda}$ | $\Omega_{b}$ | $\sigma_8$ | $n_s$ | $h$ |
|----------------------|---------------------|--------------|------------|--------|------|
| 0.315                | 0.685               | 0.0492       | 0.811      | 0.965  | 0.674 |
Figure 2. Top Row: from left to right, slices of the posterior mean initial conditions for the structure formation model (LPT) and linear model (Linear) with 10000 tracers, and finally the corresponding slice in the field from which the data are drawn (Truth), which we refer to as the ‘true’ field. All are plotted with the same colour scaling. Second Row: the mean fields and true field plotted in the top row smoothed with a Gaussian filter at an 8\(h^{-1}\) Mpc scale. Third Row: from left to right, slices of the posterior initial conditions standard deviation for the structure formation model and linear model, plotted with the same colour scaling. Bottom Row: from left to right, normalised two-dimensional histograms of the initial conditions from samples against the true initial conditions for the structure formation model chain and the linear model chain. We smooth each sample using the Gaussian filter described above and construct a histogram, and average the histograms along the chain. When smoothed, both models visually reconstruct the true initial conditions here with a similar variance. As both histograms align with the green line, the posterior distributions are consistent with the distribution of the true initial conditions. The structure formation model posterior has a greater correlation coefficient than the linear model posterior.
Figure 3. Same as Fig. 2, but for the posterior present-day line-of-sight velocity field. The tracers with a perpendicular distance less than $1.9h^{-1}$ Mpc from this slice are plotted as black dots. After smoothing, both models visually reconstruct the true line-of-sight velocity field. The structure formation model does so with a generally lower variance. Both histograms align with the green line, meaning that both distributions are consistent with the distribution of the true field. However, the structure formation distribution is slightly narrower, implying a smaller scatter.
Figure 4. Same as Fig. 2, but for the posterior $z = 0$ density contrast. The tracers with a perpendicular distance less than $1.9h^{-1}\text{Mpc}$ from this slice are plotted as red dots. The linear model misses small-scale over-dense structure in the true field. After smoothing, both models visually reproduce the smoothed truth, showing that the linear model only captures the large-scale information. Furthermore, the structure formation model reconstruction has a lower variance across the slice. The histogram for the structure formation model aligns with the green line, meaning that it is consistent with the distribution of the true field. The linear model histogram is slightly misaligned, showing that this model does not fully capture the true distribution down to an $8h^{-1}\text{Mpc}$ scale.
Following smoothing, both models visually reproduce the truth, showing that the linear model is only able to capture the large-scale information here. Again, the structure formation model generally has a lower variance across the entire slice. The histogram for the structure formation model is aligned with the green line, showing that the corresponding posterior is consistent with the true posterior. This is not true for the linear model posterior, which is a shortcoming in the previous state-of-the-art method that our approach involving a structure formation model is able to overcome. The interpretation of this shortcoming is that, in the case of a linear model linking the initial conditions to the velocity field, the final density contrast is (implicitly) Gaussian-distributed, whereas the true field is drawn from a fundamentally different distribution.

In this work, we use $\sigma_8 = 0.811$, meaning that full non-linear behaviour should occur for scales smaller than $\sim 8h^{-1}\text{Mpc}$. The unsmoothed LPT density contrast shows filamentary structures occurring on scales of $\sim 100h^{-1}\text{Mpc}$ to $\sim 500h^{-1}\text{Mpc}$. These mildly non-linear structures are an effect of non-linear gravity evolution, and do not appear from Gaussian initial conditions with Eulerian linear evolution. Therefore, their presence shows that non-linearity is present in our LPT reconstructions.

As expected, the posterior standard deviation for the structure formation model line-of-sight velocity is lower than $150\text{ km s}^{-1}$, the magnitude of the noise, for nearly every voxel in the box. The precision of the reconstructed velocity field is not limited to the precision to which the tracer peculiar velocities are known. This improvement in the average standard deviation of the line-of-sight velocity field, comparing the structure formation model to the linear model, occurs because we make use of a physics-informed likelihood. Using the LPT model, the inference is better able to capture the large-scale correlations present in the data, which helps constraining the velocity field even where the signal is low.

Making use of a non-linear data model means that the inferred signal and the standard deviation can be correlated. In the context of our results, we consistently observe that the standard deviation from the LPT model contains structure, and spatially correlates with the reconstructed signal (see Figure 4 left-hand column, first and third rows, for example). This is unlike the Wiener filtering case, where the standard deviation is smooth and unstructured. This correlation between signal and standard deviation when using the LPT model is in agreement with previous work: Jasche et al. (2015) demonstrate the same effect originating from a non-linear data model in the case of the inference of the initial conditions constrained by SDSS galaxy clustering data (see Figure 6 there, and the associated discussion). Furthermore, from a physical point of view, Buehmann & Hahn (2019, Figure 2) demonstrated that the trace of the cosmic velocity dispersion tensor correlates well with the matter overdensity field. Multi-streaming regions, in which the velocity field standard deviation is generally larger, need to be described by models that go beyond the linearised continuity equation (equation (6)). We expect that using such a model would reduce the variance in the $z \approx 0$ density contrast and line-of-sight velocity at the positions of structures, allowing for better constraints of each field here. For completeness, in Figure 5 we also plot the (unsmoothed) transverse components of the posterior mean $z \approx 0$ velocity field, to highlight the fact that the full 3D velocity field is accessible as a latent variable in our Bayesian hierarchical model, not just its radial component. Plots of the chain posterior standard deviation of the transverse components of the velocity field show results in keeping with the results for the radial component. Thus, we omit them here.

4.1.3 Power Spectra and Cross-Correlation Coefficient

In this section, we quantitatively investigate the two-point statistics of reconstructed fields (initial conditions, final density and final line-of-sight velocity), produced using the catalogue of 10000 tracers. The comoving size of the reconstruction box is $L = 250h^{-1}\text{Mpc}$, which yields a fundamental mode with wavenumber $k = 2\pi/L = 0.0025h\text{Mpc}^{-1}$. The left-hand column of Figure 6 displays the power spectra of these fields. For each field, we calculate the mean and standard deviation of the power spectra from the samples, and compare each case to the corresponding ‘true’ field used in the data generation process. Note that in the top-left and bottom-left panels of Figure 6, the power spectrum of the true field does not align with the Eisenstein & Hu spectrum at large scales ($k \lesssim 0.07h\text{Mpc}^{-1}$) due to sample variance. On small scales ($k \gtrsim 1h\text{Mpc}^{-1}$), deviations from this theory line are gridding effects. The power spectra of the reconstructed initial conditions are consistent at $2\sigma$ with the power spectrum of the true initial conditions at all available scales, for both the structure formation and the linear model. This means that our structure formation model is able to self-consistently infer the statistics of the initial conditions. The power spectrum of the $z = 0$ line-of-sight velocity field gives a quantitative measure of the quality of reconstructed velocity fields. The structure formation model produces fields with power spectra consistent with the power spectrum of the truth at all available scales. On the contrary, the linear model produces power spectra that are too high at small scales ($k \gtrsim 0.1h\text{Mpc}^{-1}$). The same is true for the $z = 0$ density contrast. Therefore, the structure formation model self-consistently reconstructs the statistics of the latent variables of the inference problem, unlike the linear model.

In the right-hand column of Figure 6, we plot the cross-correlation coefficient between the samples and the corresponding true field. The Fourier-space cross-correlation coefficient is defined by

$$r(k) \equiv \frac{\langle A_{\text{post}}(k)A_{\text{true}}(k) \rangle_{k \in \text{bin}}}{\sqrt{P_{A_{\text{post}}}(k)P_{A_{\text{true}}}(k)}}$$

(23)

where $A \in \{\delta^3, \delta^F, v^F\}$, $P_{A_{\text{post}}}$ is the power spectrum of a posterior sample field $A_{\text{post}}$, and $P_{A_{\text{true}}}$ is the power spectrum of the true field $A_{\text{true}}$. The cross-correlation coefficient is a measure of the phase accuracy of reconstructions. As in the left-hand column, we calculate the mean and standard deviation from each chain.

The cross-correlations between the fields inferred with the LPT model and the truth are clearly better than the correlations between the fields inferred with the Linear model and the truth. The LPT cross-correlations are greater than or equal to the Linear cross-correlations at all scales in the reconstruction box, for all three fields. Between $0.1h\text{Mpc}^{-1} \lesssim k \lesssim 0.4h\text{Mpc}^{-1}$, the LPT cross-correlations with the truth is notably higher than the Linear cross-correlations. Therefore, while Figure 3 shows that the recovered Linear and LPT velocity fields are qualitatively similar, the LPT model quantitatively reproduces the true fields with a generally greater phase accuracy than the Linear model.

The posterior power spectra for the transverse components of the velocity field show behaviour in keeping with the posterior power spectra of the radial velocity field. We therefore omit them.

Our inference framework using a structure formation model is able to correctly reproduce the two-point statistics of the initial conditions, $z = 0$ density field, and line-of-sight velocity field, as well as produce fields that are qualitatively similar to the true fields. Therefore, we conclude that it is self-consistent.
4.1.4 Inference with Sparse Catalogues of Tracers

As mentioned in section 3, we also performed inference with the structure formation and linear models on a catalogue of 500 tracers, in order to test the effectiveness of the method with sparser data. Corresponding results are presented in Appendix C. We find that the structure formation model is still able self-consistently to reconstruct the two-point statistics of the three fields, albeit with a greater variance than with 10000 tracers.

4.2 Robustness to Model Mis-specification

In this section, we deliberately impose model mis-specification by using a full N-body simulator and taking haloes from a rockstar halo catalogue as the peculiar velocity tracers for our inference. Just as above, we assess our reconstructions qualitatively by comparing slices of the reconstructed fields, and quantitatively by looking at power and cross-power spectra.

4.2.1 Sampler Warm-Up

The warm-up behaviour of the HMC sampler is investigated in Appendix D, which shows that the sampler starts to sample the desired region of the posterior after roughly 1000 samples, for either model. Furthermore, the autocorrelation length for the initial conditions within a typical voxel is roughly 200 samples.

4.2.2 Reconstructed Fields

As described in section 3, we model the non-linearity that is not captured by the data model as a random Gaussian scatter $\sigma_{\text{MS}}$, which is added in quadrature to the value of $\sigma_{\text{noise}}$ used in the likelihood. We tested values of $\sigma_{\text{MS}}$ ranging from 0 to 600 kms$^{-1}$. Figures 7, 8, 9, and 10 were all made using $\sigma_{\text{MS}} = 300$ kms$^{-1}$, such that $\sigma = \sqrt{150^2 + 300^2}$ kms$^{-1}$. The behaviour discussed below was demonstrated for all $\sigma \geq 300$ kms$^{-1}$.

We qualitatively investigate the reconstructed fields for the inference performed on the mock halo catalogue. In each case, on the top row, we show the central slice of the chain mean field for the structure formation model on the left, and the linear model in the middle. The true field used in the data generation process is on the right. In the second row, we show the fields from the top row smoothed using a Gaussian filter of $20 h^{-1}$ Mpc width, chosen as this is roughly the scale at which the cross-correlation between the chain mean initial conditions and the true initial conditions falls to 0.5 (see Figure 10, top right panel). In the third row, we show the standard deviation of the chain in the same slice for the structure formation model on the left, and the linear model on the right. In the bottom row, we plot normalised two-dimensional histograms of the field from samples against the true field, for the structure formation model on the left, and the linear model on the right. We smooth each sample using the Gaussian filter described above and construct a histogram, and average the histograms along the chain. The correlation coeﬃ-
Figure 6. Power spectra of field samples (left column) and the cross-correlation coefficient between samples and the corresponding true field (right column) from chains run on the catalogue of 10000 tracers. The first, second and third rows correspond to the initial density contrast $\delta^I$, the $z = 0$ line-of-sight velocity $v^r$ and the $z = 0$ density contrast $\delta^F$, respectively. We use both a model accounting for structure formation (‘LPT’, in blue), and a linear model (‘Linear’, in red) in the inference. Note that samples were not smoothed prior to the calculation of the power spectra and cross-correlations. In each case, we plot the chain mean and the 2$\sigma$ credible region, estimated from samples after warm-up. The dashed black line represents the true fields. For $\delta^I$, the solid black line represents the theory prediction, and for $\delta^F$, the solid black line represents the $\delta^I$ theory line linearly rescaled to $z = 0$. Both models can reproduce the power spectra of the true initial conditions. The structure formation model can self-consistently reproduce the statistics of the $z = 0$ line-of-sight velocity field and density contrast, whereas the linear model power spectra for the same fields are biased high for $k \gtrsim 0.1 h \mathrm{Mpc}^{-1}$. The structure formation model cross-correlations are greater than or equal to the linear model cross-correlations for all fields at all scales, showing that the structure formation model reconstructions have at least as good phase accuracy as the linear model.
cient between the model posterior distribution and true distribution is given in each case.

In Figure 7, we show the reconstructed initial conditions. Here we see that, after smoothing at a $20 h^{-1}$ Mpc scale, both models capture some of the large-scale behaviour of the truth, but do not visually reproduce all of the small-scale features. Therefore, broadening the likelihood allows our structure formation model to capture the statistics of the true initial conditions in an unbiased way even in presence of model mis-specification, but reduces the predictive power of the method. The posteriors using the structure formation model and the linear model have broadly the same variance. As both histograms align with the green line, both posteriors are consistent with the posterior of the true initial conditions. Thus, we see that our structure formation model can handle model mis-specification in the data, at the level of the statistics of the initial conditions.

In this test, we do not expect either the LPT or linear models to produce posterior distributions for the final density or final line-of-sight velocity field consistent with the truth at small scales. Indeed, samples of our chains are either LPT or linear theory realisations, whereas the true density and velocity fields are generated using a full $N$-body simulation, which captures the small-scale behaviour more realistically than both the LPT and linear models. In Figure 8, we see the reconstructed $z = 0$ line-of-sight velocity field. As can be observed, both models are able to reproduce the large scales of the true field. Because we must broaden the likelihood to account for the model mis-specification, neither model is able to capture the small-scale structure of the velocity field here. The structure formation reconstruction has a lower variance, however. The histograms for both models are aligned with the green line, showing that the distribution for both models are consistent with the distribution of the true field.

In Figure 9 we show the reconstructed $z = 0$ density contrast. The structure formation model reconstructs a smoothed version of the true density contrast, and accurately captures the intermediate and large-scale behaviour. The linear model captures the large-scale behaviour, but does not provide a good qualitative reconstruction of the truth due to excessive clustering at intermediate and small scales. The structure formation reconstructions have a lower variance across the slice. The histograms for both models are aligned with the green line, showing that the distributions for the density contrast are consistent with the true distribution at large scales. Similar to the initial conditions, the posterior for the structure formation model has a greater correlation coefficient than the posterior for the linear model, implying that the structure formation model posterior is in better correspondence with the truth.

4.2.3 Power Spectra and Cross-Correlation Coefficient

In the left-hand column of Figure 10, we plot the power spectra of samples produced from inference from the halo mock catalogue. For each field, we calculate the mean and 2σ credible interval. We compare each case to the corresponding ‘true’ field used in the data generation process.

The top-left panel shows that both the structure formation and linear model reconstruct the initial conditions with power spectra consistent with the true initial conditions for all modes in our reconstruction box.

We note that the linear model mean power spectrum is consistent with the truth here. As described in section 4.1, the linear model samples have a generally larger variance than the structure formation model samples. This larger variance is the reason that the linear model appears consistent with the truth at the largest scale, as opposed to it having a greater accuracy than the structure formation model. As such, the structure formation model is able to reproduce the initial conditions at scales where we have sufficient tracers if we broaden the likelihood. Therefore, we conclude that our method is robust to model mis-specification where the tracers are generated using a more realistic gravity model at the level of the statistics of the initial conditions.

The middle-left and bottom-left panels show that the reconstructed fields from both models are only able to reproduce the large scales of the true line-of-sight velocity and density contrast. The mean power spectrum is biased low for $k \geq 0.1 h \text{ Mpc}^{-1}$ for both models in the case of the $z = 0$ density contrast and of the line-of-sight velocity field.

Although broadening the likelihood allows our structure formation implementation to infer the initial conditions (target variables of the model) in an unbiased way, neither the LPT nor the linear model capture the small scale behaviour of the cosmic dark matter as accurately as the $N$-body model used to generate the ground truth, as discussed in section 4.2.2. Therefore, a different small-scale behaviour in chain samples and in the true $z = 0$ density and line-of-sight velocity fields (latent variables of the model) is expected.

In the right-hand column, we plot the cross-correlation coefficient between the reconstructions and the truth. As in the left-hand column, we calculate the mean and 2σ credible interval from each chain. For all three fields, the cross-correlation of the true field and the structure formation samples is greater than or equal to the cross-power spectrum of the true field and the linear model samples. Therefore, the reconstructed fields from the structure formation model have a phase accuracy greater than or equal to that of the linear model at all available scales.

We conclude that broadening the likelihood given in equation (19) allows our structure formation model to be robust to model mis-specification arising from tracers being made using fully non-linear gravity and a halo finder. While our results demonstrate that using either linear or LPT models to evolve the cosmic dark matter allows us to reproduce the statistics of the initial conditions, we note that we expect that using a more physical data model will allow us to use a lower value of $\sigma_{\text{NL}}$ and obtain better reconstructions of the final fields.

5 DISCUSSION AND CONCLUSIONS

5.1 Summary

We have adapted the Bayesian reconstruction algorithm to perform field-based physical inference from peculiar velocity tracers. The aim of this work was to improve the physical modelling aspect of the inference using peculiar velocity tracers. The method employs a Gaussian prior for the initial conditions, and makes use of a structure formation model to link these initial conditions to late-time observations. It uses a Gaussian likelihood for the line-of-sight component of the velocity field, evaluated at the positions of tracers. In this paper, we assume that the data are composed of peculiar velocity tracers, i.e. galaxies with distance indicators for which the error in the position is negligible. As a result, we are able to infer the initial density field from peculiar velocity tracers. As derived products, we also obtain physical reconstructions of the $z = 0$ density field and velocity field.

We compared our approach to the standard reconstruction framework, used in particular in Wiener filtering, which assumes a Gaussian-distributed velocity field linearly linked to the initial conditions. We found qualitative and quantitative (at the level of one- and
Figure 7. Top Row: from left to right, slices of the posterior mean initial conditions for the structure formation model (LPT) and linear model (Linear) using the halo mock catalogue, and finally the corresponding slice in the field from which the data are drawn (Truth), which we refer to as the ‘true’ field. All are plotted with the same colour scaling. Second Row: the mean fields and true field plotted in the top row smoothed with a Gaussian filter at a 20\(h^{-1}\) Mpc scale. Third Row: from left to right, slices of the posterior initial conditions standard deviation for the structure formation model and linear model, plotted with the same colour scaling. Bottom Row: from left to right, normalised two-dimensional histograms of the initial conditions from samples against the true initial conditions for the structure formation model chain and the linear chain. We smooth each sample using the Gaussian filter described above and construct a histogram, and average the histograms along the chain. Visually, both models reproduce a smoothed version of the true initial conditions with a comparable variance. As both histograms are aligned with the green lines, the posterior distributions in each case are consistent with the distribution of the true initial conditions above the smoothing scale. The correlation coefficient is greater for the structure formation model, implying a greater concordance between this posterior and the true distribution.
Figure 8. Same as Fig. 7 but for the posterior $z = 0$ line-of-sight velocity field using the halo mock catalogue. The tracers with a perpendicular distance less than $1.9h^{-1}$ Mpc from this slice are plotted as black dots. Both models visually reconstruct the large scales true line-of-sight velocity field. The structure formation model does so with a generally lower variance. After smoothing the samples with a Gaussian filter with width $20h^{-1}$ Mpc, the histograms for both posterior distributions align with the green line, meaning that the posteriors are consistent with the true distribution for scales larger than this.
Figure 9. Same as Fig. 7 but for the posterior $z = 0$ density contrast using the halo mock catalogue. The tracers with a perpendicular distance less than $1.9 h^{-1} \text{Mpc}$ from this slice are plotted in red. The structure formation model reproduces a smoothed version of the true field, accurately capturing the large and intermediate scales. In contrast, the linear model does not accurately reproduce the intermediate and small scale power of the true field. Furthermore, the structure formation model reconstruction has a lower variance across the slice. The histograms for both models are aligned with the green line, showing that the distributions for the density contrast are consistent with the distribution of the true field at large scales. The correlation coefficient is greater for the structure formation model, implying a greater concordance between this posterior and the true distribution.
Figure 10. Same as Fig 6 but for the catalogue of 10000 mock halos. Both models are able to reproduce the power spectra of the true initial conditions at all scales. Both models are also able to reproduce the large scales of the \( z = 0 \) line-of-sight velocity field and \( z = 0 \) density contrast. At small scales, the power spectra of both models are biased low (for \( k \gtrsim 0.1 \) h Mpc\(^{-1}\)), because neither the LPT nor the linear model capture the small-scale behaviour as realistically as the \( N \)-body simulation used to generate the true fields. The phase accuracy with the structure formation model is greater than or equal to that of the linear model for the initial conditions, \( z = 0 \) density contrast, and \( z = 0 \) line-of-sight velocity field at all scales.
two-point statistics) improvements in the reconstruction of density and velocity fields. In a self-consistency test of our method on a set of mock tracers drawn from the data model, we showed that physical reconstructions visually reproduce the true fields (see Figs. 2, 3, 4, and 5) and are accurate at the level of two-point statistics (Fig. 6). In contrast, linear modelling fails at small scales.

This test demonstrates that the method is self-consistent and solves a potential shortcoming of the previous state-of-the-art technique for velocity field reconstruction, namely that the statistics of the reconstructed fields are biased when using a linear model.

Model misspecification is a major challenge that field-based cosmological inference approaches have to face in order to obtain unbiased results in the presence of incomplete physical modelling and/or unknown systematics (see Porqueres et al. 2019; Lavaux et al. 2019; Lavaux & Jasche 2021). In this paper, we modelled the theoretical uncertainty arising from model mis-specification as a Gaussian random scatter added in quadrature to the observational error, increasing the width of the Gaussian likelihood. We tested our method on a more realistic set of mock tracers, drawn from a ROCKSTAR halo catalogue made using a gadget2 snapshot. In this scenario, we found that our approach is able to provide an unbiased inference of the target fields, albeit with increased variance.

5.2 Future Improvements

There are several improvements that we aim to implement in future work. Independently of the physical model, observational effects such as survey geometries and radial selection functions can be included in the Bayesian hierarchical model (see Lavaux 2016; Graziani et al. 2019; Boruah et al. 2021).

Furthermore, throughout the paper, we have assumed that Malmquist bias can be neglected, and thus that we exactly know the distance to each tracer. This assumption allows a simplified modelling of peculiar velocity tracers, valid for low redshifts only. In future work, to prepare our method for real data applications, we will relax this assumption by sampling the luminosity distance of tracers, conditional on their distance moduli and redshift, similar to Lavaux (2016); Graziani et al. (2019); Valade et al. (2022) and Boruah et al. (2021).

We will also explore the use of a more accurate non-linear structure formation model. 

We will also explore the use of a more accurate non-linear structure formation model. 

5.3 Conclusions

To summarise, we have introduced and validated a physical field-based inference method for reconstructing cosmological fields constrained by radial peculiar velocity observations! This method uses a structure formation model to link the initial conditions to late-time density and velocity fields, allowing us to reconstruct all of these from observations. Introducing structure formation in the model accounts for the non-linear gravitational evolution of cosmic matter, and allows for more accurate velocity field reconstructions than can be achieved with a linear model.
APPENDIX A: POSTERIOR GRADIENT DERIVATION

Inference of the initial conditions performed using \( \Psi \) generally consists of \( \mathcal{O}(10^8) \) or more free parameters. In order to sample efficiently very high-dimensional posterior spaces, \( \Psi \) makes use of an HMC sampling algorithm, which requires the gradient of the posterior distribution with respect to the parameters being inferred. The implementation of HMC in \( \Psi \) makes use of the gradient of the potential function with respect to the parameters, given as (see section 2.2 and Figure 1)

\[
\Psi(\delta) = \langle \Psi \circ V \circ \Psi \circ V \circ \Psi \rangle(\delta^4),
\]

(A1)

The tangent adjoint gradient of the model is defined as the operator that acts upon any scalar \( \Psi \) in ‘potential space’ and returns the vector \( \delta^4 \) in parameter space, such that

\[
\delta^4 \equiv \left( \frac{\partial \Psi}{\partial \delta^4} \right)^\ast \circ \left( \frac{\partial \Psi}{\partial \delta^4} \right)^\ast \circ \left( \frac{\partial \Psi}{\partial \delta^4} \right)^\ast \circ \left( \frac{\partial \Psi}{\partial \delta^4} \right)^\ast(\Psi),
\]

(A2)

\( A^\ast \) denotes the Hermitian adjoint of operator \( A \). This can be seen as the successive application, in reverse order, of the adjoint of the gradient of all the operators appearing in equation (A1), thus the name ‘tangent adjoint gradient’. The link between the tangent adjoint gradient operator and the gradient of the potential is obtained by the use of the chain rule of differentiation,

\[
\frac{\partial \Psi}{\partial \delta^4} = \frac{\partial \Psi}{\partial \Psi^\ast} \circ \frac{\partial \Psi^\ast}{\partial \delta^4} \circ \frac{\partial \delta^4}{\partial \Psi^\ast},
\]

(A3)

which involves all of the operators of which we need the adjoint in equation (A2). We derive explicit expressions for these operators and their adjoints in the following.

Using explicit indices, the gradient of the potential with respect to the value of the initial conditions in voxel \( p \) is

\[
\frac{\partial \Psi}{\partial \delta^4_p} = \sum_{n, a, \beta, \gamma, \delta} \frac{\partial \Psi}{\partial V^\ast_n} \frac{\partial V^\ast_n}{\partial \Psi} \frac{\partial \delta^4_p}{\partial \delta^4_p},
\]

(A4)

where \( V \) denotes the velocity field at tracer positions \( y_n, v \) denotes
the velocity field on the grid at position $x_s$, superscript $r$ denotes the line-of-sight component of the velocity field, the index $n$ runs over each peculiar velocity tracer, $\alpha, \beta$ denote Cartesian components of the velocity field, and the indices $s, q$ denote grid indices.

As we assume an independent Gaussian form for the likelihood of each tracer (equation (19)), we have

$$\Psi(V_n^r) = \frac{1}{2} \frac{\|V_n^r - V_n^r\|^2}{\sigma_n^2} + \text{constant},$$

$$\frac{\partial \Psi}{\partial V_n^r} = -\frac{V_n^r - V_n^r}{\sigma_n^2}, \quad (A5)$$

where $\sigma_n$ is the Gaussian error in the $n$th tracer line-of-sight peculiar velocity value.

From equation (13), we see that

$$\frac{\partial V_n^\alpha}{\partial V_n^\alpha} = \xi_n^\alpha,$$  \quad (A6)

where $\xi_n^\alpha$ is a Cartesian component of the unit direction vector at the $n$th tracer position.

From equation (12), we see that

$$\frac{\partial V_n^\alpha}{\partial \psi_n^\beta} = W(x_s - y_n) \delta_K^{\alpha \beta}, \quad (A7)$$

where $W$ denotes the CiC kernel function and $\delta_K$ a Kronecker symbol. Equations (A5), (A6) and (A7) involve real scalars, so the corresponding operators $\frac{\partial \Psi}{\partial V_n^\alpha}$, $\frac{\partial V_n^\alpha}{\partial \psi_n^\beta}$, and $\frac{\partial \psi_n^\beta}{\partial \psi_n^\beta}$, corresponding to real multiplications and summing over $n$ and $\alpha$, are self-adjoint.

The velocity field on the grid is related to the $z = 0$ density contrast by (see equation (11))

$$\psi_s = Hf \sum_{iq} (F^{-1})_{iq} G_{iq}^\beta F_{ts} \delta_q^\beta,$$  \quad (A8)

where $F$ is a matrix denoting the three-dimensional DFT, given by its elements

$$F_{ts} = e^{-2i \pi t \cdot \left(\frac{x}{N}\right)},$$  \quad (A9)

where $t = (t^1, t^2, t^3)$ is a three-dimensional index running on the Fourier space grid, $s = (s^1, s^2, s^3)$ is a three-dimensional index running on the configuration space grid, $\cdot$ denotes the scalar product, and the division $s/N = (s^1/N, s^2/N, s^3/N)$ is to be performed element-wise. Taking into account the normalisation factor for each dimension, the matrix corresponding to the inverse DFT has generic element

$$(F^{-1})_{st} = \frac{1}{N^3} e^{2i \pi t \cdot \left(\frac{x}{N}\right)},$$

$$\delta_q^\beta$$ is the final density contrast in voxel $q$, and the elements $G_{iq}^\beta$ are defined by

$$G_{iq}^\beta = -i \frac{\bar{k}_{iq}^\beta}{|k_{iq}|^2}, \quad (A11)$$

where $k_{iq} = (2\pi t^1/L, 2\pi t^2/L, 2\pi t^3/L)$ is the wavevector at the $r$th mode of the Fourier grid.

Taking the derivative in equation (A8) gives

$$\frac{\partial \psi_s^\alpha}{\partial \psi_q^\beta} = Hf \sum_t (F^{-1})_{st} G_{iq}^\beta F_{ts}.$$

Equations (A9) and (A10) show that $(F^r)^{ts} = N^3(F^{-1})_{st}$ and

$$(F^{-1})_{st} = N^{-3} F_{ts}.$$  \quad (A13)

so that for any $\Psi$,

$$\left[ \left( \frac{\partial \psi_s^\alpha}{\partial \psi_q^\beta} \right) \right]_{q} = -Hf \sum_{ts} (F^{-1})_{st} G_{iq}^\beta F_{ts} \delta_q^\beta, \quad (A14)$$

From equations (A8) and (A14), we see that, up to a minus sign, $\frac{\partial \psi_s^\alpha}{\partial \psi_q^\beta}$ is the same operator as $\psi$, i.e. a convolution by the kernel $Hf G_{iq}^\beta$ for each component $\beta$.

The final factor is the gradient of the operation that evolves the initial conditions to the $z = 0$ density contrast. In the linear model (equation (21)), we have simply

$$\frac{\partial \delta_{st}^\alpha}{\partial \delta_{pq}^\beta} = D_1(t_0) \delta_{pq}^\beta, \quad (A15)$$

so that the operator $\frac{\partial \delta_{st}^\alpha}{\partial \delta_{pq}^\beta}$ is a multiplication by $D_1(t_0)$ and is self-adjoint. In the structure formation model case, we require the tangent adjoint gradient of the LPT evolution. The calculation is given in Appendix D of Jasche & Wandelt (2013) (see also Appendix C in Jasche & Lavaux 2019). In this case, the tangent adjoint gradient is not limited to a multiplication by a real scalar.

**APPENDIX B: SAMPLER WARM-UP FOR SELF-CONSISTENCY TEST**

In order to investigate the warm-up behaviour of our Markov chain, we follow the approach used previously with nosa (see e.g. Jasche & Wandelt 2013; Jasche et al. 2015; Lavaux & Jasche 2016; Jasche & Lavaux 2019; Lavaux et al. 2019). We initialised the chain with an over-dispersed state such that the amplitude of density fluctuations was one-tenth of the predicted value from the $\Lambda$CDM case. We adjusted the step-size used by the HMC sampler, until samples were produced with an acceptance fraction of roughly 0.8. We then expect the Markov chain to drift towards the more likely regions of the posterior. This implies that the power spectra of samples of the posterior drifts towards the spectrum of the true field. In Figure B1, we plot the spectra of the initial conditions from the first 1500 samples of the posterior, run using the structure formation model on the catalogue of 10000 tracers. As can be observed, the sequence of spectra drifts towards the spectrum of the true field and oscillates around it stably after around 1000 samples. This behaviour shows that the sampler has reached the desired region of the posterior. We performed the same test on the catalogue of 500 tracers, and then on both the catalogues using chains run with the linear model. All showed the same warm-up behaviour.

Furthermore, in order to investigate the efficiency of our sampler, we considered the correlation length of our inference parameters, i.e. the values of the initial conditions in each voxel. In Figure B2, we plot the autocorrelation of the initial conditions within 20 voxels in the box, for 2000 samples of the posterior after warm-up, in the case of the chain run using the structure formation model with 10000 tracers. In each case, the value of the autocorrelation falls to zero after roughly 200 samples, implying that the chain becomes decorrelated from its starting position after this many samples. This behaviour is typical for all voxels in the box, for both the chains with 500 and 10000 tracers.
APPENDIX C: QUANTITATIVE RESULTS OF THE SELF-CONSISTENCY TESTS WITH SPARSE DATA

We tested our structure formation model on a mock catalogue of 500 tracers made using the structure formation data model, in order to test whether the method is robust in the case of sparse data. In Figure C1, we show the power spectra and cross-correlation to the truth of samples produced using the structure formation and linear models. As can be seen in the top-left panel, both models produce samples of the initial conditions with power spectra consistent with the power spectrum of the true initial conditions. Compared to Figure 6, the power spectra have a greater variance with fewer tracers. The middle-left and bottom-left panels, we plot the power spectrum of the line-of-sight velocity and density contrast respectively. We see that the structure formation fields reproduce the statistics of the true fields, while the linear model fields are biased high for $k \gtrsim 0.1 \ h \ Mpc^{-1}$. Again, the variance of the power spectra is greater in the case of fewer tracers. In the right-hand column, we plot the cross-correlations between the chain samples and the true fields, as defined by equation (23). The structure formation model cross-correlations are greater than or equal to the linear model cross-correlations for all fields at all scales, showing that the structure formation model reconstructions have at least as good phase accuracy as the linear model reconstructions. We conclude that the structure formation model is robust in the limit of sparse data, as it is able to reconstruct the two-point statistics of the three fields.

APPENDIX D: SAMPLER WARM-UP FOR ROBUSTNESS TO MODEL MIS-SPECIFICATION TESTS

To test the warm-up behaviour of the sampler, we performed the same procedure as described in section B for the self-consistency test. Figure D1 shows the power spectra of the initial conditions from the first 1000 samples of the chain, with the power spectrum of the initial conditions from which we generate the halo catalogue in black. Just as in the self-consistency case, the spectra of samples drift from the over-disperse starting point to oscillate around the true spectrum after a handful of samples, with the warm-up phase ending after roughly 500 samples.

We note that the large scale modes of the true field do not lie near the centre of the distribution of the corresponding samples; however, we consider the inference unbiased if the sample power spectra are consistent with the truth at the $2\sigma$ level, which is the case here.

Figure D2 shows the autocorrelation of the initial conditions within 20 voxels in the box, for 1500 samples of the posterior after warm-up, in the case of the chain run using the structure formation model with 10000 mock haloes. Just like the self-consistency case, the autocorrelation falls to zero after roughly 200 samples for each voxel, implying that the chain becomes decorrelated from its starting position after this many samples. This behaviour is typical for all voxels in the box.
Figure C1. Two-point statistics of field samples from chains run on the catalogue of 500 tracers. The left column shows power spectra and the right column shows the cross-correlation coefficient between samples and the corresponding true field. The first, second and third rows correspond to the initial density contrast $\delta I$, the $z=0$ line-of-sight velocity $v^r$ and the $z=0$ density contrast $\delta F$, respectively. Two different data models are used in the inference: a model accounting for structure formation ('LPT', in blue), and a linear model ('Linear', in red). In each case, the chain mean and the 2\sigma credible region are shown, estimated from samples after warm-up. The dashed black line represents the true fields. For the initial conditions, the solid black line represents the theory prediction, and for the density contrast, the solid black line represents the initial conditions theory line linearly rescaled to $z=0$. The structure formation model better reproduces the two-point statistics of the true fields than the linear model, albeit with a greater variance than in the case of many tracers (Figure 6). Therefore, our physical inference approach is robust in the limit of sparse data.
Physical Inference From Peculiar Velocity Tracers

Figure D1. Top: The posterior power spectrum of the initial conditions from the first 1000 samples of the chain, using the structure formation model and 10000 haloes as peculiar velocity tracers. The samples are coloured according to their position in the chain (with the colouring given by the inset colour bar), and the spectrum of the true field is in black. Bottom: the ratio of the spectrum of each sample and the spectrum of the true field. The spectra of samples drift towards the spectrum of the true field, and begin to stably oscillate around the small scale modes after around 500 samples.

Figure D2. The autocorrelation of the initial density contrast within 20 voxels as a function of the sample number in the MCMC chain run using the structure formation model with 10000 mock haloes. The chain becomes decorrelated from the value in each voxel at the start of the chain after roughly 200 samples. This behaviour is typical of all voxels in the box.