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Memory effects in open quantum dynamics are often incorporated in the equation of motion through a superoperator known as the memory kernel, which encodes how past states affect future dynamics. However, the usual prescription for determining the memory kernel requires information about the underlying system-environment dynamics. Here, by deriving the transfer tensor method from first principles, we show how a memory kernel master equation, for any quantum process, can be entirely expressed in terms of a family of completely positive dynamical maps. These can be reconstructed through quantum process tomography on the system alone, either experimentally or numerically, and the resulting equation of motion is equivalent to a generalised Nakajima-Zwanzig equation. For experimental settings, we give a full prescription for the reconstruction procedure, rendering the memory kernel operational. When simulation of an open system is the goal, we show how our procedure yields a considerable advantage for numerically calculating dynamics, even when the system is driven or initially correlated with its environment. Namely, we show that the long-time dynamics can be efficiently obtained from a set of reconstructed maps over a much shorter time.

I. INTRODUCTION

A large fraction of active research in physics and chemistry, both theoretical and experimental, involves characterising or modelling the dynamics of open quantum systems. Such dynamics is, in general, significantly more complicated than that dictated by Schrödinger’s equation. Nevertheless, many techniques have been developed to predict how open systems will evolve in time. These include schemes for tomographically determining an unknown open process [1–5], perturbative approaches to theoretically modelling dynamics [6–8], and computationally expensive numerical techniques which can exactly simulate an open system under certain circumstances [9–13]. However, the resources required for the latter often scale exponentially with the evolution time, and numerical shortcuts usually rely on assumptions about the dynamics, such as no time-dependent driving [14] or limited memory effects [15–17], meaning long-time dynamical simulations are intractable for the most general open processes. Here, among other results, we develop a method for extracting the long-time dynamics for general driven open quantum systems.

Conceptually, approaches to describing open quantum dynamics tend to take one of two perspectives, depicted in Fig. 1: First is the “dilated” or “underlying” picture, where the system in question (S) is represented as evolving with its environment (E) from an initial state $\rho^S_{t_0}$, with a time evolution superoperator $U^{SE}_{t, t_0}$ [18] that propagates solutions to an equation of the form

$$\dot{\rho}^{SE}_t = L^{SE}_t \rho^{SE}_t.$$  

(1)

All the physics of the system is encoded in the superoperator $L^{SE}_t$, which is usually taken to evolve $SE$ according to the von Neumann equation [19], but could also incorporate dissipative and decohering dynamics through (possibly time-dependent) Lindblad terms [20, 21].

The second picture is the operational one, where the entire dynamics is described in terms of quantities that would be, in principle, directly measurable by an experimenter with access to the system alone. Such a description contains only that information necessary to predict the evolution of the system, nothing more, and is usually more compact than a corresponding description in the dilated picture. In this picture, the dynamics may often be described in terms of a dynamical map $\Lambda_{t, t_0}$, which is completely positive and trace preserving, and evolves the initial system state $\rho^S_{t_0}$ to its counterpart at time $t$: $\rho^S_t = \Lambda_{t, t_0} \rho^S_{t_0}$ [22]. This description is valid when the system and environment are initially uncorrelated in the other picture. More generally, the dynamics can be described in terms of a superchannel $[2, 23] M_{t, t_0}$, which maps an initial preparation superoperator $A$—any transformation that could be applied to the system at time $t_0$—to the state at later times: $\rho_t = \rho^S_{t, A} = M_{t, t_0} [A]$. The superchannel guarantees the complete positivity of the dynamics even in the presence of initial correlations with an environment. The time-evolved system state that one would obtain without performing any preparation procedure (the ‘freely-evolved’ state) is simply given by $M_{t, t_0} [I]$, where $I$ is the identity superoperator. The dynamics, $\Lambda_{t, t_0}$ or $M_{t, t_0}$, can be reconstructed operationally by means of quantum process tomography [1, 3, 24].

While these two pictures are equivalent, it is not always clear how to convert from the operational to the dilated picture (the reverse is straightforwardly achieved by tracing out over the environment, $\rho_t = \text{tr}_E \rho^{SE}_t$). That is, there is no generally applicable technique which allows the underlying $SE$ quantities, $\rho^{SE}_t$ and $L^{SE}_t$, to be recovered from operationally reconstructible maps, such as $M_{t, t_0}$. Where this is possible, even partially, the system can be used as a probe of its environment, extracting information about its Hamiltonian directly [25, 26], or otherwise determining the parameters of a phenomenological master equation [27–30].

Partial knowledge of the global dynamics, inferred from the evolution of the system, can also be used to more efficiently predict future dynamics. This is embodied in the transfer tensor method [14], where short time system dynamics can be used to construct a discretized memory kernel, in the form of the eponymous transfer tensors. These can then be used to propagate the system to later times, simulating the long-time dynamics with exponentially fewer resources than.
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Many other methods [31, 32]. Memory kernels are often used to formulate exact, continuous time open dynamics, most famously in the form of the Nakajima-Zwanzig master equation [6]. However, unless the underlying dynamics is homogeneous in time, and the system is initially uncorrelated with its environment, there is no clear way to construct the memory kernel or transfer tensors operationally, either in experiment or in numerical simulations.

In this Article, we start by solving this problem definitively: First, in Sec. II we derive transfer tensors from first principles for any open quantum dynamics, in particular those with initial correlations and time-dependent generators. We then go on, in Sec. III to demonstrate the power of the transfer tensor technique for simulating long-time dynamics, explicitly recovering the dynamical steady state of a driven, dissipative example system. In Sec. IV, we construct a master equation from the transfer tensors, demonstrating a direct correspondence between tomographically reconstructed dynamics and a generalised Nakajima-Zwanzig master equation. Finally, in Sec. V, we show how this correspondence could be used in an experimental setting to relate directly measurable quantities to properties of the underlying dynamics.

Our results render a large class of difficult numerical problems efficiently solvable and build a new link between underlying physics and experimentally accessible quantities. In addition, they open up the possibility of deriving approximate master equations for the system, through operationally meaningful coarse-graining of the reduced dynamics. Before presenting our main results, we first introduce memory kernels and their relation to system’s equation of motion.

Memory kernel master equations

The most general form for the generator of a memoryless, or Markov, quantum evolution was famously derived by Lindblad [20], as well as Gorini, Kossakowski and Sudarshan [21]. In this case, the derivative of the system state at time \( t \) is a homogeneous linear function of the state at that same time, as in Eq. (1). For more general, non-Markovian processes, one natural way to extend the formalism is to consider master equations in which the time derivative depends on the history of the system’s evolution:

\[
\dot{\rho}_t = \mathcal{L}_t \rho_t + \int_{t_0}^{t} ds \mathcal{K}_{t,s} \rho_s + \mathcal{J}_{t,t_0}, \quad (2)
\]

where \( \mathcal{L}_t \) is a time-local generator, \( \mathcal{K}_{t,s} \) is a superoperator known as the memory kernel, and \( \mathcal{J}_{t,t_0} \) is an inhomogeneous term, that can depend on the initial condition. Put simply, the memory kernel \( \mathcal{K}_{t,s} \) quantifies how the system state at time \( s \) influences, through interaction with the environment, the evolution at later time \( t \). Knowledge of the functions on the right hand side of Eq. (2) allows for the self-consistent solution of the system’s dynamics.

In recent years, several phenomenological master equations with memory kernels have been proposed [33–37]. It is always possible, given a microscopic description, to cast any open dynamics in the form of Eq. (2) using the Nakajima-Zwanzig projection superoperator technique [6] (see Sec. IV and Appendix D), though the solution of the resulting equation is far from trivial and calculating the memory kernel for different models remains an ongoing research problem [38–40]. However, there is currently no prescription for determining the elements of Eq. (2) when a microscopic model is unavailable. In Sec. IV we show how this can be done, in a simulation or an experiment, in terms of completely positive dynamical maps, but first we show how a discrete time memory kernel structure arises, for general open dynamics, in the form of transfer tensors.

II. OPERATIONAL DERIVATION OF TRANSFER TENSORS

The transfer tensor method was first proposed as an ansatz in Ref. [14] under certain restrictive conditions: (i) the underlying dynamics is time homogeneous, i.e., \( \mathcal{L}_{t}^{\text{reduced}} = \mathcal{L}^{\text{total}} \); (ii) the initial \( \text{SE} \) state is uncorrelated: \( \rho_{t_0}^{\text{reduced}} = \rho_{t_0} \otimes \rho_{t_0}^{\text{E}} \); (iii) \( \rho_{t_0}^{\text{E}} \) is a stationary state. Our key result is a first principles derivation of the transfer tensors for a general open evolution, without making any of the above assumptions.

We begin by introducing a set of objects \( \{P_s, Q_s\} \) which act as

\[
P_s \rho_t = \Lambda_{t,s} \rho_s \quad \text{and} \quad Q_s \rho_t = \rho_t - \Lambda_{t,s} \rho_s, \quad (3)
\]

such that \( (P_s + Q_s) \rho_t = \rho_t \). Subsequent action of these objects further breaks up the evolution, i.e., \( P_s \Lambda_{t,s} = \Lambda_{t,s} \Lambda_{s,s'} \). Here, \( \Lambda_{t,s} \) is a completely positive dynamical map from state \( s \) to time \( t \), \( \Lambda_{t,s} \rho = \text{tr}_E \{U_{t,s}^{\text{reduced}} (\rho \otimes \tau_s^{\text{E}}) \} \), where \( \tau_s^{\text{E}} \) is a unit trace time-dependent density operator not necessarily...
related to the actual environment dynamics; we will elaborate on the interpretation of these maps in Sec. V.

\[ \rho_t = \left( P_{tN-1} + Q_{tN-1} \right) \left( P_{tN-2} + Q_{tN-2} \right) \cdots \left( P_{t1} + Q_{t1} \right) P_{t0} + Q_{t0} \right) \rho_t \]

(4)

\[ T_{t:t+\infty} = \sum_{j=0}^{N-1} T_{t:t+j}(N-j) \rho_j + \Xi_{t:t0} \]

(5)

Here, the \( T_{t:s}^{(n)} \) are exactly the transfer tensors defined in Ref. [14], except that we are able to explicitly derive them in terms of, in principle, operationally accessible maps, without appealing to time-homogeneity of the memory kernel. They are given by

\[ T_{t:t+\infty} = \sum_{j=0}^{N-1} T_{t:t+j}(N-j) \rho_j + \Xi_{t:t0} \]

(6)

Chasing this definition leads to the explicit form

\[ T_{t:t+j}(N-j) = \Lambda_{t:t+j} - \sum_{k=j+1}^{N-1} T_{t:k}^{(N-k)} \Lambda_{k:t:j} \]

(7)

Finally, the remaining inhomogeneous term in Eq. (5) encodes all memory effects arising from the initially correlated SE state, and is defined as the difference \( \Xi_{t:t0} = \rho_t - \sum_{j=0}^{N-1} T_{t:t+j}(N-j) \rho_j \); this can be operationally determined for any initial preparation by reconstructing the superchannel \( \mathcal{M}_{t:t0} \). For long enough times, this term can be neglected [41]; however, in Appendix A we show how this term can be included without direct calculation at the expense of reconstructing a larger set of dynamical maps. There, we account for the initial correlations operationally by replacing the map \( \Lambda_{t:t0} \) with the completely positive superchannel \( \mathcal{M}_{t:t0} \) [2]. We will now show explicitly how the transfer tensors derived in this section can be used to simulate driven open systems.

III. EFFICIENTLY SIMULATING LONG-TIME DYNAMICS

The principle advantage of the transfer tensor approach over other simulation methods is that it allows for the determination of long-time dynamics, with an error that does not grow with the evolution time [42] but instead depends on the time beyond which memory effects are neglected. This is in contrast to many numerically exact techniques, where the computational effort to achieve a given numerical precision grows exponentially with the evolution time [13]. In what follows, we will outline how a transfer tensor simulation could be performed and how the error can be bounded.

Fixing \( \delta t = t_{j+1} - t_j \), which determines the time resolution of the resulting dynamics, we will assume that the dynamical maps \( \Lambda_{t:s} \) are periodic (or transient), such that \( \Lambda_{t+T:s+T} = \Lambda_{t,s} \) for large enough \( s \), and where the period \( T = c \delta t \) with integer \( c \). This is equivalent to requiring that the underlying generator \( \mathcal{L}_E^{SE} \) and reference state \( \tau_k^E \) are transient or periodic with periods \( a \delta t \) and \( b \delta t \), where \( c \) is the greatest common denominator of \( 1/a \) and \( 1/b \) (\( \delta t \) and \( \tau_k^E \) can always be chosen in a simulation to be compatible with the generator in this way). In this case, more general than that considered in Ref. [14], we have periodicity of the transfer tensors, such that

\[ T_{t:k+\infty}^{(l)} = T_{t:k+\infty}^{(l)} \]

(8)

sufficiently large that transient effects are negligible. Therefore, only transfer tensors \( T_{t:k+\infty}^{(l)} \), with \( k - l < c \) need to be calculated explicitly (in the transient case, all transfer tensors starting within the transient period must be computed).

Furthermore, in most real open systems, the memory kernel \( \mathcal{K}_{t:s} \) decreases in magnitude (often exponentially) with the time difference \( t - s \) [6]. That is, the system’s state at one time is continuously forgotten until it no longer affects the future evolution. Consequently, the transfer tensors \( T_{t:k+\infty}^{(l)} \) also become negligibly small for sufficiently large \( l \). Similarly, the influence of the initial state encoded in \( \mathcal{J}_{t:t0} \) or \( \Xi_{t:t0} \) commonly decays with \( t - t_0 \). What this means is that, beyond a certain time \( t_m = m \delta t \), memory effects can be neglected. That is, \( T_{t:k+\infty}^{(l)} \) with \( l > m \) can be effectively set to zero without substantially affecting the dynamics. Combined with the time translation symmetry described above, this means the dynamics at any time (given the finite resolution set by \( \delta t \)) can be reconstructed using only a finite set of transfer tensors.

In the first step of the simulation, numerical process tomography is performed by exactly solving the dynamics between every pair of time steps in an initial time interval \( T + t_m \). These can be reconstructed for any choice of environment state \( \tau_k^E \) permitted by the exact technique used to solve for the short-time dynamics (though different choices can lead to longer or shorter memory times, as discussed in Sec. V). The resulting set of dynamical maps is then used to reconstruct the transfer tensors on this interval (starting with those between
adjacent time steps and iterating with Eq. (6)). Using Eq. (5), the state at any arbitrary time \( t_k \) can be found by identifying \( T_{t_k}^{(l)} \) with \( T_{t_{k-l}} \mod T + l \delta t : t_{k-l} \mod T \), for \( l \leq m \), and with 0, for \( l > m \) (similarly, \( \Sigma_{t_{k-m}} \) is set to 0 for \( k > m \)), before propagating the initial state. We reiterate that the complexity of this latter stage is independent of the underlying SE model, meaning it could be equally well applied to any open system whose short time dynamics can be determined.

In Appendix B, we show how the maximum distance between the numerically propagated state \( \tilde{\rho}_{t_k} \) and the exact state \( \rho_{t_k} \) can be bounded as

\[
\left\| \rho_{t_k} - \tilde{\rho}_{t_k}^{(m)} \right\|_1 \leq \sum_{l=1}^{m} \left\| T_{t_{k-2m} \mod T + 2l \delta t : t_{k-2m} \mod T + l \delta t} \right\|,
\]

where \( \|X\| := \max_{\rho, \sigma} \text{tr} \{ \sigma X \rho \} \) is the operator norm of the matrix representation of superoperator \( X \) that acts on vectorised density operators. In other words, the error grows with the cumulative size of the transfer tensors beyond the first memory time. What this means is that one can guarantee a desired accuracy in the propagated state by varying \( t_m \) and constructing transfer tensors to time \( T + 2t_m \) until the right hand side of the above equation is small enough.

The upper bound is approximate, insofar as it only considers contributions to the error from the second memory time period (as long as the memory decays faster than arithmetically, then contributions from subsequent memory times will not diverge). However, we find that this bound tends to grossly overestimate the propagation error, which is more closely bounded by the largest norm of the ‘longest’ transfer tensors: \( \max_{\tau \leq T} \left\| T_{t_{k-m} + \tau \delta t} \right\| \). On the other hand, if the memory cutoff approximation is too severe, then the propagated dynamics may become unphysical, leading to divergent error in some cases (as in other approximate methods, where throwing away significant terms results in unphysical behaviour [6, 7]).

To illustrate the effectiveness of the transfer tensor we now consider a simple example of a driven, dissipative open system. The dynamics of the total system-environment state is governed by a memory-less master equation:

\[
L^{\rho_{t_k}} = -i[H^{\rho_{t_k}}, \rho_{t_k}] + \Gamma \left( L^{\rho_{t_k}} L^\dagger - \frac{1}{2} \{ L^\dagger L, \rho_{t_k} \} \right).
\]

While the SE dynamics is Markovian, the dynamics of \( S \) alone will be non-Markovian and will have the form of Eq. (2).

For concreteness, we take the system-environment to be a pair of qubits. The two evolve according to the Hamiltonian \( H^{\rho_{t_k}} = \frac{\omega}{2} \sigma_z^{SE} + \frac{\omega'}{2} \sigma_z^{E} + g [\sigma_z^{SE} \otimes \sigma_z^{E} + \cos(\Omega t) \sigma_x^{SE} \otimes \sigma_x^{E} ] \), and the Lindblad operators \( L = \frac{1}{2} \{ |0\rangle \langle 1| - |1\rangle \langle 0| \} \) act on the environment alone. This generates dissipative dynamics for the environment; incoherently pumping it to the excited state with rate \( \Gamma \). This seemingly simple model has many of the features of more complex open systems; in fact, it is approximately equivalent to a class of spin-boson models [43].

The simulated dynamics, with correlated initial state \( \rho_{0}^{SE} = \frac{1}{2} |0\rangle \langle 0| + |1\rangle \langle 1| + \frac{1}{2} | + \rangle \langle + | - | - \rangle \langle - | \), where \( |\pm \rangle = (|0\rangle \pm |1\rangle)/\sqrt{2} \), is shown in Fig. 2 along with the accompanying error, quantified by the trace distance \( \| \rho_{t_k} - \tilde{\rho}_{t_k} \|_1 \) (in all figures the parameters are set as \( \omega = \Gamma = \omega' = g = 2 = \Omega = 2 \)).

In the figure, short time exact dynamics, calculated between the first nine time steps (using a time-independent reference state \( \rho_{t_k}^{ref} = \rho_{t_k}^{SE} \)), is used to propagate the state \( \tilde{\rho}_{t_k} \) to much longer times with no noticeable increase in error, as indicated by the yellow dots, which remain close to zero for all times. This can also be observed by comparing the exact dynamics (solid curves) with the propagated points. The dynamics are accurate despite choosing a relatively short memory cutoff time \( \omega t_m = 5 \). As shown in panel (b), the memory kernel still has a significant norm at this time, which would usually lead one to conclude that we are discarding
important memory contributions when making the cutoff. One of the reasons for the remarkable effectiveness of the transfer tensor approach, in this case, is the coarse sampling (long $\delta t$) of the initial dynamics. In general, as seen in panel (b) of the figure, where we calculate the long-time-propagation error for a variety of cutoff times and time step lengths, we find that finer grained dynamics require longer memory times for the same accuracy [44]. In every case, we find that the bound in Eq. (9) is extremely loose, meaning that the transfer tensor propagation is more robust than indicated in earlier approaches utilising time-dependent projectors (see e.g. Refs. [46, 47]) we do not place any restrictions on the operator $\tau^E_t$ beyond that it should be a positive, unit trace density operator, and that it and its first derivative $\dot{\tau}^E_t$ should be continuous functions of time. The significance of this result is that, even for time-inhomogeneous $SE$ dynamics and initial correlations, the memory kernel can be operationally determined by reconstructing the short time-difference dynamics.

### IV. EQUIVALENCE WITH THE NAKAJIMA-ZWANZIG EQUATION IN THE CONTINUUM LIMIT

While Eq. (2) governs the exact dynamics of the system alone, conventional derivations usually rely implicitly on an underlying model for the $SE$ dynamics. In this sense, the evolution it predicts is only as good as the initial model, which may only approximate the system’s true behaviour. We will show how operationally determined quantities, encoded in transfer tensors, can be used to construct discrete-time memory kernel equations for general open processes, where the $SE$ model may not be well known, and show that these tend to a generalised Nakajima-Zwanzig equation in the continuum limit.

To do this, we will construct a difference equation for the state at time $t$, before taking a limit and recovering a derivative at that time. We first divide the interval $[t_0, t]$ into $N$ parts, as above, and choose the $N+1$ times $\{t_k\}$ to each be $\delta t$ apart: $t_{j+1} - t_j = \delta t := (t - t_0)/N$ [45]. By substituting Eq. (5) into the difference between $\rho_t = \rho_{t_N}$ and $\rho_{t_{N-1}}$ we get:

\[
\frac{\rho_t - \rho_{t_{N-1}}}{\delta t} = \frac{(\Lambda_{t:t_{N-1}} - \mathcal{I})}{\delta t} \rho_{t_{N-1}} + \sum_{j=0}^{N-2} \frac{\delta t}{\delta t^2} \rho_{t_j} \frac{\Xi_{t_{N-1}}}{\delta t},
\]

which resembles, term by term, a discrete version of the memory kernel master equation given in Eq. (2). In the limit $N \to \infty$ we can equate the terms as:

\[
\mathcal{L}_t = \lim_{N \to \infty} \frac{\Lambda_{t:t_{N-1}} - \mathcal{I}}{\delta t}, \quad \mathcal{K}_{t,t_j} = \lim_{N \to \infty} \frac{\mathcal{T}_{t,t_j}^{(N-1)}}{\delta t^2}, \quad \mathcal{J}_{t,t_0} = \lim_{N \to \infty} \frac{\Xi_{t_0}}{\delta t}.
\]

In order to relate these quantities directly to the underlying dynamics, in terms of $\mathcal{L}_t^SE$ and $\rho_0^SE$, we can substitute $\Lambda_{t:s} = \text{tr}_E \{ U_{t:s}^SE (\rho \otimes \tau_E^t) \}$ into the left hand sides of these expressions (writing $T_{t:t_j}$ and $\Xi_{t_0}$ in terms of dynamical maps). In this way, we can recast the objects in the decomposition in Eq. (4) in terms of $SE$ projection superoperators as:

\[
\mathcal{P}_s \rho_t = \text{tr}_E \{ U_{t:s}^SE \rho_t^SE U_{t_0:s}^SE \rho_0^SE \} \quad \text{and} \quad \mathcal{Q}_s \rho_t = \text{tr}_E \{ U_{t:s}^SE \mathcal{Q}_s^SE U_{t_0:s}^SE \rho_0^SE \},
\]

where $\mathcal{P}_s^SE \rho_s^SE = \text{tr}_E \{ \rho_s^SE \otimes \tau_E^s \}$ and $\mathcal{Q}_s^SE = \mathcal{I}^SE - \mathcal{P}_s^SE$, with $\tau_E^s$ the environment state appearing in the underlying representation of the dynamical map $\Lambda_{t:s}$; $A$ is, as before, the operation used to prepare the system at the initial time. We can then take the limit by expanding $U_{t:s}^SE$ for small $\delta t$:

\[
U_{t+\delta t:s}^SE \simeq \mathcal{I}^SE + \delta t \mathcal{L}_{t}^SE + \delta t^2 \mathcal{L}_{t}^SE^2 + \ldots.
\]

We do this in detail in Appendix C, finding

\[
\mathcal{L}_t \rho_t = \text{tr}_E \{ \mathcal{P}_t \mathcal{L}_t^SE \rho_t^SE \mathcal{P}_t^SE \rho_t \},
\]

where the propagator $G_{t,s} = T_{t,s} \exp \left[ \int_s^t ds' \mathcal{Q}_{s'}^{SE} \mathcal{L}_{s'}^{SE} \right]$ is a time ordered exponential (as indicated by $T_{t,s}$) and the value of the unit trace operator $x^E$ is unimportant, as it is acted on directly by a projector.

Equation (14) represents exactly the terms appearing in a generalised version of the Nakajima-Zwanzig master equation. In the standard derivation of the Nakajima-Zwanzig equation, a time-independent superoperator $\mathcal{L}_t^SE$ and its complement $Q^SE = \mathcal{I}^SE - \mathcal{P}_t^SE$ are defined on the joint $SE$ space [6]. In Appendix D, we show that one arrives at Eq. (14) following the standard derivation, but starting with the time-dependent projection superoperators defined above. Unlike in earlier approaches utilising time-dependent projectors (see e.g. Refs. [46, 47]) we do not place any restrictions on the operator $\tau_E^t$ beyond that it should be a positive, unit trace density operator, and that it and its first derivative $\dot{\tau}_E^t$ should be continuous functions of time. The significance of this result is that, even for time-inhomogeneous $SE$ dynamics and initial correlations, the memory kernel can be operationally determined by reconstructing the short time-difference dynamics.
starting from a series of intermediate time points, though the convergence of the limit in Eqs. (12) may be slow, and will depend on the time difference $t - t_j$ in general.

Importantly, there is a freedom in choosing the environment operator $\tau^E_t$ that goes into the definition of the dynamical map $\Lambda_{t,s}$ and, hence, the projector $P_t^{SE}$. Different choices of projector $P_t^{SE}$ lead to different forms for the superoperators in Eqs. (14) but the same solution for the dynamics $\rho_t$. This is exemplified, using the model presented in Sec. III, in Fig. 3, where different (time-dependent) projectors are seen to lead to memory kernels whose norm decays several times faster than the most obvious time-independent choice (where $\tau^E_t = \tau_S \rho_0^{SE}$) (blue, solid); (ii) projection arising from keeping the system in fixed state $|0\rangle\langle 0|$, i.e., $\mathcal{E}_t = \mathcal{B}_{|0\rangle\langle 0|}$ (red, dot-dashed); (iii) projection onto true environment state, $P_t^{SE} \rho_t^{SE} = \rho_t \otimes \text{tr}_S \{\rho_t^{SE}\}$, corresponding to $\mathcal{E}_t = I$ (green, dashed). Note the log scale.

V. EXPERIMENTAL INTERPRETATION OF PROJECTOR CHOICE

One of the applications of the operational derivation of the Nakajima-Zwanzig equation, presented in the previous subsection, is to relate experimentally accessible quantities to properties of the underlying $SE$ Hamiltonian and initial state (through Eqs. (12) & (14)). In this case, it is important to identify exactly which choices of environment state $\tau^E_t$ and hence dynamical map $\Lambda_{t,s}$ (or equivalently projector $P_t^{SE}$) correspond to which experimental reconstruction procedure, if any.

In the simplest scenario, the joint $SE$ evolution is left unperturbed before tomographically reconstructing $\Lambda_{t,s}$ (by discarding the state at time $s$ and preparing a fresh one, before measuring the system at time $t$). The state of the environment at time $s$, in this case, would be the freely evolved reduced state: $\rho_s^E = \text{tr}_S \{U_{s,t_0}^{SE} \rho_{t_0}^{SE}\}$. While this is perfectly reasonable from an operational standpoint, it is somewhat limiting from the perspective of extracting information about $L^{SE}$ from the memory kernel. $\tau^E_t$ must be known to separate out properties of the generator from the memory kernel, and the time-dependent state of the environment is (usually) at least as difficult to determine as $\rho_t$.

In order to get around this problem, one could choose to act on the system with a series of superoperators $\mathcal{E} = \{\mathcal{E}_k\}$ (any physically allowed transformation of the system) between times $t_0$ and $s$, leading to different environment states $\rho_{s,E}^{t_0}$ and, correspondingly, different families of intermediate dynamical maps $\Lambda_{t,s}$ (where we have left the $\mathcal{E}$ dependence implicit for notational convenience). This procedure is depicted in Fig. 4 and represents the operational analogue of the freedom to choose $P_t^{SE}$ in Eqs. (14).

A particularly convenient choice (from the perspective of calculating $\rho_{t_j,E}^{t_0}$) is the one where entanglement-breaking operations $\mathcal{E}_t \rho = \mathcal{B}_{\sigma_t} \rho = \sigma_t \rho$, are applied at times $t_j < s$, where $\sigma_t$ is some fixed state for each time step. In this case, the evolution of $\rho_{t_j,E}^{t_0}$ effectively decouples from the system in the limit that these operations are applied infinitely quickly. That is, the reduced state of the environment evolves according to an average generator: $\rho_{t_j,E}^{t_0} = \text{tr}_S \{L^{SE}_{t_j} \rho_{t_j}^{SE}\} = L^{SE}_{t_j} \rho_{t_j}^{SE}$. In an experiment, this could be achieved by,
instance, dynamically decoupling the system [48] or using
the quantum Zeno effect to freeze the dynamics through fre-
quent strong measurement [49]. In many cases, there will be
choices of $\sigma_t$ such that $\rho^\sigma_t$ is a stationary state with respect to $L^\sigma_t$, leading to time-independent projectors $P^{\sigma E}$ and $Q^{\sigma E}$.

VI. DISCUSSION

In this Article, we have presented a derivation of the trans-
fer tensor method, leading to a scheme for relating an oper-
ationally meaningful description of any open quantum pro-
cess, in terms of completely positive dynamical maps, to a
Nakajima-Zwanzig equation that depends on the underlying
system-environment dynamics. We have also generalised the
latter from the usual case to include time-dependent projec-
tors. In addition to providing a fundamental connection be-
tween two different pictures of open dynamics, our result
opens up the possibility for efficient simulation of the long-
time evolution of driven systems or those with initial correla-
tions.

Instead of directly solving the dynamics of a system to
some long time $t$, dynamical maps can be reconstructed to
a point where the memory kernel has decayed (from the end
of the first driving period). These can then be used to calcu-
late transfer tensors which will propagate the system to long
times with an error that depends only on the accuracy of the
initial reconstruction and the memory cutoff approximation
used. This could be used to, for instance, determine dynam-
ical steady states of driven systems [50] or probe signatures of
many-body localisation [51].

Using Eq. (11), an experimentally or numerically recon-
structed set of transfer tensors could also be used to create
an approximate memory kernel through interpolation or form
fitting. The resulting master equation would be guaranteed to
give physically sensible solutions. Since its accuracy would
depend on the smoothness of the memory kernel rather than,
e.g., the strength of the $SE$ coupling, it would provide an al-
ternative to the usual perturbative approaches to approximate
dynamics.

Finally, since the memory kernel contains information
about the $SE$ generator, its operational reconstruction will
allow for the extraction of information about the underlying
dynamics. That is, the scheme presented here could be used
to probe an unknown environment by observing the dynam-
ics of the system alone (cf. Refs. [25–27]). In fact, the full
set of intermediate completely positive dynamical maps con-
stitutes the maximum possible amount of dynamical infor-
mation imprinted on the system without considering higher
order multitime correlations (see Refs. [3, 4]). The latter we
will consider in a similar context in subsequent work.
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APPENDICES

Appendix A: Avoiding the inhomogeneous term

Many techniques for simulating open quantum systems, exactly or approximately, rely on a product assumption for the initial state: $\rho^{SE}_{t_0} = \rho_{t_0} \otimes \rho^E_{t_0}$. When this is not the case, there is always an inhomogeneous term in Eq. (2), and, while techniques have been developed to absorb it into the homogeneous part [52, 53], these rely on knowledge of the underlying dynamics. This makes the explicit calculation of $\rho_t = \mathcal{M}_{t,t_0} [A]$, and hence $\Xi_{t,t_0}$, problematic for an initially correlated $SE$, at least when the preparation $A$ does not break those correlations.

However, when a preparation does break the correlations between system and environment, the subsequent dynamics can be simulated in the usual way (with the environment initially in state $\rho^E_{t_0}$). We now use the property that the superchannel is linear, and that any preparation operation can be written as a linear combination $A = \sum \alpha \mathcal{A}^{(\alpha)}$, where $\{\mathcal{A}^{(\alpha)}\}$ is a set of entanglement breaking completely-positive (but not necessarily trace-preserving) maps, and $\alpha \in \mathbb{C}$ [3]. This means that the time-evolved state for any preparation can be written as a linear combination of time-evolved states from some finite set of preparations where there are no initial correlations: $\rho_{t,A} = \sum \alpha \rho_{t,\mathcal{A}^{(\alpha)}}$.

In the dilated picture, this is equivalent to writing the initial $SE$ state as $\rho^{SE}_{t_0} = \sum \alpha \mathcal{X}^{(\alpha)} \otimes \tau^{(\alpha)}$, where $\{\mathcal{X}^{(\alpha)}\}$ is a set of $d_S^2$ linearly independent system operators. By solving for the dynamics with each of the $d_S$ uncorrelated initial environment states $\tau^{(\alpha)}$, the need to calculate the inhomogeneous term can be entirely circumvented.

Appendix B: Simulation error

Since the expression for the time-evolved density operator in Eq. (5) is exact, errors in a simulation using transfer tensors can arise only if terms in the expansion are neglected, or otherwise from errors in the reconstruction of the maps $\mathcal{X}_{t,s}$. Here, we assume the reconstruction is accurate, and determine the error associated with neglecting memory effects beyond some cutoff time. In what follows, we will quantify the ‘size’ of an operator with the trace norm $\|X\|_1 = \text{tr} |X|$, where $|X|$ is the operator formed by taking the magnitudes of the singular values of $X$ and the same singular vectors. For superoperators, we will use $\|X\| := \max_{A,B} \{\text{tr}[A^\dagger X B]\}$, which is the largest singular value (or operator norm) of the matrix representation of $X$ which acts on vectorised operators.

The error in the final state $\tilde{\rho}^{(m)}_{t_k}$ due to neglecting memory effects beyond a time $t_m = m \delta t$ is given by

$$\left\|\rho_{t_k} - \tilde{\rho}^{(m)}_{t_k}\right\|_1 \leq \sum_{l=m+1}^{k} \delta t \left\|\mathcal{T}_{t_k,t_{k-l}}\right\|_1 + \sum_{l=m}^{k} \frac{\delta^2 t^2}{l} \left\|\mathcal{K}_{t_k,t_{k-l}}\right\|_1 + \delta t \left\|\mathcal{J}_{t_k,t_0}\right\|_1 \approx \delta t \left(\int_{t_m - t_0}^{t_k} ds \left\|\mathcal{K}_{t_k,t_{s-m}}\right\|_1 + \left\|\mathcal{J}_{t_k,t_0}\right\|_1\right).$$

That is, the error decreases with both the length of the time step $\delta t$ and the size of the tail of the memory kernel (beyond the considered memory time $t_m$).

Importantly, under the assumption that the decay over one memory time $t_m$ (beyond the first) is significant for both $\left\|\mathcal{T}_{t_k,t_{k-l}}\right\|_1$ and $\left\|\mathcal{K}_{t_k,t_{k-l}}\right\|_1$ (or, in the small $\delta t$ limit, $\left\|\mathcal{K}_{t_k,t_{k-l}}\right\|_1$ and $\left\|\mathcal{J}_{t_k,t_0}\right\|_1$), we have that

$$\left\|\rho_{t_k} - \tilde{\rho}^{(m)}_{t_k}\right\|_1 \lesssim \sum_{l=1}^{m} \delta t \left(\int_{t_l - t_0}^{t_k} ds \left\|\mathcal{K}_{t_k,t_{s-l}}\right\|_1 + \left\|\mathcal{J}_{t_k,t_0}\right\|_1\right),$$

which at leading order does not depend on $t_k$ itself, but rather the phase with respect to the driving cycle, $(t_k - 2t_m) \mod T$. In other words, beyond a certain point, the error does not grow with the evolution time.
Appendix C: Expanding transfer tensors in terms of system-environment projection superoperators

In order to reduce notational clutter, we leave out the explicit $SE$ label on superoperators $\mathcal{P}$, $\mathcal{Q}$, $\mathcal{U}$ and $\mathcal{L}$ in this section. Since we are assuming underlying dynamics such that $\Lambda_{t} = \text{tr}_{E}\{\mathcal{U}_{t}\rho \otimes \tau_{t}^{E}\}$, we can write the transfer tensors in terms of system-environment quantities; the action of the superoperator in Eq. (6) becomes

$$T_{t_{1}t_{j}}^{(N-j)}\rho = \text{tr}_{E}\left\{\mathcal{U}_{t_{1}}\rho \otimes \tau_{t_{j}} - \sum_{k=j+1}^{N-1} \mathcal{U}_{t_{k}}\text{tr}_{E}\{\mathcal{U}_{t_{k}t_{j}}\rho \otimes \tau_{t_{j}}\} \otimes \tau_{t_{k}} \right\} \otimes \tau_{t_{k}}$$

$$+ \sum_{k=j+1}^{N-1} \sum_{l=j+1}^{k-1} \mathcal{U}_{t_{k}}\text{tr}_{E}\{\mathcal{U}_{t_{k}t_{l}}\rho \otimes \tau_{t_{l}}\} \otimes \tau_{t_{l}} \right\} \otimes \tau_{t_{l}} - \ldots \right\}. \quad (C1)$$

This can be simplified by introducing the time-dependent projection superoperators $\mathcal{P}_{t}$ and $\mathcal{Q}_{t} = \mathcal{T}^{SE} - \mathcal{P}_{t}$, defined by the action $\mathcal{P}_{t}X = \text{tr}_{E}X \otimes \tau_{t}$. In terms of these, the transfer tensor acting on the system is

$$T_{t_{1}t_{j}}^{(N-j)}\rho = \text{tr}_{E}\left\{\mathcal{U}_{t_{1}}\mathcal{P}_{t_{j}}\rho^{SE} - \sum_{k=j+1}^{N-1} \mathcal{U}_{t_{k}}\mathcal{P}_{t_{k}}\mathcal{U}_{t_{k}t_{j}}\rho^{SE} + \sum_{k=j+1}^{N-1} \sum_{l=j+1}^{k-1} \mathcal{U}_{t_{k}}\mathcal{P}_{t_{l}}\mathcal{U}_{t_{k}t_{l}}\mathcal{U}_{t_{k}t_{j}}\mathcal{P}_{t_{j}}\rho^{SE} - \ldots \right\}$$

$$= \text{tr}_{E}\left\{\mathcal{P}_{t}\mathcal{U}_{t_{1}t_{N-1}}\mathcal{Q}_{t_{N-1}}\mathcal{U}_{t_{N-1}t_{N-2}}\mathcal{Q}_{t_{N-2}} \ldots \mathcal{Q}_{t_{j+1}}\mathcal{U}_{t_{j}t_{0}}\mathcal{Q}_{t_{0}}\rho^{SE}\right\}, \quad (C2)$$

where $\rho^{SE}$ is any state satisfying $\text{tr}_{E}\{\rho^{SE}\} = \rho$. Noting that $\mathcal{M}_{t_{1}t_{0}}[\mathcal{A}] = \text{tr}_{E}\{\mathcal{U}_{t_{1}t_{0}}\mathcal{A}\rho_{t_{0}}^{SE}\}$, a similar expansion for the inhomogeneous term leads to

$$\Xi_{t_{1}t_{0}} = \text{tr}_{E}\{\mathcal{P}_{t}\mathcal{U}_{t_{1}t_{N-1}}\mathcal{Q}_{t_{N-1}}\mathcal{U}_{t_{N-1}t_{N-2}}\mathcal{Q}_{t_{N-2}} \ldots \mathcal{Q}_{t_{j+1}}\mathcal{U}_{t_{j}t_{0}}\mathcal{Q}_{t_{0}}\mathcal{A}\rho_{t_{0}}^{SE}\}. \quad (C3)$$

In the limit considered in the main text, where $t_{j+1} - t_{j} = \delta t := (t - t_{0})/N$ and $N$ is very large, the time evolution operator between two adjacent time points can be expanded in powers of $\delta t$ as follows:

$$\mathcal{U}_{t_{j+1}t_{j}} = T_{t_{j}} \exp \left[ \int_{t_{j}}^{t_{j+1}} dt' \mathcal{L}_{s} \right] = \mathcal{I} + \int_{t_{j}}^{t_{j+1}} dt' \mathcal{L}_{s} + \int_{t_{j}}^{t_{j+1}} dt' \int_{t_{j}}^{t_{j+1}} dt'' \mathcal{L}_{s} \mathcal{L}_{s'} + \ldots$$

$$\simeq \mathcal{I} + \delta t \mathcal{L}_{t_{j}} + \frac{1}{2} \delta t^{2} \mathcal{L}_{t_{j}}^{2} + \ldots. \quad (C4)$$

Substituting this into Eq. (C2), we have

$$T_{t_{1}t_{j}}^{(N-j)}\rho \simeq \text{tr}_{E}\left\{\mathcal{P}_{t}(\mathcal{I} + \delta t \mathcal{L}_{t_{N-1}} + \ldots)\mathcal{Q}_{t_{N-1}}(\mathcal{I} + \delta t \mathcal{L}_{t_{N-2}} + \ldots)\mathcal{Q}_{t_{N-2}} \ldots \mathcal{Q}_{t_{j+1}}(\mathcal{I} + \delta t \mathcal{L}_{t_{j}} + \ldots)\mathcal{P}_{t_{j}}\rho^{SE}\right\}$$

$$= \delta t^{2}\left\{\text{tr}_{E}\left\{\mathcal{P}_{t}\mathcal{L}_{t_{N-1}} \left( \mathcal{I} + \delta t \sum_{k=j+1}^{N-2} \mathcal{Q}_{t_{k}}\mathcal{L}_{t_{k}} + \delta t^{2} \sum_{k=j+1}^{N-2} \sum_{l=j+1}^{k-1} \mathcal{Q}_{t_{k}}\mathcal{L}_{t_{k}}\mathcal{Q}_{t_{l}}\mathcal{L}_{t_{l}} + \ldots \right) \mathcal{Q}_{t_{j+1}}\mathcal{L}_{t_{j}}\mathcal{P}_{t_{j}}\rho^{SE}\right\} - \text{tr}_{E}\left\{\mathcal{P}_{t}\mathcal{L}_{t_{N-1}} \left( \mathcal{I} + \delta t \sum_{k=j+1}^{N-2} \mathcal{Q}_{t_{k}}\mathcal{L}_{t_{k}} + \delta t^{2} \sum_{k=j+1}^{N-2} \sum_{l=j+1}^{k-1} \mathcal{Q}_{t_{k}}\mathcal{L}_{t_{k}}\mathcal{Q}_{t_{l}}\mathcal{L}_{t_{l}} + \ldots \right) \frac{\mathcal{P}_{t_{j+1}} - \mathcal{P}_{t_{j}}}{\delta t} \rho^{SE}\right\}\right\}, \quad (C5)$$

where we have used the fact that $\mathcal{Q}_{t}\mathcal{Q}_{s} = \mathcal{Q}_{s}$, $\mathcal{P}_{t}\mathcal{P}_{s} = \mathcal{P}_{s}$, $\mathcal{Q}_{t}\mathcal{P}_{s} = \mathcal{P}_{s} - \mathcal{P}_{t}$. In the limit that $N \rightarrow \infty$, $\delta t \rightarrow 0$ and the terms inside the central brackets resum to a time-ordered exponential (this limit is guaranteed to converge uniformly, as long as the generator is bounded and continuous [54]):

$$\lim_{N \rightarrow \infty} T_{t_{1}t_{j}}^{(N-j)}\rho = \delta t^{2}\text{tr}_{E}\left\{\mathcal{P}_{t}\mathcal{L}_{t_{N-1}} \left( \mathcal{Q}_{t_{j+1}}\mathcal{L}_{t_{j}}\mathcal{P}_{t_{j}} - \mathcal{P}_{t_{j}}\right) \rho^{SE}\right\} = \delta t^{2} \mathcal{K}_{t_{1}t_{j}}\rho. \quad (C6)$$

The convergence of this equation, for the model presented in the main text, is exemplified in Fig. 5. Again, the same procedure can be performed for the inhomogeneous term in Eq. (C3), leading to

$$\lim_{N \rightarrow \infty} \Xi_{t_{1}t_{0}} = \delta t \text{tr}_{E}\left\{\mathcal{P}_{t}\mathcal{L}_{t_{N-1}} \exp \left[ \int_{t_{1}}^{t} dt' \mathcal{Q}_{t'}\mathcal{L}_{t'}\right] \mathcal{Q}_{t_{0}}\mathcal{A}\rho_{t_{0}}^{SE}\right\} = \delta t \mathcal{J}_{t_{1}t_{0}}. \quad (C7)$$
Figure 5. (Color online) Emergence of the Nakajima-Zwanzig equation in the continuous limit. Relative difference (as measured by operator norm) between scaled memory kernel $\delta t^2 K_{t_0}$ and transfer tensor $T_{t_0}^{(t)}$ for different values of $t$ and $N = t/\delta t$, using the same model and parameters as in Fig. 3. Convergence is slower with $N$ for longer evolution times, though, in this case, the same $N$ corresponds to a longer $\delta t$. Note that both methods can be used to exactly calculate dynamics, even outside of the continuous limit where they converge.

Appendix D: Nakajima-Zwanzig with time-dependent projection operators

Here, we briefly derive the Nakajima Zwanzig equation given by Eqs. (2) & (14) from the underlying equation of motion given in Eq. (1). Starting from the definition of the projection superoperators $P_t^{SE}$ and $Q_t^{SE} = IT^{SE} - P_t^{SE}$ (where $P_t^{SE} X_{SE}^{SE} = \text{tr}_E \{ X_{SE}^{SE} \otimes \tau_t^E \}$), we first note the following identities:

$$P_t^{SE} P_s^{SE} = \text{tr}_E \{ \text{tr}_E \{ \cdot \} \otimes \tau_t^E \} \otimes \tau_t^E = \text{tr}_E \{ \cdot \} \otimes \tau_t^E = P_t^{SE}, \quad (D1)$$

$$Q_t^{SE} Q_s^{SE} = IT^{SE} - P_t^{SE} - P_s^{SE} + P_t^{SE} P_s^{SE} = IT^{SE} - P_s^{SE} = Q_s^{SE}, \quad (D2)$$

$$Q_t^{SE} P_s^{SE} = P_s^{SE} - P_t^{SE} P_s^{SE} = P_s^{SE} - P_t^{SE}, \quad (D3)$$

$$P_t^{SE} Q_s^{SE} = P_t^{SE} - P_t^{SE} P_s^{SE} = 0. \quad (D4)$$

Next, we consider the equations of motion of the so-called ‘relevant’ and ‘irrelevant’ parts of the $SE$ density operator, $P_t^{SE} \rho_t^{SE}$ and $Q_t^{SE} \rho_t^{SE}$ respectively. Using Eq. (1), we find

$$\frac{d}{dt} P_t^{SE} \rho_t^{SE} = (P_t^{SE} L_t^{SE} P_t^{SE} + \dot{P}_t^{SE}) \rho_t^{SE} + P_t^{SE} L_t^{SE} Q_t^{SE} \rho_t^{SE}, \quad (D5)$$

and

$$\frac{d}{dt} Q_t^{SE} \rho_t^{SE} = (Q_t^{SE} L_t^{SE} P_t^{SE} - \dot{P}_t^{SE}) \rho_t^{SE} + Q_t^{SE} L_t^{SE} Q_t^{SE} \rho_t^{SE}, \quad (D6)$$

where we have used that $T^{SE} = P_t^{SE} + Q_t^{SE}$. Formally solving Eq. (D6) gives

$$Q_t^{SE} \dot{\rho}_t^{SE} = T_{\rho} \exp \left[ \int_{t_0}^{t} ds \, Q_s^{SE} L_s^{SE} \right] Q_{t_0}^{SE} \dot{\rho}_{t_0}^{SE} + \int_{t_0}^{t} ds \, T_{\rho} \exp \left[ \int_{s}^{t} ds' \, Q_{s'}^{SE} L_{s'}^{SE} \right] (Q_{s'}^{SE} L_{s'}^{SE} P_{s'}^{SE} - \dot{P}_{s'}^{SE}) \rho_{s'}^{SE}. \quad (D7)$$

As in the main text, we have taken the post-preparation $SE$ state $A \rho_{t_0}^{SE}$ as our initial condition. Substituting this into Eq. (D5) and taking the partial trace over $E$ (since $\dot{\rho}_t^{SE} = \text{tr}_E \{ \frac{d}{dt} P_t^{SE} \rho_t^{SE} \}$) leads to

$$\dot{\rho}_t = \text{tr}_E \{ P_t^{SE} L_t^{SE} P_t^{SE} \rho_t^{SE} \}$$

$$+ \text{tr}_E \left\{ P_t^{SE} L_t^{SE} T_{\rho} \exp \left[ \int_{t_0}^{t} ds \, Q_s^{SE} L_s^{SE} \right] Q_{t_0}^{SE} \dot{\rho}_{t_0}^{SE} \right\}$$

$$+ \int_{t_0}^{t} ds \, \text{tr}_E \left\{ P_t^{SE} L_t^{SE} T_{\rho} \exp \left[ \int_{s}^{t} ds' \, Q_{s'}^{SE} L_{s'}^{SE} \right] (Q_{s'}^{SE} L_{s'}^{SE} P_{s'}^{SE} - \dot{P}_{s'}^{SE}) \rho_{s'}^{SE} \right\}. \quad (D8)$$

In the first line, the derivative-dependent term vanishes, since $\text{tr}_E \{ \dot{\tau}_t^E \} = 0$, and hence $\text{tr}_E \{ \dot{P}_t^{SE} \rho_t^{SE} \} = 0$, when $\tau_t^E$ is constrained to be a unit trace density operator (as we will always assume). Since $P_t^{SE} \rho_t^{SE} = P_t^{SE} \rho_t \otimes x^E$ and $P_t^{SE} \rho_t^{SE} = P_t^{SE} \rho_t \otimes x^E$ for any unit trace operator $x^E$, we can identify each line of Eq. (D8) with one of the terms in Eqs. (14).

Our equation differs from that in Refs. [46, 47], since we do not assume that $P_t^{SE} \rho_t^{SE} = 0 \forall t$. If we were to do so, then the derivative term in the last line of Eq. (D8) would vanish, and we would recover the form derived in the aforementioned references.