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\textbf{Abstract:} We investigate the circuit complexity and Loschmidt echo for the (inverted) harmonic oscillators. Focusing on the chaotic behaviors under the perturbation, we analytically derive the Lyapunov exponent and scrambling time of the inverted harmonic oscillators. We show that the circuit complexity and Loschmidt echo exhibit qualitatively similar behaviors, particularly the consistent Lyapunov exponent.
1 Introduction

The precise definition of quantum chaos is still an open question. Unlike classical chaos, one can only describe different aspects of quantum chaos [1, 2]. The precise definition of quantum chaos will help the understanding of thermalization, transport in quantum many-body systems and black hole information loss. Therefore, how to accurately define quantum chaos is indeed an important issue [1, 2].

The reason for the appearance of classical chaos is that the evolution of the system is very sensitive to the initial conditions due to the highly non-linearity of the equation of motion. And the distance between two adjacent points in the phase space increases as $e^{\lambda_L t}$, where $\lambda_L$ is the Lyapunov exponent [3]. However, since Schrödinger equation is a linear equation, the evolution of a quantum system is not highly sensitive to the initial state in principle. This forces us to develop new chaotic probes for quantum systems.

Traditionally, the chaos of a quantum system is characterized by random matrix theory [4]. Recently inspired by the AdS/CFT duality, out-of-time-order correlator (OTOC) has become a candidate for describing quantum chaos [5–7]. Especially in Ref. [8] Maldacena and collaborators proved the inequality for large $N$ quantum theories at temperature $T$,

$$\lambda_L(T) \leq 2\pi T,$$

(1.1)
where $\lambda_L(T)$ is the Lyapunov exponent in thermal OTOC. When the quantum system is dual to a gravitational system, the inequality is saturated. One of the most famous is Sachdev-Ye-Kitaev model [9], which is expected to be dual to two-dimensional Jackiw-Teitelboim gravity [10].

However, a recent work got acquainted with the tense relationship between OTOC and random matrix theory diagnostics [11]. One of the most striking questions is whether it is possible to use quantum information tools to describe quantum chaos [12–18], such as circuit complexity [19–34]. Recent works have shown that circuit complexity can indeed detect quantum chaos [35–37]. In particular, it was found that chaotic behavior can be characterized by the complexity of bidirectional evolution. That is, first evolve a reference state forward with a Hamiltonian $\hat{H}$ and then evolve backward with a slightly different Hamiltonian $\hat{H} + \delta\hat{H}$. Finally, examine the complexity between the resulting state and the chosen reference state.

However, because the expression of complexity is usually very complicated, only the numerical fitting of Lyapunov exponent and scrambling time was obtained in Ref. [35]. In this work, by considering infinitesimal perturbation, we find the analytical expression of the circuit complexity and derive the Lyapunov exponent and scrambling time. As the most natural concept to measure the distance between states, the Loschmidt echo was proposed in Ref. [38] to describe quantum chaos. Similar to complexity, Loschmidt echo is defined as the inner product under bidirectional evolution. We also find that the Lyapunov exponent can indeed be obtained through the Loschmidt echo, which is consistent with Ref. [38].

To obtain the analytical expression of circuit complexity, we investigate the simplest unstable system — the inverted oscillator, which is described by the Hamiltonian $\hat{H} = \frac{\hat{p}^2}{2m} - \frac{1}{2} m \omega^2 \hat{q}^2$ [35]. Classically, the inverted oscillator has an unstable point in phase space at $(x = 0, p = 0)$; a particle accelerates exponentially away from the fixed point when perturbed. We obtain the complexity and inner product of the inverted harmonic oscillator and compare their difference with that of the harmonic oscillator. We find that the Lyapunov exponent is proportional to the frequency, and the scrambling time will tend to infinity as the amplitude of the perturbation decreases. Using the circuit complexity and Loschmidt echo, we also examine the Lyapunov exponent and scrambling time in a quantum field theory that can be discretized into harmonic oscillators and inverted harmonic oscillators.

The rest of the paper is organized as follows. In section 2, we review some background material and preliminaries. In section 3, we discuss the chaotic behavior of the inverted harmonic oscillator. In section 4, we investigate the chaotic behaviors in quantum field theory via the same tools. Finally, a summary is presented in section 5.

## 2 Background Material and Preliminaries

### 2.1 Inverted Harmonic Oscillator

We start with the Hamiltonian of the inverted harmonic oscillator, namely

$$\hat{H} = \frac{\hat{p}^2}{2m} + \hat{V}, \quad \hat{V} = -\frac{1}{2} m \omega^2 \hat{q}^2,$$  \hspace{1cm} (2.1)
where \( m \) and \( \omega \) are the mass and frequency of the inverted harmonic oscillator, respectively. In contrast to the harmonic oscillator, the potential \( \hat{V} \) associated with the inverted harmonic oscillator is always negative. Due to the unbounded bottom of the potential, the inverted oscillator does not have a ground state or a complete set of square-integrable energy eigenstates. Strictly speaking, \( \hat{V} \) is not a Hermitian operator because it tends to negative infinity at infinity. However, we can usually regard \( \hat{V} \) as a local approximation of some Hermitian operators, such as

\[
\hat{V}' = -\frac{1}{2} m \omega^2 \dot{q}^2 + \lambda \ddot{q}^4. \tag{2.2}
\]

Obviously, \( V \) is an approximation of \( V' \) in the limit \( q \to 0 \). Conversely, for the state that is localized at the origin, we can also use \( \hat{V} \) instead of \( \hat{V}' \) in the Schrödinger equation, as long as the system evolution time is short enough. And since \( \hat{V} \) is the quadratic form of \( \hat{q} \), we can analytically study its many properties. This is also why the inverted harmonic oscillator is widely studied \([39–45]\).

2.2 Out-of-Time-Order Correlators

In this section, we review some results of the OTOC in quantum mechanics. Taking the canonical operators \( \hat{p}, \hat{q} \), the OTOC is defined as \([46, 47]\)

\[
C_T(t) = -\langle [\hat{q}(t), \hat{p}(0)]^2 \rangle_{\beta} \quad \text{with} \quad \hat{q}(t) = e^{i\hat{H}t} \hat{q} e^{-i\hat{H}t}, \tag{2.3}
\]

where \( \langle \cdots \rangle_{\beta} \) denotes the thermal expectation value, i.e., \( \langle \hat{O} \rangle_{\beta} = \text{tr} \left[ e^{-\beta \hat{H}} \hat{O} \right] / \text{tr} e^{-\beta \hat{H}} \) with \( \beta = \frac{1}{T} \) as the inverse temperature of the thermal state. In terms of a set of energy eigenstate basis, we can rewrite the OTOC as \([47]\)

\[
C_T(t) = \sum_r \frac{e^{-\beta E_r} c_r(t)}{\text{tr} e^{-\beta \hat{H}}}, \quad c_r(t) = -\langle r | [\hat{q}(t), \hat{p}]^2 | r \rangle , \tag{2.4}
\]

where the energy eigenstates denoted by \( |r\rangle \) satisfy \( \hat{H} |r\rangle = E_r |r\rangle \). We can apply the completeness relation \( 1 = \sum_s |s\rangle \langle s| \) to obtain the decomposition of the coefficients \( c_r(t) \), i.e.,

\[
c_r(t) = \sum_s b_{rs}(t) b^*_{rs}(t), \quad b_{rs}(t) = -i \langle r | [\hat{q}(t), \hat{p}] | s \rangle . \tag{2.5}
\]

By defining the matrix elements \( q_{rs} = \langle r | \hat{q} | s \rangle \) and \( p_{rs} = \langle r | \hat{p} | s \rangle \), it is straightforward to find

\[
b_{rs}(t) = -i \sum_k \left( e^{iE_{rk} t} q_{rk} p_{ks} - e^{iE_{ks} t} p_{rk} q_{ks} \right) , \tag{2.6}
\]

with \( E_{rs} = E_r - E_s \). As a result, we would be able to use the elements \( p_{rs}, q_{rs} \) and the spectrum \( E_r \) to derive the value of the OTOC after choosing a specific Hamiltonian that we are interested in.

First of all, we begin with the normal harmonic oscillator whose Hamiltonian is given by

\[
\hat{H} = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega^2 \hat{q}^2 . \tag{2.7}
\]
with positive potential. One can easily get

\[ E_r = \left( r + \frac{1}{2} \right) \omega, \quad q_{rs} = \frac{1}{\sqrt{2\omega m}} \left( \sqrt{s}\delta_{r,s-1} + \sqrt{s+1}\delta_{r,s+1} \right). \]  

(2.8)

By using the commutator relation \([\hat{H}, \hat{q}] = -i\frac{\hat{p}}{m}\), we then apply \(\langle s|\cdots|r\rangle\) to both sides and obtain

\[ p_{sr} = imE_{sr}q_{sr}. \]  

(2.9)

Substituting all the above results into the definitions in Eqs. (2.6) and (2.5), we then get the coefficients

\[ b_{rs}(t) = \delta_{rs}\cos(\omega t), \quad c_r(t) = \cos^2(\omega t). \]  

(2.10)

Finally, the OTOC defined in (2.3) for the normal harmonic oscillator is derived as

\[ C_T(t) = \cos^2(\omega t). \]  

(2.11)

We note that the average of Eq. (2.4) is trivial because \(c_r(t)\) is independent of \(r\). Consequently, we can find that the OTOC for the harmonic oscillator, i.e., \(C_T(t)\) is extremely simplified since it is not involved with the temperature \(T\).

We are more interested in studying the OTOC for the inverted harmonic oscillator whose Hamiltonian is shown in Eq. (2.1), which is given by that of the harmonic oscillator via the analytical continuation \(\omega \rightarrow i\omega\). By using the same trick, the OTOC for the inverted harmonic oscillator reads

\[ C_T(t) = -\langle [\hat{q}(t), \hat{p}(0)]^2 \rangle_\beta = \cosh^2(\omega t) = \frac{1}{2} + \frac{1}{4}e^{2\omega t} + \frac{1}{4}e^{-2\omega t}, \]  

(2.12)

where the last term is suppressed with the time evolution. In comparison with the oscillating behavior of the OTOC for the normal harmonic oscillator, i.e., (2.11), the distinct feature of the OTOC for the inverted harmonic oscillator is its exponential increase with time, which is approximately described by [35]

\[ C_T(t) \approx e^{2\lambda_L(t-t_*)} + \frac{1}{2} + O(e^{-2\omega t}), \]  

(2.13)

where \(\lambda_L = \omega\) denotes the Lyapunov exponent and \(t_* = \frac{\log 2}{\omega}\) is referred to as the scrambling time. Obviously, the Lyapunov exponent \(\lambda_L\) for the inverted harmonic oscillator only depends on the frequency rather than on the temperature. Intuitively, the commutator \([\hat{q}(t), \hat{p}(0)]\) becomes the Poisson bracket \(i\hbar\{q(t), p\} = i\hbar\partial_q\hat{q}(0)\) in the semiclassical limit. This gives the dependence of the final position on small changes in the initial position, the classical diagnostic of the butterfly effect. Nearby trajectories in the chaotic system diverge exponentially, \(\sim e^{\lambda_L t}\) where \(\lambda_L\) is a Lyapunov exponent. For early times, the OTOC \(C_T(t) \sim \alpha^2 e^{2\lambda_L t}\) so \(t_* \sim \frac{1}{\lambda_L} \log \frac{1}{\alpha}\).
However, we would like to remark that the physical meaning of the analytic continuation for the inverted harmonic oscillator is less clear because it makes the energy spectrum pure imaginary and the definition of the micro-canonical/thermal OTOC is thus ambiguous [48]. On the other hand, the unbounded bottom of the potential may result in the violation of the inequality that constrains the upper bound of the Lyapunov exponent, \(i.e.,\)

\[
\lambda_{\text{OTOC}}(T) \leq cT, \quad (2.14)
\]

where \(c\) denotes the irrelevant numerical coefficient at the order \(O(1)\). In fact, this inequality is caused by the structure of the inverted harmonic oscillator potential and the quantum resolution condition to discriminate the local maximum by wave functions. The bound (1.1) is for large \(N\) theories while the inequality (2.14) is for a single degree of freedom [48]. For the inverted harmonic oscillator with a higher frequency \(\omega > cT\), the inequality in (2.14) is explicitly violated. In the following sections, we study the chaotic behavior of the inverted harmonic oscillator by focusing on the complexity. We will show a similar conclusion as that from the OTOC given by the analytical continuation.

### 2.3 Circuit Complexity and Inner Product of Gaussian States

First, we briefly review the definition of circuit complexity. Readers who are interested in details can refer to [25]. We start from a reference state \(|\psi_R\rangle\) and prepare a specific target state \(|\psi_T\rangle\) through the unitary evolution, namely

\[
|\psi_T\rangle = \hat{U}_{\text{TR}} |\psi_R\rangle. \quad (2.15)
\]

In order to define the circuit complexity from the chosen reference state to the target state, we need to fix the set of fundamental gates that can realize the unitary transformation \(\hat{U}_{\text{TR}}\). Correspondingly, a specific way to build the unitary operator \(\hat{U}_{\text{TR}}\) corresponds to the decomposition along a path integral on the group manifold, namely

\[
\hat{U}_{\text{TR}} = \hat{T} \exp \left[ i \int_0^1 dt \, Y^I(t) \hat{M}_I \right], \quad (2.16)
\]

where \(\hat{T}\) indicates the path order, \(\hat{M}_I\) denotes a set of generators dual to the fundamental gates, and \(Y^I(t)\) represents the number of basic gates \(\hat{M}_I\) used at “time” \(t\) along the evolution path. While the circuit complexity still depends on the choice of the cost functions that parametrizes the cost of the various paths. The simple ones are given by the so-called \(F_1\) and \(F_2\) cost functions with the circuit complexity as

\[
C_1 = \min_{Y^I(t)} \int_0^1 dt \sum_I |Y^I(t)|, \quad C_2 = \min_{Y^I(t)} \int_0^1 dt \sqrt{\sum_I (Y^I(t))^2}. \quad (2.17)
\]
According to the definition, the circuit complexity is the minimal cost of a given reference state to a chosen target state, i.e., the cost of the optimal quantum circuit. Correspondingly, the minimization appearing in the expressions (2.17) means the optimization of all possible paths connecting the reference state to the target state. In particular, the circuit complexity defined in (2.17) associated with the $F_2$ cost function is nothing but the length of the shortest geodesic on the group manifold. However, it is not easy to precisely solve the optimization problem for a non-trivial group. The explicit realization of the calculations for the circuit complexity in the quantum field theory was first made for Gaussian states in [19]. See [25–34] for more following progress in this direction.

Due to the simplicity of Gaussian states $|\psi\rangle$ (see e.g., [49–53]), one can show that they are completely characterized by the so-called covariance matrix, i.e., the two-point functions defined by,

$$G^{ab} = \langle \psi | (\hat{\xi}^a \hat{\xi}^b + \hat{\xi}^b \hat{\xi}^a) | \psi \rangle,$$

(2.18)

where the vector operator $\hat{\xi}^a = (\hat{q}_g, \hat{p}_g)$. Note that $g$ is a new gate scale, and its dimension is one. We introduce $g$ to offset the dimension of $\hat{q}$ and $\hat{p}$ so that the dimension of $\hat{\xi}^a$ is zero. Considering the unitary transformation between Gaussian states, namely

$$|\psi'\rangle = U |\psi\rangle, \quad U = e^{-\frac{i}{2} k_{ab} \hat{\xi}^a \hat{\xi}^b},$$

(2.19)

one can rewrite it as a unique transformation of their corresponding covariance matrices as follows [49]

$$G'^{ab} = \langle \psi' | (\hat{\xi}^a \hat{\xi}^b + \hat{\xi}^b \hat{\xi}^a) | \psi' \rangle = M^a_c G^{cd} M^b_d,$$

(2.20)

where

$$M = e^K, \quad K^a_b = \Omega^{ac}_{\quad\quad} k_{cb}, \quad \Omega^{ab} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \quad (2.21)$$

As a consequence, we should expect that the circuit complexity of Gaussian states can be rewritten as a function of the covariance matrix. Particularly, it was found in [25] that the information about the circuit complexity is encoded in the relative covariance matrix that is defined by

$$\Delta = G_T G_R^{-1}. \quad (2.22)$$

where $G_R$ and $G_T$ denote the covariance matrix of the reference state and the target state, respectively. We note that the two eigenvalues of the relative covariance matrix $\Delta$ are reciprocal to each other and greater than zero. In the following, we denote the eigenvalue of greater than or equal to 1 as $\rho$. For Gaussian states, it was explicitly shown in Ref. [25] that the circuit complexity related to the $F_2$ cost function is given by

$$C_2 (G_R, G_T) = \frac{1}{2\sqrt{2}} \sqrt{\text{Tr}[(\log \Delta)^2]} = \frac{1}{2} \log \rho, \quad (2.23)$$

In order to determine the equivalence between the covariance matrix method and the geometric method introduced before, we can take the one-mode Gaussian state as an example.
In order to realize the unitary transformations between one-mode Gaussian states, we need to introduce three generators\(^1\), viz,

\[
\hat{M}_W = \frac{1}{2}(\hat{q}\hat{p} + \hat{p}\hat{q}), \quad \hat{M}_V = \frac{\hat{q}^2 g^2}{\sqrt{2}}, \quad \hat{M}_Z = \frac{\hat{p}^2}{\sqrt{2} g^2},
\]

(2.24)

whose commutation relations precisely match the algebra \(\mathfrak{sp}(2, \mathbb{R})\). It was shown in Ref. [25] that the shortest geodesic line for \(C_1\) and \(C_2\) is the straightline parametrized by

\[
Y^W = -\frac{1}{2} \log \rho, \quad Y^V = 0, \quad Y^Z = 0.
\]

(2.25)

Substituting the solution of the optimal path into the definitions of the circuit complexity, \(i.e.,\) Eq. (2.17), we easily obtain

\[
C_1 = \int_0^1 dt \sum_i |Y^I(t)| = \frac{1}{2} \log \rho,
\]

\[
C_2 = \int_0^1 dt \sqrt{\sum_i (Y^I(t))^2} = \frac{1}{2} \log \rho,
\]

(2.26)

which is the same as that derived from the covariance matrix.

On the other hand, we are also interested in the inner product between the reference state and the target state. For the Gaussian states, the inner product also depends on the relative covariance matrix, \(i.e.,\),

\[
\mathcal{I} = |\langle G_R | G_T \rangle|^2 = \det \frac{\sqrt{2}\Delta^{1/4}}{\sqrt{1 + \Delta}} = \frac{2\sqrt{\rho}}{1 + \rho}.
\]

(2.27)

From this viewpoint, we can find that the inner product of the Gaussian states encodes the same information as the circuit complexity between states.

### 3 Chaos in Inverted Harmonic Oscillator

In this section, we investigate the chaos in (inverted) harmonic oscillators by using the circuit complexity and the inner product. Firstly, we choose the reference state as

\[
\psi_R (q) = \left( \frac{am\omega}{\pi} \right)^{1/4} \exp \left( -\frac{1}{2} am\omega q^2 \right),
\]

(3.1)

where \(a\) is a dimensionless parameter that characterizes the Gaussian states. It is obvious that the reference state is nothing but the ground state of the harmonic oscillator with mass \(am\). Correspondingly, its two-point function reads as

\[
G_R = \begin{pmatrix} \frac{g^2}{am\omega} & 0 \\ 0 & \frac{am\omega}{g^2} \end{pmatrix}.
\]

(3.2)

\(^1\)In fact, \(\hat{q}, \hat{p}\) here means that \(G_R\) and \(G_T\) are diagonal in \(\hat{q}, \hat{p}\), but it does not represent the original \(\hat{q}, \hat{p}\) [25].
We consider a particular target state $\psi_T$ by a backward and forward time evolution from the reference state, i.e.,

$$|\psi_T\rangle = e^{i\hat{H}'t}e^{-i\hat{H}t}|\psi_R\rangle.$$  \hfill (3.3)

In particular, we consider $\hat{H}$ as the Hamiltonian of the system, and $\hat{H}'$ as the perturbed Hamiltonian with

$$\hat{H}' = \hat{H} + \delta\hat{H}, \quad \delta\hat{H} \ll \hat{H}. \hfill (3.4)$$

Without the perturbation $\delta\hat{H}$, the target state trivially evolves back to the reference state after the backward and forward time evolutions. Therefore, the corresponding circuit complexity simply vanishes. By imposing the small perturbation $\delta\hat{H}$, one may expect that the circuit complexity is still small. However, we will show that the extremely small perturbation still could result in exponentially large circuit complexity for chaotic systems, e.g., inverted harmonic oscillators. We will also show this chaotic behavior from the aspect of the inner product, which is also known as the Loschmidt echo.

### 3.1 Harmonic oscillator

**Figure 1**: Oscillating behavior for harmonic oscillators. Left: log $\rho_0$ and log $\rho$ vs time. Right: The circuit complexity $C$ and the inner product $I$ vs time. The parameters are set as $a = 2$ and $\delta\omega/\omega = 10^{-6}$. Note that the simple relation $C = C_1 = C_2$ for a single harmonic oscillator.

In order to compare with the results of chaos, we begin with the simple case by considering the normal harmonic oscillator whose Hamiltonian is defined in Eq. (2.7). For the perturbed Hamiltonian, we focus on a simple case given by

$$\hat{H}' = \frac{\hat{p}^2}{2m} + \frac{1}{2}m(\omega + \delta\omega)^2\hat{q}^2 \quad \text{with} \quad \frac{\delta\omega}{\omega} \ll 1. \hfill (3.5)$$

As introduced around Eq. (2.19), we can parametrize the Gaussian unitary operators $e^{-i\hat{H}t}$ and $e^{i\hat{H}'t}$ by the symmetric matrices $k_{ab}$, i.e.,

$$k = \begin{pmatrix} \frac{\omega^2mt}{\sigma^2} & 0 \\ 0 & \frac{1}{\sqrt{m}} \end{pmatrix}, \quad k' = \begin{pmatrix} -\frac{(\omega+\delta\omega)^2mt}{\sigma^2} & 0 \\ 0 & -\frac{\sigma^2}{m} \end{pmatrix}. \hfill (3.6)$$
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respectively. Using the transformation of the covariance matrix shown in Eq. (2.20), we can obtain the covariance matrix of the target state (3.3), namely

\[
G_T = M' MG_R M^T(M')^T, \tag{3.7}
\]

where

\[
M = \begin{pmatrix}
\frac{1}{2}e^{-i\omega t} \left(e^{2i\omega t} + 1\right) & -ie^{-i\omega t} \left(e^{2i\omega t} - 1\right) \\
-ie^{-i\omega t} \left(e^{2i\omega t} - 1\right) m\omega & \frac{1}{2}e^{-i\omega t} \left(e^{2i\omega t} + 1\right)
\end{pmatrix},
\]

\[
M' = \begin{pmatrix}
\frac{1}{2}e^{-(\omega + \delta\omega)t} \left(e^{2i(\omega + \delta\omega)t} + 1\right) & \frac{ie^{-i(\omega + \delta\omega)t} \left(e^{2i(\omega + \delta\omega)t} - 1\right) m(\omega + \delta\omega)}{2m(\omega + \delta\omega)} \\
-\frac{ie^{-i(\omega + \delta\omega)t} \left(e^{2i(\omega + \delta\omega)t} - 1\right) m(\omega + \delta\omega)}{2m(\omega + \delta\omega)} & \frac{1}{2}e^{-i(\omega + \delta\omega)t} \left(e^{2i(\omega + \delta\omega)t} + 1\right)
\end{pmatrix}. \tag{3.8}
\]

For the sake of evaluating the circuit complexity of the target state (3.3), we recall that it is completely determined by the relative covariance matrix \(\Delta \equiv G_T G_R^{-1}\). By combining the expressions shown above, it is straightforward to derive the two eigenvalues of the relative covariance matrix, i.e., \(\rho, 1/\rho\). Taking the infinitesimal perturbation limit \(\delta\omega \to 0\), the leading term of the eigenvalue \(\rho\) (denoted by \(\rho_0\)) is derived as

\[
\rho \approx \rho_0 = \frac{(1 + 2a^2)^2 - (a^2 - 1)^2 \cos(2\delta\omega t)}{4a^2} + \sqrt{\frac{(a^2 - 1)^2 \left(1 + 6a^2 + a^4 - (a^2 - 1)^2 \cos(2\delta\omega t)\right)}{8a^4}} \sin^2(\delta\omega t) \tag{3.9}
\]

Obviously, the above approximation implies that \(\rho\) oscillates with time and the period is \(\pi \frac{\delta\omega}{\omega}\). Since \(\delta\omega \ll \omega\), the period \(\pi \frac{\delta\omega}{\omega}\) is much larger than the oscillation time of the harmonic oscillator \(\pi \frac{\omega}{\omega}\). In fact, \(\rho\) is the superposition of two types of sine functions, namely \(\delta\omega \omega \sin(\omega t)\) and \(\sin(\delta\omega t)\). The difference between \(\log \rho, \log \rho_0\) is also presented in the left plot of Fig. 1.

Substituting Eq. (3.9) into Eq. (2.26) and Eq. (2.27), we can get the expression of complexity and inner product, respectively. Due to the oscillating behavior of \(\rho\), one can expect that the circuit complexity and the inner product also have the same period \(\frac{\pi}{\delta\omega}\). This result is also shown in the numerical plot in Fig. 1.

### 3.2 Inverted harmonic oscillator

Compared with the normal harmonic oscillator without any chaotic behaviors, the inverted harmonic oscillator presents distinguishable differences in terms of not only the circuit complexity but also the inner product. In order to explore that, we consider a similar perturbed Hamiltonian defined by

\[
\hat{H}' = \frac{p'^2}{2m} - \frac{1}{2}m(\omega + \delta\omega)^2q'^2 \quad \text{with} \quad \frac{\delta\omega}{\omega} \ll 1, \tag{3.10}
\]

\[\text{Note that } \rho \text{ does not depend on the gate scale } g \text{ and mass } m.\]
which can be also derived from Eq. (3.5) by the analytical continuation. It is then straightforward to obtain the transformation matrices for the covariance matrix by

$$
M = \left( \begin{array}{cc}
\frac{1}{2} e^{-\omega t} \left( e^{2\omega t} + 1 \right) & e^{-\omega t} \left( e^{2\omega t} - 1 \right) \\
\frac{1}{2} e^{-\omega t} \left( e^{2\omega t} - 1 \right) m_{\omega} & \frac{1}{2} e^{-\omega t} \left( e^{2\omega t} + 1 \right)
\end{array} \right),
$$

$$
M' = \left( \begin{array}{cc}
\frac{1}{2} e^{-t(\omega + \delta \omega)} \left( e^{2(\omega + \delta \omega) t} + 1 \right) & -\frac{e^{-t(\omega + \delta \omega)} \left( e^{2(\omega + \delta \omega) t} - 1 \right) m_{\omega+\delta \omega}}{2m(\omega+\delta \omega)} \\
-\frac{e^{-t(\omega + \delta \omega)} \left( e^{2(\omega + \delta \omega) t} - 1 \right) m_{\omega+\delta \omega}}{2m(\omega+\delta \omega)} & \frac{1}{2} e^{-t(\omega + \delta \omega)} \left( e^{2(\omega + \delta \omega) t} + 1 \right)
\end{array} \right),
$$

with respect to the unitary transformation operations from the backward and forward time evolutions. As a result, one can further obtain the covariance matrix of the target state $G_T = M'MG_MG_T(M')^T$ and the corresponding relative covariance matrix $\Delta = G_TG_R^{-1}$ with complicated but analytic expressions. Of course, all information has been encoded in the eigenvalue of $\Delta$, i.e., $\rho$ which is greater than or equal to 1.

In order to obtain a simple analytical expression of the chaotic behaviors, we focus on the infinitesimal perturbation by taking $\frac{\delta \omega}{\omega} \to 0$ to simplify the precise expression of $\rho$. Finally, we find that the leading terms of $\rho$ are derived as

$$
\rho \approx \rho_0 = 1 + \frac{\delta \omega^2}{\omega^2} \left( \frac{(1 + a^2)^2 \cosh(4\omega t)}{16a^2} - \cosh(2\omega t) \right) + \frac{\delta \omega}{\omega} \left( \frac{(1 + a^2)^2 \cosh(4\omega t)}{8a^2} - 2 \cosh(2\omega t) \right) - \frac{(1 + a^2)^2 \delta \omega^2 \cosh(6\omega t)}{16a^2 \omega^2} + \frac{(1 + a^2)^4 \delta \omega^2 \cosh(8\omega t)}{512a^4 \omega^2} \right)^{1/2},
$$

where we still keep higher-order terms $\delta \omega^2, \delta \omega^4$ due to the competing factors $\cosh(\# \omega t)$ with exponentially increases in time\(^3\). It is worth mentioning that through analytic continuation ($a \to ia, \omega \to i\omega, \delta \omega \to i\delta \omega$), $\rho$ in Eq. (3.9) and $\rho$ in Eq. (3.12) are the reciprocal of each other. This is because the inverted harmonic oscillator can be regarded as the analytical extension of the harmonic oscillator. Comparison between $\log \rho_0$ and the precise value of $\log \rho$ is shown in Fig. 2.

As expected, the periodic behavior appearing on the normal harmonic oscillator is replaced by the exponential increase for the inverted harmonic oscillator. Note that there are four modes of exponential change over time, namely $\omega, 2\omega, 3\omega, 4\omega$. At early times, the exponential increase is dominated by

$$
\rho \approx \frac{1 + \cosh(2\delta \omega t)}{2} + \frac{a^2 (\cosh(2\delta \omega t) - 1)}{4} + \frac{(\cosh(2\delta \omega t) - 1)}{4a^2} \left( 1 - \frac{e^{-2\delta \omega t}}{8a^2} \left( 1 + a^2 \right) \sqrt{(1 + a^2)^2 - 2 (1 - 6a^2 + a^4) e^{2\delta \omega t} + (1 + a^2)^2 e^{4\delta \omega t}}. \right)
$$

\(^3\)Note that $\rho_0$ is a complex number in some cells, this is because we ignore the high-order small quantities under the radical sign.
Unlike Eq. (3.12) and similar to Eq. (3.9), only the zero-order term of $\delta\omega/\omega$ is retained in the above formula. In this range, $\rho$ is approximately one and consistent with the early behavior in Fig. 2. At late times, the exponential increase is dominated by

$$\rho \approx \frac{(1 + a^2)^2 e^{4\omega t} \delta\omega^2}{16 a^2 \omega^2}.$$  

(3.14)

First of all, we can apply the formula (2.27) to the Gaussian states to evaluate the inner product between our reference state and the target state at late times, i.e.,

$$-\log |\langle G_R | G_T \rangle|^2 = -\log \frac{2\sqrt{\rho}}{1 + \rho} \approx 2\omega \left( t - \frac{1}{2\omega} \log \frac{8a\omega}{(1 + a^2)\delta\omega} \right),$$

(3.15)

whose linear growth characterizes the chaos of the inverted harmonic under perturbations. The maximal Lyapunov exponent is expected to be related to the Loschmidt echo $I(t)$ in terms of [38]

$$\lambda_{IL}^T = -\lim_{t \to \infty} \frac{1}{t} \log I(t).$$

(3.16)

For the inverted harmonic oscillator, we simply have $\lambda_{IL}^T = 2\omega$ by using the late-time approximation (3.15). This is obviously inconsistent with the result derived from the OTOC in Eq. (2.13), i.e., $\lambda_{IL}^T = 2\lambda_L$. This shows that OTOC and Loschmidt echo describe different aspects of quantum chaos.

On the other hand, we are also interested in circuit complexity, which is defined in (2.26) for a single Gaussian mode. Taking the late-time limit, we simply get the circuit complexity of the inverted harmonic oscillator, namely

$$C(t) = C_1(t) = C_2(t) = \frac{1}{2} \log \rho \approx 2\omega \left( t - \frac{1}{2\omega} \log \frac{4a\omega}{(1 + a^2)\delta\omega} \right),$$

(3.17)

which presents a similar linear growth as $-\log I(t)$. Correspondingly, we find that the circuit complexity also probes the chaos of the inverted harmonic. For example, we can find that

\footnote{Note that the complexity here increases linearly with time and hence has no upper bound. However, the complexity calculated by different methods in Ref. [37] has an upper bound.}
the growth rate of the circuit complexity is proportional to the Lyapunov exponent of the classical inverted oscillator, \( i.e., \)

\[
\lambda^C_L = \lim_{t \to \infty} \frac{C(t)}{t} = 2 \omega = 2 \lambda_L.
\] (3.18)

The same result was also derived in Ref. [35] by fitting the numerical results.

Except for the growth rate, another characteristic quantity in the expression of the circuit complexity is the time delay, \( i.e., \)

\[
t^C_s = \frac{1}{2 \omega} \log \frac{4 a \omega}{(1 + a^2) \delta \omega} = \frac{t^*_s}{2} + \frac{1}{2 \omega} \log \frac{2 a \omega}{(1 + a^2) \delta \omega}.
\] (3.19)

It represents the time scale when the circuit complexity starts increasing linearly, but it is obviously different from the scrambling time \( t^*_s \). It is worth pointing out that \( t^C_s \) increases with the decrease of the amplitude of the perturbation, \( i.e., \delta \omega \). This behavior is expected because the system takes a longer time to respond to a smaller perturbation.

Similarly, we can find that the Loschmidt echo \( I(t) \) shows a similar response time, namely

\[
t^I_s = \frac{1}{2 \omega} \log \frac{8 a \omega}{(1 + a^2) \delta \omega}.
\] (3.20)

It can be seen that the rate of the inner product decrease is consistent with the rate of the complexity increase, but the time when the inner product starts to decrease is later than the time when the complexity increases. We finally point out that the rate of change of the complexity and inner product does not depend on the choice of the reference state, but the time to start the change depends on the choice of the reference state. That is, \( t^C_s \) and \( t^I_s \) both depend on the dimensionless scale \( a \) of the reference state and both reach the maximum at \( a = 1 \) where the reference state is the ground state of the harmonic oscillator with the same frequency \( \omega \).

4 Chaos in Quantum Field Theory

In this section, we investigate the chaos in quantum field theory by using circuit complexity and Loschmidt echo. In particular, we consider the theory of two free scalar fields ((1+1)-dimensional field theory) with the following Hamiltonian [35]

\[
\hat{H} = \hat{H}_0 + \hat{H}_I,
\] (4.1)

where

\[
\hat{H}_0 = \frac{1}{2} \int dx \left[ \hat{\Pi}_1^2 + \left( \partial_x \hat{\phi}_1 \right)^2 + \hat{\Pi}_2^2 + \left( \partial_x \hat{\phi}_2 \right)^2 + m^2 \left( \hat{\phi}_1^2 + \hat{\phi}_2^2 \right) \right],
\]

\[
\hat{H}_I = \frac{\lambda}{2} \int dx \partial_x \hat{\phi}_1 \partial_x \hat{\phi}_2.
\] (4.2)
It can be discrete by placing it on the lattice, i.e.,

\[
\hat{H} = \frac{\delta}{2} \sum_{n=0}^{N-1} \left[ \hat{p}_{1,n}^2 + \hat{p}_{2,n}^2 + \Omega^2 (\hat{x}_{1,n+1} - \hat{x}_{1,n})^2 + \Omega^2 (\hat{x}_{2,n+1} - \hat{x}_{2,n})^2 \right] + \tilde{m}^2 (\hat{x}_{1,n}^2 + \hat{x}_{2,n}^2) + \tilde{\lambda} (\hat{x}_{1,n+1} - \hat{x}_{1,n}) (\hat{x}_{2,n+1} - \hat{x}_{2,n}) \right],
\]

(4.3)

with

\[
\hat{x}(\vec{n}) = \delta \hat{\phi}(\vec{n}), \quad \hat{p}(\vec{n}) = \frac{\hat{\Pi}(\vec{n})}{\delta}, \quad \Omega = \frac{1}{\delta^2}, \quad \tilde{\lambda} = \frac{\lambda}{\delta^4}, \quad \tilde{m} = \frac{m}{\delta},
\]

(4.5)

where \(\delta\) is the lattice spacing and \(N\) is the number of lattice points. In order to release the coupling of different degrees of freedom, we perform the following transformations

\[
\hat{x}_{1,l} = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \exp \left( \frac{2\pi i k l}{N} \right) \hat{x}_{1,k},
\]

\[
\hat{p}_{1,l} = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \exp \left( -\frac{2\pi i k l}{N} \right) \hat{p}_{1,k},
\]

\[
\hat{x}_{2,l} = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \exp \left( \frac{2\pi i k l}{N} \right) \hat{x}_{2,k},
\]

\[
\hat{p}_{2,l} = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \exp \left( -\frac{2\pi i k l}{N} \right) \hat{p}_{2,k},
\]

(4.6)

and

\[
\hat{\phi}_{1,k} = \frac{\hat{\phi}_{a,k} + \hat{\phi}_{s,k}}{\sqrt{2}}, \quad \hat{\phi}_{2,k} = \frac{\hat{\phi}_{a,k} - \hat{\phi}_{s,k}}{\sqrt{2}},
\]

\[
\hat{x}_{1,k} = \frac{\hat{x}_{s,k} + \hat{x}_{a,k}}{\sqrt{2}}, \quad \hat{x}_{2,k} = \frac{\hat{x}_{s,k} - \hat{x}_{a,k}}{\sqrt{2}},
\]

(4.7)

which lead to the Hamiltonian

\[
\hat{H} = \sum_{k=0}^{N-1} \left[ \frac{\hat{p}_{s,k}^2}{2m_k} + \frac{1}{2} m_k \omega_k^2 \hat{x}_{s,k}^2 + \frac{\hat{p}_{a,k}^2}{2m_k} + \frac{1}{2} m_k \omega_a^2 \hat{x}_{a,k}^2 \right],
\]

(4.8)

where

\[
m_k = \frac{1}{\delta},
\]

\[
\omega_k = \sqrt{\frac{4(1 - \lambda)}{\delta^2} \sin^2 \left( \frac{\pi k}{N} \right) + m^2},
\]

\[
\tilde{\omega}_k = \sqrt{\frac{4(1 + \lambda)}{\delta^2} \sin^2 \left( \frac{\pi k}{N} \right) + m^2}.
\]

(4.9)

The position and momentum operators obey the commutation relation

\[
[\hat{x}_{s,k}, \hat{p}_{s,l}] = i \delta_{kl}, \quad [\hat{x}_{a,k}, \hat{p}_{a,l}] = i \delta_{kl}.
\]

(4.10)

For simplicity, we take \(m = 0, \lambda > 1\) in the following part. Obviously, in this case, \(\tilde{\omega}_k^2\) is always positive and \(\omega_k^2\) is always negative for \(k > 0\). This means that we can divide the system into three parts: harmonic oscillators, inverted harmonic oscillators, and free particles.
(for \( k = 0 \)). Since we are interested in the unstable behavior of the system, we mainly examine
the inverted oscillator part with the Hamiltonian
\[
\hat{H}' = \sum_{k=1}^{N-1} \left[ \frac{p_{a,k}^2}{2m_k} + \frac{1}{2} m_k \omega_k^2 x_{a,k}^2 \right].
\tag{4.11}
\]

Similar to the previous section, we first select the reference state as
\[
\psi_R(x) = \otimes_k \left( m_k |\omega_k| \right)^{1/4} \exp \left( -\frac{1}{2} m_k |\omega_k| x_{a,k}^2 \right),
\tag{4.12}
\]
which is the ground state of the harmonic oscillator with mass \( m_k \) and frequency \( |\omega_k| \). Then
we use the Hamiltonian \( \hat{H}'(\lambda) \) to evolve forward and the perturbed Hamiltonian \( \hat{H}'(\lambda + \delta \lambda) \)
to evolve backward to get the target state. Finally, we get the complexity and the Loschmidt
echo at late times, i.e.,
\[
C_1 = \sum_{k=1}^{N-1} (C_1)_k = \sum_{k=1}^{N-1} \left( 2\omega_k t - \log \frac{2}{\alpha} \right)
= \frac{4\sqrt{\lambda - 1}}{\delta} \cot \left( \frac{\pi}{2N} \right) \left( t - \delta \tan \left( \frac{\pi}{2N} \right) \log \left( \frac{2}{\alpha} \right) (N-1) \right),
\]  
\[ - \log I = - \sum_{k=1}^{N-1} \log I_k = \sum_{k=1}^{N-1} \left( 2\omega_k t - \log \frac{4}{\alpha} \right)
= \frac{4\sqrt{\lambda - 1}}{\delta} \cot \left( \frac{\pi}{2N} \right) \left( t - \delta \tan \left( \frac{\pi}{2N} \right) \log \left( \frac{4}{\alpha} \right) (N-1) \right),
\tag{4.13}
\]
where
\[
\alpha = \frac{\delta \omega_k}{\omega_k} = \frac{2\sqrt{\lambda + \delta \lambda - 1} \sin \left( \frac{\pi}{2N} \right)}{\delta} - \frac{2\sqrt{\lambda - 1} \sin \left( \frac{\pi}{2N} \right)}{\delta} = \sqrt{\frac{\lambda + \delta \lambda - 1}{\lambda - 1}} - 1. \tag{4.14}
\]

As in the previous section, we can describe the chaotic behavior with complexity and Loschmidt
echo, i.e.,
\[
\lambda^C_L = \frac{4\sqrt{\lambda - 1}}{\delta} \cot \left( \frac{\pi}{2N} \right), \quad \mu^C_s = \frac{\delta \tan \left( \frac{\pi}{2N} \right) \log \left( \frac{2}{\alpha} \right) (N-1)}{4\sqrt{\lambda - 1}},
\]
\[
\lambda^T_L = \frac{4\sqrt{\lambda - 1}}{\delta} \cot \left( \frac{\pi}{2N} \right), \quad \tau^T_s = \frac{\delta \tan \left( \frac{\pi}{2N} \right) \log \left( \frac{4}{\alpha} \right) (N-1)}{4\sqrt{\lambda - 1}}.
\tag{4.15}
\]

Due to quantum field theory is the continuity limit of the lattice theory, below we give the
values of the above physical quantities under the continuity limit, i.e.,

• when \( N \to +\infty \),
\[
\lambda^C_L \to +\infty, \quad \tau^C_s \to \frac{\pi \delta \log \left( \frac{2}{\alpha} \right)}{8\sqrt{\lambda - 1}}, \quad \lambda^T_L \to +\infty, \quad \tau^T_s \to \frac{\pi \delta \log \left( \frac{4}{\alpha} \right)}{8\sqrt{\lambda - 1}};
\tag{4.16}
\]
• when $\delta \to 0$,
$$
\lambda^C_L \to +\infty, \quad t^C_s \to 0, \quad \lambda^I_L \to +\infty, \quad t^I_s \to 0;
$$
(4.17)

• when $\delta \to 0$ and $N \to +\infty$,
$$
\lambda^C_L \to +\infty, \quad t^C_s \to 0, \quad \lambda^I_L \to +\infty, \quad t^I_s \to 0.
$$
(4.18)

5 Summary

In this article, we investigated the chaotic behaviors of the inverted harmonic oscillator through the circuit complexity and Loschmidt echo. Using the covariance matrix associated with Gaussian states, we obtained the analytical expressions of the circuit complexity and Loschmidt echo. We found that the leading contributions of the circuit complexity $C$ and Loschmidt echo $I$ exhibit similar characteristics at late times,

$$
C(t) \approx 2\omega \left( t - \frac{1}{2\omega} \log \frac{4a\omega}{(1 + a^2)\delta\omega} \right),
$$

$$
I(t) \approx 2\omega \left( t - \frac{1}{2\omega} \log \frac{8a\omega}{(1 + a^2)\delta\omega} \right).
$$
(5.1)

Through the above analytical results, we can read the Lyapunov exponents $\lambda^C_L$ and $\lambda^I_L$ and the scrambling times $t^C_s$ and $t^I_s$. The Lyapunov exponent $\lambda^C_L$ is consistent with the result in [35] that was derived by using numerical fitting. Furthermore, we found that the scrambling time will diverge as the perturbation approaches zero because it takes infinite time for the system to respond to infinitesimal perturbations. We also found that the scrambling time explicitly depends on the choice of the reference states. It is obviously different from the Lyapunov exponent which is determined by the system itself and irrelevant to the choice of the reference states.

In the context of AdS/CFT duality, there were several proposals for the holographic dual of the circuit complexity, see e.g., [55–59]. It would be interesting to investigate the chaotic behaviors of complexity from the viewpoint of holographic complexity. In particular, it is worth pointing out that the Lyapunov exponent of a quantum chaotic system is expected to be bounded above by $\frac{2\pi}{\beta}$, which is saturated by strongly-coupled field theories with a holographic dual. However, this contradicts the result for the inverted harmonic oscillator whose Lyapunov exponent linearly depends on its frequency.

Acknowledgments

We would like to thank Shan-Ming Ruan for his very useful suggestions, comments, and help. We also thank Bin Guo, Jun-Jie Wan, and Jing-Cheng Chang for helpful discussions. This work was supported in part by the National Natural Science Foundation of China (Grants no. 11875151) and the 111 Project (Grant no. B20063).
References

[1] N. Hunter-Jones, “Chaos and Randomness in Strongly-Interacting Quantum Systems”, PhD thesis, California Institute of Technology, 2018, https://thesis.library.caltech.edu/11002/.

[2] V. Jahnke, “Recent developments in the holographic description of quantum chaos”, Adv. High Energy Phys. **2019**, 9632708 (2019) doi:10.1155/2019/9632708 [arXiv:1811.06949 [hep-th]].

[3] F. Jahnke, “Quantum Signatures of Chaos”, Springer, 2010.

[4] O. Bohigas, M. J. Giannoni and C. Schmit, “Characterization of chaotic quantum spectra and universality of level fluctuation laws”, Phys. Rev. Lett. **52**, 1-4 (1984) doi:10.1103/PhysRevLett.52.1.

[5] J. Maldacena and D. Stanford, “Remarks on the Sachdev-Ye-Kitaev model”, Phys. Rev. D **94**, no.10, 106002 (2016) doi:10.1103/PhysRevD.94.106002 [arXiv:1604.07818 [hep-th]].

[6] A. I. Larkin and Y. N. Ovchinnikov, “Quasiclassical method in the theory of superconductivity”, Journal of Experimental and Theoretical Physics (1969).

[7] A. Kitaev, “A simple model of quantum holography”, Talks given at the KITP, Apr. 7, 2015 and May 27, 2015.

[8] J. Maldacena, S. H. Shenker and D. Stanford, “A bound on chaos”, JHEP **08**, 106 (2016) doi:10.1007/JHEP08(2016)106 [arXiv:1503.01409 [hep-th]].

[9] S. Sachdev and J. Ye, “Gapless spin fluid ground state in a random, quantum Heisenberg magnet”, Phys. Rev. Lett. **70**, 3339 (1993) doi:10.1103/PhysRevLett.70.3339 [arXiv:cond-mat/9212030 [cond-mat]].

[10] A. Kitaev and S. J. Suh, “The soft mode in the Sachdev-Ye-Kitaev model and its gravity dual”, JHEP **05**, 183 (2018) doi:10.1007/JHEP05(2018)183 [arXiv:1711.08467 [hep-th]].

[11] T. Nosaka, D. Rosa and J. Yoon, “The Thouless time for mass-deformed SYK”, JHEP **09**, 041 (2018) doi:10.1007/JHEP09(2018)041 [arXiv:1804.09934 [hep-th]].

[12] M. Miyaji, “Butterflies from Information Metric”, JHEP **09**, 002 (2016) doi:10.1007/JHEP09(2016)002 [arXiv:1607.01467 [hep-th]].

[13] P. Hosur, X. L. Qi, D. A. Roberts and B. Yoshida, “Chaos in quantum channels”, JHEP **02**, 004 (2016) doi:10.1007/JHEP02(2016)004 [arXiv:1511.04021 [hep-th]].

[14] D. A. Roberts and B. Yoshida, “Chaos and complexity by design”, JHEP **04**, 121 (2017) doi:10.1007/JHEP04(2017)121 [arXiv:1610.04903 [quant-ph]].

[15] J. Cotler, N. Hunter-Jones, J. Liu and B. Yoshida, “Chaos, Complexity, and Random Matrices”, JHEP **11**, 048 (2017) doi:10.1007/JHEP11(2017)048 [arXiv:1706.05400 [hep-th]].

[16] J. M. Magán, “Black holes, complexity and quantum chaos”, JHEP **09**, 043 (2018) doi:10.1007/JHEP09(2018)043 [arXiv:1805.05839 [hep-th]].

[17] V. Balasubramanian, M. Decross, A. Kar and O. Parrikar, “Quantum Complexity of Time Evolution with Chaotic Hamiltonians”, JHEP **01**, 134 (2020) doi:10.1007/JHEP01(2020)134 [arXiv:1905.05765 [hep-th]].

[18] A. Y. Yosifov and L. G. Filipov, “Quantum Complexity and Chaos in Young Black Holes”, Universe **5**, no.4, 93 (2019) doi:10.3390/universe5040093 [arXiv:1904.09767 [hep-th]].
[19] R. Jefferson and R. C. Myers, “Circuit complexity in quantum field theory”, JHEP 10, 107 (2017) doi:10.1007/JHEP10(2017)107 [arXiv:1707.08570 [hep-th]].

[20] S. Chapman, M. P. Heller, H. Marrochio and F. Pastawski, “Toward a Definition of Complexity for Quantum Field Theory States”, Phys. Rev. Lett. 120, no.12, 121602 (2018) doi:10.1103/PhysRevLett.120.121602 [arXiv:1707.08582 [hep-th]].

[21] J. Jiang and X. Liu, “Circuit Complexity for Fermionic Thermofield Double states”, Phys. Rev. D 99, no.2, 026011 (2019) doi:10.1103/PhysRevD.99.026011 [arXiv:1812.00193 [hep-th]].

[22] H. A. Camargo, P. Caputa, D. Das, M. P. Heller and R. Jefferson, “Complexity as a novel probe of quantum quenches: universal scalings and purifications”, Phys. Rev. Lett. 122, no.8, 081601 (2019) doi:10.1103/PhysRevLett.122.081601 [arXiv:1807.07075 [hep-th]].

[23] T. Ali, A. Bhattacharyya, S. Shajidul Haque, E. H. Kim and N. Moynihan, “Time Evolution of Complexity: A Critique of Three Methods”, JHEP 04, 087 (2019) doi:10.1007/JHEP04(2019)087 [arXiv:1810.02734 [hep-th]].

[24] T. Ali, A. Bhattacharyya, S. Shajidul Haque, E. H. Kim and N. Moynihan, “Post-Quench Evolution of Complexity and Entanglement in a Topological System”, Phys. Lett. B 811, 135919 (2020) doi:10.1016/j.physletb.2020.135919 [arXiv:1811.05985 [hep-th]].

[25] S. Chapman, J. Eisert, L. Hackl, M. P. Heller, R. Jefferson, H. Marrochio and R. C. Myers, “Complexity and entanglement for thermofield double states”, SciPost Phys. 6, no.3, 034 (2019) doi:10.21468/SciPostPhys.6.3.034 [arXiv:1810.05151 [hep-th]].

[26] A. Bhattacharyya, P. Nandy and A. Sinha, “Renormalized Circuit Complexity”, Phys. Rev. Lett. 124, no.10, 101602 (2020) doi:10.1103/PhysRevLett.124.101602 [arXiv:1907.08223 [hep-th]].

[27] L. Hackl and R. C. Myers, “Circuit complexity for free fermions”, JHEP 07, 139 (2018) doi:10.1007/JHEP07(2018)139 [arXiv:1803.10638 [hep-th]].

[28] R. Khan, C. Krishnan and S. Sharma, “Circuit Complexity in Fermionic Field Theory”, Phys. Rev. D 98, no.12, 126001 (2018) doi:10.1103/PhysRevD.98.126001 [arXiv:1801.07620 [hep-th]].

[29] E. Caceres, S. Chapman, J. D. Couch, J. P. Hernandez, R. C. Myers and S. M. Ruan, “Complexity of Mixed States in QFT and Holography”, JHEP 03, 012 (2020) doi:10.1007/JHEP03(2020)012 [arXiv:1909.10557 [hep-th]].

[30] A. Bhattacharyya, A. Shekar and A. Sinha, “Circuit complexity in interacting QFTs and RG flows”, JHEP 10, 140 (2018) doi:10.1007/JHEP10(2018)140 [arXiv:1808.03105 [hep-th]].

[31] M. Guo, J. Hernandez, R. C. Myers and S. M. Ruan, “Circuit Complexity for Coherent States”, JHEP 10, 011 (2018) doi:10.1007/JHEP10(2018)011 [arXiv:1807.07677 [hep-th]].

[32] M. Doroudiani, A. Naseh and R. Pirmoradian, “Complexity for Charged Thermofield Double States”, JHEP 01, 120 (2020) doi:10.1007/JHEP01(2020)120 [arXiv:1910.08806 [hep-th]].

[33] C. Bai, W. H. Li and X. H. Ge, “Towards the non-equilibrium thermodynamics of the complexity and the Jarzynski identity”, [arXiv:2107.08608 [hep-th]].

[34] M. Guo, Z. Y. Fan, J. Jiang, X. Liu and B. Chen, “Circuit complexity for generalized coherent states in thermal field dynamics”, Phys. Rev. D 101, no.12, 126007 (2020) doi:10.1103/PhysRevD.101.126007 [arXiv:2004.00344 [hep-th]].
[35] T. Ali, A. Bhattacharyya, S. S. Haque, E. H. Kim, N. Moynihan and J. Murugan, “Chaos and Complexity in Quantum Mechanics”, Phys. Rev. D 101, no.2, 026021 (2020) doi:10.1103/PhysRevD.101.026021 [arXiv:1905.13534 [hep-th]].

[36] A. Bhattacharyya, W. Chemissany, S. S. Haque, J. Murugan and B. Yan, “The Multi-faceted Inverted Harmonic Oscillator: Chaos and Complexity”, SciPost Phys. Core 4, 002 (2021) doi:10.21468/SciPostPhysCore.4.1.002 [arXiv:2007.01232 [hep-th]].

[37] A. Bhattacharyya, S. S. Haque and E. H. Kim, “Complexity from the Reduced Density Matrix: a new Diagnostic for Chaos”, JHEP 10, 028 (2021) doi:10.1007/JHEP10(2021)028 [arXiv:2011.04705 [hep-th]].

[38] R. A. Jalabert and H. M. Pastawski, “Environment-independent decoherence rate in classically chaotic systems”, Phys. Rev. Lett. 86 (2001) 12.

[39] G. Barton, “Quantum Mechanics of the Inverted Oscillator Potential”, Annals Phys. 166, 322 (1986) doi:10.1016/0003-4916(86)90142-9.

[40] P. Betzios, N. Gaddam and O. Papadoulaki, “The Black Hole S-Matrix from Quantum Mechanics”, JHEP 11, 131 (2016) doi:10.1007/JHEP11(2016)131 [arXiv:1607.07885 [hep-th]].

[41] P. Betzios, N. Gaddam and O. Papadoulaki, “Black holes, quantum chaos, and the Riemann hypothesis”, [arXiv:2004.09523 [hep-th]].

[42] M. V. Berry and J. P. Keating, “The Riemann zeros and eigenvalue asymptotics”, SIAM Rev. 41, 236 (1999).

[43] T. Morita, “Thermal Emission from Semi-classical Dynamical Systems”, Phys. Rev. Lett. 122, no.10, 101603 (2019) doi:10.1103/PhysRevLett.122.101603 [arXiv:1902.06940 [hep-th]].

[44] T. Morita, “Bound on Lyapunov exponent in $c = 1$ matrix model”, Eur. Phys. J. C 80, no.4, 331 (2020) doi:10.1140/epjc/s10052-020-7879-9 [arXiv:1801.00967 [hep-th]].

[45] A. Bzowski, A. Gnecchi and T. Hertog, “Interactions resolve state-dependence in a toy-model of AdS black holes”, JHEP 06, 167 (2018) doi:10.1007/JHEP06(2018)167 [arXiv:1802.02580 [hep-th]].

[46] A. I. Larkin and Y. N. Ovchinnikov, “Quasiclassical method in the theory of superconductivity”, JETP 28, 6 (1969).

[47] K. Hashimoto, K. Murata and R. Yoshii, “Out-of-time-order correlators in quantum mechanics”, JHEP 10, 138 (2017) doi:10.1007/JHEP10(2017)138 [arXiv:1703.09435 [hep-th]].

[48] K. Hashimoto, K. B. Huh, K. Y. Kim and R. Watanabe, “Exponential growth of out-of-time-order correlator without chaos: inverted harmonic oscillator”, JHEP 11, 068 (2020) doi:10.1007/JHEP11(2020)068 [arXiv:2007.04746 [hep-th]].

[49] C. Weedbrook, S. Pirandola, R. García-Patrón, N. J. Cerf, T. C. Ralph, J. H. Shapiro and S. Lloyd, “Gaussian quantum information”, Rev. Mod. Phys. 84, 621 (2012) doi:10.1103/RevModPhys.84.621.

[50] X. B. Wang, T. Hiroshima, A. Tomita and M. Hayashi, “Quantum information with gaussian states”, Phys. Rep. 448 (2007) doi:10.1016/Phys. Rep.448(2007).

[51] G. Adesso, D. Girolami and A. Serafini, “Measuring gaussian quantum information and
correlations using the rényi entropy of order 2”, Phys. Rev. Lett. 109 (2012) doi:/Phys.Rev.Lett190(2012).

[52] G. Adesso, S. Ragy and A. R. Lee, “Continuous variable quantum information: Gaussian states and beyond”, OPEN SYST INF DY"N 21 (2014)/doi:10.1142/S1230161214400010/OPEN SYST INF DY"N21(2014).

[53] A. Ferraro, S. Olivares and M. G. Paris, “Gaussian states in continuous variable quantum information”, [arXiv:quant-ph/0503237].

[54] S. Chapman and G. Policastro, “Quantum Computational Complexity – From Quantum Information to Black Holes and Back”, [arXiv:2110.14672 [hep-th]].

[55] L. Susskind, “Entanglement is not enough”, Fortsch. Phys. 64, 49-71 (2016) doi:10.1002/prop.201500095 [arXiv:1411.0690 [hep-th]].

[56] L. Susskind, “Computational Complexity and Black Hole Horizons”, Fortsch. Phys. 64, 24-43 (2016) doi:10.1002/prop.201500092 [arXiv:1403.5695 [hep-th]].

[57] D. Stanford and L. Susskind, “Complexity and Shock Wave Geometries”, Phys. Rev. D 90, no.12, 126007 (2014) doi:10.1103/PhysRevD.90.126007 [arXiv:1406.2678 [hep-th]].

[58] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao, “Complexity, action, and black holes”, Phys. Rev. D 93, no.8, 086006 (2016) doi:10.1103/PhysRevD.93.086006 [arXiv:1512.04993 [hep-th]].

[59] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao, “Holographic Complexity Equals Bulk Action?”, Phys. Rev. Lett. 116, no.19, 191301 (2016) doi:10.1103/PhysRevLett.116.191301 [arXiv:1509.07876 [hep-th]].