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Appendix A1  Flowchart of the hierarchical model

Super population of M bugs
\( i = 1,2,\ldots,M \)

Inclusion probability \( \psi \)

\( z_i \sim \text{Bernoulli}(\psi), \quad i = 1,2,\ldots,M \)

Check \( z_i = 1 \) for each \( i = 1,2,\ldots,M \)

Not available for detection (and not part of the population under study)

Available for detection (and part of population under study)

Observation model
\( y_j \sim \text{Binomial}(T_j, p_i) \)

Parameter for bug size \( \lambda_i \)
\( i = 1,2,\ldots,M \)

Size of a bug
\( S_i \sim \text{Poisson}(\lambda_i) \)
\( i = 1,2,\ldots,M \)

No. of test inputs \( T_j \)

Detection probability of each bug group
\( p_i = 1 - (1 - r)^{S_i} \)

Average detection prob. \( r \)
Appendix A2  Example of the computation of remaining bug size in grouped version of the size-biased model

For this example, we extract a subset of the ISRO data set to show the computation of remaining bug size $B_j$. We consider the total number of phases $Q$ to be 8 (i.e., module testing (MT) and 7 phases of simulation testing (ST)), as it was in the data set. At the start, we set an upper bound for the total number of bug-groups $M = 6$.

Consider the following: One bug got detected in each of missions C12 and C17 on phase 5 (i.e., Stress Oils) of software 2, implying $d_1 = d_2 = 1$. Six other bugs got detected in mission C17 on phase 3 (i.e., SFIT) of software 4, implying $d_3 = 6$. Here number of bugs detected $n = 1 + 1 + 6 = 8$.

| Bug group | Mission | Software | Phase       | No. of bugs detected |
|-----------|---------|----------|-------------|----------------------|
| $i = 1$   | C12     | 2        | 5 (Stress Oils) | 1                    |
| $i = 2$   | C17     | 2        | 5 (Stress Oils) | 1                    |
| $i = 3$   | C17     | 4        | 3 (SFIT)     | 6                    |

Bug-group $i = 1$ got detected at phase 5, then $u_{1,1} = u_{1,2} = u_{1,3} = u_{1,4} = 0$ and $u_{1,5} = u_{1,6} = u_{1,7} = u_{1,8} = 1$. Bug-group $i = 2$ also got detected at phase 5, then $u_{2,1} = u_{2,2} = u_{2,3} = u_{2,4} = 0$ and $u_{2,5} = u_{2,6} = u_{2,7} = u_{2,8} = 1$. Lastly, bug-group $i = 3$ got detected at phase 3, then $u_{3,1} = u_{3,2} = 0$ and $u_{3,3} = u_{3,4} = u_{3,5} = u_{3,6} = u_{3,7} = u_{3,8} = 1$.

Remaining eventual size $B_j$ for $j$-th phase can be computed using the following expression

$$B_j = \sum_{i=1}^{M} S_i z_i d_i (1 - u_{ij}),$$

where $j$ can take any value from 1, 2, ..., 8. The sum in the above expression have $M = 6$
terms corresponding to $i = 1, 2, \ldots, M$. Consequently we have,

\begin{align*}
  u_{4,1} &= u_{4,2} = \cdots = u_{4,8} = 0 \\
  u_{5,1} &= u_{5,2} = \cdots = u_{5,8} = 0 \\
  u_{6,1} &= u_{6,2} = \cdots = u_{6,8} = 0
\end{align*}

Since three bug-groups (for $i = 1, 2, 3$) are detected, we have $z_1 = z_2 = z_3 = 1$. The bug-groups corresponding to $i = 4, 5, 6$ are not detected, value of $z_i$ and no. of bugs $d_i$ in those groups would be predicted by the model. Assume, the model predicted $z_4 = 0, z_5 = z_6 = 1$, and $d_4 = 0, d_5 = 2, d_6 = 4$. Bug size $S_i$ of each bug in any bug-group is also unknown and would also be predicted by the model. We assume the estimated value of $S_1 = S_2 = S_3 = S_4 = S_5 = S_6 = 100$. Next we compute the remaining eventual bug size $B_j$.

For phase $j = 8$,

\begin{align*}
  B_8 &= S_1 z_1 d_1 (1 - u_{1,8}) + S_2 z_2 d_2 (1 - u_{2,8}) + S_3 z_3 d_3 (1 - u_{3,8}) + S_4 z_4 d_4 (1 - u_{4,8}) \\
       &+ S_5 z_5 d_5 (1 - u_{5,8}) + S_6 z_6 d_6 (1 - u_{6,8}) \\
       &= \{100 \times 1 \times 1 \times (1 - 1)\} + \{100 \times 1 \times 1 \times (1 - 1)\} + \{100 \times 1 \times 6 \times (1 - 1)\} \\
       &+ \{100 \times 0 \times 0 \times (1 - 0)\} + \{100 \times 1 \times 2 \times (1 - 0)\} + \{100 \times 1 \times 4 \times (1 - 0)\} \\
       &= 600.
\end{align*}

Although the other $B_j$’s are not needed for our analysis, below are some more calculations for understanding.

For phase $j = 1$,

\begin{align*}
  B_1 &= S_1 z_1 d_1 (1 - u_{1,1}) + S_2 z_2 d_2 (1 - u_{2,1}) + S_3 z_3 d_3 (1 - u_{3,1}) + S_4 z_4 d_4 (1 - u_{4,1}) \\
       &+ S_5 z_5 d_5 (1 - u_{5,1}) + S_6 z_6 d_6 (1 - u_{6,1}) \\
       &= \{100 \times 1 \times 1 \times (1 - 0)\} + \{100 \times 1 \times 1 \times (1 - 0)\} + \{100 \times 1 \times 6 \times (1 - 0)\} \\
       &+ \{100 \times 0 \times 0 \times (1 - 0)\} + \{100 \times 1 \times 2 \times (1 - 0)\} + \{100 \times 1 \times 4 \times (1 - 0)\} \\
       &= 1400.
\end{align*}
For phase $j = 3$,

$$B_3 = S_1 z_1 d_1 (1 - u_{1,3}) + S_2 z_2 d_2 (1 - u_{2,3}) + S_3 z_3 d_3 (1 - u_{3,3}) + S_4 z_4 d_4 (1 - u_{4,3})$$

$$+ S_5 z_5 d_5 (1 - u_{5,3}) + S_6 z_6 d_6 (1 - u_{6,3})$$

$$= \{100 \times 1 \times 1 \times (1 - 0)\} + \{100 \times 1 \times 1 \times (1 - 0)\} + \{100 \times 1 \times 6 \times (1 - 1)\}$$

$$+ \{100 \times 0 \times 0 \times (1 - 0)\} + \{100 \times 1 \times 2 \times (1 - 0)\} + \{100 \times 1 \times 4 \times (1 - 0)\}$$

$$= 800.$$

### Appendix A3 Results

#### Appendix A3.1 Results from Software testing empirical data analysis

![MCMC traceplots and estimated density curve of $N$.](image)

**Figure A1:** MCMC traceplots and estimated density curve of $N$. 

$N$ (Mean = 344, SD = 17)
Figure A2: MCMC traceplots and estimated density curve of $\psi$.

Figure A3: MCMC traceplots and estimated density curve of $r$. 
Figure A4: MCMC traceplots and estimated density curve of $k$ with threshold 100 and number of test cases in each future phase = 3000.
Figure A5: MCMC traceplots and estimated density curve of $B_{10}$ and $B_{20}$. 
Appendix A3.2 Results from ISRO mission empirical data analysis

Comparison of reliability estimates (after future testing), threshold = 25

No. of test cases for testing in future
Reliability
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After 8 phases

Figure A6: Reliability at threshold = 25. Reliability estimate after 8 phases = 0.995.
Comparison of reliability estimates (after future testing), threshold = 50

Figure A7: Reliability at threshold = 50. Reliability estimate after 8 phases = 0.995.

Comparison of remaining eventual bug sizes

Figure A8: Remaining eventual size (Mean = 3, after 8 phases)
**Figure A9:** MCMC traceplots and estimated density curve of total number of bugs $N$ (Posterior mean = 94, Rhat = 1.03, ESS = 13613, ESS/Sec = 1764.479.

**Figure A10:** MCMC traceplots and estimated density curve of number of groups of bugs $n.group$ (Posterior mean = 84, Rhat = 1, ESS = 2648, ESS/Sec = 343.215.
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