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Abstract—In this paper, adaptive pilot beam sequence design for channel estimation in large millimeter-wave (mmWave) MIMO systems is considered. By exploiting the sparsity of mmWave MIMO channels with the virtual channel representation and imposing a Markovian random walk assumption on the physical movement of the line-of-sight (LOS) and reflection clusters, it is shown that the sparse channel estimation problem in large mmWave MIMO systems reduces to a sequential detection problem that finds the locations and values of the non-zero-valued bins in a two-dimensional rectangular grid, and the optimal adaptive pilot design problem can be cast into the framework of a partially observable Markov decision process (POMDP). Under the POMDP framework, an optimal adaptive pilot beam sequence design method is obtained to maximize the accumulated transmission data rate for a given period of time. Numerical results are provided to validate our pilot signal design method and they show that the proposed method yields good performance.
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I. INTRODUCTION

Millimeter-wave (mmWave) communication is rising as a key technology to provide high data rates with wide bandwidth (BW) in future wireless systems. However, the signal pathloss in the mmWave band is much larger than that in the lower band currently used in most wireless access networks. To overcome the pathloss, there is an ongoing research to develop highly directional beamforming techniques in mmWave systems using large antenna arrays [1]-[3]. Typically these beamforming techniques require channel state information (CSI) at the transmitter and the receiver, but it is more difficult to obtain CSI in the mmWave band than in the lower band because of the high propagation directivity and the low signal-to-noise ratio (SNR) before beamforming. Thus, the accurate and efficient channel estimation is important to attain the promised BW gain of the mmWave band.

One of the major differences between channels in conventional MIMO systems in lower bands and large mmWave MIMO systems is the sparsity in the MIMO channel. Whereas channel estimation methods in conventional lower-band MIMO systems assume rich scattering or the knowledge of the channel covariance matrix in the rank-deficient case, such assumptions are not valid in the mmWave band [4]. Among many possible ray directions resolved by a large antenna array, only a few directions actually carry the signal, and these signal-carrying directions are unknown beforehand. To tackle the challenge of the sparse channel estimation in the mmWave band, algorithms based on compressed sensing (CS) have recently developed [2]-[5]. In [4], the channel estimation problem is formulated by capturing the sparse nature of the channel, and CS techniques are used to analyze the sparse channel estimation performance. Recently, an efficient channel estimation and training beam design method for large mmWave MIMO systems was proposed based on adaptive CS in [2], [3]. In the proposed method, the channel estimation is conducted over multiple slots under the assumption that the channel does not vary over the considered multiple slots. Each slot consists of multiple training beam symbol times so that the sparse recovery is feasible at each slot, and the training beam at the next slot is adaptively designed depending on the previous slot observation based on a space bisection approach [2], [3]. Such a design strategy is a reasonable choice to search the actual signal-carrying directions in the space.

In this paper, we consider the adaptive pilot beam sequence design to estimate the sparse channel in large mmWave MIMO systems based on a decision-theoretical approach, and propose a strategy to design the pilot beam sequence that is optimal in a certain sense. Exploiting the sparsity of mmWave channels with the virtual channel representation and imposing a Markovian random walk assumption on the physical movement of the LOS and reflection clusters, we cast the sparse channel estimation problem in large mmWave MIMO systems into the framework of a partially observable Markov decision process (POMDP) with finite horizon [6], where we need to find the locations and values of the non-zero-valued bins in a two-dimensional rectangular grid. Under the proposed POMDP framework, we derive an optimal adaptive pilot beam sequence design method to maximize the accumulated transmission data rate for a given period of time.

II. SYSTEM MODEL

A. Sparse Channel Modeling in Millimeter-Wave Systems

We consider a mmWave MIMO system with a uniform linear array (ULA) of $N_t$ antennas at the transmitter and an ULA of $N_r$ antennas at the receiver. The received signal at symbol time $n$ is given by

$$ y_n = H_n x_n + n_n, \quad n = 1, 2, \ldots, $$

(1)
where $H_n$ is the $N_r \times N_t$ MIMO channel matrix at time $n$, $x_n$ is the $N_t \times 1$ transmitted symbol vector at time $n$ with a power constraint $E\{x_n x_n^H\} \leq P$, and $n_n$ is the $N_r \times 1$ Gaussian noise vector at time $n$ from $\mathcal{CN}(0, \sigma_n^2 I_{N_r})$. The MIMO channel matrix $H_n$ can be expressed in terms of the physical propagation paths as

$$
H_n = \sqrt{N_t N_r} \sum_{\ell=1}^{L} \alpha_{n,\ell} a_{RX}(\theta_{n,\ell}) a_{TX}^H(\theta_{n,\ell}),
$$

where $\alpha_{n,\ell} \sim \mathcal{CN}(0, \xi^2)$ is the complex gain of the $\ell$-th path at time $n$, and $\theta_{n,\ell}$ are the angle-of-arrival (AoA) and angle-of-departure (AoD) normalized directions of the $\ell$-th path at time $n$ for the receiver and the transmitter, respectively. Here, the normalized direction $\theta$ is related to the physical angle $\phi \in [-\pi/2, \pi/2]$ as $\theta = \frac{d \sin(\phi)}{\lambda}$, where $d$ is the spacing between two adjacent antennas and $\lambda$ is the signal wavelength (we assume $d = \frac{\lambda}{2}$), and $a_{RX}(\theta')$ and $a_{TX}(\theta')$ are the receiver response and the transmitter steering vector, which are defined as

$$
a_{RX}(\theta') = \frac{1}{\sqrt{N_r}} [1, e^{-i2\pi \theta'}, \ldots, e^{-(i(N_r-1)2\pi \theta')}]^T, \quad \text{and} \quad a_{TX}(\theta') = \frac{1}{\sqrt{N_t}} [1, e^{-i2\pi \theta}, \ldots, e^{-(i(N_t-1)2\pi \theta)}]^T.
$$

B. The Proposed Dynamic Channel Model

To design a very efficient pilot beam sequence, we exploit the channel dynamic, and model the channel dynamic by using a Markovian structure that is different from the Gauss-Markov or state-space channel model conventionally used to model the channel dynamic. In large mmWave MIMO systems, the sparsity should be captured in the channel dynamic. Here, we focus on the locations of the non-zero elements of $H_n^V$ rather than the values, since the value will be obtained with reasonable quality once the correct direction is hit by the pilot beam with high power. Note that each propagation path is generated by either LOS or a reflection cluster and the physical movement of the receiver or a reflection cluster can be modelled as a random walk in space. This random walk translates into each nonzero bin’s random walk in the virtual channel matrix. Thus, we assume a stationary block Markovian random walk for the dynamic of the virtual channel matrix. That is, the virtual channel matrix $H_{n}^{V}(k)$ at slot $k$ is constant over the slot and changes to $H_{n}^{V}(k+1)$ at the next slot $k + 1$ with the aforementioned random walk with a set of transition probabilities. We also assume that the movement of each path is independent. Since the receiver checks all possible AoA directions in parallel, we here only consider the random walk across AoD, i.e., the column-wise movement of each non-zero bin in the virtual channel matrix.

1) The Single Path Case: First, consider the single path case, i.e., $L=1$. The single path (or non-zero bin) is located in a certain column of the virtual channel matrix at slot $k$, and stay at the same column or moves to another column of the virtual channel matrix at slot $k + 1$ according to the explained random walk. Since we have $N_t$ columns in the virtual channel matrix, the number $N$ of states for $L = 1$ is $N_t$. Let us denote the set of all possible states by $S$ given by

$$
S = \{1, 2, \ldots, N_t\},
$$

where state $i$ denotes the state that the path is located in the $i$-th column of the virtual channel matrix. With the set $S$ of states defined, the $(i,j)$-th element of the $N \times N$ state transition probability matrix $P$ is given by

$$
p_{ij} = \Pr(S_{k+1} = j | S_k = i), \quad i, j \in S,
$$

where $S_k$ and $S_{k+1}$ denote the states of slots $k$ and $k + 1$, respectively. The transition probability matrix captures the characteristics of the path’s movement behavior and thus it should carefully be designed by considering the physics of the receiver and reflection cluster movement, e.g., vehicular channels or pedestrian channels. Intuitively, it is reasonable to model $P$ such that the transition probability from column $i$ to column $j$ is monotonically decreasing with respect to (w.r.t.) $|i - j|$. That is, it is more likely to shift to a nearby column. In the extreme case of a static channel, we have $P = I$. If we ignore the possibility of the path’s movement with a large AoD change, we can model the transition probability matrix as a banded matrix. For the example of $N_t = 5$, one way to model the transition probability matrix is given by

$$
\text{with $L \ll N_t N_r$ for large $N_t$. We assume that the receiver has $N_r$ ($\ll N_t$) RF chains so that it can implement the filter bank $A_R^H$ to look ahead for all possible AoA directions. In this case, the receiver filter-bank output is given by}

$$
y_n = A_R^H y_n = H_n^V A_R^H x_n + n_n
$$

where $n_n = A_R^H n_n$.

By simply transmitting a pilot beam sequence $a_{TX}(\hat{\theta}_1^V), \ldots, a_{TX}(\hat{\theta}_N^V)$, the receiver can estimate the positions and values of the $L$ non-zero elements of $H_n^V$ if the channel is time-invariant for $N_t$ symbol times. However, such a method does not exploit the channel sparsity and/or the channel dynamic, and is inefficient when $N_t$ is large.
where $\beta$ is a decreasing factor that captures the amount of probability reduction w.r.t. the channel distance, and $\alpha$ is the value that makes the sum of each row in (8) one.

2) The Multiple Path Case: Now consider the multiple propagation path case, i.e., $L \geq 2$. In this case, each path (or non-zero bin) is located in a column of the virtual channel matrix. The set $S$ of all possible states is now given by

$$S = \{(i_1, i_2, \cdots, i_L), (i_1', i_2', \cdots, i_L') \mid i_1, i_2, \cdots, i_L = 1, 2, \cdots, N_t\},$$

where state $(i_1, \cdots, i_L)$ denotes that the $\ell$-th path is located at the $i_\ell$-th column of the virtual channel matrix for $\ell = 1, \cdots, L$ and the cardinality $N$ of $S$ is $N_t^L$. For notational simplicity, let us also use the following notation:

$$S = \{s^{(1)}, s^{(2)}, \cdots, s^{(N)}\},$$

where states $(s^{(1)}, \cdots, s^{(N)})$, $i_1, i_2, \cdots, i_L = 1, \cdots, N_t$, are enumerated into states $s^{(i)}$, $i = 1, 2, \cdots, N = N_t^L$. We here allow multiple paths can merge on and diverge from a column of the virtual matrix. Then the state transition probability in the $L$ independent path case is given by

$$P_{ij}^\beta = \begin{bmatrix} 1 - \sum_{\ell=1}^{2} \alpha \beta^\ell & \alpha \beta & \alpha \beta^2 & 0 & 0 \\ \sum_{\ell=0}^{2} \alpha \beta^\ell & \alpha \beta & \alpha \beta^2 & 0 & 0 \\ 0 & \alpha \beta^2 & \alpha \beta & 1 - \sum_{\ell=0}^{2} \alpha \beta^\ell & 1 - \sum_{\ell=1}^{2} \alpha \beta^\ell \\ 0 & 0 & \alpha \beta^2 & \alpha \beta & 1 - \sum_{\ell=1}^{2} \alpha \beta^\ell \end{bmatrix},$$

where $\alpha$ is the probability that a path moves from the $i$-th column to the $j$-th column of the virtual channel matrix at the next slot and is defined in (7).

Fig.1 illustrates an example of transitions of the paths when $L = 2$ and $N_t = N_r = 7$. The transition probability of Fig. 1 is $p_{ij} = 2$ due to the independence assumption for each path.

C. Channel Sensing with Pilot Beams

We assume that $M_p$ ($L \leq M_p < N_t$) symbol times in each slot are used for transmitting a sequence of pilot beams and one column of $\mathbf{A}_T$ is selected as the pilot beam in each pilot symbol time. (We assume that highly directional pilot beam is required to obtain a channel gain estimate with reasonable quality due to large pathloss in the mmWave band.) Hence, $M_p$ columns of $\mathbf{A}_T$ are selected as the pilot beam sequence for the $M_p$ pilot symbol times per slot. If $\mathbf{a}_{TX}(\hat{\theta}_{m}^i)$ is transmitted as the pilot signal at the $m$-th pilot symbol time in the $k$-th slot, from (6), the receiver filter-bank output is given by

$$y^i_{(k)}[m] = \mathbf{H}^i_{(k)}(:, i_m) + \mathbf{n}^i_{(k)}[m],$$

where $y^i_{(k)}[m]$ denotes the receiver filter-bank output at symbol time $m$ of slot $k$, $\mathbf{n}^i_{(k)}[m]$ is similarly defined, and $\mathbf{H}^i_{(k)}(:, i_m)$ denotes the $i_m$-th column of $\mathbf{H}^i_{(k)}$. After the transmission of the sequence of pilot beams for one slot is finished, the receiver senses and estimates the $M_p$ columns of $\mathbf{H}^i_{(k)}$ corresponding to the $M_p$ pilot beams. Then, the receiver feedbacks the sensing results and estimated channel gains corresponding to the $M_p$ pilot beam directions to the transmitter. The process is depicted in Fig. 2.

Now, the problem is to design the sequence of pilot beams for $M_p$ symbol times for each slot in a certain optimal way. Since $M_p \ll N_t$, we can only sense a few columns of $\mathbf{H}^i_{(k)}$ at slot $k$. Therefore, $M_p$ pilot beams at each slot should be designed judiciously by exploiting the channel dynamic and the available information in all the previous slots.

III. POMDP FORMULATION FOR PILOT BEAM DESIGN FOR SPARSE CHANNEL ESTIMATION

A. Action Space at the Transmitter and Feedback from the Receiver

In Section III, we assumed that $M_p$ columns of $\mathbf{A}_T$ are selected as the pilot beam sequence for the $M_p$ pilot symbols per slot. This is equivalent to choose $M_p$ columns of the virtual channel matrix at each slot to be sensed by the pilot beam sequence. We denote the selected column indices of the virtual channel matrix by

$$\mathbf{a} = [a_1, a_2, \cdots, a_{M_p}],$$

where $a_m$ indicates the index of the column of the virtual channel matrix that is sensed at symbol time $m$. (A is referred to as the action vector.) Hence, there are $N_t$ possible $\mathbf{a}$’s and the optimal pilot beam sequence design problem reduces to choosing the best $\mathbf{a}$ at each slot.

After the chosen pilot beam sequence is transmitted to the receiver, the receiver feedbacks the result of detection
feedback information can be summarized as a belief vector: 

$$\pi_k = \left[ \pi_{k,1}, \pi_{k,2}, \ldots, \pi_{k,N} \right]$$

where $$\pi_{k,i}$$ is the probability that the state at the beginning of slot $$k$$ is state $$s^{(i)}$$ conditioned on all past pilot beam sequences and feedback information. It is known that the belief vector is a sufficient statistic for the action, i.e., the design of the optimal pilot beam sequence for slot $$k$$. The transmitter uses the belief vector to optimally choose the action, i.e., the pilot beam sequence for slot $$k$$ that maximizes the expected reward, and updates the belief vector for the next block based on new feedback information.

C. The Reward and The Policy

A reward is gained during the data transmission period according to the accuracy of channel estimation. According to the objective, there can be several ways to define the reward. Since we want to track all actual propagation paths in the sparse mmWave MIMO channel successfully, we define the reward for each slot as the number of actual propagation paths (i.e., the number of non-zero bins in the virtual channel matrix) detected by the selected pilot beam sequence. If the state of the virtual channel matrix at slot $$k$$ is $$s^{(i)}$$, the selected pilot beam sequence or the action vector at slot $$k$$ is $$\mathbf{a}$$, and the transmitter observes the feedback information $$o^{(j)}$$, then the immediate reward at slot $$k$$ is expressed as

$$r(s^{(i)}, \mathbf{a}, o^{(j)}) = \sum_{m=1}^{M_p} N_{\text{BIN}}^{s^{(i)}, a_m} o^{(j)}_{m}$$

where $$N_{\text{BIN}}^{s^{(i)}, a_m}$$ is the number of non-zero bins in column $$a_m$$ when the virtual channel matrix is in state $$s^{(i)}$$, and $$o^{(j)}_{m}$$ is the $$m$$-th element of $$o^{(j)}$$. (Two paths with the same AoD and different AoAs are considered as two different paths.) Here, the false alarm of the receiver detector does not affect the immediate reward because in this case $$o^{(j)}_{m} = 1$$ but $$N_{\text{BIN}}^{s^{(i)}, a_m} = 0$$. In the case of miss detection, the opportunity is simply lost.

Since the state at slot $$k$$ and the feedback information are unknown at the time of action, we should consider the expected reward $${\mathcal{E}}$$. If the state of the virtual channel matrix prior to the state transition at slot $$k$$ is $$s^{(n)}$$, then the immediate expected reward at slot $$k$$ is

$$R(s^{(n)}, \mathbf{a}) = \sum_{i=1}^{N} p_{ni} \sum_{j=1}^{2^M_p} \mathcal{P}\{\mathbf{o} = o^{(j)}|s^{(i)}, \mathbf{a}\} r(s^{(i)}, \mathbf{a}, o^{(j)})$$

$$= \sum_{i=1}^{N} p_{ni} \sum_{j=1}^{2^M_p} \mathcal{P}\{\mathbf{o} = o^{(j)}|s^{(i)}, \mathbf{a}\} \sum_{m=1}^{M_p} N_{\text{BIN}}^{s^{(i)}, a_m} o^{(j)}_{m}$$

where the state transition from $$s^{(n)}$$ to all possible $$s^{(i)}$$ within the slot is captured by $$\sum_{i=1}^{N} p_{ni} (\cdot)$$. When the belief vector $$\pi_k$$ is given at the beginning of slot $$k$$ and $$S_k$$ is the random variable representing the state at the beginning of the slot, the immediate expected reward at slot $$k$$ is given by

$$\mathcal{R}(\pi_k, \mathbf{a}) = \mathbb{E}\{R(S_k, \mathbf{a})| \pi_k \}$$

$$= \langle \mathcal{R}(\mathbf{a}), \pi_k \rangle$$

where $$\mathcal{R}(\mathbf{a}) = [R(s^{(1)}, \mathbf{a}), R(s^{(2)}, \mathbf{a}), \ldots, R(s^{(N)}, \mathbf{a})]$$, and $$\langle \cdot, \cdot \rangle$$ denotes the inner product operation.

In the POMDP framework, a policy $$\delta$$ is defined as a sequence of functions that maps the belief vector to an action.
for each slot \([9], [10]\), where the action in our formulation is the choice of the pilot beam sequence. The optimal policy is the policy that maximizes the total immediate expected reward over \(T\) slots when the initial belief vector \(\pi_1\) at the beginning of the transmission is given. In other words, the optimal policy \(\delta^*\) is expressed as

\[
\delta^* = \arg\max_\delta \mathbb{E}_\delta \left[ \sum_{k=1}^T R(S_k, a_k) | \pi_1 \right],
\]

(19)

where \(a_k\) is the action vector at slot \(k\), \(\mathbb{E}_\delta\) is the conditional expectation when the policy \(\delta\) is given, and \(T\) is the total number of slots.

IV. THE OPTIMAL AND SUBOPTIMAL STRATEGIES FOR CHANNEL ESTIMATION

Under the proposed formulation the optimal pilot beam sequence design problem is equivalent to the problem of finding the optimal policy that satisfies \([9]\). When the initial belief vector \(\pi_1\) is given at \(k = 1\), we can define an optimal value function \(V(\pi_1)\) as the maximum total expected reward by the optimal policy \(\delta^*\):

\[
V(\pi_1) = \mathbb{E}_\delta^* \left[ \sum_{k=1}^T R(S_k, a_k) | \pi_1 \right].
\]

(20)

Now consider \(V^k(\pi_k)\) defined as the maximum remaining expected reward that can be obtained from slot \(k\) to slot \(T\) when a belief vector \(\pi_k\) is given at the beginning of slot \(k\). Then, \(V^k(\pi_k)\) can be decomposed as \([11]\)

\[
V^k(\pi_k) = \max_{a_k} \left\{ (R(a_k), \pi_k) + \sum_{j=1}^{2^{M_p}} V^{k+1}(T(\pi_k|o^{(j)}, a_k)) \gamma(o^{(j)}|\pi_k, a_k) \right\},
\]

(21)

where \(\gamma(o^{(j)}|\pi_k, a_k) = \sum_{i=1}^N q_{ji}^a \sum_{n=1}^N \mathbb{P}(\pi_{k,n} | \pi_k, a_k)\) and \(T(\pi_k|o^{(j)}, a_k)\) is the updated belief vector from \(\pi_k\) at slot \(k\) for the next slot after taking action \(a_k\) and observing \(o^{(j)}\). \(T(\pi_k|o^{(j)}, a_k)\) can easily be computed using Bayes’s formula as \([9], [10]\)

\[
\pi_{k+1} = [\pi_{k+1,1}, \pi_{k+1,2}, \cdots, \pi_{k+1,N}] = T(\pi_k|o^{(j)}, a_k),
\]

where the \(i\)-th element of \(\pi_{k+1}\) is given by

\[
\pi_{k+1,i} = \Pr\{s_k = s^{(i)}|o^{(j)}, a_k, \pi_k\} = \frac{q_{ji}^a \sum_{n=1}^N \pi_{k,n} p_{ni}}{\sum_{i=1}^N q_{ji}^a \sum_{n=1}^N \pi_{k,n} p_{ni}}.
\]

(22)

The optimal policy \(\delta^*\) over the considered transmission period \(k = [1, 2, \cdots, T]\) can be computed via the recursion \([21]\) from backward once the state transition probability \(P\), reward, and observation and action spaces are given \([9], [10]\). \([12]\). This computation can be done off-line and the optimal policy can be stored beforehand\(^4\). Then, in actual transmission, we start from \(k = 1\) with \(\pi_1\) and repeat action and observation. The complexity of this actual operation is insignificant.

As the number of states and the size of the action space increase, obtaining the optimal policy for the POMDP problem requires high complexity. To reduce the computational complexity, we can use point-based POMDP value iteration algorithms proposed in \([13]-[15]\). Alternatively, to reduce the complexity, we can simply use the greedy policy that considers only the immediate expected reward at each slot.

V. NUMERICAL RESULTS

In this section, we provide some numerical results to evaluate the performance of the proposed pilot beam design and channel estimation for sparse mmWave MIMO channels. Throughout the simulation, we fixed the number of paths in the MIMO channel as \(L = 2\) and assume that each path moves independently. The receiver uses the ML detector for sensing the paths and the noise power at the receiver side is \(\sigma_N^2 = 1\) and the transmit power is fixed to 1 dB higher than the noise power before beamforming. (After beamforming with \(N_t\) transmit antennas, the SNR increases correspondingly.)

We first considered the MIMO channel with \(N_t = 8\) transmit antennas and \(N_r = 4\) receive antennas. We set \(M_p = 4\) and used \(P_B^\beta\) in \([8]\) with bandwidth 1 for each path’s movement. Fig. 4 shows the performance of the optimal POMDP strategy, the greedy POMDP strategy and a random beam selection strategy, where the \(y\)-axis in the figure indicates the slot reward averaged over 100,000 MIMO channel process realizations. Fig. 4(a) shows the performance when the initial state information is unknown so that all the elements of the initial belief vector are set to be equal, and Fig. 4(b) shows the performance when the initial state information is perfectly known. Thus, we can consider that Fig. 4(a) shows the initial transient behavior whereas Fig. 4(b) shows the steady-state tracking behavior. In the random pilot beam selection strategy, one of \((N_t + \sum_{i=1}^{M_p})\) possible pilot beam sequences is randomly selected to sense the channel at each slot. It is shown in Fig. 4 that the optimal POMDP strategy and the greedy POMP strategy significantly outperform the random pilot beam selection strategy. It is also shown in the figure that the performance gap between the optimal strategy and the greedy strategy is not significant in this case.

Next, we considered a larger MIMO channel with \(N_t = 16\) transmit antennas and \(N_r = 4\) receive antennas. We set \(M_p = 6\) and used \(P_B^\beta\) in \([8]\) with bandwidth 2 for the channel dynamic. In the case, we focused on the tracking performance with the assumption of perfect knowledge of the initial state information to show the ineffectiveness of simple heuristic tracking strategies. In this case, the POMDP size is large and thus we considered the suboptimal greedy pilot beam design method only. Fig. 5 shows the performance of the greedy POMDP strategy, a heuristic strategy, and the random strategy.
The $y$-axis in Fig. 5 is the averaged accumulated reward to the point of the $x$-axis averaged over 10,000 MIMO channel process realizations.

In the heuristic tracking strategy, 3 pilot symbol times out of the total 6 pilot symbol times per slot are used to track one path and the other three symbol times are used to track the other path based on the detection result of the previous slot. If a path is detected at a certain column at the previous slot, the algorithm computes the most probable three columns for the next slot pilot beams based on the currently detected column and $P(\beta)$. If no path is detected at the previous slot, the pilot beam indices do not change. It is seen that the greedy POMDP strategy yields better performance than the other strategies.

**VI. Conclusion**

We have considered the pilot beam sequence design for sparse large mmWave MIMO channels. We have shown that the pilot beam design problem can be formulated as a POMDP problem by exploiting the sparse channel dynamic and have obtained the optimal strategy and a greedy strategy for pilot beam sequence design. The proposed pilot design method can be used to estimate the channel initially at the beginning of the transmission or to track the channel once the sparse channel locations are identified with some other method. For the initial channel identification purpose, the proposed algorithm can be modified by considering a superposed pilot beam for a pilot symbol time with adaptive resolution over slots to shorten the time for initial path location identification.
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