Invisible-to-Visible: Privacy-Aware Human Instance Segmentation using Airborne Ultrasound via Collaborative Learning Variational Autoencoder
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Abstract

In action understanding in indoor, we have to recognize human pose and action considering privacy. Although camera images can be used for highly accurate human action recognition, camera images do not preserve privacy. Therefore, we propose a new task for human instance segmentation from invisible information, especially airborne ultrasound, for action recognition. To perform instance segmentation from invisible information, we first convert sound waves to reflected sound directional images (sound images). Although the sound images can roughly identify the location of a person, the detailed shape is ambiguous. To address this problem, we propose a collaborative learning variational autoencoder (CL-VAE) that simultaneously uses sound and RGB images during training. In inference, it is possible to obtain instance segmentation results only from sound images. As a result of performance verification, CL-VAE could estimate human instance segmentations more accurately than conventional variational autoencoder and some other models. Since this method can obtain human segmentations individually, it could be applied to human action recognition tasks with privacy protection.

1. Introduction

Recently, human action recognition has attracted wide attention [10, 44] because of its applications, such as automated surveillance [1], intelligent robots [23], and behavior monitoring in homes [3, 15, 16, 60]. Several sensors, such as cameras [60], electromagnetic waves [31], and wearable devices [2, 8, 47, 55, 66], have been employed to detect human activities. Among them, a camera is a human-friendly sensing device because we can intuitively understand the validity of recognition results by referring to the recorded videos. Although camera-based human action recognition has been widely investigated and achieved high precision, there are environments where it is difficult to recognize human actions with cameras, e.g., dark environments. In addition, camera images do not preserve privacy.

Privacy-preserved human action recognition has been investigated using cameras other than RGB, such as event cameras [4, 36, 65] and depth sensors [11, 30, 33, 45, 49, 56, 58, 69]. Even if we use an RGB camera, a method of recognizing human action by a shadow reflected on a white wall without directly capturing a person has been proposed [50]. Further, cameraless approaches for human action recognition have been achieved by wearable sensors and phone sensors [2, 8, 47, 55, 66]. Although these methods can detect the part of motions, detecting actions that require whole-body information are difficult. By contrast, whole-body segmentation has been achieved by electromagnetic waves, such as radars [32, 64], LiDARs [28, 37], and WiFis [25, 54, 59].
These methods can detect persons without human images captured by cameras. Although they are privacy-preserved sensing methods, it is difficult to capture the surrounding environment information.

Moreover, audio signals have been used to detect the surrounding environment information and humans without cameras [22, 29, 39, 51, 52, 62]. Predicting depth maps and segmentations from audio signals have been proposed [22, 22]. These methods can generate images from invisible physical information and can be applied for human action recognition by analyzing human segmentation images. Although sounding objects can be visualized by those methods, detecting nonsounding objects is difficult. From the human recognition perspective, people who do not make sounds, such as not talking or walking, cannot be detected.

Using airborne ultrasound echoes is a possible technique to detect nonsounding people. There are methods for detecting surrounding information by analyzing echoes [9, 13, 21, 35, 40, 41, 61]. Although these methods can estimate the position of objects, methods that specialize in human recognition and estimate human instance segmentation have not been well investigated. If the human instance segmentation can be estimated from echoes, it is possible to detect nonsounding people and it can be applied to estimate human action. In addition, if it is possible to estimate using narrow-band ultrasounds without interfering with other bands, it can be expected to be used in combination with environmental sound analysis.

In this study, we propose a method for estimating human instance segmentation from airborne ultrasound detected by multichannel microphones using a neural network. The concept of our work is illustrated in Figure 1. In the sensing section, an ultrasonic sensor at 62 kHz resonance, and 16 channels of microelectromechanical system (MEMS) microphone array are used. The sound emitted from the ultrasonic sensor is reflected by a human body and then captured by microphones. By analyzing the differences between multichannel audio signals, the reflected sound directional images (hereinafter, sound images) can be obtained. Since the sound image represents the intensity of the reflected wave at each pixel, it has ambiguous shapes that are far from the human shape. Therefore, we introduce a deep neural network to obtain human instance segmentation images from sound images. The accuracy of conventional methods, such as U-Net [48] and Mask R-CNN [19], reduces if the edges of objects between input and output are not similar, as mentioned in [18]. However, the sound images have different edge positions from the segmentation images. Thus, we propose a collaborative learning variational autoencoder (CL-VAE), which is based on variational autoencoder (VAE) [26]. The CL-VAE learns latent variables from both segmentation and sound images in the training phase and estimates human instance segmentation images from sound images in the test phase. Experiments showed that the human instance segmentation images could be generated from sound images. To the best of our knowledge, this is the first work to estimate human instance segmentation images from airborne ultrasounds.

The main contributions of this work are as follows:

- A human body sensing system using an airborne ultrasonic sensor and a microphone array for privacy-aware human instance segmentation.
- An architecture of CL-VAE, which learns latent variables from both segmentation and sound images in the training phase.
- A loss function for CL-VAE, including a reconstruction error, Kullback-Leibler (KL) divergence, and mean square error (MSE) of parameters from the encoders between segmentation and sound images.
- Creation of a dataset for evaluating CL-VAE.

2. Related works

2.1. Privacy-preserved human instance segmentation

Several RGB camera-based human instance segmentation methods have been developed [60]. Although the camera-based method has been well investigated and achieved high accuracy, privacy concerns should be considered for applications such as home surveillance.

Cameraless human instance segmentation methods have also been investigated. Wang et al. [54] proposed a method of estimating human instance segmentation images, joint heatmaps, and part affinity fields using WiFi signals. The channel state information [17] was analyzed using the method. They used three transmitting-receiving antenna pairs and thirty electromagnetic frequencies with five sequential samples. The networks mainly comprise upsampling blocks, residual convolutional blocks, U-Net, and downsampling blocks. Although this method achieved privacy-friendly fine-grained person perception with off-the-shelf WiFi antennas and regular household WiFi routers, it was not focused on environmental objects.

Alonso et al. [4] proposed an event camera based semantic segmentation method. The event camera senses information about pixels when the brightness changes, such as when the subject moves. Since event cameras only capture the changes in intensities on a pixel-by-pixel basis, they do not capture personal information more clearly than the RGB cameras. In [4], event information from event cameras was formed as 6-channel images. The first two channels were histograms of positive and negative events, whereas
the other four channels were the mean and standard deviation of normalized timestamps at each pixel for the positive and negative events. They showed that an Xception-based encoder-decoder architecture could learn semantic segmentation from the 6-channel information. Although this method achieves semantic segmentation from privacy-preserving event cameras, it is difficult to detect people who are not moving.

Irie et al. [22] proposed a method that generates segmentation images from sounds. They focused on the ability of humans to imagine the surrounding environmental scenes and developed the method. They recorded sounds using four-channel microphone arrays. To estimate segmentation images, they extracted Mel frequency cepstral coefficients and angular spectrum from sounds, which contain object types and their locations, respectively. This method can estimate both human and environmental objects only from sounds. However, in principle, it is difficult to estimate segmentation images for nonsounding people. Therefore, we focused on airborne ultrasonic sensing to achieve the detection of nonsounding people.

2.2. Airborne ultrasonic sensing

Airborne ultrasonic sensors have been used in various industries, such as the automobile [57] and manufacturing industries [7, 13, 24], to detect the distance from objects. Ultrasonic sensors emit short pulses at regular intervals. If there are objects on the propagation path, the ultrasounds are reflected. By analyzing the time differences between emitted and reflected sounds, the distance of objects can be detected [6].

In addition to the distances, the directions of objects can be detected when sounds are captured using microphone arrays [38]. Sound localization using beamforming algorithms has been developed. A common beamforming algorithm is the delay-and-sum (DAS) method [45]. The DAS method can estimate the direction of sound sources by adding array microphone signals delayed by a given amount of time. Considering a reflected position as a sound source, the positions of objects can also be estimated using ultrasonic sensors and microphone arrays. Although these methods can detect the position of objects, it is difficult to obtain the actual shape of objects from echoes of a single pulse.

To detect the shape of objects, Hwang et al. [21] performed three-dimensional shape detections using wideband ultrasound and neural networks. Although analysis of multiple frequencies can precisely detect the positions and shapes of objects, the speaker system for emitting wideband frequency sounds becomes large, and the amount of data increases due to the high sampling rate required to sense wideband ultrasound. Therefore, we consider that obtaining segmentation images from the positional information on reflected objects analyzed by narrowband frequency ultrasound increases due to the high sampling rate required to sense frequency sounds becomes large, and the amount of data.

3. Ultrasound sensing in proposed method

3.1. Ultrasound sensing system

The hardware setup is shown in Figure 2. The transmitter comprised a function generator and an ultrasonic sensor at 62 kHz resonance. The ultrasonic sensor was driven with burst waves with 20 cycles and 50 ms intervals at 62 kHz by the function generator. The receiver comprised a MEMS microphone array, an analog-to-digital converter, a field-programmable gate array (FPGA), and a PC. A 4 × 4 grid MEMS microphone array, whose microphones were mounted on a 30 mm² substrate at 3.25 mm intervals, was used. The analog signals captured by the microphones were converted to digital signals and imported to the PC via the FPGA. The distance between the microphone array and ultrasonic sensor was set to 30 mm.

3.2. Data preprocessing

The diagram of the data preprocessing is shown in Figure 3. First, a band-pass filter with a center frequency of 62 kHz and bandwidth of 10 kHz was applied for audio signals captured by the 16 microphones. The filtered audio signals were divided into blocks including direct and reflected waves. Then, we upsampled the soundwaves four times at each block because the 192 kHz sampling rate was inadequate to represent sounds of 62 kHz. Afterward, we produced sound images from reflected sounds via DAS beamforming. The beamformed signal $y$ can be defined as

$$y(t) = \sum_{m=1}^{M} x_m(t - \Delta_m), \quad (1)$$

where $t$ is the time, $M$ is the number of microphones, $x_m$ is signals received by the $m$-th microphone, and $\Delta_m$ is the time delay for the $m$-th microphone, which is determined by the speed of sound and the distance between the $m$-th microphone and observing points. We calculated beamformed
signals at the range of $\theta = -45–45$ degrees in the azimuthal direction and $\phi = -60–60$ degrees in polar direction. Then we obtained the reflected directional heat maps. To reduce the noises from reflected waves from objects, we calculated sound heat maps $H_{us}$ by subtracting a reference map $H_{ref}$ from reflected directional heat maps $H$ as

$$H_{us}(i, j) = H(i, j) - kH_{ref}(i, j), \quad (2)$$

where $(i, j)$ is the pixel of the heat maps, and $k$ is the coefficient, which is determined by

$$k = \frac{H(i_{max}, j_{max})}{H_{ref}(i_{max}, j_{max})}, \quad (3)$$

where $(i_{max}, j_{max})$ is the index of the maximum pixel of $H_{ref}$. Notably, the reference map was calculated using the data without humans, and $H_{us}$ was normalized as

$$X_{us}(i, j) = \begin{cases} 0, & H_{us}(i, j) < 0 \\ \frac{H_{us}(i, j)}{\max(H_{us})}, & H_{us}(i, j) \geq 0 \end{cases} \quad (4)$$

when it was converted to sound images $X_{us}$.

Examples of sound images are shown in Figure 4. The segmentation images in the top row were annotated from RGB images. The sound images, which represent the intensity of the reflected sound at each pixel, had ambiguous shapes at the positions corresponding to a person. Furthermore, there were artifacts in the region with no person.

4. Human instance segmentation via ultrasound

We first describe an overview of the proposed network. Second, we briefly explain VAE that is the basis of the proposed method. Then, we describe the proposed network in detail. Finally, we explain the loss function of our network.

4.1. Overview

As shown in Figure 4, the sound images do not have the shape of a person, and the edges are far different from those of the segmentation images. In conventional segmentation methods, such as U-Net [48], SegNet [5], and Mask R-CNN [19], the accuracies are reduced where the edges of the objects between input and output are not similar. Han et al. [18] stated that dividing regions from images with blurred edges was difficult. Thus, we consider performing human instance segmentation based on probabilistic models, such as VAE, rather than deterministic models. Kohl et al. [27] proposed a probabilistic U-Net combining VAE with U-Net. Since this method fed values sampled from the latent space to the last layer of U-Net, it could not handle the ambiguity of edges. Therefore, we propose CL-VAE, which introduces collaborative learning with the segmentation and sound images into VAE. In CL-VAE, both segmentation and sound images were input to an encoder, and means and variances of each image were calculated at a training phase. The loss includes the sum of the errors related to the distance between means and the distance between variances, in addition to the loss of VAE with the segmentation image. By learning with the loss, the model learned to adapt the latent variable of the sound images to that of the segmentation images. Consequently, both the segmentation and sound images are mapped to the common latent space; segmentation images can be estimated by generating images with a decoder from the latent variables sampled where the sound images are input into the model. The details of the proposed method are described below.

Figure 4. Example of sound images. The top row is the segmentation images generated by RGB images and the bottom row is the sound images.
4.2. VAE [26]

Since our network is based on VAE, we briefly explain it. VAE is a generative model and has an encoder-decoder architecture. The objective of VAE is to infer latent variables existing in datasets and generate data from the latent variables. Let $X$ be a data and $z$ be a latent vector, the joint probability $p_0(X,z)$ is defined as $p_0(X,z) = p_0(X|z)p_0(z)$, where $p_0(X|z)$ is the conditional distribution of $X$ given $z$, $p_0(z)$ is the prior distribution of the latent vector $z$, and $\theta$ is the parameter of the generative model. To infer the latent vector, the posterior $p_0(z|X)$ is calculated using Bayes's theorem: $p_0(z|X) = \frac{p_0(X|z)p_0(z)}{p_0(X)}$, where $p_0(X)$ is the marginal likelihood, given by $p_0(X) = \int p_0(X|z)p_0(z)\,dz$. The integral requires samplings from huge data. Therefore, the approximate distribution of the posterior distribution $q_0(z|X)$ is introduced in VAE. The approximate distribution $q_0(z|X)$ is learned as the encoder, and the generative model $p_0(X|z)$ is learned as the decoder.

The VAE learns the parameters of $\theta$ and $\phi$ by maximizing the marginal likelihood $p_0(X)$. The objective function $\log p_0(X)$ can be written as $\log p_0(X) = L(X, \theta, \phi) + D_{KL}(q_0(z|X) \parallel p_0(z|X))$, where $L(X, \theta, \phi)$ is the evidence lower bound (ELBO) and $D_KL$ is the KL divergence. Since the KL divergence is nonnegative, maximizing the ELBO, the reparameterization trick is introduced. The sampling of $z$ is alternatively performed by another random variable as $z = \mu + \epsilon\sigma$, where $\mu$ and $\sigma$ are the mean and variance of the posterior distribution $q_0(z|X)$, respectively, and $\epsilon \sim \mathcal{N}(0, I)$. The loss function of the VAE comprises the reconstruction error and a regularization term and can be written as $L_{VAE} = L_{RE} + D_{KL}(q_0(z|X) \parallel p_0(z|X))$, where $L_{RE}$ is the reconstruction error.

4.3. CL-VAE

The VAE can reconstruct images by obtaining the parameters of the probability distribution of the input dataset. However, sound images differ from human instance segmentation images. To overcome the problem, we considered that both the segmentation images $X_{seg}$ and sound images $X_{us}$ as input to the encoder and trained them to bring the distributions $q_\phi(z|X_{seg})$ and $q_\phi(z|X_{us})$ closer. The encoder $q_\phi(z|X_{seg}) \sim \mathcal{N}(\mu_{seg}; \sigma_{seg})$ is the distribution of the latent space to the input $X_{seg}$, represented by the means $\mu_{seg}$ and the variances $\sigma_{seg}$. The decoder $p_\phi(X_{seg}|z)$ generates plausible inputs for the image by sampling latent variables $z$ from the latent space. Hence, if the encoder is trained to map to the same point in the latent space regardless of whether segmentation or sound images are input, the images generated from the latent variables obtained by inputting the sound images become close to the segmentation images (see Figure 6). Since the encoder is represented by a Gaussian distribution with means and variances, it is possible to map to a latent space common to both images by matching the mean and variance of the segmentation and sound images.

The diagram of our network is shown in Figure 6. At the training phase, both the segmentation images $X_{seg}$ and sound images $X_{us}$ are input to the encoder. Then, each of them is encoded, and the means $\mu_{seg}, \mu_{us}$ and variances $\sigma_{seg}, \sigma_{us}$ are estimated from the posterior distributions $q_\phi(z|X_{seg})$ and $q_\phi(z|X_{us})$, respectively. The parameters $\mu_{seg}$ and $\sigma_{seg}$ are used to approximate the parameters $\mu_{us}$ and $\sigma_{us}$ by comparing their values. At the testing phase, the sound images are input to the encoder, and the segmentation images are obtained.

4.4. Loss functions

To train the distribution $q_\phi(z|X_{us})$ to become close to the distribution $q_\phi(z|X_{seg})$, we introduce MSEs of the means and variances of the distributions $q_\phi(z|X_{seg})$ and...
\( q_\theta(z|X_{\text{us}}) \). The loss is defined as

\[
L = \alpha \{ L_{RE} + D_{KL}(q_\theta(z|X_{\text{seg}}) \| p_\theta(z|X_{\text{seg}})) \} + (1 - \alpha) L_{\text{MSE}},
\]

The first term is the sum of the reconstruction loss and KL divergence, which are the same as in the conventional VAE. The second term is the MSE of means and variances. To adjust the scales of the VAE loss and the MSE loss, the coefficient \( \alpha \) is introduced. The reconstruction error \( L_{RE} \) is calculated as

\[
L_{RE} = \frac{1}{N} \sum_{n=1}^{N} (-x_{\text{seg},n} \log \hat{x}_{\text{seg},n} - (1 - x_{\text{seg},n}) \log(1 - \hat{x}_{\text{seg},n})),
\]

where \( x_{\text{seg}} \) is the value of input segmentation images, \( \hat{x}_{\text{seg}} \) is the value of reconstructed images, \( N \) is the dimension of input/output images, and \( n \) is the index of the dimension. The KL divergence \( D_{KL} \) is calculated as

\[
D_{KL}(q_\theta(z|X_{\text{seg}}) \| p_\theta(z|X_{\text{seg}})) = -\frac{1}{2} \sum_{d=1}^{D} \left( 1 + \log(\sigma_{\text{seg},d}^2) - \mu_{\text{seg},d}^2 - \sigma_{\text{seg},d}^2 \right),
\]

where \( D \) is the dimension of the latent variables \( z \), and \( d \) is the index of the dimension. The \( L_{\text{MSE}} \) is the MSE between \( \mu_{\text{seg}}, \sigma_{\text{seg}} \) and \( \mu_{\text{us}}, \sigma_{\text{us}} \) calculated as

\[
L_{\text{MSE}} = \frac{1}{D} \sum_{d=1}^{D} (\mu_{\text{us},d} - \mu_{\text{seg},d})^2 + \frac{1}{D} \sum_{d=1}^{D} (\sigma_{\text{us},d} - \sigma_{\text{seg},d})^2.
\]

5. Experiments

First, we describe the experimental setup. Then, the results of the experiments are explained.

5.1. Experimental setup

Implementation details The batch size was 128 and the initial learning rate was 0.001. We used an Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999 \) in training. We trained the network for 40 epochs. The coefficient of the loss function \( \alpha \) was set to 0.0001, which was experimentally determined by confirming the scales of \( L_{RE}, D_{KL}, \) and \( L_{\text{MSE}} \) in advance. Our network was implemented by PyTorch.

Datasets We created a dataset for our experiment because no datasets use airborne ultrasound to detect the human body so far. Written consent was obtained from participants in the data acquisition. We captured the ultrasounds at 192 kHz sampling from 16 channel microphones and videos at 30 frames per second (fps) from the RGB camera (a built-in camera of Let’s Note, CF-SV7, Panasonic), which was located 35 mm under the microphone array, for 10 s. The resolution was 180 × 120, and the videos were used for creating segmentation images used in a training phase. The data were extracted at 10 fps because the time interval of the ultrasonic sound generation was 20 bursts per second and the frame rate of the video was 30 fps. We produced segmentation images using Mask R-CNN [19]. We used the dataset that people, who were located from 1 to 3 m away from the sensing devices, performed continuous motions such as standing, sitting, walking, and running in scenes. Three people performed in two scenes. The total number of images was 19,982; 80% and 20% were used for training and testing, respectively.

Evaluation metrics We evaluated the performance of the model using a mean intersection-over-union (mIoU). To calculate the mIoU of the output images from the VAE-based methods, including CL-VAE, the sigmoid function was used for the last layer of the decoders, and the decoded images were binarized at a threshold of 0.5.

5.2. Experimental results

To evaluate the performance, we first describe the performance of the proposed CL-VAE and compare it with other methods. Then, we describe the comparison with the segmentation of RGB images. Finally, we explain the performance of CL-VAE against environmental changes.

5.2.1 Performance of CL-VAE

We first evaluate the performance of the proposed CL-VAE. To confirm the validity of learning with both sound and segmentation images, we compared our model with VAE, \( \beta \)-VAE [20], Joint VAE [12], U-Net, Probabilistic U-Net [27], and contrastive unpaired translation (CUT) [42]. VAE, \( \beta \)-VAE, Joint VAE were trained by segmentation images and inferenced by sound images. U-Net and Probabilistic U-Net were trained by the sound images with segmentation label images and inferenced by sound images. CUT and CL-VAE were trained by sound and segmentation images and inferenced by sound images. The image sizes were 64 × 64 in \( \beta \)-VAE and Joint VAE, 128 × 128 in Probabilistic U-Net, 256 × 256 in CUT, and 180 × 120 in VAE, U-Net, and CL-VAE. The mIoUs were calculated with images resized to 180 × 120.

Table 1 and Figure 7 illustrate the quantitative and qualitative evaluations, respectively. The mIoU of our model was higher than those of other models, except for U-Net and Probabilistic U-Net. Although the mIoUs of U-Net and Probabilistic U-Net were higher than CL-VAE, the shapes of people were ambiguous in the estimated images compared with those of CL-VAE as shown in Fig. 7. The images estimated by VAE were noisy and the shapes of people were not clearly estimated. On the other hand, the shapes of people of CL-VAE could be estimated more clearly than that of
VAE. Since the latent variables obtained from the sound and segmentation images by CL-VAE were close, it was possible to estimate using the edge information on the segmentation images even when the sound images were input. In $\beta$-VAE, only a single person segmentation was estimated under conditions of multiple people, and the shapes tended to be different from the ground truth. Although the segmentation of multiple people was estimated by Joint VAE, the shapes were different from the ground truth. Though CUT segmentation images estimated the human shapes more clearly than our model, some people were not estimated especially in multiple people images, and had different shapes from the segmentation images.

### 5.2.2 Gaps with camera-based approaches

Further, we compared our method with camera-based approaches. To confirm the instance segmentation performance from RGB images, the mIoU of segmentation images estimated by Mask R-CNN was evaluated. The ground truth images were manual annotations of 500 images selected from the test images. The manual annotation was performed using LabelMe [53]. The RGB images are required to be more sensitive to improve visibility in dark environments. In that case, the noises contained in the images increase, which affects the estimation accuracy of the segmentation. Besides, ultrasounds are unaffected by the changes in brightness. Therefore, to compare the performance with camera-based approaches, we used Mask R-CNN to estimate segmentation images from RGB images and evaluated the mIoU of these images. The manual annotations were performed using LabelMe [53].
5.2.2 Performance in a dark environment

To evaluate the performance of CL-VAE in a dark environment, we created noisy images that simulate images with high ISO sensitivity. The mIoUs of the model trained by RGB images and tested by noisy images were evaluated. Notably, the noisy images were generated as follows. First, the brightness of the image \( I \) was decreased, and the darkened image \( I_{\text{dark}} \) was generated as

\[
I_{\text{dark}} = \frac{I}{255} - 0.2, \tag{9}
\]

\[
I_{\text{dark}}(i,j) = \begin{cases} 
0, & I_{\text{dark}}(i,j) < 0 \\
I_{\text{dark}}(i,j), & I_{\text{dark}}(i,j) \geq 0.
\end{cases} \tag{10}
\]

Then, noisy image \( I_{\text{noise}} \) was created by adding Gaussian noises \( N \) with the mean 0 and variance 0.5 to the darkened image \( I_{\text{dark}} \).

\[
I_{\text{noise}}(i,j) = I_{\text{dark}}(i,j) + \kappa \sqrt{I_{\text{dark}}(i,j)} N(i,j), \tag{11}
\]

where \( \kappa \) is the coefficient to adjust the peak signal-to-noise ratio (PSNR) of the noisy images. Examples of noisy images are shown in Figure 8. Mask R-CNN model pretrained by the COCO dataset [34] was used for the estimation.

The mIoUs of these conditions are shown in Table 3. The mIoUs decreased under all conditions. In the evaluation of (a), it was assumed that the mIoU decreased because the shape of the mannequin was different from that of the training dataset and the reflected waves differed because of the surface material. In the evaluation of (b), (c), and (d), it was assumed that the mIoUs decreased because the sound images were different from that of the dataset due to the difference in the reflection angle, the frequency, and the distance of the wall. To address the limitations obtained from these results, we will increase the variety of data and improve the sound image generation process.

Table 2. Comparison of mIoU with camera-based approach. Mask R-CNN pretrained by COCO dataset, which had less noise, was used for the evaluation.

| \( \kappa \) | RGB images | Noisy images | CL-VAE |
|---|---|---|---|
| PSNR | - | - | - |
| mIoU | 0.764 | 0.731 | 0.689 | 0.619 | 0.545 | 0.472 | 0.384 | 0.310 | 0.240 | 0.202 | 0.174 | 0.532 |

Table 3. mIoU in various conditions.

| Condition | mIoU |
|---|---|
| (a) Person | 0.357 |
| (b) Sensor position | 0.215 |
| (c) Ultrasound frequency | 0.206 |
| (d) Distance of the wall | 0.489 |

(a) A person not included in the training dataset. We used a mannequin to simulate that condition.
(b) A change of a sensor position. Although we captured the training data in front of people, we captured the data from an angle in this condition.
(c) A change of ultrasound frequency from 62 to 40 kHz. To match this condition, the analysis frequency band was changed in the preprocessing.
(d) A change of the distance between the wall and the sensor from 3 to 1.5 m. To match this condition, the analysis section was limited to the range of 1.5 m when generating the sound images.
6. Conclusions

We proposed privacy-aware human instance segmentation from airborne ultrasonic using CL-VAE. Our approach can produce human instance segmentation images by learning the latent space shared by both segmentation and sound images for training. This approach can be applied to detect human actions in situations where consideration for privacy is required, such as home surveillance, because the sound/segmentation images cannot be reconstructed to RGB images. To improve the accuracy in unknown environments, we will increase the variety of data and improve the sound image generation process in the future.
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