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Abstract
The climate and circulation of a terrestrial planet are governed by, among other things, the distance to its host star, its size, rotation rate, obliquity, atmospheric composition and gravity. Here we explore the effects of the last of these, the Newtonian gravitational acceleration, on its atmosphere and climate. We first demonstrate that, if the atmosphere obeys the hydrostatic primitive equations, which are a very good approximation for most terrestrial atmospheres, and if the radiative forcing is unaltered, changes in gravity have no effect at all on the circulation except for a vertical rescaling. That is to say, the effects of gravity may be completely scaled away and the circulation is unaltered. However, if the atmosphere contains a dilute condensible that is radiatively active, such as water or methane, then an increase in gravity will generally lead to a cooling of the planet because the total path length of the condensible will be reduced as gravity increases, leading to a reduction in the greenhouse effect. Furthermore, the specific humidity will decrease, leading to changes in the moist adiabatic lapse rate, in the Equator-to-Pole heat transport, and in the surface energy balance because of changes in the sensible and latent fluxes. These effects are all demonstrated both by theoretical arguments and by numerical simulations with moist and dry general circulation models.
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1 INTRODUCTION

The climate of a terrestrial planet depends on an almost uncountable number of factors, including the distance to its host star, the nature of that host star, the size and rotation rate of the planet, the atmospheric composition and many other factors. The variety of planetary climates is large, and there is and can be no single theory of planetary climate, nor is there a planetary analogue of the Hertzsprung–Russell diagram showing how the luminosity of stars varies with their effective temperature. However, this is not to say that we cannot apply general physical principles to atmospheric circulation and planetary climate. Thus, for example, Read (2011) and Wang et al. (2018) describe how various non-dimensional parameters describe the general circulation of a large class of planetary atmospheres, Kaspi and Showman (2015) illustrate how the planetary circulation patterns vary over a wide range of orbital parameters, and Pierrehumbert (2010) applies building blocks based on elementary physical principles to construct a plentiful panoply of planetary climates.
As regards planetary circulation, among the most studied parameters are the planetary radius and rotation rate; these combine to give the external Rossby number that is one of the single most influential parameters on planetary circulation. Atmospheric composition obviously plays a key radiative role in determining the surface temperature, especially if the composition gives rise to a greenhouse effect, or an anti-greenhouse effect, and the changing composition of Earth’s atmosphere is obviously of current interest.

Less well studied is the effect of gravity, here meaning the Newtonian gravitational acceleration as measured at the planetary surface. One expects that a planet with a higher gravity than another, but otherwise the same, would have a thinner (meaning less extended) atmosphere with a higher surface density, but the effects on the circulation and temperature are less clear. The matter was partially investigated by Kaspi and Showman (2015) and Kilic et al. (2017), but their model set-ups were very different and their results too incompatible to compare, with the former using a simplified general circulation model (GCM) without many Earth-like effects, such as the radiative effect of water vapour, and the latter fixing their surface temperatures independent of gravity. In this paper we revisit the issue, looking at it both as a problem in geophysical fluid dynamics and a problem in planetary climate.

We first, in Section 2, examine how the adiabatic equations of motion, both the primitive equations and the full Navier–Stokes equations, scale with gravity. We find that in the primitive equations the effects of gravity can be completely scaled out of the problem and that, if the diabatic forcing is sufficiently simple, the circulation is unaltered. This invariance is broken both by non-hydrostatic effects and by having a non-shallow atmosphere, but in many planetary atmospheres these effects will be small, although not always negligible (Mayne et al., 2019). In Section 3 we describe how changes in gravity lead to non-negligible changes in moisture content. We then explore the effects of these changes using some idealized numerical simulations: first, in Section 4, we describe the radiative effects of those changes, and then in Sections 5–7 we explore the dynamical effects of the changes in specific humidity. In Section 8 we look at the role of gravity with a more complete model, and in Section 9 we provide our conclusions.

## 2 | INVARIANCE OF THE EQUATIONS OF MOTION

The momentum equations in the primitive equations on the sphere may be written, in standard notation, as (Vallis, 2019)

\[
\begin{align*}
\frac{\partial p}{\partial z} &= -\rho g, \\
\frac{D u}{D t} &= 2\Omega v \sin \theta + \frac{uv \tan \theta}{a} = -\frac{1}{\rho a \cos \theta \, \partial \lambda}, \\
\frac{D v}{D t} &= 2\Omega u \sin \theta + \frac{\tan \theta}{a} = -\frac{1}{\rho a} \frac{\partial p}{\partial \theta},
\end{align*}
\]

(1)

The mass continuity and adiabatic thermodynamic equations are, respectively,

\[
\frac{D \rho}{D t} + \rho \nabla \cdot \mathbf{v} = 0,
\]

(4)

and

\[
\frac{c_v}{\rho} \frac{D T}{D t} + \frac{p}{\rho} \nabla \cdot \mathbf{v} = 0, \quad \text{or} \quad \frac{D \theta}{D t} = 0,
\]

(5)

where \( \mathbf{v} \) is the three-dimensional velocity, \( \lambda \) is longitude, \( \theta \) is latitude, \( T \) and \( \theta \) are temperature and potential temperature, and the other notation is quite standard. These equations remain invariant under the following transformation:

\[
g \to \alpha g, \quad \rho \to \gamma \rho, \quad \gamma \to \gamma' \gamma, \quad (T, \theta) \to (T, \theta), \quad t \to t, \quad (x, y) \to (x, y), \quad z \to z/\alpha, \quad (u, v) \to (u, v), \quad w \to w/\alpha.
\]

(6)

Here \( \alpha \) represents a change in the surface gravity, and the appropriate scaling of other quantities, and \( \gamma \) represents a change in the atmospheric surface pressure and appropriate scaling of other quantities. The assumption that pressure \( p \) and density \( \rho \) both scale like \( \gamma \) is based on assuming the atmosphere is an ideal gas. This scaling would not be valid for a non-ideal gas, such as a Van Der Waals gas, or a liquid such as sea water.

If we substitute Equation (6) into Equations (1)–(5) then all the factors of \( \alpha \) and \( \gamma \) cancel and the equations are unchanged, as was noted in section 2.8 of Frierson (2005). In the special case where \( \alpha = \gamma \), meaning that we scale gravity and surface pressure by the same amount, equivalent to changing gravity and keeping the atmospheric mass the same, the equations remain unchanged, as was noted by Vallis (2019). If \( \gamma \neq \alpha \) then the mass of the atmosphere changes. Given the invariance of the unforced equations themselves, it is a simple matter to confirm that all quantities of dynamical interest, such as the deformation radius, \( L_d \equiv NH/f \) and the Eady growth rate, \( 0.31U/L_d \), remain invariant.

The gravitational invariance does not hold in the full Navier–Stokes equations on the sphere. The full momentum equations are

\[
\begin{align*}
\frac{Du}{Dt} &= (2\Omega + \frac{u}{r \cos \theta})(u \sin \theta - w \cos \theta) = -\frac{1}{\rho r \cos \theta} \frac{\partial p}{\partial \lambda}, \\
\frac{Dv}{Dt} &= \frac{ww}{r} + (2\Omega + \frac{u}{r \cos \theta}) u \sin \theta = -\frac{1}{\rho r} \frac{\partial p}{\partial \theta}, \\
\frac{ Dw}{Dt} &= \frac{u^2 + v^2}{r} - 2\Omega u \cos \theta = -\frac{1}{\rho} \frac{\partial p}{\partial r} - g.
\end{align*}
\]

(7)

(8)

(9)
The additional metric terms in the horizontal momentum equations, for example $u_w/r$, and the vertical acceleration term $D u_w/Dt$ in the vertical equations, are not invariant with respect to the gravitational transformation, as they depend on $\alpha$. Interestingly, however, the equations are invariant with respect to changes in $\gamma$. That is, the full momentum equations are invariant to changing the atmospheric mass, equivalent to changing $\gamma$ alone.

The importance of the metric terms depends on the ratio of the thickness of the atmosphere to the radius of the planet and this is quite small in most terrestrial atmospheres. In the solar system, Titan perhaps comes closest to refuting this statement; Titan has a radius is 2576 km, a scale height of about 20 km, a tropopause at about 40 km and a stratopause at about 300 km, still only 12% of the planetary radius. Non-hydrostatic motion within an atmosphere also violates the invariance, as is implicit in the “hypo-hydrostatic” rescaling of Garner et al. (2007). Finally, terms on the right-hand side of the thermodynamic equation might also violate the invariance, as we consider later.

2.1 Simulations with primitive equations and Newtonian relaxation

To demonstrate how the invariance manifests itself in practice, we perform simulations with a dry dynamical core obeying the primitive equations, using the Isca framework (Vallis et al., 2018). The forcing is that of Held and Suarez (1994), which is a Newtonian relaxation back to a specified temperature that is a function of pressure and latitude. We perform an integration with the standard value of gravity ($9.8 \text{ m s}^{-2}$) and one with double that value, keeping the total mass of the atmosphere constant in the two integrations (i.e. setting $\gamma = \alpha$). Figure 1 shows the temperature field in the two integrations and, as is evident, they are identical (in their early stages they are bit-wise identical, but numerical artifacts mean that their final state is not). The velocity and pressure fields (not shown) are also identical. If the fields were plotted in height co-ordinates, then the case with doubled gravity would appear as flatter (with $z \to z/2$), but this has no dynamical effect in the primitive equations. It is important to note that the same invariance of dry-dynamical core solution can be found if $\gamma \neq \alpha$, i.e. the atmospheric mass is changed when gravity is changed, as discussed in section 2.8 of Frierson (2005), and in agreement with our analysis of the primitive equations above.

The invariance discussed above does not necessarily hold if we add more realistic forcing to the thermodynamic equation, and in particular if the radiative forcing is sensitive to gravity, as suggested by the dimensional analysis of such scenarios in Frierson (2005) and Koll and Abbot (2015). Although the effects we describe below can be quite subtle, those due to changes in the moisture content, or any other radiatively active condensible, are more clear. We investigate some of these effects in the following sections.

3 CHANGE IN MOISTURE CONTENT

There are two distinct changes that a condensible may bring about as gravity changes, one due to its radiative properties if it is a greenhouse gas and the other due to the release of latent heat when it condenses. For specificity we deal with water vapour, and assume that the condensible is dilute (meaning the fraction of the condensible is small). Both of the effects arise because the fraction of condensible, relative to the rest of the atmosphere, will diminish if gravity increases, as we discuss below. The overall temperature of the planet’s surface will then diminish as gravity increases (since water vapour is a potent greenhouse gas), and the dynamical effects of condensation (for example, in setting the saturated adiabatic lapse rate) will also diminish.

**Figure 1** (a) The zonal-mean temperature as a function of pressure and latitude in a Held–Suarez run with normal Earth gravity. (b) The same but with twice Earth gravity.
3.1 Total water vapour content

The total water vapour content of a column of atmosphere, $W$, is given by

$$W = \int_0^\infty \frac{e}{R_v T} \, dz,$$  \hspace{1cm} (10)

where $e$ is the vapour pressure of the water vapour, $R_v$ is its specific gas constant and $T$ is the temperature. Suppose that we increase the gravity of a planet by a factor $\alpha$, without initially changing the temperature. The vapour pressure is a strong function of temperature, and at fixed relative humidity is only a function of temperature (since saturation vapour pressure is a function only of temperature in an ideal gas). If gravity increases by a factor $\alpha$, then the lowest-order effect is for temperature to fall with height by a factor $\alpha$ more rapidly than before, following the scaling of Section 2. That is, at any given height $z$ the value of $e$ will be lower than before, and the total water content of the atmosphere will fall roughly by a factor $\alpha$. Changes in relative humidity can quantitatively alter this conclusion, but unless relative humidity also changes by a factor $\alpha$, which is in most circumstances very unlikely, that change will be small.

To see the above argument another way, we transform Equation (10) into an integral over pressure and, using the hydrostatic and ideal gas relations, obtain

$$W = -\frac{1}{g} \int_0^{\infty} \frac{R_d}{R_v} \, d \log(p/p_{\text{surf}}).$$ \hspace{1cm} (11)

where $R_d$ is the specific gas constant for air, $p_{\text{surf}}$ is the surface pressure, and the limits of the integral are the same as $g$ and $p_{\text{surf}}$ change. Now, as noted above, $e$ is determined largely by temperature, and the value of temperature at any given value of $\log(p/p_{\text{surf}})$ is, to lowest order, unaltered (as in Figure 1). Thus, the integrand is unaltered by the transformation, but the factor of $1/g$ outside the integral indicates that the total water content will scale by a factor of $1/\alpha$. Of course, once the water content changes, the temperature changes because of radiative effects, which causes the water content to change again, so the effect is not a simple one. Nonetheless, the most basic effect that can be expected is that if gravity increases, water vapour content will fall. Since water vapour is a potent greenhouse gas, temperature will also fall.

It is important to note that this change in total water vapour mass is related to a change in $\alpha$ only, and not a change in $\gamma$. The implication of this is that changing the atmospheric mass without changing gravity will not lead to a change in water-vapour mass (under the assumptions made above that changes to temperature and relative humidity are small).

3.2 Specific humidity

In addition to changes in the total water vapour content, the specific humidity, $q$, will fall as surface pressure increases (regardless of how this happens) and this can have an important dynamical effect. The specific humidity is defined as the ratio of the mass of water vapour to the total mass of air and in terms of pressures it may be written

$$q = \frac{e}{p - e(1 - e)} \approx \frac{e}{p},$$ \hspace{1cm} (12)

where $e$ is the ratio of the molar mass of water vapour to that of dry air and the approximation giving $e/e/p$ holds for a dilute atmosphere. Since pressure scales with $\gamma$ but $e$ does not (it does not depend on $\gamma$ or $\alpha$ at lowest order) we expect that the specific humidity will fall as surface pressure increases, scaling roughly as $1/\gamma$. (Note that $vp = He_{\text{sat}}$ where $H$ is relative humidity and $e_{\text{sat}}$ is the saturation vapour pressure, a function only of temperature. As with the argument for total water vapour content, unless $H$ changes, $e$ will not change as $\gamma$ or $\alpha$ changes.)

The consequence of this is that the hydrology cycle will weaken as surface pressure falls, essentially because the condensation will have a smaller effect on a denser atmosphere. That is, if there is a change in specific humidity of $\Delta q$ then the temperature change is given by

$$c_p \Delta T = -L \Delta q,$$ \hspace{1cm} (13)

so that $\Delta T$ is smaller as $q$ falls.

Thus, in summary, an increase in gravity and/or surface pressure has two somewhat distinct effects on the condensible (with the opposite effect for a decrease in gravity and/or surface pressure). First, the total amount of condensible decreases, roughly in proportion to the increase in gravity, because of the reduced scale height of the temperature field. One effect of this is to reduce the greenhouse effect of the condensible and so make the atmosphere cooler. Second, the specific humidity falls in a dilute atmosphere, not primarily because of the cooling of the atmosphere, but because of the increase in total pressure of the atmosphere and the approximate constancy of the vapour pressure, $e$, as given by Equation (12). This effect will be further amplified by the cooling of the planet because of the reduced greenhouse effect, but does not depend upon it. The main consequences of this are that the hydrology cycle will weaken and, concomitantly, the magnitude of the saturated adiabatic lapse rate will increase as it approaches the dry adiabatic lapse rate.

In the sections that follow, we first explore and quantify the radiative effect, and then the dynamical effects of the weaker hydrology cycle; in both cases we use idealized radiative transfer schemes to isolate the effects. In Section 8 we use a more accurate radiative transfer scheme to see how the effects work together. In all of the following experiments, we choose to set $\gamma = \alpha$, meaning that when we change the gravity, we change the surface pressure by the same amount in order to keep the atmospheric mass the same between
experiments. From now on we therefore drop the use of $\gamma$ and consider changes in both pressure and gravity as being proportional to $\alpha$.

In what follows, we choose to vary $\alpha$ between 0.8 and 2, equivalent to varying $g$ between 7.85 and 19.62 m s$^{-2}$. We deliberately do not explore values of $\alpha$ beyond this range as we do not want to push our model far outside of an Earth-like regime. Pushing far beyond this range would invalidate our assumptions that, for example, the atmospheric composition stays the same across a range of $\alpha$ values. In reality, planets with very high gravity values would retain lighter elements like hydrogen and helium during their formation and evolution, meaning that changes in gas properties with gravity ought to be accounted for. Therefore, in order to retain the simplicity of our investigation, we limit our $\alpha$ range to stay close to 1.

4 | RADIATIVE EFFECTS

As noted above, water vapour is a greenhouse gas so that increasing gravity, and thereby reducing total water vapour content, will lead to a cooling of the atmosphere. We illustrate this effect by a set of integrations with a moist GCM, again using the Isca framework. In all of the following experiments, the gravitational acceleration is changed, and the model’s mean surface pressure is prescribed to change like $\alpha$, representing a constant atmospheric mass between experiments. We configure Isca to use a grey radiative transfer with an optical depth prescription that depends on the atmospheric specific humidity, $q$. We follow Byrne and O’Gorman (2013), except that we change the parameter $a = 0.1627$ so that the time-averaged surface temperatures are similar to that achieved with a complex radiative transfer code with a surface albedo of 0.3, as discussed in Vallis et al. (2018). In other respects the model is similar to that described in Frier- son et al. (2006), except that virtual temperature effects are included, with a slab-ocean surface and time-constant insolation that represents the annual mean of Earth’s incoming radiation. For simplicity we omit the seasonal cycle using instead a time-constant insolation profile which well approximates annual mean insolation on Earth.

The zonal-mean surface temperature profiles under different gravitational accelerations are shown in Figure 2a. Additionally, global-average values of $W$ are plotted against $1/\alpha$ in Figure 2b, and the response of the zonal-mean atmospheric temperature to doubling gravity is shown in Figure 2c. The latter is presented in so-called “sigma” coordinates, where $\sigma = p/p_{surf}$, allowing the difference between Earth gravity and twice-Earth gravity to be presented on one plot. In Figure 2b, the increase in $W$ with increasing $1/\alpha$ is consistent with expectations for the decrease in $W$ with increasing gravity. The slope is, however, different from a simple $1/\alpha$ dependence, owing to the increase in gravity and the concomitant decrease in temperature, both of which act to decrease $W$ for increasing $\alpha$. Alongside a decrease in $W$ with increasing $\alpha$, the associated decrease in long-wave optical depth and subsequent surface cooling is evident in Figure 2a.

5 | SPECIFIC HUMIDITY EFFECTS

In addition to the overall cooling, the structure of the cooling has a distinctive pattern, as can be seen in Figure 2c. Two effects are particularly noticeable: an enhanced cooling in both the tropical upper troposphere and near the surface at high latitudes (a “polar amplification”). In this section we determine the mechanisms determining this structure, with more details in sections following.

These effects are essentially the inverse of a global-warming response, illustrated for example in figure 6 of Vallis et al. (2015), and the mechanisms are similar (but inverted), and are due to the changes in specific humidity. To isolate the effect, we perform the same set of experiments as those described above using a radiative scheme with a fixed optical depth (and so one that does not depend on water-vapour amount), as in Frier- son et al. (2006). We thereby eliminate the overall global cooling effect.

The profiles of zonal-mean surface temperature in these runs are shown in Figure 3a. It is clear from comparison between this figure and Figure 2a that removing the water-vapour–optical-depth feedback has altered the response to changing gravity considerably. Without the long-wave optical depth feedback, the twice gravity profile is now warmer in the Tropics and colder at the Poles than its Earth-gravity equivalent, unlike the response seen with the feedback. The increase in total column water vapour, $W$, with increasing $1/\alpha$ shown in panel Figure 3b is also present, but scaling is closer to $1/\alpha$ than in Figure 2b, owing to the lack of global cooling in the newer experiments. The atmospheric temperature response is also different, as seen by comparing Figure 2c with Figure 3c; the enhanced low-level cooling over the Poles is not as conspicuous, and this is because this cooling relies in part on a direct radiative effect not present in the runs with fixed optical depth.

However, the enhanced upper-level cooling in the Tropics is still present, and this is due to changes in saturated adiabatic lapse rate. As $q$ diminishes, then the saturated adiabatic lapse rate increases in magnitude, so that in the Tropics upper levels cool preferentially, as can be seen in both Figure 2c and Figure 3c. Changes in the $q$ profiles in the latter experiments are shown in Figure 3d. We explore the lapse-rate effect further in Section 7.

Interestingly, it is found that the poleward moist-static-energy flux or ‘heat transport’ (not shown) changes very little between the experiments with varying
FIGURE 2  (a) The zonal-mean surface temperature against latitude in an aquaplanet run with optical depths like Byrne and O’Gorman (2013). (b) The time- and area-averaged value of total water-vapour content $W$ plotted against $1/\alpha$. (c) The zonal-mean atmospheric temperatures in a twice-Earth-gravity run minus the same in a normal-Earth-gravity run, plotted versus $\sigma$ coordinates.

Gravity. The moist-static energy flux is given by

$$[\nu \text{MSE}] = \frac{-1}{g} \int_0^p \int_0^{2\pi} v \left( C_p T + gz + L v q \right) d\lambda dp,$$

(14)

where $\text{MSE}$ is the moist static energy, $v$ is the meridional velocity, $\lambda$ is longitude and the square brackets denote a vertical mass-weighted integral. Despite the consistency in the overall transport, the balance of terms in this equation does change. Specifically increasing gravity decreases $q$, increases $v$ and also changes the temperature structure, thereby affecting all the terms. The lack of change in overall transport is consistent with results found in an idealized GCM by Frier-son et al. (2007) and references therein. However, unchanged overall transport when changing parameters is certainly not always the case (e.g. Schneider et al., 2010).

The changes in temperature structure, then, are not primarily caused by changes in overall heat transport. Rather, further investigation indicates that these changes have two main causes, namely changes in the fluxes from the surface to the atmosphere, and (as previously noted) changes in the tropical lapse rates. We now discuss each of these in turn.

6  |  SURFACE-FLUX EFFECTS

6.1  |  A vertical-flux-based argument

Consider now the effects of heat, momentum and moisture exchange between the surface and the lower atmosphere. The effects on the atmosphere can be written as the vertical gradient of upward eddy fluxes of the relevant quantity:

$$\frac{\partial T}{\partial t} = \ldots - \frac{\partial}{\partial z} \left( \overline{T' w'} \right),$$

(15a)

$$\frac{\partial u}{\partial t} = \ldots - \frac{\partial}{\partial z} \left( \overline{u' w'} \right),$$

(15b)

$$\frac{\partial q}{\partial t} = \ldots - \frac{\partial}{\partial z} \left( \overline{q' w'} \right),$$

(15c)

with the overbars representing a mean over some area, and the primes being a departure from that mean – these are
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FIGURE 3  (a) The zonal-mean surface temperature against latitude in an aquaplanet run with optical depths as in Frierson et al. (2006). (b) The time- and area-averaged value of $W$ plotted against $1/\alpha$. (c) The zonal-mean atmospheric temperatures in a twice-Earth-gravity run minus the same in a normal-Earth-gravity run, plotted versus $\sigma$ coordinates. (d) Vertical profiles of $q$ averaged between 10°S and 10°N

subgrid-scale quantities in a GCM. If we consider how each of these flux terms scale with a change in gravity, an obvious difference between them is that $T$ and $u$ do not scale simply with $\alpha$, but $q$ scales like $1/\alpha$, as discussed in Section 3.2. In addition, the fluxes themselves will vary with gravity, as we now show.

If we were to scale the various terms in Equation (15) using Equation (6), continuing to use $\gamma = \alpha$, then all factors of $\alpha$ cancel and it might appear that the surface fluxes are unaltered. However, this scaling is unwarranted because the fluxes are non-hydrostatic. We would expect $z$ to still scale like $1/\alpha$, as described in Section 2, but in the boundary layer the turbulence is essentially isotropic, meaning that $w'$ scales like $u'$, which does not scale with $\alpha$. This suggests that the tendencies of the vertical flux terms will scale like $\alpha$ for $u$ and $T$. The tendencies from the $q$ term do not scale with $\alpha$, but if we account for the factor of $1/\alpha$ on the left-hand side, then the effect of the vertical flux on the scaled $q$ also scales like $\alpha$.

The same conclusions can be drawn if we formulate the boundary-layer fluxes as diffusion terms of the form

$$
\frac{\partial T}{\partial t} = \ldots \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} \right), 
$$

and similarly for $u$ and $q$. We expect the eddy diffusivity, $\kappa$, to scale like an eddy velocity multiplied by a vertical length-scale, $l'w'$. Now, $w'$ does not scale with $\alpha$ (since $w' \sim u'$), whereas $l'$ scales like $1/\alpha$, and so $\kappa$ itself scales like $1/\alpha$. The right-hand side of Equation (16) then scales like $\alpha$, as before.

6.2 Surface flux implementation in Isca

The surface fluxes in Isca, as in most GCMs, are parametrized with bulk-aerodynamic laws, but these obey the same scalings as above as we will show. First consider the simplest case of a neutrally stable boundary layer over a smooth surface. Here, it is common to take $\kappa = K_{\theta}u_z$ (e.g. Kraus, 1972,
equation (5.15)) where $K_{ac} \approx 0.4$ is the von Kármán constant and $u_r$ is the turbulent velocity, which does not scale with $\alpha$. Thus, $\kappa \sim 1/\alpha$, and the effects of the boundary-layer flux convergence scales like $\alpha$.

The surface fluxes in the model are generalizations of this and are described by bulk-aerodynamic formulae with coefficients determined by Monin–Obukhov scaling, namely

$$S = \rho_{atm}C_pC(z, z_{sens})|V_a| (\theta_{surf} - \theta_{atm}), \quad (17a)$$

$$Q = \rho_{atm}C(z, z_{moist})|V_a| (q_{surf} - q_{atm}), \quad (17b)$$

$$\tau = \rho_{atm}C(z, z_{stress})|V_a|V_a, \quad (17c)$$

where $S$ is the sensible heat flux out of the surface, $Q$ is the latent heat flux out of the surface, and $\tau$ is the stress exerted by the surface on the atmosphere. In these formulae $\rho_{atm}$ is the atmospheric density at the lowest model level, $V_a$ is the horizontal wind velocity on the lowest model level, $C_p$ is the heat capacity of dry air, $\theta_{surf}$ and $\theta_{atm}$ are the surface and lowest-model-level potential temperatures, respectively, $q_{surf}$ and $q_{atm}$ are the surface and lowest-model-level specific humidities, respectively, where $q_{surf}$ is the saturated specific humidity at the temperature of the surface. $C(z, z_{rough})$ is a function of the stability of the boundary layer as calculated by Monin–Obukhov similarity theory, where $z$ is the height on the lowest model level and $z_{rough}$ is the roughness length appropriate for each quantity. (In the simulations we take $z_{sens} = z_{moist} = z_{stress} = z_{rough} = 3.21 \times 10^{-3}$m, and scale these values like $1/\alpha$ with changing gravity).

The acceleration provided by $\tau$ in the momentum equations is $\rho^{-1}\partial \tau / \partial z$. Because $\tau$ scales like $\alpha$ in Equation (17c), and the factors associated with $\rho^{-1}\partial / \partial z$ cancel out, the momentum tendency scales like $\alpha$. This is equivalent to having an eddy diffusivity $\kappa$ that scales like $\sim 1/\alpha$, as before, and this holds for velocity, temperature and specific humidity.

The difference between surface latent heat fluxes and temperature fluxes lies solely in the different ways that $T$ and $q$ scale under a change in gravity, not in their effective eddy diffusivities. Specifically, the latent heat flux given by (17b) remains invariant under a change in gravity, whereas the sensible heat flux scales like $\alpha$, because $\rho$ scales like $\alpha$. These changes in surface fluxes affect the surface (mixed-layer) temperature which obeys an equation of the form

$$C_{surf} \frac{\partial T_{surf}}{\partial t} = SW - LW - S - Q, \quad (18)$$

where $C_{surf}$ is the mixed-layer’s heat capacity, $T_{surf}$ is the surface temperature, $SW$ is the net short-wave flux into the surface, $LW$ is the net long-wave cooling of the surface. The gravitational acceleration is not explicitly present on the left-hand side, which will go to 0 in a steady-state regardless, or in $SW$ or $LW$, and changes in $g$ will have no effect at lowest order on these terms. As discussed above, $Q$ has no dependence on $\alpha$, but $S$ increases like $\alpha$. Thus, under an increase in gravity we expect latent heat fluxes to play a relatively smaller role in the heat balance of the surface layer.

To see these various effects, Figure 4 shows the time-averaged terms on the RHS of Equation (18) in a case with normal-Earth gravity in (a) and twice-Earth gravity in (b).

The short-wave heating of the surface is the same in both cases, as our radiation scheme has a fixed solar absorption, but there are notable changes in the other flux components. The sensible heat fluxes, $S$, increase everywhere because of the changes in the atmospheric density, as is predicted by the simple scaling. In the polar regions, where the latent cooling of the surface is small, the increase in $S$ necessitates a decrease in the long-wave cooling of the surface in order to maintain a balance (in the surface heat budget) with the short-wave heating. This decrease in long-wave cooling is achieved by a decrease in both the atmospheric and surface temperatures. This is consistent with the polar cooling seen in Figure 3.

In the Tropics, the latent heat fluxes decrease slightly with increased gravity. The scaling result is that they stay constant, and the decrease arises because $|V_a|$ decreases with increased gravity. This is because of the increased surface stress $\tau$ due to the increased atmospheric density, which leads to weaker near-surface winds. The decrease in tropical latent heat fluxes is partly offset by the increase in tropical sensible heat fluxes, but the sum of the two decreases when gravity is doubled, necessitating an increase in long-wave cooling, which is provided by way of surface and the lower tropical atmosphere warming. It is clear that the changes in the surface energy budget are consistent with the temperature changes seen in Figure 3.

Note that in the experiments described above, the contribution of $C(z, z_{rough})$ does not change significantly with gravity. This is partly due to our scaling of $z_{rough}$ like $1/\alpha$, but is also a reflection that the stability of the boundary layer does not change significantly with gravity.

6.3 A scaling experiment

In order to isolate the influence of the changes in surface fluxes with changed gravity, we conduct an experiment where $\rho_{atm}$ in the $S$ and $\tau$ formulae is divided by $\alpha$, so that $S$ and $\tau$ no longer scale proportionally with gravity. We leave the $\rho_{atm}$ in $Q$ as it is, so that none of the three fluxes then scale with gravity. The results of this experiment are shown in Figure 5.

Comparing the scaled-flux results in Figure 5 with the unscaled-flux results in Figure 3, it is clear that the polar cooling apparent in the unscaled experiment is no longer present in the scaled experiment. Analysis of the surface energy budget in this case, shown for the twice-Earth-gravity case in
Figure 4c, is consistent with the polar cooling in the unscaled case being caused by a change in the sensible heat fluxes. The tropical latent heat fluxes do change by a small amount in the scaled experiments, but by a smaller amount than in the unscaled experiments. This is consistent with part of this change being due to the changed surface winds in the unscaled
experiment. It is also clear, particularly from a comparison of Figure 3c with Figure 5b that the changes in tropical temperatures are not caused by the scaling of surface fluxes with gravity.

7 | LAPSE-RATE CHANGES

To investigate the changes in tropical temperatures associated with changing the gravitational constant, we turn to analysing changes in the tropical lapse rates. On Earth, the tropical lapse rate remains close to the moist-adiabatic lapse rate, which is calculated based on the condensation of ascending saturated parcels. In climate change projections, it is well-known that a significant component of the tropical temperature changes are caused by changes in the tropical lapse rate and the tropopause height (e.g. Vallis et al., 2015). Warming (associated with increased greenhouse gases), leads to a higher moisture content and a decreased magnitude of the moist-adiabatic lapse rate, and so more warming in the upper tropospheric regions than at the surface. In addition, because the atmosphere remains in radiative balance with the incoming short-wave radiation, the temperature of the tropopause (which in a grey atmosphere is directly related to the emission temperature) stays constant. A corollary of this is that the tropopause height increases with global warming. Although the argument is only exact for grey radiation, similar effects are seen in GCMs with full radiation schemes.

The same process, but in reverse, is operating in our experiments with increased gravity that include water vapour–optical depth feedback, as seen in Figure 2. Here, increased gravity decreases surface moisture, and so decreases long-wave optical depth, leading to a colder surface. The decreased surface moisture increases the magnitude of the moist-adiabatic lapse rate and the upper troposphere cools more than the surface. The tropopause height decreases under increased gravity, to maintain a constant outgoing long-wave radiation.

The experiments with no water vapour–optical depth feedback do not get a surface cooling under increased gravity (Figures 3 and 5). However, the specific humidity does decrease considerably (Figure 3d). Consequently the magnitude of the moist adiabatic lapse rate increases, leading to a cooler upper troposphere and a lower tropopause.

To quantify these notions we construct simplified tropical temperature profiles using the following assumptions.

- The stratosphere is optically thin and in radiative balance such that it has a constant temperature equal to the emission temperature.
- Radiative transfer is grey in the infrared, with a surface optical depth of \( \tau_s \).
- The lapse rate, \( \Gamma_r \), is a constant in height.

The tropopause height can then be calculated according to the following equation, from Vallis et al. (2015).

\[
H_{trop} = \frac{1}{16\Gamma_r} \left( CT_{\text{trop}} + \sqrt{C^2T_{\text{trop}}^2 + 32\Gamma_r H_s T_{\text{trop}}} \right).
\]  

Here \( H_{trop} \) is the height of the tropopause, \( \Gamma_r \) is a representative lapse rate, \( C = 2 \log 2 \approx 1.38 \), \( H_s \) is the scale height of the atmospheric absorber, and \( T_{\text{trop}} \) is the tropopause temperature, which can be approximated via the incoming solar radiation assuming that the stratosphere is optically thin. The tropospheric temperature profile, \( T(z) \), can then be calculated using

\[
T(z) = T_{\text{trop}} - \Gamma_r(q_s)(H_{trop} - z),
\]  

where \( z \) is the height above the surface and \( q_s \) is a representative specific humidity.

A slight extension to this formalism is useful, in which we continue to use Equation (19) for \( H_{trop} \), but the vertical profile for temperature is constructed with a vertically varying lapse rate, \( \Gamma_s \), which can be taken to be the saturated adiabatic lapse rate. The temperature profile is then given by

\[
T(z) = T_{\text{trop}} - \Gamma_s(q_s(z), T(z))(H_{trop} - z),
\]  

where \( q_s(z) \) is the saturation specific humidity at height \( z \).

In our calculations of \( H_{trop} \) we take \( \Gamma_r = \Gamma_s \) calculated using \( T = 255 \) K and \( q_s \) calculated at a representative pressure of \( \sigma = 0.3 \), making \( \Gamma_r \) close to 6a K/km, which is a representative value for Earth. Using Equations (21) and (19), we construct representative temperature profiles for the range of \( \alpha \) values used in our experiments, which are shown in Figure 6a. These artificial profiles show that, under an increase in gravity, \( \Gamma_s \) increases, the tropopause height drops, and surface temperatures rise, with temperatures in the upper troposphere falling.

In Figure 6b we show time- and latitude-averaged vertical temperature profiles from our grey-radiation experiments with scaled surface fluxes, as shown in Figure 5. These are qualitatively similar to those in Figure 6a, verifying that effects included in our artificial profiles, i.e. changes in the tropical lapse rate and tropopause height, are sufficient to explain the temperature changes seen in Figures 3 and 5.

In contrast to the above, let us also consider artificial profiles in regions far from saturation, where \( \Gamma \approx \Gamma_d = g/c_p \), so that \( T(z) = T_{\text{trop}} - \Gamma_d(H_{trop} - z) \). This dry adiabatic lapse rate increases like \( \alpha \), so at a given value of \( z/\alpha \) the atmospheric temperatures would be the same independent of changes in gravity. (This result is actually demanded by the fact that the dry equations are invariant with respect to changes in \( \alpha \), with \( z \rightarrow z/\alpha \).) Therefore the lapse-rate effects seen in Figure 6 should not be present in regions that are far from saturation, hence why the lapse-rate changes are only apparent in the Tropics in Figures 3 and 5.
FIGURE 6 (a) shows representative temperature profiles constructed using Equation (21) and related assumptions for the multiples of Earth gravity used in other experiments. The horizontal dashed lines are the tropopause heights for the various gravity values, and the solid lines are the temperature profiles. The \( z \) axis has been scaled by \( \alpha \) so that the profiles can be compared on the same height scale. (b) shows temperature profiles from the surface-flux-scaled experiments, thereby isolating the lapse-rate effects. These profiles have been averaged between 10\(^\circ\)S and 10\(^\circ\)N, and have their tropopause heights calculated from the 2 K/km threshold definition.

8 | RESPONSES WITH REALISTIC RADIATIVE TRANSFER

In the above sections we isolated various effects using idealized models. We now use a more realistic model to explore their combined effect, and in particular we use the SOCRATES radiative transfer code (Edwards and Slingo, 1996; Manners et al., 2017). SOCRATES is a highly flexible radiative transfer code that has been used extensively in operational UK Met Office models and in the study of exoplanetary atmospheres (e.g. Amundsen et al., 2016). Here we use SOCRATES with 12 long-wave bands and 21 short-wave bands, and run it without ozone absorption in the stratosphere for ease of comparison across different gravity values. We also run without a seasonal cycle, instead forcing the model with the incoming short-wave profile used in the grey-radiation experiments.

The zonal-mean surface temperatures in these experiments are shown in Figure 7a. The Earth-like climate is colder with SOCRATES than it was with the grey radiation schemes of Frierson et al. (2006) shown in Figures 3 and 5, and is somewhat similar to the temperatures in Figure 2. This is also reflected in the total water-vapour amounts shown in Figure 7b, which are lower with SOCRATES than they were with the grey radiation schemes. The difference in temperature in the Earth-like cases is likely because of the increased absorption of short-wave radiation in SOCRATES compared with the grey schemes, and the inclusion of the well-known spectral window for long-wave cooling in SOCRATES.

Despite the mean-state differences, a number of familiar features are apparent in the atmospheric temperature response to a doubling of gravity shown in Figure 7c. The cooling of the surface outside the Tropics is consistent with a decrease in long-wave optical depth due to decreased column moisture. In the tropical regions we see warming at the surface and in the lower troposphere with cooling aloft, consistent with an increase in the saturated adiabatic lapse rate changes, but with an additional cooling due to the long-wave optical depth decrease. In contrast with Figure 2, the decrease in long-wave optical depth is not enough to offset the surface heating from the lapse rate changes, meaning that a realistic combination of these effects is not quite the same as an inverse of a climate-change response.

The Equator-to-Pole heat transport decreases in these experiments (not shown), consistent with this increase in Equator-to-Pole temperature gradient. This result was not found in the grey radiation runs. The lack of transport change with grey radiation may well be a special case for the grey radiation prescription and parameters that are used, consistent with the contrasting transport changes found with grey radiation in Frierson et al. (2007) and Schneider et al. (2010).

The latent and sensible heat fluxes changes with SOCRATES are broadly similar to those shown in Figure 4, with a diminished role for latent heat fluxes under increased gravity. One notable difference is that the sensible heat fluxes are (with SOCRATES) negative in the polar regions, because the atmosphere is warmer than the surface. As a result, the increase in the magnitude of the sensible heat fluxes, due to the \( \alpha \) scaling described above, necessitates an increase in surface long-wave cooling in the polar regions (whereas previously it gave rise to a decrease).

Finally, we note that an increase in gravity gives rise to an increase in pressure broadening of the spectral lines in the radiative transfer, an effect only included in our runs with SOCRATES. This broadening is related to the absolute atmospheric pressure i.e. \( p \) not \( \frac{p}{p_{surf}} \), so that a higher gravity gives rise to higher pressure and more broadening. This
turns out to be a small effect compared with the reduction of water vapour condensible, and we do not describe the results. However, it may play a more important role in a dry atmosphere.

9 | CONCLUSIONS

In this paper we have investigated the response of terrestrial atmospheres to a change in the gravitational acceleration at the planet’s surface. The full Navier–Stokes momentum equations in spherical geometry do have a dependence on gravity, but these dependence is usually small in a terrestrial atmosphere, consistent with the (normally very good) approximations used to derive the primitive equations. The adiabatic primitive equations remain invariant under a transformation where gravity is changed by a factor $\alpha$ if the vertical co-ordinate $z$ is scaled by a factor $1/\alpha$. In addition, both the primitive and full momentum equations are invariant under a transformation where pressure and density are both scaled by a factor $\gamma$, as would happen for an ideal gas with a change in atmospheric mass. Any changes found due to changes in gravity must then (in a primitive equation atmosphere) arise from thermodynamical and radiative aspects of the planet’s atmosphere, and their interaction with the dynamics, rather than the dynamics alone.

The effects of a change in gravity on an Earth-like atmosphere with a constant atmospheric mass arise from two main phenomena:

1. A change in the total column water vapour under gravity, arising from a change in the atmospheric scale height combined with the scaling invariance of the temperature field. Thus, in a higher-gravity planet, the atmosphere has a smaller vertical extent and less total water vapour. Since water vapour is a potent greenhouse gas, this effect leads to an overall cooling of the atmosphere.

2. A change in the specific humidity, at least in a dilute atmosphere in which the condensible is a small fraction of the total atmosphere. In such an atmosphere $q \approx ee/p$, and since $p$ scales with gravity while $e$ does not, an increase
of gravity leads to a general reduction in specific humidity. Thus, an increase in gravity leads to a reduction in the effects of condensation, with the following main effects:

(a) Changes in specific humidity lead to changes in the saturated adiabatic lapse rate, which is the dominant factor determining lapse rate in the Tropics. An increase in gravity leads to warming near the surface and cooling aloft. This effect is very robust across all experiments and parameters.

(b) Changes in surface sensible heat flux, surface stress, and latent heat fluxes from the surface, with the first two scaling like $\alpha$ but the third not. A reduction in $q$ at higher gravity thus leads to a reduction in the relative importance of the latent heat flux compared to sensible heat flux. The effects of this are rather complicated, and lead to different amounts of long-wave cooling and polar cooling under higher gravity, differing quantitatively across experiments with different radiation schemes.

(c) Changes in the relative components of the meridional energy flux. A reduction in $q$ at higher gravity leads to a smaller meridional latent heat flux, but in many experiments this is compensated by an increase in the sensible heat flux. We do not ascribe a universality to this result.

In addition, changes in the pressure broadening of spectral lines due to changes in atmospheric pressure have a small effect. In our experiments this effect is much smaller than the change in greenhouse effect due to changes in the amount of condensible, but in a dry atmosphere the effect would be apparent.

The balance between the above effects will determine the overall response, and that balance is determined by the properties of the atmosphere and condensible. In this paper we have focussed on an Earth-like planet, but a condensible with a smaller latent heat content than water, but a larger effect on the long-wave optical depth, would make the radiative effects more important than the condensation effects.

In our experiments we have assumed that the atmospheric mass stays constant when changing gravity, meaning that the surface pressure scales with $\alpha$. If we were to split the above effects found when changing gravity into those that are due to changes in gravity alone, and those due to changes in surface pressure alone, then we may ascribe the results as follows. The change in the total column water vapour is due to a change in gravity alone, for it does not depend on the atmospheric mass. The change in the specific humidity is caused by a change in surface pressure alone, and could be accomplished by a change in gravity or a change in atmospheric mass. The subsequent effects on the atmosphere can therefore also be partly categorized in this way, with changes in the saturated lapse rates, and changes in the Equator-to-Pole energy transports being due to changes in surface pressure, and the change in long-wave optical depth being caused by a change in gravity. The changes in surface fluxes are slightly more ambiguous, as the scaling with $\alpha$ of the vertical flux formulation in Equation (15) is caused by changes in gravity, but the latent-heat flux is dependent on both gravity and surface pressure. The model’s surface energy balance, as determined by the bulk-aerodynamic formulae in Equation (17), is similarly dependent on both factors, and further investigation of this is left to future work. In thinking about such a division of effects, it is important to note that changing the surface pressure by changing the atmospheric mass, rather than by changing the gravity, comes with the additional effect of changing the atmospheric heat capacity. This leads more significant changes in the Equator-to-Pole temperature gradient than are found in the present work, and thus more significant changes in the atmospheric circulation, as discussed by Chemke and Kaspi (2017).

In a non-dilute atmosphere – that is, one in which the condensible is not a minor constituent – the effects we describe above would be different again since the approximation leading to Equation (12) is no longer valid and the relative amount of the condensible would not necessarily change with gravity. However, assuming that the amount of condensible is determined primarily by the planetary temperature, a reduction in scale height of the atmosphere with increased gravity would still lead to a smaller total amount of condensible, and (if the condensible is a greenhouse gas) to a cooler planet (and then still less condensible). Evidently, the properties of any condensible species are key in setting the atmospheric temperature structure, its circulation, and ultimately its habitability, for any given planet or exoplanet.
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