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Abstract
Unequal error protection (UEP) codes provide a selective level of protection for different blocks of the information message. The effectiveness of two sub-optimum soft-decision decoding algorithms, namely generalized Chase-2 and weighted erasure decoding, is evaluated in this study for each protection class of UEP block codes. The performances of both algorithms are compared to that of the maximum likelihood algorithm in order to evaluate the performance loss of each protection class provided by less complex algorithms as well as their complexities are evaluated according to the number of arithmetic operations performed at each decoding step. Finally, numerical results and examples are provided which indicate that a trade-off between performance and complexity for each protection class is obtained. The results of this study can be used to select appropriate UEP coding and decoding schemes in applications that demand low energy consumption.
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1 Introduction
One of the main challenges in the design of battery-supplied wireless devices is the minimization of their energy consumption [1-4]. It is known that forward error correction (FEC) decoders are responsible for a large part of energy consumption of such devices [5,6]. Since maximum likelihood (ML) decoding is often infeasible due to its complexity of exponential order, it is of interest to investigate sub-optimum decoding techniques in search of less complex alternatives.

Concerning block codes, a class of sub-optimum algorithms that deserves attention is composed of reliability-based soft-decision decoding techniques [7]. In this category, Chase-2 and weighted erasure decoding (WED) algorithms are recognized by their ease of implementation and reduced complexity when compared to the ML algorithm. The performance of the Chase-2 decoding algorithms applied to Bose–Chaudhuri–Hocquenghem codes is analyzed in [8].

In a number of wireless protocols, the importance of different bits in the information sequence often varies and certain blocks of this sequence need higher protection level than other blocks. This property is called unequal error protection (UEP) and can be obtained either by hierarchical modulation techniques [9,10] or by FEC schemes [11,12]. Such UEP methods have been applied to wireless and mobile computing applications [13-15], apart from several video and image coding standards as set partitioning hierarchical trees [16], ITU-T H.264 [17], and its extensions [18], and joint photographic expert group 2000 (JPEG 2000) [19]. Concerning UEP coding, the analysis of suboptimal decoding algorithms applied to UEP block codes has not been considered in the literature.

In this study, the effectiveness of sub-optimum soft-decision decoding algorithms (generalized Chase-2 algorithm [20] and WED algorithm [21]) for each protection class of UEP block codes is evaluated using binary transmission over an additive white Gaussian noise (AWGN) channel. Performances of both algorithms are compared...
to that of the ML algorithm in order to evaluate the performance loss of each protection class provided by less complex algorithms. We also analyze the arithmetic decoding complexity of each algorithm to decode a received sequence. In addition, an analysis of the trade-off between performance and complexity of the algorithms for each protection class is done. Based on this analysis, we discuss the choice of the parameters of the decoder with the best complexity-performance trade-off, such as the number of test patterns, the error-correcting capability of the binary decoder, and the number of quantization levels.

The remainder of this article is structured as follows: In Section 2, concepts related to UEP coding are described. The soft-decision decoding algorithms are defined in Section 3, while the analysis of their decoding complexity in terms of mathematical operations is presented in Section 4. Section 5 presents simulation results. A trade-off between performance and complexity for both decoding algorithms is established in this section. Finally, conclusions are drawn in Section 6.

2 UEP block codes

Consider a binary linear code \( C_j(n,k,d) \) in which \( n \) is the codeword length, \( k \) is the dimension of the code, and \( d \) is the minimum Hamming distance of \( C_j \). The generator matrix of \( C_j \) is denoted by \( G_j \). Assume that \( w(uG_j) \) is the Hamming weight of the codeword \( x = uG_j \) related to the information vector \( u \). The separation vector of \( C_j \), \( s_j = [s^j_0, s^j_1, \ldots, s^j_{k-1}] \), measures the UEP provided by the code \( C_j \) for ML decoding [22]. The \( i \)th position of \( s_j \) is given by [22]

\[
s^j_i = \min\{w(uG_j) : u \in GF(2)^k, u_i \neq 0\}, \quad 0 \leq i \leq k-1, \tag{1}\]

where \( GF(2) \) is the binary Galois field. The smallest element of \( s_j \) is the minimum Hamming distance of \( C_j \). A code \( C_j \) is said to have equal error protection capability if all elements of \( s_j \) are equal, otherwise \( C_j \) has the UEP property. The error-correcting capability of the code \( C_j \) is denoted by \( t^j \).

To illustrate these concepts, consider the linear block codes \( C_1(16,5,5) \) and \( C_2(25,8,5) \) with generator matrices \( G_1 \) and \( G_2 \) (calculated using the method proposed in [23]) given by

\[
G_1 = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0
\end{bmatrix}, \tag{2}
\]

\[
G_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

Their separation vectors are \( s_1 = [8,8,5,5,5] \) and \( s_2 = [12,12,5,5,5,5,5,5] \), respectively. Thus, we can say that both codes are UEP codes with two distinct protection classes, denoted by \( c_{p1} \) (higher protection class) and \( c_{p2} \) (lower protection class).

3 Soft-decision decoding algorithms

Two decoding algorithms that deal with the least reliable positions of the received sequence, namely the generalized Chase-2 (GC-2) [20] and the WED [21] algorithms, are described in this section.

3.1 Generalized Chase-2 decoding algorithm

The GC-2 algorithm uses the sequence of real values observed at the output of the matched filter, \( r = [r_0,r_1,\ldots,r_{n-1}] \), and the binary sequence \( y \) obtained by a hard quantization of \( r \). For the AWGN channel, the real values of the sequence \( r \) correspond to the reliabilities \( a_i \) such that \( a_i = |r_i| \). Thus, the higher the value of \( a_i \), the lower the probability that the corresponding symbol had been strongly affected by the noise.

Let \( p \) be the number of least reliable positions of the sequence \( r \), i.e., the positions that have the least values of \( a_i \). The value of \( p \) determines the set of test patterns \( S_b = \{b_i\}, i = 0, \ldots, 2^p-1 \), with cardinality \( |S_b| = 2^p \). At first, the GC-2 algorithm applies a binary decoder (with error-correcting capability \( t \)) to find an error pattern \( z \) associated to the sequence \( y' = y \oplus b_i \), in which \( \oplus \) represents sum modulo-2. If an error pattern \( z \) is obtained by the binary decoder, it is added to the test pattern \( b_i \), resulting the pattern \( z' = z \oplus b_i \). After that, the analog weight \( W_a \) of the pattern \( z' \) is figured out according to

\[
W_a(z') = \sum_{k=0}^{n-1} a_k z'^k. \tag{4}\]

If \( z ' \) is not found by binary decoding, the next test pattern \( b_i \) is selected. The objective of the GC-2 algorithm is to find the pattern \( z'^* \) with minimum analog weight \( W_a \) to estimate the transmitted codeword \( x \), as \( \hat{x} = y \oplus z'^* \). When a pattern \( z' \) is not selected (for all test patterns), then \( \hat{x} = y \).

A detailed description of the GC-2 algorithm is found in [20,24] and a summary of its steps is presented in Table 1.

For a better understanding of the GC-2 algorithm, we consider the following example.
### Table 1 Description of the steps of the GC-2 algorithm

| Step | Description |
|------|-------------|
| 1    | Get the sequence \( y \) from the sequence \( r \). Do \( i = 0 \). Select a test pattern \( b \). |
| 2    | Obtain the sequence \( y = y \oplus b \). |
| 3    | Compute the syndrome associated with the sequence \( y \) (binary decoding) and search the corresponding error pattern \( z \). |
| 4    | If \( z \) is found, then get the pattern \( z' = z \oplus b \), compute its analog weight \( W_a \), store the pattern \( z' \) that has the minimum analog weight, and go to the Step 5. Otherwise, go to Step 5. |
| 5    | If there is still test patterns to generate, do \( i = i + 1 \), select \( b \), and go to Step 2. Otherwise, go to Step 6. |
| 6    | If a pattern \( z' \) was stored, obtain the estimate \( \hat{x} = y \oplus z' \). Otherwise, \( \hat{x} = y \). |

### Example 1
Consider the Hamming code \( C(7,4,3) \) whose error-correcting capability is equal to one. Assume that the codeword \( x = [1,0,0,1,0,1,1] \) is BPSK modulated and is transmitted over the AWGN channel. Suppose that the received sequence is \( r = [1.5,0.05, -0.8, 2.2, 0.1, 1.2, 0.3] \).

According to the first step of the GC-2 algorithm, the sequence \( y = [1, 1, 0, 1, 1, 1, 1] \) is obtained by hard quantization of \( r \). Let us assume that \( p = 2 \), so the two least reliable positions are the second and the fifth ones. Thus, considering all the combinations of 0’s and 1’s in these two least reliable positions, we have four test patterns \( b \) according to the set

\[
S_b = \{b_0, b_1, b_2, b_3\} = \{0000000, 0100000, 0000100, 0100100\}.
\]

To obtain the sequence \( y^0 \), the test pattern \( b_0 \) is selected, resulting in \( y^0 = y \oplus b_0 = [1, 1, 0, 1, 1, 1, 1] \). After computing the syndrome associated to this \( y^0 \), we get the error pattern \( z = [0, 0, 1, 0, 0, 0, 0] \). Since the error pattern \( z \) exists, the sequence \( z^0 = z \oplus b_0 = [0, 0, 1, 0, 0, 0, 0, 0] \) is achieved and its analog weight \( W_a(z^0) = 0.8 \), according to (4). Repeating this procedure with the other test patterns from \( S_b \), the algorithm stores \( z^0 = z^2 = [0, 1, 0, 1, 0, 0, 0, 0] \) as the sequence with the minimum analog weight \( W_a(z^2) = 0.15 \). Finally, the estimate \( \hat{x} = y \oplus z^2 = [1, 0, 0, 1, 0, 1, 1, 1] \) is obtained, characterizing the correct codeword.

### 3.2 WED Algorithm
The WED algorithm is based on the quantization of the sequence \( r \) in \( Q = 2^m \) regions that are uniformly spaced by the quantization step \( \delta \). Figure 1 illustrates the quantization regions (denoted by \( R_{D_j} \), \( 0 \leq j \leq Q - 1 \)) for \( Q = 8 \) (\( m = 3 \)). The optimal value of \( \delta \), denoted by \( \delta_{opt} \), that minimizes the bit error probability, can be obtained algebraically [25] or through computer simulations.

Given \( r \) and \( Q \), two sequences \( (v \) and \( q) \) are obtained. First, consider the sequence \( v = [v_0, v_1, \ldots, v_{m-1}] \), where each component \( v_i \) is given by

\[
v_i = \frac{2^m - i - 1}{Q - 1}, \quad 0 \leq i \leq m - 1.
\]

The \( Q \)-ary sequence \( q = [q_0, q_1, \ldots, q_i, \ldots, q_{m-1}] \), \( q_i \in [0, Q - 1] \) is defined such that \( q_i = j \), if \( r_i \in R_{D_j} \). Then, a matrix \( A \) of dimensions \( m \times n \) is determined such that the \( i \)th column of \( A \) is the binary representation of \( q_i \).

Next, a matrix \( A' \) having the same dimensions of \( A \) is obtained from the binary decoding of the rows of \( A \). The syndrome of each row of \( A \) is computed in order to find its associated error pattern. If an error pattern is found, it is added to the row of \( A \) to generate the row of \( A' \). Otherwise, the row of \( A' \) is equal to the row of \( A \).

We also define the vector \( f = [f_0, f_1, \ldots, f_{m-1}] \), where each component \( f_i \) is the number of positions of the \( \ell \)th row of \( A' \) that differs from the \( \ell \)th row of \( A \). Using \( f \), the reliability \( R_{\ell} \) of the \( \ell \)th row of \( A' \) is computed as [21]

\[
R_{\ell} = \max \{0, d - 2f_{\ell}\}.
\]

In the WED algorithm proposed in [21], the error-correcting capability of the binary decoder is \( t = t^* = [(d - 1)/2] \). To allow the use of an arbitrary value of \( t \), we propose a new reliability \( R'_{\ell} \) given by

\[
R'_{\ell} = \max \{0, 2t + 1 - 2f_{\ell}\}.
\]

It is assumed that \( R'_{\ell} = 0 \) if the binary decoder cannot find the error pattern associated with the syndrome of the \( \ell \)th row of \( A \). This consideration is intended to reduce the reliability of sequences in which the high number of errors has made impossible the binary decoding. Also, the candidate sequences with fewer errors are favored.
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Figure 1 Distribution of the quantization regions for \( Q = 8 \).
or as 1 if

\[ \sum_{\ell \in S_0^q} R'_\ell v_\ell < \sum_{\ell \in S_1^q} R'_\ell v_\ell. \]

If \( \sum_{\ell \in S_0^q} R'_\ell v_\ell = \sum_{\ell \in S_1^q} R'_\ell v_\ell \), the \( i \)th bit is obtained by hard-decision decoding of the component \( r_i \).

A detailed description of the WED algorithm is found in [21], and a summary of its steps is presented in Table 2. For a better understanding of this algorithm, we consider in the following example the same code, transmitted codeword, and received sequence of Example 1.

**Example 2.** Assume the mapping of \( r \) into four quantization regions \((Q = 4)\) with \( \delta = 0.2 \). According to the first step of the WED algorithm, the sequences \( q = [3, 2, 0, 3, 2, 3, 3] \) and \( \nu = [0.666, 0.333] \) are obtained. Given \( q \), the matrix \( A \) is obtained as

\[
A = \begin{bmatrix}
1 & 1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}.
\]

(8)

Next, applying a binary decoding (with \( t = 1 \)) to each row of \( A \), we obtain the matrix \( A' \) as

\[
A' = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}.
\]

(9)

From \( A \) and \( A' \), we obtain \( f = [f_0, f_1] = [1, 0] \). Assuming \( t = 1 \), the reliabilities of the rows of the \( A' \) are \( R'_0 = 1 \) and \( R'_1 = 3 \). For the first column of \( A' \), we have \( S_0^q = \{0\} \) and \( S_1^q = \{0, 1\} \), resulting in \( \hat{x}_0 = 0 \). For the second column of \( A' \), \( S_0^q = \{1\} \) and \( S_1^q = \{0\} \). Since \( R'_1 v_1 > R'_0 v_0 \) \((1 \times 0.666 > 0 \times 1)\), we have \( \hat{x}_1 = 0 \). Continuing with the decoding, the estimate \( \hat{x} = [1, 0, 0, 1, 0, 1, 1] \) is obtained. This is the correct codeword as it was obtained in the GC-2 algorithm.

### Table 2 Description of the steps of the WED algorithm

| Step | Description |
|------|-------------|
| 1    | Quantize the sequence \( r \) in \( Q \) levels, obtaining the sequences \( v \) and \( q \) |
| 2    | Construct the matrix \( A \) according to the binary representation of the sequence \( q \) |
| 3    | Decode the \( m \) rows of the matrix \( A \) by binary decoding obtaining the matrix \( A' \) |
| 4    | Get the vector \( f \) and compute \( R'_2 \) |
| 5    | Get the sets \( S_0^q \) and \( S_1^q \). Make comparisons \( \sum_{\ell \in S_0^q} R'_\ell v_\ell \geq \sum_{\ell \in S_1^q} R'_\ell v_\ell \), obtaining \( \hat{x} \) |

### Table 3 Number of mathematical operations performed in the GC-2 algorithm for each decoded sequence

| Step | \( N_s \) | \( N_g \) | \( N_m \) | \( N_c \) |
|------|----------|----------|----------|----------|
| 2    | -        | \( n2^p \) | -        | -        |
| 3    | -        | \( 2^p(n-\delta)(n-1) \) | \( 2^p(n-k)n \) | -        |
| 4    | \( f_3 2^p(n-1) \) | \( f_2 2^pr \) | \( f_1 2^pr \) | \( f_3 2^p \) |
The performance of three decoding algorithms (ML, GC-2, and WED) is evaluated using computer simulations for the two UEP codes defined in Section 2 using binary transmission over the AWGN channel. Various configurations of the GC-2 and WED algorithms are considered by changing their parameters \((t \text{ and } p \text{ for GC-2; } t \text{ and } Q \text{ for WED})\), in order to compare their performance to that of the ML algorithm for each protection class. Using these results together with the operations in Tables 3 and 4, a trade-off between performance and complexity for both decoding algorithms is also established. In the following sections, the GC-2 and the WED algorithms will be denoted by GC-2\((t, p)\) and WED\((t, Q)\), respectively.

\[
\sum_{t \in S} R_t |\eta_t| \quad \text{It is considered the worst case for all } n \text{ positions, totaling } n(m - 1) \text{ additions per decoded sequence.}
\]

### Table 4 Number of mathematical operations performed in the WED algorithm for each decoded sequence

| Step | \(N_s\) | \(N_g\) | \(N_m\) | \(N_c\) |
|------|--------|--------|--------|--------|
| 1    | -      | -      | -      | \(mn\) |
| 3    | -      | \(m[n + (n - k)(n - 1)]\) | \(mn(n - k)\) | -      |
| 4    | \(m(n + 1)\) | \(mn\) | \(2m\) | \(m\) |
| 5    | \(m(m - 1)\) | -      | \(mn\) | \(n(m + 1)\) |

5 Numerical results

The performance of three decoding algorithms (ML, GC-2, and WED) is evaluated via computer simulations for the two UEP codes defined in Section 2 using binary transmission over the AWGN channel. Various configurations of the GC-2 and WED algorithms are considered by changing their parameters \((t \text{ and } p \text{ for GC-2; } t \text{ and } Q \text{ for WED})\), in order to compare their performance to that of the ML algorithm for each protection class. Using these results together with the operations in Tables 3 and 4, a trade-off between performance and complexity for both decoding algorithms is also established. In the following sections, the GC-2 and the WED algorithms will be denoted by GC-2\((t, p)\) and WED\((t, Q)\), respectively.

#### 5.1 GC-2 decoding algorithm

Figure 2 shows the curves of the bit error probability \((P_b)\) versus signal-to-noise ratio (SNR) \(E_b/N_0\), in which \(E_b\) is the energy per information bit and \(N_0\) is the power spectral density of the noise, of the GC-2\((2,2)\) and GC-2\((3,4)\) algorithms for both classes of the UEP code \(C_1\). For this code, the maximum value of the error-correcting capability of the binary decoder \((t)\) is assumed equal to 3 and the maximum value of \(p\) is such that the cardinality of \(S_b\) is always lower than the search set of the ML algorithm \((|S_b| < 2^k - 1)\).

For the GC-2\((2,2)\) algorithm, we observe that there is virtually no performance difference between the classes \(c_{p1}\) and \(c_{p2}\). In addition, considering \(P_b = 10^{-4}\), the SNR difference compared to the ML algorithm is approximately 2 and 1.1 dB for the classes \(c_{p1}\) and \(c_{p2}\), respectively. For the GC-2\((3,4)\) algorithm, the SNR difference to the ML algorithm is 0.1 dB (\(c_{p1}\)) and 0.03 dB (\(c_{p2}\)).

To assess the complexity of the GC-2 algorithm, it is necessary to evaluate \(f_A\), as mentioned in Section 4. Figure 3 illustrates the values of \(f_A\) as a function of \(E_b/N_0\) for GC-2\((2,2)\), GC-2\((2,7)\), GC-2\((3,2)\), GC-2\((3,7)\), GC-2\((6,2)\), and GC-2\((6,7)\) algorithms applied to the UEP code \(C_2\). For \(p = 2\) and considering \(t = 2\), \(t = 3\), and \(t = 6\), \(f_A\) reaches its maximum value (it is estimated for all test patterns \(b_i\)), when \(E_b/N_0 = 9.5\), 8, and 4 dB, respectively. The reduction of SNR occurs due to the increased possibility of an error pattern \(z\) be found, a consequence of the increasing of the error-correcting capability of the binary decoder. We observe that for \(t = 2\) and \(t = 3\) \((p = 7)\), there are test patterns \(b\) which do not produce calculations of \(W_b\) \((f_A < 1)\), even in regions of high SNR \((E_b/N_0 > 7.5\ dB)\).

For example, considering the GC-2\((2,7)\) algorithm and \(E_b/N_0 > 7.5\ dB\), it is very probable that the bit inversion resulting from the addition of test patterns \(b\) causes errors in the sequence \(y\). As the binary decoder used is able to correct only 2 errors in this algorithm, 31 estimates of \(W_b(N_w = 31)\) occur, which represents the sum of all test patterns of weight less than 2, resulting in \(f_A = 31/128 \simeq 0.242\).

Finally, it is analyzed the compromise between performance and complexity of the GC-2 algorithms in terms of the SNR difference with respect to the ML algorithm related to the class \(c_{P_i}\) (for \(P_b = 10^{-4}\)), namely \(\Delta_1\) (dB), and the number of mathematical operations executed in the algorithm, defined as a 4-tuple \(MO = [N_s, N_g; N_m; N_c]\). For the estimation of MO, it is necessary to determine in Step 4 of Table 3 the value of \(f_A\) used to weight the number of operations. Provided the GC-2 algorithm and the protection class \(c_{P_i}, i = 1, 2\), the SNR value corresponding to \(P_b = 10^{-4}\) is determined. With this SNR, we can identify the correspondent value of \(f_A\) (see Figure 3).

Tables 5 and 6 summarize the complexity-performance trade-off for various configurations of the GC-2 algorithm applied to the UEP codes \(C_1\) and \(C_2\), respectively. For each intersection of a row \((t)\) with a column \((p)\), the values of \(\Delta_1\) (dB) and MO required to achieve \(P_b = 10^{-4}\) are shown for each protection class. For both codes, these results indicate that an increasing in \(p\) (for a fixed \(t\)) provides better performance, however increases the complexity, since each operation shown in Table 3 grows exponentially with \(p\). On the other hand, an increasing in \(t\) (for a fixed \(p\)) also results in an improved performance, but with a smaller increasing of complexity. For example, considering the class \(c_{P_1}\) of the code \(C_1\) and the GC-2\((2,2)\) algorithm, we have \(\Delta_1 = 2.0\ dB\) and \(MO = [N_s, N_g; N_m; N_c] \simeq [58.3; 790; 770; 3.89]\). Moreover, the GC-2\((3, 2)\) provides \(\Delta_1 = 0.9\ dB\) and \(MO = [N_s, N_g; N_m; N_c] \simeq [59.5; 790; 770; 3.96]\, while the GC-2\((2, 4)\) yields \(\Delta_1 = 0.8\ dB\) and \(MO = [N_s, N_g; N_m; N_c] \simeq [159.6; 3.100; 3.000; 10.6]\, which represents a significant complexity increase related to the previous two cases, while the value of \(\Delta_1\) is approximately the same as obtained by the GC-2\((3, 2)\) algorithm. This analysis led us to conclude that the increase...
of the error-correcting capability of the binary decoder is more advantageous than the increase of the number of test patterns of the GC-2 algorithm. Also, it is possible to observe (analyzing Tables 5 and 6) that, in most of the cases, \( \Delta_2 \) is smaller than \( \Delta_1 \), indicating that the performance achieved by the class \( \text{cp}_2 \) is closer to the ML one than the obtained by the class \( \text{cp}_1 \).

### 5.2 WED algorithm

The WED\((t, Q)\) algorithm uses the reliability \( R'_\ell \) defined in (7). The number of quantization regions considered is \( Q = 4, 16 \) and 1024. Table 7 illustrates the optimal value of the quantization step, \( \delta_{\text{opt}} \), (in the sense of minimizing \( P_b \)) for the WED\((2, Q)\) algorithm (class \( \text{cp}_1 \)) applied to the codes \( C_1 \) and \( C_2 \). In general, increasing the number of quantization regions causes a decrease
Table 5 Results of performance and arithmetic complexity of the GC-2\((t, p)\) algorithms applied to the UEP code C\(_1\)\((16, 5, 5)\)

| cp\(_t\) | \(p = 2\) | \(p = 3\) | \(p = 4\) |
|---------|----------|----------|----------|
| \(N_1\) (dB) | \([N_1 - N_g]\) | \([N_1 - N_g]\) | \([N_1 - N_g]\) | \([N_1 - N_g]\) |
| \(t = 2\) | 2.0 | [58.3 - 786.2] | [101.4 - 1,556.1] | 0.8 | [159.6 - 3,100.0] |
| \(t = 3\) | 0.9 | [59.5 - 787.4] | [116.6 - 1,573.8] | 0.1 | [218.6 - 3,130.0] |
| \(t = 4\) | 0.6 | [60.0 - 788.0] | [119.6 - 1,575.6] | 0.1 | [238.8 - 3,150.0] |
| \(t = 2\) | 1.1 | [58.4 - 786.3] | [102.0 - 1,556.8] | 0.3 | [162.2 - 3,070.0] |
| \(t = 3\) | 0.5 | [59.7 - 787.7] | [118.0 - 1,570.0] | 0.03 | [223.2 - 3,130.0] |
| \(t = 4\) | 0.4 | [60.0 - 788.0] | [119.9 - 1,575.8] | 0.00 | [239.3 - 3,150.0] |

Table 6 Results of performance and arithmetic complexity of the GC-2\((t, p)\) algorithms applied to the UEP code C\(_2\)\((25, 8, 5)\)

| cp\(_t\) | \(p = 2\) | \(p = 3\) | \(p = 5\) |
|---------|----------|----------|----------|
| \(N_1\) (dB) | \([N_1 - N_g]\) | \([N_1 - N_g]\) | \([N_1 - N_g]\) | \([N_1 - N_g]\) |
| \(t = 2\) | 4.1 | [93.5 - 1,829.4] | [126.3 - 3,595.6] | 2.7 | [367.1 - 14,200] |
| \(t = 3\) | 3.1 | [95.0 - 1,831.0] | [169.1 - 3,640.2] | 1.6 | [577.5 - 14,400] |
| \(t = 4\) | 2.2 | [95.4 - 1,831.4] | [183.2 - 3,654.8] | 0.8 | [687.4 - 14,600] |
| \(t = 5\) | 1.3 | [95.7 - 1,831.7] | [188.3 - 3,660.2] | 0.3 | [742.7 - 14,630] |
| \(t = 6\) | 1.0 | [96.0 - 1,832.0] | [191.4 - 3,663.4] | 0.2 | [764.9 - 14,700] |
| \(t = 2\) | 1.9 | [91.8 - 1,829.7] | [126.2 - 3,593.5] | 0.6 | [365.6 - 14,230] |
| \(t = 3\) | 1.0 | [94.7 - 1,830.8] | [169.1 - 3,640.7] | 0.1 | [596.7 - 14,500] |
| \(t = 4\) | 0.6 | [95.2 - 1,831.4] | [182.9 - 3,655.0] | 0.06 | [728.1 - 14,600] |
| \(t = 5\) | 0.5 | [95.5 - 1,832.0] | [191.1 - 3,663.2] | 0.02 | [763.4 - 14,600] |
| \(t = 6\) | 0.5 | [95.5 - 1,832.0] | [191.2 - 3,663.9] | 0.02 | [763.4 - 14,600] |
Table 7 Values of optimal quantization step $\delta_{op}$ of the class $c_{p1}$ for the WED(2, Q) algorithm and different values of $E_b/N_0$

| $E_b/N_0$(dB) | $C_1(16, 5, 5)$ | $C_2(25, 8, 5)$ |
|--------------|----------------|----------------|
|              | $Q = 4$ | $Q = 16$ | $Q = 1024$ | $Q = 4$ | $Q = 16$ | $Q = 1024$ |
| 0            | 0.31   | 0.07   | 0.0011   | 0.27   | 0.05   | 0.0011   |
| 1            | 0.37   | 0.09   | 0.0013   | 0.23   | 0.07   | 0.0011   |
| 2            | 0.37   | 0.09   | 0.0013   | 0.27   | 0.07   | 0.0011   |
| 3            | 0.37   | 0.09   | 0.0013   | 0.27   | 0.07   | 0.0011   |
| 4            | 0.39   | 0.09   | 0.0013   | 0.33   | 0.07   | 0.0011   |
| 5            | 0.45   | 0.09   | 0.0015   | 0.29   | 0.07   | 0.0011   |
| 6            | 0.47   | 0.11   | 0.0015   | 0.35   | 0.09   | 0.0013   |
| 7            | 0.51   | 0.11   | 0.0015   | 0.37   | 0.09   | 0.0013   |
| 8            | 0.67   | 0.11   | 0.0017   | 0.49   | 0.11   | 0.0017   |
| 9            | 0.67   | 0.15   | 0.0017   | 0.57   | 0.09   | 0.0019   |

in the value of $\delta_{op}$, reducing even more the spacing between adjacent regions. In addition, we can observe that the higher the value of $Q$, the lower the variation of $\delta_{op}$ over the range of SNR considered. This behavior indicates that as $Q$ increases, the optimal value of the quantization step becomes approximately constant.

Figure 4 shows the curves of $P_b$ versus $E_b/N_0$ of the WED(2, 4) and WED(3, 16) algorithms for both classes of the UEP code $C_1$. Similarly to observed in the GC-2(2, 2) algorithm, there is no performance difference between the two classes for the case $t = 2$, while for $t = 3$, the SNR difference to the ML algorithm is 0.9 dB ($c_{p1}$) and 1.2 dB ($c_{p2}$).

Table 8 summarizes the complexity-performance trade-off for various configurations of the WED algorithm applied to the UEP codes $C_1$ and $C_2$. For each intersection of a row ($t$ and $c_{pi}$) with a column ($Q$ and a code $C_j$), we have $\Delta_i$ (dB) for $P_b = 10^{-4}$. For code $C_1$, the error-correcting capability of the WED algorithm is $t = 2, 3$ and 4, while for code $C_2$, $t = 2, 3, 4, 5$ and 6, as it was considered for the GC-2 algorithm. Thus, considering the complexity-performance trade-off, it is more advantageous to increase $t$, as in the GC-2($t, p$) algorithm, than increase the number of quantization regions $Q$.

Finally, we compare both soft-decision decoding algorithms for a specific protection class, such as the higher...
and code algorithms (see Tables 6 and 8). For the GC-2 of UEP block codes using binary transmission over an AWGN channel. It was verified the performance of both algorithms compared to that of the ML one. The behavior of the GC-2 algorithm was investigated for estimating the analog weight (Step 4) according to the variation of its parameters (t and p), while the WED algorithm was examined for a new proposed reliability according to the variation of its parameters (t and Q). To estimate the complexity of each algorithm, it was computed the number of arithmetic operations per decoded sequence. An analysis of the trade-off between performance and complexity of the algorithms was performed for each protection class assuming various configuration options. These analyses led us to conclude that, when choosing the parameters of the algorithms, the increase of the error-correcting capability of the binary decoder (t) was more advantageous in both cases. In addition, choosing the values of p and Q such that γ is close to one (for a fixed value of t), it was verified that the GC-2 algorithm is less complex, while the WED algorithm can offer (depending on the code adopted) a performance closer to the ML one.

### Table 8 Results of performance (Δi in dB) and arithmetic complexity (MO) of the WED(t, Q) algorithms applied to the UEP codes C1(16, 5, 5) and C2(25, 8, 5)

| MO | Q | 4 | 16 | 1024 | 4 | 16 | 1024 |
|----|---|---|----|------|---|----|------|
| t = 2 | 2.7 | 2.1 | 1.7 | 4.5 | 4.1 | 3.7 |
| t = 3 | 1.2 | 0.9 | 0.8 | 3.4 | 3.0 | 2.5 |
| t = 4 | 1.3 | 0.9 | 0.9 | 2.3 | 1.9 | 1.4 |
| t = 5 | – | – | – | 1.3 | 1.0 | 1.0 |
| t = 6 | – | – | – | 1.2 | 1.1 | 1.1 |
| t = 2 | 1.9 | 1.4 | 1.2 | 2.4 | 2.0 | 1.8 |
| t = 3 | 1.0 | 0.8 | 0.7 | 1.7 | 1.4 | 1.3 |
| t = 4 | 1.5 | 0.8 | 0.7 | 1.5 | 1.3 | 1.2 |
| t = 5 | – | – | – | 1.6 | 1.4 | 1.3 |
| t = 6 | – | – | – | 1.6 | 1.4 | 1.3 |

6 Conclusions

In this study, the effectiveness of two sub-optimum soft-decision decoding algorithms (GC-2(t, p) and WED(t, Q) algorithms) was investigated for each protection class of UEP block codes using binary transmission over an AWGN channel. It was verified the performance of both algorithms compared to that of the ML one. The behavior of the GC-2 algorithm was investigated for estimating the analog weight (Step 4) according to the variation of its parameters (t and p), while the WED algorithm was examined for a new proposed reliability according to the variation of its parameters (t and Q). To estimate the complexity of each algorithm, it was computed the number of arithmetic operations per decoded sequence. An analysis of the trade-off between performance and complexity of the algorithms was performed for each protection class assuming various configuration options. These analyses led us to conclude that, when choosing the parameters of the algorithms, the increase of the error-correcting capability of the binary decoder (t) was more advantageous in both cases. In addition, choosing the values of p and Q such that γ is close to one (for a fixed value of t), it was verified that the GC-2 algorithm is less complex, while the WED algorithm can offer (depending on the code adopted) a performance closer to the ML one.

### Endnotes

a Error pattern z associated with the syndrome of the sequence y'.

b The complexity of decoding algorithms should be taken into consideration additional factors besides the arithmetic operations (like memory reads and writes). Since these factors are architecture dependent, we omit their contribution in this article.
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