Abstract. The radiative neutron capture rates for isotopes of astrophysical interest are commonly calculated within the statistical Hauser-Feshbach reaction model. Such an approach, assuming a high level density in the compound system, can be questioned in light and neutron-rich nuclei for which only a few or no resonant states are available. Therefore, in this work we focus on the direct neutron-capture process. We employ a shell-model approach in several model spaces with well-established effective interactions to calculate spectra and spectroscopic factors in a set of 50 neutron-rich target nuclei in different mass regions, including doubly-, semi-magic and deformed ones. Those theoretical energies and spectroscopic factors are used to evaluate direct neutron capture rates and to test global theoretical models using average spectroscopic factors and level densities based on the Hartree-Fock-Bogoliubov plus combinatorial method. The comparison of shell-model and global model results reveals several discrepancies that can be related to problems in level densities. All the results show however that the direct capture is non-negligible with respect to the by-default Hauser-Feshbach predictions and can be even 100 times more important for the most neutron-rich nuclei close to the neutron drip line.
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1 Introduction

Nuclear reactions of astrophysical interest often concern unstable or even exotic species for which no experimental data exist. Although significant efforts have been devoted in the past decades, experimental information only covers a minute fraction of the entire data set required for nuclear astrophysics. Moreover, the energy range for which experimental data is available is restricted to the small range that can be studied by present experimental setups. In that case, only theoretical predictions can fill the gaps. One of this specific examples concerns the rapid neutron-capture process (or r-process) called for to explain the origin of about half of the elements heavier than iron observed in nature (for a review, see [1,2]). The r-process is believed to take place in environments characterized by the high neutron densities, such that successive neutron captures can proceed into neutron-rich regions well off the β-stability valley. It involves a large number (typically five thousands) of unstable nuclei for which many different properties have to be determined and cannot be obtained experimentally. One of such fundamental properties concern the radiative neutron capture reaction.

So far, the neutron capture rates are usually evaluated within the statistical Hauser-Feshbach (HF) model [3]. The model makes the fundamental assumption that the capture process takes place with the intermediary formation of a compound nucleus in thermodynamic equilibrium. The energy of the incident particle is then shared more or less uniformly by all the nucleons before releasing the energy by particle emission or γ-de-excitation. The formation of a compound nucleus is usually justified by assuming that the nuclear level density (NLD) in the compound system at the projectile incident energy is large enough to ensure an average statistical continuum superposition of available resonances [4]. However, when the number of available states in the compound system is relatively small, the validity of the HF predictions has to be questioned, the neutron capture process being possibly dominated by direct electromagnetic transitions to a bound final state rather than through a compound intermediary. The direct capture (DC) proceeds via the excitation of only a few degrees of freedom on much shorter time scale reflecting the time taken by the projectile to traverse the target. For the DC process, the mean free path of the incident particle is comparable with the size of the nucleus and the particle ejection occurs preferentially at forward angles. It has become clear, however, that the DC process is important, and often dominating at the very low energies of astrophysical interest, especially for light or exotic nuclei systems for which few, or even no resonant states are available [5,6,7,8,9,10,11]. This should be also the case for medium-mass or heavy neutron rich nuclei produced by the r-process nucleosynthesis. However, all
existing simulations are up to now exclusively relying on radiative neutron capture cross sections obtained within the HF approach.

In the present work we compute energy levels and spectroscopic factors of nuclei far from stability within the large-scale shell model approach and use them to determine direct neutron-capture cross sections within the potential model. The theoretical framework is defined in Sec. 2. The shell-model prediction of the DC component is discussed in Sec. 3 and compared with global microscopic models in Sec. 4. Predictions based on the shell model results are compared to those based on global theoretical models employing NLD from the Hartree-Fock-Bogoliubov (HFB) plus combinatorial method. The direct capture cross sections obtained with the shell-model input are also confronted with the usual HF estimates of the neutron capture.

2 Theoretical framework

2.1 Direct-capture calculations

The calculations of the DC cross sections are done within the potential model, following the method described in [10]. The potential model is employed to study the neutron DC reaction describing the transition from the initial scattering state $A + n$ directly to the final nucleus $B$ with accompanying $\gamma$-ray emission. The allowed electric dipole ($E1$), electric quadrupole ($E2$) and magnetic dipole ($M1$) transitions to the ground state as well as all possible excited states in the final nucleus are taken into account.

The neutron DC cross section for $A(n, \gamma)B$ can be expressed as [12]

$$\sigma^{DC}(E) = \sum_{f=0}^{E^*_B} S_f \sigma_{dis}(E)$$

$$+ \langle S_f \rangle \int_{E^*_B}^{E^*_n} \sum_{J_f, \pi_f} \rho(E_f, J_f, \pi_f) \times \sigma_{cont}^{\text{fst}}(E_f) \, dE_f.$$  \hspace{1cm} (1)

Below $E^*_B$, the sum runs over all the available discrete final states in the residual nucleus $B$, which are usually experimental levels if available. $S_f$ is the spectroscopic factor describing the overlap between the antisymmetrized wave function of the initial system $A + n$ and the final state $B^\pi$. Above $E^*_B$, the summation is replaced by a continuous integration over a spin- and parity-dependent NLD ($\rho(E_f, S_f, \pi_f)$) and the spectroscopic factor by an average spectroscopic factor $\langle S_f \rangle = 0.5$, which we refer to as intrinsic model.

(i) the shell-model discrete energy levels with corresponding spectroscopic factors, computed as described in the next section, which we refer to as SM.

(ii) combinatorial NLD from Ref. [13] with an average value of the spectroscopic factor $\langle S_f \rangle = 0.5$, which we refer to as intrinsic model.

(iii) one-particle one-hole neutron excitations deduced from the combinatorial NLD above with an average spectroscopic factor $\langle S_f \rangle = 0.5$, which we refer to as 1p-1h model.

For models (ii) and (iii), the cross section is evaluated using the second part of Eq. 1 with the corresponding average value of $S_f$ equal to 0.5 or 1, respectively, except for the ground state for which $S_f = 0.347$, a value deduced from the compilation of all the known spectroscopic factors [14]. The values of $\langle S_f \rangle$ were shown to minimize deviations between theory and experiment in nuclei close to the valley of $\beta$-stability where both models yield similar results [10]. In the shell-model case we compute all the necessary discrete levels with their corresponding $S_f$ values, thus the first part of Eq. 1 is used to evaluate the cross section. Also note that to evaluate the predictive power of models (ii) and (iii), no experimental information on excited levels is included in the calculation of the DC cross section.

The potential model calculates the transition matrix elements between the initial and the final states by sandwiching the electromagnetic operators in the long wavelength limit. It is usually enough to consider the $E1$, $E2$ and $M1$ transitions which is the case of the present work. The complete set of equations used to calculate the matrix elements of the electromagnetic operators can be found in Ref. [10]. The radial wave functions are obtained from the solution of the 2-body Schrödinger equation with a central potential; in our case the Koning-Delaroche potential [15] was employed in all calculations. Since our objective is to test the DC values based on global prescriptions for NLD and $\langle S_f \rangle$ against those based on SM far from stability, all nuclear ingredients except excitation spectra and spectroscopic factors are kept the same in the reaction calculations. Experimental masses are used whenever available, otherwise predictions from HFB-27 mass model based on the BSk27 Skyrme interaction are used [16].

2.2 Shell-model calculations of energy spectra and spectroscopic factors

The shell-model calculations were performed using the Strasbourg m-scheme code ANTOINE developed by E. Caurier [17,18], which permits the use of large configuration spaces when necessary. The relevant spectroscopic factors can be obtained by calculating the response function for the neutron-creating operator acting on the shell-model ground-state wave function of the target nucleus. We have calculated this response function using the Lanczos strength function method with 100 iterations. Such a procedure allows to get a convergence of at least 10 lowest states of each spin, which exhausts the number of levels located below the $S_n$ value in most neutron-rich nuclei. Otherwise, at higher excitation energies the approximation allows us to obtain the spectroscopic strengths per excitation energy interval, which is directly comparable to the prescription used in Ref. [10]. We evaluated this way excited states and spectroscopic factors starting from the
ground state of 50 neutron-rich targets, both even-even and even-odd, spherical and well deformed. The calculations were performed in various model spaces with the following interactions:

- SDPF-U
  Full space diagonalizations in the proton sd- neutron pf-shell were performed using the well-established SDPF-U interaction [19] for argon and sulfur isotopes with \( N = 24 - 32 \). The SDPF-U interaction was designed to describe the neutron-rich nuclei around \( N = 28 \) in a \( 0\hbar \omega \) space, therefore, it is applicable to nuclei with \( 8 \leq Z \leq 20 \) and \( 20 \leq N \leq 40 \), covering perfectly the region chosen for this study. The interaction was first used to describe the vanishing of the \( N = 28 \) shell-closure below \( ^{44} \text{Ca} \) and predicted correctly the deformation of \( ^{42} \text{Si} \) [20] and the spectroscopic factors of \( ^{44} \text{Ar} \) [21]. Since its publication it was frequently applied to this region of nuclei with a great success, for example it reproduces well the triple shape-coexistence in neutron-rich sulfurs [22,23,24], and many other spectroscopic properties in Ar and S isotopes, see e.g. Refs. [25,26,27,28,29].

- LNPS
  The LNPS interaction [30] defined in the proton pf-neutron pf9/2d5/2 space was first introduced to describe the onset of deformation below \( N = 40 \), known as the second island of inversion. In addition to the reproduction of the known data [30,31], it predicted the range of this phenomenon which triggered a whole experimental campaign. The LNPS was since then used in dozens of experimental interpretations of detailed nuclear structure in the region, see e.g. Refs. [32,33,34,35,36,37,38,39,40,41,42]. In particular, it is worth noticing its success in the study of the spectroscopic factors, see for example Refs. [33,44,45,46,47]. Here we employed the interaction to compute spectroscopic factors in spherical nickel and prolate-deformed chromium chains from \( N = 36 \) to \( N = 52 \). The calculations were performed with 8p-8h truncation with respect to the \( Z = 28 \) and \( N = 40 \) gaps. Since in the neutron-rich nuclei around \( N = 50 \), the \( d5/2 \) and \( s1/2 \) orbitals are possibly degenerate (in \( ^{70} \text{Zn} \) experiment suggests \( 1/2^+ \) at 1.1 MeV with \( S_f = 0.41(10) \)), it is necessary to unblock the possibility of the neutron capture on the \( s1/2 \) and higher positive parity orbitals close to \( N = 50 \). Therefore, for the nuclei closest to the \( N = 50 \) and passed the shell closure, we considered for comparison a larger valence space, described in the next point.

- LNPS-GDS
  We developed an interaction comprising pf shell for protons and gds shell for neutrons starting from a realistic \( V_{\text{core}} \) potential based on the N3LO interaction [48,49]. The monopoles of the pf/gd part were replaced by those of the LNPS, therefore we dubbed this new interaction LNPS-GDS. The single-particle energies were fixed to give the same spectrum of \( ^{70} \text{Ni} \) as in the effective interaction NI78-II [50,51]. Monopole adjustments were done to preserve the gaps in \( ^{78} \text{Ni} \) and the physics of nuclei around \( N = 50 \), i.e. energies and transition rates of \( ^{80} \text{Zn} \) [52], spectra of \( ^{79} \text{Zn} \) [47] and the yrast bands of the heavy nickel isotopes [46,53,54]. With such an interaction calculations in the pf space for protons and gds space for neutrons were performed, with up to 6p-6h excitations across the \( Z = 28 \) and \( N = 50 \) gaps for the nickel and chromium chains, from \( N = 42 \) to \( N = 52 \).

- NI78-II
  Finally, we examined several Ge and Se isotopes above the \( N = 50 \) closure. They can be described in the proton \( f5/2p3/2p1/2g9/2 \) and neutron \( d5/2d3/2s1/2g9/2h11/2 \) model space with the so-called NI78-II interaction from Refs. [50,51] which was optimized for neutron-rich nuclei up to \( N = 56 \). This interaction, used first for \( Z = 37 - 40 \) isotopes [55,56,57,58,59], was shown successful to describe very detailed spectroscopy also in more exotic nuclei, towards the \( ^{78} \text{Ni} \) core [42,51,60,61,62]. In particular, it reproduced correctly the known properties of \( ^{83,84,86,88} \text{Ge} \) [63,64] and \( ^{84-88} \text{Se} \) nuclei [50,65,66] and predicted non-axial degrees of freedom to be important in \( N = 52,54 \) [67]. Here we chose to study those possibly \( \gamma \)-collective Ge and Se nuclei in the mass \( 84 - 89 \) region. Full space diagonalizations of the Hamiltonian were achieved in the valence space for cases considered in this work.

3 DC based on the shell-model predictions

The low-energy levels of the majority of nuclei studied in this work can be described within a model space comprising one harmonic oscillator shell for each fluid, the only exception being the nickel and chromium chains where the description of the deformation requires the inclusion of at least the \( d5/2 \) orbital already at \( N = 40 \) and the influence of the \( s1/2 \) orbital which increases towards \( N = 50 \). As stated in the previous section, we used two different model spaces dubbed here LNPS and LNPS-GDS. The impact of moving from one space to another is illustrated in Fig. 1 where the direct neutron capture cross section at the incident neutron energy \( E_n = 100 \) keV obtained within two model spaces in both chains are plotted. Shown is also the result of a calculation in \( ^{65} \text{Ni} \) which considers the energies and spectroscopic factors determined from experiment [53]. As seen, the agreement between LNPS and experiment is very good as the present interaction reproduces very well detailed spectroscopic information in \( ^{65} \text{Ni} \) and many other neighbouring nuclei, including the available spectroscopic factors, see e.g. Refs. [38,43,44,47].

The opening of the model space starts playing an important role in nickel nuclei only after \( N = 46 \), enhancing the capture cross section by a factor 2 in \( ^{76} \text{Ni} \) up to a factor of 6 in \( ^{82} \text{Ni} \). In deformed Cr nuclei a factor of 2 difference is noted already at \( N = 44 \) but the discrepancy between different model space calculations does not exceed a factor of 3 within the whole Cr isotopic chain, due to a larger fragmentation of wave functions in deformed nuclei. The
increase of the cross section in both chains is caused by the presence of the $s_{1/2}$ orbital with a significant spectroscopic factor (from 0.2 in $^{75}$Ni to 0.9 in $^{79}$Ni) within the $Q$-window. The next positive parity state, $g_{7/2}$, is located too high to have large fragments in the $Q$-window in the lighter nickel isotopes and is also predicted outside the window past the $N = 50$ shell closure. It is only in $^{79}$Ni that a $7/2^+$ calculated at 1.22 MeV with a spectroscopic factor of 0.87 enters the cross section calculation which explains its relatively large value. In all cases the trend of the DC cross section with neutron energy remains unchanged in the astrophysically relevant energy range, and is dominated by the capture on the $d_{5/2}$ orbital, as shown in Fig. 2 for the Ni and Cr $N = 50$ isotones. In the discussion we adopt the results from the LNPS-GDS calculations for $N \geq 44$ and keep the results in the LNPS model space for lighter Ni and Cr nuclei.

In Fig. 3, we collect the DC predictions based on shell-model calculations for all considered nuclei. For transparency, the $sd - pf$ nuclei (panels (a)-(d)) are shown separately for odd and even targets. The capture cross section on an odd target with $N$ neutrons is generally larger than that on the even target with $N + 1$ neutrons in all nuclei, varying by a factor 1.2 to 3.5 from case to case and with the neutron incident energy. No shell effect is present in the cross section at $N = 28$ which is compatible with the weakening of the $N = 28$ shell closure predicted by the SDPF-U interaction from the shape coexistence in $^{44}$S, see e.g. Ref. [23], or from the results of Ref. [21] in $^{46}$Ar based on the $^{46}$Ar($d,p)^{47}$Ar transfer reaction. On the contrary, one notes an order of magnitude drop in the cross section for $^{50,51}$Ar and $^{46}$S targets which is related to the $N = 32$ sub-shell closure. The dependence of the cross section on the incident neutron energy is the same in all isotopes and compatible with the $l = 1$ neutrons as the shell model predicts large $p_{3/2}$ and $p_{1/2}$ fragments at the lowest excitation energies. The same dependence is observed in the lightest Ni and Cr isotopes shown in panel (e) of Fig. 3. Below the $N = 40$ the capture still takes place predominantly on the negative parity states though the $9/2^+$ level, carrying a substantial spectroscopic factor, appears at low energy. For $N > 40$ the cross section drops again by several orders of magnitude and changes the tendency with the incident neutron energy as the capture on the $g_{9/2},d_{5/2}$ orbitals dominates. As shown previously in Fig. 1, the capture on the $s_{1/2}$ orbital adds to the cross section but does not alternate the neutron-energy dependence. The DC cross sections are larger by one order of magnitude in spherical Ni than in deformed Cr isotopes. One can also note the drops between the rates on $^{68}$Ni and $^{70}$Ni and $^{78}$Ni and $^{80}$Ni targets, related to the $N = 40$ and $N = 50$ shell closures, respectively. In panels (h) and (i) we show deformed Ge and Se nuclei having neutron numbers between $N = 50$ and $N = 56$, thus with valence particles occupying predominantly the $d_{5/2}$ neutron shell. Here, all the positive parity orbitals of the valence space ($d_{5/2},g_{7/2},s_{1/2}$) with significant spectroscopic factors are predicted within the $Q$-window in all considered isotopes. A next drop in the cross section can be noted for the $^{88}$Ge related to the

![Fig. 1. Neutron DC cross section for incident neutron energy $E_n = 100$ keV along the Cr and Ni chains. The results within LNPS model space (filled symbols) are compared to those within the LNPS-GDS model space (open symbols). EXP corresponds to the calculation of the cross section in $^{65}$Ni using the experimentally known nuclear levels and spectroscopic factors from Ref. [53].](image1)

![Fig. 2. Neutron DC cross section at $N = 50$ calculated in the LNPS model space (solid line) and in the LNPS-GDS model space (dotted line).](image2)
$N = 56$ closure. A similar calculation in $^{90}$Se could not be performed due to the computing complexity.

Finally, we compare our SM-based DC cross sections to the resonant cross sections which are usually calculated within the statistical HF approach. The HF model can be questioned near shell closures and in the most neutron-rich region where the condition of high NLD is not maintained and the predicted value can be off by several orders of magnitude. An alternative description of the resonant neutron capture could be provided on the basis of the High Fidelity Resonance method treating the resolved resonance region in a statistical approximation [69] or by the shell model, as done e.g. in Ref. [68] for proton-rich nuclei. As in DC, such calculations require the knowledge of energy levels, spectroscopic factors and $\Gamma$ widths. Nonetheless, while electromagnetic transitions can be obtained within the potential model for the DC, such a strategy is not desirable for transitions between resonances and bound states, which will depend strongly on nuclear structure effects. The calculations of transition strengths in the shell model become complex for the parity-changing $E1$ operator, which requires enlarged configuration spaces with respect to those used here and go thus beyond the scope of the present work. Thus, we estimate here the DC and HF cross sections with the TALYS code [70] both on the same footing, i.e. using the same nuclear input and in particular the same optical potential (see Ref. [11] for more details).

Both cross sections are compared in Fig. 3. As expected, the importance of the DC grows with the neutron excess and is predicted to dominate over the HF part for most neutron-rich nuclei, notably the ratio $\sigma_{DC}/\sigma_{HF}$ reaches a
factor of 10 after passing the $N = 50$ shell closure in Ni isotopes.

4 Global microscopic models versus shell-model predictions

In the following we compare the DC cross sections based on the shell-model structure input to the results obtained with the theoretical models described in Ref. [10]. The approaches of Ref. [10] were tested in nuclei for which experimental data for the capture are available and were shown to agree fairly with experiment and among them, providing a larger mean value of the spectroscopic factor is used when 1p-1h levels only are taken into account with respect to a full combinatorial model of NLD. At the same time, the viability of extrapolating global approaches while going to exotic nuclei could not be judged due to the missing experimental information. The shell-model predictions of discrete levels and spectroscopic factors far from stability seem to be the most reliable probe at our disposal today to validate other theoretical models.

Neutron capture cross sections from various calculations are shown in Fig. 5 for the neutron incident energy $E_n = 100$ keV. As seen, both the intrinsic and 1p-1h global models provide similar predictions in the majority of cases, as observed in Ref. [10] for nuclei close to the stability. No result is reported for the 1p-1h model in the case of the capture on $^{63}$Cr as the model does not predict transitions from its ground state esintated to be 1/2$^-$ to low energy states in $^{64}$Cr (at the $N = 40$ closure) leading to a null direct capture cross section. Otherwise, the largest disagreement between the global models and the shell model concerns the neutron capture on $^{70}$Cr where the cross section from the global models drops to a value four orders of magnitude smaller than SM, pointing the sensitivity of the calculated DC cross section to the determination of few available states by nuclear models. The HFB model predicts a 7/2$^+$ ground state in $^{71}$Cr and the first excited state 5/2$^+$ lies at the energy of 1.2 MeV. In the shell model, the ground state is 9/2$^+$ with a substantial spectroscopic factor and two large fragments of the $d_{5/2}$ orbital are also located within the $Q$-window. Apart from these two cases, the models agree however within one order of magnitude at $E_n = 100$ keV. The inter-model root mean square deviation defined as

$$f_{rms} = \exp \left[ \frac{1}{n} \sum_{i=1}^{n} \ln \left( \frac{\sigma_{SM}^i}{\sigma_{1p-1h}^i} \right) \right]^{1/2}$$

(2)

gives for our 50 nuclei at $E_n = 100$ keV a value of 12.26 for the intrinsic model and 11.34 for 1p-1h model, respectively. The observed discrepancies do not exhibit any particular trend with mass or neutron number, the shell-model-based cross sections are larger in light nuclei but not necessarily in the mid-mass region. The agreement between the models is not worse at the neutron-rich side neither. The only visible tendency is a larger staggering between cross sections on even-even and odd-even targets from the global models as compared to smoother trends from the SM calculations. Some of that staggering can be traced back to the adopted value of $\langle S^2 \rangle$, the same for odd and even targets and for all levels in the $Q$-window which is not the case in shell-model calculations, as discussed below. In Ge and Se, the 1p-1h model happens to follow closely the SM predictions contrary to the intrinsic model which overshoots the cross sections for even-odd targets. These nuclei require however more attention. While 1p-1h model seems to agree well with the shell-model at $E_n = 100$ keV, (Fig. 5), a closer inspection of these nuclei shows the opposite energy dependence of the calculated DC values. SM predicts the increase of the cross section with the incident neutron energy, as expected given the availability of the $d_{5/2,3/2}$ and $g_{7/2}$ orbitals for the neutron capture. Both global models give a bit larger cross sections for the lowest neutron energies and decrease slightly with increasing incident neutron energies. As mentioned, the SM predicts non-axial degrees of freedom being important in $N = 52 − 54$ Ge and Se isotopes, which is supported by the beyond mean-field calculations [67] and experimental evidence [50,64,71]. The present NLD calculations are based on axially-deformed HFB approach which predicts spherical shapes in $^{84}$Ge and $^{86}$Se. The $2^+$ energies in the intrinsic model are around 1.6MeV in both nuclei against $\sim$0.8MeV calculated in SM (experimental values being 624 keV and 704 keV, respectively). The agreement between spectra from the intrinsic model and SM gets better for higher $N$ values though SM does not predict any spectroscopic factor larger than 0.3 in the $Q$-energy window of even-even residual nuclei which explains the overestimate by the intrinsic model. Unfortunately, there is no NLD model based on non-axially deformed mean-field calculations available which could be used in the present cross section calculations.

Apart from differences related to divergent predictions of the lowest-energy levels by theoretical approaches, the inter-model differences can be further explained by a closer inspection of the summed spectroscopic strength per energy interval from the shell-model calculations. First, let
Fig. 5. Neutron DC cross sections at the incident neutron energy $E_n = 100$ keV calculated with different theoretical predictions of energy levels and spectroscopic factors for a series of isotopic chains. These include the intrinsic model with $\langle S_f \rangle = 0.5$, the 1p-1h model with $\langle S_f \rangle = 1$, the SM and the intrinsic model with energy-dependent spectroscopic factor $S(E)$; see text for details.

Fig. 6. Spectroscopic strength from the shell model calculations per 0.25 MeV excitation energy interval, averaged for all studied nuclei (SM, all) or for even-even residual nuclei only (SM, even-even). The black solid line shows the exponential prescription $S(E) = 0.1 + 0.33 \exp(-0.8E)$ to be used with the intrinsic model of NLD, see text for details.

us note that the average spectroscopic factor from the shell-model calculations for ground states of all even-odd compound nuclei calculated here is 0.364, a value very close to the value of 0.347 assumed in the global models from the compilation of all the experimentally known spectroscopic factors [14]. However, a larger value is found for the even-even residual nuclei, leading to an overall mean value of $S_f \sim 0.6$. Second, the averaged spectroscopic strength from the SM is not constant with excitation energy: apart the fluctuations related to the detailed nuclear structure, the model does not predict much strength above a 5 MeV excitation energy and the amount of spectroscopic strength decreases exponentially. This is a consequence of using one major shell valence space for neutrons, a choice justified however by the existence of well-preserved shell gaps. In the case of the LNPS-GDS model space, where the low-energy neutrons can be captured on two major shells due to the presence of intruders, the spectroscopic strength is found to decrease with the excitation energy in a similar manner.

In Fig. 6 we show the spectroscopic strength summed per energy interval of 0.25 MeV and averaged for all studied nuclei, or for even-even residual nuclei only. It is obvious from that figure that ascribing the same value of $\langle S_f \rangle$ to all excitation energies may not be realistic and, as noted from Fig. 5, it leads to too large cross sections especially in deformed nuclei with $A \geq 60$. A simple energy-dependent prescription $S(E) = 0.1 + 0.33 \exp(-0.8E)$ (where $E$ is the excitation energy in MeV) based on SM results can be used to improve the predictions in neutron-rich nuclei, as shown in Fig. 6. For the ground states, we kept the initial prescription $S_f = 0.347$ for even-even targets but we enhanced it to 1.0 for even-odd ones. Combined with the intrinsic model of NLD, it permits to reduce the inter-model deviation from 12.26 to 9.23. The results of the DC cross section calculation based on this prescription are plotted in Fig. 5 and labelled $S(E)$. One can see that while the overall improvement is significant, using $S(E)$
gives a slightly better or equivalent description passed the $N = 28$ isotopes in light nuclei and the improvement is largest in mid-mass deformed nuclei, as the magnitude and the staggering of the cross sections are shrunk. In light nuclei closer to stability using the $\langle S_f \rangle = 0.5$ values gives on average a better fit to SM results.

5 Application to the r-process nucleosynthesis

The neutron capture rates of astrophysics interest have been calculated for about 5800 nuclei with $8 \leq Z \leq 110$ lying between the proton and neutron drip lines. Figs. 7-8 illustrate the ratio between the total (HF+DC) and the HF reaction rates in the $(N,Z)$ plane, when the DC is either calculated by the intrinsic model with an energy-dependent spectroscopic factor or by the 1p-1h model with a constant $S_f = 1$ (as described in Sec. 4). In both cases, the DC contribution increases the radiative neutron capture rate by a factor up to 100 for drip line nuclei. As already pointed out in Refs. [10,11,12], for some neutron-rich nuclei, no allowed direct transitions may be found (due to selection rules), and the direct channel can consequently be inhibited. However, neutron-rich nuclei with $N \leq 82$ or 126, radiative neutron capture rates including DC contributions are seen to be significantly larger with respect to the HF-only prediction.

As an illustration of the impact of the newly derived radiative neutron capture rates, r-process nucleosynthesis calculations have been performed. The impact of reaction rates on the r-process nucleosynthesis remains difficult to ascertain in the sense that their influence strongly depends on the adopted astrophysical scenario and most particularly on the temperature at which the r-process takes place [1]. In particular, at low temperatures (typically below $10^9$ K), photodisintegration rates are slow and consequently no $(n,\gamma)(\gamma,n)$ equilibrium can be reached. In this case, the neutron capture rates directly influence the calculated abundances [1]. It should however be recalled here that, so far, all r-process calculations have made use of neutron capture rates evaluated within the statistical HF model and that the DC component is never included in such calculations.

To test the impact of the newly derived reaction rates including the DC component on the r-process nucleosynthesis, simulations of neutron star (NS) mergers have been considered and the composition of the ejecta estimated. Both the dynamical ejecta from the merger and the post-merger outflow from the viscously driven wind of the BH – torus system are considered, as detailed in Ref. [72,73,74]. The dynamical ejecta is calculated for a symmetric 1.365-1.365$M_\odot$ binary system compatible with the total mass detected in the GW170817 event [75]. A total of $4.9 \times 10^{-3} M_\odot$ is found to be expelled. In the nucleosynthesis simulation, the weak interactions on free nucleons are taken into account in the parametric approach described in Ref. [73] in terms of prescribed neutrino luminosities and mean energies. Values of $L_{\nu_e} = 0.3 \times 10^{53}$ erg/s; $L_{\nu_x} = 10^{53}$ erg/s; $\langle E_{\nu_e} \rangle = 8$ MeV; $\langle E_{\nu_x} \rangle = 12$ MeV guided by hydrodynamical simulations including a detailed account of neutrino absorption [76] are adopted here.

In addition, we also estimate here the composition of the material ejected from a system characterized by a torus mass of 0.1 $M_\odot$ and a 3 $M_\odot$ BH (corresponding to the M3A8m1a5 model of Ref. [74]). The total mass ejected from the BH-torus system amounts to $2.5 \times 10^{-2} M_\odot$, and the outflow is characterised by a mean electron fraction $Y_e = 0.24$, a mean entropy $s/k_B = 28$ and a mean velocity $\bar{v} = 1.56 \times 10^9$ cm/s. More details about the additional nuclear inputs and the astrophysical scenario can be found in Refs. [74,77].

The final composition of the material ejected in both scenarios is shown in Fig. 9. In both cases, the 3 sets of reaction rates lead to relatively similar predictions. The inclusion of the DC contribution is seen to affect essentially the low-mass tail of the third r-process peak. Such deviations can be associated with the larger neutron cap-
Resonance method \cite{69}. In this case, the DC contribution could have a significantly stronger impact on the neutron capture rates than the one found here by treating the resonance capture within the HF model.

6 Conclusions

The present study has been devoted to the direct neutron-capture process. The shell-model approach has been used with well-established effective interactions to estimate the properties of the excitation spectrum and the corresponding spectroscopic factors for a set of 50 neutron-rich target nuclei in different mass regions, including doubly-, semi-magic and deformed ones. Those shell-model energies and spectroscopic factors have bee included in TALYS reaction code to evaluate the direct contribution to the neutron capture rates and to test global theoretical models using average spectroscopic factors and level densities based on the Hartree-Fock-Bogoliubov plus combinatorial method.

The comparison between shell-model and global model results reveals several discrepancies that can be related to problems in level densities and the difficulty to estimate at low energies 1p-1h excitations as well as the total level density. In particular, the global models of NLD with an average value of spectroscopic factor perform reasonably well when compared to the shell-model predictions, the discrepancies between both models remaining rather similar further from the stability. The structure effects are important and alternate inter-model differences substantially along the isotopic chains. It is however possible to bring models into a closer agreement for the neutron-rich nuclei, by a simple modification of the value of the spectroscopic factor used with combinatorial model of NLD or by including an energy-dependent spectroscopic factor. We also note major deviations for nuclei predicted to have $\gamma$-bands, ascribing this problem to the use of axially-deformed mean field for the construction of the NLD. The improvements of the global models for computations of the astrophysical interest should thus focus on the accurate description of the mean-field within a larger variational basis but also on a proper construction of NLD for non-axial deformations.

Both global DC models agree that, for exotic neutron-rich nuclei, the direct capture is non-negligible with respect to the HF contribution and can be up to a factor 100 larger than the resonant capture for drip line nuclei. Such deviations are however not enough to significantly affect the r-abundance distributions predicted to be ejected from binary NS mergers. The relevance of the HF description of the resonant capture for neutron-rich nuclei remains unclear but can be assessed using shell-model predictions of necessary nuclear structure ingredients. Such a work is currently in progress for selected nuclei.
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