Important properties of a particle, wave or a statistical system depend on the form of a dispersion relation (DR). Two commonly-discussed dispersion relations are the gapless phonon-like DR and the DR with the energy or frequency gap. More recently, the third and intriguing type of DR has been emerging in different areas of physics: the DR with the gap in momentum, or \( k \)-space. It has been increasingly appreciated that gapped momentum states (GMS) have important implications for dynamical and thermodynamic properties of the system. Here, we review the origin of this phenomenon in a range of physical systems, starting from ordinary liquids to holographic models. We observe how GMS emerge in the Maxwell-Frenkel approach to liquid viscoelasticity, relate the \( k \)-gap to dissipation and observe how the gaps in DR can continuously change from the energy to momentum space and vice versa. We subsequently discuss how GMS emerge in the two-field description which is analogous to the quantum formulation of dissipation in the Keldysh-Schwinger approach. We discuss experimental evidence for GMS, including the direct evidence of gapped DR coming from strongly-coupled plasma. We also discuss GMS in electromagnetic waves and non-linear Sine-Gordon model. We then move on to discuss the recently developed quasihydrodynamic framework which relates the \( k \)-gap with the presence of a softly broken global symmetry and its applications. Throughout the review, we point out essential physical ingredients required by GMS to emerge and make links between different areas of physics, with the view that new and deeper understanding will benefit from studying the GMS in seemingly disparate fields and from clarifying the origin of potentially similar underlying physical ideas and equations.
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I. INTRODUCTION

A dispersion relation describes several fundamental properties of a particle, quasiparticle or a wave, by providing a relationship between their energy (frequency) and momentum (wavenumber). The dispersion relation (DR) also provides important insights into the medium where particles and quasiparticles propagate. We rely on a particular form of DR to calculate many observables such as phase and group velocity as well as statistical properties such as density of states, system energy and its derivatives. This includes diverse systems such as Fermi and Bose gases, electromagnetic radiation and condensed matter phases including solids and superfluids. In all these systems, most important properties such as energy depend on the form of a dispersion relation [1].

There are two commonly discussed forms of dispersion relations. The first one is the gapless DR describing a wave such as a photon or phonon:

\[ E = pc \]  

(1)

where \( c \) is the propagation velocity. A similarly gapless DR, \( E = \frac{p^2}{2m} \), describes a non-relativistic particle.

The second one is the DR which has the energy or mass gap on y-axis. A common example is a relativistic DR for a massive particle

\[ E = \sqrt{p^2 + m^2} \]  

(2)

where \( m \) is particle mass and \( c = 1 \).

The energy gap implies that a particle or a system have no states between zero and the gap. In several systems this circumstance is notably a major factor determining, for example, electrical conductivity of semiconductors and superconductors. In the latter, emergence of the gap at the critical temperature marks the superconducting transition and governs other properties such as electronic heat capacity and interaction with electromagnetic field. Understanding the origin and nature of energy gaps is currently the topic of wide discussion including, for example, the gap in high-temperature superconductors and strongly-interacting field theory. One of these areas include the emergence of the mass gap in the non-linear Yang-Mills theory.

Gapless DR and DR with the energy gap are shown in Fig. 1.

It is interesting to ask whether a third type of dispersion relation exists which is symmetric relative to the gapless \( E = p \) line and which has the form

\[ E = \sqrt{p^2 - p_g^2} \]  

(3)

For the energy to be real in (3), \( p > p_g \) should hold. Hence, \( p_g \) is identified with the gap in momentum space. This implies that no momentum states exist between 0 and \( p_g \) (similarly to no energy states existing between 0 and \( m \) for the DR with the energy gap).

The DR with the gap in momentum space is illustrated in Fig. 1. Formally, (3) follows from swapping \( E \) and \( p \) in (2) (and setting \( p_g = m \)), implying the symmetry of curves (2) and (3) relative to the gapless \( E = p \) line. Alternatively, (3) follows from setting \( m \) in (2) to an imaginary value \( m = ip_g \), as is done in the discussion of tachyonic DR [2].

Dispersion relations with gaps in momentum space in Fig. 1 appear unusual in mainstream physics discussions and are intriguing. We will see that they appear in a surprising variety of areas, from ordinary liquids to holographic models. In some of these areas, gapped momentum states (GMS) are often viewed as a curiosity, but their physical origin is not discussed from the fundamental point of view.

It has become increasingly apparent that GMS are important from several additional perspectives. First, they are interesting in themselves. For example, the dispersion relation with the mass (energy) gap (2) gives zero
group velocity $\frac{d\omega}{dk}$ in the limit $k \to 0$ and a diverging phase velocity $\frac{d\omega}{dk}$ in the same limit. As we will show below, this is interestingly reversed for the DR with the $k$-gap. Second, it has been realised that one can continuously transit from the energy-gapped to momentum-gapped DR in Fig. 1, via the gapless line, by changing a single physical parameter such as temperature or dissipation. This interestingly suggests that all three curves in Fig. 1 can be parts of one physical system, extending the dispersion relation diagram into the hitherto unexplored $k$-space. Finally and perhaps more importantly, it has become apparent that GMS have important implications for fundamental dynamical and thermodynamic properties of the system. Surveying how the $k$-gap is related to those properties in different areas of physics is one of the aims of this review.

On general grounds, gapped momentum states appear in many cases to be related to dissipation, an interesting and challenging problem of fundamental importance related to the foundations of quantum theory itself (see, e.g., [3, 4]), although we will see that dissipation manifests itself differently in different systems. Understanding dissipation has seen renewed recent interest in areas related to non-equilibrium and irreversible physics, decoherence effects and complex systems as well as in the area of relativistic hydrodynamics where dissipative terms in the action have been proposed and their effects explored. Starting from early work (see, e.g., [5, 6]), a common approach to treat dissipation is to introduce a central dissipative system of interest, its environment modelled as, for example, a bath of harmonic oscillators and an interaction between the system and its environment enabling energy exchange (see, e.g., [7, 8] for review). In this picture, dissipative effects can be discussed by solving models using approximations such as linearity of the system and its couplings.

A distinct effect of dissipation is related to a situation where the energy of the system is not changed overall, but the propagation range of a collective mode (e.g. phonon) acquires a finite range. No dissipation takes place when a plane wave propagates in a crystal where the wave is an eigenstate. However, a plane wave dissipates in systems with structural and dynamical disorder such as liquids. As a result, the dispersion relation becomes gapped in momentum space [9].

The purpose of this review is to discuss how the DR with the gap in $k$-space, or gapped momentum states (GMS), emerge in different physical situations, explore their common physical origin and discuss some important implications for dynamical and thermodynamic properties of the system. Understanding GMS is fairly straightforward in condensed matter systems such as liquids, and so we start with liquids and supercritical fluids. We subsequently find that a Lagrangian formulation of liquid dynamics with GMS involves a two-field description and proceed to showing how this description also emerges in the Keldysh-Schwinger technique developed to describe dissipative processes. We then proceed to considering the emergence of GMS in other areas of physics: strongly-coupled plasma, electromagnetic waves, the non-linear Sine-Gordon model, quasihydrodynamic approach and, finally, holographic models. In addition to theory, we review modeling and experimental evidence for GMS in liquids and strongly-coupled plasma. We conclude with a tentative list of questions and challenges related to further understanding of GMS, including in theory and experiments.

As we survey different areas, we seek to uncover common physics connecting seemingly disparate physical effects and phenomena, including the interplay between propagation and dissipation effects. Finding and appropriately identifying dissipative terms such as system relaxation time and studying its temperature dependence gives new insights into generic physical behavior in very different systems such as liquids, plasma, fields and holographic models. Some of the results reviewed include our own, which we put into context of previous and current work.

Throughout this review, we will be referring to gapped momentum states and $k$-gap (gap in $k$-space) interchangeably and depending on the effect and system we consider.

II. GAPPE D M O M E N T U M S T A T E S I N LIQUIDS AND SUPERCritical FLUIDS

A. Liquids: problems of theoretical description

Particle dynamics in liquids involves solid-like oscillatory motion at quasi-equilibrium positions and diffusive jumps into neighbouring locations [10]. These jumps enable liquid flow and endow it with viscosity. Describing this dynamics necessitates consideration of a non-linear interaction allowing for both oscillation and activated jumps over potential barrier of the inter-particle potential. This implies that describing liquid dynamics from first principles involves a large number of coupled non-linear oscillators. This problem is not currently tractable due to its exponential complexity [1].

This problem does not originate in solids and gases. The smallness of atomic displacements in solids and weakness of interactions in gases simplify their theoretical description. Liquids do not have those simplifying features (small parameter): they combine large displacements with strong interactions. For this reason, liquids are believed to be not amenable to theoretical understanding at the same level as gases and solids [1].

Common theoretical description of liquids involves a continuum approximation and, because liquids flow, the hydrodynamic approximation is used [11]. For example, the Navier-Stokes equation describes liquid flow and features viscosity as an important flow property. At the same time, liquid properties such as density, bulk modulus and heat capacity are close to those of solids [9]. An important solid-like property is the liquid ability to sup-
port high-frequency solid-like shear waves. Predicted by Frenkel [10], this property has been seen in experiments [12, 21] and modeling results, although with a long time lag. Frenkel’s idea was that liquid particles oscillate as in solids for some time and then diffusively move to neighbouring quasi-equilibrium positions. He introduced $\tau$ as the average time between diffusive jumps and predicted that liquids behave like solids and hence support propagating shear modes at time shorter than $\tau$, or frequency above the Frenkel frequency $\omega_F$:

$$\omega > \omega_F = \frac{1}{\tau} \quad (4)$$

Solid-like shear modes are absent in the hydrodynamic description operating when $\omega \tau < 1$, whereas (4) implies the opposite regime $\omega \tau > 1$. To account for the shear modes and other solid-like properties, liquid theories designate the hydrodynamic description as a starting point and subsequently generalize it to account for liquid response at large $\omega$ and wavevector $k$. Several ways of doing so have been proposed, giving rise to a large field of generalized hydrodynamics [22–24]. This approach was used to describe non-hydrodynamic liquid properties, but faced issues related to its phenomenological character as well as assumptions and extrapolations used (see, e.g. [15, 17]).

The traditional hydrodynamic approach to liquids is supported by our common experience that liquids flow and hence necessitate hydrodynamic flow equations as a starting point. This reflects our experience with common low-viscous liquids such as water or oil where $\tau$ is much shorter than observation time. However, flow is less prominent in liquids with large $\tau$ (e.g. liquids approaching glass transition) where properties become more solid-like and elastic [25]. This begs the question of what should be a correct starting point of liquid description? We will return to this point in more details below. Here, we note that as far as the $k$-gap is concerned, both hydrodynamic and solid-like elastic effects enter the gap equation on equal footing, without a-priori designating either of them as a correct starting point. Below we will show how the interplay of solid-like propagating terms and liquid-like dissipative terms can be treated on equal footing and how this treatment gives rise to GMS.

**B. Gapped momentum states in liquids in the Maxwell-Frenkel approach**

The dispersion relation for transverse modes in liquids involving a gap in $k$-space was derived in generalized hydrodynamics mentioned above. In this approach, the hydrodynamic transverse current correlation function is generalized to include large $k$ and $\omega$ [22]. Assuming that the shear viscosity function $K$, the memory function for transverse current correlation function, exponentially decays with time $\tau$, gives a resonant frequency in the transverse current correlation function. If we now identify $K$ at short times with the square of transverse sound velocity $c^2$, the resonant frequency has a gap in $k$-space. Around the same time, the $k$-gap was first mentioned on the basis of results of molecular dynamics simulations, where the calculated peaks of transverse current correlation functions were seen at large $k$ but not at low [26].

However, the equation predicting the $k$-gap in liquids was written about 50 years before the generalized hydrodynamics result. The equation was derived by Frenkel [10]. Having written the equation, Frenkel, perhaps surprisingly, did not seek to solve it.

Frenkel’s starting point was the idea of Maxwell that liquids combine viscous and solid-like elastic properties. Maxwell formulated this combination as [29]:

$$\frac{ds}{dt} = \frac{P}{\eta} + \frac{1}{G} \frac{dP}{dt} \quad (5)$$

where $s$ is shear strain, $\eta$ is viscosity, $G$ is shear modulus and $P$ is shear stress. [5] states that shear deformation in a liquid is the sum of the viscous and elastic deformations, given by the first and second right-hand side terms. As mentioned above, both deformations are treated in [3] on equal footing.

Frenkel proposed [10] to represent the Maxwell interpolation by introducing the operator $A$ as

$$A = 1 + \tau \frac{d}{dt} \quad (6)$$

Then, Eq. (5) can be written in the operator form as

$$\frac{ds}{dt} = \frac{1}{\eta} AP \quad (7)$$

In [3–7], $\tau$ formally is Maxwell relaxation time $\frac{\eta}{G}$. At the microscopic level, Frenkel’s theory approximately identifies this time with the time between consecutive diffusive jumps in the liquid [10]. This is supported by numerous experiments [25] as well as modelling results [27].

[5–7] enable us to generalize $\eta$ to account for short-term elasticity and to generalize $G$ to allow for long-time hydrodynamic flow [10]. Indeed, accounting for both long-time viscosity and short-time elasticity in [5] is equivalent to generalizing viscosity as

$$\frac{1}{\eta} \rightarrow \frac{1}{\eta} \left(1 + \tau \frac{d}{dt}\right) \quad (8)$$

$G$ is generalized by noting that if $A^{-1}$ is the reciprocal operator to $A$, [7] can be written as $P = \eta A^{-1} \frac{d}{dt}$. Because $\frac{d}{dt} = A^{-1} \tau$ from [6], $P = G(1 - A^{-1})s$. Comparing this with the solid-like equation $P = Gs$, we see that the presence of hydrodynamic viscous flow is equivalent to the substitution of $G$ by the operator
Adopting the hydrodynamic approach as a starting point of liquid description, we write the Navier-Stokes equation as

\[
\nabla^2 \mathbf{v} = \frac{1}{\eta} \left( \rho \frac{d\mathbf{v}}{dt} + \nabla p \right)
\]

where \( \mathbf{v} \) is velocity, \( \rho \) is density and the full derivative is \( \frac{d}{dt} = \frac{\partial}{\partial t} + \mathbf{v} \nabla \). Then, Eq. (11) reads

\[
\eta \nabla^2 \mathbf{v} = \left( 1 + \tau \frac{d}{dt} \right) \left( \rho \frac{d\mathbf{v}}{dt} + \nabla p \right)
\]

Having written (11), Frenkel did not analyze its implications. We solved (11) \(^9\) and considered the absence of external forces, \( p = 0 \) and the slowly-flowing fluid so that \( \frac{d}{dt} = \tau \frac{\partial}{\partial t} \). Then, Eq. (11) reads

\[
\eta \frac{\partial^2 v}{\partial x^2} = \rho \tau \frac{\partial^2 v}{\partial t^2} + \frac{1}{\tau} \frac{\partial v}{\partial t}
\]

where \( v \) is the velocity component perpendicular to \( x \).

In contrast to the Navier-Stokes equation, Eq. (12) contains the second time derivative of \( v \) and hence allows for propagating waves. Using \( \eta = G \tau = \rho c^2 \tau \), where \( c \) is the shear wave velocity, we re-write Eq. (12) as

\[
c^2 \frac{\partial^2 v}{\partial x^2} = \frac{\partial^2 v}{\partial t^2} + \frac{1}{\tau} \frac{\partial v}{\partial t}
\]

Seeking the solution of (13) as \( v = v_0 \exp(i(kx - \omega t)) \) gives

\[
\omega^2 + \frac{i}{\tau} - c^2 k^2 = 0
\]

We will encounter Eq. (14) throughout this review and in several other areas where GMS operate. Eq. (14) yields complex frequency

\[
\omega = -\frac{i}{2\tau} \pm \sqrt{c^2 k^2 - \frac{1}{4\tau^2}}
\]

If \( ck < \frac{1}{2\tau} \), \( \omega \) in (14) does not have a real part and propagating modes. For \( ck > \frac{1}{2\tau} \), the real part of \( \omega \) is

\[
\omega = \sqrt{c^2 k^2 - \frac{1}{4\tau^2}}
\]

and the solution of (13) is

\[
v \propto \exp \left( -\frac{t}{2\tau} \right) \exp(i\omega t)
\]

According to Eq. (16), the gap in \( k \)-space emerges in the liquid transverse spectrum: in order for \( \omega \) in (16) to be real, \( k > k_g \) should hold, where

\[
k_g = \frac{1}{2c\tau}
\]

More recently \(^{30}\), detailed evidence for the \( k \)-gap was presented on the basis of molecular dynamics simulations. According to (18), the gap in \( k \)-space increases with temperature because \( \tau \) decreases. In agreement with this prediction, Figure 2 shows the \( k \)-gap emerging in the liquid at high temperature.

Maxima of intensity maps at frequency \( \omega \) correspond to a propagating mode at that frequency and gives a point \((k, \omega)\) on the dispersion curve. The dispersion curves are plotted in Figure 3 and show a detailed evolution of the gap with temperature.

We observe that \( k_g \) increases with temperature. This is consistent with (18) predicting that the gap increases because \( \tau \) decreases with temperature. In further agreement with (18), \( k_g \) calculated from the dispersion curves increases approximately as \( \frac{1}{\tau} \) \(^{30}\).

Microscopically, the gap in \( k \)-space can be related to a finite propagation length of shear waves in a liquid: if \( \tau \) is the time during which the shear stress relaxes, \( c\tau \) gives the shear wave propagation length or liquid elasticity length \( d_{el} \) \(^{31}\):

\[
d_{el} = c\tau
\]

Therefore, the condition \( k > k_g = \frac{1}{2c\tau} \) \(^{18}\) approximately corresponds to propagating waves with wavelengths shorter than the propagation length.

From the point of view of elasticity, the \( k \)-gap suggests that we can consider a liquid as collection of dynamical regions of characteristic size \( c\tau \) where the solid-like ability to support shear waves operates.

In the later section, we will relate the physics involved in setting the \( k \)-gap and propagation length for phonons in liquids and electromagnetic waves in conductors, where the propagation length is referred to as the skin depth.

It is useful to mention the propagation range of shear waves \( d \) in two regimes, hydrodynamic regime where \( \omega \tau < 1 \) and solid-like elastic regime where \( \omega \tau > 1 \). \( d \) can be derived from complex shear modulus emerging from Maxwell interpolation \(^3\). The result is that \( d \approx \lambda \cdot \omega \tau \) in the solid-like elastic regime, where \( \lambda \) is the wavelength \(^9\). Hence \( d = c\tau \), the same propagation length discussed in the previous paragraph. It is useful to write this as

\[
\frac{d}{\lambda} = \omega \tau
\]
FIG. 2. Intensity maps showing the spectra of transverse currents calculated as the Fourier transform of the real part of transverse current correlation functions. The intensity maps are shown for a model Ar liquid at 205 K (top) and 450 K (bottom) and 10 kbar pressure. The maximal intensity corresponds to the middle points of dark red areas and reduces away from them. The emergence of the gap in \( k \)-space is seen at high temperature. Adapted from Ref. [30].

showing that the propagation length can be much longer than the wavelength when \( \omega \tau \gg 1 \). We will come back to this ratio when we discuss the attenuation of the electromagnetic waves and associated gaps in the spectrum.

In the hydrodynamic regime where \( \omega \tau < 1 \), \( d = \frac{1}{2} \frac{\lambda}{\omega} \), showing that the propagation length is comparable to the wavelength and implying a substantial attenuation of the low-frequency waves.

It is interesting to ask why the gap develops in \( k \)-space in [16]–[18] but not in the frequency space as envisaged in [4] by Frenkel originally? The answer lies in a difference between a local nature of a relaxation event (particle jump) and an extended character of a wave. Indeed, [4] gives the condition at which a local environment of a jumping atom is solid-like. This condition was applied to predict propagating transverse modes in liquids, but we now understand the condition to be too strong. A propagating wave does not require all particles it encounters during its propagation to obey [4] and be solid-like. Instead, it only requires that particles start jumping at a distance \( d = c \tau \) where the wave front has reached, disrupting the wave continuity and dissipating the wave. If \( \tau \) is average time between particle rearrangements, this distance is given by \( c \tau \), setting the maximal wavelength and minimal \( k \), or the \( k \)-gap.

C. Further properties of the \( k \)-gap

We make several further observations regarding the emergence of \( k \)-gap. First, the \( k \)-gap emerges not only to liquids below the critical point but also to supercritical fluids as long as the system is below the Frenkel line [30]. The line separates the low-temperature liquid-like supercritical state where particle dynamics combines oscillatory and diffusive components of motion and where transverse modes exist from the high-temperature state where particle dynamics is purely diffusive as in gases and where no transverse modes operate [9, 32, 34]. Second, the gap in momentum space in liquids emerges in the transverse spectrum rather the longitudinal one. The longitudinal mode remains gapless at low \( k \) because

FIG. 3. Phonon dispersion curves of supercritical Ar at 200-500 K and 550 K [30] shown with the temperature increment of 30 K. The deviation from linearity (curving over) of dispersion curves at large \( k \) is related to probing the effects comparable to interatomic separations (in the solid this correspond to curving over of \( \omega \propto \sin ck \) at large \( k \)). This effect is not accounted for in the theory leading to the gap [18] because the theory is formulated in the continous medium [9] and therefore describes the \( k \)-gap in the linear part of the dispersion law. We show \( k \) in the range slightly extending the first pseudo-zone boundary (FPZB) at low temperature. As volume and interatomic separation increase with temperature, FPZB shrinks, resulting in the decrease of \( \omega \propto \sin ck \) at large \( k \) beyond the FPZB. This effect is unrelated to the \( k \)-gap.
the bulk modulus always has a non-zero static component $B_0$, giving rise to the hydrodynamic sound wave with velocity $\sqrt{\frac{B_0}{\rho}}$ and small $k$ corresponding to long wavelengths extending to system size. This wave is present in a continuum (hydrodynamic) approximation of different media with non-zero static bulk modulus, including solids and gases.

Our third remark is related to the crossover between propagating and non-propagating modes related to the presence of imaginary and real terms in $\omega$. The imaginary part defines decay time or decay rate $\Gamma$ of an excitation. According to (15), the decay time and decay rate are $2\pi$ and $\Gamma = \frac{1}{2\pi}$. If, as is often assumed, the crossover between propagating and non-propagating modes is given by the equality between the decay time and inverse frequency (period of the wave), the propagating modes correspond to $k > \frac{1}{\sqrt{2\pi}}$ from (15), or $k > k_g\sqrt{2}$.

Our next observation is related to the velocity of propagating waves with the $k$-gap. We note that the dispersion relation with the mass (energy) gap $\omega$ gives zero group velocity $\frac{d\omega}{dk}$ in the limit $k \to 0$ and a diverging phase velocity $\frac{1}{k}$ in the same limit. This is interestingly reversed for the dispersion relation with the $k$-gap. Indeed, at the smallest $k$-point, $k = k_g$, (16) gives 0 for the phase velocity and a diverging group velocity $\propto \sqrt{k/G}$. This might appear to contradict the necessity for the wave group velocity to be subluminal. However, there is no contradiction if we note that the ratio of the mode frequency $\omega$ and decay rate $\Gamma = \frac{1}{2\pi}$ is $\sqrt{4c^2\tau^2k^2 - 1}$. This tends to 0 as $k \to k_g$, implying non-propagating excitations.

Finally, we comment on the experimental evidence of the $k$-gap. There are currently no transverse dispersion relations with the $k$-gap directly obtained from inelastic neutron or X-ray scattering experiments. However, there are indirect pieces of evidence supporting the existence of $k$-gap. The first piece of evidence comes from the fast sound or positive sound dispersion (PSD), the increase of the measured speed of sound over its hydrodynamic value [9]. As first noted by Frenkel [10], a non-zero shear modulus of liquids implies that the propagation velocity crosses over from its hydrodynamic value $v = \sqrt{\frac{B_0}{\rho}}$ to the solid-like elastic value $v = \sqrt{\frac{B + 4G}{\rho}}$, where $B$ and $G$ are bulk and shear moduli, respectively [25, 35]. According to the discussion in the previous section, shear modes become propagating $k > k_g$, implying PSD at these $k$-points. This further implies that PSD should disappear with temperature starting from small $k$ because the $k$-gap increases with temperature. This is confirmed experimentally [35]: inelastic X-ray experiments in liquid Na show that PSD is present in a wide range of $k$ at low temperature. As temperature increases, PSD disappears starting from small $k$, in agreement with the $k$-gap picture. At high temperature, PSD is present at large $k$ only.

Another piece of evidence comes from low-frequency shear elasticity of liquids at small scale [37, 38]. According to [16], the frequency at which a liquid supports shear stress can be arbitrarily small provided $k$ is close to $k_g$. This implies that small systems are able to support shear stress at low frequency. This has been ascertained experimentally [37, 38]. This important result was to some extent surprising, given the widely held view that, according to [4], liquids were thought to be able to support shear stress at high frequency only [10, 25].

D. Essential ingredients of gapped momentum states and symmetry of liquid description

We have seen that one needs two essential ingredients for the $k$-gap to emerge in the wave spectrum. First, we need a wave-like component in equations enabling wave propagation. Second, we need a dissipative effect, the process that disrupts the wave continuity and dissipates it over a certain distance, thus destroying waves with long wavelengths and setting the gap in $k$-space.

There are two important features of the two ingredients above, which are to some extent related to each other. First, neither solid-like propagating nor dissipative viscous terms are assumed to be small in our equations. Consequently, a theory of $k$-gap can not proceed by starting with either term and using a perturbation theory.

The second feature is more fundamental and is related to finding a correct starting point for liquid description altogether and $k$-gap in particular. In our derivation of the $k$-gap above, we have started with the hydrodynamic approach describable by the Navier-Stokes equation and generalized it to endow the liquid with solid-like elastic response. This approach agrees with the spirit of generalized hydrodynamics discussed earlier and is consistent with our everyday experience that common liquids flow and hence are hydrodynamic systems. Yet Maxwell interpolation [3] gives no preference to either hydrodynamic or solid-like elastic terms to serve as a starting point of liquid description. Instead, Maxwell interpolation treats the viscous hydrodynamic term and solid-like elastic term on equal footing. Does this imply that propagating solid-like transverse modes with the gap in $k$-space can be derived starting from solid-state equations instead of hydrodynamic ones?

The answer is positive: it can be shown that the central equation [13] predicting the gap in $k$-space can be derived by adopting the solid-state description as a starting point [40]. We start with the wave equation describing a non-decayed propagation of transverse waves in the solid:

$$G \frac{\partial^2 v}{\partial x^2} = \rho \frac{\partial^2 v}{\partial t^2}$$

We generalize [21] by substituting $G$ by $M$ [9]:

$$M \frac{\partial^2 v}{\partial x^2} = \rho \frac{\partial^2 v}{\partial t^2}$$

We have seen that one needs two essential ingredients for the $k$-gap to emerge in the wave spectrum. First, we need a wave-like component in equations enabling wave propagation. Second, we need a dissipative effect, the process that disrupts the wave continuity and dissipates it over a certain distance, thus destroying waves with long wavelengths and setting the gap in $k$-space.

There are two important features of the two ingredients above, which are to some extent related to each other. First, neither solid-like propagating nor dissipative viscous terms are assumed to be small in our equations. Consequently, a theory of $k$-gap can not proceed by starting with either term and using a perturbation theory.

The second feature is more fundamental and is related to finding a correct starting point for liquid description altogether and $k$-gap in particular. In our derivation of the $k$-gap above, we have started with the hydrodynamic approach describable by the Navier-Stokes equation and generalized it to endow the liquid with solid-like elastic response. This approach agrees with the spirit of generalized hydrodynamics discussed earlier and is consistent with our everyday experience that common liquids flow and hence are hydrodynamic systems. Yet Maxwell interpolation [3] gives no preference to either hydrodynamic or solid-like elastic terms to serve as a starting point of liquid description. Instead, Maxwell interpolation treats the viscous hydrodynamic term and solid-like elastic term on equal footing. Does this imply that propagating solid-like transverse modes with the gap in $k$-space can be derived starting from solid-state equations instead of hydrodynamic ones?

The answer is positive: it can be shown that the central equation [13] predicting the gap in $k$-space can be derived by adopting the solid-state description as a starting point [40]. We start with the wave equation describing a non-decayed propagation of transverse waves in the solid:
\[ G(1 - A^{-1}) \frac{\partial^2 v}{\partial x^2} = \rho \frac{\partial^2 v}{\partial t^2} \]  \hspace{1cm} (22)

We act on both sides of (22) with operator \( A \) in (6):

\[ G(A - 1) \frac{\partial^2 v}{\partial x^2} = \rho A \frac{\partial^2 v}{\partial t^2} \]  \hspace{1cm} (23)

According to (6), \( A - 1 \) in (23) is \( \tau \frac{\partial}{\partial t} \). Using \( G = \rho c^2 \) as earlier and rearranging the right side of (23) gives

\[ c^2 \tau \frac{\partial^2 v}{\partial t \partial x^2} = \frac{\partial}{\partial t} \left( \frac{\partial v}{\partial t} + \tau \frac{\partial^2 v}{\partial t^2} \right) \]  \hspace{1cm} (24)

Integrating over time and setting the integration constant to 0 gives the equation identical to (13) predicting solid-like shear modes with the gap in \( k \)-space.

That liquid properties and the gap in momentum space can be derived in approaches starting from either hydrodynamic or solid state equations helps us understand the physical origin of GMS. It also implies that liquids with their emerging GMS occupy a symmetrical place between the hydrodynamic and solid-like approaches from the point of view of physical description.

E. Implications for liquid thermodynamics

As mentioned earlier, a general theory of liquid thermodynamics at the level comparable to solids and gases was deemed impossible \(^{[1]}\). However, understanding propagating modes in liquids enables us to calculate their thermodynamic properties. Indeed, the density of states \( g(\omega) \) becomes small at \( k \rightarrow k_g \) because \( \frac{dk}{d\omega} \) with \( \omega \) in \(^{[16]}\) diverges at \( k \rightarrow k_g \). This means that the states close to \( k_g \) can be neglected in the integral representing different properties such as the energy. Moreover, in the Debye model widely used in isotropic disordered systems, \( \omega = ck \) \(^{[1]}\). In this model, the frequency corresponding to the \( k_g \approx \frac{1}{\tau} \) is \( 1 \), which is the Frenkel frequency in Eq. (4). Figure 4 illustrates this point: neglecting states close to \( k_g \) approximates the dispersion relation by the straight line in the Debye model starting at \( k = k_g \) and \( \omega = \omega_F = \frac{1}{\tau} \).

In the classical case, calculating \( E_t \) in the picture with \( \omega \)-gap and \( k \)-gap gives identical results. Indeed, assuming the frequency gap \( \omega_F \) gives \( E_t \) as

\[ E_t = \int_{\omega = \omega_F}^{\omega_D} E(\omega, T) g(\omega) \, d\omega \]  \hspace{1cm} (28)

where \( g(\omega) = \frac{6N}{\omega^2} \omega^2 \) is the density of states of transverse modes.

Adding the energy of remaining longitudinal mode and the kinetic energy of diffusing atoms to \( E_t \) in (26) gives the total liquid energy as \(^{[9]}\):

\[ E = NT \left( 3 - \left( \frac{\omega}{\omega_D} \right)^3 \right) \]  \hspace{1cm} (27)

At low temperature when \( \omega_F \ll \omega_D \), Eq. (27) predicts \( c_v = \frac{1}{3} \frac{d\omega}{d\tau} = 3 \) as in solids. At high temperature, the range in \( k \)-space where the transverse modes propagate reduces according to (18). When \( \tau \) reaches its limiting value of \( \tau \) at high temperature (\( \omega_F \) reaches its limiting value \( \omega_D \)), \( k_g \) increases to the zone boundary (in disordered systems, the zone boundary is introduced in the Debye model \(^{[1]}\)). At this point, all transverse modes disappear from the liquid spectrum. According to (27), setting \( \omega_F = \omega_D \) gives \( c_v = 2 \), in agreement with experimental results \(^{[9]}\). If \( \omega_F \) is known from experiments or molecular dynamics simulations, the agreement with experimental and modeling data can be made quantitative in the entire temperature range where \( c_v \) reduces from 3 at low temperature to 2 at high \(^{[9]} \) \(^{[39]}\).

F. A relationship between \( \omega \) and \( k \)-gap

It is important to return to the original Frenkel’s assumption that liquids support transverse modes above the frequency \( \frac{1}{\tau} \) as discussed in Eq. (4). This implies the gap in \( \omega \) space. However, the gap turns out to be \( k \)-space as discussed above, rather that in \( \omega \). Interestingly, it can be seen that operating in terms of \( \omega \)-gap gives a good approximation from the point of view of system thermodynamic properties. Indeed, the density of states \( g(\omega) \propto \frac{1}{\omega^3} \) becomes small at \( k \rightarrow k_g \) because \( \frac{d\omega}{dk} \) with \( \omega \) in \(^{[16]}\) diverges at \( k \rightarrow k_g \). This means that the states close to \( k_g \) can be neglected in the integral representing different properties such as the energy. Moreover, in the Debye model widely used in isotropic disordered systems, \( \omega = ck \) \(^{[1]}\). In this model, the frequency corresponding to the \( k_g \approx \frac{1}{\tau} \) is \( 1 \), which is the Frenkel frequency in Eq. (4). Figure 4 illustrates this point: neglecting states close to \( k_g \) approximates the dispersion relation by the straight line in the Debye model starting at \( k = k_g \) and \( \omega = \omega_F = \frac{1}{\tau} \).

In the classical case, calculating \( E_t \) in the picture with \( \omega \)-gap and \( k \)-gap gives identical results. Indeed, assuming the frequency gap \( \omega_F \) gives \( E_t \) as

\[ E_t = \int_{\omega = \omega_F}^{\omega_D} E(\omega, T) g(\omega) \, d\omega \]  \hspace{1cm} (28)

where \( g(\omega) = \frac{6N}{\omega^2} \omega^2 \) is the density of states of transverse modes.
Putting $E = T$ gives the same result as $[26]$. We therefore find that the frequency (energy) gap in liquids effectively emerges in the approximate description of the phonon states.

Fundamentally, the emergence of the $k$-gap and $\omega$-gap as its approximation is related to strong non-linear coupling in liquids alluded to earlier and additionally discussed in the next section. In this sense, this insight may be interesting in the context of the emergence of energy gaps in other non-linear problems including the Yang-Mills theory.

G. Gapped momentum states in Lagrangian formulation

From the point of view of field-theoretical description of liquid dynamics, it is interesting to ask what kind of Lagrangian gives GMS. The challenge is to represent the viscous term $\propto 1/\tau$ in $[13]$ in the Lagrangian. Notably, when the existence of $k$-gap and propagating transverse modes above $k_g$ were unknown in the past, the Lagrangian formulation of liquids involving dissipation was deemed impossible (see, e.g., $[25]$).

We consider the scalar field $\phi(x, t)$ describing velocities or displacements. The viscous energy can be written as the work $W$ done to move the liquid. If $s$ is the strain, $W \propto Fs$, where $F$ is the viscous force $F \propto \eta \frac{ds}{dt}$. Hence, the Lagrangian should contain the term $s \frac{d\phi}{dt}$ or, in terms of the field $\phi$, the term

$$L \propto \phi \frac{d\phi}{dt} \quad (29)$$

However, the term $\phi \frac{d\phi}{dt}$ disappears from the Euler-Lagrange equation

$$\frac{\partial L}{\partial \phi} - \frac{d}{dt} \frac{\partial L}{\partial (\frac{d\phi}{dt})} = 0 \quad (30)$$

because $\frac{\partial L}{\partial \phi} = \frac{\partial}{\partial \phi} \frac{\partial L}{\partial (\frac{d\phi}{dt})} = \frac{d}{dt} \frac{\partial L}{\partial \phi}$. Another way to see this is note that the viscous term $\phi \frac{d\phi}{dt} \propto \frac{1}{2} \phi^2$.

To circumvent this problem, we consider two fields $\phi_1$ and $\phi_2$, i.e. we invoke two scalar field theory used in a different context $[41]$. We note that a two-coordinate description of a localised damped harmonic oscillator was discussed earlier $[42, 43]$. In the later section, we will discuss the Keldysh-Schwinger approach to dissipative effects and will see how two fields naturally emerge in that formulation, describing an open system of interest and its environment (bath). We note that in the area of liquids and disordered solids, theories of interaction between the system and its environment (bath) have been used to explain several important effects involving dissipation (see, e.g., Ref. $[44, 45]$).

In terms of two fields $\phi_1$ and $\phi_2$, the dissipative term can be written as a combination of $[29]$ as

$$L \propto \phi_1 \frac{\partial \phi_2}{\partial t} - \phi_2 \frac{\partial \phi_1}{\partial t} \quad (31)$$

and the Lagrangian becomes

$$L = \frac{\partial \phi_1}{\partial t} \frac{\partial \phi_2}{\partial t} - c^2 \phi_1 \frac{\partial \phi_2}{\partial x} + \frac{1}{2\tau} \left( \phi_1 \frac{\partial \phi_2}{\partial t} - \phi_2 \frac{\partial \phi_1}{\partial t} \right) \quad (32)$$

Setting $\tau \to \infty$ in (32) gives the form of the complex scalar field theory and corresponds to no particle jumps and, therefore, solid dynamics. $\tau \to \infty$ in (32) gives the Lagrangian describing waves in solids as expected.

We note that (32) follows from the two-field Lagrangian

$$L = \frac{1}{2} \left( \left( \frac{\partial \psi_1}{\partial t} \right)^2 - \left( \frac{\partial \psi_1}{\partial x} \right)^2 + \left( \frac{\partial \psi_2}{\partial t} \right)^2 - \left( \frac{\partial \psi_2}{\partial x} \right)^2 \right) + \frac{i}{2\tau} \left( \psi_2 \frac{\partial \psi_1}{\partial t} - \psi_1 \frac{\partial \psi_2}{\partial t} \right) \quad (33)$$

using the transformation employed in the complex field theory: $\phi_1 = \frac{1}{\sqrt{2}}(\psi_1 + i\psi_2)$ and $\phi_2 = \frac{1}{\sqrt{2}}(\psi_1 - i\psi_2)$. The advantage of using (32) in terms of $\phi_1$ and $\phi_2$ is that the equations of motion for $\phi_1$ and $\phi_2$ decouple as we see below. This is not an issue, however: one can use (33) to obtain the system of coupled equations for $\psi_1$ and $\psi_2$ and decouple them using the same transformation between $\phi$ and $\psi$, resulting in the same equations for $\phi$ as those following from (32). Note that the imaginary term in (33) may be related to dissipation $[3, 46, 47]$; however, the Hamiltonian...
corresponding to (33) does not have an imaginary term:
\[ H = \frac{1}{2} \left( \left( \frac{\partial \phi_1}{\partial t} \right)^2 + \left( \frac{\partial \phi_1}{\partial x} \right)^2 + \left( \frac{\partial \phi_2}{\partial t} \right)^2 + \left( \frac{\partial \phi_2}{\partial x} \right)^2 \right), \]
where terms with \( \tau \) cancel out and where the real parts of \( \psi_1 \) and \( \psi_2 \) are implied.

Applying (30) to the two fields in (32) gives two decoupled equations
\[
\begin{align*}
\frac{c^2 \partial^2 \phi_1}{\partial x^2} &= \frac{\partial^2 \phi_1}{\partial t^2} + \frac{1}{\tau} \frac{\partial \phi_1}{\partial t}, \\
\frac{c^2 \partial^2 \phi_2}{\partial x^2} &= \frac{\partial^2 \phi_2}{\partial t^2} + \frac{1}{\tau} \frac{\partial \phi_2}{\partial t},
\end{align*}
\]
with the solution
\[
\begin{align*}
\phi_1 &= \phi_0 \exp \left( -\frac{t}{2\tau} \right) \cos(kt - \omega t), \\
\phi_2 &= \phi_0 \exp \left( \frac{t}{2\tau} \right) \cos(kt - \omega t),
\end{align*}
\]
with the same dispersion relation as in (10) and where, for simplicity, we assumed zero phase shifts in \( \phi_1 \) and \( \phi_2 \).

We consider the dissipative process over time scale comparable to \( \tau \) because the phonon with the \( k \)-gap dissipates after time comparable to \( \tau \) (see (15) and (17)). Both \( \phi_1 \) and \( \phi_2 \) change appreciably over this time scale. We observe that the first equation in (34) is identical to (13), resulting in the first solution in (16) as in (17). The second solution increases with time. \( \phi_1 \) and \( \phi_2 \) in (35) can be viewed as energy exchange between waves \( \phi_1 \) and \( \phi_2 \): \( \phi_1 \) and \( \phi_2 \) appreciably reduce and grow over \( \tau \), respectively. This process is not dissimilar from phonon scattering in crystals due to defects or anharmonicity where a plane-wave phonon (\( \phi_1 \)) decays into other phonons (represented by \( \phi_2 \)) and acquires a finite lifetime \( \tau \) as a result.

We note that \( \phi_2 \) can be viewed as the wave propagating back in time and space with respect to \( \phi_1 \) because \( \phi_2(x, t) = \phi_1(-x, -t) \), implying that a Lagrangian formulation of a non-reversible dissipative process involves two waves moving in the opposite space-time directions, resulting in this sense in the reversibility of the Lagrangian description. As we will see in the later section, the two-field description is analogous to the Keldysh-Schwinger approach where the integration is extended to a complementary plane and integration contour is closed as a result.

The total energy of the system does not have exponential terms \( \exp \left( \pm \frac{t}{2\tau} \right) \) due to their cancellation. Indeed, the Hamiltonian is
\[ H = \pi_1 \frac{\partial \phi_1}{\partial t} + \pi_2 \frac{\partial \phi_2}{\partial t} - L, \]
where \( \pi_1 = \frac{\partial \phi_1}{\partial x} - \phi_2 \frac{\partial \phi_2}{\partial x} \) and \( \pi_2 = \frac{\partial \phi_1}{\partial t} + \frac{\phi_1}{2\tau} \phi_2 \) from (32). This gives
\[ H = \frac{\partial \phi_1}{\partial x} \frac{\partial \phi_2}{\partial x} + c^2 \frac{\partial \phi_1}{\partial t} \frac{\partial \phi_2}{\partial t}. \]
Using the solutions \( \phi_1 \) and \( \phi_2 \) above gives the system energy
\[ E = \phi_0^2 \left( 2c^2 k^2 \sin^2(kt - \omega t) - \frac{1}{4\tau^2} \right). \]
Averaged over time, \( E = \phi_0^2 \left( c^2 k^2 - \frac{1}{4\tau^2} \right) = \phi_0^2 \omega^2 \) and is constant and positive.

From the point of view of field theory, the last term in (32) describes dissipative hydrodynamic motion and represents a way to treat strongly anharmonic self-interaction of the field. Indeed, if this interaction has a double-well (or multi-well) form, the field can move from one minimum to another in addition to oscillating in a single well [49]. This interaction potential is illustrated in Fig. 5. This motion is analogous to diffusive particle jumps in the liquid responsible for the viscous force in (13). Therefore, the dissipative \( \propto \frac{1}{\tau} \) term in (32) and (34) describes the hopping motion of the field (via thermal activation or tunneling [48]) between different wells with frequency \( \frac{1}{\tau} \). We refer to this term as dissipative, although we note that no energy dissipation takes place in the system as discussed above. Rather, the dissipation concerns the propagation of plane waves in the anharmonic field of Lagrangian (32). The dissipation varies as \( \propto \frac{1}{\tau} \) with large \( \tau \) corresponding to rare transitions of the field between different potential minima and non-dissipative wave propagation due to the first two terms in (32).

**H. Interplay between the dissipative and mass terms**

From the point of view of field theory, it is interesting to see how the gap in \( k \) space in (32) can vary and to elaborate on general effects of the dissipative term [31]. We start with adding the mass term to (32), \( -m^2 \phi_1 \phi_2 \):
\[
L = \frac{\partial \phi_1}{\partial t} \frac{\partial \phi_2}{\partial t} - c^2 \frac{\partial \phi_1}{\partial x} \frac{\partial \phi_2}{\partial x} + \frac{1}{2\tau} \left( \frac{\partial \phi_1}{\partial t} - \frac{\partial \phi_2}{\partial t} \right) - m^2 \phi_1 \phi_2
\]
where \( m \) is bare mass.
Seeking the solution in the form of a plane wave as before we find the real part of $\omega$ corresponding to propagating waves for both $\phi_1$ and $\phi_2$ as
\[
\omega = \sqrt{c^2 k^2 + m^2 - \frac{1}{4\tau^2}} \quad (37)
\]
$\omega$ in (37) behaves differently depending on the sign of $m^2 - \frac{1}{4\tau^2}$. If $m > \frac{1}{2}\tau$, (37) gives the mass (energy gap) as
\[
\omega(k = 0) = \sqrt{m^2 - \frac{1}{4\tau^2}} \quad (38)
\]
We observe that the dissipative term reduces the mass (energy gap) from its bare value $m$.

When $m < \frac{1}{2}\tau$, (37) predicts the gap in $k$-space. Indeed, under this condition the expression under the square root in (37) is negative unless $k > k_g$, where
\[
k_g = \sqrt{\frac{1}{4\epsilon^2 \tau^2} - \frac{m^2}{\epsilon^2}} \quad (39)
\]
Comparing with (18) we see that the bare mass reduces the gap in $k$-space.

The mass gap and $k$-gap both close when
\[
m = \frac{1}{2\tau} \quad (40)
\]
i.e. when the bare mass $m$ becomes close to the field hopping frequency. In this case, (37) gives the photon-like dispersion relation $\omega = ck$, corresponding to the first two terms of (36) only.

These results bring us back to Fig. 1b and our earlier discussion of how a DP with energy (mass) gap can continuously transform into the DP with the gap in momentum space. Eqs. (37)-(39) show how the transformation between the mass-gaped and momentum-gapped DR proceeds as $\omega_F = \frac{1}{\tau}$ increases and how the gapless DP emerges in the process.

In the later section, we will see that the same interplay between the dissipative and mass terms and the associated transformation between the mass-gaped and momentum-gaped DR originates in the holographic models. It also emerges in the Keldysh-Schwinger formalism discussed in the next section.

III. KELDYSH-SCHWINGER APPROACH TO DISSIPATION: TWO-FIELD DESCRIPTION

A. Formulation in terms of two fields

In previous sections, we discussed the emergence of gapped momentum states due to dissipation in classical systems. In this section, we will discuss the generalization of this picture to the quantum case. We will see that the Keldysh-Schwinger approach similarly involves doubling of the number of degrees of freedom.

In this section we discuss the emergence of gapped momentum states in the Keldysh-Schwinger approach [67, 68] to dissipation. This approach describes quantum-mechanical evolution of a non-equilibrium system. In this description, two fields emerge describing a central dissipative system and its external environment, in line with a more general assertion that a dissipative behavior is associated with a quantum field theory involving doubling the number of fields [69, 70]. The two fields exchange energy, with the total energy remaining constant. This is similar to the two-field description of the dissipative Lagrangian we encountered earlier.

The Keldysh-Schwinger technique describes the non-equilibrium dynamics of a quantum mechanical system with a large number of particles [67, 68]. In several texts [71, 72], this description is formulated in terms of path integrals. Here, we give our own brief interpretation of this formulation, based on the continuum integration formalism, which we consider to be most concise and transparent and hence suitable for a compact review.

Let us mention the important connection between the Keldysh-Schwinger formalism and the formulation of dissipative hydrodynamics from an action principle [76–79] which further links this section with the rest of the manuscript.

In this formalism, the probability of a transition between the states of a system is represented by a functional integral:
\[
\langle q, t' | q', t' \rangle = \langle q'' | \hat{U} | q' \rangle = \int \mathcal{D}q \exp \left[ \frac{i}{\hbar} \int_{t'}^{t''} \mathcal{L}(q) \, dt \right]
\]
where $\mathcal{L}(q) = p\dot{q} - H(q)$ is the Lagrangian of the system, $H$ is the Hamiltonian of the system, $\mathcal{D}q$ is the functional integration (see Appendix I), $\hat{U}$ is the evolution operator, $q$ is the microscopic state parameter (a particle position for example), $p = \dot{q}/m$ is momentum, the symbols $|q, t\rangle$ denote states in the Heisenberg representation, $|q, t\rangle = e^{-iHt/\hbar} |\bar{q}\rangle$ and $|\bar{q}\rangle$ is the dimensionless eigenstate of the operator $\hat{q}$ in the Schrödinger representation. Below we will consider the case of slow changes of a microscopic state parameter and length scales larger than the lattice constant.

For a many-particle system $\{q\} = \{q_1, q_2, \ldots, q_N\}$ the Hamiltonian of a quasi-equilibrium system at time $t$ is
\[
H\{q\} = \sum_{a=1}^{N} \frac{p_a^2}{2\mu} + U(q_1, q_2, \ldots, q_N)
\]
where $U$ is the potential energy and $\mu$ is the particle mass.
Let us represent the potential energy as:

\[ U(q) = \sum_{a,b} k_{ab} q_a q_b + \ldots \]

write \(2q_a q_b = q_a^2 + q_b^2 - (q_a - q_b)^2\) and assume that \(k_{ab}\) bonds only nearest points in the lattice. Then

\[ U(q) = \frac{l^2 k_i}{2} \sum_{i=1}^{N} \sum_{a} \left( \frac{q_{a,i} - q_a}{l^2} \right)^2 + k_l \sum_{a} q_a^2 + \ldots \]

where \(l\) is the lattice constant and \(n\) is the number of nearest points.

In the continuous limit

\[ U(q) = \frac{\varepsilon}{2} (\nabla q)^2 + v(q) \]

where \(\varepsilon\) is the parameter characterising the smoothness of \(q\) function and \(v(q)\) is the function which depends on \(q\). Considering system’s microscopic states at all space points \(r\): \(q_a(t) \rightarrow \phi_\tau(t)\), we have

\[ \langle \phi, t' | \phi', t' \rangle = \langle \phi_\tau | \hat{U} | \phi_\tau \rangle = \int \mathcal{D} \phi \exp \left[ \frac{i}{\hbar} \int_{t'}^{t''} dt \left( \int dV \left( \frac{1}{2} \dot{\phi}^2 - \frac{\varepsilon}{2} (\nabla \phi)^2 \right) - v(\phi) \right) \right] \]

where \(\phi\) is the vector of infinite dimensions with components are \(\phi_r\), \(V\) is the system volume and \(\int dV\) is the integration over this volume.

In the equilibrium case, the initial and final states are assumed to be equilibrium and are related to the ground state by \(|\phi_{eq}, t\rangle = \sqrt{\rho_0} |0\rangle\), where \(\rho_0(T)\) is the equilibrium density of states. Therefore, \(\langle \phi, \infty | \phi', -\infty \rangle = \langle \phi_{eq}, \infty | \phi_{eq}, -\infty \rangle = \rho_0(0) = \rho_0\), i.e. it is a certain constant that depends on the temperature. In this case, a mean value \(A\)

\[ \langle A(\phi) \rangle = \frac{1}{\langle \phi_{eq}, \infty | \phi_{eq}, -\infty \rangle} \int \mathcal{D} \phi A(\phi) \exp \left[ \frac{i}{\hbar} \int_{-\infty}^{\infty} dt \mathcal{L}(\phi) \right] \]

is well-defined.

In order to make connection to equilibrium statistical mechanics, we assume \(i(t - t') = \hbar \beta\), and the Hamiltonian of the system is unchanged: \(H(\phi(t)) = H\). Then we arrive at the standard (equilibrium) statistical mechanics:

\[ Z = \langle \phi_{eq,i} | \phi_{eq,i} \rangle = \mathcal{N} \int \mathcal{D} \phi \exp \left[ -\beta H(\phi) \right] = 1. \]

Let us consider a quantum many-body system governed by a time-dependent Hamiltonian \(\hat{H}(t)\). The time evolution of the system is given by the evolution operator \(\hat{U}: |\phi, t + \delta t\rangle = \hat{U}_{\delta t} |\phi, t\rangle\). This operator evolves according to the Heisenberg equation of motion \(\hbar \partial_t \hat{U}_{\delta t} = i \left[ \hat{U}_{\delta t}, \hat{H} \right]\), which is formally solved as

\[ \hat{U}_{\delta t} = \exp \left[ -i \frac{\delta t}{\hbar} \hat{H} \right]. \]

Let us divide the time interval \((t', t'')\) into the infinitesimal parts \(\delta t\), then the probability of transition from \(\phi_{\tau}\) state to \(\phi_{\tau'}\) state is

\[ \langle \phi_{\tau'} | \hat{U} | \phi_{\tau} \rangle = \int \mathcal{D} \phi_{\tau'} - \delta t \cdots \int \mathcal{D} \phi_{\tau} + \delta t \langle \phi_{\tau'} | \hat{U}_{\delta t} | \phi_{\tau'} - \delta t \rangle \times \langle \phi_{\tau'} - \delta t | \hat{U}_{\delta t} | \phi_{\tau'} - 2\delta t \rangle \cdots \langle \phi_{\tau'} + 2\delta t | \hat{U}_{\delta t} | \phi_{\tau} + \delta t \rangle \langle \phi_{\tau} + \delta t | \hat{U}_{\delta t} | \phi_{\tau} \rangle, \]

where \(\hat{U}_{\delta t}\) is the evolution operator during the time interval \(\delta t\). The \(|\phi_{\tau - 1}\rangle\), and \(|\phi_{\tau}\rangle\) states are not coherent. Therefore, the evolution operator elements are given by:

\[ \langle \phi_{\tau'} | \hat{U}_{\delta t} | \phi_{\tau - 1} \rangle \equiv \langle \phi_{\tau'} | e^{-i \hbar^{-1} \delta t \hat{H}} | \phi_{\tau - 1} \rangle \]

\[ \approx \langle \phi_{\tau} | \hat{1} - i \hbar^{-1} \delta t \hat{H} \rangle |\phi_{\tau - 1}\rangle = e^{i \hbar^{-1} \delta t \hat{H}} |\phi_{\tau - 1}\rangle = e^{i \hbar^{-1} \delta t \hat{H} \delta t} |\phi_{\tau - 1}\rangle = e^{i \delta t \partial_r |\phi_{\tau - 1\rangle} e^{-i \hbar^{-1} \delta t \hat{H} \delta t} = e^{i \delta t \partial_r |\phi_{\tau - 1\rangle} \delta t \hbar^{-1} \delta t \}

(see Appendix II), and in the continuous limit we have

\[ \langle \phi_{\tau'} | \hat{U} | \phi_{\tau} \rangle = \int \mathcal{D} \phi \exp \left[ i \int_{t'}^{t''} dt \left( \hbar^{-1} \mathcal{L}(\phi) + i \phi \partial_r \phi \right) \right], \]

where \(\phi \partial_r \phi\) denotes \(V^{-1} \int dV \phi \partial_r \phi \).

Introducing the imaginary time \(t \rightarrow -it\), this expression can be represented as

\[ \langle \phi_{\tau'} | \hat{U} | \phi_{\tau} \rangle = \int \mathcal{D} \phi \exp \left[ -i \int_{t'}^{t''} dt \mathcal{L}(\phi) \right], \]

where

\[ G^{-1} = \hbar^{-1} \mu \partial_r^2 - \hbar^{-1} \varepsilon \nabla^2 + \partial_t \]

is the operator inverse to the Green function operator \(12\).

The quadratic part of \((11)\) corresponds to the wave equation \(\mu \partial_r^2 \phi - \varepsilon \nabla^2 \phi = 0\), thus \(\mu\) and \(\varepsilon\) are related by the wave velocity \(c: \varepsilon = c^2 \mu\). The last term in \((41)\) describes dissipation.

So far, the time scale in the system described by \((41)\) is given by the quantum-mechanical time scale contained in the Planck constant only. \((41)\) is a convenient place to introduce system’s relaxation time \(\tau\), similarly to its introduction in the Frenkel’s theory of liquids discussed earlier. Similarly to Frenkel’s approach, the introduction of \(\tau\) here does not involve a first-principles calculation: as discussed earlier, such a calculation in the case of liquids is exponentially complex and therefore is not tractable. Rather, \(\tau\) is introduced on physical grounds and from observation that a transit between different potential minima on a potential energy landscape involves a characteristic time \(\tau\). As discussed earlier, this time in liquids is related to the system’s viscosity via the Maxwell interpolation. We therefore write
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which is also equivalent and coherent for both fields \( \phi_{\infty} \equiv \phi_{\infty} \).
Therefore, the contour is closed for \( t = 0 \) and \( t = \infty \).
At \( t > \infty \), the system is in equilibrium, hence two contour
branches are equivalent and can be represented by one line.

\[
G^{-1} = \tau \partial_t^2 - c^2 \tau \nabla^2 + \partial_t
\]
where the last two terms describe the propagating wave
and the last term describes dissipation as in [41].

We consider a non-equilibrium system interacting with
a thermal reservoir and coming to thermal equilibrium
at \( t \to \infty \). We assume that at \( t = 0 \), the system is out
of equilibrium and is in the state \( |\phi_0\rangle \), and evolves to
its final equilibrium state, \( \langle \phi_{\infty} \rangle \equiv \langle \phi_{\infty} | \), characterized by the equilibrium density of states \( \rho_{eq} \).
The transition probability is:

\[
\langle \phi_{eq}, \infty | \phi_0, 0 \rangle = \langle \phi_{eq} | U_0 | \phi_0 \rangle = \int \mathcal{D}\phi_{eq} \mathcal{D}\phi \exp \left\{ \int_0^t dt (\hbar^{-1} \mathcal{L}(\phi) - \phi \partial_t \phi - \hbar^{-1} \tau E_{eq} \phi_{eq} \phi_{eq} \phi_{eq}^2) \right\}
\]

One can show that this probability does not depend on
shifting the time \( t = \infty \) (see Appendix III). However,
this probability depends on the initial state of the system
and, accordingly, on the choice of the initial time. The
averaging operation is not defined in this case and, as a
consequence, the statistical theory can not be formulated.

To get around this problem, we use the following ap-
proach: consider a copy of our system, with the same
transition probability. We denote the field in the initial
system as \( \phi^+ \) and in the copy as \( \phi^- \). Recall that this is
the same field, hence \( \langle \phi_0^-, 0 | \phi_0^+, 0 \rangle = 1 \). Using the two
fields, we close the integration contour in \( t = \infty \) point
(see Fig. 6) and write

\[
1 \equiv \langle \phi_0^-, 0 | \phi_0^+, 0 \rangle = \int \mathcal{D}\phi_{eq} \langle \phi_0^-, 0 | \phi_{eq}, \infty \rangle \langle \phi_{eq}, \infty | \phi_0^+, 0 \rangle
\]

Now the integration over the contour yields unity, and
the averaging operation in the system with two fields is
well defined because it does not depend on the initial
state of the system. We now represent the preceding
expression in the form of the functional integral:

\[
\langle \phi_{eq}^- | 0 | \phi_{eq}^+, 0 \rangle = \mathcal{N} \int \mathcal{D}\phi_{eq} \int \mathcal{D}\phi^+ \mathcal{D}\phi^-	imes
\exp \left\{ \int_0^\infty dt (\hbar^{-1} \mathcal{L}(\phi^-) - \phi^- \partial_t \phi^- - \hbar^{-1} \mathcal{L}(\phi^+) + \phi^+ \partial_t \phi^+) - \hbar^{-1} \tau E_{eq} (\phi^{-}(\infty) - \phi^{+}(\infty)) \phi_{eq} - \hbar^{-1} \tau E_{eq} \phi_{eq}^2 \right\},
\]
in which we “glued” the two branches of the contour at
the point \( t = \infty \), since \( \phi_{eq} \) state does not depend on
the choice of the contour. After the integration over \( \phi_{eq} \) (see Appendix I), we obtain

\[
\langle \phi_{eq}^- | 0 | \phi_{eq}^+, 0 \rangle = \mathcal{N} \int \mathcal{D}\phi^+ \mathcal{D}\phi^-	imes
\exp \left\{ \int_0^\infty dt (\hbar^{-1} \mathcal{L}(\phi^-) - \phi^- \partial_t \phi^- - \hbar^{-1} \mathcal{L}(\phi^+) + \phi^+ \partial_t \phi^+) - \hbar^{-1} \tau E_{eq} (\phi^{-}(\infty) - \phi^{+}(\infty)) \right\}
\]

It is convenient to operate in terms of frequency repre-
sentation. Because \( E_{eq} \phi_{eq}^2 = \tau \int_\infty^{-\infty} d\omega \rho(\omega) \phi_{eq}^2 d\omega \), where
\( \rho(\omega) = 1/2 \cosh \left( \frac{\hbar \omega}{2kT} \right) \) is the equilibrium states density
(see Appendix IV), we obtain

\[
\langle \phi_{eq}^- | 0 | \phi_{eq}^+, 0 \rangle = \mathcal{N} \int \mathcal{D}\phi^+ \mathcal{D}\phi^- \exp \left\{ \frac{\tau}{\hbar} \int_{-\infty}^{\infty} d\omega \left\{ \frac{1}{\hbar} \mathcal{L}(\phi^-) - \frac{1}{\hbar} \mathcal{L}(\phi^+) - i\omega(\phi^- \phi^- - \phi^+ \phi^+) - \omega \rho(\omega)(\phi^- + \phi^+)^2 \right\} \right\}
\]

We can now perform the famous Keldysh rotation and introduce new fields: \( \phi^{cl} = \sqrt{1/2}(\phi^+ + \phi^-) \), \( \phi^q = \sqrt{1/2}(\phi^+ - \phi^-) \), which are called “classical” and “quantum” fields,
respectively. Using this rotation, the theory is repre-
sented in compact and convenient form. In momentum
representation, we have:

\[
1 = \langle \phi_0^-, 0 | \phi_0^+, 0 \rangle = \mathcal{N} \int \mathcal{D}\phi^{cl} \mathcal{D}\phi^q \times
\exp \left\{ -V_k^{-1} t^2 \int_{-\infty}^{\infty} dkd\omega \left\{ \phi^{cl}_k \phi^{cl}_{-k} G^{-1} \phi^{cl}_{-k} \phi^{cl}_k + \phi^q_k \phi^q_{-k} \right\} \right\} = \mathcal{N} \int \mathcal{D}\phi^{cl} \mathcal{D}\phi^q \exp \left\{ \frac{-V_k^{-1} t^2}{2} \int_{-\infty}^{\infty} dkd\omega \phi^{cl}_k \phi^{cl}_{-k} \right\}
\]

where \( V_k = l^{-d} \) is the system volume in momentum
space, \( \phi = \{ \phi^{cl}, \phi^q \} \) and \( G^{-1} \) is the inverse operator
to the Green functions operator

\[
\hat{G} = \begin{bmatrix}
\tau^{-1} \omega \coth (\hbar \omega/2kT) & \tau^{-1} \\
\square + \omega^2 & -i\omega \\
\tau^{-1} & 0
\end{bmatrix}
\]

where \( \square = \tau (c^2 k^2 - \omega^2) \) is the d’Alembert operator
describing evolution of a conservative elastic system. The
elements of matrix \( \hat{G} \) are called as “advanced”, “ret-
tarded”, and “Keldysh” Green functions.

We observe that the above approach to dissipation rep-
resents a quantum approach to the problem and is equiva-
lent to a quantum field theory where the number of fields
is doubled. The doubling of the number of degrees of freedom is equivalent to the two-field description discussed in the earlier section.

**B. Gapped momentum states**

The solutions of equations in this theory are found from the asymptotic of the retarded correlation function $G^R(\omega)$ in (43):

$$G^R(\omega) = \frac{\tau^{-1}}{\Box - i\omega} = \frac{\tau^{-1}}{\tau c^2 k^2 - \tau \omega^2 - i\omega}.$$  

In terms of propagating plane waves, the real part of $\omega$ corresponding to propagating waves is

$$\text{Re} \omega = \sqrt{c^2 k^2 - \frac{1}{4\tau^2}},$$

from which the gap in $k$-space emerges

$$k_g = \frac{1}{2c\tau}$$

and is the same as in Eq. (18).

If a mass term is present, $G^R(\omega)$ reads

$$G^R(\omega) = \frac{\tau^{-1}}{\Box - i\omega} = \frac{\tau^{-1}}{\tau c^2 k^2 - \tau \omega^2 + \tau m^2 - i\omega}.$$  

where $m$ is the mass, yielding the dispersion relation

$$\text{Re} \omega = \sqrt{c^2 k^2 + m^2 - \frac{1}{4\tau^2}},$$

as in Eq. (37), resulting in the same interplay between the dissipative and mass terms. This and other equations discussed earlier generalize GMS to the quantum case.

**IV. STRONGLY-COUPLED PLASMA**

In this and following sections, we continue discussing different systems where gapped momentum states emerge. In this section, we discuss GMS in strongly-coupled plasma.

Plasma is often described as a different state of matter since its properties are largely defined by the charged character of constituent particles. One might expect that dispersion relations and GMS in particular should depend on the charged nature of particles in plasma in some way. Interestingly, it transpires that GMS in plasma can be rationalized in terms of the same viscoelastic picture discussed in the area of liquids. Particle charges are important in setting the screened-Coloumb interactions and other properties, however GMS appears to be a generic effect emerging for a large variety of interatomic interactions including those operating in plasma.

Strongly-coupled plasma (SCP) can be defined as a system of charged particles where interactions are strong enough to give an approximate equality between potential and kinetic energies. Investigation of SCP is currently one of the hottest fundamental branches of physics which lies at the interface between different fields: plasma physics, condensed matter physics, atomic and molecular physics [50–52]. It is widely recognised that theoretical understanding strongly-coupled plasma faces a fundamental challenge because strong inter-particle interaction precludes using conventional methods of theoretical physics such as perturbation theory [50, 51]. This is the same problem that we encounter in theoretical description of liquids discussed above. As a result, most advances in understanding SCP have been coming from experiments, while no theoretical guidance exists for better planning and performing new experiments involving SCP [51].

There has been extensive research into collective modes in plasma (see, e.g., Refs. [51, 55, 56] for review and references therein). We do not attempt to review this large field, but instead remark that, similarly to liquids, the $k$-gap seen in molecular dynamics simulations of plasma models (see, e.g. Refs [55–60]. Fig. 7 shows one such example. The gap tends to reduce with the plasma coupling parameter. Qualitatively, this is consistent with the liquid result [18] if stronger coupling is related to larger $\tau$.

An experimental confirmation of gapped momentum states was reported in Ref. [61]. This study used dusty plasma where particles were imaged by camera. This was possible because, in contrast to liquids, this system has long inter-particle distances and low frequencies: typical inter-particle distance characteristic frequencies are of the order of $1 \text{ mm}$ and $10 \text{ s}^{-1}$, respectively. Dis-
FIG. 8. Experimental transverse dispersion relations in dusty plasma in the solid crystalline state (open black circles) and the liquid state (red bullets). $a = 0.325$ mm. The emergence of the gap in $k$-space is seen in the liquid state. The data are from Ref. [61].

persion relations were derived from calculated transverse current correlation functions using the imaged trajectories of dusty plasma particles. Figure 8 shows a gapless transverse dispersion relation in the solid crystalline state of dusty plasma and the emergence of the gap in the liquid state.

Theoretically, the gapped momentum states in plasma are rationalized using generalized hydrodynamics, the approach that extends the hydrodynamic description to larger $k$ and $\omega$ (see, e.g., [54, 56, 62]) as in liquids discussed in the previous section. Interestingly, the authors of Ref. [54] trace the generalized hydrodynamics approach used in plasma back to the viscoelastic theory of liquids developed by Frenkel [10].

V. ELECTROMAGNETIC WAVES

A. $k$-gap and skin effect

In this section, we discuss the emergence of GMS in electromagnetic waves.

Equations governing the propagation of electromagnetic (EM) waves in a conductor involve combining Maxwell equations with constituent relations between the field and the current. If the latter is taken in the form of Ohm’s law $J = \sigma E$, where $J$ is the current density and $\sigma$ is conductivity, the wave equation for the electric field $E$ becomes [65, 66]

$$\nabla^2 E = \mu \epsilon \frac{\partial^2 E}{\partial t^2} + \mu \sigma \frac{\partial E}{\partial t} \tag{44}$$

The magnetic component follows the same equation.

Seeking the solution in the form $E = E_0 e^{i(kx-\omega t)}$ gives

$$k^2 = \mu \epsilon \omega^2 + i \mu \sigma \omega \tag{45}$$

We re-write (45) as

$$\omega^2 + i \frac{\sigma}{\epsilon} \omega - c^2 k^2 = 0 \tag{46}$$

where $c^2 = \frac{1}{\mu \epsilon}$ is the propagation speed and observe that the form of (45) is identical to (14) and that (44) is identical to (13), from which the $k$-gap emerges.

A comparison (46) to (14) identifies the relaxation time $\tau$ with $\frac{\sigma}{\epsilon}$, giving the same equation as (14):

$$\omega^2 + i \frac{1}{\tau} \omega - c^2 k^2 = 0 \tag{47}$$

and resulting in the $k$-gap for EM waves as

$$k_g = \frac{1}{2 \epsilon \tau} = \frac{\sigma}{2 \epsilon c} \tag{48}$$

Interestingly, the $k$-gap (48) is not commonly discussed in the well-researched area of EM waves. In order to understand this, we discuss the relationship between $k_g$ and the skin effect.

The discussions of skin depth involve solving (45) for $k$ [65, 66] rather than $\omega$ as we did for transverse modes in liquids. We write the solution as

$$k = k_1 + ik_s \tag{49}$$

$$k_1 = \frac{\omega}{c \sqrt{2}} \left( \sqrt{1 + \left( \frac{1}{\omega \tau} \right)^2} + 1 \right)^{\frac{1}{2}} \tag{50}$$

and

$$k_s = \frac{\omega}{c \sqrt{2}} \left( \sqrt{1 + \left( \frac{1}{\omega \tau} \right)^2} - 1 \right)^{\frac{1}{2}} \tag{51}$$

so that $E = E_0 e^{-k_s z} e^{i(kx-\omega t)}$ and the skin depth $d_s = \frac{k_1}{k_s}$.

To aid our further analysis, it is convenient to write the ratio $\frac{d_s}{\lambda}$, an indicator of to what extent the penetration depth is related to the oscillatory behavior. Noting that $\frac{d_s}{\lambda} = \frac{k_1}{k_s}$ and using (50) and (51) gives

$$\left( \frac{d_s}{\lambda} \right)^2 = 1 + 2 (\omega \tau)^2 \left( 1 + \sqrt{1 + \frac{1}{(\omega \tau)^2}} \right) \tag{52}$$
We observe that in the regime $\omega \tau \gg 1$, $\frac{1}{\omega \tau} \gg 1$, implying many wavelengths in a propagation length. In the opposite “hydrodynamic” regime $\omega \tau \ll 1$, $\frac{\omega}{\tau}$ tends to 1, implying strong attenuation. Thus the two regimes are identical to the solid-like elastic and hydrodynamic regimes of shear wave propagation envisaged by Frenkel and discussed in our earlier section.

In the regime $\omega \tau \gg 1$, $k_1$ in (56) gives $k_1 = \frac{\omega}{c}$ as expected for propagating waves, and $k_s$ in (51) becomes $k_s = \frac{1}{\omega \tau}$, the same as $k_g$ in (48).

$$k_s = k_g$$ (53)

This implies that in the weakly-attenuated regime, the skin depth includes the full range of wavelengths at which EM waves propagate, from $d_s = \frac{1}{\omega \tau}$ to the shortest wavelength. In this sense, specifying the propagation length (skin depth) implies the $k$-gap because it imposes the smallest $k$ of propagating waves in the system. Note that the opposite does not apply: specifying the $k$-gap implies the allowed values of $k$ of propagating waves but not the propagation length.

It therefore appears that phonon propagation in liquids and propagation of EM waves in conductors was discussed in different terms: the first phenomenon was quantified in terms of $k$-gap, whereas the second one was discussed in terms of the skin depth. Although the equation governing the two effects is the same, solving it for $\omega$ gives the $k$-gap, whereas solving it for $k$ gives the skin depth. One can reverse this state of affairs and discuss the propagation of EM waves in conductors in terms of the $k$-gap (not commonly done) and to discuss the propagation of phonons in liquids in terms of the “skin depth”, or propagation length, with the proviso that phonons in liquids are internal excitations as compared to an external electromagnetic field penetrating a conductor. We have previously referred to the propagation length of transverse phonons in liquids as the liquid elasticity length $d_{el}$ in Eq. (19), which has the same physical meaning as the skin depth for EM waves.

In the opposite regime $\omega \tau \ll 1$, $k_1$ and $k_s$ become $\frac{1}{\tau \sqrt{\omega}}$, resulting in the skin depth varying as $\propto \frac{1}{\sqrt{\omega}}$ as commonly discussed.

**B. Interplay between the gaps in $k$- and $\omega$-space**

Returning to our original Figure 1 showing three possible dispersion relations (frequency gap, $k$-gap and gapless line), it is interesting to see how the gaps in $k$-space and $\omega$-space move in response to parameter change. To see this, it is convenient to use the Drude model for conductivity:

$$\sigma = \frac{n e^2 \tau_c}{m(1 - i \omega \tau_c)}$$ (54)

where $n$ is carrier density, $e$ and $m$ are carrier charge and mass, respectively, and $\tau_c$ is related to the relaxation time of charge carriers.

Using (54) in (46) gives

$$\omega^2 + \frac{i \omega \tau_c}{1 - i \omega \tau_c} \omega_p^2 - c^2 k^2 = 0$$ (55)

where $\omega_p$ is plasma frequency, $\omega_p^2 = \frac{ne^2}{mc}$.

In the $\omega \tau_c \gg 1$ limit, Eq. (55) gives

$$\omega^2 = \omega_p^2 + c^2 k^2$$ (56)

(50) is a dispersion relation with the gap in $\omega$-space and represents a well-known result that EM waves in a conductor propagate above the plasma frequency. For $\omega \tau_c \ll 1$, Eq. (55) gives $\omega^2 + i \omega \tau_c \omega_p^2 - c^2 k^2 = 0$, the equation that yields the $k$-gap. Comparing it with (47) gives the $k$-gap as

$$k_g = \frac{\omega^2 \tau_c}{2c}$$ (57)

The gapless line $\omega = ck$ results from Eq. (55) in the absence of charge careers and $\omega_p = 0$.

The limiting cases above illustrate the crossovers between $\omega$-gapped and $k$-gapped dispersion relations. The full picture of this crossover requires solving the cubic equation (55) for different values of $\omega \tau_c$. To illustrate the crossover, we assume $\omega_p = 1$ and $c = 1$, vary $\tau_c$ and show a non-negative real solution of $\omega$ for different $\tau_c$ in Fig. 9.

Fig. 9 shows an interesting and non-trivial behavior. For large $\tau_c$, we observe the dispersion relation with $\omega$ gap in Fig. 9a, in agreement with (56). At smaller $\tau_c$, the dispersion relation develops a checkmark-type feature in Fig. 9b, which touches the $x$-axis on further decrease of $\tau_c$ in Fig. 9c, and subsequently develops a gap at intermediate values of $k$ in Fig. 9d. This is followed by the disappearance of the low-$k$ part with negative dispersion and the emergence of the $k$-gap in Fig. 9e at $\tau_c = 0.4$. Notably, the observed value of the $k$-gap in Fig. 9e is close to 0.2 predicted by Eq. (57) (recall $\omega_p = 1$ and $c = 1$).

The $k$-gap further decreases with $\tau_c$ and finally closes at small $\tau_c$ in Fig. 9f, resulting in a gapless line in agreement with Eq. (57). We note that $\tau_c \to 0$ gives the gapless line as expected from Eq. (55) where small $\tau_c$ is equivalent to the second term becoming small, corresponding to the absence of dissipation.

The imaginary part of the solution is plotted in Fig. 9, showing a non-negative real solution of $\omega$ for different $\tau_c$ in Fig. 9.

In Fig. 9a–9f, this is the case for large $k$ only. In particular, modes with $k$-points close to the $k$-gap are non-propagating.
FIG. 9. Dispersion relations resulting from solving (55) for different \(\tau_c\): (a) \(\tau_c = 5\), (b) \(\tau_c = 0.58\), (c) \(\tau_c = 0.54\), (d) \(\tau_c = 0.51\), (e) \(\tau_c = 0.4\) and (f) \(\tau_c = 10^{-4}\). The line shows a non-negative real solution for \(\omega\), and the dashed line shows the imaginary part. \(\omega_p = 1\) and \(c = 1\) are assumed.

VI. SINE-GORDON MODEL

As discussed in previous sections, GMS emerge as a result of dissipation of transverse waves due to a relaxation process with a characteristic time \(\tau\) and the appearance of a finite range of wave propagation. This process can be attributed to an anharmonic or nonlinear potential (the \(k\)-gap is zero in a linear problem with the harmonic potential where a plane wave is an eigenstate and where \(\tau \to \infty\) in (15)). For particles (fields) to have the liquid-like ability to move between different minima due to thermal activation in addition to solid-like oscillations in single minima, the anharmonicity has the form shown in Figure 5. At yet higher temperature where particles fly over the potential barrier, the dynamics becomes purely diffusive and gas-like.

As discussed in the introduction, obtaining this picture from first principles involves the complexity of solving the problem of coupled non-linear oscillators. However, it is interesting to what extent the problem can be reduced to a single-particle model in an effective potential of the form in Figure 5. A simple model of a potential shown in Figure 5 is a periodic function such as \(\sin\). This results in the model described by the non-linear Sine-Gordon equation (SGE):

\[
\frac{\partial^2 \phi}{\partial t^2} - \frac{\partial^2 \phi}{\partial x^2} + \sin \phi = 0 \tag{58}
\]

The SGE has been used to discuss a variety of systems and effects, including dislocations in crystals, Josephson junctions, waves in ferromagnetic materials [63, 64] as well as the Beresinskii-Kosterlitz-Thouless transition.

We observe that the SGE also describes solid-like oscillatory particle dynamics as well as gas-like motion. Indeed, the SGE yields two dynamical regimes: oscillations in a single potential well at low energy of the system and the motion above the potential barrier at high energy. On the \((\phi, \dot{\phi})\) phase map, the first regime corresponds to closed trajectories where \(\phi\) and \(\dot{\phi}\) are bound. The second regime corresponds to periodic \(\phi\) as a function of \(\phi\), where \(\dot{\phi}\) is unbound. This is illustrated in Figure 10. The two regimes are separated by a separatrix which is a soliton [64].

We therefore find that depending on the energy given by initial conditions, the SGE predicts solid-like and gas-like motion, but not the liquid-like motion where the oscillatory component in one potential minimum is followed by jumps between different minima. This is not surprising because this motion requires thermal fluctuations enabling activated jumps over the potential barrier, and these are absent in the SGE model involving no thermal bath. In this sense, the SGE describes the solid-like and gas-like dynamics and the solid-gas sublimation transition between the two states given by the soliton solution. As far as we know, the SGE was not previously discussed in the context of these processes.

We note that the limiting cases of large and small \(\tau_c\) \((\omega \tau_c \gg 1\) and \(\omega \tau_c \ll 1\)) give the dispersion curves with the frequency gap (Fig. 9) and \(k\)-gap (Fig. 9). The non-trivial behavior in Fig. 9-d takes place in a fairly narrow range of \(\tau_c\), corresponding to the intermediate regime. It would be interesting to investigate to what extent this behavior may be characteristic in real systems with the right combination of system properties and external parameters.

Interestingly, the same behavior of dispersion curves is found for plasmon modes studied in holographic models [132]. Its currently unclear how the two theories are related and to what extent the underlying equations are similar. This is the subject of ongoing work and one of the points for this review: discussing similar results from different fields, with the view of deeper understanding the underlying physics.
Interestingly, the non-linearity of the SGE can result in gapped momentum states. Considering the waves of stationary profile where variables $x$ and $t$ depend on $x - vt$, where $v$ is the propagation speed of the nonlinear waves, Eq. (58) can be re-written as

$$ (v^2 - 1) \frac{\partial^2 \phi}{\partial t^2} - \frac{\partial^2 \phi}{\partial x^2} + \sin \phi = 0 $$

(59)

General solutions of (59) are given in terms of Jacobi elliptic functions and are different depending on whether $v > 1$ or $v < 1$, corresponding to fast and slow waves. Considering the solutions corresponding to closed trajectories in Figure 10, it is found that dispersion relations for fast nonlinear waves are

$$ \omega^2 = k^2 + \left( \frac{\pi}{2K(\chi)} \right)^2 $$

(60)

where $K(\chi)$ is the complete elliptic integral of the first kind and $\chi$ is the nonlinearity parameter that depends on the system energy and increases from 0 to 1 as nonlinearity increases [64]. For slow waves, the dispersion relation is

$$ \omega^2 = k^2 - \left( \frac{\pi}{2K(\chi)} \right)^2 $$

(61)

and implies the gap in momentum space.

These two dispersion relations are shown in Figure 10 illustrating the energy gap for fast waves and momentum gap for slow waves. This graph is very similar to Figure 1 discussed in the Introduction.

In our earlier discussion of GMS in liquids, we have seen that increasing dissipation promotes the gap in $k$-space. If the mass term is present, increasing dissipation first reduces the mass gap, eventually zeroes it and subsequently opens up the gap in $k$-space. In the SGE, nonlinearity acts differently for fast and slow waves: increasing nonlinearity reduces the energy gap for fast waves and $k$-gap for slow waves. More specifically, the dispersion for fast waves becomes the same as for the Klein-Gordon equation obtainable from (58) by $\sin \phi \rightarrow \phi$, with the maximal frequency gap. Increasing nonlinearity reduces the frequency gap and yields $\omega = k$ in the strongly nonlinear case. For slow waves, weak non-linearity gives large $k$-gap in Figure 10. Increasing nonlinearity reduces the $k$-gap and yields $\omega = k$ in the strongly nonlinear case [64].

We recall that our previous discussion of liquids identified dissipation and relaxation processes as essential ingredients of GMS. On the other hand, GMS and their evolution in the SGE model emerge solely from the nonlinearity of the SGE equation rather than from an explicit presence of dissipation and relaxation.

VII. QUASIHYDRODYNAMICS AND APPLICATIONS

Hydrodynamic description is an effective field theory framework to describe the flow of fluids and gases. It describes the low-energy and low-frequency degrees of freedom of a system using a gradient expansion. At the same time we can think about hydrodynamic as the theoretical framework describing a set of conserved currents and relative charges. Its validity relies on the small frequency/momentum expansion $\omega/T, k/T \ll 1$ where $T$ is the characteristic thermal scale of the system. In the previous section, we have shown how to start with the hydrodynamic Navier-Stokes equation and modify it to in order to obtain the $k$-gap. In this section, we will present other areas of hydrodynamic framework where the $k$-gap arises naturally. In particular we will discuss the relation between hydrodynamics and the $k$-gap dispersion relation in terms of the recently built quasihydrodynamic theory [86].
Hydrodynamics is governed by the equations of motion that reflect the conservation of a finite set of currents $J_a$ associated with a certain collection of global symmetries and conserved charges $\rho_a$. A more interesting and quite frequent situation appears when the system possesses at least one operator $O$ (typically the momentum operator) which is not strictly conserved but is dissipated at a slow rate fixed by a relaxation time $\tau$ such that $\langle O(t)O(0) \rangle \sim e^{-t/\tau}$. Assuming that the dissipation rate is small compared to the typical time scale of the system, i.e. $\tau T \gg 1$, we can still describe the system using the following equations:

$$\partial_t \langle \rho_a \rangle + \partial_i J_a^i = 0, \quad \partial_t \langle O \rangle + \partial_i J_O^i = -\frac{\langle O \rangle}{\tau}$$

which are thought as a deformation of the hydrodynamic framework in the presence of a non-conserved current.

The problem of formulating hydrodynamics in presence of broken symmetries is the subject of Ref. [88]. More recently, using the assumptions above, the authors of Ref. [84] find that the appearance of the $k$-gap is universal and is due to a pole-collision between the hydro diffusive pole $\omega = -iDk^2 + \ldots$ and purely imaginary non-hydro pole $\omega = -i/\tau + \ldots$ which corresponds to the non-conserved operator $O$. However, this is not the only option that a hydrodynamic system can support. Let us describe two typical situations which can take place on increasing the momentum of the modes in the transverse sector (see Fig. 11). One possibility is that the diffusive mode and a pair of non-hydro off-axis modes cross each other, in which case a diffusion-to-sound crossover takes place but no $k$-gap emerges. A different effect appears when the diffusive mode collides with a purely imaginary pole and produces a pair of propagating modes with a finite real part. In this case, the $k$-gap emerges. We also note that the diffusion-to-sound crossover in the transverse stress tensor correlators can be also derived using the relaxation time approximation for the Boltzmann equation in kinetic theory (see [90] for a review).

The main idea of Ref. [89] is that the presence of the $k$-gap and the corresponding emergent propagating mode is intimately connected with the existence of an approximately conserved global symmetry. In simple cases the identification of such a symmetry appears to be straightforward, but generally it is far from obvious and is often related to a specific treatment of hidden global symmetries of the system.

To be more specific about the idea of *quasihydrodynamics*, let us take a simple example presented in Ref. [88] and consider an operator $O$ whose dynamics is well described by a hydrodynamic diffusion equation:

$$\partial_t O = D \partial_x^2 O$$

whose conserved current is $J = -D\partial_x O$. Its dispersion relation is a simple diffusive one: $\omega = -iDk^2$. Now let us

![FIG. 11. Two typical behaviours on the complex frequency plane. The top figure shows pole-crossing: the hydro pole (blue) and the first non-hydro poles (red) cross each other. The bottom figure shows pole-collision: the hydro pole (blue) and the first non-hydro pole (red) collide on the imaginary axes and produce two specular poles with finite $Re[\omega]$.](image-url)
assume the presence of an additional quasihydrodynamic field $D_2$, with corresponding relaxation time $\tau$, such that the system of equations is modified into:

$$\partial_t D + \partial_x D_2 = 0, \quad \partial_t D_2 + D \partial_x D = -\frac{1}{\tau} D_2$$

(65)

If we consider $\tau = \infty$ we recover a purely diffusive mode.

If we write the solution in the Fourier space, we find our usual equation for the $k$-gap

$$\omega^2 + \frac{i}{\tau} - D k^2 = 0$$

(66)

and its solution:

$$\omega = -\frac{i}{2\tau} \pm \sqrt{\frac{D}{\tau}} k^2 - \frac{1}{4\tau^2}$$

(67)

As a result, the $k$-gap appears as is shown Fig. 12.

More specifically because of the non conservation of one of the operators, one mode will acquire a zero momentum damping $\omega = -i\tau^{-1}$. Increasing the momentum, this mode will collide with the other diffusive mode, corresponding to a conserved quantity, and will produce the $k$-gap (see Fig. fig.11). At low momenta, the system is governed by the usual diffusive mode. At higher momenta, namely at $k^2 = 1/(4D\tau)$, a collision of the type of Fig 11 takes place and a propagating mode appears in the transverse spectrum. At yet larger momenta, we have a propagating transverse mode with the asymptotic speed $c^2 \equiv D \tau$.

Interestingly, this effect can have potential experimental implications and has been discussed to possibly appear in two-dimensional electronic systems such as graphene or Weyl semimetals [89].

B. Global formulation of EM and dual photon

As an application of the quasihydrodynamic method, we discuss the global symmetry formulation of electromagnetism coupled to matter introduced in Ref. [90] and further discussed in a series of papers [86, 87, 91, 93, 95]. We start with Maxwell equations in four dimensions:

$$\frac{1}{c^2} \partial_\mu F^{\mu\nu} = J^{\nu}_{\text{electric}}$$

(68)

where $e$ is the gauge coupling, $F = dA$ is the electromagnetic field strength or Maxwell tensor and $J^{\nu}_{\text{electric}}$ is the current induced by a finite electric charge density in the medium. Eq. (68) is related to $U(1)$ local gauge symmetry which implies the conservation of the electric charge. We can now use the field strength to define a two-form $J^{\mu\nu}$:

$$J^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}$$

(69)

Using the original Bianchi identity for the field strength $F$, $d * F = 0$, which implies the absence of magnetic monopoles, we find:

$$\partial_\mu J^{\mu\nu} = 0.$$  

(70)

or, in other words, we find that the two-form current $J^{\mu\nu}$ is conserved. This is not related to the conservation of the electric charge, but rather informs us that magnetic field line cannot end because of the absence of magnetic monopoles. The symmetry behind the conservation of such a current expressed in (70) is due to a generalized global symmetry. The associated conserved charge can be written as:

$$Q = \int_S * J$$

(71)

and counts the number of magnetic lines across a codimension-2 surface $S$ (see Fig. 13).

This procedure leads to the gauge field $A_\mu$ becoming dynamical. Additionally, the photon in this picture can be viewed as the goldstone boson related to the spontaneous symmetry breaking [94].

We can now notice that in addition to the conserved two-form current $J^{\mu\nu}$, we also have its dual current $\tilde{J} = * J = F$ which counts the electric flux lines and it...
This warrants further development of this picture. The plasma frequency \( \omega \) can be explained in this picture using the Goldstone theorem. In particular, the plasmon represents the pseudo-goldstone boson for the global symmetry discussed, and \( \nu \) the Goldstone boson for the global symmetry discussed, and \( \nu \) the plasma frequency \( \omega_p \) corresponds to the mass gap. This warrants further development of this picture.

is simply the original field strength \( F^{\mu \nu} \). The important point is that the dual electric form is now not conserved in the presence of charge matter, as Eq. (68) clearly shows. This is the same as stating that electric lines end with an electric charge. As a consequence, in a medium with finite electric charge density, there is only one exact global symmetry and one conserved two-form. In particular, we have:

\[
\partial_\mu \tilde{J}^{\mu \nu} = -\frac{1}{\tau} \tilde{J}^{\nu \tau}
\]

which states that the conservation of the \( F^{\mu \nu} \) two-form is broken by a finite relaxation time \( \tau \) produced by the electric charge distribution. To obtain (72), we have expressed \( j^{\text{electric}} \) in terms of the electric field \( F^{\mu \nu} \). Eq. (72) is analogous to Ohm’s law for the case of a dynamical gauge field \( A^\mu \). In the limit \( \tau = \infty \), we recover the standard dispersion relation for EM waves \( \omega = c k \), but otherwise we have a typical situation described by the quasihydrodynamic approach where one of the currents is not conserved. As a result, the dispersion relation acquires a \( k \)-gap as discussed in the previous section.

We therefore find this consideration provides an intriguing way to view the emergence of the \( k \)-gap as being due to the softly broken global symmetry. We also note that the usual plasmon dispersion relation

\[
\omega^2 = \omega_p^2 + c^2 k^2
\]

can be explained in this picture using the Goldstone theorem. In particular, the plasmon represents the pseudo-goldstone boson for the global symmetry discussed, and the plasma frequency \( \omega_p \) corresponds to the mass gap. This warrants further development of this picture.

C. Theory of elasticity and lattice defects

The same arguments can be applied to a different area: the theory of elasticity with lattice defects. The idea is to express the theory of elasticity [157] in two and three dimensions with defects [100, 101] in a dual formalism, which is partially inspired by Refs. [155, 159]. The framework was presented in Ref. [92], and its interpretation in terms of quasihydrodynamics was discussed in Ref. [86].

Let us consider a set of scalar fields \( \phi^I \) which define the displacements. The equation governing the dynamics of the system is the conservation of momentum:

\[
\partial_\mu P_\mu^I = 0
\]

where the momentum is defined via the relation:

\[
P_\mu^I = C^{\mu \nu}_{IJ} \partial_\nu \phi^J
\]

where \( C \) is the elastic tensor.

As in the previous section where the dynamics of the photon was arising from the spontaneous symmetry breaking, the theory of elasticity can be formulated in terms of the spontaneous breaking of the momentum conservation which gives rise to a set of Goldstone bosons, i.e., phonons, determining the mechanical response of the system.

In the absence of any defects (disclinations or dislocations) there exists an additional set of conserved higher spin currents:

\[
J_{I_1 \ldots I_d}^{a_1 \ldots a_d} = \epsilon^{a_1 \ldots a_d} \partial_\nu \phi^I
\]

The conservation of these currents plays the role of the topological Bianchi identity. The associated charge

\[
N = \int_{S^2} * J
\]

counts the number of domain walls of \( \phi_I \) or defects lines (see Fig. 13).

To make an analogy with the electromagnetism discussed the previous section, we observe that the conservation of the momentum corresponds to the conservation of magnetic flux lines and the conservation of the topological currents corresponds to the conservation of the electric flux lines. As in the system discussed in the previous section, this last symmetry can be broken. In particular, a finite domain wall with density \( \langle J^I \rangle \neq 0 \), produced by the presence of lattice defects, breaks the conservation of the topological current:

\[
\partial_\mu J_\mu^{I I} = -\frac{1}{\tau} J_\nu^{I I}
\]

and now acquires a finite relaxation time \( \tau \). The usual argument of Ref. [86] can be used, giving rise to the \( k \)-gap [92]. More precisely, in the presence of a finite density of defects, the currents overlap with the momentum operator and induce a propagating mode in the shear sector. This framework is intriguingly close to our discussion of liquids in the first section. It is possible that the quasihydrodynamic framework could valuably add to a theoretical basis for the \( k \)-gap phenomenon.
\[ T^{\mu\nu} = \epsilon u^\mu u^\nu + p \Delta^{\mu\nu} - \eta \sigma^{\mu\nu} + \ldots \quad (79) \]

where \( \epsilon \) is the energy density, \( u^\mu \) is velocity field, \( p \) is pressure, \( \eta \) is viscosity, \( \Delta^{\mu\nu} = u_\mu u_\nu + g^{\mu\nu} \) and \( \sigma^{\mu\nu} \) is shear stress tensor. Within the second-order hydrodynamics, the relevant transverse mode is again a diffusive mode whose diffusion constant is given by viscosity \( D = \eta / (\epsilon + p) \). Understanding the operation of this mode has issues for several reasons. The group velocity of the diffusive mode \( |\partial \omega / \partial k| = 2 D k \) grows arbitrarily at large momentum because of its diffusive nature, and its propagation becomes superluminal and acausal. However, the superluminality takes place in a regime which is out of control of the second order and low-momentum approximation. Another related problem is that the corresponding Green function violates specific sum rules and therefore violates unitarity [38]. There has been a lengthy discussion about the possible acausality problem of the linearized relativistic hydrodynamics which is mainly a problem for numerical simulations. A possible and famous resolution is the so-called Israel-Stewart mechanism. The idea is to extend the stress tensor \( T^{\mu\nu} \) to next order, introducing new terms in the expansion. One of the coefficients that needs to be added plays the role of "relaxation time" and is usually denoted as \( \tau_\Pi \). Once this extension is performed, the equation for the diffusive mode is modified as:

\[ \omega^2 + \frac{i}{\tau_\Pi} - \frac{\eta}{\epsilon + p} k^2 = 0 \quad (80) \]

from which the \( k \)-gap emerges. Note that the group velocity is now subluminal:

\[ v = \lim_{k \to \infty} \left| \frac{\partial \omega}{\partial k} \right| = \sqrt{\frac{D}{\tau_\Pi}} \leq 1 \quad (81) \]

and no causality-related problem appears.

To relate this discussion to the previous section, we can think of the Israel-Stewart formalism as taking \( \Pi^{\mu\nu} = -\eta \sigma^{\mu\nu} \) as an independent set of degrees of freedom whose conservation is broken by the \( \tau_\Pi \) coefficient. According to the ideas of Ref. [80], this implies the dispersion relation with the \( k \)-gap.

We observe that dissipation is an essential ingredient for the \( k \)-gap to emerge in these models, similarly to our discussion in earlier sections. The link between dissipation and dispersion relations has also been discussed in the system of goldstone bosons in dissipative systems in [87] [88].

D. Israel-Stewart formalism

A similar earlier idea is related to the definition of relativistic hydrodynamics and the Israel-Stewart formalism [90]. Relativistic hydrodynamics [38] involves the conservation equation for the stress tensor \( \nabla_\mu T^{\mu\nu} = 0 \), where the stress tensor at second order reads:

\[ \Pi^{\mu\nu} = \epsilon u^\mu u^\nu + p \Delta^{\mu\nu} - \eta \sigma^{\mu\nu} + \ldots \]

\[ \epsilon, u^\mu, \eta, \sigma^{\mu\nu}, \Delta^{\mu\nu} \]

E. Anomalous transport

Interestingly, the \( k \)-gap phenomenon also appears in a completely different type of hydrodynamics which is closely connected with the anomalies and is relevant in the study of fermionic systems [100]. The description of specific condensed matter systems like graphene and Weyl semimetals is given in terms of massless relativistic fermions and shows peculiar phenomenological signatures in the transport properties. In these systems, a new collective excitation known as chiral magnetic waves (CMW) [101] is expected to appear as a manifestation of the interplay between the chiral separation effect and the chiral magnetic effect. It is generated by the coupling of vector and axial density waves in the presence of an external magnetic field and is closely connected to the presence of the axial anomaly. The dispersion relation for this mode corresponds to a damped sound wave \( \omega = v k - i D k^2 \), where the velocity is proportional to the external magnetic field and the anomaly coefficient. Up to this point, vector and axial charges are taken to be conserved, but more generally, axial charge conservation can be broken by several effects. For example in
Weyl semimetals dissipation is caused by the so-called "inter-valley" scattering between the electrons and impurities, while in Quark Gluon Plasma this takes place due to strong interactions. Here, we adopt a purely hydrodynamic point of view [102, 103] and write down the constitutive relations for the axial and vector currents:

\[ j_A = \frac{k B \rho_V}{\chi V} - D \partial_x \rho_A, \quad j_V = \frac{k B \rho_A}{\chi A} - D \partial_x \rho_V \]  

in the presence of a background magnetic field \( B \). We define the axial and vector charge densities and susceptibilities as \( \rho_{A,V}, \chi_{A,V} \). The parameter \( k \) is the coefficient of the U(1) anomaly. We write down the equation for the currents as:

\[ \partial_{\mu} j^\mu_V = 0, \quad \partial_{\mu} j^\mu_A = -\frac{1}{\tau_A} \rho_A \]  

where relaxation time \( \tau_A \) quantifies the dissipation of the axial charge due to various effects discussed above. We can write down the set of coupled equations in Fourier space as:

\[ \omega \rho_V + \frac{k \kappa \rho_A B}{\chi A} + i D k^2 \rho_V = 0 \]  

\[ (\omega + \frac{i}{\tau_A}) \rho_A + \frac{k \kappa \rho_V B}{\chi V} + i D k^2 \rho_A = 0 \]  

We can now diagonalize the equations and obtain two independent modes with the following dispersion relation:

\[ \omega = -\frac{i}{2 \tau_A} \pm \sqrt{\frac{B^2 k^2 \kappa^2}{\chi A \chi V} - \frac{1}{4 \tau_A^2} - i D k^2} \]  

The chiral magnetic wave, in presence of axial charge dissipation, develops the \( k \)-gap given by:

\[ k_g^2 = \frac{\chi A \chi V}{4 B^2 k^2 \tau_A^2} \]  

which can be understood in terms of the theoretical setup discussed in the previous sections. An example taken from [103] is shown in Fig. 14.

The experimental detection of chiral magnetic waves and their corresponding \( k \)-gap appears to be possible. Important studies related to the possible manifestation and detection of the dispersion relation in [104] in Quark Gluon Plasma have been recently performed in Ref. 104.

VIII. HOLOGRAPHIC MODELS

Holography, also known as AdS-CFT correspondence, is a duality between quantum field theories (QFTs) and gravitational theories in asymptotically Anti-De Sitter spacetime (AdS) which was conjectured in 1997 by J. Maldacena [105]. Its formulation has been motivated by two main ideas. First is the suggestion, known as the Holographic principle [106], that in quantum gravity the description of a volume of space and its dynamical degrees of freedom are encoded in a lower-dimensional "boundary" spacetime. As the famous example of the latter, we can mention the Area law for the black hole entropy by Hawking and Bekenstein [107].

Emphasized by the term "holographic", the field theory we are interested in "lives" in a spacetime with one dimension less than the gravitational dual theory, and the extra dimension can be thought of as the energy scale of the field theory itself. In other words, the holographic extra dimension geometrizes the RG flow dynamics of the field theory at hand. Second, the observation that the perturbative structure of a large-N quantum field theory can be unambiguously connected to String Theory [108]. The conjecture has been tested with several explicit string theories, however a final and mathematical proof is missing. For introductory-level reviews, see, e.g., Refs. 109–112.

The strength of the AdS-CFT correspondence is that it represents a strong-weak duality and is therefore able to tackle problems linked to a strongly coupled system using a weakly coupled, and simpler, gravitational description. In this way, it represents a new and valuable tool to study strongly-coupled or correlated field theories where any perturbative method is of no help [113, 114]. In the last decades, several applications of this idea to condensed matter have appeared [115], ranging from the study of strange metals [116, 117] to understanding the mystery of high-temperature superconductivity [118, 120].

More recently, several holographic models exhibiting a \( k \)-gap dispersion relation have been discussed. In this section we will review the major examples and their common features. We skip most of the technical details of the computations dealing with the holographic dictionary and focus on physical results.

A. Viscoelasticity, relaxation and holographic \( k \)-gap

The simplest holographic model where the \( k \)-gap appears is probably the global symmetry model of [92]. This is a fairly simple setup with specific viscoelastic features which defined by the 4D bulk action:

\[ S = \frac{1}{2 k^4} \int d^4 x \sqrt{-g} \left( R + \frac{6}{L^2} - \frac{1}{12} H^l_{abc} H^{l bc} \right) \]  

where \( H^l = dB^l \) is the field strength of a bulk two form \( B_{abc}. \) The theory admits a simple isotropic black brane solution:

\[ ds^2 = \frac{dr^2}{r^2 f(r)} + r^2 \left( -f(r) dt^2 + dx^2 + dy^2 \right) \]  

where \( r \) is the already mentioned holographic coordinate which parametrizes the extra dimension playing the role...
In particular, we will consider only the two-points function \( \langle J_{\mu
u} J_{\rho\sigma} \rangle \) where \( J_{\mu
u} \) is the two-form current dual to the \( B_{\mu\nu} \) bulk field. Because of the main features of the model, the poles of such correlator correspond to the vibrational degrees of freedom in the system. The aforementioned correlator will depend on the temperature of the system and on a renormalization scale \( \mathcal{M} \) introduced to render the system UV-renormalizable. In the hydrodynamic limit \( \omega/T, k/T \ll 1 \) and assuming the UV cutoff to be large compared to the IR scale temperature, \( \mathcal{M}/T \gg 1 \), the equation governing the dynamics of the vibrational degrees of freedom can be written analytically as:

\[
\omega \left( 1 - \frac{\omega}{\omega_g} \right) + i \left( \frac{\mathcal{M} - 1}{r_h} \right) k^2 = 0
\]

where \( \mathcal{M} \equiv M/r_h \) is the dimensionless renormalization scale and:

\[
\omega_g = -i \frac{r_h}{\mathcal{M} - 1 + \frac{1}{2} \left( \log 3 - \frac{\pi}{3\sqrt{3}} \right)}
\]

We immediately recognize that Eq. (93) is the same as that giving rise to the \( k \)-gap analyzed in previous sections.

The following mechanism emerges in this picture. In the hydrodynamic limit, the relevant mode governing the low energy and late time dynamics is a simple diffusive mode. Increasing the momentum, the mode undergoes a collision with the first non-hydro and purely imaginary mode. Increasing the momentum, the mode undergoes a collision with the first non-hydro and purely imaginary pole (as in Fig. 11), producing the \( k \)-gap effect. The model at hand contains an UV cutoff \( \mathcal{M} \) which plays the role of the height of the activation barrier in the interatomic potential in liquids in Fig. 5. For large values of this cutoff, the computations are particularly simple, and the relaxation time is given by \( \tau = D/v^2 \) where \( v \) is not necessarily the speed of light but depends on the details of the theory and is given by the following expression:

\[
v^2 = \left( \frac{\mathcal{M} - 1}{r_h} \right) \omega_g
\]

and it is generically smaller than the speed of light.

It is interesting to note that in the limit of infinite cutoff \( \mathcal{M}/T \to \infty \), the \( k \)-gap closes, and we are left with a propagating shear wave as in solids. This effect should be thought as removing the energy barrier in the potential of Fig. 5.

The emergence of the \( k \)-gap in this model can be understood from the presence of a non-conserved global symmetry which is related to the 2-form bulk field used in holographic models where global-symmetry techniques are employed. We will come back on this point in the next section.

Another well-known and studied holographic model which gives rise to the \( k \)-gap is called linear axions model introduced in Ref. [121]. The model is a simple setup to introduce momentum relaxation into the holographic framework using certain specific massive...
gravity action in the bulk \[27\] [29]. In particular, the model is written using the 4D bulk action:
\[
S = M_p^2 \int d^4x \sqrt{-g} \left[ \frac{R}{2} + \frac{3}{f^2} - m^2 \partial_{\mu} \phi^i \partial^{\mu} \phi^i \right] \]  
(96)
where \( M_p \) is the Planck mass and the \( \phi^i \) are two massless scalar fields which enjoy shift symmetry. The parameter \( m \) parametrizes the mass for the graviton fluctuations. We can identify the scalar field \( \phi^i \) with the \( \phi \)-fields of the massive gravity theory [130–133]. We study 4D AdS black brane geometries of the form:
\[
ds^2 = \ell^2 \left[ \frac{du^2}{f(u)} - f(u) dt^2 + dx^2 + dy^2 \right],
\]  
(97)
where \( u \in [0, u_h] \) is the radial holographic direction spanning from the boundary to the horizon, defined through \( f(u_h) = 0 \), and \( \ell \) is the AdS radius. The \( \phi^I \) fields admit a radially constant profile \( \phi^I = x^I \) with \( I = x, y \). This is an exact solution of the system due to the shift symmetry.

In the dual picture, these fields represent marginal scalar operators which break the translational invariance because of their explicit dependence on the spatial coordinates. Despite the scalars profile breaking translational invariance, the geometry remains homogeneous due to residual diagonal symmetry which combines spacetime translations and internal shifts. The framework just described is close in spirit to effective field theories for the spontaneous breaking of Poincaré symmetry in flat spacetime elaborated in [134–136]. In more detail, the blackening factor in this theory takes the form:
\[
f(u) = 1 - m^2 u^2 - \frac{u^3}{u_h^3} + m^2 \frac{u^3}{u_h^3} \]  
(98)
and the corresponding temperature is defined by:
\[
T = \frac{3}{4 \pi u_h} - m^2 u_h \frac{T}{4 \pi} \]  
(99)
Studying the perturbations of the gravitons, i.e. gravitational waves on top of the above background, it is easy to see that the gravitational waves are massive and have a finite propagation length. The graviton mass breaks the diffeomorphism gauge invariance in the bulk, which corresponds to the conservation of the stress tensor of the dual theory. The momentum operator is no longer conserved in this theory:
\[
\partial_a T^{ai} \neq 0 \]  
(100)
In summary, the graviton mass \( m \) amounts to a finite relaxation time \( \tau_{rel} \) for the momentum operator [123], which at linear order reads:
\[
\tau_{rel}^{-1} = \frac{m^2}{4 \pi T} + \ldots \]  
(101)
and which is responsible for two important features: (a) a finite DC conductivity [121] and (b) the violation of the Kovtun-Son-Starinets (KSS) viscosity to entropy ratio bound [124–126]. The non-conservation of momentum has a direct consequence for the non-hydrodynamic shear diffusive mode, which is modified as:
\[
\omega = -i \Gamma - i D k^2 + \ldots \]  
(102)
where the first contribution is of the Drude type with \( \Gamma = \tau_{rel}^{-1} \).

FIG. 16. Dispersion relation of the lowest QNM in the transverse sector, varying \( T/m \in [0.14, 0.17] \) for the model in Ref. [121].

Of particular interest is the quasinormal mode (QNM) spectrum at finite and large momentum shown in Fig. 16 for different values of the dimensionless parameter \( T/m \). The real part of the dispersion relation shows a clear \( k \)-gap [137, 138] and is very well approximated by:
\[
Re[\omega] = \sqrt{c^2 k^2 + m^2} - \frac{1}{4 \tau^2} \]  
(103)
Eq. 103 emerges as a numerical solution and also analytically for a specific value of \( T/m \) at which the system enjoys an enhanced symmetry [122]. We note that 103 is the same as the dispersion relation (37) we found when studying the Lagrangian formulation of liquid dynamics with the mass term included. Hence we expect to see the same interplay between the energy gap and \( k \)-gap as in liquids. Consistent with this expectation, the numerical solution shows that increasing temperature reduces the energy gap and subsequently results in the emergence of the \( k \)-gap as is illustrated in Fig. 16.

This system can be treated analytically in the limit of \( \tau T \gg 1 \) and \( \Gamma / T \ll 1 \). More precisely, in the window corresponding to an intermediate range of the dimensionless graviton mass \( m/T \), the dynamics of the system can be described at zero momentum by only two non-hydrodynamic modes:
\[
\omega_1 = -i \Gamma, \quad \omega_2 = -i \Gamma - \frac{1}{\tau} \]  
(104)
which at finite momentum collide as shown in Fig. 11 and produce the \( k \)-gap shown in Fig. 16. Moreover, in this
relativistic system, the relaxation time $\tau$ is related to the diffusion constant, and in the limit $\Gamma/T \ll 1, \tau T \gg 1$, reads:

$$\tau = \frac{D}{c^2} \quad (105)$$

where $c$ is the speed of light and $D$ the diffusion constant of the underdamped shear mode $\omega = -i\Gamma - iDk^2 + \ldots$. On the contrary, for $m/T \gg 1$ and far from the quasyhydro limit, the formula above receives important corrections from the momentum dissipation terms. Similar but more complicated dispersion relations can be obtained in analogous models with higher-order corrections [139].

We note that the relaxation time $\tau$ extracted from the holographic models does not coincide with the Maxwell time $\tau_M = \eta/G_{\infty}$ where $\eta$ is the shear viscosity and $G_{\infty}$ the elastic modulus at infinite frequency. Nevertheless its temperature dependence is consistent with what observed in liquids and discussed in the previous section. The numerical data in Fig. 17 suggest that the behaviour of $\tau(T)$ is very similar to the well-known Vogel-Fulcher-Tammann law describing temperature dependence of relaxation time in liquids [26]. Moreover, as shown in Fig. 16 the $k$-gap moves to higher momenta with temperature increase. The last feature is in agreement with the realistic trend expected in non-relativistic liquids and discussed in earlier sections of this review.
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**FIG. 17.** The timescale $\tau$ governing the $k$-gap in function of temperature. The red dot is the analytic result at the "self-dual" temperature $T^*$. The dashed line joins the numerical data. We note the similarity of this behaviour with the well-known Vogel-Fulcher-Tammann law for liquids.

### B. k-gap ubiquity in other holographic models

In the previous section, we have discussed two examples of how the $k$-gap emerges in holographic models. In addition to these examples, there are other holographic models discussed in different contexts which show the $k$-gap. Due to space limitations, we list and briefly describe them below.

1. **Magnetohydrodynamics and emergent photon.** The use of global symmetries in the description of electromagnetism and in particular magnetohydrodynamics has received increasing attention in the holographic community in recent years. Consistent progress has been made [93] and [86] by using a bulk two form $J^{\mu\nu}$ enjoying a specific U(1) global symmetry. The Green function for such operator $\langle JJ \rangle$ exhibits a mode with a $k$-gap dispersion relation which has been interpreted as an emergent photon.

2. **Gauss Bonnet.** Gauss Bonnet (GB) is a theory of gravity which deforms the Einstein-Hilbert action via specific higher derivative terms encoding in an effective way "quantum/stringy" UV corrections to General Relativity. The $k$-gap dispersion relation has been observed in GB theories [140]. More recently, it was shown [86] that the GB theory represents the gravity dual for the Israel-Stewart deformed relativistic hydrodynamics presented in section VII D. It was shown that the GB coefficient $\lambda_{GB}$ controls the "relaxation time" $\tau_H$ which is proportional to the speed of the emergent propagating mode at large momenta.

3. **Holographic anomalous systems.** In Ref. [103], the authors study a holographic model which exploits specific Chern-Simons terms in AdS$_5$ to encode the anomalies of the dual field theory in four dimensions. Anomalous transport and in particular the chiral magnetic waves are analyzed in presence of an axial charg relaxation time introduced via the Stueckelberg mechanism. It was shown that the chiral magnetic waves exhibit a $k$-gap, in agreement with the hydrodynamics approach and our discussion of the previous sections.

4. **Holographic P-wave superfluids.** Holographic superfluids/superconductors have been extensively studied in the last year, with the aim to understand the problem of high-temperature superconductivity. The authors of Ref. [141] studied the QNMs spectrum of a holographic P-wave superfluid and found the dispersion relation with the $k$-gap and diffusion-propagation crossover in the transverse sector.

5. **Holographic plasmons.** The authors of Ref. [142] studied plasmonic excitations in the Reissner-Nordstrom background and the poles of the density-density correlator $\langle \rho \rho \rangle$, finding the $k$-gap as well as more exotic dispersion relations that are similar in spirit to what was discussed in our section V. In Ref. [139], this effect was discussed in a different context.

6. **Holographic fermions.** In Ref. [143], the authors studied Dirac bulk fermions with a finite mass $m$ and their spectral function. They obtained a crossover from a massive particle dispersion relation to the $k$-gap dispersion relation linked to the violation of the Breitenlohner-Freedman bound. It was proposed that this phenomenon can be related to the onset of an instability leading to the charge density waves background.
7. **Top-Down constructions.** The k-gap phenomenon and the poles-collision mechanism has also been observed in the QNM transverse spectrum in different top-down and string theory-inspired models. In particular, the study in Ref. [144] addressed holographic defects via D-brane constructions. The k-gap was also discussed studying the holographic dual of \( N = 8 \) super-Yang-Mills theory [145]. More recently, the k-gap has been identified in genuine \( R^4 \) stringy corrections in \( N = 4 \) super-Yang-Mills theory [146] and in D-brane constructions related to anisotropic strongly-coupled liquids [154].

We conclude this section by observing that the k-gap phenomenon has been observed in disparate and apparently disconnected contexts. It is probably fitting to not refer to this effect as exotic as was considered in the examples above and to attempt to develop a more unified approach to this effect. In view of current interest in holographic models, it would be interesting to describe the k-gap phenomenon in terms of a general physical mechanism.

### IX. SUMMARY AND OUTLOOK

In summary, we have reviewed the emergence of gapped momentum states in several different areas of physics. Depending on the area, understanding GMS varies from a curiosity to a practical effect governing fundamental system properties or to a potentially general manifestation of underlying symmetries. We have seen how GMS emerge in liquids and supercritical fluids, strongly-coupled plasma, electromagnetic waves, sine-Gordon model, quasihydrodynamics and holographic models. Throughout the review, we have been pointing out to essential physical ingredients required by GMS to emerge and making links between different areas of physics.

We have reviewed several theoretical approaches to describe GMS. These approaches are summarized in Fig. 18.

In liquids, an equation leading to the k-gap emerged in the early work of Frenkel [10] who developed Maxwell idea [29] of liquid viscoelasticity and generalized the Navier-Stokes equation to endow the system with elastic response. As shown more recently [9], this generalization results in the k-gap equation

\[
\omega^2 + \frac{i \omega}{\tau} - c^2 k^2 = 0
\]

Interestingly, the same equation can be derived by starting with the elastic wave equation and, using Maxwell-Frenkel idea, generalizing it to endow the system with viscous response [40]. This implies that liquid dynamics and GMS in particular occupy a symmetric place between elastic and viscous description as discussed in section II.D.

Traditionally, the starting point of liquid description has been hydrodynamics, which is subsequently generalized to include the solid-like response at large k and \( \omega \). This approach similarly predicts the k-gap [22]. A similar generalization was discussed for dielectric systems [163]. The main step to connect hydrodynamics with GMS is the introduction of non-hydrodynamic damped modes which result in the formulation of generalized hydrodynamics and the discussion of the generalized collective modes. The latter procedure is equivalent to the introduction of dissipation, quantified by the relaxation timescale \( \tau \), which combined with a hydrodynamic diffusive mode produces the GMS as discussed in section VII.

More recently, a “quasihydrodynamics” approach has been developed [86] (section VII) which adds an important step: the non-hydrodynamic response and timescale \( \tau \) appear as the result of the soft breaking of a global symmetry. This enables one to generalize the GMS beyond the realm of traditional viscoelasticity and into more recent area of physics such as relativistic hydrodynamics, electromagnetism and field theories with anomalies.

In the quantum case, the interplay between propagating and dissipative terms and the emergence of GMS is discussed in the Keldysh-Schwinger theory (section III). This technique suggests a connection between GMS and systems with propagating Goldstone’s bosons in the presence of dissipation (see, e.g., Ref. [97]).

Finally, the k-gap master equation [106] emerges in several holographic models (section VIII) where the previous ideas are applied in the context of strongly-coupled quantum field theories. The important ingredient here is the presence of a non-hydrodynamic mode which collides with a hydrodynamic diffusive mode, producing the k-gap effect.

As Fig. 18 illustrates, the key ingredients leading to
GMS often include (a) the combination of elasticity and dissipation, (b) non-hydrodynamic modes and their collision with hydrodynamic modes or (c) softly broken symmetries. These ingredients emerge in different theories reviewed here.

As we clarify the origin of underlying physical ideas and equations related to GMS in different areas, we start to see analogies (and perhaps analogies between analogies) as well as area-specific differences. We believe this is conducive to better and deeper understanding of the physics involved. In this process, several interesting questions have emerged which we briefly list below.

Interestingly, the first experimental evidence for the $k$-gap in the form of a gapped dispersion relation has come not from the liquid state but from strongly-coupled plasma \cite{61}. On the other hand, there are currently no dispersion relations with the $k$-gap in liquids obtained directly from experiments. The experiments in liquids involve inelastic neutron or X-ray scattering at high temperature and are challenging as a result. As techniques are improving, it would be interesting to observe the gap directly in the transverse dispersion relation and subsequently extend experiments to higher temperatures so that the evolution of the gap can be observed in detail and compared with predictions from molecular dynamics simulations. It will also be interesting to observe gapped dispersion relations in supercritical systems, involving high-pressure experiments.

On the theoretical side, there are several interesting questions that need to be explored and understood. First, it is intriguing to ask whether the evolution of the $k$-gap could result in a phase transition, possibly non-conventional? In liquids, increasing the $k$-gap to the zone boundary $k_z$ results in the disappearance of quasi-harmonic transverse modes. This suggests that $(k_z - k_y)$ may play the role of the order parameter which becomes zero when all transverse modes disappear, corresponding to the loss of system’s shear rigidity at all available $k$-points. Exploring this idea in condensed matter systems and other areas and subsequently comparing the results might bring about new effects and advance our physical understanding.

Second, it is intriguing to explore the interpretation \cite{28} relating the emergence of the $k$-gap to the presence of a weakly broken (global) symmetry. Identifying such a symmetry would be important and fascinating. It is currently unclear what is the definition of such a global symmetry, which is usually related to a dual, and non-canonical, description of the system \cite{90}. More generally, it would be interesting to construct a more universal theoretical picture of GMS using the quasihydrodynamics framework \cite{56}. Once this is developed, we can explore its application to challenging problems in condensed matter physics including understanding of the challenging problem of liquid dynamics and thermodynamics. Another area of application includes superconducting states with relaxation. A finite density of vortices provides the relaxation time $\tau_V$ which will appear in the $k$-gapped dispersion relation. A hydrodynamic description at low momenta has been developed 162, and it would be interesting to study GMS in this system.

Third, in most cases the $k$-gap appears beyond the controlled hydrodynamic limit $k/T \ll 1$. Nevertheless, substantial effort has been devoted in the last years to extend the definition of non-convergent series like hydrodynamics beyond their perturbative description 147,152. In particular, all-order hydrodynamics and viscoelasticity 153 can be resumed using Borel and Padé methods leading to interesting properties. It is conceivable to expect that those re-summation techniques could be able to predict and confirm the presence of a momentum gap beyond the hydrodynamic approximation.

Fourth, the $k$-gap dispersion relation is present in several holographic models which, because of their bottom-up nature, are defined for large $N$ and at strong coupling. Similarly, the key to dynamics and collective modes in liquids are strong intermolecular interactions. It would be interesting to explore the role of strong coupling in the emergence of the $k$-gap in holographic models. More generally, this extends to strongly-coupled field theories where many interesting problems exist and where new approaches to those problems need to be developed.

Finally, it would be interesting to understand the essential ingredient of GMS from the point of view of general theory and seek a connection between GMS and hydrodynamics as an effective field theory. Recently, hydrodynamics has been revealed to be at work in unexpected situations such as the motion of electrons in very clean metals 155 or the dynamics of phonons in 2D materials 156. It will be interesting to determine whether the $k$-gap is present in those systems and ascertain potential experimental consequences in, for example, graphene or Weyl semimetals.
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X. APPENDICES

Appendix I

We use the abbreviated notation, which means operations with complex variables:

\[
\int \mathcal{D}z \exp \left[ -zAz + az \right] = \\
\int \mathcal{D}(\mathbb{R}z) \mathcal{D}(\mathbb{C}z) \exp \left[ -\int \int \mathbb{R}dxdy \ z_x^* A_{x-y} z_y + \int \mathbb{R}dxdy a_x^* a_x - \int \mathbb{R}dxdy a_y^* a_x \right] \exp \left[ a^* A^{-1} a \right] \\
= \frac{1}{\det A} \exp \left[ \int \int \mathbb{R}dxdy a_x^* A_{x-y} a_y \right]
\]

where \( \int \mathcal{D}z \) denotes the functional integration over \( z \) field, and \( z^* \) field is the complex conjugate to \( z \).

Appendix II

An extremely useful tool for us is the algebra of bosonic coherent states [⁸², ⁸³]. In this formulation the state of a many body system can be presented with the bosonic annihilation and creation operators, \( \hat{b} \) and \( \hat{b}^\dagger \), which operate in the space of the boson occupation numbers \( n \) in the following way:

\[
\hat{b}|n\rangle = \sqrt{n}|n-1\rangle, \quad \hat{b}^\dagger |n\rangle = \sqrt{n+1}|n+1\rangle
\]

where the number states \(|n\rangle\) form a complete orthonormal basis: \( \langle n'|n \rangle = \delta_{n, n'} \), and \( \sum_n |n\rangle \langle n| = 1 \). By acting on an arbitrary basis state, one may check the following relations

\[
\hat{b}^\dagger \hat{b}|n\rangle = n|n\rangle, \quad \hat{b} \hat{b}^\dagger |n\rangle = \sqrt{n+1}|n+1\rangle, \quad [\hat{b}, \hat{b}^\dagger] = 1
\]

Therefore, the coherent state of the system, parameterized by a complex number \( \phi \), is defined as eigenstates of the annihilation operator with the eigenvalue \( \phi \)

\[
\hat{b}|\phi\rangle = \phi|\phi\rangle, \quad \langle \phi|\hat{b}^\dagger = \phi^* \langle \phi|
\]

where the star denotes complex conjugation. Then, the matrix elements in the coherent state basis of any normally ordered operator \( \hat{H}(\hat{b}^\dagger, \hat{b}) \) are given by

\[
\langle \phi|\hat{H}(\hat{b}^\dagger, \hat{b})|\phi'\rangle = \hat{H}(\phi^*, \phi') \langle \phi|\phi'\rangle
\]

One can check that the following linear superposition of the pure number states:

\[
|\phi\rangle = \sum_{n=0}^{\infty} \frac{\phi^n}{\sqrt{n!}} |n\rangle = \sum_{n=0}^{\infty} \frac{\phi^n}{\sqrt{n!}} (\hat{b}^\dagger)^n |0\rangle = e^{\phi^* \hat{b}^\dagger} |0\rangle
\]

where \(|0\rangle\) is the vacuum state, is the required eigenstate of the operator \( \hat{b} \). Upon Hermitian conjugation, one finds

\[
\langle \phi|\phi'\rangle = \sum_{n, n'=0}^{\infty} \frac{\phi^n \phi'^{n'}}{\sqrt{n!n'}} \langle n|n' \rangle = \sum_{n=0}^{\infty} \frac{(\phi^* \phi')^n}{\sqrt{n!}} = e^{\phi^* \phi'}
\]

where we employed the orthonormality of the pure number states. One may express resolution of unity in the coherent states basis. It takes the following form:

\[
1 = \int \mathcal{D}\phi e^{-|\phi|^2} |\phi\rangle \langle \phi|
\]

Appendix III

The equilibrium state does not change with time, and the time instant \( t = \infty \) can always be “shifted”, therefore \( \langle \phi_{eq}, \infty | \phi_{eq}, \infty + \tau \rangle \langle \phi_{eq}, \infty + \tau | = \langle \phi_{eq}, \infty | e^{\frac{i}{\hbar} \tau \hat{H}_{eq}} \phi_{eq}, \infty \rangle \) (where \( \hat{H}_{eq} \) is the equilibrium state energy). In this case we can express the transition probability as follows:

\[
\langle \phi_{eq}, \infty | \phi_{0}, 0 \rangle = \langle \phi_{eq}, \hat{U}_\infty | \phi_{0} \rangle = \\
\int \mathcal{D}\phi_{eq} \mathcal{D}\phi \exp \left[ \int_0^\infty \mathcal{D}t (\hbar^{-1} \mathcal{L}(\phi) - \phi \partial_t \phi) - \hbar^{-1} \mathcal{H}\phi_{eq} \phi_{eq} \right]
\]

We note that the obtained transition probability does not depend on the choice of the integration boundary with respect to time corresponding to the final equilibrium state. If we shift the final time, \( t = \infty \rightarrow t = \infty + \tau \), the
result of the averaging will not change:

\[ \langle \phi_{eq} \rangle = \int \mathcal{D} \phi_{eq} \mathcal{D} \phi \exp \left[ \int_0^\infty dt \left( h^{-1} \mathcal{L}(\phi) - \phi \dot{\mathcal{L}}(\phi) - h^{-1} \tau E_{eq} \phi \epsilon - h^{-1} \tau E_{eq} \phi_{eq} \epsilon' \right) \right] \]

where we set the momentum \( k \) along the \( y \) direction: this freedom comes from the fact that the model enjoy SO(2) symmetry in the \( (x, y) \) subspace.

The boson system energy in the frequency representation is:

\[ \mathcal{E} = \int_{-\infty}^{\infty} d\omega \ h_\omega \rho(\omega) = \frac{1}{2} \int_{-\infty}^{\infty} d\omega \left( 1 + \frac{2}{e^{\beta \omega} - 1} \right) d\omega = \frac{1}{2} \int_{-\infty}^{\infty} d\omega \ h_\omega \ coth \left( \frac{\hbar \omega}{2kT} \right) \]

Therefore the equilibrium density of states for the boson system is:

\[ \rho(\omega) = \frac{1}{2} \ coth \left( \frac{\hbar \omega}{2kT} \right) \]

Appendix IV

The transverse or shear perturbations are encoded in the fluctuations \( \delta a_x, h_{tx} \equiv u^2 \delta g_{tx}, h_{xy} \equiv u^2 \delta g_{xy}, \delta \phi_x, \delta g_{xy} \). Assuming the radial gauge, i.e. \( \delta g_{zu} = 0 \), and using the ingoing Eddington-Finkelstein coordinates

\[ ds^2 = \frac{1}{u^2} \left[ -f(u) dt^2 - 2 du dx + dx^2 + dy^2 \right] \]

the remaining equations read

\[ -2htx + u h'_tx - i k u h_{xy} - (k^2 u + 2 i \omega) \delta \phi_x + u f \delta \phi'_x + (-2 f + u(2 \omega + f')) \delta \phi'_x = 0 ; \]
\[ 2 i m^2 u^2 \omega \delta \phi_x + u^2 k \omega h_{xy} + (6 + k^2 u^2 - 6 f + 2 uf') h_{tx} + (2 u f - i u^2 \omega) h'_tx - u^2 f h''_{tx} = 0 ; \]
\[ -iku^2 h'_tx - 2 i k m^2 u^2 \delta \phi_x + 2h_{xy} (3 + i u \omega - 3 f + uf') + 2 i k u h_{tx} - (2 i u^2 \omega - 2 uf + u^2 f') h'_xy - u^2 f h''_{xy} = 0 ; \]
\[ 2 h'_tx - u h''_{tx} - 2 m^2 u \delta \phi'_x + i k u h'_xy = 0 . \]

In these coordinates, the ingoing boundary conditions at the horizon are automatically satisfied by regularity at the horizon. It follows that the retarded Green’s functions can be defined as:

\[ G_{T_{tx}T_{sx}}^{(R)} = \frac{2 \Delta - d}{2} \frac{h_{tx}(s)}{h_{tx}(l)} = \frac{3 h_{tx}(s)}{2 h_{tx}(l)} , \]
\[ G_{T_{tx}T_{xy}}^{(R)} = \frac{2 \Delta - d}{2} \frac{h_{xy}(s)}{h_{xy}(l)} = \frac{3 h_{xy}(s)}{2 h_{xy}(l)} . \]

where spacetime dependences are omitted for simplicity and the conformal dimension of the stress tensor is simply \( \Delta = 3 \). From the poles of the Green functions defined as the zero of the leading terms in the UV expansions, we can read off the QNMs frequency at finite momentum.
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