MULTIDIMENSIONAL RATIONAL COVARIANCE AND CEPSTRAL EXTENSION: A GENERAL FORMULATION

BIN ZHU† AND MATTIA ZORZI‡

Abstract. In the present paper we consider the problem of estimating the multidimensional power spectral density which describes a second-order stationary random field from a finite number of covariance and cepstral coefficients. The latter can be framed as a multidimensional moment problem, i.e., to search a spectral density maximizing an entropic index and matching the moments. In particular, we consider the case where the dimension of the random field is greater than two for which a satisfying theory is still missing. We propose a multidimensional moment problem which takes into account a generalized definition of cepstral moments, together with a consistent definition of the entropy. We show that it is always possible to find a rational power spectral density matching exactly the covariances and approximately the cepstral coefficients.
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1. Introduction. Second-order stationary random fields are characterized by multidimensional power spectral densities. Such models are widely used in many engineering fields, see e.g., [1]. For instance, the measurements collected from automotive radar sensors are modeled by a random field having a dimension \(d = 3\), i.e., range, velocity and azimuth dimensions, see for instance [30]. In those applications we have to face a spectral estimation problem which can be addressed by setting up a moment problem. More precisely, we search a multidimensional spectral density matching a finite number of moments (e.g., covariances or logarithmic moments) which are computed from the measured data.

In the unidimensional case, i.e., \(d = 1\), spectral estimation problems based on covariance matching have been widely studied [6, 5, 4, 12, 8, 10, 29, 28]. These paradigms search a rational spectral density which maximizes a suitable entropic index while matching a finite number of covariance lags. Then, it is also possible to embed in the problem some a priori information by considering a divergence index [9, 20, 40, 13, 27, 39]. The majority of these divergence (and thus also the corresponding entropy) indices are connected through the \(\alpha\)-divergence [35], \(\beta\)-divergence [34], or \(\tau\)-divergence [37, 36]. It is important to notice that all these moment problems admit a rational solution. Moreover, it is also possible to match the logarithmic moments (also called cepstral coefficients) in addition to the covariances [3]. However, it is not guaranteed that a solution does exist. A partial remedy is to consider a regularized version of the dual optimization problem which provides a solution matching the covariance coefficients and approximately the cepstral coefficients [7].

The multidimensional case has been considered recently [16, 23, 38], with the
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exception of the former works [11, 14, 15]. The main issue is that the solution of the moment problem is not necessarily a spectral density, but rather a spectral measure that may contain a singular part [22]. In the case that only covariance matching is considered, such an issue can be addressed by considering the \( \tau \)-divergence family [31]: using such a divergence family, then it is guaranteed that the family of solutions to the moment problem contains at least one rational spectral density. It is worth noting that, although spectral factorization is not always possible in the multidimensional setting, rationality still seems to be a key ingredient towards a finite-dimensional realization theory. Regarding the case with simultaneous covariance and cepstral matching, it is possible to regularize the dual optimization problem in the same spirit of [7]. However, the existence of a solution (i.e., a spectral density) is only guaranteed in the case \( d \leq 2 \) [22].

In the present paper we deal with a generalized definition of cepstral moments, more precisely a family of cepstral moments indexed by an integer parameter \( \nu \), and a consistent family of entropies indexed by \( \nu \) as well. We consider the corresponding multidimensional problem with covariance and cepstral matching. We derive the corresponding dual optimization problem and propose its regularized version. Using such a cepstral-entropy family, it is guaranteed that the family of spectral measures corresponding to the regularized dual problem contains at least one rational spectral density that matches the covariances and approximately the cepstral coefficients. It is important to stress that such a result holds for any \( d \geq 1 \); moreover, the proposed regularizer favors spectral densities taking large values of the entropy.

In the case that the random field is periodic, we are still able to find a solution matching the covariances and approximately the cepstral coefficients for any \( d \geq 1 \), see [33]. Such a result is not surprising because it corresponds to discretizing the power spectral density in the frequency domain [18, 19], and indeed the existence of such a solution for \( d > 1 \) is also guaranteed using the classic definitions of logarithmic moments and entropy [21, 32]. However, there is a fundamental difference between our problem and the classic one in the case of \( d > 2 \). In the former the periodic solution approximates arbitrarily well the nonperiodic solution (provided that the period is taken sufficiently large), while in the latter this does not necessarily happen. Accordingly, our periodic formulation provides a concrete tool to compute the solution of the nonperiodic problem.

The outline of the paper is as follows. In section 2 we review the classic covariance and cepstral extension problem, while in section 3 we introduce our generalized formulation. In section 4 we derive the dual optimization problem. In section 5 we introduce the regularized version of the dual problem. Section 6 shows that the regularized dual problem is well-posed in the sense of Hadamard. Section 7 provides an interesting entropy-increasing property of the regularized solution. Section 8 considers the problem for periodic random fields whose solution approximates that in the usual nonperiodic case. Some numerical experiments are presented in section 9. Finally, in section 10 we draw the conclusions.

Notation. Let \( \mathbf{k} = (k_1, \ldots, k_d) \) be a vector-valued index belonging to a specific index set \( \Lambda \subset \mathbb{Z}^d \) with \( d \in \mathbb{N}_+ \). We shall require \( \Lambda \) to have a finite cardinality, contain the all-zero index, and be symmetric with respect to the origin, namely \( \mathbf{k} \in \Lambda \) implies \( -\mathbf{k} \in \Lambda \). Let \( \mathbb{T} = [0, 2\pi) \) be the interval for angular frequencies and \( \mathbf{\theta} = (\theta_1, \theta_2, \ldots, \theta_d) \in \mathbb{T}^d = [0, 2\pi)^d \). We introduce the shorthand notation \( e^{i\mathbf{\theta}} \) for denoting \( (e^{i\theta_1}, \ldots, e^{i\theta_d}) \) which is a point on the \( d \)-torus. The functional space \( L^1(\mathbb{T}^d) \) contains absolutely integrable functions \( \Phi : \mathbb{T}^d \to \mathbb{R} \). We conventionally write \( \Phi(e^{i\mathbf{\theta}}) \) to identify \( \Phi \) as a function of \( \mathbf{\theta} \) since the frequency domain \( \mathbb{T}^d \) is isomorphic to the
$d$-torus. $\mathcal{S}(\mathbb{T}^d)$ denotes the set of functions in $L^1(\mathbb{T}^d)$ which are nonnegative, and it has a subset $\mathcal{S}_+(\mathbb{T}^d)$ that contains positive, coercive, and bounded functions, i.e., there exist two constants $\delta, \mu > 0$ such that $\delta \leq \Phi(e^{i\theta}) \leq \mu$ for any $\theta \in \mathbb{T}^d$.

2. Classic formulation. Let $\mathbf{y} = \{ \mathbf{y}_t, \ t \in \mathbb{Z}^d \}$ be a zero-mean real-valued second-order stationary random field indexed by $\mathbf{t} = (t_1, \ldots, t_d) \in \mathbb{Z}^d$. The latter is completely characterized by the power spectral density $\Phi \in \mathcal{S}(\mathbb{T}^d)$ which can be written as a formal multidimensional Fourier series

$$
\Phi(e^{i\theta}) = \sum_{k \in \mathbb{Z}^d} c_k e^{-i(k, \theta)},
$$

where $c_k$ is the $k$-th covariance coefficient defined as $c_k := \mathbb{E}[\mathbf{y}_t\mathbf{y}_{t+k}]$, independent of $\mathbf{t}$ due to stationarity, and $(k, \theta) := k_1 \theta_1 + \cdots + k_d \theta_d$ is the usual inner product in $\mathbb{R}^d$.

The symmetry $c_k = c_{-k}$ follows easily from the definition of the covariance. Assume further that $\Phi$ is strictly positive on $\mathbb{T}^d$ and the log-spectrum also admits a Fourier series (which is the case when e.g., $\Phi \in \mathcal{S}_+(\mathbb{T}^d)$)

$$
\log \Phi(e^{i\theta}) = \sum_{k \in \mathbb{Z}^d} m_k e^{-i(k, \theta)},
$$

where $m_k = m_{-k}$ denotes the $k$-th cepstral coefficient. In many applications we can measure a finite-size multisequence extracted from a realization of $\mathbf{y}$ from which we can estimate a finite number of covariance and cepstral coefficients. More precisely, we choose an index set $\Lambda$ and estimate $c_k$ with $k \in \Lambda$ and $m_k$ with $k \in \Lambda_0 := \Lambda \backslash \{0\}$.

Typically, we can take

$$
\Lambda = \{ k = (k_1 \ldots k_d) \in \mathbb{Z}^d : |k_j| \leq n_j, \ j = 1, \ldots, d \},
$$

where each integer $n_j$ is sufficiently small relative to the data length in the $j$-th dimension. Then, we would estimate the power spectral density of $\mathbf{y}$ from those $c_k$'s and $m_k$'s. The latter is a spectral estimation problem which can be formulated as follows.

Problem 2.1. Given two sets of real numbers $\mathbf{c} = \{ c_k \}_{k \in \Lambda}$ such that $c_k = c_{-k}$, and $\mathbf{m} = \{ m_k \}_{k \in \Lambda_0}$ such that $m_k = m_{-k}$, find a rational function $\Phi$ in $\mathcal{S}(\mathbb{T}^d)$ such that

$$
c_k = \int_{\mathbb{T}^d} e^{i(k, \theta)} \Phi(e^{i\theta}) d\mu(\theta) \ \forall k \in \Lambda,
$$

$$
m_k = \int_{\mathbb{T}^d} e^{i(k, \theta)} \log \Phi(e^{i\theta}) d\mu(\theta) \ \forall k \in \Lambda_0,
$$

where $d\mu(\theta) = \frac{1}{(2\pi)^d} \prod_{j=1}^d d\theta_j$ is the normalized Lebesgue measure on $\mathbb{T}^d$.

The latter is referred to as a multidimensional rational covariance and cepstral extension problem. In what follows, we always assume that $\mathbf{c}$ is such that there exists a power spectral density $\Phi$ whose covariance lags indexed in $\Lambda$ coincide with $\mathbf{c}$; the precise condition will be given in section 5, see Assumption 5.1.

---

1 The cepstral coefficient $m_0$ is deliberately excluded for technical reasons.
A solution to Problem 2.1 could be given by setting up the following maximum entropy problem [22]:

$$\begin{align*}
\max_{\Phi \in \mathcal{S}(\mathbb{T}^d)} & \int_{\mathbb{T}^d} \log \Phi \, d\mu \\
\text{s.t.} & \quad (2.3) - (2.4) \text{ hold,}
\end{align*}$$

(2.5)

where the variable $\theta$ or $e^{i\theta}$ is omitted in the integral when there is no danger of confusion. Such a problem, however, may not admit a solution in general. Indeed, the dual problem is

$$\begin{align*}
\min_{\hat{Q}, \hat{P}} & \langle \mathbf{c}, \mathbf{q} \rangle - \langle \mathbf{m}, \mathbf{p} \rangle - \int_{\mathbb{T}^d} \hat{P} \log \left( \frac{\hat{P}}{\hat{Q}} \right) \, d\mu \\
\text{s.t.} & \quad \hat{P} \in \mathbb{P}_{+,o}, \quad \hat{Q} \in \mathbb{P}_+, \quad \hat{P} \in \mathbb{P}_{+,o}, \quad \hat{Q} \in \mathbb{P}_+,
\end{align*}$$

(2.6)

where:

- the real variables $\mathbf{p} = \{p_k\}_{k \in \Lambda}$ and $\mathbf{q} = \{q_k\}_{k \in \Lambda}$ are the Lagrange multipliers associated to the constraints (2.4) and (2.3), respectively;
- $\langle \mathbf{c}, \mathbf{q} \rangle := \sum_{k \in \Lambda} c_k q_k$ denotes the inner product between two multisequences indexed in $\Lambda$, and in $\langle \mathbf{m}, \mathbf{p} \rangle$ one fixes $p_0 = 1$ and $m_0$ arbitrarily;
- the Lagrange multipliers inherit the symmetry from the data $\mathbf{c}$ and $\mathbf{m}$ in the sense that $p_{-k} = p_k$ and $q_{-k} = q_k$, so that

$$
P(e^{i\theta}) := \sum_{k \in \Lambda} p_k e^{-i\langle k, \theta \rangle} \quad \text{and} \quad Q(e^{i\theta}) := \sum_{k \in \Lambda} q_k e^{-i\langle k, \theta \rangle}
$$

(2.7)

are symmetric trigonometric polynomials;
- the constraint set $\mathbb{P}_+$ is the closure of $\mathbb{P}_+$, and the latter is the cone of positive polynomials, namely

$$
\mathbb{P}_+ := \left\{ Q(e^{i\theta}) = \sum_{k \in \Lambda} q_k e^{-i\langle k, \theta \rangle} : Q(e^{i\theta}) > 0 \quad \forall \theta \in \mathbb{T}^d \right\};
$$

(2.8)

- $\mathbb{P}_{+,o} := \{ P \in \mathbb{P}_+ : p_0 = 1 \}$ is the normalized version of $\mathbb{P}_+$, and similarly $\mathbb{P}_{+,o}$ denotes the closure.

If the dual problem (2.6) admits a solution such that $(\hat{P}, \hat{Q}) \in \mathbb{P}_{+,o} \times \mathbb{P}_+$, then it is unique, the duality gap is equal to zero, and the primal solution is rational, i.e., of the form

$$\hat{\Phi} := \frac{\hat{P}}{\hat{Q}};$$

(2.9)

otherwise, if the dual solution is on the boundary of the feasible set, then the duality gap is (usually) different from zero and it is not guaranteed that such $\hat{\Phi}$ solves the primal problem (2.5). A partial remedy is to consider the regularization approach proposed in [7]:

$$\begin{align*}
\min_{\hat{Q}, \hat{P}} & \langle \mathbf{c}, \mathbf{q} \rangle - \langle \mathbf{m}, \mathbf{p} \rangle - \int_{\mathbb{T}^d} \hat{P} \log \left( \frac{\hat{P}}{\hat{Q}} \right) \, d\mu - \lambda \int_{\mathbb{T}^d} \log \hat{P} \, d\mu \\
\text{s.t.} & \quad \hat{P} \in \mathbb{P}_{+,o}, \quad \hat{Q} \in \mathbb{P}_+,
\end{align*}$$

(2.10)
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where $\lambda > 0$ is a regularization parameter. In the case that $d \leq 2$, its solution $(\hat{P}, \hat{Q}) \in \mathcal{P}_{+} \times \mathcal{P}_{+}$ is unique so that the corresponding rational function (2.9) matches $c$ and approximately matches $m$. The smaller $\lambda$ is, the better the approximation is. However, in the case that $d \geq 3$, the solution to (2.10) may belong to the boundary of the feasible set. If that happens, it is not guaranteed that (2.9) is a solution to the primal problem (2.5) in the sense that the covariance matching constraint (2.3) is likely to be violated.

3. Generalized problem. The aim of this section is to provide a more general formulation of Problem (2.5) in such a way that it is possible to guarantee the existence of a rational power spectral density (in the sense that it maximizes the entropy matching $c$ and approximately $m$) even in the case $d \geq 3$. The fundamental idea is to use a more general notion of the entropy as well as the cepstral coefficient.

**Definition 3.1 ([25]).** Given the power spectral density $\Phi \in \mathcal{S}(\mathbb{T}^d)$ and a real number $\alpha \in [0, 1]$, the generalized cepstral coefficients are defined as

$$m_{\alpha,k} = \begin{cases} 
\int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \log \Phi \, d\mu & \text{if } \alpha = 0, \\
\frac{1}{\alpha} \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \Phi^\alpha \, d\mu & \text{if } \alpha \in (0, 1) \text{ and } k \neq 0,
\end{cases}$$

and $m_{\alpha,0} := \frac{1}{\alpha}(\int_{\mathbb{T}^d} \Phi^\alpha \, d\mu - 1)$ for $\alpha \in (0, 1]$.

In the case that $\alpha = 0$, we obtain the usual cepstral coefficients in Problem 2.1. To ease the notation, we drop the subscript $\alpha$ and just write $m_k$ instead.

At this point we need to consider a suitable definition of the entropy which is “consistent” with Definition 3.1. An entropic index should measure how close the spectral density is to the normalized white noise, i.e., a random field having a spectral density identically equal to one. For this purpose, we consider the $\alpha$-divergence between the spectral densities $\Phi, \Psi \in \mathcal{S}(\mathbb{T}^d)$ [35]:

$$D_\alpha(\Phi \| \Psi) = \begin{cases} 
\int_{\mathbb{T}^d} \left[ \Phi \log \left( \frac{\Phi}{\Psi} \right) - \Psi + \Phi \right] \, d\mu & \text{if } \alpha = 0, \\
\int_{\mathbb{T}^d} \left[ \frac{1}{\alpha(\alpha - 1)} \Phi^\alpha \Psi^{1-\alpha} + \frac{1}{1-\alpha} \Phi + \frac{1}{\alpha} \Psi \right] \, d\mu & \text{if } \alpha \in \mathbb{R} \setminus \{0, 1\}, \\
\int_{\mathbb{T}^d} \left[ \Phi \log \left( \frac{\Phi}{\Psi} \right) - \Phi + \Psi \right] \, d\mu & \text{if } \alpha = 1.
\end{cases}$$

Then, we define as an entropy of $\Phi$:

$$\overline{H}_\alpha(\Phi) = -D_\alpha(\Phi \| 1) + \frac{1}{1 - \alpha} \left( \int_{\mathbb{T}^d} \Phi \, d\mu - 1 \right)$$

with $\alpha \in \mathbb{R} \setminus \{1\}$. In what follows, we consider the parametrization $\alpha = 1 - \nu^{-1}$ with
an integer \( \nu \geq 1 \). Thus, we have
\[
m_k = \begin{cases} 
\int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \log \Phi d\mu & \text{if } \nu = 1, \\
\frac{\nu}{\nu - 1} \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \Phi^{\frac{\nu - 1}{\nu}} d\mu & \text{if } \nu > 1 \text{ and } k \neq 0,
\end{cases}
\]
(3.4)

which are referred to as the \( \nu \)-cepstral coefficient and the \( \nu \)-entropy, respectively. We have omitted \( m_0 \) in the case of \( \nu > 1 \) because it will not be used in the later development.

We are now ready to introduce our generalized extension problem:

\[
\begin{align*}
\max_{\Phi \in \mathcal{S}(\mathbb{T}^d)} & \quad \mathbb{H}_\nu(\Phi) \\
\text{s.t.} & \quad c_k = \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \Phi d\mu \quad \forall k \in \Lambda, \\
& \quad m_k = \frac{\nu}{\nu - 1} \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \Phi^{\frac{\nu - 1}{\nu}} d\mu - 1 \quad \forall k \in \Lambda_0.
\end{align*}
\]
(3.5a, 3.5b)

In the case \( \nu = 1 \), Problem (3.5) reduces to Problem (2.5) because of (3.4). In the limit case \( \nu = \infty \), Problem (3.5) reduces to the following one:

\[
\begin{align*}
\max_{\Phi \in \mathcal{S}(\mathbb{T}^d)} & \quad -\int_{\mathbb{T}^d} \Phi \log \Phi d\mu \\
\text{s.t.} & \quad c_k = \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \Phi d\mu \quad \forall k \in \Lambda.
\end{align*}
\]
(3.6)

Indeed, regarding the objective functional, we have by (3.3)

\[
\mathbb{H}_\nu(\Phi) = -\mathcal{D}_{1-\nu^{-1}}(\Phi\|1) + \nu \left( \int_{\mathbb{T}^d} \Phi d\mu - 1 \right).
\]
(3.7)

We can equivalently maximize \( -\mathcal{D}_{1-\nu^{-1}}(\Phi\|1) \) because the covariance constraint for \( k = 0 \) fixes the second term of the right hand side in (3.7), i.e.,

\[
c_0 = \int_{\mathbb{T}^d} \Phi d\mu.
\]
(3.8)

Then, by (3.2) we have that

\[
-\mathcal{D}_{1-\nu^{-1}}(\Phi\|1) \big|_{\nu=\infty} = -\mathcal{D}_{1}(\Phi\|1) = -\int_{\mathbb{T}^d} (\Phi \log \Phi - \Phi + 1) d\mu.
\]
(3.9)

In view of (3.8), we can simply maximize the so called von Neumann entropy:

\[
-\int_{\mathbb{T}^d} \Phi \log \Phi d\mu.
\]
(3.10)
Regarding the cepstral constraint, we have for \( k \in \Lambda_0 \) and \( \nu = \infty \)

\[ (3.11) \quad m_k = \int_{\mathbb{T}^d} e^{i[k, \theta]} \phi d\mu, \]

i.e., we just exploited the definition in (3.1) with \( \alpha = 1 \); thus, the cepstral constraints become the covariance constraints.

It is important to notice that Problem (3.6) admits a solution (although it is not rational, see [11]) which is possible to characterize through the (finite dimensional) dual optimization problem. We conclude that Problem (3.5) allows to range from a problem which not necessarily admits a solution for \( d \geq 3 \) (case \( \nu = 1 \)) to a problem which admits a solution for any \( d \) (limit case \( \nu = \infty \)). Accordingly, the hope is that for \( d \geq 3 \) fixed there exists one \( \nu \) sufficiently large such that Problem (3.5) admits a rational solution (in the sense that it maximizes the \( \nu \)-entropy matching \( c \) and approximately \( m \)). The next two sections of the paper are devoted to proving the aforementioned claim.

**Remark 3.2.** The choice of the functional space for the spectral density function \( \Phi \) in Problem (3.5) deserves a few lines to explain. In order to guarantee the integrability of both \( \Phi \) and \( \Phi_{\nu-1} \) for \( \nu > 1 \), where the latter one appears in the definitions of the objective functional and the \( \nu \)-cepstral coefficient, one should take \( S(\mathbb{T}^d) \), the set of nonnegative functions, as a subset of the intersection

\[ (3.12) \quad L^1(\mathbb{T}^d) \cap L^{\frac{\nu-1}{\nu}}(\mathbb{T}^d). \]

However, by a result on the inclusion relation between \( L^p \) spaces [26], we have \( L^1(\mathbb{T}^d) \subset L^{\frac{\nu-1}{\nu}}(\mathbb{T}^d) \), because \( \mathbb{T}^d \) has a finite Lebesgue measure and the fraction \( \frac{\nu-1}{\nu} \) is less than 1. Hence the proper choice of the functional space for Problem (3.5), the previous intersection, reduces again to \( L^1(\mathbb{T}^d) \).

4. **Dual analysis.** The case \( \nu = 1 \) has already been analyzed in [22]. Assume now that \( \nu \geq 2 \) is fixed. Then, we can equivalently consider the objective functional in (3.5) multiplied by \( \nu^{-1} \) and discard the constant term not depending on \( \Phi \). Thus, the Lagrangian is

\[ (4.1) \quad \mathcal{L}_\nu(\Phi, P, Q) = \frac{\nu}{\nu - 1} \int_{\mathbb{T}^d} \Phi^{\frac{\nu-1}{\nu}} d\mu - \sum_{k \in \Lambda} \left[ p_k \left( \int_{\mathbb{T}^d} e^{i[k, \theta]} \Phi^{\nu - 1} d\mu - c_k \right) \right] \]

\[ + \sum_{k \in \Lambda_0} \left( q_k \left( \frac{\nu}{\nu - 1} \int_{\mathbb{T}^d} e^{i[k, \theta]} \Phi^{\nu - 1} d\mu - m_k \right) \right) \]

\[ = \frac{\nu}{\nu - 1} \int_{\mathbb{T}^d} P \Phi^{\frac{\nu-1}{\nu}} d\mu - \int_{\mathbb{T}^d} Q \Phi d\mu + \langle q, c \rangle - \langle p, m \rangle, \]

where \( p = \{p_k\}_{k \in \Lambda} \) and \( q = \{q_k\}_{k \in \Lambda} \) are the Lagrange multipliers such that \( p_0 = 1 \), \( p_k = p_{-k} \), and \( q_k = q_{-k} \), similar to the treatment after the classic formulation (2.6). Moreover, \( P \) and \( Q \) are symmetric trigonometric polynomials as given in (2.7). Once again we set \( m_0 \) equal to an arbitrary but fixed number in the inner product \( \langle p, m \rangle \).

Next we fix the Lagrange multipliers \( q \) and \( p \), or equivalently the polynomials \( Q \) and \( P \), and consider the problem

\[ (4.2) \quad \sup_{\Phi \in S(\mathbb{T}^d)} \mathcal{L}_\nu(\Phi, P, Q). \]
The last two inner products in (4.1) do not depend on Φ, and thus can be ignored in the sup problem. We first claim that in order for the supremum to be finite, it is necessary that \( Q \in \mathbb{P}_+ \). To see this, consider the following two cases.

**First case.** If \( Q(e^{i\varphi}) < 0 \) for some \( \varphi \in T^d \) and \( P(e^{i\varphi}) > 0 \), then due to continuity, there exists a (sufficiently small) ball \( B \) in \( T^d \) centered in \( \varphi \) such that \( Q(e^{i\theta}) < 0 \) and \( P(e^{i\theta}) > 0 \) for all \( \theta \in B \). We can take

\[
\Phi(e^{i\theta}) = \begin{cases} 
  w |Q(e^{i\theta})| & \text{for } \theta \in B; \\
  0 & \text{elsewhere},
\end{cases}
\]

where \( w \) is a positive real number. Letting \( w \to \infty \), such a choice of \( \Phi \) leads to

\[
L_\nu(\Phi, P, Q) = \frac{\nu}{\nu - 1} \int_B P \Phi^{\frac{\nu - 1}{\nu}} d\mu - \int_B Q \Phi d\mu + \text{const.}
\]

where the inequality holds because the integrand \( P \Phi^{\frac{\nu - 1}{\nu}} \) is positive on \( B \) and the fraction \( \frac{\nu}{\nu - 1} > 0 \) (since we have taken the integer \( \nu \geq 2 \)).

**Second case.** If \( Q(e^{i\varphi}) < 0 \) for some \( \varphi \in T^d \) and \( P(e^{i\varphi}) \leq 0 \), we can take the same \( \Phi \) as in the previous point, and it turns out that the integral terms in (4.4), namely

\[
\int_B \left( \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} - Q \Phi \right) d\mu
\]

also tend to infinity as \( w \to \infty \). To show this, we only need to compare the two functions inside the integral:

\[
\left| \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} \right| = \frac{\nu}{\nu - 1} |P| \Phi^{-\frac{1}{\nu}} = \frac{\nu}{\nu - 1} \left| \frac{P}{Q} \right| |Q|^{-\frac{1}{\nu}}
\]

\[
\leq \frac{\nu P_{\text{max}}}{(\nu - 1) Q_{\text{min}}^{1 + \frac{1}{\nu}}} w^{-\frac{1}{\nu}} \to 0 \quad \text{as} \quad w \to \infty,
\]

where \( P_{\text{max}} := \max_{\theta \in T^d} |P(e^{i\theta})| \) and \( 0 < Q_{\text{min}} := \min_{\theta \in T^d} |Q(e^{i\theta})| \) are constants. It is clear that the above limit holds uniformly for all \( \theta \in B \). Therefore, the integral (4.5) is dominated by the term \( \int_B (-Q \Phi) d\mu \) which, as we have shown in the previous case, diverges as \( w \to \infty \). We conclude again that the supremum of \( L_\nu(\Phi, P, Q) \) in this case is \( \infty \).

Now, we assume \( Q \in \mathbb{P}_+ \) and discuss the role played by the polynomial \( P \). Consider the set

\[
B_1 := \{ \theta \in T^d : P(e^{i\theta}) < 0 \}
\]

which is measurable by construction. Then we can split the domain of integration and write the Lagrangian as

\[
L_\nu(\Phi, P, Q) = \left( \int_{B_1} + \int_{T^d \setminus B_1} \right) \left( \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} - Q \Phi \right) d\mu + \text{const.}
\]

\[
\leq \int_{T^d \setminus B_1} \left( \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} - Q \Phi \right) d\mu + \text{const.}
\]
where the inequality holds because the integrand is nonpositive on \( B_1 \). It follows that if \( \Phi \) stays positive on a subset of \( B_1 \) with a positive Lebesgue measure, then it cannot achieve the supremum of the Lagrangian since setting \( \Phi|_{B_1} = 0 \) a.e. increases the value of \( \mathcal{L}_\nu(\Phi, P, Q) \). Therefore, the sup problem in (4.2) is equivalent to the following one:

\[
\sup_{\Phi \in S(T^d)} \mathcal{L}_\nu'(\Phi, P, Q) := \int_{T^d \setminus B_1} \left( \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} - Q \Phi \right) d\mu,
\]

where \( \mathcal{L}_\nu' \) is called the modified Lagrangian. In order to exclude pathological cases, we further remove points that are in the zero sets of the polynomials \( P \) and \( Q \) from the domain of integration. More precisely, define the zero set of a trigonometric polynomial \( P \) as

\[
Z(P) := \{ \theta \in T^d : P(e^{i\theta}) = 0 \}
\]

and let \( Z := Z(P) \cup Z(Q) \). It is then well known that \( \mu(Z) = 0 \), and the modified Lagrangian

\[
\mathcal{L}_\nu'(\Phi, P, Q) = \int_{S} \left( \frac{\nu}{\nu - 1} P \Phi^{\frac{\nu - 1}{\nu}} - Q \Phi \right) d\mu
\]

where \( S := T^d \setminus B_1 \setminus Z \). Apparently, the value of \( \Phi \) on \( Z \) can be set arbitrarily since that part does not contribute to the value of the Lagrangian.

For a feasible direction \( \delta \Phi \in L^1(T^d) \) such that \( \Phi + \varepsilon \delta \Phi \geq 0 \) a.e. on \( T^d \) for \( \varepsilon > 0 \) sufficiently small, compute the directional derivative

\[
\delta \mathcal{L}_\nu'(\Phi, P, Q; \delta \Phi) = \int_{S} \left( P \Phi^{\frac{1}{\nu}} - Q \right) \delta \Phi d\mu,
\]

where we have interchanged the differential and integral operators. Then we impose the equality a.e. on \( S \)

\[
P \Phi^{\frac{1}{\nu}} - Q = 0 \implies \Phi = \left( \frac{P}{Q} \right)^{\nu}.
\]

The latter \( \Phi \) is a positive rational function well-defined on \( S \) where both \( P \) and \( Q \) are positive. Moreover, such \( \Phi \) makes the directional derivative (4.12) vanish in any feasible direction, and hence is a stationary point of \( \mathcal{L}_\nu'(\Phi, P, Q) \). It is not difficult to show that \( \mathcal{L}_\nu'(\Phi, P, Q) \) is a concave functional in \( \Phi \) (via pointwise reasoning with the integrand following the idea of [31, Lemma 4.1]) so that a stationary point is indeed a maximizer. To summarize, the supremum of the Lagrangian is attained at the function

\[
\Phi_{\nu} = \begin{cases} 
\left( \frac{P}{Q} \right)^{\nu} & \text{for } \theta \in S, \\
0 & \text{elsewhere.}
\end{cases}
\]

Plugging the above optimal form \( \Phi_{\nu} \) into the original Lagrangian (4.1), we obtain the dual function

\[
J_{\nu}(P, Q) := \frac{1}{\nu - 1} \int_{S} \frac{P^{\nu}}{Q^{\nu - 1}} d\mu + \langle q, c \rangle - \langle p, m \rangle,
\]
and the dual optimization problem is

\[
\min_{P,Q} J_\nu(P, Q) \quad \text{s.t.} \quad p_0 = 1, \quad Q \in \mathcal{P}_+.
\]  

In the special case with \( P \in \mathcal{P}_{+,o} \) and \( Q \in \mathcal{P}_+ \), the optimal form \( \Phi_\nu \) in (4.14) becomes simply

\[
\Phi_\nu = \left( \frac{P}{Q} \right)\nu
\]

and we have the following result.

**Proposition 4.1.** If Problem (4.16) admits a solution \((\hat{P}, \hat{Q}) \in \mathcal{P}_{+,o} \times \mathcal{P}_+\), then the rational spectrum \( \hat{\Phi}_\nu = (\hat{P}/\hat{Q})^\nu \) solves Problem (3.5).

**Proof.** First, for \((P, Q) \in \mathcal{P}_{+,o} \times \mathcal{P}_+\) the dual function takes the form

\[
J_\nu(P, Q) = \frac{1}{\nu - 1} \int_{T^d} \frac{P^\nu}{Q^{\nu-1}} d\mu + \langle q, c \rangle - \langle p, m \rangle
\]

which is different from (4.15) only in the domain of integration. Clearly, if \((\hat{P}, \hat{Q}) \in \mathcal{P}_{+,o} \times \mathcal{P}_+\), i.e., the solution of the dual problem lies in the interior of the feasible set, then such a solution must be a stationary point of the convex function \( J_\nu \). Next, we check the stationarity conditions with respect to \( P \) and \( Q \) of \( J_\nu \) in (4.18):

\[
\delta J_\nu(\hat{P}, \hat{Q}; \delta P) = \frac{\nu}{\nu - 1} \int_{T^d} \frac{\hat{P}^{\nu-1}}{\hat{Q}^{\nu}} \delta P d\mu - \langle \delta p, m \rangle = 0 \quad \forall \delta P,
\]

\[
\delta J_\nu(\hat{P}, \hat{Q}; \delta Q) = -\int_{T^d} \hat{P}^\nu \delta Q d\mu + \langle \delta q, c \rangle = 0 \quad \forall \delta Q,
\]

which imply that the rational function \( \hat{\Phi}_\nu = (\hat{P}/\hat{Q})^\nu \) satisfies the constraints in (3.5). Finally, the duality gap is zero, and thus the claim is proved. \( \square \)

However, the difficult part here is that in general, it is not obvious at all why the dual problem (4.16) should have a solution in the positive region \( \mathcal{P}_{+,o} \times \mathcal{P}_+\). In order to promote such a positive solution, we shall employ a suitable regularization technique in the next sections. As we will see, the price to pay for including the positivity constraint is that, the exact \( \nu \)-cepstral matching cannot be achieved.

**5. Regularizing the dual problem.** In the case that \( \nu = 1 \), the remedy to guarantee the existence of a solution to the dual problem in the interior is to add a penalty term for \( P \) in the dual function, see (2.10). As pointed out in [7], the regularizer is the opposite of the entropy of \( P \). In particular, if the regularization parameter \( \lambda \) approaches infinity, then \( P \) tends to minimize the penalty term whose minimum is attained for \( P = 1 \) corresponding to the classical Maximum Entropy solution. Such a penalty term, however, admits another interpretation. Indeed, we have

\[
-\int_{T^d} \log P d\mu = \int_{T^d} \log \left( \frac{1}{P} \right) d\mu = \mathbb{H}_1 \left( \frac{1}{P} \right),
\]

where \( \mathbb{H}_1(\cdot) := \mathbb{H}_0(\cdot) \) is the usual entropy in (2.5). Accordingly, the regularizer in (2.10) can be also understood as the entropy of the inverse of the numerator of \( \Phi = P/Q \).
Following the latter philosophy, in our case the numerator of $\Phi_\nu$ in (4.17) is $P^\nu$ and thus we consider as a regularizer the $\nu$-entropy of $1/P^\nu$:

$$H_\nu \left( \frac{1}{P^\nu} \right) = \frac{\nu^2}{\nu - 1} \int_{\mathbb{T}^d} \left( \frac{1}{P^\nu} \right)^{\frac{\nu - 1}{\nu}} d\mu = \frac{\nu^2}{\nu - 1} \int_{\mathbb{T}^d} \frac{1}{P^{\nu - 1}} d\mu. \tag{5.2}$$

Thus, the regularized dual problem is

$$\min_{P,Q} J_{\nu,\lambda}(P,Q) := J_\nu(P,Q) + \frac{\lambda}{\nu - 1} \int_{\mathbb{T}^d} \frac{1}{P^{\nu - 1}} d\mu \tag{5.3}$$

s.t. $P \in \overline{P}_{+,o}$, $Q \in \overline{P}_+$, where $\lambda > 0$ is the regularization parameter which has absorbed the positive constant $\nu^2$. Notice that $\nu$ is required to belong to $\overline{P}_{+,o}$ in (5.3) because the $\nu$-entropy is defined only for nonnegative functions. Next we need the following feasibility assumption.

**Assumption 5.1 (Feasibility).** The given covariances $\{c_k\}_{k \in \Lambda}$ admit an integral representation

$$c_k = \int_{\mathbb{T}^d} e^{i(k, \theta)} \Phi_0 d\mu \quad \forall k \in \Lambda, \tag{5.4}$$

where the function $\Phi_0 \in S(\mathbb{T}^d)$ is strictly positive on some open ball $B_2 \subset \mathbb{T}^d$.

**Remark 5.2.** A similar weaker formulation of the assumption can be found in [31, Assumption 3.1]. The idea is essentially the same.

We are now ready to state the main result of this paper.

**Theorem 5.3.** Under Assumption 5.1, if $\nu \geq \frac{d}{2} + 1$, then the regularized dual problem (5.3) admits a unique solution $(\hat{P}, \hat{Q}) \in \overline{P}_{+,o} \times \overline{P}_+$. Moreover, the positive rational function $\hat{\Phi}_\nu = (P/Q)^\nu$ matches the given covariances $\{c_k\}_{k \in \Lambda}$ exactly and the $\nu$-cepstral coefficients $\{m_k\}_{k \in \Lambda}$ approximately.

The remaining part of this section is devoted to the proof of the above theorem. To this end, we need some ancillary lemmas.

**Lemma 5.4.** The regularized dual function $J_{\nu,\lambda}$ is strictly convex on $\overline{P}_{+,o} \times \overline{P}_+$.

**Proof.** Since we are only asserting strict convexity in the interior of the feasible set $\overline{P}_{+,o} \times \overline{P}_+$, it suffices to carry out the derivative test for convexity. In order to ease the notation, let us introduce the linear operator

$$\Gamma : \Phi \mapsto \left\{ \int_{\mathbb{T}^d} e^{i(k, \theta)} \Phi d\mu \right\}_{k \in \Lambda} \tag{5.5}$$

that sends a function $\Phi \in L^1(\mathbb{T}^d)$ to its Fourier coefficients indexed in $\Lambda$. One can define a similar linear operator $\Gamma_{0}$ such that the index set $\Lambda$ in (5.5) is replaced by $\Lambda_{0}$. After some computation, we get the first-order differentials of the regularized dual function:

$$\delta J_{\nu,\lambda}(P, Q; \delta Q) = \delta J_\nu(P, Q; \delta Q) = \langle \delta q, c - \Gamma \left( \left( \frac{P}{Q} \right)^\nu \right) \rangle,$$

$$\delta J_{\nu,\lambda}(P, Q; \delta P) = \delta J_\nu(P, Q; \delta P) + \frac{\lambda}{\nu - 1} \int_{\mathbb{T}^d} (-\nu + 1)P^{-\nu} \delta P d\mu$$

$$= \langle \delta p, \Gamma_0 \left( \frac{\nu}{\nu - 1} \left( \frac{P}{Q} \right)^{\nu - 1} \right) - \Gamma_0 \left( \frac{\lambda}{\nu - 1} \right) - m \rangle,$$

$$\delta J_{\nu,\lambda}(P, Q; \delta P, \delta Q) = \delta J_{\nu,\lambda}(P, Q; \delta Q) + \delta J_{\nu,\lambda}(P, Q; \delta P). \tag{5.6}$$
Notice that due to the strict positivity of $P$ and $Q$, the directions $\delta P$ and $\delta Q$ can be arbitrary in a finite-dimensional vector space, and the operation of interchanging the differential and the integral can be well justified using Lebesgue’s dominated convergence theorem. Let us continue to compute the joint second-order differential with respect to the directions $(\delta P^{(1)}, \delta Q^{(1)})$ and $(\delta P^{(2)}, \delta Q^{(2)})$:

$$
\delta^2 J_{\nu, \lambda}(P, Q; \delta P^{(1)}, \delta Q^{(1)}, \delta P^{(2)}, \delta Q^{(2)})
= \nu \int_{\mathcal{V}_d} \frac{P^{\nu-2}}{Q^{\nu+1}} (P\delta Q^{(1)} - Q\delta P^{(1)}) (P\delta Q^{(2)} - Q\delta P^{(2)}) + \lambda \frac{\delta P^{(1)} \delta P^{(2)}}{P^{\nu+1}} \, d\mu
$$

which is a bilinear form in $(\delta P^{(1)}, \delta Q^{(1)})$ and $(\delta P^{(2)}, \delta Q^{(2)})$. Taking $\delta P^{(1)} = \delta P^{(2)} = \delta P$ and $\delta Q^{(1)} = \delta Q^{(2)} = \delta Q$, we obtain the second-order variation:

$$
\delta^2 J_{\nu, \lambda}(P, Q; \delta P, \delta Q) = \nu \int_{\mathcal{V}_d} \left[ \frac{P^{\nu-2}}{Q^{\nu+1}} (P\delta Q - Q\delta P)^2 + \lambda \frac{\delta P^2}{P^{\nu+1}} \right] d\mu \geq 0.
$$

The last inequality holds because $\nu \geq 2$ and the integrand in the bracket is nonnegative. Moreover, if we impose $\delta^2 J_{\nu, \lambda}(P, Q; \delta P, \delta Q) = 0$, then such an integrand has to vanish identically due to continuity. It follows easily that $\delta P = \delta Q \equiv 0$ which implies that they are zero polynomials (cf. e.g., [21, Lemma 1]). We can now conclude that the second-order differential of $J_{\nu, \lambda}$ is positive definite, which completes the proof. \[\square\]

**Lemma 5.5.** The function $J_{\nu, \lambda}$ is lower-semicontinuous on $\overline{\mathcal{P}}_{+,-,0} \times \overline{\mathcal{P}}_+$. 

**Proof.** As shown in the previous lemma, the function $J_{\nu, \lambda}$ is differentiable (in fact, smooth) in the interior of the domain, and a fortiori continuous. Hence we only need to prove the lower-semicontinuity on the boundary of the domain. In view of the definitions of $J_{\nu}$ and $J_{\nu, \lambda}$ in (4.15) and (5.3), it remains to work on the integral terms

$$
\int_{\mathcal{V}_d} \frac{P^{\nu}}{Q^{\nu+1}} d\mu \quad \text{and} \quad \int_{\mathcal{V}_d} \frac{1}{P^{\nu+1}} d\mu
$$

since the inner products are obviously continuous. In the following, we only prove the lower-semicontinuity of the first term in (5.9) as the proof holds almost verbatim for the second term.

For a sequence $\{(P_j, Q_j)\}_{j \geq 1}$ that tends to $(P, Q)$ on the boundary of $\overline{\mathcal{P}}_{+,-,0} \times \overline{\mathcal{P}}_+$, there are two cases.

*First case. $Q \in \partial \mathcal{P}_+$ where the symbol $\partial$ denotes the boundary of a set. Notice that the union of the zero sets $\tilde{Z} := \cup_{j=1}^{\infty} Z(Q_j) \cup Z(Q)$ (which again has a Lebesgue measure zero) can be safely excluded from the domain of integration so that all the integrands are well defined. Moreover, we have $P_j^\nu / Q_j^{\nu-1} \to P^\nu / Q^{\nu-1}$ pointwise as $j \to \infty$. By Fatou’s lemma [24, p. 23], the inequality

$$
\int_{\mathcal{V}_d \setminus \tilde{Z}} \frac{P^\nu}{Q^{\nu+1}} d\mu \leq \liminf_{j \to \infty} \int_{\mathcal{V}_d \setminus \tilde{Z}} \frac{P_j^\nu}{Q_j^{\nu+1}} d\mu
$$

holds, which means that the integral $\int_{\mathcal{V}_d \setminus \tilde{Z}} \frac{P^\nu}{Q^{\nu+1}} d\mu$ is lower-semicontinuous at $(P, Q)$. 

*Second case. $Q \in \mathcal{P}_+$ so that $P \in \partial \mathcal{P}_{+,-,0}$ must happen. The proof here is almost identical to that in the previous case, and thus it is omitted.
With the lower-semicontinuity on the boundary proved, the assertion of the lemma follows.

The next lemma concerns the limit behavior of the regularized dual function as the norm of its argument goes to infinity, whose proof relies heavily on Assumption 5.1. Let us define the norms of the Lagrange multipliers (dual variables) as follows:

\[
\|P\| := \|p\| = \sqrt{\sum_{k \in \Lambda_0} |p_k|^2}, \quad \|Q\| := \|q\| = \sqrt{\sum_{k \in \Lambda} |q_k|^2},
\]

and \(\|(P, Q)\| := \|P\| + \|Q\|\).

**Lemma 5.6.** Suppose that Assumption 5.1 holds. If a sequence \(\{(P_j, Q_j)\}_{j \geq 1} \subset \mathbb{R}^{+} \times \mathbb{R}^{+}\) is such that \(\|(P_j, Q_j)\| \to \infty\) as \(j \to \infty\), then \(J_{\nu, \lambda}(P_j, Q_j) \to \infty\).

**Proof.** By a variant of [21, Lemma 10], we know that for a (Laurent) polynomial \(P\) nonnegative on \(T^d\), it holds that \(|p_k| \leq p_0 = 1\) for any index \(k \in \Lambda_0\). Therefore, we have \(\|P_j\| \leq \sqrt{|\Lambda| - 1}\) for all \(j\), and it must happen that \(\|Q_j\| \to \infty\) in order for the combined norm of \((P_j, Q_j)\) to be unbounded. Observe that the integral terms in \(J_{\nu, \lambda}\) are nonnegative. Hence we have

\[
J_{\nu, \lambda}(P_j, Q_j) \geq \langle q_j, c \rangle - \langle p_j, m \rangle.
\]

The inner product \(\langle p_j, m \rangle\) still remains bounded. So it suffices to show that \(\langle q_j, c \rangle\) blows up. It is at this point that Assumption 5.1 plays an important role. If our covariance data satisfy the assumption, we can write

\[
\langle q_j, c \rangle = \sum_{k \in \Lambda} q_{j,k} \int_{T^d} e^{i(k \cdot \theta)} \Phi_0 d\mu
\]

\[
= \int_{T^d} Q_j \Phi_0 d\mu \geq 0
\]

for some nonnegative function \(\Phi_0\) on \(T^d\). Define the normalized sequence \(q_{j,0} := q_j / \|q_j\|\) so that \(\|q_{j,0}\| = 1\). It follows that \(\langle q_{j,0}, c \rangle = \frac{1}{\|q_j\|} \langle q_j, c \rangle \geq 0\), and we can define the real quantity \(\eta := \lim \inf_{j \to \infty} \langle q_{j,0}, c \rangle \geq 0\). Our target is to show that \(\eta > 0\). To this end, notice first that the limit inferior implies that there exists a subsequence \(\{q_{j,0}^{(\ell)}\}_{\ell \geq 1}\) such that \(\eta = \lim_{\ell \to \infty} \langle q_{j,0}^{(\ell)}, c \rangle\). Since this subsequence is bounded in norm, it has a convergent subsequence which (with an abuse of notation) we still denote with \(\{q_{j,0}^{(\ell)}\}_{\ell \geq 1}\). Define the limit \(q_{0,0} := \lim_{\ell \to \infty} q_{j,0}^{(\ell)}\). Then due to the continuity of the inner product, we have \(\eta = \langle q_{0,0}, c \rangle\).

Notice on the other hand, that the polynomials \(Q_j^{(\ell)}(e^{i\theta}) \geq 0\) for all \(\theta \in T^d\). Due to the convergence of the coefficients \(q_{j,0}^{(\ell)}\), the polynomials \(Q_j^{(\ell)}\) converges uniformly to \(Q_{0,0}\) for any point in \(T^d\) as \(\ell \to \infty\). Thus we have \(Q_j^{(\ell)}(e^{i\theta}) \geq 0\) for any \(\theta \in T^d\). If \(\eta = 0\), then similar to (5.13), we have

\[
0 = \eta = \langle q_{0,0}, c \rangle = \int_{T^d} Q_{0,0} \Phi_0 d\mu,
\]

which, given Assumption 5.1, means that \(Q_{0,0}(e^{i\theta}) = 0\) on the open ball \(B_2 \subset T^d\) where \(\Phi_0\) is positive. Appealing to [21, Lemma 1] again, this implies that \(Q_{0,0}\) is a zero polynomial, a contradiction to the fact that \(q_{0,0}\) is of unit norm. Therefore, we
can conclude that $\eta > 0$. Now we can continue (5.12):
\[
J_{\nu,\lambda}(P_j, Q_j) \geq \langle q_j, c \rangle + \text{const.} = \|q_j\| \langle q_j^0, c \rangle + \text{const.} > \frac{\eta}{2} \|q_j\| + \text{const.} \to \infty,
\]
(5.15)
where the last inequality holds by the definition of lim inf for $j$ sufficiently large.

The last lemma in this section describes the behavior of $J_{\nu,\lambda}$ on the boundary of the feasible set. The proof hinges on Proposition A.4 in [31] whose statement is reported below since it will be referred to several times in the subsequent development.

**Proposition 5.7** (Proposition A.4, [31]). Let $p : \mathbb{R}^n \to \mathbb{R}$ be a polynomial with $p(\theta_0) = 0$ and assume that $p$ is nonnegative in a $\theta_0$-centered ball $B_\varepsilon(\theta_0)$ for some radius $\varepsilon > 0$. Then if $m \geq n/2$, we have that
\[
\int_{B_\varepsilon(\theta_0)} p^{-m} \, d\mu = \infty.
\]

**Lemma 5.8.** If $\nu \geq \frac{d}{2} + 1$, then $J_{\nu,\lambda}(P, Q) = \infty$ for any $(P, Q)$ on the boundary of the feasible set $\mathbb{F}_+ \times \mathbb{F}_+$.

**Proof.** Similar to the proof of Lemma 5.5, we consider two cases.

1. $P \in \partial \mathbb{F}_+$. In this case, we have
\[
(5.16) \quad J_{\nu,\lambda}(P, Q) \geq \langle q, c \rangle - \langle p, m \rangle + \frac{\lambda}{\nu - 1} \int_{T_d} \frac{1}{P^{-1}} \, d\mu,
\]
where the inequality holds because the integral term in $J_\nu$ is nonnegative. The latter integral diverges when $\nu - 1 \geq d/2$ by Proposition 5.7 while the inner products take finite values. Hence we have $J_{\nu,\lambda}(P, Q) = \infty$.

2. $P \in \mathbb{F}_+ \times \partial \mathbb{F}_+$. Due to continuity, we have $P(e^{i\theta}) \geq P_{\text{min}} := \min_{\theta \in T_d} P(e^{i\theta}) > 0$. Now we have
\[
(5.17) \quad J_{\nu,\lambda}(P, Q) \geq J_\nu(P, Q) \geq \frac{P_{\text{min}}}{\nu - 1} \int_{T_d} \frac{1}{Q^{-1}} \, d\mu + \langle q, c \rangle - \langle p, m \rangle,
\]
where the first inequality comes from the fact that the regularization term is nonnegative. Appealing to Proposition 5.7 again, we can conclude that the integral of $1/Q^{\nu-1}$ diverges when $\nu - 1 \geq d/2$. This completes the proof of the lemma.

We are now ready to prove Theorem 5.3.

**Proof of Theorem 5.3.** For a sufficiently large real number $\beta$, consider the (nonempty) sublevel set of the regularized dual function
\[
(5.18) \quad J_{\nu,\lambda}^{-1}(-\infty, \beta] := \{(P, Q) \in \mathbb{F}_+ \times \mathbb{F}_+ : J_{\nu,\lambda}(P, Q) \leq \beta\}.
\]
We know that
- the sublevel set is closed by Lemma 5.5;
- the sublevel set is bounded by Lemma 5.6.
Since the dual variables $(P, Q)$ live in a finite-dimensional vector space, it follows that the sublevel set is compact. Since the objective function $J_{\nu,\lambda}$ is lower-semicontinuous,
the existence of a minimizer is guaranteed by the extreme value theorem of Weierstrass.

Next, with the condition $\nu \geq \frac{d}{2} + 1$, Lemma 5.8 states that the minimizer cannot fall on the boundary of the feasible set. In other words, the optimal $(\hat{P}, \hat{Q})$ belong to the interior $\mathfrak{P}_{+,o} \times \mathfrak{P}_+$, where the regularized dual function is strictly convex (Lemma 5.4). Therefore, such a minimizer is necessarily unique. Moreover, it must satisfy the stationarity conditions (which are obtained by imposing the first-order differentials in (5.6) to vanish):

$$c - \Gamma \left( \left( \frac{P}{Q} \right)^\nu \right) = 0 \implies c_k = \int_{\mathbb{T}^d} e^{i(k, \theta)} \left( \frac{P}{Q} \right)^\nu \, d\mu \quad \forall k \in \Lambda,$$

$$\Gamma_0 \left( \frac{\nu}{\nu - 1} \left( \frac{P}{Q} \right)^{\nu - 1} \right) - \Gamma_0 \left( \frac{\lambda}{P^\nu} \right) = m = 0$$

$$\implies m_k = \int_{\mathbb{T}^d} e^{i(k, \theta)} \left( \frac{\nu}{\nu - 1} \left( \frac{P}{Q} \right)^{\nu - 1} \right) - \frac{\lambda}{P^\nu} \, d\mu \quad \forall k \in \Lambda_0.$$

We conclude that the rational function $\hat{\Phi} = (\hat{P}/\hat{Q})^\nu$ matches the covariances $\{c_k\}_{k \in \Lambda}$ exactly and the $\nu$-cepstral coefficients $\{m_k\}_{k \in \Lambda}$ approximately with an error term

$$\varepsilon_k := \lambda \int_{\mathbb{T}^d} e^{i(k, \theta)} \frac{1}{P^\nu} \, d\mu$$

which depends on the regularization parameter $\lambda$.

To summarize, given $d \geq 3$, we can always take the integer parameter $\nu \geq \frac{d}{2} + 1$, so that the rational function $\hat{\Phi}_\nu = (\hat{P}/\hat{Q})^\nu$, where $(\hat{P}, \hat{Q}) \in \mathfrak{P}_{+,o} \times \mathfrak{P}_+$ is the unique solution to the regularized dual problem (5.3), “solves” the primal problem (3.5) in the sense that $\hat{\Phi}_\nu$ matches $c$ and approximately $m$, see (5.19) and (5.20), respectively.

### 6. Well-posedness.

On the basis of Theorem 5.3, we can further show that the regularized dual problem (5.3) is well-posed in the sense of Hadamard with respect to the data $(c, m)$ and the regularization parameter $\lambda$. More precisely, given covariances $c$ satisfying Assumption 5.1, $\nu$-cepstral coefficients $m$, a regularization parameter $\lambda > 0$, and an integer $\nu \geq \frac{d}{2} + 1$, Theorem 5.3 already states that the solution $(\hat{P}, \hat{Q})$ to (5.3), or equivalently, the coefficient vector of the polynomials $(\hat{p}, \hat{q})$, exists and is unique. Hence, to complete the proof of well-posedness, it remains to show the continuous dependence of the solution $(\hat{p}, \hat{q})$ on $(c, m)$ and $\lambda$. In fact, we will show in this section that such dependence is even smooth, that is, of class $C^\infty$ using the classical inverse and implicit function theorems. To this end, we need first to introduce the set of covariances corresponding to spectral densities of real random fields

$$\mathcal{C}_+ := \{ c = \Gamma(\Phi_0) : \Phi_0 satisfies the requirement in Assumption 5.1$$

$$and \Phi_0(e^{-i\theta}) = \Phi_0(e^{i\theta}) \} \}$$

where the linear operator $\Gamma$ has been defined in (5.5). Moreover, the set of $\nu$-cepstral coefficients is simply

$$\mathcal{M} := \{ m \in \mathbb{R}^{|\Lambda_0|} : m_{-k} = m_k, \, k \in \Lambda_0 \}.$$
We are then ready to write down the so-called moment mapping in a parametric form as suggested by the stationarity conditions of the regularized dual function in (5.19) and (5.20):

\[ f : \mathcal{Q}_{+,o} \times \mathcal{Q}_+ \times \mathbb{R}_+ \to -\mathcal{C}_+ \times \mathcal{M} \]

(6.3)

\[
\begin{pmatrix}
p \\
q \\
\lambda \\
m \end{pmatrix} \mapsto \begin{pmatrix} -c \\
\end{pmatrix} :=
\begin{bmatrix}
-\Gamma \left( \left( \frac{p}{q} \right)^\nu \right) \\
\Gamma_0 \left( \frac{\nu-1}{\nu} \left( \frac{p}{q} \right)^{\nu-1} - \frac{\lambda}{\nu} \right) \\
\end{bmatrix},
\]

where the set \(-\mathcal{C}_+ := \{-c : c \in \mathcal{C}_+ \}. Clearly, the Lagrange multipliers \((p, q)\) and the data \((c, m)\) live in the same vector space. Moreover, if both \((c, m) \in \mathcal{C}_+ \times \mathcal{M}\) and \(\lambda > 0\) are fixed, then we have

(6.4)

\[ DJ_{\nu, \lambda}(p, q) = f(p, q, \lambda) - (-c, m), \]

where the differential operator \(D\) applied to \(J_{\nu, \lambda}\) is understood as the gradient of the regularized dual function, and here with a slight abuse of notation we treat \(J_{\nu, \lambda}\) as a function of \((p, q)\). It then follows that the stationary-point equation of the regularized dual function is equivalent to the system of nonlinear equations

(6.5)

\[ f(p, q, \lambda) = (-c, m). \]

The result of well-posedness is phrased as follows.

**Theorem 6.1.** Fix an integer \(\nu \geq \frac{d}{2} + 1\). Then under Assumption 5.1, we have:

1. For each fixed \(\lambda > 0\), the map \(\omega := f(p, q, \lambda)\) is a diffeomorphism between \(\mathcal{Q}_{+,o} \times \mathcal{Q}_+\) and \(-\mathcal{C}_+ \times \mathcal{M}\);

2. For each fixed vector \((-c, m) \in -\mathcal{C}_+ \times \mathcal{M}\), the solution \((p, q)\) to (6.5) depends smoothly on \(\lambda\).

**Proof.** To prove the first claim, note first that \(\omega\) is a bijection by Theorem 5.3. Clearly, \(f\) is a smooth function on its domain so the smoothness of \(\omega\) follows. It now remains to show the smoothness of the inverse \(\omega^{-1}\). To this end, we notice that \(D\omega(p, q) = D_{p, q} f(p, q, \lambda) = D^2 J_{\nu, \lambda}(p, q)\) where the second equality follows from (6.4). The latter can be seen as the Hessian of the regularized dual function \(J_{\nu, \lambda}\) at \(p, q\) which is positive definite (by Lemma 5.4) and in particular, nonsingular everywhere. Using the inverse function theorem, we conclude that \(\omega\) is a local diffeomorphism which plus the fact that \(\omega\) is bijective, leads to the smoothness of \(\omega^{-1}\), and hence the first claim.

The second claim is a direct consequence of the implicit function theorem. To see this, consider solving (6.5) whose right-hand side is fixed. Clearly, the solution \((p, q)\) depends on \(\lambda > 0\). Since \(D_{p, q} f(p, q, \lambda)\) is nonsingular by the previous reasoning, the solution \((p, q)\) is locally a smooth function of \(\lambda\), and the second claim follows.

**7. On the choice of the regularizer.** Throughout this section we work under Assumption 5.1 and assume that the integer parameter \(\nu \geq \frac{d}{2} + 1\) is fixed so that the well-posedness results in the previous two sections hold. Let \(\Phi_{\nu, \lambda} = (P_\lambda/Q_\lambda)^\nu\) be the spectral density that solves the regularized dual problem in (5.3), where we have made explicit the dependence on \(\lambda\) and dropped the hats to ease the notation. It is worth noting that \(\lambda\) tunes how much the \(\nu\)-entropy of the inverse of the numerator of \(\Phi_{\nu, \lambda}\) should be minimized relative to the importance of the cepstral interpolation. In particular, the regularization parameter \(\lambda\) is directly related to the \(\nu\)-cepstral matching.
error via (5.21). Loosely speaking, the \( \nu \)-cepstral matching error increases as \( \lambda \) grows, which means that the primal constraint (3.5b) of \( \nu \)-cepstral matching becomes more and more relaxed. In that case, we expect the uncertainty (or unpredictability) in the underlying random field to increase. It is well known that the classical entropy measures how much unpredictable a random process is. Following this thinking, it is then natural to wonder whether the \( \nu \)-entropy of \( \Phi_{\nu,\lambda} \) increases with respect to \( \lambda \). We have the next result.

**Theorem 7.1.** Assume in addition that the results in Theorem 5.3 and Theorem 6.1 can be extended to \( \lambda = 0 \) such that the polynomial \( P_0 \) is not identically one. Then the \( \nu \)-entropy of \( \Phi_{\nu,\lambda} = (P_{\lambda}/Q_{\lambda})^{\nu} \), where \( (P_{\lambda}, Q_{\lambda}) \) is the unique solution to (5.3), is a monotonically increasing function of \( \lambda \in [0, \delta) \) where \( \delta > 0 \) is a sufficiently small number.

Before proving the statement above, we need the following results.

**Lemma 7.2.** Consider the functional

\[
(7.1) \quad f(P) = \int_{\mathbb{R}^d} \left( \frac{1}{P^\nu} - \frac{1}{P^{\nu-1}} \right) d\mu
\]

with an integer \( \nu \geq d/2 \). Then for any nonnegative polynomial \( P \in \mathcal{P}_{+,o} \), we have \( f(P) = \infty \).

**Proof.** The integrand in (7.1) can be rewritten as \((1 - P)/P^\nu\), which is not guaranteed to be nonnegative all over \( \mathbb{R}^d \). However, such nonnegativity is indeed true near a zero point of \( P \) due to continuity. Define the zero set of \( P \) as

\[
(7.2) \quad Z(P) = \{ \theta \in \mathbb{R}^d : P(e^{i\theta}) = 0 \},
\]

which is easily seen to be compact (i.e., closed and bounded). Recall also that a continuous function on a compact set is uniformly continuous, e.g., the polynomial \( P \) on \( \mathbb{R}^d \). Therefore, for any \( \theta \in Z(P) \) and any \( \varepsilon > 0 \), there exists a real number \( \delta > 0 \) (which depends on \( \varepsilon \) but not \( \theta \)) such that whenever \( \| \phi - \theta \| < \delta \), it holds that \( P(e^{i\phi}) = |P(e^{i\phi}) - P(e^{i\theta})| < \varepsilon \). In particular, we can take \( \varepsilon = 1/2 \). Then the corresponding constant \( \delta \) leads to a collection of open balls

\[
(7.3) \quad \{ B(\theta, \delta) : = \{ \phi \in \mathbb{R}^d : \| \phi - \theta \| < \delta \} : \theta \in Z(P) \}
\]

which forms an open cover of the zero set \( Z(P) \). Due to compactness, the open cover has a finite subcover

\[
(7.4) \quad C := \bigcup_{k=1}^n B(\theta_k, \delta) \supset Z(P)
\]

such that each \( \theta_k \in Z(P) \). In this way, we can partition the domain of integration as the union of \( \mathbb{R}^d \setminus C \) and \( \mathbb{R}^d \cap C \). Observe that on the former set the integrand \((1 - P)/P^\nu\) is bounded while on the latter set it holds that \((1 - P)/P^\nu > 1/(2P^\nu) > 0 \) due to the previous construction. Clearly, the value of \( f(P) \) is dominated by the integral on \( \mathbb{R}^d \cap C \) which contains the zero set of \( P \), and it further reduces to the integral on a single set \( \mathbb{R}^d \cap B(\theta_k, \delta) \) due to positivity. In view of Proposition 5.7, the assertion of the lemma follows provided that \( \nu \geq d/2 \).

**Proposition 7.3.** The problem of minimizing \( f(P) \) in (7.1) with an integer \( \nu \geq d/2 \) over the set \( P \in \mathcal{P}_{+,o} \) admits a unique solution \( P^o \equiv 1 \) such that \( f(P^o) = 0 \).
Proof. As mentioned at the beginning of the proof of Lemma 5.6, the set $\mathfrak{P}_{+,o}$ is bounded due to positivity and the normalization condition $p_0 = 1$. Moreover, via a route similar to the proof of Lemma 5.5, one can show that $f(P)$ is lower-semicontinuous on $\mathfrak{P}_{+,o}$. Therefore, a minimizer of $f(P)$ over the compact set $\mathfrak{P}_{+,o}$ indeed exists. By Lemma 7.2, such a minimizer cannot fall on the boundary $\partial \mathfrak{P}_{+,o}$, and instead must be an interior point in $\mathfrak{P}_{+,o}$ which is necessarily a stationary point of $f(P)$.

Next, we shall show that the stationary point of $f(P)$ is unique. Imposing the stationarity condition, we have:

\begin{equation}
\delta f(P; \delta P) = \frac{(\nu - 1)P - \nu}{P^{\nu+1}} \delta P \, d\mu = 0 \quad \forall \delta P = \sum_{k \in \Lambda} \delta p_k e^{-i(k, \theta)}
\end{equation}

such that $\delta p_0 = 0$ and $\delta p_k$ is independent of $P$. In particular, we can make the choice $\delta P = P - 1$.

Notice also that $\int_{\mathbb{T}^d} (P - 1) \, d\mu = 0$. Adding the two equations together, we obtain

\begin{equation}
\int_{\mathbb{T}^d} \left[ \frac{(\nu - 1)P - \nu}{P^{\nu+1}} + 1 \right] (P - 1) \, d\mu = 0.
\end{equation}

It is not difficult to verify that the first factor of the integrand above can be rewritten as

\begin{equation}
\frac{(\nu - 1)P - \nu}{P^{\nu+1}} + 1 = \frac{1}{P^{\nu+1}} \left[ P^{\nu+1} + (\nu - 1)P - \nu \right]
\end{equation}

\begin{equation}
= \frac{1}{P^{\nu+1}} \left[ \sum_{\ell = 1}^{\nu} P^{\ell} + \nu \right] (P - 1).
\end{equation}

Therefore, (7.6) is equivalent to

\begin{equation}
0 = \int_{\mathbb{T}^d} \frac{1}{P^{\nu+1}} \left( \sum_{\ell = 1}^{\nu} P^{\ell} + \nu \right) (P - 1)^2 \, d\mu \geq 0,
\end{equation}

where the first two factors of the above integrand are positive for $P \in \mathfrak{P}_{+,o}$. Thus, it follows from (7.8) that the stationary point of $f(P)$ is necessarily $P^o \equiv 1$ and thus $f(P^o) = 0$.

Finally, combining the facts that a minimizer of $f(P)$ in $\mathfrak{P}_{+,o}$ is a stationary point and that the unique stationary point is $P^o$, the claim of the proposition follows.

We are now ready to prove the main result of this section.

Proof of Theorem 7.1. First, notice that the quantity $\mathcal{H}_\nu(\Phi_{\nu,\lambda})$ is a function of $\lambda \geq 0$ since the integer $\nu \geq \frac{d}{2} + 1$ is fixed. Moreover, the following calculation can be justified using Lebesgue’s dominated convergence theorem:

\begin{equation}
\frac{d\mathcal{H}_\nu(\Phi_{\nu,\lambda})}{d\lambda} = \frac{\nu^2}{\nu - 1} \frac{d}{d\lambda} \int_{\mathbb{T}^d} \Phi_{\nu,\lambda} \, d\mu = \frac{\nu^2}{\nu - 1} \frac{d}{d\lambda} \int_{\mathbb{T}^d} \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu - 1} \, d\mu
\end{equation}

\begin{equation}
= \nu^2 \int_{\mathbb{T}^d} \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu - 2} \Delta_\lambda \, d\mu,
\end{equation}

where

\begin{equation}
\Delta_\lambda := \frac{1}{Q_\lambda} \frac{\partial P_\lambda}{\partial \lambda} - \frac{P_\lambda}{Q_\lambda^2} \frac{\partial Q_\lambda}{\partial \lambda}.
\end{equation}
Thus \( \mathbb{H}_\nu(\Phi_{\nu,\lambda}) \) is indeed a differentiable \((\text{smooth}, \text{in fact})\) function of \( \lambda \). Then, we take the derivative with respect to \( \lambda \) on both sides of (5.19) where \((P, Q)\) is replaced by \((P_\lambda, Q_\lambda)\):

\[
-\nu \int_{\mathbb{T}^d} e^{i\langle k, \theta \rangle} \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu-1} \Delta_{\lambda} \, d\mu = 0 \quad \forall k \in \Lambda.
\]

(7.11)

Taking the linear combination of (7.11) with the coefficients of \(Q_\lambda\), we obtain

\[
-\nu \int_{\mathbb{T}^d} \frac{P_\lambda^{\nu-1}}{Q_\lambda^{\nu-2}} \Delta_{\lambda} \, d\mu = 0.
\]

(7.12)

Similarly, differentiating the two sides of (5.20) (where \((P, Q)\) is replaced by \((P_\lambda, Q_\lambda)\)) with respect to \(\lambda\), we get

\[
\int_{\mathbb{T}^d} \left( \nu \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu-2} \Delta_{\lambda} - \frac{1}{P_\lambda^\nu} + \frac{\lambda \nu}{P_\lambda^{\nu+1}} \frac{\partial P_\lambda}{\partial \lambda} \right) e^{i\langle k, \theta \rangle} \, d\mu = 0 \quad \forall k \in \Lambda_0.
\]

(7.13)

and taking their linear combination with the coefficients of \(P_\lambda\), we obtain

\[
\int_{\mathbb{T}^d} \left( \nu \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu-2} \Delta_{\lambda} - \frac{1}{P_\lambda^\nu} + \frac{\lambda \nu}{P_\lambda^{\nu+1}} \frac{\partial P_\lambda}{\partial \lambda} \right) (P_\lambda - 1) \, d\mu = 0.
\]

(7.14)

After rearranging the terms in the above equation, we arrive at the equality

\[
\int_{\mathbb{T}^d} \nu \frac{P_\lambda^{\nu-1}}{Q_\lambda^{\nu-2}} \Delta_{\lambda} \, d\mu - \int_{\mathbb{T}^d} \nu \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu-2} \Delta_{\lambda} \, d\mu = - \int_{\mathbb{T}^d} \left( \frac{\lambda \nu}{P_\lambda^{\nu+1}} \frac{\partial P_\lambda}{\partial \lambda} - \frac{1}{P_\lambda^\nu} \right) (P_\lambda - 1) \, d\mu,
\]

where the first term on the left hand side is equal to zero by (7.12). Accordingly, we have

\[
\int_{\mathbb{T}^d} \nu \left( \frac{P_\lambda}{Q_\lambda} \right)^{\nu-2} \Delta_{\lambda} \, d\mu = \int_{\mathbb{T}^d} \left( \frac{\lambda \nu}{P_\lambda^{\nu+1}} \frac{\partial P_\lambda}{\partial \lambda} - \frac{1}{P_\lambda^\nu} \right) (P_\lambda - 1) \, d\mu.
\]

(7.15)

which can be used for substitution in (7.9), leading to the expression

\[
\frac{d\mathbb{H}_\nu(\Phi_{\nu,\lambda})}{d\lambda} = \nu \int_{\mathbb{T}^d} \left( \frac{\lambda \nu}{P_\lambda^{\nu+1}} \frac{\partial P_\lambda}{\partial \lambda} - \frac{1}{P_\lambda^\nu} \right) (P_\lambda - 1) \, d\mu.
\]

(7.16)

Therefore, we have

\[
\left. \frac{d\mathbb{H}_\nu(\Phi_{\nu,\lambda})}{d\lambda} \right|_{\lambda = 0} = \nu \int_{\mathbb{T}^d} \left( \frac{1}{P_0^\nu} - \frac{1}{P_0^{\nu+1}} \right) \, d\mu > 0,
\]

(7.18)

where the last strict inequality follows from Proposition 7.3 and the assumption that \(P_0\) is not identically one. In other words, \(\mathbb{H}_\nu(\Phi_{\nu,\lambda})\), viewed as a function of \(\lambda\), is increasing at \(\lambda = 0\). Due to the continuity, the derivative \(\frac{d}{d\lambda} \mathbb{H}_\nu(\Phi_{\nu,\lambda})\) stays positive in a small interval \([0, \delta]\) for some \(\delta > 0\), and the claim of the proposition follows. 

Remark 7.4. The value of Theorem 7.1 lies in the following observation. In the case that the regularization is not needed, i.e., the dual optimization problem with \(\lambda = 0\) already admits an interior solution, it is true that the regularization induces a bias to the solution. However, if such a bias is mild, i.e., \(\lambda\) is sufficiently small, then its effect is counteracted by increasing the uncertainty in the model. Here the uncertainty can roughly be understood as the modeling power.
Finally, in the case that $\lambda$ approaches infinity, $P_\lambda$ tends to minimize the penalty term.

**Proposition 7.5.** Consider the problem

$$P^o = \arg\min_{P \in \mathcal{P}_{+o}} \frac{1}{\nu - 1} \int_{T^d} \frac{1}{P^{\nu - 1}} d\mu.$$  

Then $P^o \equiv 1$.

**Proof.** Let us check the $\alpha$-divergence (3.2) between $P \in \mathcal{P}_{+o}$ and the constant function 1 with $\alpha = 1 - \nu$ (such that the integer $\nu \geq 2$ is fixed):

$$D_{1-\nu}(P\|1) = \int_{T^d} \left[ \frac{1}{\nu(\nu - 1)} \frac{1}{P^{\nu - 1}} + \frac{1}{\nu} P - \frac{1}{\nu - 1} \right] d\mu$$

where the last equality follows from the fact that $\int_{T^d} P d\mu = p_0 = 1$. It is then clear that the minimization problem in (7.19) is equivalent to minimizing $D_{1-\nu}(P\|1)$ over $P \in \mathcal{P}_{+o}$. In consequence, the minimum is attained for $P = 1$ which indeed belongs to $\mathcal{P}_{+o}$ and the objective functional takes a null value.

8. The periodic case. In practice, one needs to discretize the multidimensional integrals in the optimization problems (4.16) or (5.3) in order to solve them numerically. In particular, the fast Fourier transform (FFT) can be used to compute the Fourier integrals on a discrete grid. Such a discretization in the frequency domain has an interesting interpretation in the time domain (or more precisely, the “space” domain). Indeed, it corresponds to considering a periodic stationary random field as explained in [32].

Let $\mathbf{N}$ denote the vector $(N_1, N_2, \ldots, N_d) \in \mathbb{N}_+^d$, where the component $N_j$ stands for the number of equal-length partitions of the interval $[0, 2\pi)$ in the $j$-th dimension of $T^d$. Next define the index set

$$\mathbb{Z}_N^d := \{ \ell = (\ell_1, \ldots, \ell_d) : 0 \leq \ell_j \leq N_j - 1, j = 1, \ldots, d \}$$

denote the number of grid points is also $|\mathbf{N}| := \prod_{j=1}^d N_j$. We can now discretize the domain $T^d$ as

$$T_{\mathbf{N}}^d := \left\{ \left( \frac{2\pi}{N_1} \ell_1, \ldots, \frac{2\pi}{N_d} \ell_d \right) : \ell \in \mathbb{Z}_N^d \right\},$$

so the number of grid points is also $|\mathbf{N}|$. Moreover, let us introduce the symbol $\zeta_\ell := (\zeta_{\ell_1}, \ldots, \zeta_{\ell_d})$ for a point in the discrete $d$-torus with $\zeta_{\ell_j} = e^{2\pi i \ell_j/N_j}$ and define $\zeta_\ell^k := \prod_{j=1}^d e^{i k_j \ell_j}$ which is just the complex exponential function $e^{i (k, \theta)}$ evaluated at a grid point in $T_{\mathbf{N}}^d$. We can now define a discrete measure with equal mass on the grid points in $T_{\mathbf{N}}^d$ as

$$d\eta(\theta) = \sum_{\ell \in \mathbb{Z}_N^d} \delta(\theta - \frac{2\pi}{N_1} \ell_1, \ldots, \theta - \frac{2\pi}{N_d} \ell_d) \prod_{j=1}^d \frac{d\theta_j}{N_j}.$$  

The discrete version of the optimization problem (3.5) results when we replace the normalized Lebesgue measure $d\mu$ with the discrete measure $d\eta$ and require the discrete spectral density $\Phi$ to be nonnegative on the grid.
Following the analysis in [33], the main result for the discrete problem is summarized as follows.

**Theorem 8.1.** Assume that there exists a function $\Phi_0$ defined on the discrete grid $\mathbb{T}_N^d$ such that $\Phi_0(\zeta_\ell) > 0$ for all $\ell \in \mathbb{Z}_N^d$ and the given covariances admit a representation

\[
(8.3) \quad c_k = \frac{1}{|N|} \sum_{\ell \in \mathbb{Z}_N^d} \zeta_k^\ell \Phi_0(\zeta_\ell) \quad \forall k \in \Lambda.
\]

Let $J^N_\nu$ be the discrete version of the function $J_\nu$ in (4.15) with $\nu \geq 2$. Then the optimization problem

\[
(8.4) \quad \min_{P,Q} J^N_{\nu,\lambda}(P,Q) := J^N_\nu(P,Q) + \frac{\lambda}{\nu - 1} \int_{\mathbb{T}_d^1} \frac{1}{P^{\nu-1}} d\eta
\]

s.t. $Q(\zeta_\ell) > 0$ and $P(\zeta_\ell) > 0$ $\forall \ell \in \mathbb{Z}_N^d$

admits a unique solution $(\hat{P}, \hat{Q})$ in the interior of the feasible set such that the discrete spectral density $\hat{\Phi} = (\hat{P}/\hat{Q})^\nu$ achieves covariance matching and approximate $\nu$-cepstral matching:

\[
(8.5) \quad c_k = \frac{1}{|N|} \sum_{\ell \in \mathbb{Z}_N^d} \zeta_k^\ell \hat{\Phi}(\zeta_\ell) \quad \forall k \in \Lambda,
\]

\[
(8.6) \quad m_k + \varepsilon_k = \frac{\nu}{\nu - 1} \frac{1}{|N|} \sum_{\ell \in \mathbb{Z}_N^d} \zeta_k^\ell \hat{\Phi}(\zeta_\ell)^{\frac{\nu-1}{\nu}} \quad \forall k \in \Lambda_0,
\]

where the approximation errors in the cepstral matching are

\[
(8.7) \quad \varepsilon_k = \frac{\lambda}{|N|} \sum_{\ell \in \mathbb{Z}_N^d} \zeta_k^\ell \frac{1}{\hat{P}(\zeta_\ell)^\nu}.
\]

**Remark 8.2.** Notice that unlike its continuous counterpart, we do not require $\nu \geq \frac{d}{2} + 1$. Indeed, in the periodic case if the optimal $\hat{P}$ is such that $\hat{P}(\zeta_\ell) > 0$ then we have also $\hat{Q}(\zeta_\ell) > 0$. It is worth noting that in the case $\nu = 1$, Problem (8.4) coincides with the one analyzed in [21].

Next we state a qualitative result about the discrete solution as an approximation to the continuous counterpart as the grid size goes to infinity. Before that, we need to clarify a number of facts concerning the feasibility of the discrete and continuous optimization problems and positive polynomials on a grid. These results are somewhat well-known but have been scattered in the literature. We collect them here in the form of three lemmas in order to pave the way for our convergence theorem.

In [22], the feasibility of the continuous optimization problem is stated in terms of the dual cone of the cone of nonnegative polynomials $\mathcal{P}_+$, defined as the closure of set

\[
(8.8) \quad \mathcal{C}_+ := \{ c : \langle c, q \rangle > 0 \text{ for all } q \text{ such that } Q \in \mathcal{P}_+ \setminus \{0\} \},
\]

and written as $\overline{C}_+$. Similarly for the discrete optimization problem, let us define

\[
(8.9) \quad \mathcal{C}_+(N) := \{ c : \langle c, q \rangle > 0 \text{ for all nonzero } q \text{ such that } Q(\zeta_\ell) \geq 0 \forall \ell \in \mathbb{Z}_N^d \}.
\]

We have the following result.
Lemma 8.3. The condition $c \in \mathcal{C}_+$ is equivalent to Assumption 5.1. Similarly, the condition $c \in \mathcal{C}_+(N)$ is equivalent to the assumption at the beginning of Theorem 8.1.

Proof. See [17, pp. 15, 17] for the unidimensional case and [11, Proposition 1, p. 1059] for the multidimensional case. □

Remark 8.4. In the unidimensional case where the index set $\Lambda = \{-n,\ldots,0,\ldots,n\}$, the feasibility condition can be reduced to the simple algebraic criterion that the symmetric Toeplitz matrix

\[
\begin{bmatrix}
c_0 & c_1 & \cdots & c_n \\
c_1 & c_0 & \cdots & c_{n-1} \\
\vdots & \ddots & \ddots & \vdots \\
c_n & \cdots & c_1 & c_0
\end{bmatrix}
\]  

is positive definite.

The next result has been reported in [22] as Lemma 6.4 and we restate it here for future reference. Its interpretation is such that when the grid size is sufficiently large, the covariance data $c$ which are feasible for the continuous problem, are also feasible for the discrete problem.

Lemma 8.5. For any $c \in \mathcal{C}_+$ there exists an integer $N_0$ such that $c \in \mathcal{C}_+(N)$ for all $\min(N) \geq N_0$.

The third lemma gives a condition with which the positivity of a polynomial on a grid $T^d_N$ can lead to the positivity over the whole frequency domain $T^d$. The argument here is implicit in the proof of [22, Lemma 6.4], and we make it explicit here for the sake of completeness.

Lemma 8.6. Suppose that the polynomial $P(e^{i\theta}) = \sum_{k \in \Lambda} p_k e^{-i\langle k, \theta \rangle}$ is strictly positive on $T^d_N$ with $p_0 = 1$. Define positive quantities $P_{\min} := \min_{\theta \in T^d_N} P(e^{i\theta})$ and $\Delta := \sum_{k \in \Lambda} \|k\|_1$. If the condition

\[
\frac{2\pi d \Delta}{\min(N)} < P_{\min}
\]

holds, then we have $P \in \mathfrak{P}_+.$

Proof. For $\theta \in T^d \setminus T^d_N$, let us use the first-order Taylor expansion around the nearest grid point $\theta_N$:

\[
P(e^{i\theta}) = P(e^{i\theta_N}) + \nabla P(e^{i\varphi})^\top (\theta - \theta_N) \geq P_{\min} - \frac{2\pi d \Delta}{\min(N)},
\]

where $\varphi$ in the remainder lies on the line segment between $\theta$ and $\theta_N$, and the last inequality comes from Cauchy-Schwarz $|\nabla P(e^{i\varphi})^\top (\theta - \theta_N)| \leq \|\nabla P(e^{i\varphi})\| \|\theta - \theta_N\|$. To see the latter point, notice that the partial derivative

\[
\left| \frac{\partial P(e^{i\theta})}{\partial \theta_j} \right| = \left| \sum_{k \in \Lambda} -ik_j p_k e^{-i\langle k, \theta \rangle} \right| \leq \sum_{k \in \Lambda} k_j \leq \Delta,
\]

where the first inequality holds since by [21, Lemma 10], $|p_k| \leq p_0 = 1$ for all $k \in \Lambda$ due to positivity on the grid. Therefore, we have $\|\nabla P(e^{i\varphi})\| \leq \sqrt{d} \Delta$ while $\|\theta - \theta_N\| \leq \sqrt{d} \frac{2\pi}{\min(N)}$ so that (8.12) indeed holds. The assertion $P \in \mathfrak{P}_+$ then follows easily under the condition (8.11). □
Remark 8.7. Lemma 8.6 admits an intuitive interpretation as follows. Suppose that a symmetric polynomial $P$ is evaluated on an increasingly dense grid $T_N^d$. If $P_{\min}(N)$ stays away from zero as $\min(N)$ grows, then at a certain point the condition (8.11) will be satisfied so that one can conclude the positivity of $P$ on $T^d$. For a generic polynomial $P$ such that $p_0$ is not necessarily one, one can check (8.11) after suitable rescaling.

With the preparations above, we are now ready to state the convergence result.

**Theorem 8.8.** Suppose that the covariance and $\nu$-cepstral data $(c, m)$ are given such that Assumption 5.1 holds. Fix an integer $\nu \geq \frac{d}{4} + 1$ and the regularization parameter $\lambda > 0$. Let $(\hat{P}_N, \hat{Q}_N)$ be the unique solution to the discrete regularized dual problem (8.4), and let $(\hat{P}, \hat{Q})$ be the solution to the corresponding continuous problem (5.3). Then the vector of polynomial coefficients $(\hat{p}_N, \hat{q}_N) \to (\hat{p}, \hat{q})$ in norm as $\min(N) \to \infty$.

**Proof.** Referring to Lemma 8.3 and Lemma 8.5, we assume that $\min(N)$ is sufficiently large in order to guarantee the feasibility for both discrete and continuous optimization problems. Consider the discrete version $f_N$ of the $f$ map in (6.3), and define similarly the map $\omega_N(p, q) := f_N(p, q, \lambda)$ for $\lambda$ fixed. It then follows from the optimality condition that

\[(8.14) \quad \omega_N(p_N, q_N) = (\omega, m) \quad \text{and} \quad \omega(p, q) = (\omega, m).\]

Define the vector $(-c_N, m_N) := \omega(p_N, q_N)$ which is legitimate because in the latter integrals the polynomials $\hat{P}_N$ and $\hat{Q}_N$, which are bounded away from zero for any $N$, will eventually become strictly positive in $T^d$ when $\min(N)$ is sufficiently large, as discussed in Lemma 8.6 and Remark 8.7. Next observe the relation

\[(8.15) \quad \omega_N(p_N, q_N) \to \omega(p_N, q_N) \quad \text{so that} \quad (-c_N, m_N) \to (-c, m) \quad \text{as} \quad \min(N) \to \infty,\]

as the convergence of the Riemann sum to the integral. By Theorem 6.1, the map $\omega$ is a diffeomorphism so we have

\[(8.16) \quad (p_N, q_N) = \omega^{-1}(-c_N, m_N) \to \omega^{-1}(-c, m) = (p, q) \quad \text{as} \quad \min(N) \to \infty. \]

In order to state a convergence result for the corresponding spectral density, we attach a subscript to the discrete measure in (8.2) and write it as $d\hat{\eta}_N$ to denote its dependence on the grid size $N$.

**Corollary 8.9.** Under the assumptions of the previous theorem, let $\hat{\Phi}_\nu = \hat{P}/\hat{Q}$ be the solution of Problem (3.5) and $\hat{\Phi}_{\nu, N} = \hat{P}_N/\hat{Q}_N$ be the solution of the corresponding periodic problem with period $N$. Then, the discrete measure $\hat{\Phi}_{\nu, N}d\hat{\eta}_N$ tends to $\hat{\Phi}_\nu d\mu$ in weak* as $\min(N) \to \infty$.

**Proof.** By Theorem 8.8, the strictly positive rational function $\hat{P}_N/\hat{Q}_N$ converges to $\hat{P}/\hat{Q}$ uniformly as $\min(N) \to \infty$. Moreover, for any continuous function $f(\theta)$ on $T^d$, we have the convergence

\[(8.17) \quad \int_{T^d} f \frac{P_N}{Q_N} d\hat{\eta}_N \to \int_{T^d} f \frac{P}{Q} d\mu \quad \text{as} \quad \min(N) \to \infty. \]

In other words, the measure $\hat{\Phi}_{\nu, N}d\hat{\eta}_N$, viewed as a linear functional over the space of continuous functions on $T^d$, converges in weak* to $\hat{\Phi}_\nu d\mu$.\qed
The above corollary states that if \( \nu \geq \frac{d}{2} + 1 \) then we can compute an arbitrarily good approximation of Problem (3.5) by solving the corresponding periodic problem on a sufficiently large grid; in the case \( \nu < \frac{d}{2} + 1 \) it is not guaranteed that the discrete solution represents an approximate solution to Problem (3.5), e.g., the case with \( d \geq 3 \) and \( \nu = 1 \).

9. Numerical experiments. Following the discrete formulation described in section 8, here we present numerical experiments on the realization of three-dimensional \((d = 3)\) linear stochastic systems. Throughout this section, we set \( \nu = 2 \) which is taken as an oracle parameter assumed to be known in the realization procedure.

Let \( W(z_1, z_2, z_3) \) be the transfer function of a 3-d linear time-invariant (LTI) system, which is excited by a white noise process/field \( e(t_1, t_2, t_3) \) and produces an output process \( y(t_1, t_2, t_3) \), see Figure 1. Furthermore, let the true system \( W \) have the structure that corresponds to our optimal spectrum (4.17), i.e., our estimation paradigm considers the most parsimonious model structure containing the actual model:

\[
W(z) = \left[ \frac{b(z)}{a(z)} \right]^{\nu} = \left[ \frac{b_0 - b_1 z_1^{-1} - b_2 z_2^{-1} - b_3 z_3^{-1}}{a_0 - a_1 z_1^{-1} - a_2 z_2^{-1} - a_3 z_3^{-1}} \right]^{\nu}
\]

where \((z_1, z_2, z_3)\) is abbreviated as \( z \), so that the degree-one polynomials \( a(z) \) and \( b(z) \) are characterized by their coefficient vectors \( a = [a_0, \ldots, a_3] \) and \( b = [b_0, \ldots, b_3] \), respectively. The model can equivalently be described by a 3-d autoregressive moving-average (ARMA) recursion

\[
a_0 y(t_1, t_2, t_3) - a_1 y(t_1 - 1, t_2, t_3) - a_2 y(t_1, t_2 - 1, t_3) - a_3 y(t_1, t_2, t_3 - 1) = b_0 w(t_1, t_2, t_3) - b_1 w(t_1 - 1, t_2, t_3) - b_2 w(t_1, t_2 - 1, t_3) - b_3 w(t_1, t_2, t_3 - 1).
\]

If the white noise input \( w \) has unit variance, then the spectral density of the output process \( y \) is \((P/Q)^\nu\) where \( P(e^{i\theta}) = |b(e^{i\theta})|^2 \) and \( Q(e^{i\theta}) = |a(e^{i\theta})|^2 \) are two symmetric polynomials in \( e^{i\theta} \). Next we identify the index set \( \Lambda \) that has gone through the analysis of previous sections. Let

\[
\Lambda_+ := \{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)\}
\]

be the index set corresponding to \( a(z) \) and \( b(z) \). Clearly, we have the relation\(^2\)

\[
\Lambda = \Lambda_+ + \Lambda_+ = \Lambda_{\text{half}} \cup (-\Lambda_{\text{half}})
\]

where we can choose e.g.,

\[
\Lambda_{\text{half}} = \Lambda_+ \cup \{(1, -1, 0), (1, 0, -1), (0, 1, -1)\}.
\]

Due to the symmetry \( q_{-k} = q_k \) and \( p_{-k} = p_k \), the optimization variables of the dual problem (4.16) or (8.4) in this particular example can be identified with \((p, q)\) where

\[
p = \{p_k : k \in \Lambda_{\text{half}} \setminus \{0\}\} \quad \text{and} \quad q = \{q_k : k \in \Lambda_{\text{half}}\},
\]

\(^2\)The set difference in (9.4) is understood as \( A - B := \{x - y : x \in A, y \in B\} \).
so that the total number of variables is 13. Moreover, we see that the normalization condition \( p_0 = 1 \) for the numerator polynomial \( P \) translates into \( \|b\|^2 = 1 \). Without loss of generality, we specify \( a_0 = 1 \).

The model (9.1), albeit simple, allows convenient pole/zero specification. For example, take \( a(z) = 1 - a_1 z^{-1} - a_2 z^{-2} - a_3 z^{-3} \) with \( a_j = \rho_j e^{i\varphi_j}, j = 1, 2, 3 \) if we admit complex coefficients. Then we can choose the moduli such that \( \rho_1 + \rho_2 + \rho_3 = 1 \), so that the point \((e^{i\varphi_1}, e^{i\varphi_2}, e^{i\varphi_3})\) on the 3-torus, or roughly, the frequency vector \((\varphi_1, \varphi_2, \varphi_3) \in T^3\) will be a pole of \( W \). In what follows, we shall perform simulations on two different true models (9.1) having the same real denominator \( a(z) \) such that

\[
(9.7) \quad \text{abs}(a) = [1, 0.3, 0.3, 0.3], \quad \text{angle}(a) = 0,
\]

where \text{abs} and \text{angle} are Matlab functions for retrieving the element-wise modulus and phase angle of a complex array. Clearly, the resulting \( Q = |a|^2 \) is strictly positive on \( T^3 \). The difference between the two true models lies in the numerator polynomial \( b(z) \), and they are specified as

\[
(9.8a) \quad \text{abs}(b_1) = [1, 0.2, 0.3, 0.4], \quad \text{angle}(\tilde{b}_1) = [0, \pi, \pi, \pi], \quad b_1 = \tilde{b}_1/\|\tilde{b}_1\|;
\]

\[
(9.8b) \quad \text{abs}(b_2) = [1, 0.2, 0.3, 0.5], \quad \text{angle}(\tilde{b}_2) = [0, \pi, \pi, \pi], \quad b_2 = \tilde{b}_2/\|\tilde{b}_2\|.
\]

As a consequence, the symmetric polynomial \( P_1 = |b_1|^2 \) is strictly positive, while \( P_2 = |b_2|^2 \) (hence also the spectrum) has a zero at the frequency vector \([\pi, \pi, \pi]\).

Given a true model (9.1), the procedure for stochastic realization is summarized below:

1. Fix \( N = 20 \) and the grid size \( \mathbb{N} = [N, N, N] \) for \( T^3_{\mathbb{N}} \). Choose a regularization parameter \( \lambda > 0 \).

2. Compute the covariances \( \{c_k : k \in \Lambda\} \) and the \( \nu\)-cepstral coefficients \( \{m_k : k \in \Lambda_0\} \) via (3.5a) and (3.5b), replacing the measure \( d\mu \) with the discrete one \( d\eta \) in (8.2).

3. Initialize the dual variable such that \( q_0 = 1/\sqrt{c_0} \) and the rest components of \( q \) and \( p \) are all zero (which corresponds to an initial spectrum \( (P/Q)^\nu \equiv c_0 \)), and solve the discrete regularized dual problem (8.4) given \( c \) and \( m \) computed in Step 2.

4. Compare the optimal solution \((\hat{p}, \hat{q})\) obtained in Step 3 with the polynomial coefficients \((p, q)\) computed from the true model parameters \((a, b)\), and evaluate the error \( \|\hat{(p, q)} - (p, q)\| \).

In Step 3, the optimization problem is solved using Newton’s method. In doing so, we need to compute the gradient and the Hessian of the regularized dual function after a suitable choice of basis. Referring to (9.6), we see that the dual variable \((p, q)\) resides in the Euclidean space \( \mathbb{R}^{13} \) after vectorization, and we can conveniently choose the canonical basis \( \{e_j\}_{j=1}^{13} \) where the vector \( e_j \) has one at the \( j \)-th component and zeros elsewhere. Each \( e_j \) corresponds to a direction (polynomial) \( \delta P_j \) and \( \delta Q_j \). More precisely,

\[
(9.9) \quad q_k = 1 \text{ gives } \delta Q = e^{-i(k, \theta)} + e^{i(k, \theta)}, \quad \delta P = 0 \text{ for } k \in \Lambda_{\text{half}};
\]

\[
p_k = 1 \text{ gives } \delta Q = 0, \quad \delta P = e^{-i(k, \theta)} + e^{i(k, \theta)} \text{ for } k \in \Lambda_{\text{half}} \setminus \{0\}.
\]

With some abuses of notation, we identify the regularized dual function \( J^N_{\nu, \lambda} \) as function of \((p, q)\) in (9.6). Then the gradient is just a vector in \( \mathbb{R}^{13} \) whose \( j \)-th entry is

\[
(9.10) \quad \delta J^N_{\nu, \lambda}(p, q; e_j) = \delta J^N_{\nu, \lambda}(P, Q; \delta Q_j) + \delta J^N_{\nu, \lambda}(P, Q; \delta P_j),
\]
where the formula for the first-order differential can be adapted from (5.6) to the discrete case. Similarly, the Hessian is a $13 \times 13$ matrix whose $(j,k)$ element is

$$
\delta^2 J_{\nu,\lambda}^N(p, q; e_j, e_k) = \delta^2 J_{\nu,\lambda}^N(P, Q; \delta P_j, \delta Q_j, \delta P_k, \delta Q_k),
$$

where the formula for the second-order differential is given in (5.7). After the Newton direction is computed, the stepsize is determined by the standard backtracking line search, see e.g., [2]. It is worth mentioning that evaluation of the complex exponential $e^{-i\langle k, \theta \rangle}$ or the polynomials $a(z)$ and $b(z)$ in (9.1) on the grid $T_N^d$ can be done efficiently via the FFT. This is one of the reasons that the discrete formulation given in section 8 is appealing.

Next we report the simulation results. For the zeroless model (9.8a), we repeat the realization procedure with a wide range of values of the regularization parameter, namely $\lambda = 10^{-10}, 10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 1$, and the errors $\| (\hat{p}, \hat{q}) - (p, q) \|$ are shown in the blue line of Figure 2. It is clear that the error decreases monotonically as $\lambda \to 0$. Another simulation is performed on the model (9.8b) with a spectral zero, and the same observation can be made, although the orange error curve goes down more slowly and rests on a higher level than the blue one as $\lambda$ decreases. Such a result is not so surprising and can be explained by the presence of a spectral zero in the model (9.8b). Indeed, the latter model does not fall into the model class prescribed by (4.17) where both $P$ and $Q$ are strictly positive and for this reason, regularization is needed in order to construct an approximate model within that model class.

In Figure 3, we also compare the values of the reconstructed spectral densities with the true one corresponding to the model (9.8b) (with a spectral zero, the orange line in Figure 2) along a cross section of the true spectral zero located at the grid index $[11, 11, 11]$ where the true spectrum has a numerical value on the scale of $10^{-66}$. Notice that only one cross section $[\cdot 11 11]$ (in the first dimension) of the spectral densities is shown there, because the other two cross sections $[11 \cdot 11]$ and $[11 11 \cdot]$ are graphically indistinguishable from the presented figure in the log scale. One can tell that as $\lambda \to 0$, the approximation of the true nonnegative spectrum using strictly positive ones becomes increasingly better, which certainly agrees with the finding of Figure 2.

10. Conclusions. In this paper, we generalize the classical optimization-based covariance and cepstral extension problem to a sequence of parametrized formulations that is flexible enough to guarantee a rational spectral density as the solution. The notions of the $\nu$-cepstral coefficient and the $\nu$-entropy are utilized in order to bring about the general optimization formulation. Following the lines in our dual analysis, it turns out that regularization is needed in order to enforce a strictly positive spectral density as a solution to the primal problem. In this direction, we propose a new regularization term which is compatible with the $\nu$-entropy, so that the regularized dual problem admits a unique interior-point solution. Furthermore, we show that such a solution depends continuously on the covariances and the $\nu$-cepstral coefficients so that the regularized dual problem is well-posed in the sense of Hadamard. As for the corresponding optimal spectral density, its $\nu$-entropy increases with the regularization parameter $\lambda$, a property in accordance with a result in classical covariance and cepstral extension. In order to simplify the numerical computation, we provide a discrete formulation of the optimization problem which can be associated to a periodic random field. It is shown that the discrete solution is a reasonable approximation of the

\footnote{Under the Matlab convention, the first array index in each dimension is 1.}
Fig. 2. Error of spectrum reconstruction versus the regularization parameter $\lambda = 10^{-10}, 10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 1$, where both axes are in a logarithmic scale.

Fig. 3. The true spectrum with a zero and the reconstructed spectra with the regularization parameter $\lambda = 10^{-10}, 10^{-8}, 10^{-6}, 10^{-4}, 10^{-2}, 1$ at the cross section $[11 \ldots 11]$, i.e., $\hat{\Psi}_{k, \lambda}(e^{i\theta})$ with $\theta = 2\pi \times \left(\left(k-1\right)/20, 11/20, 11/20\right)$ for grid indices $k = 1, \ldots, 20$, where the vertical axis is in a logarithmic scale. Note that the display of the true spectrum (the blue line) is incomplete because its minimum (at index 11) is on the scale of $10^{-16}$.

Numerical simulations in stochastic realization reveal that the regularized strictly positive solution of our general optimization problem can well approximate a true model with a spectral zero (hence only nonnegative) when the model class is correctly chosen and the regularization parameter $\lambda$ is small.

REFERENCES

[1] N. K. Bose, Multidimensional Systems Theory and Applications, Springer, 2013.
[2] S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press, 2004.
[3] C. Byrnes, P. Enqvist, and A. Lindquist, Cepstral coefficients, covariance lags, and pole-
zero models for finite data strings, IEEE Transactions on Signal Processing, 49 (2001), pp. 677–693.

[4] C. I. Byrnes, T. T. Georgiou, and A. Lindquist, A new approach to spectral estimation: A tunable high-resolution spectral estimator, IEEE Transactions on Signal Processing, 48 (2000), pp. 3189–3205.

[5] C. I. Byrnes, S. V. Gusev, and A. Lindquist, A convex optimization approach to the rational covariance extension problem, SIAM Journal on Control Optimization, 37 (1998), pp. 211–229.

[6] C. I. Byrnes, A. Lindquist, S. V. Gusev, and A. S. Matveev, A complete parameterization of all positive rational extensions of a covariance sequence, IEEE Transactions on Automatic Control, 40 (1995), pp. 1841–1857.

[7] P. Enqvist, A convex optimization approach to ARMA(n,m) model design from covariance and cepstral data, SIAM Journal on Control and Optimization, 43 (2004), pp. 1011–1036.

[8] A. Ferrante, C. Masiero, and M. Pavon, Time and spectral domain relative entropy: A new approach to multivariate spectral estimation, IEEE Transactions on Automatic Control, 57 (2012), pp. 2561–2575.

[9] A. Ferrante, M. Pavon, and F. Ramponi, Hellinger versus Kullback–Leibler multivariable spectrum approximation, IEEE Transactions on Automatic Control, 53 (2008), pp. 954–967.

[10] A. Ferrante, M. Pavon, and M. Zorzi, A maximum entropy enhancement for a family of high-resolution spectral estimators, IEEE Transactions on Automatic Control, 57 (2012), pp. 318–329.

[11] T. T. Georgiou, Relative entropy and the multivariable multidimensional moment problem, IEEE Transactions on Information Theory, 52 (2006), pp. 1052–1066.

[12] T. T. Georgiou and A. Lindquist, Kullback–Leibler approximation of spectral density functions, IEEE Transactions on Information Theory, 49 (2003), pp. 2910–2917.

[13] T. T. Georgiou and A. Lindquist, Likelihood analysis of power spectra and generalized moment problems, IEEE Transactions on Automatic Control, 62 (2017), pp. 4580–4592.

[14] J. S. Geronimo and M. J. Lai, Factorization of multivariate positive Laurent polynomials, Journal of Approximation Theory, 139 (2006), pp. 327–345.

[15] J. S. Geronimo and H. J. Woerdeman, Positive extensions, Fejér-Riesz factorization and autoregressive filters in two variables, Annals of Mathematics, 160 (2004), pp. 839–906.

[16] J. Karlsson, A. Lindquist, and A. Ringh, The multidimensional moment problem with complexity constraint, Integral Equations and Operator Theory, 84 (2016), pp. 395–418.

[17] M. G. Krein and A. A. Nudel’man, The Markov Moment Problem and Extremal Problems, vol. 50 of Translations of Mathematical Monographs, American Mathematical Society, Providence, Rhode Island, 1977.

[18] A. Lindquist, C. Masiero, and G. Picci, On the multivariate circulant rational covariance extension problem, in IEEE 52nd Annual Conference on Decision and Control (CDC), 2013, pp. 7155–7161.

[19] A. Lindquist and G. Picci, The circulant rational covariance extension problem: The complete solution, IEEE Transactions on Automatic Control, 58 (2013), pp. 2848–2861.

[20] F. Ramponi, A. Ferrante, and M. Pavon, A globally convergent matricial algorithm for multivariate spectral estimation, IEEE Transactions on Automatic Control, 54 (2009), pp. 2376–2388.

[21] A. Ringh, J. Karlsson, and A. Lindquist, The multidimensional circulant rational covariance extension problem: Solutions and applications in image compression, in 54th Annual Conference on Decision and Control (CDC), IEEE, 2015, pp. 5320–5327.

[22] A. Ringh, J. Karlsson, and A. Lindquist, Multidimensional rational covariance extension with applications to spectral estimation and image compression, SIAM Journal on Control and Optimization, 54 (2016), pp. 1950–1982.

[23] A. Ringh, J. Karlsson, and A. Lindquist, Multidimensional rational covariance extension with approximate covariance matching, SIAM Journal on Control and Optimization, 56 (2018), pp. 913–944.

[24] W. Rudin, Real and Complex Analysis, McGraw-Hill Book Company, third ed., 1987.

[25] K. Tokuda, T. Kohyayashi, and S. Imai, Generalized cepstral analysis of speech-unified approach to LPC and cepstral method, in First International Conference on Spoken Language Processing, 1990.

[26] A. Villani, Another note on the inclusion $L^p(\mu) \subset L^q(\mu)$, The American Mathematical Monthly, 92 (1985), pp. 485–487.

[27] B. Zhu, On the well-posedness of a parametric spectral estimation problem and its numerical solution, IEEE Transactions on Automatic Control, 65 (2020), pp. 1089–1099.
[28] B. Zhu, Line spectrum representation for vector processes with application to frequency estimation, Automatica, (2021), https://doi.org/10.1016/j.automatica.2021.109948. Article number: 109948, in press.

[29] B. Zhu and G. Baggio, On the existence of a solution to a spectral estimation problem à la Byrnes-Georgiou-Lindquist, IEEE Transactions on Automatic Control, 64 (2019), pp. 820–825.

[30] B. Zhu, A. Ferrante, J. Karlsson, and M. Zorzi, Fusion of sensors data in automotive radar systems: A spectral estimation approach, in 58th IEEE Conference on Decision and Control (CDC 2019), IEEE, 2019, pp. 5088–5093.

[31] B. Zhu, A. Ferrante, J. Karlsson, and M. Zorzi, M2-spectral estimation: A flexible approach ensuring rational solutions, SIAM Journal on Control and Optimization, 59 (2021), pp. 2977–2996.

[32] B. Zhu, A. Ferrante, J. Karlsson, and M. Zorzi, M2-spectral estimation: A relative entropy approach, Automatica, 125 (2021), https://doi.org/10.1016/j.automatica.2020.109404.

[33] B. Zhu and M. Zorzi, A generalized multidimensional circulant rational covariance and cepstral extension problem. Presented at the 19th IFAC Symposium on System Identification (SYSID 2021) held virtually in Padova, Italy, 2021.

[34] M. Zorzi, A new family of high-resolution multivariate spectral estimators, IEEE Transactions on Automatic Control, 59 (2014), pp. 892–904.

[35] M. Zorzi, Rational approximations of spectral densities based on the Alpha divergence, Mathematics of Control, Signals, and Systems, 26 (2014), pp. 259–278.

[36] M. Zorzi, An interpretation of the dual problem of the THREE-like approaches, Automatica, 62 (2015), pp. 87–92.

[37] M. Zorzi, Multivariate spectral estimation based on the concept of optimal prediction, IEEE Transactions on Automatic Control, 60 (2015), pp. 1647–1652.

[38] M. Zorzi, Optimal transport between Gaussian random fields, in 2021 29th Mediterranean Conference on Control and Automation (MED), 2021, pp. 186–191.

[39] M. Zorzi, Optimal transport between Gaussian stationary processes, IEEE Transactions on Automatic Control, (2021). Early access.

[40] M. Zorzi and A. Ferrante, On the estimation of structured covariance matrices, Automatica, 48 (2012), pp. 2145–2151.