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Abstract

Liquid democracy is a voting paradigm that allows voters that are part of a social network to either vote directly or delegate their voting rights to one of their neighbors. The delegations are transitive in the sense, that a voter who decides to delegate, delegates both her own vote and the ones she has received through delegations. The additional flexibility of the paradigm allows to transfer voting power towards a subset of voters ideally containing the most expert voters on the question at hand. It is thus tempting to assume that liquid democracy can lead to more accurate decisions. This claim has been investigated recently, maybe most importantly, by Kahng, Mackenzie, and Procaccia [30] and Caragiannis and Micha [10], who provide however mostly negative results using a model similar to the uncertain dichotomous choice model.

In this paper, we provide new insights on this question. In particular, we investigate the so-called ODP-problem that has been formulated by Caragiannis and Micha [10]. Here, we are in a setting with two election alternatives out of which one is assumed to be correct. In ODP, the goal is to organise the delegations in the social network in order to maximize the probability that the correct alternative, referred to as ground truth, is elected. While the problem is known to be computationally hard, we strengthen existing hardness results by providing a novel strong approximation hardness result: For any positive constant $\mathcal{C}$, we prove that, unless $P = NP$, there is no polynomial-time algorithm for ODP that achieves an approximation guarantee of $\alpha \geq \ln n - \mathcal{C}$, where $n$ is the number of voters. The reduction designed for this result uses poorly connected social networks in which some voters suffer from misinformation. Interestingly, under some hypothesis on either the accuracies of voters or the connectivity of the network, we obtain a polynomial-time $1/2$-approximation algorithm. This observation proves formally that the connectivity of the social network is a key feature for the efficiency of the liquid democracy paradigm. Lastly, we run extensive simulations and observe that simple algorithms (working either in a centralized or decentralized way) outperform direct democracy on a large class of instances. Overall, our contributions yield new insights on the question in which situations liquid democracy can be beneficial.

1 Introduction

Liquid Democracy (LD) is a recent voting paradigm which aims to modernize the way we make collective decisions [6, 24]. It relies on modern tools from the Internet, as social networks, to make democracy more flexible, interactive and accurate [8]. In a nutshell, LD allows voters to delegate transitively along a social network. Indeed, each voter may decide to vote directly or to delegate her vote to one of her neighbors. This neighbor can in turn delegate her vote and the votes that have been delegated to her to someone else. As a result, these delegations will flow until they reach a voter who decides to vote. This voter is called the guru of the people she represents and has a voting
weight equal to the number of people who directly or indirectly delegated to her, including her own. LD is implemented in several online tools [3, 27, 28, 35] and has been used by several political parties (e.g., the German Pirate party) for inner-decision making. The framework is praised for its flexibility, as it enables voters to vote directly for issues on which they feel both concerned and expert and to delegate for others. As a result, LD offers a middle-ground between direct and representative democracy and hopefully provides the best of both worlds.

Notably, as delegations can be motivated by the will to find a more expert representative than oneself, LD should concentrate the voting power in the hands of the most expert voters. At first glance, this seems as a desirable feature in particular when the election aims to discover a ground truth (i.e., one of the alternative is the correct one to elect). Indeed, gurus should be on average more informed and hence more likely to vote for the ground truth. This claim was previously investigated by Kahng, Mackenzie and Procaccia [30] and Caragiannis and Micha [10] who mostly provided negative results. We proceed by reporting on their results in more detail.

Khang, Mackenzie and Procaccia [30] study the following simple model. The election has only two alternatives: a correct alternative \( T \) and an incorrect one \( F \). Voters are nodes in a social network, modeled by a directed graph (i.e., there is an arc from voter \( i \) to voter \( j \) if voter \( i \) knows \( j \)). Each voter \( i \) has an accuracy parameter \( p_i \) associated to her that indicates how well-informed she is: if voter \( i \) chooses to vote, she will cast a vote for \( T \) with probability \( p_i \) and a vote for \( F \) with probability \( 1 - p_i \). Voters can delegate their vote to any neighbor that they approve and this delegation can be redelegated transitively. Each voter who decides to vote is hence weighted by the number of people she represents. Lastly, the outcome of the election is decided using weighted majority.

The authors study local delegation mechanisms, which prescribe a behavior (i.e., delegating and to whom or voting) to each voter using as information only the voter’s neighborhood. To evaluate them, they define the gain of a mechanism w.r.t. a given instance as the increase (or decrease if this quantity is negative) in the probability that it makes a correct decision w.r.t. direct voting on this instance. The authors showed that, under their model, there is no local mechanism satisfying both positive gain (there are some large instances in which the mechanism has positive gain bounded away from 0) and do no harm (the possible loss of the mechanism goes to 0 as the number of voters grows). However, the authors proposed a slightly more centralized mechanism, called greedyCap, which achieves both of these two objectives.

Under a slightly different model, Caragiannis and Micha [10], confirmed that local mechanisms could be very inefficient (their observations use instances where any local mechanism can be outperformed either by direct democracy or a dictatorial rule). The authors also investigated a centralized problem, the **Optimal Delegation Problem** (ODP for short), in which one aims to set the delegations in an optimal way and proved that it was computationally hard to approximate within an additive constant. The authors find both of these results to be surprising and a strong criticism to LD.

**Our Contribution.** In this work we continue to investigate the accuracy of the LD paradigm. While some of our results are also negative, our gaze is not particularly severe on liquid democracy. Indeed, we believe that a loss of accuracy resulting from concentrating the voting power in too few hands is a pitfall which has been well understood since the Condorcet majority theorem [14]. Moreover, we believe that the hardness of the optimal delegation problem is the rule more than the exception for non-trivial graph problems involving probabilities. Our aim here is to provide indications through

---

1. A recent survey [36] reviews the different tools that have implemented liquid democracy features as well as the organizations that have supported its use.
2. This model is often referred to as the uncertain dichotomous choice model.
approximation results and simulations on the type of elections on which LD can be beneficial or problematic.

On the theoretical side, we prove that, for any positive constant $C$, unless $P = NP$, there is no polynomial-time algorithm for ODP that achieves an approximation guarantee of $\alpha \geq (\ln n)^{-C}$, where $n$ is the number of voters. The reduction designed for this result uses poorly connected social networks in which some voters suffer from misinformation. Interestingly, under some hypothesis on either the accuracies of voters or the connectivity of the network, we instead obtain a polynomial-time $1/2$-approximation algorithm. This observation proves formally that the connectivity of the social network is a key feature for the efficiency of LD. Lastly, we run extensive simulations and observe that simple algorithms (working either in a centralized or decentralized way) outperform direct democracy on a large class of instances.

2 Related Work

Studying the accuracy of group-judgmental processes using the uncertain dichotomous choice model is a long-standing line of research in computational social choice [4, 14, 25, 34, 37, 38]. One of the most well-known results within this direction is the Condorcet majority theorem [14] which asserts that if voters have an accuracy greater than 0.5, then the probability of electing the ground truth using the majority rule will tend towards one as the number of voters increases. Numerous other results have followed this pioneering theorem by researchers either investigating variants of this theorem [13, 21, 25], comparing the accuracy of different rules [4, 23], or investigating the optimal voting rule within some class (e.g., weighted majority rules) [34, 37].

Kahng, Mackenzie and Procaccia [30] as well as Caragiannis and Micha [10] have investigated the accuracy of the LD framework following this line of research. These two works that have been detailed in the introduction, are part of a recent trend in the AI literature trying to explore the algorithmic properties of new voting paradigms similar to LD [1, 5, 7, 8, 9, 10, 12, 15, 19, 22, 24, 30, 31, 33, 34, 40, 41]. We now shortly detail different questions addressed by these works.

The question of the expected accuracy of voters (not of the process in itself) has been considered by Green-Armytage [24] in a setting where for every voter and issue, a point on the real line represents the opinion of the voter about the issue. The voter’s best guess on each issue is the sum of the ‘true’ position of the voter on the issue plus an error term which is modeled as a random variable. Green-Armytage introduces the notion of expressive loss of a voter as the squared distance between her actual vote (i.e., the vote determined by herself directly or her representative indirectly) and her position. He shows that LD outperforms direct democracy in the sense that, in expectation, LD reduces voters’ expressive loss. Very recently, Zhang and Grossi [41] considered a model very similar to the one studied by Kahng, Mackenzie, and Procaccia [30] and Caragiannis and Micha [10]. They assumed that voters could delegate a fraction of their weight to their neighbors and proposed a polynomial time algorithm to find a delegation graph that discovers the ground truth with the highest probability on a complete graph. Also, Zhang and Grossi [41] proposed new delegation games (a game theoretic model of LD’s delegation process), called greedy delegation games, where each voter’s utility corresponds the expected accuracy of her gurus. They showed that, in such games, Nash Equilibria (NE) correspond to acyclic delegation graphs and that NE with weighted profiles (i.e., where voters can delegate fractions of their weights) are never worse than NE with pure delegations (where a voter either votes or delegates all of her weight).

Several articles have warned against a potential pitfall of LD being that some gurus could accumulate an undesirably high voting power [30, 32]. This issue was addressed by Götz et al. [22]
and Dey, Maiti and Sharma [15]. Götz et al. [22] adopted a centralized optimization viewpoint to minimize this maximum voting power. The authors provided approximation hardness results as well as approximation algorithms and gave empirical evidence that allowing voters to specify multiple possible delegations could largely decrease the maximum voting power of a guru. Dey, Maiti and Sharma [15] considered a problem similar to the one of Götz et al. [22], where one seeks a delegation graph such that each guru receives less delegations than a given parameter $\lambda$. Dey, Maiti and Sharma [15] provided some parameterized complexity results for this problem with respect to parameters $\lambda$, number of sink nodes and the maximum degree of the initial social graph.

Christo and Grossi [11] studied other possible pitfalls of LD as delegation cycles or possible inconsistencies that can occur if voters should vote on different but connected issues. Indeed, if these issues are connected, then voters may violate some rationality constraint by delegating their votes to different (disagreeing) gurus. For instance, Brill and Talmon [9] have investigated a setting called pairwise liquid democracy, in which each voter should provide a complete ranking over candidates. To do so, each voter may delegate different binary preference queries to different representatives. In this case, the delegation process may yield incomplete or intransitive preferences. The authors discuss several methods to complete such ballots or to proceed with the vote.

This illustrates the difficulty of unraveling ballots arising from complex delegation processes, a problem that was tackled by Colley, Grandi and Novaro [12], who designed several unravelling procedures that may be used with delegation processes even more general than the one of LD. Similarly to Kotsialou and Riley [33], who designed and studied several delegation procedures in the LD setting, the authors studied the ability of their procedures to incentivize participation in the delegation/voting process.

Lastly, in a different direction, several articles have investigated the stability of the delegation process in LD. Indeed, because voters’ preferences over delegates may be conflicting, transitive delegations may lead to an unstable situation as some voters would prefer to revoke their delegations. This question was first studied by Bloembergen, Grossi and Lackner [5] and Escoffier, Gilbert and Pass-Lanneau [19, 20] by using standard concepts from game theory. Kavitha et al. [31] studied this problem but using popularity as the stability criterion. Recently, Zhang and Grossi [40] adopted a cooperative game viewpoint of the delegation process in liquid democracy. They defined delegative simple games and provided a formal way to measure the importance of both voters and delegators in a delegation graph. Last, they studied delegation games in which the utility that each voter receives depends in part on this measurement.

3 Preliminaries

We consider a binary election involving a set $\{T, F\}$ of two alternatives and a set $V = \{1, \ldots, n\}$ of $n$ voters. For the sake of simplicity, we assume that the number of voters $n$ is odd. The alternative $T$ denotes the ground truth, i.e., $T$ is more desirable than $F$ and should be elected. Note that we assume that voters vote independently from one another. However, voters do not have a direct access to which alternative is the ground truth. Indeed, we consider a simple model in which each voter $v_i$ has a probability $p_i$ of voting for $T$ if she votes directly. The probability value $p_i$ is called the accuracy of voter $i$ and measures her expertise level. We denote by $\hat{p}$ the accuracy vector of size $n$ defined by $\hat{p}[i] = p_i$. One might expect that values $p_i$ should be greater than or equal to 0.5. Indeed, even if a voter is ignorant of a topic he cannot do worse than a random choice. However, similarly as Caragiannis and Micha [10], we allow probabilities to be lower than 0.5 modeling that fact that some voters may suffer from misinformation on a sensitive topic.
and an accuracy vector \( \bar{\psi} = [0.9, 0.45, 0.5, 1, 0.5, 0.35, 0.8] \).

Moreover, we assume the voters to be nodes \( V \) of a Social Network (SN) modeled as a directed graph \( G = (V, E) \), i.e., each node in the graph corresponds to a voter \( i \in V \) and a (directed) edge \( (i, j) \in E \) corresponds to a social relation between \( i \) and \( j \). The set of out-neighbors (resp. in-neighbors) of voter \( i \) is denoted by \( \text{Nb}_{\text{out}}(i) = \{ j \in V | (i, j) \in E \} \) (resp. \( \text{Nb}_{\text{in}}(i) = \{ j \in V | (j, i) \in E \} \)).

Each voter \( i \) has two possible choices: either she can vote directly, or she can delegate her vote to one of her neighbors in \( \text{Nb}_{\text{out}}(i) \). In the first (resp. second) case, she is called a guru (resp. follower). These different choices are formalized by a delegation function, which is a function \( d : V \rightarrow V \) such that:

- \( d(i) = j \) if voter \( i \) delegates to voter \( j \in \text{Nb}_{\text{out}}(i) \),
- \( d(i) = i \) if voter \( i \) votes directly.

A delegation function \( d \) implies a delegation graph \( H_d \) which is the subgraph of \( G \) where there is an edge \((i, j)\) if \( d(i) = j \). Hence, the set of nodes with outdegree 0 denoted by \( \text{Gu}(d) \) are the voters who vote directly (i.e., gurus).

**Example 1.** Let us illustrate our notations with an example. We consider an instance with 7 voters involved in the SN displayed by Figure 1 and an accuracy vector \( \bar{\psi} = [0.9, 0.65, 0.45, 1, 0.5, 0.35, 0.8] \).

Consider the following delegation function \( d \) defined by \( d(1) = d(2) = 1, d(3) = d(4) = 4, d(5) = 6, \) and \( d(6) = d(7) = 7 \). Hence voters 2, 3, 5 and 6 are followers, and voters 1, 4 and 7 are gurus. The graph \( H_d \) is represented in Figure 1.

We will consider delegation functions \( d \) such that \( H_d \) is acyclic and we denote by \( \Delta(G) \) the set of delegation graphs that can be obtained from \( G \). Under this assumption, the graph \( H_d \) is a forest of directed trees \( \{t_1, \ldots, t_t\} \) such that \( t_i \) is rooted at some guru \( g_i \). Then, each guru \( g_i \) receives a voting weight \( w(g_i) = |t_i| \), where \( |t| \) denotes the number of nodes in tree \( t \). We also extend this notation to subsets \( S \) of \( \text{Gu}(d) \) by letting \( w(S) = \sum_{g \in S} w(g) \).

Given a delegation graph, the election uses a weighted majority rule where guru \( g \) has weight \( w(g) \). Given \( d \) and \( \bar{\psi} \), the probability \( P_{d,\bar{\psi}}[T] \) of electing \( T \) can be computed as follows:

\[
P_{d,\bar{\psi}}[T] = \sum_{S \subseteq \text{Gu}(d)} \prod_{i \in S} p_i \prod_{j \in S^c} (1 - p_j) 1_{w(S) > n/2}.
\]  

(1)

When clear from the context, we will write \( P_{d,\bar{\psi}} \) in place of \( P_{d,\bar{\psi}}[T] \).

In Example 1, as \( p_4 = 1 \), \( T \) wins when voter 1 or 7 (or both) votes correctly. Hence, we get that \( P_{d,\bar{\psi}} = 0.98 \).

We now make two important remarks.

---

\(^3\)In this case, we assume she delegates her vote and all votes she has received through delegations to the same voter.
First, note that looking for an optimal delegation function $d$ to maximize $P_{d,\tilde{p}}$ is related to looking for an optimal weighting function. By observing that $w(S) > n/2$ if and only if $w(Gu(d) \setminus S) < n/2$, we can conclude that an upper bound to $P_{d,\tilde{p}}$ can be obtained if weights are set such that $w(S) > n/2$ when $\prod_{i \in S} p_i \prod_{j \notin S} p_j \prod_{i \in S} (1 - p_i)$. These conditions can be obtained easily if for each guru $g = v_i$, $w(g)$ is proportional to $\log(p_i/(1 - p_i))$ [34]. Of course, these weights may not be compatible with any delegation function as they may be non-integral or even negative.

Second, note that using Equation 1 does not make it possible to compute $P_{d,\tilde{p}}$ in polynomial time. However, this can be achieved as follows. Start by ordering the gurus in $Gu(d)$ from $g_1$ to $g_{\vert Gu(d)\vert}$. Then, $P_{d,\tilde{p}}$ can be computed by using the following recursive formula where $F(\tau, i)$ denotes the probability that the set of gurus voting for $T$ in $\{g_i, \ldots g_{\vert Gu(d)\vert}\}$ has weight at least $\tau$:

$$F(\tau, i) = \begin{cases} 
1 & \text{if } \tau \leq 0 \\
p_{g_i} \mathbb{1}_{w(g_i) \geq \tau} & \text{if } i = \vert Gu(d)\vert \\
p_{g_i} F(\tau - w(g_i), i + 1) + (1 - p_{g_i}) F(\tau, i + 1) & \text{otherwise.}
\end{cases} \tag{2}$$

Obviously, $P_{d,\tilde{p}} = F([n/2], 1)$. To compute $F([n/2], 1)$, it suffices to compute values $F(\tau, i)$ for $\tau \in \{0, \ldots, \lfloor n/2 \rfloor\}$ and $i \in \{1, \ldots, \vert Gu(d)\vert\}$ (where $\vert Gu(d)\vert \leq n$). Hence, using memoization, we get:

**Proposition 1.** Given a delegation function $d$, the probability $P_{d,\tilde{p}}$ of electing $T$ can be computed using $O(n^2)$ operations.

Following the works of Caragiannis and Micha [10] and Kahng et al. [30], we investigate the **Optimal Delegation Problem** (ODP) which aims to coordinate the delegations to maximize $P_{d,\tilde{p}}$:

**ODP**

*Input:* A social network $G$ and an accuracy vector $\tilde{p}$.

*Feasible Solution:* A delegation function $d$ such that $H_d$ is acyclic.

*Measure:* $P_{d,\tilde{p}}$ to maximize.

It has been shown by Caragiannis and Micha [10] that ODP is hard to approximate within an additive term of $1/16$. In the next section, we provide a complementary approximation hardness result. Notably, this hardness result will show that from an approximation viewpoint, the complexity of the problem is sensitive to the connectivity of the network as well as the presence of misinformation (i.e., accuracies below 0.5).

**Remark.** The ODP problem suggests that a central authority could select the delegations of the voters. This of course does not seem acceptable. In fact, we assume when studying ODP that the network $G$ is more specific than just a social network. We indeed assume that there is an arc between $i$ and $j$ if $i$ knows of $j$ and agrees to delegate to her. Put another way, we assume that all voters specify a subset of neighbors they would accept to delegate to and ask for a central authority to guide their choice. A similar approach has been taken by Gölz et al. [22]. We do not make any assumption on how voters choose these subsets.

4 **Hardness of ODP**

For $r \in (0, 1)$, let ODP$_r$ be the restriction of problem ODP to instances in which all voters have accuracy greater than $r$. In this section, we show that for any $r \in (0, 0.5)$ and any constant $C > 0$,
ODP, cannot be approximated within a factor of $\alpha \geq (\ln n)^{-C}$ unless $P = NP$. This provides a strong approximation hardness result for ODP whenever some voters suffer from misinformation. Interestingly, this result is in strong contrasts to ODP, with $r \geq 0.5$, when the direct voting strategy provides a 1/2-approximation.

**Theorem 4.1.** For any $r \in (0, 0.5)$, for any constant $C$, there is no polynomial-time algorithm for ODP, that achieves an approximation guarantee of $\alpha \geq (\ln n)^{-C}$, unless $P = NP$.

Our result is obtained through a reduction from minimum set cover which cannot be approximated better than within a factor of $(1 - o(1)) \ln N$ (where $N$ is the number of elements in the minimum set cover instance) unless $P = NP$ [16]. Recall that in the minimum set cover problem, we are given a universe $U = \{x_1, \ldots, x_N\}$ of $N$ elements, and a collection $S = \{S_1, S_2, \ldots, S_M\}$ of subsets of $U$. The goal is to find the minimum number of sets from $S$, denoted by $OPT_{SC}$, that covers all elements of $U$. Note that $M \leq 2^N$, and that if $N$ or $M$ is bounded by some constant, then the problem can be solved in polynomial time by a brute force approach. This fact is used in the reduction to argue that $N$ and $M$ can be assumed larger than some constant. The proof follows from a sequence of Lemmas. The proofs of these Lemmas are often deferred to the Appendix and we instead focus on the general structure of the argumentation.

**The reduction.** Let us set $\beta \in (0, 0.5)$ and $r = 0.5 - \beta$. From an instance $I = (U, S)$ of the minimum set cover problem, we create an instance $I'$ of ODP, as follows. As illustrated in Figure 2, the graph $G = (V, E)$ is compounded of the following elements:

- A set $I$ with $K = 8N^2M/\beta^2$ isolated nodes, where each node $v \in I$ has an accuracy of $r$.
- $L$ voters $v_{i1}, v_{i2}, \ldots, v_{iL}$ for each element $x_i \in U$, where for every $j \in \{2, \ldots, L\}$, there is a directed edge from $v_{ij}$ to $v_{i1}$ (there are no other edges between these nodes). Each voter $v_{ij}$ has an accuracy of $r$ and the value of $L$ is set to

  $$L = \left\lceil \frac{\beta(4N - 1)}{N(2N - 1)} K + \frac{M}{N} \right\rceil + 1.$$  

These voters will be called element voters or element nodes in the following.

- One node $v_{S_j}$ is created for each $S_j \in S$ with an accuracy of 0.5. For every $i \in [N]$ and $j \in [M]$, we create a directed edge from $v_{i1}$ to $v_{S_j}$ if $x_i \in S_j$. These voters will be called set voters or set nodes in the following.

**Bound on $|V|$.** Let $n = |V|$. Clearly, $n$ is bounded by a polynomial function in $N$ and $M$. However, the approximation hardness result on the set cover problem is expressed on $N$ only. We thus need to provide a bound on $n$ which only depends on $N$. This bound is provided by the following lemma which is deferred to Appendix A.

**Lemma 4.2.** If $N \geq 35/\beta^2$, then $n = K + NL + M \leq 4N$.

**Idea of the reduction.** The reduction is built with the following idea: the value of $K$, i.e., the number of nodes in $I$, is chosen carefully so that with large probability, the ground truth is elected if and only if all element nodes directly or indirectly vote correctly. Indeed, by using Hoeffding inequality (see Lemma 4.3), we can give lower and upper bounds on the number of correct votes in $I$ which are likely to hold. To maximize the probability that all element voters vote correctly, these
voters should concentrate their voting power in the hands of as few many set voters as possible, hence looking for a minimum set cover. This connection between the two problems will enable us to show Theorem 4.1.

Lemma 4.3. (Hoeffding inequality [29]) Let $S$ be the number of successes in $K$ trials of a Bernoulli random variable, which takes value 1 with probability $r$. Then, for every $\varepsilon > 0$:

$$\Pr[S \geq (r + \varepsilon)K] \leq \exp(-2\varepsilon^2K),$$

$$\Pr[S \leq (r - \varepsilon)K] \leq \exp(-2\varepsilon^2K).$$

We start formalizing the ideas expressed in the previous paragraph by proving a sequence of lemmas. Thereafter, we set $\varepsilon = \frac{\beta}{2(N-1)}$. Lemma 4.3 shows that it is likely that the number of voters voting correctly in $I$ belongs to $(r + \varepsilon)K, (r + \varepsilon)K$. The next two lemmas, whose proofs are also deferred to Appendix A, will be used to argue that in that case the ground truth will be elected if all element voters vote (directly or indirectly) correctly.

Lemma 4.4. If at least $(r - \varepsilon)K$ voters in $I$ vote correctly, then it is enough that all NL element voters vote correctly to elect the ground truth. More formally, we have that $(r - \varepsilon)K + NL > n/2$.

Lemma 4.5. Let $K'$ be a number such that $n \geq K' \geq K$. If at most $(r + \varepsilon)K'$ voters out of $K'$ voters vote correctly, then it is not enough that $\min\{(N - 1)L + M, n - K'\}$ other voters vote correctly to elect the ground truth. More formally, if only $(r + \varepsilon)K'$ voters out of $K'$ voters vote correctly, then at least $(0.5 - r - \varepsilon)K' = (\beta - \varepsilon)K'$ voters are already missing and unfortunately, $(N-1)L/2 + M/2 \leq (\beta - \varepsilon)K'$.

We now want to create a connection between a delegation function $d$ in $I'$ and a set cover $X \subset S$ in $I$. For this purpose, we introduce a transformation on delegation functions. More formally, given a delegation function $d$, we define $\tilde{d}$ as the delegation function obtained from $d$ by making all element voters which are not delegating (directly or indirectly) to a set voter do so$^4$. For a delegation function $d$, let us denote by $X_d$ the subset of gurus in $\{v_{S_1}, v_{S_2}, ..., v_{S_M}\}$ that receive some delegations according to $\tilde{d}$. Importantly, note that $X_d$ corresponds to a set cover in $I$.

---

$^4$The choice of a set voter can be done arbitrarily when several choices are possible.

Figure 2: An example of graph $G$ resulting from the reduction. The set $I$ includes $K$ isolated nodes with accuracy $r$. 
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Let $\mathcal{J}_d$ be the set of voters in $I \cup \{a_i\}_{1 \leq i \leq N}$ and $2 \leq j \leq L$ which vote directly according to $d$ and $K_d = |\mathcal{J}_d| \geq K$. Note that these voters have necessarily a weight of 1 as they may not receive any delegation. Let $S$ (resp. $S_d$) be a random variable representing the number of voters voting correctly in $I$ (resp. $\mathcal{J}_d$). Let $X = (S \leq (r - \epsilon)K)$, $Y = (S \geq (r + \epsilon)K)$, and $Y_d = (S_d \geq (r + \epsilon)K_d)$. Importantly, note that due to lemmas 4.4 and 4.5, we have that $P_{d,\tilde{\beta}}[\mathcal{X} \cap \mathcal{Y}] = 2^{-|X_d|}$ (where $\overline{Z}$ denotes the complement of $Z$). Hence, if $X \cup Y$ is a rare event, then $P_{d,\tilde{\beta}}$ will be highly dependent on the size of $X_d$. Interestingly, Lemma 4.3 (see Appendix A) allows us to show that events $X \cup Y$ and $X \cup Y_d$ are indeed rare.

**Lemma 4.6.** We have the following inequalities:

$$P[X \cup Y] \leq 2 \exp(-M), \quad \text{and} \quad P[X \cup Y_d] \leq 2 \exp(-M).$$

Let $\eta$ be a constant in $(0, 1)$. We assume $M$ large enough such that $2 \exp(M \ln(2))/(2 \exp(M) - 2) \leq \eta$ and $2 \exp(-M) \leq \eta$. Using Lemma 4.6, we prove the following relations between $P_{d,\tilde{\beta}}$ and $|X_d|$.

**Lemma 4.7.** The following inequalities hold,

$$P_{d,\tilde{\beta}} \geq (1 - 2 \exp(-M))2^{-|X_d|} \geq 2 \exp(-M)/\eta,$$

$$P_{d,\tilde{\beta}} \leq 3 \times 2^{-|X_d|}.$$

Lastly, we provide an inequality between $P_{d,\tilde{\beta}}$ and $P_{d,\tilde{\beta}}$:

**Lemma 4.8.** The following inequality holds between $P_{d,\tilde{\beta}}$ and $P_{d,\tilde{\beta}}$:

$$P_{d,\tilde{\beta}} \leq (1 + \eta)P_{d,\tilde{\beta}}.$$

We are now ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** Let $OPT_{SC}$ and $P_{d,\tilde{\beta}}$ be the optimal values in $I$ and $I'$ respectively. Moreover, Let $d_{SC}$ be a strategy such that $X_{d_{SC}} = OPT_{SC}$. Then

$$P_{d,\tilde{\beta}} \geq P_{d_{SC},\tilde{\beta}} \geq (1 - 2 \exp(-M))2^{-|X_{d_{SC}}|} \geq (1 - \eta)(\frac{1}{2})^{OPT_{SC}}$$

using Lemma 4.7 and the fact that $2 \exp(-M) \leq \eta$.

Let us assume that there exists a polynomial-time approximation algorithm $A$ for ODP with approximation factor $\alpha \geq (\ln n)^{-C}$ for some positive constant $C$. In our reduction, we obtain that $\alpha \geq (\ln n)^{-C} \geq (\ln(4)N)^{-C}$. Let $c$ be a constant such that $\eta < c < 1$, and $D = \frac{3(1+\eta)}{1-\eta}$, then we can always assume that $(\ln(4)N)^{-C}/D \geq N^{-(c+\eta)}$, $OPT_{SC} \geq \frac{C + \eta}{(c-\eta)\ln(2)}$ and $\ln(N)\eta \geq 1$, otherwise, $OPT_{SC}$ is bounded by some constant and we can solve $I$ in polynomial time. Hence, from $\alpha \geq (\ln n)^{-C}$ we obtain that:

$$\frac{\ln(\alpha/D)}{\ln(0.5)} \leq \frac{C + \eta}{\ln(2)} \ln(N) \leq OPT_{SC}(c - \eta) \ln(N)$$

$$\leq OPT_{SC}(c \ln(N) - 1)$$

Let $d$ be the solution returned by algorithm $A$, we deduce that

$$(0.5)^{|X_d|} \geq \frac{P_{d,\tilde{\beta}}}{3} \geq \frac{P_{d,\tilde{\beta}}}{3(1 + \eta)}$$

$$\geq \frac{\alpha}{3(1 + \eta)} P_{d,\tilde{\beta}} \geq \frac{\alpha(1 - \eta)}{3(1 + \eta)} \times (0.5)^{OPT_{SC}}$$
using Lemmas 4.7, 4.8 and Equation 3. We conclude that

\[(0.5)^{|X_d|} \geq \alpha/D(0.5)^{OPT_{SC}}\]

\[\Rightarrow |X_d| \leq \frac{\ln(\alpha/D)}{\ln(0.5)} + OPT_{SC} \leq c \ln(N)OPT_{SC}.\]

Hence, A would provide a \(c \ln(N)\) approximation with \(c < 1\) for minimum set cover which is not possible unless \(P = NP\). \(\square\)

Note that the reduction that we have used creates instances of ODP which have specific properties. First, they need to include voters whose accuracy is below 0.5. As previously stated, if all voters have an accuracy greater than or equal to 0.5, then direct voting or any other delegation strategy would yield a 0.5-approximation. Moreover, the instances generated have low connectivity in the sense that many voters cannot be reached by any other voter. We now show that this feature of the reduction cannot be completely removed as the problem admits a 0.5-approximation if the SN is strongly connected. Indeed, if the graph is strongly connected, given any voter \(v\) it is possible for all voters to delegate to \(v\). Interestingly, in this case, we will see that the simple strategy in which all voters delegate to one of the most “competent” voter \(v^* \in \arg\max\{p_i | i \in V\}\) leads to a 2-approximation algorithm for ODP. We call this strategy the best guru strategy.

**Theorem 4.9.** When the SN is strongly connected, the best guru strategy leads to a 1/2-approximation algorithm for ODP.

As this result is straightforward when \(p_{\text{max}} = \max\{p_i | i \in V\}\) is greater than or equal to 0.5, we focus on the case where \(p_{\text{max}} < 0.5\). In the rest of this section, we show that in this case, the best guru strategy is in fact optimal. For this purpose, we will require the following lemma.

**Lemma 4.10.** Given a confidence vector \(\vec{p}\), let \(\vec{p}_{\text{max}}\) be the vector obtained from \(\vec{p}\) by raising all its entries to \(p_{\text{max}}\), then for any delegation function \(d\), \(P_{d,\vec{p}}(T) \leq P_{d,\vec{p}_{\text{max}}}(T)\).

**Proof.** Let us consider an arbitrary delegation function \(d\). Let us assume that a guru \(g_i\) has an accuracy \(p_{g_i} < p_{\text{max}}\). We can then use the recursive formula presented in Equation 2 by assuming that we have ordered voters such that voter \(g_i\) is first in the ordering.

\[F(\tau > 0, i) = p_{g_i}F(\tau - w(g_i), i + 1) + (1 - p_{g_i})F(\tau, i + 1)\]

\[= F(\tau, i + 1) + p_{g_i}(F(\tau - w(g_i), i + 1) - F(\tau, i + 1)).\]

As \(F(\tau', j) - F(\tau, j) \geq 0\), when \(\tau' \leq \tau\), we conclude that increasing \(p_{g_i}\) to \(p_{\text{max}}\) can only increase \(P_{d,\vec{p}}(T)\). The proof follows by recursion of this argument. \(\square\)

Once all the entries of \(\vec{p}\) have been raised to \(p_{\text{max}}\), we can use a result by Berend and Chernyavsky (Theorem 3 in [4]). This result states that the expert rule (where one voter has all the voting power) is the less effective rule to elect the ground truth when \(\vec{p} \geq 0.5\). We equivalently use it to state that it is the most effective rule to elect the ground truth when \(\vec{p} \leq 0.5\). Moreover, note that in their setting, an important difference is that weights are not attached to voters but rather distributed uniformly at random before voting. However, note that their setup is equivalent to ours when all voters have the same accuracy which is the case when using \(\vec{p}_{\text{max}}\). Indeed, in this case, the way in which the weights are allocated to voters do not impact \(P_{d,\vec{p}}\). We may then state the following lemma, which provides the proof for Theorem 4.9.
Lemma 4.11. When the SN is strongly connected, the best guru strategy is an optimal solution for ODP when \( p_{\text{max}} = \max \{ p_i \mid i \in V \} \leq 0.5 \).

The conclusion of this section is that organizing delegations in an LD framework to maximize the probability of finding the ground truth with provable approximation guarantees is a hard problem. Educating the members of the SN and making them more connected are two levers to address this problem as they can lead to easy instances from an approximation viewpoint. In the next two sections, we will discuss exact and heuristic approaches for ODP.

5 Exact and Heurisctic Methods

5.1 A MILP for ODP

The optimal delegation problem can be solved by using the following MILP. Let us order the voters such that \( V = \{ v_1, \ldots, v_n \} \). We introduce one binary variable \( \delta_{i,w} \) for each \( i \in \{ 1, \ldots, n \} \) and each \( w \in \{ 0, \ldots, n \} \) such that \( \delta_{i,w} = 1 \) iff voter \( v_i \) receives a weight worth \( w \). We now introduce new variables and constraints to ensure that these weights are valid and consistent with some delegation function. Let variable \( z_{i,j,w} \) for \( j \in \text{Nb}_{\text{out}}(i) \) and \( 1 \leq w \leq n \) be a binary variable which equals one iff \( i \) delegates \( w \) votes to \( j \). Then, we add the following constraints:

\[
\sum_{j \in \text{Nb}_{\text{out}}(i)} \sum_{w=1}^{n} z_{i,j,w}w + \sum_{w=0}^{n} \delta_{i,w}w \\
- \sum_{k \in \text{Nb}_{\text{in}}(i)} \sum_{w=1}^{n} z_{k,i,w}w = 1, \forall i \in \{ 1, \ldots, n \} \quad (4)
\]

\[
\sum_{j \in \text{Nb}_{\text{out}}(i)} \sum_{w=1}^{n} z_{i,j,w} = \delta_{i,0}, \forall i \in \{ 1, \ldots, n \} \quad (5)
\]

\[
\sum_{w=0}^{n} \delta_{i,w} = 1, \forall i \in \{ 1, \ldots, n \} \quad (6)
\]

\[
\sum_{j=1}^{n} \sum_{w=0}^{n} \delta_{i,w}w = n \quad (7)
\]

\[
\delta_{i,w} \in \{ 0, 1 \}, \forall (i, w), \quad z_{i,j,w} \in \{ 0, 1 \}, \forall (i, j, w) \quad (8)
\]

The first constraint is a flow constraint ensuring that the voting power of a voter is equal to the voting power that she receives from other voters plus one. The second constraint ensures that each voter makes only one choice (voting or delegation) and uses all her voting weight accordingly. The third constraint ensures that each voter is allocated some voting weight between 0 and \( n \) and the fourth constraint ensures that all voting weight is used in the voting process, also preventing delegation cycles.

Then, we introduce \( n \times \lceil n/2 \rceil \) continuous variables \( x_{i,\tau} \) representing the probability that the weights of correct voters in \( \{ v_1, \ldots, v_n \} \) exceed threshold \( \tau \). Of course, our objective is to maximize \( x_{1,\lceil n/2 \rceil} \). For ease of notation, we introduce some meta-variables \( y_{i,\tau} \) where \( y_{i,\tau} = 1 \) if \( \tau \leq 0 \), \( y_{i,\tau} = 0 \) if \( i > n \) and \( \tau > 0 \), and \( y_{i,\tau} = x_{i,\tau} \) otherwise. The variables \( y_{i,\tau} \) are linked by the following equations which are reminiscent of the recursive formula used in Equation 2.

\[
y_{i,\tau} \leq p_i y_{i+1,\tau-w} + (1-p_i) y_{i+1,\tau} + (1-\delta_{i,w}), \forall (i, \tau, w) \quad (9)
\]
Note that, due to the values taken by $y_{i,r}$ when $r < 0$ or $i > n$, the constraint is only binding if $\delta_{i,w} = 1$.

The complete MILP is obtained by maximizing $x_{1,[n/2]}$ under constraints (4)–(9).

5.2 Heuristic Methods for ODP

In this subsection, we design some centralized heuristic methods. The methods maintain a set $S$ of mandatory gurus and iteratively modify $S$ following either a greedy or a local search strategy. Given $S$, we provide two centralized methods to organize the delegations.

- The first one, greedy_delegation, works in the following way. It considers each guru $g \in S$ in descending order of accuracy value and allocates to $g$ all remaining non-gurus $v \in V \setminus S$ that can reach $g$ in $G[(V \setminus S) \cup \{g\}]$. Voters that cannot reach any guru in $S$ vote for themselves.

- The second one, voronoi_delegation, works by making each non-guru $v \in V \setminus S$ delegate to the “closest” guru in $S$. To take into account accuracies, the “distance” between a voter $v$ and a guru $g$ is defined as the length of the shortest path from $v$ to $g$ divided by the accuracy of $g$. This yields a kind of weighted Voronoi graph structure [18]. Once again, voters who cannot reach any guru in $S$ vote for themselves.

In what follows, the delegation function $d_S$ corresponding to a set $S$ is obtained either by using the greedy_delegation procedure or the voronoi_delegation procedure.

Greedy Heuristics. Our greedy heuristics start from the delegation function $d_1 = d$ corresponding to the direct voting strategy, and an empty set $S = \emptyset$. At each iteration $i$, we determine the node $v$ whose addition to $S$ provides the largest score (i.e., the largest $P_{dS,\cup(v)}\beta$ value). If adding $v$ to $S$ results in a positive increment larger than some small $\varepsilon$ value, we set $S$ to $S \cup \{v\}$ and update the delegation function $d_i = d_{S,\cup(v)}$ accordingly. Otherwise the method returns the current delegation function.

Local Search Heuristics. Given a starting delegation function $d_1 = d$, we initialize $S$ as $Gu(d)$. Then, at each iteration $i$, we determine the single-node addition or removal operation on $S$ which leads to the largest increment value. If $T$ is the set resulting from $S$ by this optimal modification, then $d_i$ is set to $d(T)$. The local search stops when no add or removal operation can result in a positive increment larger than some small $\varepsilon$ value.

5.3 Decentralized Heuristics

This subsection is devoted to another method, called emerging. While this method can be seen as a decentralized heuristic method, we see it more as a way to simulate what could happen in an LD election without any central authority organizing the delegations. In this case, we make the assumption that voters would delegate to voters more informed than them and that they would do so in a stochastic manner.

More formally, in emerging, we assume that each voter $i$ approves the set $A_i := \{j \in Nb_{out}(i) : p_j > p_i\} \cup \{i\}$ as possible delegates. Then, each voter $i$ delegates her vote to a voter $j \in A_i$ with probability $p_j / \sum_{k \in A_i} p_k$ and votes with probability $p_i / \sum_{k \in A_i} p_k$. Note that the resulting delegation graph is necessarily acyclic.

Caragiannis and Micha [10] argue that voters with an accuracy value less than 0.5, and hence driven towards the wrong alternative, would probably approve voters that are in fact less accurate than her. We do not make such assumption here as we believe that for some problems there exist objective signs of expertise that may be acknowledged by all voters even when they suffer from misinformation.
6 Numerical Tests

In this section, we perform simulations to evaluate the performance of the heuristics presented in Sections 5. Their performance is confronted to the ones of the GreedyCap algorithm by Khang, Mackenzie and Procaccia [30] and the direct voting strategy (i.e., direct democracy). Our simulations were executed on a compute server running Ubuntu 16.04.5LTS with 24 Intel(R) Xeon(R) CPU E5-2643 3.40GHz cores and a total of 128 GB RAM. Our algorithms are implemented in python using networkx [26] and our code was executed with python version 3.7.6. We used gurobi version 9.0.2 for solving the MILPs in order to obtain the exact solutions to ODP.

Experimental Setting  We tested our algorithms on randomly generated networks built using the following different models: the $G_{n,m}$ model [17], i.e., graphs are chosen uniformly at random from the set of graphs with $n$ nodes and $m$ edges; the Barabási–Albert preferential attachment model [2]; and the Newman–Watts–Strogatz small-world model [39]. These two last models generate scale-free networks and small-world networks respectively and hence have properties that are frequently observed in real-world networks.

To be close to a real world setting, voter’s accuracies are generated as a mixture of Gaussians, where there is one Gaussian for experts $\mathcal{N}(0.7, 0.1)$ (10% of the voters), one for misinformed voters $\mathcal{N}(0.3, 0.1)$ (20% of the voters) and one for average voters $\mathcal{N}(0.5, 0.1)$ (70% of the voters). These accuracy values are sampled until they are in the interval $(0, 1)$. We suppose that each method (except the MILP) does not have access to the exact accuracy values. Indeed, we suppose that voters or the central authority running the method can only approximate these values. The approximation of an accuracy value $p$ is set to the arithmetic mean of the interval $I = \left[ \text{iprec}, \min((i + 1)\text{iprec}, 1) \right]$ for which $p \in I$, where $\text{iprec}$ is a parameter indicating the precision with which the accuracies can be approximated. When not specified $\text{iprec}$ is set to 0.1.

Errorbars in our plots denote 95%-confidence intervals. The measurement points in our plots are averages over 50 experiments, 5 generations of random accuracies on each of 10 random graphs generated according to the respective graph model. For the experiments involving the MILP and for testing the impact of the parameter $\text{iprec}$, in order to further reduce variance, we generate accuracies 10 times on each of the graphs, thus resulting in these two plots containing means of 100 experiments.

The seven heuristic algorithms that we evaluate are: greedy_cap, the greedyCap⁶ algorithm by Khang, Mackenzie and Procaccia [30]; 1s_gr, 1s_vo, greedy_gr and greedy_vo our local search and greedy strategies using either the greedy_delegation method or the voronoi_delegation method to organize delegations; for these last four methods the parameter $\epsilon$ is set to 0.05; the emerging method and direct_demo.

We evaluate the delegation functions returned by the different methods using the following measures: the number of gurus; the average distance from voters to their guru (the length of the shortest path between a voter and her guru in $G$); the average accuracy of voters (i.e., the weighted average of gurus’ accuracies where each guru is weighted by the number of voters she represents); and the probability of being correct in a majority election. In the figures below, these measures are denoted by $\text{nbOfGurus}$, $\text{avgDistance}$, $\text{avgAccuracy}$ and $\text{score}$ respectively.

Research questions. We investigate the following questions.

- How well do the heuristics perform with respect to direct democracy and with respect to the best possible delegation function obtained by the MILP described in Section 5?

⁶This method uses a parameter $\alpha$ set to 1 and a cap function $C : x \mapsto 10 \log(x)^{1/3}$. 
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• How much does the parameter prec impact these results? Stated differently, how well do we need to evaluate the accuracies of voters to have efficient heuristics?

• How much does the number of arcs $m = |E|$ impact these results? Indeed, the theoretical results obtained in Section 4 suggest that connectivity is a key parameter for ODP.

Results  The probabilities of finding the ground truth resulting from applying our heuristics to random networks with increasing values of $n = |V|$ are plotted in Figure 3. We observe that, for all three types of random networks, all heuristics achieve high scores with the local search methods performing best. Interestingly, the greedyCap and emerging methods which are less centralized methods also perform well, electing the ground truth with large probability. In particular, the performance of the emerging method suggests that an LD election would lead to a highly accurate decision even without the help of a centralized entity. As illustrated in the first plot of Figure 3, all these methods outperform by far the direct voting strategy. Indeed, as in our setting, the average accuracy is slightly below 0.5, the direct voting strategy will perform poorly and its accuracy will not increase in $n$. Conversely, as the LD heuristics make it possible to concentrate the voting power in the hands of the most expert voters, we observe that the probability of electing the ground truth increases with the number of such voters and hence in $n$. As this finding also holds in the two other plots, we omit the scores of direct_demo there in order to increase readability.
To complement these results on the accuracy of our heuristics, we compare the probabilities of finding the ground truth that they yield with the one of the optimal delegation function computed using the MILP presented in Section 5 on small $G_{n,m}$ graphs. In the first plot of Figure 4, we observe that local search strategies seem to provide solutions almost as accurate as the optimal one.

![Figure 4: Results for the probability of finding the ground truth using random $G_{n,m}$ graphs with (1) $m = 2n$ edges, $n$ increasing from 1 to 13 in steps of 2; (2) $n = 101$ nodes, $m$ increasing from 20 to 400 in steps of 20; (3) $n = 101$ nodes, $m = 2n$ and $\text{prec}$ increasing from 0.015 to 0.3 in steps of 0.015.](image)

Lastly, we evaluate the impact of two other parameters, $m$ and $\text{prec}$. The probabilities of finding the ground truth resulting from applying our heuristics to $G_{n,m}$ networks with increasing values of $m = |E|$ (resp. $\text{prec}$) are shown in the second (resp. third) plot of Figure 4. On the one hand, we observe that, for all heuristics, their accuracy increases with the connectivity of the network confirming that it is a key feature for ODP. Indeed, the more connected the network is, the easier it is for voters to find a suitable guru. On the other hand, increasing $\text{prec}$ decreases the accuracies of all methods as it becomes increasingly difficult to estimate voters’ accuracies. However, even for a large value of $\text{prec}$ as 0.3, the methods remain quite efficient at finding the ground truth. This suggests that LD can be an efficient collective decision framework, even if voters cannot perfectly evaluate the accuracy of their neighbors.

**Evaluation on other measures.** In Appendix B, we provide the plots reporting on our evaluations of other measures than score. We observe that greedy strategies have much fewer gurus, much larger avg_accuracy values and avg_distance values than other heuristics. Interestingly, all other
heuristics yield low avg\_distance values and a higher number of gurus which are desirable features for LD’s acceptability.

7 Conclusion

In this paper, we have provided new results on the accuracy of the LD paradigm. Following a recent work by Caragiannis and Micha, we have investigated the ODP-problem in which, given a binary election with a ground truth, we wish to organize the delegations in a social network in order to maximize the probability of electing the correct alternative. One the one hand, we have provided a strong approximation hardness result strengthening previously known hardness results for ODP. On the other hand we have identified cases in which ODP instances become easy from an approximation viewpoint. Lastly, we have argued through simulations that simple centralized or decentralized strategies in the LD framework could yield much more accurate decisions than direct democracy.

Several directions of future work are conceivable. First, designing other algorithms that would provide interesting approximation guarantees under some conditions, e.g., on the connectivity of the network, would be a worthwhile contribution. Second, it would be interesting to design more evolved decentralized algorithms as we have mostly investigated centralized heuristics in this paper. And yet, it is more natural to expect that most liquid democracy tools will work in a completely decentralized manner. Third, it would be interesting to analyze real-world delegation-networks as done in [32] to obtain more insights on the delegation behaviors of voters and how they are related to voters perceptions of their neighbors’ expertise level. Lastly, it would be interesting to study the accuracy of the LD framework by using alternative and maybe more complex models than the one of the uncertain dichotomous choice model.
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A Deferred Proofs from Section 4

Lemma 4.2. If $N \geq 35/\beta^2$, then $n = K + NL + M \leq 4^N$.

Proof. The proof follows from the following inequalities.

\[
\begin{align*}
n &= K + NL + M \\
&= K + N\left(\frac{\beta(4N - 1)}{N(2N - 1)}K + \frac{M}{N}\right) + M \\
&\leq K + \frac{\beta(4N - 1)}{2N - 1}K + N + 2M \quad \text{as } |x| \leq x \\
&\leq K + 3K + N + 2M \quad \text{as } \frac{4N - 1}{2N - 1} \leq 3 \text{ and } \beta < 1 \\
&\leq \left(\frac{4 \times 8 + 3}{\beta^2}\right)M \quad \text{as } N^2M \geq N, M \\
&\leq \frac{35N^2}{\beta^2}M \quad \text{as } M \leq 2^N \\
&\leq 4^N \quad \text{as } N \geq 35/\beta^2 \text{ and } N^3 \leq 2^N \text{ for } N \geq 10. \square
\end{align*}
\]

Lemma 4.4. If at least $(r - \varepsilon)K$ voters in $I$ vote correctly, then it is enough that all $NL$ element voters vote correctly to elect the ground truth. More formally, we have that $(r - \varepsilon)K + NL > n/2$.

Proof. The result follows from the following inequalities:

\[
\begin{align*}
(r - \varepsilon)K + NL - \frac{n}{2} &= (r - \varepsilon)K + NL - \frac{K + NL + M}{2} \\
&= -(\beta + \varepsilon)K + \frac{NL}{2} - \frac{M}{2} \\
&= -(\beta + \varepsilon)K + \frac{N}{2}\left(\left\lfloor \frac{\beta(4N - 1)}{N(2N - 1)}K + \frac{M}{N}\right\rfloor + 1\right) - M/2 \\
&> -\beta\left(1 + \frac{1}{2(2N - 1)}\right)K + \frac{\beta(4N - 1)}{2(2N - 1)}K, \text{ as } |x| + 1 > x \\
&= 0. \square
\end{align*}
\]

Lemma 4.5. Let $K'$ be a number such that $n \geq K' \geq K$. If at most $(r + \varepsilon)K'$ voters out of $K'$ voters vote correctly, then it is not enough that $\min\{(N - 1)L + M, n - K'\}$ other voters vote correctly to elect the ground truth. More formally, if only $(r + \varepsilon)K'$ voters out of $K'$ voters vote correctly, then at least $(0.5 - r - \varepsilon)K' = (\beta - \varepsilon)K'$ voters are already missing and unfortunately, $(N - 1)L/2 + M/2 \leq (\beta - \varepsilon)K'$.\]
Proof. The result follows from the following inequalities:

\[
(\beta - \varepsilon)K' - \frac{N - 1}{2}L - \frac{M}{2} \\
\geq (\beta - \varepsilon)K - \frac{N - 1}{2}(\beta(4N - 1)K + \frac{M}{N} + 1) - \frac{M}{2} \\
\geq (\beta - \varepsilon)K - \frac{N - 1}{2}(\beta(4N - 1)K + \frac{M}{N} + 1) - \frac{M}{2} \\
= \frac{\beta}{2(2N - 1)} \left( \frac{4N - 3}{2N(2N - 1)} \right) - \frac{2N}{2N} - \frac{N - 1}{2} - \frac{M}{2} \\
= \frac{\beta}{2N(2N - 1)}((4N - 3)N - (4N - 1)(N - 1))K \\
- M \frac{2N - 1}{2N} - \frac{N - 1}{2} \\
= \frac{\beta}{2N}K - M \frac{2N - 1}{2N} - \frac{N - 1}{2} \\
\geq \frac{4}{\beta}NM - M \frac{2N - 1}{2N} - \frac{N - 1}{2} \\
> 0. \Box
\]

**Lemma 4.6.** We have the following inequalities:

\[
P[X \cup \mathcal{Y}] \leq 2 \exp(-M), \quad \text{and} \quad P[X \cup \mathcal{Y}] \leq 2 \exp(-M).
\]

**Proof.** We provide the proof for the first inequality. The second one can be proven similarly.

\[
P[X \cup \mathcal{Y}] \leq P[X] + P[\mathcal{Y}] \quad \text{using a union bound}
\]

\[
\leq 2 \exp(-2\varepsilon^2K) \quad \text{using Lemma 4.3}
\]

\[
= 2 \exp\left(-\frac{\beta^2}{2(2N - 1)^2} - \frac{8N^2M}{\beta^2}\right)
\]

\[
\leq 2 \exp(-M) \Box
\]

**Lemma 4.7.** The following inequalities hold,

\[
P_{\tilde{d},\tilde{d}} \geq (1 - 2 \exp(-M))2^{-|X_d|} \geq 2 \exp(-M)/\eta, \\
P_{\tilde{d},\tilde{d}} \leq 3 \times 2^{-|X_d|}.
\]

**Proof.** The proof follows from the following inequalities:

\[
P_{\tilde{d},\tilde{d}} = P[\bar{X} \cap \bar{Y}]2^{-|X_d|} + P[X \cup \mathcal{Y}]P_{\tilde{d},\tilde{d}}[T|X \cup \mathcal{Y}]
\]

\[
\geq (1 - 2 \exp(-M))2^{-|X_d|}
\]

\[
\geq (1 - 2 \exp(-M))2^{-M}
\]

\[
\geq 2 \exp(-M)/\eta \quad \text{as} \quad \frac{2 \exp(M \ln(2))}{(\exp(M) - 2)} \leq \eta.
\]
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Lemma 4.8. The following inequality holds between $P_{d,\hat{\beta}}$ and $P_{\tilde{d},\hat{\beta}}$.

$$P_{d,\hat{\beta}} \leq (1 + \eta)P_{\tilde{d},\hat{\beta}}.$$ 

Proof. We first want to prove that $P[\overline{X} \cap \overline{Y}]P_{d,\hat{\beta}}[T|\overline{X} \cap \overline{Y}] \leq P[\overline{X}]P_{\tilde{d},\hat{\beta}}[T|\overline{X}]$. First, it is clear that $P[\overline{X} \cap \overline{Y}] \leq P[\overline{X}]$. Moreover, by Lemma 4.4, it is also clear that $P_{\tilde{d},\hat{\beta}}[T|\overline{X}] \geq 2^{-|X_d|}$. Let $Q_d$ be the set of gurus in $Gu(d) \setminus J_d$ receiving some delegations from element voters or being an element voter. Then, by Lemma 4.5, it is clear that $P_{d,\hat{\beta}}[T|\overline{X} \cap \overline{Y}] \leq 2^{-|Q_d|}$ because if one guru in $Q_d$ does not vote correctly, we are sure that the cumulative weight of correct gurus in $Q_d$ is below $M + (N - 1)L$ (this is due to the structure of the social network). The claim then follows as $2^{-|Q_d|} \leq 2^{-|X_d|}$. The proof now follows from the following inequalities:

$$P_{d,\hat{\beta}} = P[\overline{X} \cap \overline{Y}]P_{d,\hat{\beta}}[T|\overline{X} \cap \overline{Y}] + P[X \cup Y]P_{d,\hat{\beta}}[T|X \cup Y]$$

$$\leq P[\overline{X} \cap \overline{Y}]P_{\tilde{d},\hat{\beta}}[T|\overline{X} \cap \overline{Y}] + P[X \cup Y]P_{\tilde{d},\hat{\beta}}[T|X \cup Y]$$

$$\leq P[\overline{X}]P_{\tilde{d},\hat{\beta}}[T|\overline{X}] + 2\exp(-M)$$

$$\leq P_{\tilde{d},\hat{\beta}} + 2\exp(-M)$$

$$\leq (1 + \eta)P_{\tilde{d},\hat{\beta}},$$

where we used Lemma 4.7 for the last inequality. 

B Deferred Material from Section 6

In this section, we provide the plots reporting on our evaluations of other measures than score. As can be seen on Figure 5 (1,2,3), the greedy strategies select much fewer gurus than other heuristics. This is because they start from an empty set $S$ specifying the mandatory gurus and then get stuck at an early iteration of the algorithm. As a result greedy strategies have much larger avgDistance values and avgAccuracy values than other heuristics, see Figure 5 (4,5,6) and Figure 6 (1,2,3), respectively. Interestingly, as can be seen in Figure 5 (4,5,6), all other heuristics yield low avgDistance values and a higher number of gurus. These are both desirable features for LD’s acceptability.

As illustrated by Figure 6 (1,2,3), our heuristics identify a set of gurus with average accuracy higher than the average accuracy of the population and in particular higher than 0.5. This is the reason behind the high score values that our heuristics achieve. Greedy strategies yield the most expert gurus, but they do not provide very accurate solutions as their number of gurus is not high enough.

Some information on the running times of the methods is provided in Figure 6 (4,5,6). We stress that our code is for proof of concept and could benefit from many optimizations to decrease the running times. We observe that local search and greedy strategies using the voronoi_delegation strategy are the most expensive.
Figure 7 shows the impact of increasing the number of edges $m = |E|$, i.e., the connectivity of the graph. We observe that this results in decreasing the number of gurus for all heuristics, while increasing the values of $\text{avgAccuracy}$ and $\text{avgDistance}$. Note however, that at some point increasing $m$ would decrease the $\text{avgDistance}$ values again, once the graph is enough connected.

Figure 8 shows the impact of increasing parameter $\text{prec}$. We observe that this results in increasing the number of gurus for all heuristics, while it decreases the value of $\text{avgAccuracy}$.

Figures 9 show that the features of an optimal solution returned by the MILP are often between the ones of the solutions returned by our greedy and local search strategies.
Figure 5: Results for number of gurus and the average distance from voters to their guru using random graphs, $n$ increasing from 11 to 201 in steps of 10 in all six plots: (1, 4) $G_{n,m}$ graphs with $m = 4n$; (2, 5) Barabási–Albert graphs (parameter $m = 2$); (3, 6) Watts-Strogatz graphs (parameters $k = 2$, $p = 0.1$).
Figure 6: Results for average voter accuracy and running times in seconds of the different methods using random graphs, $n$ increasing from 11 to 201 in steps of 10 in all siz plots: (1, 4) $G_{n,m}$ graphs with $m = 4n$; (2, 5) Barabási–Albert graphs (parameter $m = 2$); (3, 6) Watts-Strogatz graphs (parameters $k = 2$, $p = 0.1$).
Figure 7: From top to bottom: average accuracies of gurus, average distance from voters to their guru, number of gurus, running time of the different methods using random $G_{n,m}$ graphs, $n = 101$ and $m$ increasing from 20 to 400 in steps of 20 in all four plots.
### Figure 8: From top to bottom: 
- Average accuracies of gurus. 
- Average distance from voters to their guru. 
- Number of gurus. 
- Running time of the different methods using random $G_{n,m}$ graphs, $n = 101$ and $m = 2n$ and $\text{prec}$ increases from 0.015 to 0.3 in steps of 0.015 in all four plots.
Figure 9: From top to bottom: average accuracies of gurus, average distance from voters to their guru, number of gurus, running time of the different methods using random $G_{n,m}$ graphs, $m = 2n$ edges, $n$ increasing from 1 to 13 in steps of 2 in all four plots.