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Mixed models for repeated measures (MMRMs) are ubiquitous when analyzing outcomes of clinical trials. However, the linearity of the fixed-effect structure in these models largely restrict their use to estimating treatment effects that are defined as linear combinations of effects on the outcome scale. In some situations, alternative quantifications of treatment effects may be more appropriate. In progressive diseases, for example, one may want to estimate if a drug has cumulative effects resulting in increasing efficacy over time or whether it slows the time progression of disease. This article introduces a class of non-linear mixed-effects models called progression models for repeated measures (PMRMs) that, based on a continuous-time extension of the categorical-time parametrization of MMRMs, enables estimation of novel types of treatment effects, including measures of slowing or delay of the time progression of disease. Compared to conventional estimates of treatment effects where the unit matches that of the outcome scale (e.g., 2 points benefit on a cognitive scale), the time-based treatment effects can offer better interpretability and clinical meaningfulness (e.g., 6 months delay in progression of cognitive decline). The PMRM class includes conventionally used MMRMs and related models for longitudinal data analysis, as well as variants of previously proposed disease progression models as special cases. The potential of the PMRM framework is illustrated using both simulated and historical data from clinical trials in Alzheimer’s disease with different types of artificially simulated treatment effects. Compared to conventional models it is shown that PMRMs can offer substantially increased power to detect disease-modifying treatment effects where the benefit is increasing with treatment duration.

KEYWORDS
Alzheimer’s disease, disease progression model, disease-modifying treatment effects, mixed model for repeated measures, mixed-effects model

INTRODUCTION

Treatment effects can take many forms. In progressive or degenerative diseases, where patients are expected to deteriorate over time, different types of interventions may have very different effects. For example, some interventions reduce certain
FIGURE 1 Trajectories of active and placebo groups estimated using an MMRM in a hypothetical study. (A) The treatment effect is quantified as the estimated difference between active and placebo at visit 5. (B) The treatment effect is quantified as the estimated difference in area (shaded) under the curves of active and placebo treatment over the study duration. SE, standard error

The mixed model for repeated measures (MMRM)\textsuperscript{1,2} offers a very general approach for analyzing data from clinical trials with minimal assumptions on the effect of treatment on outcome measures. The defining characteristic of the MMRM is the categorical modeling of time through a visit variable which allows approximation of any shape of trajectory of the outcome measure.

Consider the hypothetical trial outcomes in Figure 1. The MMRM can address questions such as “is there a treatment effect at the final visit and what is its magnitude on the outcome scale?” by testing and evaluating contrasts of parameters (Figure 1A). The MMRM can also assess other types of treatment effects that can be expressed as linear combinations of parameters. For example, the cumulative benefit of a treatment over the course of a study may be evaluated by the differences in area under the curves spanned by the mean parameters which can be approximated using the trapezoidal rule on estimated model parameters and between-visit durations (Figure 1B).\textsuperscript{3} However, such estimates of treatment effect may not always offer the most meaningful or efficient quantification of the impact of an intervention.

1.1 When are conventional analysis methods insufficient?

One may wish to quantify treatment effects differently when treatment differences are hard to interpret or if treatment is expected to alter the time course of disease.

Consider a slowly progressing diseases such as Alzheimer’s disease or Parkinson’s disease. A treatment that slows the progression of early-stage disease is likely to only show a modest benefit during a clinical trial of typical duration (12-24 months) because very limited decline is expected in the reference group.\textsuperscript{4} If a treatment slows the time-progression of disease by 25\%, it will have delayed disease progression by 6 months after 24-months of treatment, but if the average decline in study outcome measure (eg, cognitive or motor function) is only very limited during this 24-month period, a conventional MMRM analysis will find that the treatment effect measured as points on the outcome measure is very small, and the clinical relevance may be deemed questionable. On the other hand, a 6-month delay of disease progression in the early stages of these diseases would likely be considered both meaningful and interpretable by prescribers, patients, and
care partners. As this example illustrates, there are situations where alternative ways to show and quantify benefits over time may be more meaningful than treatment differences on the outcome scale. As an added benefit, more appropriate modeling of such treatment effects could offer greater power to detect treatment effects if the models make better use information from the full course of the trial in the estimation of the treatment effect.

1.2 | Previous use of progression models in clinical trials of progressive diseases

Novel disease progression models have emerged as a promising approach for detecting and quantifying treatment effects in several recent trials in Alzheimer’s disease. For example, disease progression models have been used to analyze the outcomes in the DIAN-TU study in dominantly inherited Alzheimer’s disease,5,6 the TRAILBLAZER-ALZ study in early Alzheimer’s disease,7 and a similar modeling approach was developed for the EPAD study.8,9 The mentioned models are all Bayesian, rely on an assumption of proportionality of decline in active and placebo arms, have subject-level random intercepts and assume simple error structures with independent identically normally-distributed errors. The models differ slightly in choices of priors and in terms of how they model disease progression relative to the baseline visit due to the differences in study designs and populations.

While simulation studies have showed that such modeling approaches can offer substantial power gains compared to traditional MMRM analyses,5 the assumptions of the models in combination with the simplicity of the error structure may impact model results or lead to convergence problems when used on real data that do not fit these assumptions as seen in the DIAN-TU study.6 Furthermore, the treatment effects should be interpreted as percent reduction in decline on an outcome measure over the course of the study, but observed reduction in decline depends both on the sensitivity of the outcome measure, patient population and trial duration. Therefore, reduction in decline tends to be an unstable measure over time, and even if a treatment slows the progression of disease at a consistent rate, it is unlikely that different outcome measures will show consistent reductions in decline, thus limiting the interpretability of such estimates.

1.3 | Contribution of the present article

This article presents a new class of models, called progression models for repeated measures (PMRMs). PMRMs provide a framework for efficient estimation of interpretable treatment effects from clinical trials where the aim is to slow or halt disease progression. This class of models combines the flexibility and robustness of the MMRM with the potential of low-dimensional parametrizations of treatment effects and the ability of specifying treatment effects that alter the time course of disease.

These types of models are particularly relevant in proteinopathies such as Alzheimer’s and Parkinson’s disease, where potential disease-modifying therapies that target the defining pathological hallmarks of disease are often expected to slow the progression of symptomatic disease.10 In such cases, one would expect treatment to result in similar slowing of progression across endpoints that represents different aspects of disease symptoms. Due to the common unit of time of treatment effects in the time-based PMRMs, they naturally allow comparison of results across outcomes or even estimation of a simultaneous treatment effects based on multiple outcomes.

In the following, we first introduce the types of treatment effects being studies. Then the PMRM modeling framework is introduced and illustrated using both simulated and historical trial data from Alzheimer’s disease studies. Through these examples, it is demonstrated that in addition to offering more interpretable quantifications of treatment effects, PMRMs can offer substantial power gains in some situations.

2 | SYMPTOMATIC AND DISEASE-MODIFYING TREATMENT EFFECTS

While there are endless ways in which treatment effects can manifest on outcome measures, one can generally distinguish between treatment effects that are symptomatic vs disease modifying.11 Slowing, stopping, or reversing the course of progressive disease would conventionally be thought of as disease-modifying treatment effects, as opposed to symptomatic treatment effects. Symptomatic treatments improve symptom presentation but not the underlying cause, whereas disease-modifying treatments affect the underlying cause which in turn impact the symptomatic manifestation that is quantified in study outcome measures.
In the following, we will consider the six stylized examples of treatment effects on continuous outcome measures illustrated in Figure 2. The effects are: symptomatic improvements that build over an initial period and after that manifests as a constant improvement measured on the outcome scale (Figure 2A) or a similar improvement that fades with time (Figure 2B); a proportional reduction of decline on the outcome scale (Figure 2C); a time-delay of the progression (Figure 2D); a proportional slowing of the time-progression (Figure 2E); and a non-proportional slowing of the time-progression (Figure 2F). It is worth noting that the three last types of treatment effects may show decreasing efficacy along the course of treatment as measured on the (vertical) outcome scale, depending on the shape of the natural trajectory of disease. This, however, does not necessarily correspond to a reduced benefit—if the drug proportionally slows the (horizontal) progression of disease, patients will gain the cumulative benefit of more time in milder disease states throughout the study, but if the outcome measure reaches a ceiling or otherwise loses its sensitivity to change as patients progress during the study, this may be observed as a decrease in vertical distance between the curves, even if the horizontal distance keeps increasing.

3 MIXED MODELS FOR REPEATED MEASURES, LONGITUDINAL DATA ANALYSIS MODELS AND A CONTINUOUS-TIME EXTENSION

Let $y_{ij}$ denote the outcome measure of subject $i$ at visit $j$, $i = 1, \ldots, n, j = 0, 1, \ldots, m$, and let $y_i$ denote the $(m+1)$-dimensional vector of outcomes for subject $i$. The general linear mixed model can be written as

$$
y_i = X_i \alpha + Z_i b_i + e_i \tag{1}$$

where $X_i \in R^{(m+1) \times q}$ denotes the fixed-effect design matrix for subject $i$ with associated coefficients $\alpha \in R^q$. $Z_i \in R^{(m+1) \times p}$ denotes the random-effect design matrix with associated random coefficients $b_i \sim N_p(0, D)$ and $e_i$ is a vector of zero-mean error terms $e_i \sim N_{m+1}(0, R)$.

In the following, we will model data using a constrained longitudinal data analysis (cLDA) approach where baseline measures are considered dependent variables in the model with assumed identical mean values across treatment arms due to randomization. This approach differs slightly from the conventional use of MMRMs where change from baseline is modeled and the analysis is adjusted for baseline values through a visit-by-baseline value interaction covariate. When no data is missing, point estimates of treatment differences are identical with the two approaches, but when data is missing the cLDA approach may have some slight advantages.

For simplicity, assume that we are modeling data from a randomized trial with a single active arm and a placebo arm. To keep the notation simple, we consider the following simplified version of model (1), whose fixed-effect design only describes the means of treatment arms over visits, without any explicit random effects

$$
y_i = X_i \alpha + e_i \tag{2}$$

where $\alpha = (\alpha_0, \alpha_1, \text{placebo}, \ldots, \alpha_m, \text{placebo}, \alpha_1, \text{active}, \ldots, \alpha_m, \text{active})^T \in R^{2m+1}$ is the vector of mean parameters at baseline and the follow-up visits for the placebo and active arms and $X_i$ is the subject-level design matrix that maps the mean parameters to the observations corresponding to the correct visits and treatment allocation. A visit-level formulation of this model is

$$
y_{ij} = \alpha_{j, \text{treatment}(i)} + e_{ij}$$

where $\alpha_{j, \text{treatment}(i)}$ describes the mean outcome at visit $j$ for the treatment group that subject $i$ is randomized to, with the baseline constraint $\alpha_0 = \alpha_0, \text{active} = \alpha_0, \text{placebo}$.

3.1 From categorical to continuous time

Treating visits as categorical variables makes the MMRM and cLDA model robust to all types of trajectories, but also makes it harder to model relations between treatment and time or effects of visit timing. While these models make no assumption to what happens between visits, one would conventionally display estimates graphically by connecting the
FIGURE 2  Six examples of treatment effects. Dotted green lines show the treatment differences used to generate the curves. (A) The symptomatic treatment effect builds from baseline to visit 3 and manifests as a constant vertical difference between the curves from visit 3 to 5. (B) The symptomatic treatment effect builds from baseline to visit 3 and then decreases slightly until visit 5. (C) The treatment effect manifests as a proportional reduction of the (vertical) decline observed in the placebo group, the ratio of the treatment differences (dotted green lines) and the placebo decline (dotted red lines) is constant across all visits. (D) The delay in progression builds from baseline to visit 3 and manifests as a constant (horizontal) delay from visit 3 to 5. (E) The slowing of progression manifests as proportionally slower disease progression in the active arm where the ratio of the treatment-related delay in progression at each visit (dotted green lines) and the treatment duration (dotted grey lines) is constant. (F) The slowing of progression manifests with similar delays at visits 3 and 4 for the active arm which then increases substantially up to visit 5.
estimated mean values at the visits by lines, and one would think of these trajectories as representing a reasonable approximation of what goes on between visits. As we will see in the following, this functional representation can be considered the (restricted) maximum-likelihood estimate of a model with additional assumptions. Let $t_j$ denote a continuous time variable describing the time since baseline of subject $i$’s visit $j$ with baseline time $t_i = 0$. One can make a general nonlinear extension of model (2) of the form

$$y_{ij} = f(t_{ij}; X_i \alpha) + e_{ij}$$

where $f$ is a function that maps time to mean outcome value. The shape of $f$ is determined by the parameter vector $X_i \alpha$.

The cLDA model (2) can be represented as such a continuous-time model: Choosing $t_j = t_j$ to represent the scheduled visit times and modeling $f$ in (2) as an interpolating function of $X_i \alpha$ with anchor points at the scheduled visits $t_0, t_1, \ldots, t_m$ will lead to exactly the same likelihood function and inference as the original model, however, the model estimates will be the full trajectories of each group. Figure 3 shows hypothetical cLDA point estimates along with the trajectories estimated by modeling $f$ as a zero-order (piecewise constant) spline, as a linear spline, and as a natural cubic spline. From a likelihood inference perspective, these models are all equivalent to the cLDA model since the model estimates are only different in-between visits where no data is available. Thus, the choice of interpolation function should be based on prior knowledge of how one would expect the outcomes to behave between visits. In practice, one would often expect mean trajectories of outcome measures to be continuous and smooth, in which case a natural cubic spline would offer a reasonable choice of interpolation function.

The continuous-time extension also offers the opportunity to use actual visit times instead of the scheduled times in which case the likelihood function would differ from the cLDA model (2).

### 4 PROGRESSION MODELS FOR REPEATED MEASURES

A PMRM is a model for which data in the placebo group is modeled as a continuous-time extension model (3) with the shape of the mean trajectory $f_0$ being determined by the parameters $\alpha = (\alpha_0, \alpha_{1,\text{placebo}}, \ldots, \alpha_{m,\text{placebo}})^T$. The relation between the shape of the mean trajectory in the placebo group $f_0$ and the mean values of the active group is described by a function $g$ and a parameter vector $\beta = (\beta_0, \beta_1, \ldots, \beta_k)^T$

$$y_{ij} = g(t_{ij}; \alpha, V_i \beta) + e_{ij}$$

**Figure 3** Three different examples of continuous-time modeling of hypothetical data collected over fixed visits. For the zero-order spline interpolation, the active and placebo trajectories are exactly on top of each other until visit 2 due to the assumption of a common baseline mean value.
where $V_{ij} \in R^{r \times (k+1)}$ is the design matrix that appropriately maps the $\beta$-parameters to an $r$-dimensional vector used to model the mean for the corresponding subject and visit. In the following sections, we will illustrate this concept through different examples of PMRMs.

### 4.1 Modeling proportional reduction in decline

While model (2) can fully capture a treatment effect that manifests as a proportional reduction in decline (Figure 2C), it does so with redundant parameters since the proportionality assumption translates into the following constraints on the parameters

$$\alpha_{j, \text{active}} - \alpha_0 = \beta \cdot \left( \alpha_{j, \text{placebo}} - \alpha_0 \right) \text{, for all } j = 1, \ldots, m.$$  

For a study with $m = 6$ post baseline visits, the cLDA model (2) uses 13 free parameters to describe the mean values for the two groups in the study, whereas the constrained model only needs 8 free parameters with only a single of these describing the treatment effect.

The above constraint can be modeled with a PMRM (4) by choosing

$$g(t_{ij}; \alpha, V_{ij}\beta) = V_{ij}\beta \cdot \left( f_0(t_{ij}; \alpha) - \alpha_0 \right) + \alpha_0 \tag{5}$$

where $f_0$ is the mean trajectory of the placebo group, $\beta = (1, \beta_1, \ldots, \beta_m)^T$ and

$$V_{ij} = \begin{cases} 
  (1, 0) & \text{for treatment}(i) = \text{placebo} \\
  (0, 1) & \text{for treatment}(i) = \text{active}. 
\end{cases}$$

Compared to previously used Bayesian disease progression models, the above PMRM is frequentist and has the additional flexibility of allowing an unstructured covariance of error terms. A similar frequentist extension of previous Bayesian disease progression models that leads to an identical model was recently proposed by Wang et al.

### 4.2 Modeling time-based changes in disease progression

As opposed to decline which describes the worsening observed in an outcome measure over time, progression refers to the evolution of disease that causes decline in specific outcome measures. As such, progression is a concept that naturally lives on the time-axis. Modeling delay or slowing of progression will thus in general require nonlinear effects. The continuous-time extension (3) enables going from treatment effects that are additive parameters on the outcome scale to effects that modify the time course of disease relative to the placebo group. The most general such model, which we will refer to as the Time-PMRM, assumes that the mean outcome of the active treatment group at a given visit can be described as the mean outcome of the placebo group at another time point

$$g(t_{ij}; \alpha, V_{ij}\beta) = f_0 \left( V_{ij}\beta \cdot t_{ij}; \alpha \right) \tag{6}$$

where $\beta = (1, \beta_1, \ldots, \beta_m)^T$ and $V_{ij} = (1, 0, \ldots, 0)$ if subject $i$ is in the placebo group, while for subject in the active arm $V_{ij}$ is a vector of zeros except for the $(j+1)$th entry which is 1. Resultingly, for a subject in the active arm, the mean at visit $j > 0$ is $f_0 \left( \beta_j \cdot t_{ij}; \alpha \right)$.

Figure 4 illustrates the relation between placebo mean values across visits that are modeled by the parameters $\alpha$, the associated placebo trajectory $f_0$, and the mean values across visits of the active arm that are related to the placebo trajectory through the parameter vector $\beta$.

With the parametrization of the mean function in model (6), one gets a model that is in very similar to the MMRM and cLDA mode by having one parameter per treatment arm per post-baseline visit to describe the mean values at study visits. However, there are four key differences compared to the MMRM:
Mean values at post-baseline visits in the active arm are assumed to correspond to time points along the placebo mean trajectory; consequently, the model implicitly assumes that the active group mean cannot improve or decline beyond the range of the placebo group

- The parameter $\beta_j$ that describes the treatment effect at visit $j$ represents an effect of time and not difference in outcome measure; an estimate of 0.8 would represent a cumulative 20% slowing of progression at visit $j$

- Inference in the model is potentially based on the full shape of the placebo trajectory, so the estimated treatment effect at a given visit will potentially depend on data from more than one visit

- If treatment is expected to slow progression of disease and thus symptom manifestation across multiple measures, the model (4) can seamlessly be extended to multidimensional outcomes (e.g., one mean function $f_{0i}$ for each outcome measure $l$) without increasing the number of parameters describing the treatment effect; $\beta_l$ models the unifying slowing of progression at visit $j$ across all outcomes

### 4.3 Modeling proportional slowing of disease progression

Similarly to how one can impose proportionality or other types of constraints on the cLDA model to develop low-dimensional parametrizations that efficiently represents certain types of treatment effects, one can do the same with the Time-PMRM.

The time-based counterpart to proportional reduction in decline (5) is a proportional slowing of progression (Figure 2D). This type of treatment effect can be modeled based on (6) using the same proportionality modeling of parameters as in (5), namely $\beta = (1, \beta)^T$ and

$$V_{ij} = \begin{cases} 
(1, 0) & \text{for treatment}(i) = \text{placebo} \\
(0, 1) & \text{for treatment}(i) = \text{active}.
\end{cases}$$

This leads to the following visit model for subjects in the active arm

$$y_{ij} = f_0 (\beta \cdot t_{ij}; \alpha) + e_{ij}. \quad (7)$$
One would typically expect that $0 \leq \beta < 1$ which would indicate slowing of the disease time course, whereas $\beta_{\text{active}} < 0$ in principle would indicate reversal and $\beta_{\text{active}} > 1$ would indicate acceleration of the disease process. The relation between (horizontal) proportional slowing in this model and the (vertical) proportional reduction in decline in model (5) is akin to the relation between covariate effects in accelerated failure time models and proportional hazard models used in survival analysis. 15

4.4  Modeling delay of disease progression

As opposed to slowing which represents a multiplicative factor of time, a delay is additive on the time scale and shares the unit of the time variable. A general time-delay PMRM is

$$g(t_j; \alpha, V_{ij}\beta) = f_0(t_j - V_{ij}\beta; \alpha)$$ (8)

where $\beta = (\beta_1, \ldots, \beta_m)^T$ and $V_{ij} = (0, \ldots, 0)$ for the baseline visit $j = 0$ or if subject $i$ is in the placebo group, and for subject in the active arm $V_{ij}$ is a vector of zeros except for the jth entry which is 1. This model is a reparametrization of the mean function of the Time-PMRM (6). In model (8), the estimated $\beta$-parameters share the unit of the time variable instead of representing a proportionality factor of time.

An example of a low-dimensional variant of the general delay model (8) is a constant delay model where the delay is constant over post-baseline visits $\beta = \beta$ and $V_{ij} = 1$ for post-baseline visits for subjects in the active arm and $V_{ij} = 0$ otherwise.

A more realistic low-dimensional variant of (8) is a model that describes the maximal delay $\beta_{\text{max}}$ which is achieved and maintained after visit $j'$ with a low-dimensional parametrization to model the delay up to this point (Figure 2D). A two-parameter model of this type can be achieved by using $\beta = (\beta_1, \beta_{\text{max}})^T$ and design matrix

$$V_{ij} = \begin{cases} (0 \ 0 \\ 0 \ 0) \ & \text{for treatment}(i) = \text{placebo} \\ 1_{0<j<j'} \ 0 \\ 0 \ 1_{j'<j} \end{cases} \ & \text{for treatment}(i) = \text{active}$$

where $1_{0<j<j'}$ is the indicator function that is 1 if $0 < j < j'$ and 0 otherwise.

5  CASE STUDIES

In this section, we consider three case studies where we evaluate PMRMs in different trial scenarios. In the first case study, we consider fully simulated data of a 36-month trial in prodromal Alzheimer’s disease. In the second case study, we consider resampled historical placebo-arm data from two 18-month trials in patients with mild Alzheimer’s disease dementia. The purpose of the second case study is to investigate how the models perform in a more realistic scenario with associated potential misspecification of the error structure, realistic drop-out and a shorter trial duration. Furthermore, two types of artificially induced treatment effects are considered in the second case-study to explore the effects of potential misspecification of the treatment effect on the patient level. In the final case study, we give two examples of how to include covariates in the PMRM models.

In the two first case studies, six quantifications of treatment effects were compared. The first three were based on the cLDA model. First, treatment effects were evaluated as the contrasts between active and placebo at the final visit. Second, the treatment effects were evaluated as the difference in area under the curve (computed using the trapezoidal rule of model estimates). Third, the global effect of treatment was tested using a type III F-test (no effect of treatment across visits). In the three last quantifications, the treatment effects were evaluated using the proportional decline PMRM (5), the Time-PMRM (6), and the proportional slowing Time-PMRM (7). PMRM treatment effects were tested using Wald tests (at last visit for the Time-PMRM). In all scenarios, the function $f_0$ describing the mean trajectory of the placebo arm was modeled as a natural cubic spline with knots at all visits. All models were implemented in R 4.0.4. 16 The cLDA model was implemented using the Ime function in the lme4 package. 17 Type III tests were done using the lmerTest package. 18 PMRMs were implemented as nonlinear mixed effects models using the gnls function in the nlm package 19 with custom
mean functions used for the three different PMRMs. All models modeled correlations over time by assuming an unstructured covariance matrix common to all patients and all models were fitted using maximum likelihood estimation. R code for fitting the described PMRMs is available online.\textsuperscript{20}

\section*{5.1 Case study 1: Simulated 36-month clinical trials in patients with prodromal Alzheimer’s disease}

To simulate a realistic 36-month clinical trial in prodromal Alzheimer’s disease, patients were selected from the Alzheimer’s disease neuroimaging initiative.\textsuperscript{21} The following inclusion criteria were set up: at the baseline visit, patients must be diagnosed as having mild cognitive impairment, score less than or equal to 28 on the mini mental state examination (MMSE, range 30-0, higher scores indicate less impairment)\textsuperscript{22} and be amyloid positive according to a brain positron emission tomography scan or analysis of cerebrospinal fluid. 556 individuals with prodromal Alzheimer’s disease met these inclusion criteria. The 13-item cognitive subscale of the Alzheimer’s disease assessment scale (ADAS-cog, range 0-85, lower scores indicate less impairment)\textsuperscript{23} was considered the primary outcome. Data from the baseline visits as well as visits at 6, 12, 18, 24, and 36 months after baseline were included. ADAS-cog scores were analyzed using a constrained longitudinal data analysis model with an unstructured covariance matrix and the estimated mean values across the six visits were

\[(19.6, 20.5, 20.9, 22.7, 23.8, 27.4)\]

while the estimated covariance matrix that describes the variation was

\[
\begin{pmatrix}
45.1 & 40.0 & 45.1 & 54.9 & 53.6 & 60.8 \\
40.0 & 57.8 & 54.4 & 66.3 & 64.1 & 74.7 \\
45.1 & 54.4 & 72.0 & 80.0 & 77.6 & 93.1 \\
54.9 & 66.3 & 80.0 & 109.8 & 99.3 & 121.7 \\
53.6 & 64.1 & 77.6 & 99.3 & 111.4 & 127.8 \\
60.8 & 74.7 & 93.1 & 121.7 & 127.8 & 191.4
\end{pmatrix}
\]

These estimates were used to simulate patient-level data. Each simulation consisted of a trial with either 300 or 500 patients per arm. Patient-level trajectories for patients in the placebo arm were simulated based on the above estimates, while patients in the active arm had modified mean values across the visits depending on the type of treatment effect. Variants of the six types of treatment effects illustrated in Figure 2 were considered. The actual mean trajectories for the placebo arm and each of these six treatment effect scenarios are shown in Figure 5 and the equations for generating the treatment effects are given in the Appendix. In the null scenarios, 5000 trials were simulated and in each of the scenarios with treatment effects, 1000 trials were simulated.
5.1.1 Type 1 error analysis

When using uncalibrated significance cut-offs, the type 1 errors of the proportional decline PMRM and slowed progression Time-PMRM were inflated (0.037 and 0.066, respectively, with 300 patients per arm, 0.035 and 0.053, respectively, with 500 patients per arm; Table A1), while the type 1 errors for the other tests, including the Time-PMRM, were reasonably controlled. In the 22,000 simulated trials, only a single case of non-convergence of the Time-PMRM was observed. This simulation was excluded from the results.

5.1.2 Power to detect treatment effects

The power to detect treatment effects of the different models across simulations are given in Table 1. Significance cut-offs were recalibrated to achieve a one-sided type 1 error of 0.025 (except for the type III test that used a two-sided type 1 error of 0.05). The recalibration was done by using the 2.5% percentile of one-sided P-values of the different methods under the null scenarios as significance cut-offs. The results in Table 1 show that the cLDA treatment difference estimate at 36 months and the Time-PMRM slowing at 36 months had highly similar performance across the effect scenarios. In most scenarios, the type III test performed on par with or better than the 36-month treatment difference, however, this test answers the question “is there any treatment effect?” without offering a particularly interpretable quantification (ie, a significant result could indicate a negative difference at one visit and a positive difference at a subsequent visit). Both the proportional decline PMRM and the slowing progression PMRM had poor power to detect treatment effects in the symptomatic effect scenarios but offered substantial power gains compared to the other methods in the scenarios where treatment effects increased over time.

5.1.3 Effect estimates and coverage probability

The proportional decline PMRM and proportional slowing Time-PMRM are misspecified in most of the simulation scenarios, but for the remaining models, a true effect under the model quantification can be derived across all scenarios. The true effects (when they can be derived) and the mean and median estimated effects across scenarios are given in Table A3 in the Appendix. No indication of bias was found across methods and scenarios.

The distribution of maximum likelihood estimates from the methods across null scenarios (Figure A1 in Appendix) suggested that while estimates were unbiased, some skewness was present in the distribution of estimates for the time-PMRM models. This skewness is a result of the natural cubic spline parametrization which gives greater variance when the active arm is matched to an extrapolation outside of the observed placebo trajectory (acceleration of disease).

The coverage probabilities of nominal two-sided 95% confidence intervals for the PMRM models are given in Table A4 in the Appendix. Coverage probabilities are only given for the scenarios where a true effect quantification could be established. Across scenarios, the proportional decline PMRM and the time-PMRM all achieve coverage probabilities around or above 95%. The proportional slowing Time-PMRM achieved coverage probabilities between 86% and 92% in the four scenarios where a true effect quantification could be derived for this method.

5.1.4 Evaluating the proportional slowing assumption

To evaluate violations of the proportional slowing assumption, one can do a likelihood ratio test against the Time-PMRM. The proportional slowing assumption was found to be significantly worse than the Time-PMRM assumption (chi-square P-value <0.05) in 5%/5% (300/500 patients per arm) of the No effect simulations, 27%/42% and 32%/50% of the stable symptomatic benefit and fading symptomatic benefit simulations, 14%/17% of the 20% reduced decline scenarios, 31%/51% of the 4 months stable delay scenarios, 9%/10% of the 20% slowed progression scenarios and 8%/14% of the increasing slowing of progression scenarios. Histograms of P-values are shown in Figures A2 and A3 in the Appendix.
| Patients per arm | Effect                      | cLDA (36 months) | cLDA AUC difference | cLDA type III test | PMRM proportional decline | Time-PMRM (36 months) | Time-PMRM proportional slowing |
|------------------|-----------------------------|------------------|----------------------|-------------------|---------------------------|------------------------|-------------------------------|
| 300              | No effect                   | 0.025            | 0.025                | 0.05              | 0.025                     | 0.025                  | 0.025                         |
|                  | Stable symptomatic benefit  | 0.150            | 0.324                | 0.277             | 0.049                     | 0.138                  | 0.024                         |
|                  | Fading symptomatic benefit | 0.069            | 0.212                | 0.318             | 0.012                     | 0.059                  | 0.016                         |
|                  | 20% reduced decline         | 0.457            | 0.300                | 0.303             | 0.502                     | 0.453                  | 0.285                         |
|                  | 4 months stable delay of progression | 0.323           | 0.309                | 0.611             | 0.374                     | 0.344                  | 0.569                         |
|                  | 20% slowed progression      | 0.727            | 0.465                | 0.685             | 0.789                     | 0.741                  | 0.846                         |
|                  | Increasing slowing of progression | 0.731           | 0.318                | 0.753             | 0.699                     | 0.741                  | 0.909                         |
| 500              | No effect                   | 0.025            | 0.025                | 0.05*             | 0.025                     | 0.025                  | 0.025                         |
|                  | Stable symptomatic benefit  | 0.229            | 0.509                | 0.454             | 0.057                     | 0.201                  | 0.027                         |
|                  | Fading symptomatic benefit | 0.084            | 0.346                | 0.517             | 0.009                     | 0.076                  | 0.019                         |
|                  | 20% reduced decline         | 0.647            | 0.486                | 0.480             | 0.707                     | 0.651                  | 0.489                         |
|                  | 4 months stable delay of progression | 0.458           | 0.504                | 0.883             | 0.475                     | 0.477                  | 0.777                         |
|                  | 20% slowed progression      | 0.917            | 0.719                | 0.918             | 0.952                     | 0.920                  | 0.977                         |
|                  | Increasing slowing of progression | 0.916           | 0.449                | 0.942             | 0.859                     | 0.924                  | 0.984                         |

Note: Significance cut-offs have been recalibrated to achieve a one-sided type 1 error of 0.025 (two-sided type 1 error of 0.05 for type III test). The corresponding unadjusted power estimates are found in Table A1 in the Appendix. Bold numbers indicate the method with best power in each scenario.

\(^{a}\) Mean difference between active and placebo at 36 months.

\(^{b}\) Mean difference in area under the curve between active and placebo from 0 to 36 months computed using the trapezoidal rule on mean parameter estimates.

\(^{c}\) Difference between active and placebo throughout the study (test of treatment effect across all visits).

\(^{d}\) Mean slowing of active arm relative to placebo at 36 months.
5.2 | Case study 2: Clinical trials with simulated treatment effects based on historical trials in patients with mild Alzheimer’s disease dementia

Pseudonymized patient-level data from the placebo arms of two 80-week trials in patients with mild to moderate Alzheimer’s disease dementia was used for this second case study. The data were obtained through the TransCelerate Historical Trial Data Sharing Initiative.\textsuperscript{24}

The primary outcome measure of this case study was the Clinical Dementia Rating (CDR) Sum of Boxes\textsuperscript{25} (range 0-18, lower scores indicate less impairment) which was assessed at weeks 0 (baseline), 28, 52, and 80.

Data from 1024 patients were used for the simulations. All patients had a valid baseline assessment of CDR sum of boxes, 889 had valid assessments at week 28, 833 at week 52 and 769 at week 80. Figure 6 shows the patient-level trajectories.

Each simulation consisted of a trial with either 500 or 750 patients per arm. In the null scenarios, 5000 trials were simulated by randomly drawing patients from the full pool of patients with replacement. In each of the scenarios with treatment effects, 1000 trials were simulated similarly to the null scenario, but with treatment effects induced as described below.

We considered the four non-null treatment effect scenarios illustrated in Figure 7. In the first (null) scenario, there was no difference between placebo and active treatment. In the second scenario, a stable additive post-baseline benefit was seen in the active arm that amounted to a 20\% reduced decline at the final visit. In the third scenario, there was a proportional reduction in decline of 20\% in the active arm over all visits. In the fourth scenario, progression was delayed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Patient-level trajectories of CDR sum of boxes for the 1024 patients used in case study 2}
\end{figure}
Figure 7  Mean trajectories of CDR sum of boxes across the scenarios considered. Points represent the pointwise mean values of CDR sum of boxes for the total population of 1024 patients. Note that no subject-level effect is implemented for the stable benefit scenario. For the 20% reduced decline scenario, the mean and subject-level effects perfectly coincide on the mean-trajectory level but not on the subject level. For the 16 weeks delay and 20% slowing, there are subtle differences between the effect implementations on the mean-trajectory level due to the nonlinear nature of these treatment effects.

16 weeks in the active arm, which built linearly on the time scale and was fully established after 40 weeks. In the final scenario, there was a 20% proportional slowing of progression in the active arm. While the models estimate population-level effects, the three latter types of effects can differ depending on whether they manifest on the mean or the patient level. The mean-level effects were computed based on the observed pointwise mean change from baseline scores at visits (thus excluding patients with no post-baseline observations from contributing to the effect estimate). These effects were added to the clinical scores of the patient trajectories sampled in the active arm. The patient-level effects were directly implemented on the individual patient level, thus allowing patients to have different benefits based on the observed progression.
of the sampled patient. We will refer to these implementations as *mean* and *subject-level* implementations of treatment effects. The details of the computations are given in Appendix A.

The power to detect treatment effects of the different models across simulations are given in Table 2. Significance cut-offs were recalibrated to achieve a one-sided type 1 error of 0.025 (except for the type III test that used a two-sided type 1 error of 0.05) similarly to the previous case study. The type 1 errors of the PMRMs were inflated ranging from 0.035 to 0.052 when using uncalibrated significance cut-offs (Table A2).

### 5.2.1 Power to detect treatment effects

The results in Table 2 show that the cLDA treatment difference estimate at 80 weeks and the Time-PMRM slowing at 80 weeks again had highly similar performance across the effect scenarios. In most scenarios, the AUC difference and type III test performed on par with or better than the 80-week treatment difference. On average across all scenarios, the proportional decline PMRM and the slowing progression PMRM both had greater power than cLDA model and Time-PMRM, but the power gain associated with these lower-dimensional parametrizations of the treatment effect was considerably smaller than in case study 1. One possible explanation for this is that only 3 post-baseline assessments were included this case study.

### 5.3 Case study 3: Including covariates in PMRMS

Covariate adjustment is fundamental for explaining variation in observed in data, and while PMRMs allow for adjustment of additive covariate terms such as covariate-by-categorical visit just as in linear mixed-effects models, PMRMs also offer the possibility of adjusting for covariates that have nonlinear effects. In this case study, we will consider two examples of covariate adjustment.

#### 5.3.1 Initial improvements in both arms

Initial improvements in clinical assessments are often observed in clinical trials, and may be ascribed to many factors, including placebo effects, training effects (eg, by repeated exposure to the same type of cognitive scales), improved standard of care, or regression to the mean. The time-PMRM models relate the visit mean outcome values of the active arm horizontally to the estimated trajectory of the placebo arm \( f_0 \), and initial improvements may thus be discordant with the interpretation of slowing or delay of disease difficult.

Figure 8 shows mean trajectories from a hypothetical 78-week clinical trial where the active treatment slows progression of disease proportionally by 30% compared to placebo. In addition to this slowing of disease, an initial improvement is present at visits 12 and 26 weeks post baseline. The initial improvement is identical in both arms.

Since the initial improvement is independent of treatment, the first two post-baseline visits are not consistent with the proportional slowing model (7). To model this improvement, one can include additive covariates to model (7) describing the improvement at these two visits by

\[
y_{ij} = f_0 (\beta \cdot t_{ij}; \alpha) + \delta_{12} \cdot 1_{t_{ij}=12} + \delta_{26} \cdot 1_{t_{ij}=26} + e_{ij}
\]

where \( 1_{t_{ij}=12} \) is the indicator function that is 1 when \( t_{ij} = 12 \) and 0 otherwise and \( \delta_{12} \) it the associated parameter describing the deviation at this visit, and similarly for the week 26 parameters.

Figure 9 shows an example of maximum-likelihood estimates of the mean trajectories of the proportional slowing Time-PMRM (7) and the above extension with parameters modeling the initial improvement for a simulated example trial with 300 subjects per arm using the mean trajectories shown in Figure 8.

#### 5.3.2 Subgroups with different progression rates

Certain patient characteristics may be associated with increased progression rate. This will contribute to an increased variance, and it is therefore important to properly adjust for this and understand the effect on data and how this may be used, for example for trial enrichment. One of the ideas behind enrichment in trials of progressive diseases is that faster
## Table 2

Power to detect a treatment effect using different methods across different simulated scenarios

| Patients per arm | Effect               | Effect implementation | cLDA (80 weeks) | cLDA AUC difference | cLDA type III test | PMRM proportional decline | Time-PMRM (80 weeks) | Time-PMRM proportional slowing |
|------------------|----------------------|-----------------------|-----------------|---------------------|--------------------|---------------------------|----------------------|-------------------------------|
| 500              | No effect            | -                     | 0.025           | 0.025               | 0.05               | 0.025                     | 0.025                | 0.025                         |
|                  | Stable benefit       | Mean                  | 0.503           | 0.911               | **0.926**          | 0.481                     | 0.528                | 0.642                         |
|                  |                      | Mean                  | 0.503           | 0.505               | 0.403              | **0.539**                 | 0.528                | 0.455                         |
|                  |                      | Subject               | 0.629           | 0.610               | 0.508              | **0.662**                 | 0.634                | 0.553                         |
|                  | 20% reduced decline  | Mean                  | 0.485           | **0.859**           | 0.835              | 0.564                     | 0.503                | 0.786                         |
|                  |                      | Subject               | 0.731           | **0.958**           | 0.938              | 0.813                     | 0.752                | 0.911                         |
|                  | 16 weeks delayed progression | Mean | 0.485 | **0.551** | 0.443 | 0.542 | 0.503 | 0.543 |
|                  |                      | Subject               | 0.704           | 0.687               | 0.597              | 0.736                     | 0.716                | **0.733**                     |
| 750              | No effect            | -                     | 0.025           | 0.025               | 0.05               | 0.025                     | 0.025                | 0.025                         |
|                  | Stable benefit       | Mean                  | 0.691           | 0.976               | **0.986**          | 0.621                     | 0.692                | 0.832                         |
|                  |                      | Mean                  | 0.691           | 0.650               | 0.533              | **0.700**                 | 0.692                | 0.650                         |
|                  |                      | Subject               | **0.818**       | 0.754               | 0.657              | **0.818**                 | 0.816                | 0.759                         |
|                  | 20% reduced decline  | Mean                  | 0.670           | **0.948**           | 0.940              | 0.719                     | 0.663                | 0.898                         |
|                  |                      | Subject               | 0.881           | **0.992**           | 0.990              | 0.924                     | 0.888                | 0.970                         |
|                  | 16 weeks delayed progression | Mean | 0.670 | 0.702 | 0.571 | 0.693 | 0.663 | **0.740** |
|                  |                      | Subject               | 0.864           | 0.820               | 0.758              | 0.868                     | 0.864                | **0.891**                     |

**Note:** Significance cut-offs have been recalibrated to achieve a one-sided type I error of 0.025 (two-sided type I error of 0.05 for type III test). The corresponding unadjusted power estimates are found in Table A2 in the Appendix. Bold numbers indicate the method with best power in each scenario.

- Mean difference between active and placebo at 80 weeks.
- Mean difference in area under the curve between active and placebo from 0 to 80 months computed using the trapezoidal rule on mean parameter estimates.
- Difference between active and placebo throughout the study (test of treatment effect across all visits).
- Mean slowing of active arm relative to placebo at 80 weeks.
Mean trajectories of a hypothetical 78-week clinical trial where the active treatment slows progression of disease proportionally by 30% compared to placebo. In addition to this slowing of disease, an initial similar improvement is present at visits 12 and 26 weeks post baseline. Dashed lines show the assumed natural history trajectory and full lines show the actual mean values.

**Suppose we can define two groups of patients at baseline where one has 10% faster progression rate. Figure 10 shows mean trajectories from such a hypothetical 78-week trial with active treatment resulting in a 30% proportional slowing of progression in both groups of patients. Even with an identical slowing of progression in the two groups, the nonlinear nature of the trajectory means that the effect manifests differently when measured as points difference on the outcome scale. At week 78, the average treatment difference is \(-1.97\) points, but it is \(-2.23\) in group 1 (50% of patients, faster progressors) and \(-1.72\) in group 2 (remaining 50%).

In the proportional slowing model (7), such nonlinear interaction between treatment and subgroup membership can be modeled efficiently by including one additional parameter \(\rho\) that describes the relation between the speed of...
progression in groups 1 and 2

\[ y_{ij} = f_0 \left( \beta \cdot \left( 1 - \rho \cdot 1_{\text{group}(i)=2} \right) \cdot t_{ij}; \alpha \right) + e_{ij} \]

This model requires a total of 9 parameters to describe the mean structure modeling the nonlinear interaction between rate of progression and treatment effects. In contrast, a cLDA model would require 25 parameters to have sufficient flexibility to describe this treatment effect across visits.

6 | DISCUSSION

This article highlighted the utility of the class of PMMRs that are continuous-time nonlinear models that enable estimation of non-standard treatment effects such as delay or slowing of disease progression. These quantifications of treatment effects may be more interpretable than conventional treatment differences.

In experiments based on both simulated and historical data from Alzheimer’s disease clinical trials, the Time-PMRM was highly similar to conventionally used models in terms of power to detect treatment effects, but quantified treatment effects in terms of slowing of disease progression at a given visit instead of differences on the outcome scale. Furthermore, PMMRs that modeled treatment effects as proportional reduction in decline or proportional slowing of progression on average had the greatest power to detect treatment effects in scenarios where the efficacy increased over time. The gain in efficiency was substantial in some cases. While alternative methods for quantifying and testing a treatment effect, such as the AUC difference or a type III test, may offer similar or better power in some scenarios, the associated treatment effects may not be particularly interpretable.

Compared to the conventional cLDA model, the PMMRs showed increased type 1 error rates in the two case studies. The inflated type 1 error was less pronounced for the general Time-PMRM than the two PMMRs with proportionality assumptions and seemed to be somewhat alleviated by increasing sample size. It is generally acknowledged in the literature that likelihood ratio and Wald tests in nonlinear mixed effects models can increase type 1 error rates.28,29 In the present examples, this was likely due in part to the estimation procedure and distributional deviations in the test statistics.
In the second case study, an additional contributing factor was likely also that resampled historical observations were used, which led to some additional deviations from the assumed model (eg, assumed normality of residual error terms). Accordingly, a potential type I error inflation is something that should be kept in when considering the use of the PMRM framework in a clinical trial setting. One potential way to address this is by recalibrating the significance cut-off based on resampling techniques, similarly to what was done in this article.

One may wish to estimate the types of treatment effects suggested here because they match prior knowledge about the effect of an intervention (eg, that it is slowing or stopping progression of molecular-level disease processes). However, the Time-PMRM approach may also simply be used to quantify a treatment effect in terms of time which offers a readily interpretable and relevant measure of treatment effect compared to points on an outcome scale whose clinical meaningfulness may not be well established.

The time-based PMRMs have several other appealing properties. For example, the ability to quantify treatment effects in terms of time enables better comparison of effects across trials with different endpoints. With a straightforward extension, they also offer the possibility of using less rigid visit structures in clinical trials since treatment effects can be estimated based on the entirety of patient trajectories. Finally, the time-based PMRMs can be extended to allow efficient estimation of treatment effects using multiple different endpoints simultaneously, for example using a single parameter to model slowing of time-progression across multiple endpoints. Notably, if a treatment is slowing the progression of disease resulting in similar slowing across outcomes, the same level of model efficiency cannot be achieved in general by modeling treatment differences on the outcome scale (including proportional decline models). The reason for this is that decline in a given outcome measure is largely determined by properties such as its sensitivity to change in the trial population at a given time point, so one would in general expect this slowing to manifest as different levels of rescued decline across outcome scales.

In the present work, we mainly considered simplified models with a minimal fixed-effect design and no explicit random effects. While it is straightforward to introduce additive fixed and random effects similarly to a linear mixed-effects model, the PMRMs also allow specification of nonlinear fixed and random effects that can for example modify the time-progression of disease for a group or on the individual level. This adds a level of complexity, and one should consider on a case-by-case basis how to properly adjust for baseline covariates. One particularly relevant aspect to consider is the potential to include patient-level differences in disease progression. This has been a major focus in Alzheimer’s disease, where a range of exploratory disease progression models with latent variables describing patient-level progression has been developed with a focus on predicting the disease stage and future decline of an individual patient.30-35 Future work should address the most appropriate use of the PMRM methodology in relation to covariates, random effects and multivariate outcomes in clinical trials.

ACKNOWLEDGEMENTS
Data for this publication was obtained through TransCelerate Biopharma Inc.’s Historical Trial Sharing project, hosted on TransCelerate’s DataCelerate platform. Contributing companies include: AbbVie, Inc., Amgen, Inc., Astellas Pharma Global Development, Inc., AstraZeneca AB, Boehringer Ingelheim International GmbH, Bristol Myers Squibb Company, EMD Serono Research & Development Institute, Inc., Genentech, Inc., GlaxoSmithKline LLC, Eli Lilly and Co., Janssen Research & Development, LLC, Novartis Pharma AG, Novo Nordisk A/S, Pfizer Inc., Sanofi USA, Shionogi & Co., Ltd., and UCB Biosciences GmbH.

DATA AVAILABILITY STATEMENT
The data that was used in this study are available from TransCelerate Biopharma Inc.’s Historical Trial Sharing project. Descriptions of how to access data are available on TransCelerate’s website https://www.transceleratebiopharmainc.com/initiatives/historical-trial-data-sharing/.

ORCID
Lars Lau Raket © https://orcid.org/0000-0001-7099-2314

REFERENCES
1. Cnaan A, Laird NM, Slasor P. Using the general linear mixed model to analyse unbalanced repeated measures and longitudinal data. Stat Med. 1997;16(20):2349-2380.
2. Detry MA, Ma Y. Analyzing repeated measurements using mixed models. Jama-J Am Med Assoc. 2016;315(4):407-408. doi:10.1001/jama.2015.19394
3. Atri A, Hendrix SB, Pejovic V, et al. Cumulative, additive benefits of memantine-donepezil combination over component monotherapies in moderate to severe Alzheimer's dementia: a pooled area under the curve analysis. *Alzheimers Res Ther.* 2015;7:ARTN 28. doi:10.1186/s13195-019-0198-2

4. Insel PS, Weiner M, Mackin RS, et al. Determining clinically meaningful decline in preclinical Alzheimer disease. *Neurology.* 2019;93(4):E322-E333. doi:10.1212/WNL.0000000000007831

5. Wang QG, Berry S, Xiong CJ, et al. A novel cognitive disease progression model for clinical trials in autosomal-dominant Alzheimer's disease. *Stat Med.* 2018;37(21):3047-3055. doi:10.1002/sim.7811

6. Salloway S, Farlow M, McDade E, et al. A trial of gantenerumab or solanezumab in dominantly inherited Alzheimer's disease. *Nat Med.* 2021;27:1187. doi:10.1038/s41591-021-01369-8

7. Mintun MA, Lo AC, Evans CD, et al. Donanemab in early Alzheimer's disease. *New Eng J Med.* 2021;384(18):1691-1704. doi:10.1056/NEJMoa2100708

8. Vermunt L, Muniz-Terrera G, ter Meulen L, et al. Prescreening for European prevention of Alzheimer dementia (EPAD) trial-ready cohort: impact of AD risk factors and recruitment settings. *Alzheimers Res Ther.* 2020;12(1):ARTN 8. doi:10.1186/s13195-019-0198-2

9. Solomon A, Kivipelto M, Molinuevo JL, Tom B, Ritchie CW, Consortium E. European prevention of Alzheimer's dementia longitudinal cohort study (EPAD LCOs): study protocol. BMJ Open. 2018;8(12):e021017. doi:10.1136/bmjopen-2017-021017

10. Leber P. Slowing the progression of Alzheimer disease: methodologic issues. *Alz Dis Assoc Dis.* 1997;11:S10-S20.

11. Chan PLS, Holford NHG. Drug treatment effects on disease progression. *Annu Rev Pharmacol.* 2001;41:625-659. doi:10.1146/annurev.pharmtox.41.1.625

12. Liang K-Y, Zeger SL. Longitudinal data analysis of continuous and discrete responses for post–post designs. *Sankhyā Ind J Stat Ser B.* 2000;62:134-148.

13. Liu GHF, Lu KF, Mogg R, Mallick M, Mehrotra DV. Should baseline be a covariate or dependent variable in analyses of change from baseline in clinical trials? *Stat Med.* 2009;28(20):2509-2530. doi:10.1002/sim.3639

14. Wang G, Liu L, Li Y, et al. Proportional constrained longitudinal data analysis models for clinical trials in sporadic Alzheimer's disease. *Alzheim Dement.* 2022;8(1):e12286. doi:10.1002/trc2.12286

15. Wei L-J. The accelerated failure time model: a useful alternative to the cox regression model in survival analysis. *Stat Med.* 1992;11(4–5):1871-1879.

16. R Core Team. *R: A Language and Environment for Statistical Computing.* https://www.r-project.org/

17. Bates D, Machler M, Bolker B, Walker S. Fitting linear mixed-effects models using lme4. *JStatSoftw.* 2015;67(1):1-48. doi:10.18637/jss.v067.i01

18. Pinheiro J, Bates D, Brockhoff PB, Christensen RHB. lmerTest package: tests in linear mixed effects models. *J Stat Softw.* 2017;82(13):1-26. doi:10.18637/jss.v082.i13

19. Kuznetsova A, Brockhoff PB, Christensen RHB. lmerTest package: tests in linear mixed effects models. *J Stat Softw.* 2017;82(13):1-26. doi:10.18637/jss.v082.i13

20. Pinheiro J, Bates D, DeRoy S, Sarkar D, R Core Team. nlme: linear and nonlinear mixed effects models. R package version 3.1–152; 2021.

21. Raket LL. PMRM: progression models for repeated measures; 2022. https://github.com/larslau/PMRM

22. Veitch DP, Weiner MW, Aisen PS, Beckett LA, Cairns NJ, Green RC, Harvey D, Jack Jr CR, Jagust W, Morris JC, Petersen RC, Saykin AJ, Shaw LM, Toga AW, Trojanowski JQ. Alzheimer's Disease Neuroimaging Initiative. Understanding disease progression and improving Alzheimer's disease clinical trials: recent highlights from the Alzheimer's disease neuroimaging initiative. *Alzheimers Dement Jan* 2019;15(1):106–152. doi:10.1016/j.jalz.2018.08.005

23. Folstein MF, Robins LN, Helzer JE. The mini-mental state examination. *Arch Gen Psychiatry.* 1983;40(7):812. doi:10.1001/archpsyc.1983.01790060110016

24. Rosen WG, Mohs RC, Davis KL. A new rating-scale for Alzheimers-disease. *Am J Psychiatry.* 1984;141(11):1356-1364.

25. Yin PT, Desmond J, Day J. Sharing historical trial data to accelerate clinical development. *Clin Pharmacol Ther.* 2019;106(6):1177-1178. doi:10.1002/cpt.1608

26. Morris JC. The clinical dementia rating (CDR): current version and scoring rules. *Neurology.* 1993;43(11):2412-2414. doi:10.1212/00005390-199311000-00016

27. Andrade C. There's more to placebo-related improvement than the placebo effect alone. *J Clin Psychiatry.* 2012;73(10):1322-1325. doi:10.4088/JCP.12f08124

28. Ballard C, Atri A, Boneva N, et al. Enrichment factors for clinical trials in mild-to-moderate Alzheimer’s disease. *Alzheim Dement.* 2019;5:164-174. doi:10.1016/j.jrd.2019.04.001

29. Wahlbry U, Jonsson EN, Karlsson MO. Assessment of actual significance levels for covariate effects in NONMEM. *J Pharm Pharm.* 2001;28(3):231-252. doi:10.1021/000101157215570

30. Panhard X, Mentre F. Evaluation by simulation of tests based on non-linear mixed-effects models in pharmacokinetic interaction and bioequivalence cross-over trials. *Stat Med.* 2005;24(10):1509-1524. doi:10.1002/sim.2047

31. Donohue MC, Jacqmin-Gaddda H, Le Goff M, et al. Estimating long-term multivariate progression from short-term data. *Alzheimers Dement.* 2014;10(5):S400-S410. doi:10.1016/j.jalz.2013.10.003

32. Kuhnel L, Berger AK, Markussen B, Raket LL. Simultaneous modeling of Alzheimer’s disease progression via multiple cognitive scales. *Stat Med.* 2021;40(14):3251-3266. doi:10.1002/sim.8932
33. Li D, Iddi S, Thompson WK, Donohue MC, Neuroimaging AD. Bayesian latent time joint mixed effect models for multicohort longitudinal data. *Stat Methods Med Res*. 2019;28(3):835-845. doi:10.1177/0962280217737566

34. Raket LL. Statistical disease progression modeling in Alzheimer disease. *Front Big Data*. 2020;12:3. doi:10.3389/fdata.2020.00024

35. Proust-Lima C, Philipps V, Dartigues JF. A joint model for multiple dynamic processes and clinical endpoints: application to Alzheimer’s disease. *Stat Med*. 2019;38(23):4702-4717. doi:10.1002/sim.8328

**SUPPORTING INFORMATION**

Additional supporting information can be found online in the Supporting Information section at the end of this article.

---

**How to cite this article:** Raket LL. Progression models for repeated measures: Estimating novel treatment effects in progressive diseases. *Statistics in Medicine*. 2022;41(28):5537-5557. doi: 10.1002/sim.9581