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1 Introduction

Embeddings of knowledge graph graphs have received significant attention due to their excellent performance for tasks like link prediction and entity resolution. In this short paper, we are providing a comparison of two state-of-the-art knowledge graph embeddings for which their equivalence has recently been established, i.e., Complex and Holographic Embeddings [Nickel, Rosasco, and Poggio 2016; Trouillon et al. 2016; Hayashi and Shimbo 2017].

First, we briefly review both models and discuss their equivalence. We then analyze the discrepancy of results reported in the original articles, and show experimentally that they are likely due to the use of different loss functions. In further experiments, we evaluate the ability of both models to embed symmetric and antisymmetric patterns. Finally, we discuss advantages and disadvantages of both models and under which conditions one would be preferable to the other.

2 Equivalence of Complex and Holographic Embeddings

In this section, we will briefly review Holographic and Complex embeddings and discuss the equivalence of their scoring functions.

Let \( G = (E, R, T) \) be a knowledge graph, which consists of entities \( E \), relation types \( R \) and observed triples \( T \subseteq R \times E \times E \). Furthermore, let \( D \) be a training set, which associates with each possible triple in \( G \) its truth values \( y \in \{\pm 1\} \). That is, for a possible triple \((p, s, o)\) with \( s, o \in E \) and \( p \in R \) it holds that

\[
y_{pso} = \begin{cases} 
+1, & \text{if } (p, s, o) \in T \\
-1, & \text{otherwise}.
\end{cases}
\]

For knowledge graphs with a large number of possible triples we employ negative sampling as proposed by Bordes et al. [2013]. The objective of knowledge graph completion is then to learn a scoring function \( \phi_{pso} : R \times E \times E \rightarrow \mathbb{R} \) for any \( s, o \in E \) and \( p \in R \) which predicts the truth value of possible triples. We will write \( N_e = |E| \) and \( N_r = |R| \).

For notational convenience, we define the trilinear product of three complex vectors as:

\[
\langle a, b, c \rangle = \sum_{j=1}^{K} a_j b_j c_j = a^\top (b \odot c)
\]

where \( a, b, c \in \mathbb{C}^K \), and \( \odot \) denotes the Hadamard product, i.e. the element-wise product between two vectors of same length.

In the following, we will consider the discrete Fourier transform (DFT) of purely real vectors only:

\[
\mathcal{F}(x)_j = \sum_{k=0}^{K-1} x_k e^{-2\pi j k / K} \tag{1}
\]

where \( \mathcal{F}(x)_j \in \mathbb{C} \) is the \( j \)th value in the resulting complex vector \( \mathcal{F}(x) \in \mathbb{C}^K \). Note that the components in Equation (1) are indexed from 0 to \( K - 1 \).

Holographic Embeddings

The holographic embeddings model (HoLE) [Nickel, Rosasco, and Poggio 2016] represents relations and entities with real-valued embeddings \( E \in \mathbb{R}^{N_e \times K} \), \( R \in \mathbb{R}^{N_r \times K} \), and scores a triple \((p, s, o)\) with the dot product between the embedding of the relation \( p \) and the circular correlation \( \star : \mathbb{R}^K \times \mathbb{R}^K \rightarrow \mathbb{R}^K \) of the embeddings of entities \( s \) and \( o \):

\[
\phi_{pso}^h = r_p^\top (e_s \star e_o). \tag{2}
\]
The circular correlation can be written with the discrete Fourier transform (DFT),

\[ e_x \ast e_o = \mathcal{F}^{-1}(\mathcal{F}(e_x) \circ \mathcal{F}(e_o)) \quad (3) \]

where \( \mathcal{F}^{-1} : \mathbb{C}^K \rightarrow \mathbb{C}^K \) is the inverse DFT. In this case, the embedding vectors are real \( e_x, e_o, r_p \in \mathbb{R}^K \) and so is the result of the inverse DFT, since the circular correlation of real-valued vectors results in a real-valued vector.

**Complex Embeddings**

The complex embeddings model (COMPLEX) [Trouillon et al., 2016, 2017] represents relations and entities with complex-valued embeddings \( E \in \mathbb{C}^{N_e \times K}, R \in \mathbb{C}^{N_e \times K} \), and scores a triple \((p, s, o)\) with the real part of the trilinear product of the corresponding embeddings:

\[ \phi^c_{ps,o} = \text{Re} \left((r_p, e_s, \overline{e}_o)\right) \quad (4) \]

where \( e_s, e_o, r_p \in \mathbb{C}^K \) are complex vectors, and \( \overline{e}_o \) is the complex conjugate of the vector \( e_o \).

**Equivalence**

The equivalence of HOLE and COMPLEX has recently been shown by Hayashi and Shimbo [2017]. In the following, we briefly discuss this equivalence of both models and how it can be derived. For completeness, a full proof similar to that of Hayashi and Shimbo [2017] is included in Appendix A.

First, to derive the connection between HOLE and COMPLEX, consider Parseval’s Theorem:

**Theorem 1.** Suppose \( x, y \in \mathbb{R}^K \) are real vectors. Then \( x^\top y = \frac{1}{K} \mathcal{F}(x) \mathcal{F}^\top(y) \).

Using Theorem 1 as well as Equations (2) and (3), we can then rewrite the scoring function of HOLE as:

\[ \phi^h(p, s, o) = r_p^\top (e_s \ast e_o) \]

\[ = \frac{1}{K} \mathcal{F}(r_p)^\top \mathcal{F}^{-1}(\mathcal{F}(e_s) \circ \mathcal{F}(e_o))) \]

\[ = \frac{1}{K} \mathcal{F}(r_p)^\top \mathcal{F}^{-1}(\mathcal{F}(e_s) \circ \mathcal{F}(e_o))) \]

\[ = \frac{1}{K} \mathcal{F}(r_p)^\top (\mathcal{F}(e_s) \circ \mathcal{F}(e_o)) \]

\[ = \frac{1}{K} \left( \mathcal{F}(r_p), \mathcal{F}(e_s), \mathcal{F}(e_o) \right) \quad (6) \]

Hence, for HOLE we could directly learn complex embeddings \( \tilde{e}_i \equiv \mathcal{F}(e_i), \tilde{r}_j \equiv \mathcal{F}(r_j) \in \mathbb{C}^d \) instead of learning embeddings \( e_i, r_j \in \mathbb{R}^d \) and mapping them into the frequency domain and back. However, to ensure that the trilinear product of these complex embeddings is a real number, we would either need to enforce the same symmetry constraints on \( F(e_i) \) and \( F(r_j) \) that arise from the DFTs or—alternatively—take only the real-valued part of the trilinear product. We show in Appendix A that these are two ways of performing the same operation, hence showing that the scoring functions of COMPLEX and HOLE are equivalent—up to a constant factor.

Furthermore, both models have equal memory complexity, as the equivalent complex vectors are twice as small (see proof in Appendix A) but require twice as much memory as real-valued ones of same size—for a given floating-point precision. However, the complex formulation of the scoring function reduces the time complexity from \( O(K \log(K)) \) (quasilinear) to \( O(K) \) (linear).

**3 Loss Functions & Predictive Abilities**

The experimental results of HOLE and COMPLEX as reported by Nickel, Rosasco, and Poggio [2016] and Trouillon et al. [2016] agreed on the WN18 data set, but diverged significantly on FB15K [Bordes et al., 2014]—although both scoring function are equivalent. Since the main difference in the experimental settings was the use of different loss functions—i.e., margin loss versus logistic loss—we analyze in this section whether the discrepancy of results can be attributed to this fact. For this purpose, we implemented both loss functions for the complex representation \( \phi^c \) within the same framework, and compared the results on the WN18 and FB15K data sets.

First, note that in both data sets, only positive training triples are provided. Negative examples are generated by corrupting the subject or object entity of each positive triple, as described in Bordes et al. [2013]. In the original HOLE publication [Nickel, Rosasco, and Poggio 2016], a pairwise margin loss is optimized over each positive and its corrupted negative \((p, s', o')\):

\[ \mathcal{L}(\mathcal{D}; \Theta) = \sum_{(p, s, o, y) \in \mathcal{D}} \left[ \gamma + \sigma(\phi^h_{ps,o}) - \sigma(\phi^h_{ps,o'}) \right] \quad (7) \]

where \( \gamma \) is the margin hyperparameter, and \( \sigma \) the standard logistic function. The entity embeddings are also constrained to unit norm : \( \|e_i\|_2 \leq 1 \), for all \( i \in \mathcal{E} \).

Whereas in Trouillon et al. [2016], the generated negatives are merged into the training set \( \mathcal{D} \) at each
The results in Section 3 suggest that the choice of scoring function, i.e., COMPLEX or HOLE, does not affect the predictive abilities of the model. An additional important question is whether one of the models—in practice—is better suited for modeling certain types of relations. In particular, for symmetric relations, HOLE needs to learn embeddings for which the imaginary part after the DFT is close to zero. COMPLEX, on the other hand, can learn such representations easily as it operates directly in the complex domain. The question whether this difference in models translates to differences in practice affects the learning of both symmetric and antisymmetric relations. Relations $p \in \mathcal{R}$ are symmetric when triples have the same truth value by permutation of the subject and object entities: $y_{pos} = y_{pos}$ for all $s, o \in E$, whereas facts of antisymmetric relations $p$ have inverse truth values: $y_{pos} = -y_{pos}$. To evaluate this question experimentally, we reproduced the joint learning of synthetic symmetric and antisymmetric relations described in Trouillon et al. [2016] on both scoring functions. We used the log-likelihood loss as all negatives are observed.

We generated randomly a $50 \times 50$ symmetric matrix, and a $50 \times 50$ antisymmetric matrix. Jointly, they represent a $2 \times 50 \times 50$ tensor. To ensure that all test values are predictable, the upper triangular parts of the matrices are always kept in the training set, and the diagonals are unobserved. We conducted 5-fold cross-validation on the lower-triangular matrices, using the upper-triangular parts plus 3 folds for training, one fold for validation and one fold for testing. The regularization parameter $\lambda$ is validated among the same values as in the previous experiment.

Figure 1 shows the best cross-validated average precision (area under the precision-recall curve) for the two scoring functions for ranks ranging up to 50. Both models manage to perfectly model symmetry and antisymmetry. As the ComplEx model has twice many parameters for a given rank, it reaches a perfect average precision with a twice smaller rank. This confirms that the representation of the scoring function does not affect the learning abilities of the models in practice.

## 5 Discussion

We have demonstrated that the scoring functions of the HOLE and COMPLEX models are directly proportional. This hence extends the existence property of the COMPLEX model over all knowledge graphs Trouillon et al. [2017] to the HOLE model. We also showed experimentally that the difference between the reported results of the two models was due to the use of different loss functions, and specifically that the log-likelihood loss can produce a large improvement of predictive performances over the more often used margin loss. We have also shown that Complex and Holographic embeddings can be trained equally well on symmetric and antisymmetric patterns. All these things being equal, an interesting question is then in which settings one of the two models is preferable. Complex embeddings have an advantage in terms of time complexity as they scale linearly with the embedding dimension, whereas Holographic embeddings
scale quasilinearly. An advantage of Holographic embeddings however is that the embeddings remain strictly in the real domain, which makes it easier for them to be used in other real-valued machine learning models. In contrast, Complex embeddings can not easily be transformed to real-valued vectors and used without loss of information—i.e. the specific way the real and imaginary parts interact in algebraic operations. Complex-valued models in which Complex embeddings can be directly input are emerging in machine learning [Trabelsi et al., 2017; Danihelka et al., 2016], but this path is yet to be explored for other relational learning problems. Hence, if the task of interest is link prediction, Complex embeddings offer an improved runtime complexity in the order of $O(\log K)$. If the embeddings should be used in further machine learning models, e.g. for entity classification, Holographic embeddings provide better compatibility with existing real-valued methods.

Furthermore, while the choice of the loss is of little consequence on the WN18 dataset, our experiments showed that the log-likelihood loss performed significantly better on FB15K. While much research attention has been given to scoring functions in link prediction, little has been said about the losses, and the max-margin loss has been used in most of the existing work [Bordes et al., 2013; Yang et al., 2015; Riedel et al., 2013]. An interesting direction of future work is therefore a more detailed study of loss functions for knowledge graph embeddings—especially in light of the highly skewed label distribution and the open-world assumption which are characteristic for knowledge graphs but unusual for standard machine learning settings.
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## A Proof of Equivalence

In this section, we provide the full proof for the equivalence of both models. Note that a similar proof has recently been derived by Hayashi and Shimbo [2017].

We start from Equation (5) and show that there always exists corresponding real-valued holographic embeddings and complex embeddings such that the scoring functions of $\text{HOLE}$ and $\text{COMPLEX}$ are directly proportional, i.e. they are mathematically equal up to a constant multiplier $a \in \mathbb{R}$: $\phi^{\text{h}}_{\text{pso}} = a\phi^{\text{c}}_{\text{pso}}$. The key idea is in showing that the symmetry structure of vectors resulting from Fourier transform of real-valued vectors is actually equal to
keeping the real part of the trilinear product of their first half.

First, we derive a property of the DFT on real vectors \( x \), showing that the resulting complex vector \( \mathcal{F}(x) \) has a partially symmetric structure, for \( j \in \{1, \ldots, K-1\} \):

\[
\mathcal{F}(x)(K-j) = \sum_{k=0}^{K-1} x_k e^{-2\pi i (K-j) \frac{k}{K}} = \sum_{k=0}^{K-1} x_k e^{-2\pi i k \frac{K}{K}} e^{2\pi i j \frac{K}{K}}
\]

and given that \( k \) is an integer, \( e^{-2\pi i k} = 1 \),

\[
= \sum_{k=0}^{K-1} x_k e^{2\pi i j \frac{K}{K}} = \mathcal{F}(x)_j .
\]

Two special cases arise, the first one is \( \mathcal{F}(x)_0 \), which is not concerned by the above symmetry property:

\[
\mathcal{F}(x)_0 = \sum_{k=0}^{K-1} x_k e^{-2\pi i 0 \frac{k}{K}} = \sum_{k=0}^{K-1} x_k =: s(x) \in \mathbb{R} .
\]

And the second one is \( \mathcal{F}(x)_\frac{K}{2} \) when \( K \) is even:

\[
\mathcal{F}(x)(K-\frac{K}{2}) = \frac{\mathcal{F}(x)}{2} = \mathcal{F}(x)_{\frac{K}{2}}
\]

\[
= \sum_{k=0}^{K-1} x_k e^{-2\pi i \frac{k}{K}} = \sum_{k=0}^{K-1} x_k e^{-i\pi k}
\]

\[
= \sum_{k=0}^{K-1} x_{2k} - x_{2k+1} =: t(x) \in \mathbb{R} .
\]

From Equations (9) to (11), we write the general form of the Fourier transform \( \mathcal{F}(x) \in \mathbb{C}^K \) of a real vector \( x \in \mathbb{R}^K \):

\[
\mathcal{F}(x) = \begin{cases} 
[s(x) \ x' t(x) \ x'], & \text{if } K \text{ is even,} \\
[s(x) \ x' \ x'], & \text{if } K \text{ is odd.} 
\end{cases}
\]

where \( x', x_\frac{K}{2} \in \mathbb{C}[\frac{K}{2}]-1 \), with \( x' = [\mathcal{F}(x)_1, \ldots, \mathcal{F}(x)_{\frac{K}{2}}] \), and \( x_\frac{K}{2} \) is \( x' \) in reversed order: \( x_\frac{K}{2} = [\mathcal{F}(x)_{\frac{K}{2}}, \ldots, \mathcal{F}(x)_1] \).

We can then derive Equation (6) for \( r_p, e_s, e_o \in \mathbb{R}^K \), first with \( K \) being odd:

\[
\phi_{psos}^h = \frac{1}{K} \left( \mathcal{F}(r_p), \mathcal{F}(e_s), \mathcal{F}(e_o) \right)
\]

\[
= \frac{1}{K} \left( [s(r_p) \ r_p^* p_{psos}], [s(e_s) \ e_s^* \ p_{psos}], [s(e_o) \ e_o^* \ p_{psos}] \right)
\]

\[
= \frac{1}{K} \left( \left[ s(r_p) r_p^* \right] s(e_s) e_s^* \ v_s^* \ e_o^* \ v_o^* \
\right)
\]

\[
= \frac{1}{K} \left( \left[ s(r_p) \right] s(e_s) e_s^* + \left[ r_p^* e_s^* \right] e_o^* \ v_o^* \
\right)
\]

\[
= \frac{1}{K} \left( \left[ s(r_p) \right] s(e_s) e_s^* + \left[ r_p^* e_s^* \right] e_o^* \ v_o^* \
\right)
\]

\[
= \frac{2}{K} \left( \left[ \sqrt{\frac{1}{3}} s(r_p) \right] r_p^* \left[ \sqrt{\frac{1}{3}} s(e_s) \ e_s^* \ v_o^* \right] \right)
\]

\[
= \frac{2}{K} \phi^c_{psos}
\]

where \( r_{p''}, e_{s''}, e_{o''} \in \mathbb{C}[\frac{K}{2}] \). The derivation is similar when \( K \) is even, with double prime vectors being \( x'' = \left[ \sqrt{\frac{1}{3}} s(x) \ v(t) \ x' \right] \in \mathbb{C}[\frac{K}{2}+1] \).

As mentioned in Section 2, the complex vectors \( r_{p''}, e_{s''}, e_{o''} \in \mathbb{C}[\frac{K}{2}] \) equivalent to the real vectors \( r_p, e_s, e_o \in \mathbb{R}^K \) are twice smaller, but take twice as much memory as real-valued ones of same size at a given floating-point precision. Both models hence have the exact same memory complexity.
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