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Quantile Estimation Based on the Principles of the Search on the Line
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Abstract. The goal of our research is to estimate the quantiles of a distribution from a large set of samples that arrive sequentially. We propose a novel quantile estimator that requires a finite memory and is simple to implement. Furthermore, the estimator falls under the family of incremental estimators, i.e., it utilizes the previously-computed estimates and only resorts to the last sample for updating these estimates. The estimator estimates the quantile on a set of discrete values. Choosing a low resolution results in fast convergence and low precision of the current estimate after convergence, while a high resolution results in slower convergence, but higher precision. The convergence results are based on the theory of Stochastic Point Location (SPL). The reader should note that the aim of the paper is to demonstrate its salient properties as a novel quantile estimator that uses only finite memory.
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1 Introduction

An incremental estimator, by definition, resorts to the last observation(s) in order to update its estimate. This is especially true of quantile estimators because they work with the samples as they come from a stochastic distribution. The research on developing incremental quantile estimators is sparse. Probably, one of the outstanding early and unique examples of incremental quantile estimators is due to Tierney, proposed in 1983 [20], and which resorted to the theory of stochastic approximation. Applications of Tierney’s algorithm to network monitoring can be found in [4]. A very limited number of studies have devised incremental quantile estimators including the Frugal estimator due to Ma et al. [10], the higher fidelity Frugal due to Yazidi et al. [26] and the DUMIQE estimator due to Yazidi and Hammer [25].

In order to appreciate the qualities of our estimator, we will present the estimator scheme proposed by Tierney [20]. Let \( X \) be a random variable. Let \( x(n) \) be a concrete realization of \( X \) at time ‘\( n \)’. \( x(n) \) is drawn from the distribution of \( X \), \( f_X(x) \). The intention of the exercise is to estimate the \( q \)-th quantile, the number \( Q_q \) such that \( F_X(Q_q) = q \). Tierney [20] achieved this by maintaining a
running estimate $\hat{Q}_q(n)$ at time $n$.

$$\hat{Q}_q(n + 1) = \hat{Q}_q(n) + \frac{d_n}{n + 1}(q - I(x(n) \leq \hat{Q}_q(n)))$$  \hspace{1cm} (1)$$

where $d_n = \min\left(\frac{1}{f_n(Q_q)}, d_0n^a\right)$. Here $0 < a < 1/2$, $d_0 > 0$, and $f_n(Q_q)$ is an estimator of $f(Q_q)$ defined in [20]. The reason for invoking the $\min$ operation in the above expression of $d(n)$ is the fact that the estimated density must be bounded to prevent the correction factor from "exploding". In other words, $f_n$ is current estimate of the density of $X$ at the $q$-th quantile. This is usually done based on maintaining a histogram structure. However, requiring the incremental constructions of local approximations of the distribution function in the neighborhood of the quantiles increases the complexity of the algorithm. Our goal is to present an algorithm that does not involve any local approximations of the distribution function. Recently, a generalization of the Tierney's [20] algorithm was proposed by [5] where the authors proposed a batch update of the quantile, where the quantile is updated every $M \geq 1$ observations.

A body of research has been focused on quantile estimation from data streams without making any specific assumption on the distribution of the data samples. We shall first review some the related work on estimating quantiles from data streams. However, as we will explain later, these related works require some memory restrictions which renders our work to be radically distinct from them. In fact, our approach requires storing only one sample value in order to update the estimate. The most representative work for this type of "streaming" quantile estimator is due to the seminal work of Munro and Paterson [11]. In [11], Munro and Paterson described a $p$-pass algorithm for selection using $O(n^{1/(2p)})$ space for any $p \geq 2$. Cormode and Muthukrishnan [6] proposed a more space-efficient data structure, called the Count-Min sketch, which is inspired by Bloom filters, where one estimates the quantiles of a stream as the quantiles of a random sample of the input. The key idea is to maintain a random sample of an appropriate size to estimate the quantile, where the premise is to select a subset of elements whose quantile approximates the true quantile. From this perspective, the latter body of research requires a certain amount of memory that increases as the required accuracy of the estimator increases [21]. Examples of these works are [2, 7, 11, 21].

In [5], the authors proposed a modification of the stochastic approximation algorithm [20] in order to allow an update similar to the well-known Exponentially Weighted Moving Averages form for updates. This modification is particularly helpful in the case of non-stationary environments in order to cope with non-stationary data. Thus, the quantile estimate is a weighted combination of the new data that has arrived and the previously-computed estimate. Indeed, a "weighted" update scheme is applied to incrementally build local approximations of the distribution function in the neighborhood of the quantiles. In the experiments results that we report, we consider the cases when data are generated randomly from stationary and non-stationary distributions.
This paper introduces a novel discretized quantile estimator. While we have earlier solved the binomial estimation problem using discretized estimators [23], this is the first solution to the quantile estimation.

We submit that the entire phenomenon of utilizing the concepts of discretization in quantile estimation is unexplored, and it is precisely here that we have our primary contributions.

1.1 Legacy SPL Solutions

To place our work in the right perspective, we briefly review the state of the art of the SPL problem, whose formulation and solution is central to our approach. The SPL problem, in its most elementary formulation, assumes that there is a Learning Mechanism (LM) whose task is to determine the optimal value of some variable (or parameter), \( x \). We assume that there is an optimal choice for \( x \) – an unknown value, say \( x^* \in [0, 1) \). The SPL involves inferring the value \( x^* \). Although the mechanism does not know the value of \( x^* \), it was assumed that it has responses from an intelligent “Environment” (synonymously, referred to as the “Oracle”), \( \Xi \), that is capable of informing it whether any value of \( x \) is too small or too big. To render the problem both meaningful and distinct from its deterministic version, we would like to emphasize that the response from this Environment is assumed “faulty.” Thus, \( \Xi \) may tell us to increase \( x \) when it should be decreased, and vice versa. However, to render the problem tangible, in [14] the probability of receiving an intelligent response was assumed to be \( p > 0.5 \), in which case \( \Xi \) was said to be Informative. Note that the quantity “\( p \)” reflects on the “effectiveness” of the Environment. Thus, whenever the current \( x < x^* \), the Environment correctly suggests that we increase \( x \) with probability \( p \). It simultaneously could have incorrectly recommended that we decrease \( x \) with probability \( (1 - p) \). The converse is true for \( x \geq x^* \).

We can summarize the existing SPL-related literature as follows:

- Oommen [14] pioneered the study of the SPL when he proposed and analyzed an algorithm that operates on a discretized search space while interacting with an informative Environment (i.e., \( p > 0.5 \)). The search space was first sliced into \( N \) sub-intervals at the positions \( \{0, \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N}, 1\} \), where a larger value of \( N \) ultimately implied a more accurate convergence to \( x^* \). The algorithm then did a controlled random walk on this space by “obediently” following the Environment’s advice in the discretized space. In spite of the Oracle’s erroneous feedback, this discretized solution was proven to be \( \epsilon \)-optimal.

- An novel alternate parallel strategy that combined LA and pruning was used in [17] to solve the SPL. By utilizing the response from the environment, the authors of [17] partitioned the interval of search into three disjoint subintervals, eliminating at least one of the subintervals from fur-

\[ \text{Some of the existing results about discretized automata are found in [1, 9, 12, 13, 15, 16, 19]. Indeed, the fastest reported LAs are the discretized pursuit, and discretized maximum likelihood and Bayesian estimator algorithms [1, 12, 16].} \]
ther search, and by recursively searching the remaining interval(s) until the search interval was at least as small as the required resolution.

- In a subsequent work [18], Oommen et al. introduced the Continuous Point Location with Adaptive d-ARY Search (CPL-AdS) which was a generalization of the work in [17]. In CPL-AdS, the given search interval was subdivided into $d$ partitions representing $d$ disjoint subintervals, where $d > 3$. In each interval, initially, the midpoint of the given interval was considered to be the estimate of the unknown $x^*$. Each of the $d$ partitions of the interval was independently explored using an $\epsilon$-optimal two-action LA, where the two actions were those of selecting a point from the left or right half of the partition under consideration. Thereafter, the scheme proposed in [18] eliminated at least one of the subintervals from being searched further, and recursively searched the remaining pruned contiguous interval until the search interval was at least as small as the required resolution of estimation. Again, this elimination process essentially utilized the $\epsilon$-optimality property of the underlying LA and the monotonicity of the intervals to guarantee the convergence. By virtue of this property, at each epoch consisting of a certain number, $N_{\infty}$, of iterations, the algorithm could “$(1 - \epsilon)$-confidently” discard regions of the search space.

- The authors of [8] proposed a rather straightforward modification of the latter CPL-AdS so as to also track changes in $x^*$. Indeed, to achieve the latter, the authors of [8] proposed to perform an additional parallel d-ARY search at each epoch on the original search interval. The limitation of this work is that the strategy proposed in [8] can only track $x^*$ under certain conditions relative to the frequency of change in $x^*$ and the length of an epoch. However, more importantly, the interesting facet of the solution presented in [18] is that it converges with an arbitrarily high accuracy even if the Oracle is a stochastic compulsive liar who is attempting to stochastically deceive the LM.

- Recently Yazidi et al. [22] proposed a hierarchical searching scheme for solving the SPL problem. The solution involves partitioning the line in a hierarchical tree-like manner, and of moving to relatively distant points, as characterized by those along the path of the tree. With regard to its advantages, this solution is an order of magnitude faster than the classical SPL solution [14]. The marginal drawback, however, is that it works under the premise that $p$ is a constant whose value is larger than the golden ratio conjugate.

2 Discretized Estimator

Let $Q_i = a + i \frac{(b-a)}{N}$ and suppose that we are estimating the quantile in interval $[a, b]$, where $a > 0$. Note $Q_0 = a$ and $Q_N = b$. There is an implicit assumption that the true quantile lies in $[a, b]$. However, this is not a limitation of our

\[2\] The logic behind this is explained in the next item, when the authors generalized this scenario for the case when the number of partitions was $d > 3$. \]
scheme, the proof is valid for any bounded and probably non bounded function.

We suppose that the estimate at each time instant $\hat{Q}(n)$ takes values from the $N + 1$ values $Q_i = a + i \cdot \frac{(b-a)}{N}$, where $0 \leq i \leq N$.

According to whether $q$ is larger or smaller than $1/2$, we will have two different estimation schemes.

- **Case 1:** $q < \frac{1}{2}$
  
  If $\hat{Q}(n) \leq x(n)$ and $\text{rand}() \leq \frac{1}{2(1-q)}$
  
  $$\hat{Q}(n+1) \leftarrow \text{Min}(\hat{Q}(n) + 1/N, b)$$
  
  Else

  $$\hat{Q}(n+1) \leftarrow \text{Max}(\hat{Q}(n) - 1/N, a)$$

- **Case 2:** $q > \frac{1}{2}$
  
  If $\hat{Q}(n) > x(n)$ and $\text{rand}() \leq \frac{1}{2q}$
  
  $$\hat{Q}(n+1) \leftarrow \text{Max}(\hat{Q}(n) - 1/N, a)$$

  Else

  $$\hat{Q}(n+1) \leftarrow \text{Min}(\hat{Q}(n) + 1/N, b)$$

where $\text{Max}(., .)$ and $\text{Min}(., .)$ denote the max and min operator of two real numbers while $\text{rand}()$ is a random number generated in $[0, 1]$.

**Theorem 1.** We would like to estimate the $q$-th quantile to be estimated, i.e, $Q^* = F_X^{-1}(q)$. Applying the updating rules (2), (3), (4) and (5), we obtain: $\lim_{n \to \infty} \lim_{N \to \infty} E(\hat{Q}(n)) = Q^*$.

The proof of the theorem is quite involved and has been omitted here for the sake of space limitation. The full proof can be found in [24].

**Remarks:** A few remarks regarding our method for updating the estimates are not out of place. Indeed:

- First of all, it is pertinent to mention that although the rationale for updating is similar to that of the SSL algorithm [14], there are some fundamental differences. Unlike the latter, which explicitly assumes the existence of an "Oracle", in this case, our scheme simulates such an entity.

- Secondly, at this juncture, we emphasize that unlike the work of [14], the probability that the Oracle suggests the move in the correct direction, is not constant over the states of the estimator’s state space. This is quite a significant difference, which basically reduces our model to a Markov Chain with state-dependent transition probabilities.
3 Experimental results

We compare our estimator to the EWSA (Exponential weighted Stochastic Approximation) due to Chen et al. [5], which is a direct extension of the Stochastic Approximation based quantile estimator proposed by Tierney [20]. Note that both, our estimator and the EWSA are incremental estimators.

In this section, we compare both estimators for different distributions, under different resolution parameter and in stationary environments. The results are conclusive and demonstrate that the convergence of the algorithms conform to the theoretical results. We use different distributions namely:

- Uniform in \([0,1]\)
- Normal \(N(0,1)\)
- Exponential distribution with mean 1 and variance 1
- Chi-square distribution with mean 1 and variance 2.

In all the experiments, we chose \(a\) to be \(-4\) and \(b\) is fixed to 4. Note that whenever the resolution is \(N\), the estimate is moving with either additive or subtractive step size equal to \(\frac{b-a}{N}\). A larger value of the resolution parameter \(N\) implies a small step size, while a low value of the resolution parameter \(N\) results in a smaller step size.

Initially, at time 0, the estimates for the Discretized Quantile Estimator (DQE) are set to \(Q_{N/2}\), while for the EWSA the initial value of the estimate is \((a+b)/2\).

The reader should note that the aim of the paper is to demonstrate its salient properties as a novel quantile estimator that uses only finite memory.

3.1 Comparison in Stationary Environments for Different Distributions

In this set of experiments, we examine a stationary environment. We used different resolutions namely \(N = 30\), \(N = 100\) and \(N = 1000\) and as previously mentioned \([a,b] = [-4,4]\). Given that the step size is obtained by the formula \(\frac{b-a}{N}\), please note that the resulting step sizes of the resolutions \(N = 30\), \(N = 100\) and \(N = 1000\) are \(8/30\), \(8/100\) and \(8/1000\), respectively.

While for the EWSA, we use three different typical values, namely \(\lambda = 0.01\), \(\lambda = 0.05\), \(\lambda = 0.1\), which illustrates the overall properties of this estimator. In fact, a low value of \(\lambda\) permits slow updates of the estimates and is convenient for a stationary environment, while a high value of \(\lambda\) for dynamic environment as it allows faster updates of the estimates.

Figure 1 depicts the case of estimating the 80% quantile for the four different distributions: uniform, normal, exponential and Chi-square. We report the estimation error from an ensemble of 1000 experiments. We observe that our DQE approaches the true value for all the four distributions asymptotically over time. We observe that given a low resolution \((N = 30)\), the error drops very fast but stabilizes on a value between 0.05 and 0.15. Using a higher resolution, the error drops slower, but asymptotically the error becomes much smaller compared to the low resolution alternative. A very intriguing characteristic of
our estimator is that by choosing a sufficiently high resolution, we are able to estimate the quantile as precise as we want. This is not possible for traditional offline quantile estimators without using an infinite amount of memory. Comparing the results of EWSA and DQE, it seems that the performance of the EWSA is highly dependent on $\lambda$ which can be hard to choose. E.g. for the normal distribution EWSA ends up with high errors for all the three values chosen for $\lambda$.

In comparison the convergence properties of the DQE is far more consistent.

A very intriguing characteristic of our estimator, as the resolution increases, the estimation error diminishes (asymptotically). In fact, the limited memory of the estimator does not permit to achieve zero error, i.e, 100% accuracy. As noted in the theoretical results, the convergence will be centred around the smallest interval $[Q_z, Q_{z+1}]$ containing the true quantile. Loosely speaking, a higher resolution increases the accuracy while a low resolution decreases the accuracy.

Figures 2, 3 and 4 depict the cases of estimating the 70%, 90%, 95% quantiles respectively for the same four different distributions. In the comparison of the results for the different values of $N$ and for different values of $\lambda$ for the EWSA scheme, the conclusions are as for the 80% quantile case described above.

4 Conclusion

In this paper, we have designed a novel incremental discretized quantile estimator based on the theory of stochastic search on the line. We emphasize that the estimator can be easily implemented and that it is much simpler than the state of the art incremental estimator proposed by Tierney [20] as it does not require estimation of the density at the quantile. We have also extended our estimator in order to handle data arriving in a batch mode.

There are different extensions that can be envisaged for future work:

- We worked in finite Markov chain domain, and suppose that the true quantile lies in the interval $[a, b]$. As a future work, we plan to extend the proof to infinite state Markov chain.
- The existing algorithm for quantile estimation is designed for data elements that are added one by one. A possible extension is to generalize our algorithm to handle not only data insertions, but also dynamic data operations such as deletions and updates such as in [3].
- An interesting research direction is to simultaneously estimate more than a single quantile value. To achieve this, our present scheme will have to be modified so as to guarantee the monotonicity property of the quantiles, i.e, maintaining multiple quantile estimates while simultaneously ensuring that the estimates do not violate the monotonicity property.
Fig. 1. This figure depicts the variation of the estimation error with time $n$ for the quantile of 80% for the DQE ($N = 30$, $N = 100$ and $N = 1000$) and for the EWSA ($\lambda = 0.01$, $\lambda = 0.05$ and $\lambda = 0.1$) for (a) uniform distribution, (b) normal distribution, (c) exponential distribution, (d) Chi-Square distribution.
Fig. 2. This figure depicts the variation of the estimation error with time $n$ for the quantile of 70% for the DQE ($N = 30$, $N = 100$ and $N = 1000$) and for the EWSA ($\lambda = 0.01$, $\lambda = 0.05$ and $\lambda = 0.1$) for (a) uniform distribution, (b) normal distribution, (c) exponential distribution, (d) Chi-Square distribution.
Fig. 3. This figure depicts the variation of the estimation error with time $n$ for the quantile of 90% for the DQE ($N = 30$, $N = 100$ and $N = 1000$) and for the EWSA ($\lambda = 0.01$, $\lambda = 0.05$ and $\lambda = 0.1$) for (a) uniform distribution, (b) normal distribution, (c) exponential distribution, (d) Chi–Square distribution.
Fig. 4. This figure depicts the variation of the estimation error with time $n$ for the quantile of 95% for the DQE ($N = 30$, $N = 100$ and $N = 1000$) and for the EWSA ($\lambda = 0.01$, $\lambda = 0.05$ and $\lambda = 0.1$) for (a) uniform distribution, (b) normal distribution, (c) exponential distribution, (d) Chi-Square distribution.
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