Classification of Tea Quality Levels Using Near-Infrared Spectroscopy Based on CLPSO-SVM
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Abstract: In this paper, we propose a method for classifying tea quality levels based on near-infrared spectroscopy. Firstly, the absorbance spectra of Huangshan Maofeng tea samples were obtained in a wavenumber range of 10,000–4000 cm⁻¹ using near-infrared spectroscopy. The spectral data were then converted to transmittance and smoothed using the Savitzky–Golay (SG) algorithm. The denoised transmittance spectra were dimensionally reduced using principal component analysis (PCA). The characteristic variables obtained using PCA were used as the input variables and the tea level was used as the output to establish a support vector machine (SVM) classification model. The penalty factor $c$ and the kernel function parameter $g$ in the SVM model were optimized using particle swarm optimization (PSO) and comprehensive-learning particle swarm optimization (CLPSO) algorithms. The final experimental results show that the CLPSO-SVM method had the best classification performance, and the classification accuracy reached 99.17%.
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1. Introduction

Tea level or tea grade is a comprehensive evaluation of tea quality and is related to many factors, such as the age of the tea leaves, the color of the produced tea, and the aroma and taste of the tea soup. In terms of composition, the tea level is mainly related to the various chemical substances it contains. For example, the content of cellulose and hemicellulose can determine the age and tenderness of the tea leaves, and the content and proportion of amino acids, tea polyphenols, and caffeine can determine the nutrition, and also the taste of the tea. However, many other factors affect the tea levels [1,2]. Because of the complexity and subtlety of tea level standards, the boundaries of tea levels are not clear, which gives profiteers the opportunity to cheat customers with low-level teas at high prices. Therefore, it is of great significance to find a reliable, fast, and simple method for identifying tea levels.

As a simple, rapid, and non-destructive detection method, near-infrared (NIR) spectroscopy has been successfully applied to the quality analysis of various agricultural products such as tobacco, coffee, and other crops, with good results [3–9]. For tea classification, NIR spectroscopy also has certain applications. In 2006, Zhao et al. used a support vector machine (SVM) and back-propagation artificial neural network (BP-ANN) methods to quickly identify black tea, green tea, and oolong tea, based on NIR
spectroscopy technology [10]. The results show that SVMs could quickly and effectively identify tea types. In 2018, Anindya et al. used NIR spectroscopy and principal component analysis (PCA) to quickly and non-destructively classify Indonesian black tea. The results show that this method can be used as a potential method to identify the tea grade [11]. In 2019, Li et al. used a specific spectral region for synergy interval partial least square (siPLS) modeling based on NIR spectroscopy technology, and obtained a 97% and 93% prediction accuracy rate of extra-flat tea in cross-validation and external verification, respectively [12]. Then, based on NIR spectroscopy, Firmani et al. combined partial least square discriminant analysis (PLS-DA) and SIMCA software to identify Darjeeling black tea [13]. In 2020, Li et al. used SVMs with particle swarm optimization (PSO) to identify fresh-leaf white tea of different maturity levels based on NIR spectroscopy technology, and achieved significant results [14].

Classification methods are commonly established using PLS-DA [15], extreme learning machines (ELMs) [16], support vector machines (SVMs) [17], decision trees [18], artificial neural networks [19], etc. SVMs have particularly low generalization error rates and are suitable for small data sets [20,21].

In order to improve the accuracy of SVM models, some scholars have combined intelligence optimization methods with the traditional SVM methods and have applied them in a wide range of fields [22–25]. Intelligent optimization algorithms mainly include the genetic algorithm (GA) [26], clonal algorithm (CA) [27], differential evolution (DE) algorithm [28], particle swarm optimization (PSO) algorithm [29], etc. Among them, PSO is widely used because of its fast convergence and easy implementation [30]. Although the convergence speed of PSO is fast, it has the problems of premature convergence, local optimization, and low efficiency of later iterations.

To overcome these problems, we applied a comprehensive-learning particle swarm optimization (CLPSO) algorithm to optimize the SVM model to classify six levels of Huangshan Maofeng tea [31,32]. The CLPSO algorithm can prevent particles from undergoing premature convergence and avoid them falling into a local optimum, offering the algorithm good robustness; thus, it has better optimizing effects and is promising for making the optimized SVM model obtain better classification results.

2. Materials and Methods

2.1. Tea Sample Preparation and Spectral Acquisition

The experimental Huangshan Maofeng tea samples were provided by Xie Yuda Tea Co., Ltd, Huangshan, China. They are produced and labeled to six different levels, strictly according to the national standard GB/T 19460-2008. In our experiments, six levels of tea (20 samples of each level) were weighed using a Shimadzu electronic balance AUY120, with each sample being 3 g ± 0.005 g.

The NIR spectroscopy analyzer used for the acquisition of the spectra was an Antaris II Fourier-transform near-infrared spectrometer from Thermo Fisher Scientific, Madison, WI, USA.

During the experiments, the laboratory temperature was kept at 20 °C and the humidity was constant. First, 150 mL of 100 °C boiling water was measured using a measuring cylinder and poured into an Erlenmeyer flask with one tea sample. The tea leaves were brewed in the boiling water for 5 min, and the tea residue was filtered out using filter paper. Part of the tea soup was then moved into a transparent cuboid quartz container using a pipette, as the scanning sample. Finally, the sample was scanned using the NIR spectrum analyzer in transmittance mode, with a scanning wavenumber range of 10,000–4000 cm⁻¹ and a resolution of 3.9 cm⁻¹. Each sample was scanned 3 times in this way, and its average spectrum was taken as the original spectrum of the sample [33], as shown in Figure 1.
2.2. Data Preprocessing

The original spectra of the tea sample in Figure 1 are absorbance spectra. From Figure 1, it can be seen that there exists strong absorbance in the wavenumber below 7500 cm\(^{-1}\), and there is no effective information there. Directly using such spectra to construct a classification model would make the model ill-conditioned and affect its performance. Therefore, we converted the absorbance spectra to transmittance ones, as shown in Figure 2.

Due to the inevitable measuring error, noise, and redundant information generated during the measurement of the NIR instrument, the Savitzky–Golay (SG) filtering method (with a frame length of 21) was used to smooth the spectral data and reduce the noise interference [34].

Since there were 1557 data points in each sample, principal component analysis (PCA) was performed on the data to reduce the dimensions [35]. The 1557 dimensions of the feature were mapped to the \( k \) dimensions \((k < n)\), which could effectively reduce the...
dimension and operation, maximize the difference in the retained data from the perspective of variance, and avoid over-fitting.

Figure 3 is the loading plot of the first 3 principal components (PCs). From Figure 3, it can be seen that for PC 1, which can explain 91.8% of the variance, the spectral contribution from wavenumbers below 7500 cm⁻¹ is very close to zero; for PC 2, whose variance explanation is 4.1%, the spectral contribution below 7250 cm⁻¹ is almost zero; and for PC 3, which can only explain 2.7% of the variance, the spectral contribution below 7250 cm⁻¹ is also close to zero, and the relatively large contribution only appears below 5000 cm⁻¹, where the transmittance spectra are also relatively large. The model, when established by such principal components, has a small proportion of the input with low transmittance, so the model, when established in this way, will possess high reliability.

![Figure 3. PC loadings of filtered transmittance spectral data.](image)

2.3. SVM Model

In this paper, we used SVMs to establish the tea level classification model. SVMs search for a hyperplane to segment samples according to the positive and negative classes [36]. In the sample space, the division of the hyperplane can be described using Equation (1):

\[
y(x) = \omega^T \phi(x) + b
\]  

(1)

In Equation (1), \( \omega \) is the normal vector of the hyperplane, \( x \) is the sample data, and \( b \) is the offset. Based on the principle of minimum structural risk, the SVM avoids learning problems and has a strong generalization ability. It converts the solving problem into a convex quadratic programming problem with linear constraints. The problem can be described using Equations (2)–(4):

\[
\min_{\omega} \frac{1}{2} \| \omega \|^2 + c \sum_{i=1}^{n} \xi_i
\]  

(2)

\[
\xi_i \geq 0 (i = 1, 2, \cdots n)
\]  

(3)

\[
K(x_i, x) = \exp \left( -\frac{\| x_i - x \|^2}{2\gamma^2} \right)
\]  

(4)

where \( \xi \) is the relaxation factor; \( K(x_i, x) \) is the kernel function of the SVM model; \( c \) is the penalty parameter, which determines the model’s tolerance for wrong samples; and \( g \) is
the kernel function parameter, which determines the form of the classification hyperplane. The purpose of the parameter selection of the SVM model is to adjust the values of \( c \) and \( g \) within certain ranges, to give the SVM model better classification accuracy.

In practical application, the problems to be solved are multi-classification ones, and an SVM is a two-category classification model, so the model of multi-SVMs is used as well to deal with the multi-classification problems. In this research, we constructed six SVMs during the training. The first SVM can discriminate Level 1 samples and other samples by assigning Level 1 samples positive scores and other samples negative scores. The second SVM can discriminate Level 2 samples and other samples, and Level 2 samples will obtain positive scores while other samples will obtain negative scores. Similar work is performed on the third-to-sixth SVMs. When a test sample is input to the six SVMs, we obtain six different scores, and the ultimate classification result of the sample is determined according to the largest score.

2.4. PSO Algorithm

Suitable values of \( c \) and \( g \) are helpful to improve the accuracy of an SVM classification model. The purpose of the particle swarm optimization (PSO) algorithm is to find these suitable values using the training samples. The PSO algorithm has the characteristics of fast convergence, good solution quality, and good robustness for multidimensional spatial functions or dynamic target problems [37]. In the PSO algorithm, the position of each particle contains a pair of SVM parameters, \( c \) and \( g \), and the purpose of the procedure for optimization is to find the most suitable position that maximizes the classification accuracy of the training samples. During the iteration process, the particles track the individual extremum (\( P_{id} \), the best position of a particle) and the global extremum (\( P_{gd} \), the best position of all particles) and then update the speed \( V_{id} \) and position \( X_{id} \) of the current particle according to Equations (5) and (6):

\[
V_{id}^{(k+1)} = V_{id}^{(k)} + c_1 r_1 (P_{id}^{(k)} - X_{id}^{(k)}) + c_2 r_2 (P_{gd}^{(k)} - X_{id}^{(k)})
\]

(5)

\[
X_{id}^{(k+1)} = X_{id}^{(k)} + V_{id}^{(k)}
\]

(6)

In Equations (5) and (6), \( i \in N \) (\( N \) represents the total number of particles), \( d \) represents the dimension, \( k \) and \( k + 1 \) represent the numbers of current and next iterations, and \( c_1 \) and \( c_2 \) are the acceleration factors.

All the particles in the PSO algorithm are the possible solution to \( c \) and \( g \), and the best particle when iteration ends will be used as the best \( c \) and \( g \) to establish the optimized SVM classification model, to obtain better accuracy.

2.5. CLPSO Algorithm

In the basic PSO, the convergence speed of the algorithm is fast, but the local search ability is not strong, which directly leads to low search accuracy and, often, local convergence. In order to solve the above problems, comprehensive-learning particle swarm optimization (CLPSO) is proposed [38–40]. In CLPSO, each particle in the population is able to obtain the best learning experience from different dimensions of other particles, rather than following the best individual alone. This is the essential difference between CLPSO and basic PSO. The iterative formula is as shown in Equations (7)–(9):

\[
V_{id}^{(k+1)} = \omega^{(k)} V_{id}^{(k)} + c_a r_d (p_{best}^{(k)} - X_{id}^{(k)})
\]

(7)

\[
X_{id}^{(k+1)} = X_{id}^{(k)} + V_{id}^{(k)}
\]

(8)

\[
f_i(d) = [f_i(1), f_i(2), \ldots, f_i(D)]
\]

(9)

In Equation (7), \( c_a \) represents the acceleration factor (\( c_a = 1.49445 \)). In Equation (9), \( f_i(d) \) means that particle \( i \) learns from the individual extremum \( p_{best} \) of a particle in the
which is determined by the learning probability $P_{c_i}$. $P_{c_i}$ is calculated using Equation (10):

$$P_{c_i} = a + \frac{b \left( e^{10(i-1)/(\text{pop} - 1)} - 1 \right)}{e^{10} - 1}$$  

(10)

where $\text{pop}$ is the population size ($\text{pop} = 40$), and $a$ and $b$ are two parameters for determining the maximum and minimum learning probabilities ($a = 0, b = 0.5$).

As can be seen from Equations (5) and (7), another difference between the two methods is that CLPSO introduces inertia weight ($\omega^{(k)}$), which reflects the ability of a particle to inherit the previous velocity of the particle. Studies show that a larger weight is more beneficial to the global search, while a smaller weight is more beneficial to the local search [40]. In order to better balance the global search and local search ability of the algorithm, a linear decreasing inertia weight is proposed, as shown in Equation (11):

$$\omega^{(k)} = \omega_{\text{max}} - \frac{(\omega_{\text{max}} - \omega_{\text{min}})(\text{maxFEX} - k)}{\text{maxFEX}}$$  

(11)

where $\text{maxFEX}$ represents the maximum number of iterations ($\text{maxFEX} = 40$), and $\omega_{\text{max}}$ and $\omega_{\text{min}}$ are the initial inertia weight and the ending inertia weight ($\omega_{\text{max}} = 0.9, \omega_{\text{min}} = 0.4$). With the increase in iterations, the inertia weight linearly decreases from 0.9 to 0.4, which realizes the global search in the initial iterations and the local exact search in the later iterations, and controls the convergence speed effectively.

If the penalty factor $c$ and the kernel function parameter $g$ in the SVM model are optimized by the CLPSO algorithm, the iterative steps are as follows:

Step 1: Establish an SVM model and initialize the SVM parameter combination ($c$, $g$) randomly.

Step 2: For each particle of CLPSO (the particle represents $c$ and $g$, which can possibly solve the problem), initialize its velocity and position and set the inertia weight randomly.

Step 3: Calculate the current fitness value ($\text{fit}(X_{id})$, the classification accuracy of training samples), and store the individual extreme value ($pbest$) of the optimal position.

Step 4: Update the velocity and position of the particles according to Equations (7)–(9).

Step 5: Calculate the fitness value of the new position and update the $pbest$.

Step 6: End the algorithm if the iteration number reaches the maximum and substitute the optimized ($c$, $g$) into the SVM model; otherwise, go to Step 4.

2.6. Software

All the algorithms and the statistical analysis were implemented in Matlab R2021a (Mathworks, Natick, MA, USA) under Windows 10 in data processing.

3. Results and Discussion

Based on the NIR spectroscopy technique and the experimental method proposed in Section 2, six levels of Huangshan Maofeng tea were classified and identified.

In the testing experiments, we randomly divided the 120 samples into four groups, each with 30 samples. Each time one group of samples was selected as the testing sample, the other three groups were used as training samples to construct a classification model. By repeating this four times, every sample was tested. The final testing accuracy was calculated from the average of the four tests.

We first conducted experiments for tea level classification based on the basic SVM models, with $c = 2$, $g = 1$. Different characteristic variables obtained by PCA were used as the input variables of the classification models. The tea levels are the output variables. The tea level is expressed by a number from 1 to 6. Number 1 represents level 1, number 2 represents level 2, etc.

Figure 4a shows the classification results obtained using basic SVM models. In the figure, the x-axis represents the number of PCs used by the model as input variables, and the y-axis represents the average testing accuracy for different samples. From the figure,
we can see that basic SVM models can virtually realize the tea level classification. The best SVM model can obtain an accuracy of 95% when the input number is 21.
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Figure 4. Testing results obtained using different models: (a) results from SVM; (b) results from PLS-DA; (c) results from PSO-SVM; (d) results from CLPSO-SVM.

As a reference, we also gave the classification results of the traditional PLS-DA model, as shown in Figure 4b. From this figure, it can be seen that the accuracy of the PLS-DA models is a little higher and a little steadier than that of the basic SVM models. However, it should be noted that the PLS-DA model has no adjustable parameters. Its classification effect is completely determined by the training samples, meaning it lacks flexibility, while the classification performance of the SVM model is determined by the penalty factor $c$, the kernel function parameter $g$, and the training samples together. Therefore, through the adjustment of $c$ and $g$ parameters, the SVM model can be optimized and can be better adapted to different research objectives.

In this research, $c$ and $g$ were optimized by PSO and CLPSO. The optimized $c$ and $g$ were then used in the optimized SVM models to classify the tea levels. The classification accuracies of the PSO-SVM models and CLPSO-SVM models are as shown in Figures 4c and 4d, respectively. All the key numbers are also listed in Table 1.
Table 1. Comparison of four methods.

| Method    | PCs | Training Accuracy | Testing Accuracy |
|-----------|-----|-------------------|------------------|
| SVM       | 21  | 99.17%            | 95%              |
| PLS-DA    | 25  | 99.17%            | 96.67%           |
| PSO-SVM   | 13  | 100%              | 98.33%           |
| CLPSO-SVM | 16  | 100%              | 99.17%           |

As can be seen from Figure 4 and Table 1, the accuracy of the best PSO-SVM model on the training set is 100%, and the accuracy on the testing set reaches 98.33%. However, the input number is also reduced to 13.

Furthermore, since the CLPSO algorithm effectively controls the convergence speed, and realizes the global search in the initial iteration and the local exact search in the later iteration, the CLPSO-SVM method has the best classification results. The classification accuracy of the training set is also 100%, and the classification accuracy of the testing set is 99.17%, with the input number being 16.

Figure 5 shows the detailed testing results obtained by the best CLPSO-SVM model, with PC number being 16. From the figure, it can be seen that almost all the tea samples were classified correctly, and only one sample in one testing set was misclassified.

4. Conclusions

In this study, based on the collected NIR spectral data of Huangshan Maofeng tea, classification models were established using SVMs. In order to improve the classification accuracy, the penalty factor $c$ and the kernel function parameter $g$ in the SVM models were optimized using PSO and CLPSO algorithms. Comparing the classification results obtained using the basic SVM model and the models optimized using PSO and CLPSO, it can be concluded that:

(1) The basic SVM model based on NIR spectral data can virtually realize the tea level classification. Though its classification accuracy is not as high as the traditional PLS-DA model’s, it has the potential to be optimized.

(2) PSO and CLPSO algorithms can effectively improve classification accuracy by optimizing the SVM parameters.
(3) The CLPSO-SVM model achieved the highest classification accuracy among all four models. It obtained a classification accuracy of 99.17% in the testing samples, and only one sample was misclassified. It is a reliable method and has broad prospects in tea-classification applications.

Author Contributions: Conceptualization, Y.D. and Y.Y.; methodology, J.L. and H.J.; software, X.C.; validation, Y.D. and H.J.; formal analysis, Y.Y.; investigation, Y.Y.; data curation, X.C.; writing—original draft preparation, Y.D.; writing—review and editing, Y.Y. and J.L.; funding acquisition, Y.D., J.L. and H.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Project of the Key Laboratory of Modern Agricultural Equipment and Technology (Jiangsu University); the Ministry of Education and High-tech Key Laboratory of Agricultural Equipment and Intelligence of Jiangsu Province, grant number NZ201602; the “Thirteenth Five-Year Plan” National Key R&D Project Foundation, grant number 2017YFD0400800; and the Research Fund of Highly Specialized Personnel from Jiangsu University, grant number 10JDG113.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data that support the findings of this study are available upon request from the corresponding author. The data are not publicly available due to privacy or ethical restrictions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chen, Q.; Zhao, J.; Vittayapadung, S. Identification of the green tea grade level using electronic tongue and pattern recognition. Food Res. Int. 2008, 41, 500–504. [CrossRef]

2. Huang, J.; Ren, G.; Sun, Y.; Jin, S.; Li, L.; Wang, Y.; Ning, J.; Zhang, Z. Qualitative discrimination of Chinese dianhong black tea grades based on a handheld spectroscopy system coupled with chemometrics. Food Sci. Nutr. 2020, 8, 2015–2024. [CrossRef] [PubMed]

3. Blanco, M.; Villarroya, I. NIR spectroscopy: A rapid-response analytical tool. TrAC Trends Anal. Chem. 2002, 21, 240–250. [CrossRef]

4. Zhang, H.-B.; Liu, T.-A.; Shu, R.-X.; Yang, K.; Ye, S.; You, J.-L.; Ge, J. Using EN-NIR with Support Vector Machine for Classification of Producing Year of Tobacco. Spectrosc. Spectr. Anal. 2018, 38, 1620–1625.

5. Lu, M.; Zhou, Q.; Chen, T.E.; Li, J.; Jiang, S.; Gao, Q.; Wang, C.; Chen, D. Qualitative Discrimination of Intact Tobacco Leaves Based on Near-Infrared Technology. J. Spectrosc. 2021, 2021, 8807199. [CrossRef]

6. Huck, C.W.; Guggenbichler, W.; Bonn, G.K. Analysis of caffeine, theobromine and theophylline in coffee by near infrared spectroscopy (NIRS) compared to high-performance liquid chromatography (HPLC) coupled to mass spectrometry. Anal. Chim. Acta 2005, 538, 195–203. [CrossRef]

7. Ribeiro, J.S.; Garcia Salva, T.d.J.; Silvarolla, M.B. Prediction of a wide range of compounds concentration in raw coffee beans using NIRS, PL and variable selection. Food Control 2021, 125, 107967. [CrossRef]

8. Boehmer, S.; Budzier, H.; Krause, V.; Pusch, T.; Gerlach, G.; Cherif, C.; Hehl, J.; Heitmann, U.; Planck, H. NIR-measurement system to detect foreign matter in row cotton. Tm-Tech. Mess. 2008, 75, 406–412. [CrossRef]

9. Lin, L.; He, Y.; Xiao, Z.; Zhao, K.; Dong, T.; Nie, P. Rapid-Detection Sensor for Rice Grain Moisture Based on NIR Spectroscopy. Appl. Sci. 2019, 9, 1654. [CrossRef]

10. Zhao, J.; Chen, Q.; Huang, X.; Fang, C.H. Qualitative identification of tea categories by near infrared spectroscopy and support vector machine. J. Pharm. Biomed. Anal. 2006, 41, 1198–1204. [CrossRef]

11. Anindya, R.O.; Muninggar, J.; Rondonuwu, F.S. Indonesian Black Tea Classification Using Fourier-Transform Near-Infrared Spectroscopy and a Principal Component Analysis. J. Phys. Conf. Ser. 2018, 1093, 012008. [CrossRef]

12. Li, C.; Guo, H.; Zong, B.; He, P.; Fan, F.; Gong, S. Rapid and non-destructive discrimination of special-grade flat green tea using Near-infrared spectroscopy. Spectrochim. Acta Part A-Mol. Biomol. Spectrosc. 2019, 206, 254–262. [CrossRef] [PubMed]

13. Firmani, P.; De Luca, S.; Bucci, R.; Marini, F.; Biancolillo, A. Near infrared (NIR) spectroscopy-based classification for the authentication of Darjeeling black tea. Food Control 2019, 100, 292–299. [CrossRef]

14. Li, C.; Zong, B.; Guo, H.; Luo, Z.; He, P.; Gong, S.; Fan, F. Discrimination of white teas produced from fresh leaves with different maturity by near-infrared spectroscopy. Spectrochim. Acta Part A-Mol. Biomol. Spectrosc. 2020, 227, 117697. [CrossRef] [PubMed]

15. Jimenez-Carvelo, A.M.; Martin-Torres, S.; Ortega-Gavilan, F.; Camacho, J. PLS-DA vs sparse PLS-DA in food traceability. A case study: Authentication of avocado samples. Talanta 2021, 224, 121904. [CrossRef] [PubMed]

16. Moreno, R.; Corona, F.; Lendasse, A.; Grana, M.; Galvao, L.S. Extreme learning machines for soybean classification in remote sensing hyperspectral images. Neurocomputing 2014, 128, 207–216. [CrossRef]
17. Murugan, A.; Nair, S.A.H.; Kumar, K.P.S. Detection of Skin Cancer Using SVM, Random Forest and kNN Classifiers. J. Med. Syst. 2019, 43, 269. [CrossRef]
18. Genrikhov, I.E.; Djukova, E.V. Classification based on full decision trees. Comput. Math. Math. Phys. 2012, 52, 653–663. [CrossRef]
19. Ng, C.-B.; Tay, Y.-H.; Goi, B.-M. Pedestrian gender classification using combined global and local parts-based convolutional neural networks. Pattern Anal. Appl. 2019, 22, 1469–1480. [CrossRef]
20. Chi, M.; Feng, R.; Bruzzone, L. Classification of hyperspectral remote-sensing data with primal SVM for small-sized training dataset problem. Adv. Space Res. 2008, 41, 1793–1799. [CrossRef]
21. Wang, B.; Yu, M.; Zhu, X.; Zhu, L. Soft-sensing modeling based on ABC-MLSSVM inversion for marine low-temperature alkaline protease MP fermentation process. BMC Biotechnol. 2020, 20, 9. [CrossRef] [PubMed]
22. Li, C.; An, X.; Li, R. A chaos embedded GSA-SVM hybrid system for classification. Neural Comput. Appl. 2015, 26, 713–721. [CrossRef]
23. Tharwat, A.; Hassanien, A.E. Quantum-Behaved Particle Swarm Optimization for Parameter Optimization of Support Vector Machine. J. Classif. 2019, 36, 576–598. [CrossRef]
24. Yu, X.; Dong, H. Remote sensing image classification based on dynamic Co-evolutionary parameter optimization of SVM. J. Intell. Fuzzy Syst. 2018, 35, 343–351. [CrossRef]
25. Zhu, X.; Li, N.; Pan, Y. Optimization Performance Comparison of Three Different Group Intelligence Algorithms on a SVM for Hyperspectral Imagery Classification. Remote Sens. 2019, 11, 734. [CrossRef]
26. Maruyama, T.; Igarashi, H. Effective robust optimization based on genetic algorithm. IEEE Trans. Magn. 2008, 44, 990–993. [CrossRef]
27. Khilwani, N.; Prakash, A.; Shankar, R.; Tiwari, M.K. Fast clonal algorithm. Eng. Appl. Artif. Intell. 2008, 21, 106–128. [CrossRef]
28. Sharma, H.; Bansal, J.C.; Arya, K.V. Fitness based Differential Evolution. Memetic Comput. 2012, 4, 303–316. [CrossRef]
29. Pedersen, M.E.H.; Chipperfield, A.J. Simplifying Particle Swarm Optimization. Appl. Soft. Comput. 2010, 10, 618–628. [CrossRef]
30. Alba, E.; Garcia-Nieto, J.; Jourdan, L.; Talbi, E.G. Gene Selection in Cancer Classification using PSO/SVM and GA/SVM Hybrid Algorithms. In Proceedings of the 2007 IEEE Congress on Evolutionary Computation, Singapore, 25–28 September 2007.
31. Han, Z.; Wen, M.; Zhang, H.; Zhang, L.; Wan, X.; Ho, C.-T. LC-MS based metabolomics and sensory evaluation reveal the critical compounds of different grades of Huangshan Maofeng green tea. Food Chem. 2022, 374, 131796. [CrossRef]
32. Lu, X.; Zhao, Y.; Sun, X.; Yang, S.; Yang, X. Characterisation of polysaccharides from green tea of Huangshan Maofeng with antioxidant and hepatoprotective effects. Food Chem. 2013, 141, 3415–3423. [CrossRef] [PubMed]
33. Jiang, H.; Liu, G.; Mei, C.; Yu, S.; Xiao, X.; Ding, Y. Measurement of process variables in solid-state fermentation of wheat straw using FT-NIR spectroscopy and synergy interval PLS algorithm. Spectrochim. Acta Part A-Mol. Biomol. Spectrosc. 2012, 97, 277–283. [CrossRef]
34. Zhu, M.-Z.; Wen, B.; Wu, H.; Li, J.; Lin, H.; Li, Q.; Li, Y.; Huang, J.; Liu, Z. The Quality Control of Tea by Near-Infrared Reflectance (NIR) Spectroscopy and Chemometrics. J. Spectrosc. 2019, 2019, 8129648. [CrossRef]
35. Li, K.; Xie, X.; Xue, W.; Dai, X.; Chen, X.; Yang, X. A hybrid teaching-learning artificial neural network for building electrical energy consumption prediction. Energy Build. 2018, 174, 323–334. [CrossRef]
36. Liu, G.Q.; Gao, X.D.; You, D.Y.; Zhang, N.F. Prediction of high power laser welding status based on PCA and SVM classification of multiple sensors. J. Intell. Manuf. 2019, 30, 821–832. [CrossRef]
37. Chen, T.B.; Zhang, L.Y.; Huang, L.; Liu, M.H.; Chen, J.Y.; Yao, M.Y. Quantitative analysis of chromium in pork by PSO-SVM chemometrics based on laser induced breakdown spectroscopy. J. Anal. At. Spectrom. 2019, 34, 884–890. [CrossRef]
38. Liang, J.J.; Qin, A.K.; Suganthan, P.N.; Baskar, S. Comprehensive learning particle swarm optimizer for global optimization of multimodal functions. IEEE Trans. Evol. Comput. 2006, 10, 281–295. [CrossRef]
39. Wu, H.; Geng, J.P.; Jin, R.H.; Qiu, J.Z.; Liu, W.; Chen, J.; Liu, S.N. An Improved Comprehensive Learning Particle Swarm Optimization and Its Application to the Semiautomatic Design of Antennas. IEEE Trans. Antennas Propag. 2009, 57, 3018–3028. [CrossRef]
40. Chen, X.; Xu, B.; Du, W.L. An Improved Particle Swarm Optimization with Biogeography-Based Learning Strategy for Economic Dispatch Problems. Complexity 2018, 2018, 7289674. [CrossRef]