Solving nonlinear circuits with pulsed excitation by multirate partial differential equations
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In this paper the concept of Multirate Partial Differential Equations (MPDEs) is applied to obtain an efficient solution for nonlinear low-frequency electrical circuits with pulsed excitation. The MPDEs are solved by a Galerkin approach and a conventional time discretization. Nonlinearities are efficiently accounted for by neglecting the high-frequency components (ripples) of the state variables and using only their envelope for the evaluation. It is shown that the impact of this approximation on the solution becomes increasingly negligible for rising frequency and leads to significant performance gains.
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I. INTRODUCTION

MULTISCALE and multirate problems occur naturally in many applications from electrical engineering. Classical discretization schemes are often inefficient in these cases and it is preferable to address the dynamics of each scale separately. In time domain the multirate phenomenon is often characterized by the fact that some solution components are active while the majority is latent (e.g. behind a low-pass filter \cite{1}) or by problems with oscillatory solutions that are composed of multiple frequencies. An example is depicted in Fig. 1, it consists of a fast periodically varying ripple and a slowly varying envelope.

Multirate Partial Differential Equations (MPDEs) have been successfully applied in nonlinear high-frequency applications with largely separated time scales \cite{2, 3}. Various methods have been proposed for the numerical solution of the MPDEs, e.g. harmonic balance \cite{2}, shooting methods, classical time stepping \cite{4} or a combination of both \cite{5}. Instead of the Fourier basis functions, one can also use classical nodal basis functions or more sophisticated problem-specific basis functions as for example the pulse width modulation (PWM) basis functions \cite{6, 7}.

This contribution focuses on improving the efficiency of the numerical solution of nonlinear MPDEs with a high-frequent pulsed excitation. In contrast to prior works, we propose neglecting the influence of high-frequency components on the nonlinearity. Consequently, the nonlinear relation is evaluated using only the envelope of the state variables.
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The paper is structured as follows: after this introduction, Section II presents the multirate formulation. Section III discusses the Galerkin approach in time domain and the extraction of the envelope to evaluate nonlinear behavior. Section IV gathers numerical results based on the buck converter benchmark example and discusses the accuracy and efficiency of the modified method. Finally, conclusions are drawn.

II. MULTIRATE FORMULATION

Spatial discretization of low-frequency field formulations as, e.g. electro- or magneto-quasi-statics \cite{8}, or network models of power converter circuits as, e.g. the buck converter in Fig. 2 lead to (nonlinear) systems of ordinary or differential algebraic equations of the form

\[ \mathbf{A}(\mathbf{x}(t)) \frac{d}{dt} \mathbf{x}(t) + \mathbf{B}(\mathbf{x}(t)) \mathbf{x}(t) = \mathbf{c}(t) \]  

Fig. 1. Solution of the buck converter shown in Fig. 2 at \( f_s = 1000 \) Hz. It consists of a slowly varying envelope and fast ripples. The switching cycle of the pulsed input voltage is \( T_s = 1 \) ms, the duty cycle \( D = 0.7 \).
with an initial condition \( \mathbf{x}(t_0) = \mathbf{x}_0 \), where \( \mathbf{x}(t) \in \mathbb{R}^{N_x} \) is the vector of \( N_x \) state variables, \( \mathbf{A}(\mathbf{x}), \mathbf{B}(\mathbf{x}) \in \mathbb{R}^{N_x \times N_x} \) are matrices that may depend on the solution and \( c(t) \in \mathbb{R}^{N_x} \) is the excitation vector.

The system of equations (1) is hereafter rewritten as MPDEs [2], [3], [7] in terms of the two time scales \( t_1 \) and \( t_2 \)

\[
\mathbf{A}(\mathbf{\hat{x}}) \left( \frac{\partial \mathbf{\hat{x}}}{\partial t_1} + \frac{\partial \mathbf{\hat{x}}}{\partial t_2} \right) + \mathbf{B}(\mathbf{\hat{x}}) \mathbf{\hat{x}}(t_1, t_2) = \mathbf{\hat{c}}(t_1, t_2),
\]

where \( \mathbf{\hat{x}}(t_1, t_2) \) and \( \mathbf{\hat{c}}(t_1, t_2) \) are the multivariate forms of \( \mathbf{x}(t) \) and \( c(t) \). If \( \mathbf{\hat{c}}(t_1, t_2) \) fulfills the relation \( \mathbf{\hat{c}}(t, t) = \mathbf{c}(t) \), the solution of the original problem can be extracted from the solution \( \mathbf{\hat{x}}(t_1, t_2) \) of the MPDEs by \( \mathbf{x}(t) = \mathbf{\hat{x}}(t, t) \) [2].

Let \( t_1 \) denote the slow time scale and \( t_2 \) the fast time scale, which is furthermore assumed to be periodic. Without limiting the generality of the approach, we choose \( \mathbf{\hat{c}}(t_1, t_2) := c(t_2) \) such that the right-hand-side only depends on the fast time scale [7].

### III. Numerical method

System [2] can be numerically solved either using a Galerkin framework, shooting methods, classical time stepping or a combination. Here, we propose to use a variational setting, i.e. a Galerkin approach, for the fast time scale and a conventional time stepping for the slowly varying envelope.

#### A. Galerkin in time domain

We represent the solution by an expansion of \( N_p + 1 \) suitable basis functions \( p_k(\tau(t_2)) \) and coefficients \( w_{j,k}(t_1) \). The approximated state variables \( \mathbf{\hat{x}}_j(t_1, t_2) \) can be written as the series

\[
\mathbf{\hat{x}}_j(t_1, t_2) = \sum_{k=0}^{N_p} p_k(\tau(t_2)) w_{j,k}(t_1),
\]

with \( \tau(t_2) = \frac{t_2}{T_s} \mod 1 \), where \( T_s \) is the switching cycle of the excitation and \( \mod \) denotes the modulo operation. Since we deal with pulsed right-hand-sides, we choose the PWM basis functions of [7], although constructed for linear problems [6]. The zero-th basis function is constant \( p_0(\tau) = 1 \) and the corresponding coefficient \( w_{j,0} \) defines the envelope of the \( j \)-th solution component. The first basis function is defined by

\[
p_1(\tau) = \begin{cases} \sqrt{3} \frac{2\tau - D}{D} & \text{if } 0 \leq \tau \leq D \\ \sqrt{3} \frac{1 + D - 2\tau}{1 - D} & \text{if } D \leq \tau \leq 1 \end{cases}
\]

where \( D \) is a free parameter, which can be chosen according to the duty cycle of the PWM, i.e. between 0 and 1. The basis functions of higher degree \( p_k(\tau), 2 \leq k \leq N_p \) are obtained recursively by integrating \( p_{k-1}(\tau) \) and orthonormalizing with respect to the \( L^2(0,1) \) scalar product, [6], [7].

Finally, a Galerkin approach is applied on the interval of one period, which yields

\[
\int_0^{T_s} \left( \mathbf{A}(\mathbf{\hat{x}}) \left( \frac{\partial \mathbf{\hat{x}}}{\partial t_1} + \frac{\partial \mathbf{\hat{x}}}{\partial t_2} \right) + \mathbf{B}(\mathbf{\hat{x}}) \mathbf{\hat{x}} - \mathbf{\hat{c}} \right) p_l(\tau(t_2)) \, dt_2 = 0,
\]

for all \( l = 0, \ldots, N_p \). The integration with respect to \( t_2 \) leads to a system of differential (algebraic) equations in \( t_1 \), which can be solved by conventional time integration.

#### B. Treatment of nonlinearity

During time integration of (4), the integrals have to be evaluated every time step due to their nonlinear dependency on the solution. This may lead to an unnecessary increase of the computational effort as the ripple components are often small in comparison with the magnitude of the envelope. Consequently, one can save computational time by ignoring the ripple components of the solution and only using its envelope \( \mathbf{\hat{w}} \) for the evaluation of the nonlinearity.
As mentioned before, the envelope is stored in the vector of coefficients \( w(t_1) \) given by
\[
\mathbf{w} = [w_{1,0}, \ldots, w_{1,N_p}, w_{2,0}, \ldots, w_{N_p,0}]^\top.
\] (5)

Let us abstractly define a function \( f \), which extracts the envelope \( \tilde{w}(t_1) \) from \( w(t_1) \), i.e.
\[
\tilde{w}(t_1) = f(w(t_1)),
\] (6)

which is in the case of PWM basis functions the zero-th component, i.e.
\[
\tilde{w} = [w_{1,0}, w_{2,0}, \ldots, w_{N_p,0}]^\top.
\] (7)

Therefore the matrices \( A, B \) only depend on \( t_1 \) and the evaluation of (4) simplifies significantly. Equation (4) becomes
\[
\int_0^{T_s} \left( A(\tilde{w}) \left( \frac{\partial \tilde{x}}{\partial t_1} + \frac{\partial \tilde{x}}{\partial t_2} \right) + B(\tilde{w}) \tilde{x} - \hat{c} \right) p_1(\tau(t_2)) \, dt_2 = 0,
\] (8)

for all \( l = 0, \ldots, N_p \), where the matrices \( A \) and \( B \) are independent of \( t_2 \). Introducing
\[
\mathcal{I} = T_s \int_0^1 p(\tau) \, p(\tau) \, d\tau,
\] (9)
\[
\mathcal{Q} = - \int_0^1 \frac{d}{d\tau} p(\tau) p(\tau) \, d\tau,
\] (10)

in equation (8), we get
\[
\mathcal{A}(w(t_1)) \frac{dw}{dt_1} + \mathcal{B}(w(t_1)) \mathbf{w}(t_1) = \mathcal{C}(t_1),
\] (11)

where the matrices are given by
\[
\mathcal{A}(w) = \mathcal{A}(f(w)) \otimes \mathcal{I},
\] (12)
\[
\mathcal{B}(w) = \mathcal{B}(f(w)) \otimes \mathcal{I} + \mathcal{A}(f(w)) \otimes \mathcal{Q},
\] (13)

and \( \otimes \) denotes the Kronecker product. The right-hand-side vector is given by
\[
\mathcal{C}(t_1) = \int_0^{T_s} \begin{bmatrix} \hat{c}_1(t_1, t_2) p(\tau(t_2)) \\ \vdots \\ \hat{c}_{N_p}(t_1, t_2) p(\tau(t_2)) \end{bmatrix} \, dt_2.
\] (14)

Eventually, system (11) can be more efficiently solved by conventional time discretization in the sense that larger time steps can be used than for the original problem (1). However, drawbacks are the approximation of the nonlinearity and the increased size of the matrices, i.e. \( \mathcal{A}(w), \mathcal{B}(w) \in \mathbb{R}^{N_p(N_p+1) \times N_p(N_p+1)} \) and \( \mathcal{C}(t) \in \mathbb{R}^{N_p(N_p+1)} \), which is a similar tradeoff as in harmonic balance [2].

IV. NUMERICAL RESULTS

The numerical tests are performed on the simplified buck converter model [6] using a nonlinear coil, whose characteristic is shown in Fig. 4. The code is implemented in GNU Octave [9]; for time integration the high-order implicit Runge-Kutta method Radau5 from odepkg is used. [10], [11]. As basis functions \( p_\ell(\tau) \) we choose the problem-specific PWM basis functions introduced earlier.

The reference solution to which all results are compared is calculated directly by solving (1) with a very accurate time discretization (tol = \( 10^{-12} \)). The buck converter is operated in the range of frequencies from 500 Hz to 100 kHz. To determine the accuracy of the MPDE approach the relative \( L^2 \)-error of the buck converter voltage
\[
\epsilon = \frac{\| v_{C, ref} - v_C \|_{L^2(\Omega)}}{\| v_{C, ref} \|_{L^2(\Omega)}}
\] (15)

with respect to \( t \in \Omega = [0, 10] \text{ ms} \) is approximated by numerical quadrature. This calculation is performed for each frequency \( f_s = \frac{1}{T_s} \).

The MPDE solution is expanded using \( N_p = 4 \) basis functions and (11) is solved using a tolerance of \( \text{tol} = 10^{-6} \). The result is exemplary depicted in Fig. 5. Fig. 5 shows the error of the approach without (denoted as “original approach”) and with the simplified evaluation of the nonlinearity (8) (denoted as “simplified approach”) with respect to the frequency. Without the simplification, the integrals in (11) are evaluated using Gauss-Kronrod quadrature and lead to an accuracy of \( \epsilon < 10^{-4} \) for frequencies \( f_s > 10 \text{ kHz} \). As expected, the higher the frequency, the higher the accuracy of the method since
the magnitude of the ripples in relation to the envelope decreases. The simplified approach introduces an additional error due to the approximation of the integrals. However, the accuracy for $f_s > 10 \text{kHz}$, i.e., $\epsilon < 10^{-3}$, is still sufficient for most applications. Fig. 7 shows the solutions of reference, simplified and original MPDE approach versus time at a low frequency $f_s = 1000 \text{Hz}$. Here, the error committed in the simplified approach is clearly distinguishable.

Table I shows the speedup (in terms of time for solving the equation systems) of the simplified MPDE approach compared to a conventional time discretization at the same accuracy. For higher frequency, the conventional time discretization of (1) becomes more and more inefficient as a higher number of ripples has to be resolved. The MPDE approach on the contrary resolves the ripples with the Galerkin approach so that the time discretization resolves only the envelope. This leads to a solution time almost independent of the frequency, i.e., approximately 1 s for the simplified and 100 s for the original approach, see Fig. 6. The higher solution time of the original approach is a result of the evaluation of the integrals in each time step. Thus the speedup of the original approach is much lower compared to the simplified approach.

V. CONCLUSION

The MPDE approach is applied to a nonlinear low-frequency example with pulsed excitation. The solution is obtained by a Galerkin approach and time discretization. To evaluate the nonlinearity the ripple components due to the pulsed excitation are neglected and only the envelope is used. The accuracy of the proposed method rises with increasing excitation frequency and the method offers a considerable speedup compared to conventional time discretization with the same accuracy.
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Fig. 6. Computational time for the original MPDE formulation and the one with simplified evaluation of nonlinearity ($N_p = 4$).

Fig. 7. Comparison of solutions for $f_s = 1000 \text{Hz}$.

TABLE I

| $f_s$ (kHz) | approx. speedup | approx. error |
|------------|----------------|---------------|
| 10         | 60             | $8 \cdot 10^{-4}$ |
| 50         | 400            | $3 \cdot 10^{-10}$ |
| 100        | 1000           | $7 \cdot 10^{-16}$ |