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Abstract—In a batch of synchronized queues, customers can only be serviced all at once or not at all, implying that service remains idle if at least one queue is empty. We propose that a batch of $n$ synchronized queues in a discrete-time setting is quasi-stable for $n \in \{2, 3\}$ and unstable for $n \geq 4$. A correspondence between such systems and a random-walk-like discrete-time Markov chain (DTMC), which operates on a quotient space of the original state-space, is derived. Using this relation, we prove the proposition by showing that the DTMC is transient for $n \geq 4$ and null-recurrent (hence quasi-stability) for $n \in \{2, 3\}$ via evaluating infinite power sums over skewed binomial coefficients.

Ignoring the special structure of the quotient space, the proposition can be interpreted as a result of Plya’s theorem on random walks, since the dimension of said space is $d - 1$.

Index Terms—Synchronized Queues, Binomial Coefficients, Power Sums

I. INTRODUCTION

Conventional queueing networks, consisting of queue-server pairs, are a well investigated system class. In those networks, each queue possesses its individual server, which handles the customers from exclusively that queue. In contrast, there exists the notion of paired or synchronized queues, in which a single server is responsible for multiple queues in such a way that service can only take place if a customer from each queue is present, as illustrated in Fig. 1. Synchronized queues find application in assembly lines \textsuperscript{1}, \textsuperscript{2}, parallel computing \textsuperscript{3} and matchmaking scenarios \textsuperscript{4}.

It is known that a single batch of synchronized queues with i.i.d. arrivals in a continuous-time setting is unstable in the sense that the backlog does not converge to a stationary distribution \textsuperscript{1}. For the special case of 2 synchronized queues, this was further investigated by \textsuperscript{5}, who found the difference in the queues, the so-called excess, to be the deciding quantity implying instability. \textsuperscript{5} also made a connection to null-recurrent and transient behavior of a corresponding Markov process.

However, all those results consider a batch of synchronized queues on its own and never in a network context. In networks, multiple batches might be joint together with conventional queues and a network controller has to allocate scarce resources (e.g. manpower) to each server in order to facilitate their operation. It is our goal to reach such a union and this paper presents a small, but in itself closed step towards our preferred setting to model queueing networks. Compared to the findings of \textsuperscript{1}, we yield a more precise characterization of the process that is responsible for the divergence of the backlog. We show that this process is the vectorial excess and evolves on a specific quotient space whose equivalence classes are taken from the general state-space. This process resembles a random walk, can be analyzed as such, and will imply null-recurrent/quasi-stable or transient/unstable behavior, based on the number of queues in the batch.

At this point, there exists a rigorous correspondence with the infinite power sums over binomial coefficients: as we will show, the convergence/divergence of such series is equal to transient/non-transient (recurrent and null-recurrent) behavior of the excess process. Hence, this paper will investigate convergence properties of infinite power sums over skewed binomial coefficients. Unfortunately, there are only scarce results on powers of binomial coefficients. A common approximation can be derived using the central limit theorem and yields

\[ \binom{n}{k} \cdot \frac{1}{2^n} \sim \frac{e^{-\frac{1}{2} (e-\frac{1}{2})^2}}{\sqrt{\pi n}} \]  

However, the estimate on the LHS only holds for $k \sim \frac{n}{2}$ (where $\frac{1}{2}$ can be replaced with the mean of the normal distribution to yield a more general expression) and, for the sum on the RHS, any values with $k \gg \frac{n}{2}$ or $k \ll \frac{n}{2}$ are assumed to be negligible. Even more, for values close to $\frac{n}{2}$ the approximation error of a binomial coefficient via the central limit theorem as well as via Stirling’s formula still is in the order $\mathcal{O}\left( \frac{1}{n^2} \right)$ (which follows e.g. from the Berry-Esseen theorem). This renders \textsuperscript{1} inadequate for our investigation in
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the convergence of the infinite sum over \( n \), since the sum over the estimation error itself could possibly be the cause for divergence. In contrast, \( q_t \) derives a method to obtain an exact recurrence relation between the binomial coefficients of arbitrary power \( d \). However, this is only of limited use to us, because on one hand, our binomial coefficients will be "skewed" with powers of certain probabilities resulting from the term \( \binom{n}{k} p^k q^{n-k} \), and on the other hand, these recurrences span over several past members of their sequences which makes it difficult to extract any information about convergence/divergence properties of the corresponding series.

This investigation is structured as follows: after introducing the motivating problem, we develop a proof 2 theorems according to which the batch/stochastic process is quasi-stable/null-recurrent for \( d \in \{2, 3\} \) and unstable/transient for \( d \geq 4 \).

### II. System Model

In the context of discrete-time queueing models, we can express a single batch of synchronized queues and a random-walk-like stochastic process. In the last part, we state and prove 2 theorems according to which the batch/stochastic process is quasi-stable/null-recurrent for \( d \in \{2, 3\} \) and unstable/transient for \( d \geq 4 \).

The tailing term represents the arrival process with \( a_t \in \mathbb{N}^d \), which we will assume to be the vector of \( d \) i.i.d. Bernoulli processes with parameter \( p \). I.e. in each time slot and each queue, the probability of exactly one customer arriving is \( p \). While the arrival represents the influx, the middle term stands for the efflux. It is \( q_t \) that represents the efflux. I.e. in each time slot and each queue, the probability of exactly one customer arriving is \( q_t \).

As mentioned, the control cannot be activated if at least one queue is empty, giving rise to the constraint

\[
\mathbf{1} v_t \leq q_t \tag{3}
\]

Obviously, an optimal control strategy activates \( v_t \) whenever possible. The maximal efflux resulting from such a policy would be \( \mathbf{1} \bar{m} \). Hence, we must assume that \( p < \bar{m} \), since otherwise the influx \( a_t \) would on average be greater than the efflux \( \mathbf{1} \bar{m} v_t \), rendering the system unstable per construction. For what follows, we assume such an optimal strategy to be active. The main contribution of this paper is the following theorem:

**Theorem 1**

A batch of \( d \) coupled queues, set up as described earlier, is quasi-stable (null-recurrent) for \( d \in \{2, 3\} \) and unstable (transient) for \( d \geq 4 \).

**Proof.** See sections II and IV

### III. Corresponding Random Walk

Though we defined \( q_t \in \mathbb{N}^d \), we will define the state-space to be \( \mathbb{Z}^d \) to obtain a vector space. Since evolution \( q_t \) and constraint \( q_t \) force \( q_t \) to be positive, this does not impact the system at all. If the employed policy only takes into account the current system states (which is prudent to assume), then \( q_t \) is a discrete-time Markov chain (DTMC). It is readily verified that \( q_t \) can be segregated into two distinct processes, each of which is again a DTMC: a process perpendicular to the main diagonal of the state space, \( q_t^\perp \), and a process parallel to the main diagonal, \( q_t^\parallel \).

\[
q_{t+1} = q_t + v_t = q_t^\parallel + q_t^\perp
\]

\[
q_{t+1}^\perp := q_{t+1} \text{ div } 1 = (q_t^\perp + a_t) \text{ div } 1 - m_t v_t
\]

\[
q_{t+1}^\parallel := q_{t+1} \text{ mod } 1 = (q_t^\parallel + a_t) \text{ mod } 1
\]

We will focus on the process \( q_t^\perp \), which represents the multidimensional excess of customers, relative to the lowest queue. Crucially, \( q_t^\parallel \) cannot be influenced by the control.

Define \( \mathbf{1} = \{1 \cdot k, k \in \mathbb{Z}\} \) which is a vector subspace of \( \mathbb{Z}^d \). Then we can express the state space of \( q_t^\perp \) as the quotient space \( \mathbb{Z}^d / \mathbf{1} \) due to the modulo operator. Furthermore, \( q_t^\perp \) behaves nearly like a random walk on \( \mathbb{Z}^d / \mathbf{1} \): because of \( a_t \), the probability of an increment in each dimension is \( p \). However, there are no direct decrements. Instead, based on the properties of the quotient space, a decrement in any dimension corresponds to an increment in all, except that dimension:

\[
(-1 \ 0 \ldots \ 0)^\top \equiv (0 \ 1 \ldots \ 1)^\top \text{ mod } 1
\]

The question of interest is, whether the DTMC \( q_t^\perp \) is transient, null-recurrent or even recurrent. For that purpose, let \( R_d(n) \) be the probability that the process \( q_t^\perp \) has returned to wherever it started after \( n \) time steps:

\[
R_d(n) = \mathbb{P}[q^\perp_{t+n} = q^\star | q^\perp_0 = q^\star] \tag{6}
\]

Note that the original process \( q_t \) has \( d \) dimensions, while \( q_t^\perp \) has \( d - 1 \). From the theory of random walks, it is well known that the DTMC is transient if \( \sum_{n=0}^\infty R_d(n) \) converges, and non-transient if the sum diverges. (This infinite sum expresses, how often the walk will return to its origin, on average.)

In our set-up, the DTMC will return to its origin after \( n \) steps if every dimension experienced the same amount of increments in these \( n \) time slots. Let \( k \) be that amount. Then we can express the probability of every dimension experiencing \( k \) increments in \( n \) time slots as

\[
P^d_{n,k} = \binom{n}{k} p^k (1 - p)^{n-k}
\]

(6) (where the upper \( d \) expresses the -th power). Summing this over all possible \( k \) yields

\[
R_d(n) = \sum_{k=0}^n P^d_{n,k} = \sum_{k=0}^n \binom{n}{k} p^k (1 - p)^{n-k}
\]

(7)

In Fig. 2 we illustrated the inverse of \( R_d(n) \) for the first few terms of the series \( \sum_{n=0}^\infty R_d(n) \), when \( p = \frac{1}{2} \). Intuitively, the terms for \( d = 2 \) resemble a root-like function, implying that the sum should diverge (\( \sum \frac{1}{\sqrt{n}} \to \infty \)). In the same
which implies convergence (\(\sum \frac{1}{n^2} \to \frac{\pi^2}{6}\)). The case \(d = 3\) is problematic: it is not exactly a linear behavior, though it closely resembles one, leaving us uncertain of its convergence properties. Keep in mind, that it stands to question if these preliminary observations remain robust regarding different values of \(p\).

As an important result from that correspondence, we can reformulate Theorem 1:

**Theorem 2**

For \(p \in (0, 1)\) and \(\tilde{p} = 1 - p\) the series

\[
\sum_{n=0}^{\infty} R_d(n) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} P_{n,k}^d = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left[ \binom{n}{k} \tilde{p}^{n-k} \right]^d
\]

*diverges for \(d \in \{2, 3\}\)* and *converges for \(d \geq 4\).*

**Proof.** See section IV.

### IV. PROOF OF MAIN THEOREM

We identify \(P_{n,k}^d\) with a position in Pascal’s triangle: \(n\) denotes the row and \(k\) the column. (Especially for \(p = \frac{1}{2}\) the sum \(\sum\) runs over the elements of the normalized triangle, taken to the power of \(d\).) For ease of notation we will use the identity \(\tilde{p} = 1 - p\) and will treat \(P_{n,k}^d\) as a function of \(p\) if it suits us. Using Stirling’s approximation for the factorial, we find an upper bound for the largest terms in each row \(n\), allowing us to prove convergence for \(d \geq 4\). For \(d = 2\) we find a lower bound that diverges. For the difficult case \(d = 3\) we employ a theorem by Kendall.

**Lemma 3**

Let there be a set of elements \(X = \{x_1, x_2, \ldots, x_n\}\) with \(x_i \in \mathbb{R}_+\) and \(\sum_{i} x_i = 1\). Let us denote the maximal value with \(\hat{x} = \max_X x_i\) and the average with \(\bar{x} = \frac{1}{n} \sum_X x_i\). Then it holds for each \(d \in \mathbb{N}, d \geq 4\) that

\[
\sum_{i=1}^{n} x_i^d \leq \hat{x}^{d-1} \quad \text{and} \quad \sum_{i=1}^{n} x_i^2 \geq n \bar{x}^2
\]  

\[
\sum_{i=1}^{n} x_i^d \leq \hat{x}^{d-1} = \bar{x}^{d-1}
\]

**Proof.** It is

\[
\sum_{i=1}^{n} x_i^d \leq \sum_{i=1}^{n} x_i \bar{x}^{d-1} = \bar{x}^{d-1}
\]

and

\[
\sum_{i=1}^{n} x_i^2 = \sum_{i=1}^{n} (\bar{x} + |x_i - \bar{x}|)^2
\]

\[
= n \bar{x}^2 + 2 \bar{x} \sum_{i=1}^{n} |x_i - \bar{x}| + \sum_{i=1}^{n} |x_i - \bar{x}|^2 \geq n \bar{x}^2
\]

\[
= 0
\]

**A. Case \(d \geq 4\)**

For \(d = 1\) we will write \(P_{n,k}\) instead of \(P_{n,k}^1\) and have

\[
\sum_{k=0}^{n} P_{n,k} = 1 \quad \forall n \in \mathbb{N}, \forall p \in (0, 1)
\]

The terms in row \(n\), which are \(P_{n,1}, P_{n,2}, \ldots, P_{n,n}\), follow a binomial distribution, which exhibits at best 2 maxima. Denote with \(\hat{P}(n)\) the largest term in row \(n\), and its position with \(\hat{n}(n)\). It follows that \(\hat{P}(n)\) is positioned wherever the quotient of two consecutive terms is greater or equal \(1\) for the first time (starting on the left):

\[
\left( \frac{n}{k} \right) P_{n,k}^{\tilde{p} n - k} \geq 1 \iff \hat{k}(n) \geq np - \tilde{p}
\]

Due to the discreteness we can locate \(\hat{k}(n)\) only in the interval \(\hat{k}(n) = np + \delta\) with \(-\tilde{p} \leq \delta \leq p\). Note that choosing another value for \(d\) will not change this position, since all \(P_{n,k}\) are positive and will therefore only be scaled appropriately to their relative size.

Using Stirling’s approximation \(\sqrt{2\pi n^2 + \frac{1}{2}} e^{-n} \leq n! \leq e^{n + \frac{1}{2}} e^{-n}\) and some basic algebra, we get

\[
\hat{P}(n) = \left( \frac{n}{np + \delta} \right)^{np + \delta} (1 + \delta) \frac{1}{np} \leq \frac{e}{2\pi \sqrt{np}} \leq e^{np + \frac{1}{2}} e^{-\frac{1}{2}}
\]

Regarding the tailing products, we can make the following estimation and find, for any given \(\varepsilon \in \mathbb{R}_+\), an \(N \in \mathbb{N}\) such that \(\forall n \geq N\):

\[
\left( 1 + \frac{\delta}{np} \right)^{-np} \to e^{-\delta} \leq e^{\varepsilon + \delta}
\]

\[
\left( 1 + \frac{\delta}{np} \right)^{-\delta} \leq 1
\]

\[
\left( 1 + \frac{\delta}{np} \right)^{-\frac{1}{2}} \to 1 \leq 1 + \varepsilon
\]

With slight abuse of notation concerning the values of \(\varepsilon\) and \(N\), this yields

\[
\hat{P}(n) \leq \frac{c^2 + \varepsilon}{2\pi} \frac{1}{\sqrt{np}} \quad \forall n \geq N
\]
Using lemma 3, the entire series becomes

\[ \sum_{n=0}^{\infty} \frac{n}{n+1} P_{d,n,k} \]

will suffice to show divergence in this symmetric case and for

... and no other candidates for extreme points exist. Hence, it

... which converges for \( d \geq 4 \).

**B. Case \( d = 2 \)**

Since for \( d = 1 \) every row adds up to one and every row

... consists of \( n + 1 \) terms (resulting in an average value of \( \frac{1}{n+1} \))

... using lemma [8] yields

\[ \sum_{n=0}^{\infty} \sum_{k=0}^{n} P_{d,n,k} \geq \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{(n+1)^2} > 1 + \sum_{n=1}^{\infty} \frac{n}{(n+1)^2} \]

which diverges.

**C. Case \( d = 3 \)**

This case requires a much more intricate approach. In a

... first step we yield a lower bound on the series [8] by setting

\[ p = \bar{p} = \frac{1}{2}. \] It is readily verified, that

\[ \frac{d}{dp} R_d(n) = 0 \quad \text{and} \quad \frac{d^2}{dp^2} R_d(n) > 0 \quad \text{if} \quad p = \frac{1}{2}. \]  

and no other candidates for extreme points exist. Hence, it

... will suffice to show divergence in this symmetric case and for

... what follows it will be \( p = \frac{1}{2} \).

We already mentioned that the series [8] diverges, iff the

... DTMC \((q^n_+)\) is non-transient. We will now show the latter

... part by applying a theorem by Kendall [7]: The DTMC \((q^n_+)\)

... state-space \( Q \) is non-transient, iff there exists a function

\[ f : Q \to \mathbb{R}_+ \] and a finite set \( \mathcal{F} \subset Q \) such that

\[ Q_K := \{ q \in Q : f(q) \leq K \} = \text{finite for all } K \]

... \( \Delta f(q) := E[g_{t+1} - g_t | g_t = q] \leq \infty \quad \forall q \in Q \]

... \( \Delta f(q) := E[g_{t+1} - g_t | g_t = q] < 0 \quad \forall q \in Q \setminus \mathcal{F} \)

Next, we show that this theorem is fulfilled for the function

\[ f(q) = q^d q - \frac{1}{3} (q^1)^2 \]

with \( \rho(q) \) being the squared distance from \( q \) to the main
diagonal of the original state space \( \mathbb{Z}^3 \):

\[ \rho(q) = q^1 q - \frac{1}{3} (q^1)^2 \]

It is readily checked that this function is well defined for the

... actual state space \( Q = \mathbb{Z}^3 / \langle 1 \rangle \) of \((q^n_+)\) and fulfills the first

... condition in (21). The drift \( \Delta f(q) \) is the expected change in \( f \)
during one evolution of \((q^n_+)\) and is independent of the control,

... \( (q^n_+) \) is as well. Because the entries in \((a_t)\) are from

... \{0, 1\}, and by the virtue of \( p = \frac{1}{2} \), the drift simply becomes

\[ \Delta f(q) = -f(q) + \frac{1}{8} \left[ f(q + e_1 + e_2 + e_3) + f(q) \right] \]

... + 1 - 2r \cos(\phi + m \cdot 60^\circ) \}

Differentiating by \( \phi \) yields maxima at \( \phi = 30^\circ + z \cdot 60^\circ \), with

... in \( \mathbb{Z} \), such that

\[ \Delta f(q) \leq -\frac{3}{4} \ln \ln (e + r^2) + \frac{1}{4} \ln \ln (e + r^2 + 1) \]

+ \frac{1}{4} \ln \left( e + r^2 + 1 + \sqrt{3} \right) + \frac{1}{4} \ln \left( e + r^2 + 1 + \sqrt{3} \right)

The RHS obviously tends to 0 as \( r \to \infty \), because \( r^2 \) dominates the other terms in the ln-function and the coefficients

... functions add up to 0. On the other hand, differentiating the RHS by \( r \) yields

\[ -\frac{1}{r^2 \ln (r^2)} + \frac{1}{r^2 - \sqrt{3}} \ln \left( r^2 - \sqrt{3} \right) \]

+ \frac{1}{r^2 + \sqrt{3}} \ln \left( r^2 + \sqrt{3} \right) > 0 \]

which is positive due to the convex nature of the occurring

... functions as \( r \to \infty \). This allows us to deduct as follows:
in the direction of the largest possible values for $\Delta f(q)$, we have $\Delta f(q)$ tending to 0 from the negative values (since the derivation by $r$ is positive). It follows that $\Delta f(q)$ must be negative for all $r \in \mathbb{R}_+$ past a certain threshold, leaving only a finite set of states for which $\Delta f(q) \geq 0$, and thus fulfilling [21].

To finish the proof (for Theorem 1), we have to show that the non-transience in the cases $d = 2$ and $d = 3$ is indeed a null-recurrence and that all these results stay true when recombining $(q_t^\perp)$ with $(q_t^\parallel)$ to the original DTMC $(q_t)$.

Regarding the first part, note that if $d = 2$, $(q_t^\perp)$ is a simple symmetric random walk with an additional probability to stay idle, due to the correspondence

$$
\begin{pmatrix}
q_t^{(1)} \\
q_t^{(2)}
\end{pmatrix} \mod 1 \iff q_t^{(1)} - q_t^{(2)} = q_t^{(1)} - q_t^{(2)} + \sum_{\tau=0}^{t-1} a_\tau^{(1)} - a_\tau^{(2)}
$$

where $q_t^{(i)}$ means the $i$th entry of the state vector $q_t^\perp$. Since idle time slots will strictly increase any passage times, the return time for $(q_t^\perp)$ must be larger than that of the simple symmetric random walk. But latter is well known to have infinite return time and thus null-recurrence follows for $(q_t^\perp)$.

The same argument can be applied to the case $d = 3$, via the correspondence

$$
\begin{pmatrix}
q_t^{(1)} \\
q_t^{(2)} \\
q_t^{(3)}
\end{pmatrix} \mod 1 \iff \begin{pmatrix}
q_t^{(1)} - q_t^{(2)} \\
q_t^{(1)} - q_t^{(3)}
\end{pmatrix}
$$

(29)

As before, the entries on the RHS constitute 2 simple symmetric random walks with idle times, which imply null-recurrence for $(q_t^\perp)$.

Regarding the the combination of $(q_t^\perp)$ with $(q_t^\parallel)$, note that $(q_t^\parallel)$ is per definition a simple random walk (with idle times) on the half line. Furthermore, $(q_t^\parallel)$ is (positive) recurrent due to the assumption $p < m$. And since both DTMCs are independent, their combination $(q_t)$ naturally yields a null-recurrent DTMC, which finishes the proof.

V. CONCLUSION

We could prove that a batch of $d$ synchronized queues with i.i.d. arrivals, set up in a time-discrete manner and operating under an optimal control is quasi-stable for $d \in \{2, 3\}$ and unstable for $d \geq 4$. Here, quasi-stable and unstable refer to null-recurrence and transience of the corresponding DTMC, respectively. This implies that for $d \in \{2, 3\}$, the queue states possibly becomes infinite in some time slots, but will not tend towards it.

As a parallel result, we could prove that the power sums over skewed, normalized binomial coefficients do diverge for $d \in \{2, 3\}$ and converge for $d \geq 4$.

VI. OPEN QUESTIONS

As already investigated for the 2-dimensional case in continuous-time by [5], it stands to question, whether the queueing process becomes stable if the arrival process is assumed to be semi-stochastic. E.g. one could assume that in every consecutive interval of $T \gg 0$ time slots, the same amount of customers has arrived at each queue. Another option would be to slight in- or decrease the arrival rates based on the excess in a manner that minimizes it.

Furthermore, in a network context, the stochastic from the arrival processes might be mitigated entirely, before they reach the batch. See e.g. Fig. 4, where a controller can decide which of the synchronized queues to feed, while the only stochastic arrivals happen to the upper queue.

Finally, (though we assume it to be true) it stands to show that our results can be generalized to the continuous-time model and to the case, in which service of the batch requires more than one customer at certain queues (asymmetric batch-throughput).
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