Non-linear photon subtraction from a multimode quantum field
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We consider theoretically how to extract mode dependent single photons from a time/frequency multimode non-classical beam. To achieve this task, we calculate the properties of sum frequency generation with a pulse shaped pump, taking into account both temporal and spatial degree of freedom. We show that using a non-collinear configuration it is possible to achieve a mode dependent weakly reflective beam splitter, with Schmidt number compatible with photon extraction for continuous variable regime tasks. We explicit the possible application to the degaussification of highly multimode squeezed frequency combs.
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I. INTRODUCTION

In order to design experimentally viable quantum information processing systems, several key technological achievements are required. One of the most important is obtaining a scalable multimode device. To this aim, many systems have been proposed, being either atomic [1], solid state [2] or optics-based [3]. In particular, the latter approach has recently offered a highly promising concept that consists in using the intrinsic multimode nature of a single beam of light to encode and manipulate quantum information [4, 5]. Either q-bits, where single photons carry the information, or q-modes, where the field quadratures are used as quantum carriers, have been considered. Even if both approaches involve very different concepts both in information encoding and measurement strategies, the optical technics at play are very similar.

We consider here the use of the light frequency degree of freedom to encode information. Recently, several approaches have led to the generation of highly multimode light [4, 6] in that regime. However, one of the key operations towards quantum information processing remains to be performed: the ability to arbitrarily manipulate frequency modes.

Toward that goal, particular attention has been paid to non-linear up-conversion as a tool to manipulate frequency modes while preserving their quantum states. For example, it has been used to up-convert the frequency of a single photon preserving non-classical correlations with a reference photon [7] or to up-convert a squeezed vacuum state [8]. The control of a strong coherent field mediating the process provides a way to coherently manipulate spectral properties of an up-converted light [9]. In [10] spectral compression of an up-converted photon has been performed. The group of C. Silberhorn [11] has proposed to use sum-frequency generation in a waveguide to achieve a so-called quantum pulse gate able to extract a given frequency mode depending on a gate beam. It has been shown that choosing a non-linear waveguide of proper length and dispersion will completely up-convert one single mode of the signal field, giving access to its parameters independently from the rest. In work [12], the sequential conversion of multiple modes has been put forward to perform mode-resolved measurements.

We propose here to use nonlinear up-conversion for continuous variable tasks such as photon subtraction for the generation of non-gaussian states. These tasks are to be performed on a multimode quantum state encoded on the frequency degree of freedom of a single beam, which we will call the signal field. The general principle of the non-linear process is outlined in Fig. 1. The signal field is composed of broadband quantum modes with spectral profiles \( \{ s_n(\omega_s) \} \). The set \( \{ \varphi_m(\omega_s) \} \) defines input modes of a photon subtraction arrangement. A subtracted photon is up-converted into the corresponding output mode \( \{ \psi_m(\omega_c) \} \). The modes are controlled by the gate field with a spectral distribution \( \alpha_g(\omega_g) \).

FIG. 1. Conditional photon subtraction from a signal field via parametric up-conversion process. The input signal field is composed of broadband quantum modes with spectral profiles \( \{ s_n(\omega_s) \} \). The set \( \{ \varphi_m(\omega_s) \} \) defines input modes of a photon subtraction arrangement. A subtracted photon is up-converted into the corresponding output mode \( \{ \psi_m(\omega_c) \} \). The modes are controlled by the gate field with a spectral distribution \( \alpha_g(\omega_g) \).
FIG. 2. Non-collinear sum-frequency generation. $\phi$ is a non-collinear mix-angle; $\theta$ is a phase-matching angle for type-I frequency degenerate interaction; $\rho$ is a birefringent walk-off angle of up-converted light with the extraordinary polarization.

state of the conditioned state, which can be tuned by acting on experimental parameters. This proposed method is suited to the subtraction of a broadband photon and is an alternative to the standard photon subtraction scheme that uses a beamsplitter together with a narrow-band spectral filter [14].

We develop in this paper the theory of non-collinear sum-frequency generation in a crystal taking into account both temporal and spatial degrees of freedom. We consider the example of the degaussification of multimode squeezed optical frequency combs, as those produced experimentally in [6]. These combs represent a promising resource for quantum computing [15] and optical metrology [16].

This paper is organized as follows: in Sec. II, we present the theory of non-collinear sum-frequency generation between a signal and a gate field. In Sec. III we calculate the state of the signal field conditioned on the detection of an up-converted photon. In Sec. IV we calculate the analytical conditions for the single-mode regime of a photon subtraction. In Sec. V we present some numerical results, such as the number of up-converted modes and their spectral profiles or the purity of a conditioned state, for parameters that are relevant for the theory of non-collinear sum-frequency generation, as those produced experimentally in [6]. These expressions are obtained when neglecting the effect of diffraction. One sees that the conservation of the transverse momentum along the $x$-axis (6) involves longitudinal momenta depending on the frequency and vice versa (7).

These expressions are obtained when neglecting the effect of diffraction. One sees that the conservation of the transverse momentum along the $x$-axis (6) involves longitudinal momenta depending on the frequency and vice versa (7). Therefore sum-conversion dynamics depends on the spatial profiles of the interacting pulses and one has to treat both the spatial and temporal degrees of freedom simultaneously. It is worth stressing that this coupling appears purely due to the non-collinear configuration, just like in the case of non-collinear down-conversion [18] and does not involve diffraction effects, in contrast, for example, to the spatio-temporal X-entanglement [19]. The physical mechanism underlying the coupling is depicted in Fig. 3: three sample collinear spectral components of the signal field undergo up-conversion into waves propagating at different angles/having different transverse momenta. In the collinear case limit where $\phi = 0$ and under negligibly small spatial walk-off $\rho = 0$, every up-converted wave is parallel and the transfer function (3) is...
factorized into spatial and temporal parts that may be treated independently.

For further analysis, let us apply the Schmidt decomposition of the transfer function (3). The decomposition reveals the underlying multimode properties of the parametric process [20]. In the collinear case, the decomposition may be applied independently to the temporal and spatial parts of the factorizable transfer function. In the non-collinear case, the decomposition of the function is a more challenging task. The situation is simplified mathematically in the experimentally reasonable situation where the signal field carries photons that are only in a well-defined spatial mode. For example, for a squeezed frequency comb generated within an optical cavity, the spatial mode, usually TEM_{00}, is imposed by the cavity. Let the mode profile be described by the transverse momentum distribution u_s(q_s). The amplitude of the signal field in the expression (2) may then be represented as

$$\hat{a}_s(\omega_s, q_s) = \hat{a}_s(\omega_s) u_s(q_s) + \text{vacuum modes}$$  \hspace{1cm} (8)

Under a weak up-conversion process, the vacuum modes do not change their states and one can drop them out from further consideration. In that case, the state of the non-vacuum signal mode and the up-converted field reads

$$|\phi\rangle = C \int d\omega_c \, dq_c \, d\omega_s \times L(\omega_c, q_c, \omega_s) \hat{a}_c(\omega_c, q_c) \hat{a}_s(\omega_s) |\text{in}\rangle$$  \hspace{1cm} (9)

In this expression, we defined the reduced transfer function

$$L(\omega_c, q_c, \omega_s) \equiv \int dq_s L(\omega_c, q_c, \omega_s, q_s) u_s(q_s) = \sum_{m=1}^{\infty} \lambda_m \psi_m(\omega_c, q_c) \varphi_m(\omega_s)$$  \hspace{1cm} (10)

The last equality represents the Schmidt decomposition of the function into signal and up-converted parts. The real-valued coefficients of the decomposition can be ordered as $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \ldots \geq 0$. The Schmidt functions $\{\psi_m\}$ and $\{\varphi_m\}$ are orthonormal sets. Substituting the decomposition into (9) and defining broadband operators for the signal

$$\hat{A}_{c,m} = \int d\omega_c \, \hat{a}_c(\omega_c, q_c) \varphi_m(\omega_s)$$

and the converted $\hat{A}_{c,m} = \int d\omega_c dq_c \, \hat{a}_c(\omega_c, q_c) \psi_m^*(\omega_c, q_c)$ fields with the commutation condition $[\hat{A}_{j,m}, \hat{A}_{j,m'}^\dagger] = \delta_{m,m'}$, the state (9) takes the form

$$|\phi\rangle = C \sum_{m=1}^{\infty} \lambda_m \hat{A}_{c,m}^\dagger \hat{A}_{s,m} |\text{in}\rangle$$  \hspace{1cm} (11)

The expression shows that a weak up-conversion process operates as a beam-splitter for broadband modes, subtracting a photon from the input Schmidt mode $\varphi_m$ into the output mode $\psi_m$. The process goes in parallel with a probability for each mode that is proportional to $\lambda_m^2$. The number of modes involved may be efficiently characterized with the Schmidt number

$$K = \frac{(\sum_m \lambda_m^2)^2}{\sum_m \lambda_m^4}$$  \hspace{1cm} (12)

For the wave-guide configuration [11], it has been shown that the parametric up-conversion may be switched into a single-mode regime when all the Schmidt coefficients of the decomposition tend to zero except the first one $\lambda_m>1 \rightarrow 0$, in which case $K \rightarrow 1$. In our arrangement, it means that the photon subtraction becomes mode selective. We will derive the sufficient conditions for this regime in Sec. IV for a non-collinear free space configuration.

Both the modes and the Schmidt coefficients may be obtained in a straightforward manner by calculating the eigen-value decomposition of an auxiliary hermitian function $G(\omega_s, \omega_s')$:

$$G(\omega_s, \omega_s') \equiv \int d\omega_c \, dq_c \, L^*(\omega_c, q_c, \omega_s) L(\omega_c, q_c, \omega_s') = \sum_{m=1}^{\infty} \lambda_m^2 \varphi_m(\omega_s) \psi_m^*(\omega_s')$$  \hspace{1cm} (13)

The eigen-values of this decomposition correspond to the squared Schmidt coefficients and the eigen-functions to the subtraction modes. We will employ this procedure for numerical calculations in Sec. V. In turn, the calculation of the up-converted modes is a more complicated task due to the spatio-temporal structure of the modes. However in the considered photon subtraction scheme (see Fig. 1), the properties of the up-converted photons are not relevant. All the photons are collected with a non mode-selective photon-counting detector. Thus in the following, we will omit the detailed consideration of the up-converted modes, except in Sec. IV where the analytical expressions are obtained in the single-mode regime.

III. CONDITIONED STATE OF THE SIGNAL FIELD

In this section we calculate the state of the signal field after conditioning on the up-converted photon. While we will give a general expression for the output density matrices, we will take specific examples for a multimode signal field state that can be factorized in a given mode basis (note that this is
always the case for pure gaussian states [21]). We name this
eigen-mode basis \{ s_n(\omega_s) \}, each \( s_n(\omega_s) \) describing the
spectral amplitude of each signal mode. The signal input state in
that basis may then be written
\[
|\text{in}_s\rangle = \bigotimes_n |\text{in}_{s,n}\rangle.
\] (14)

We now consider the detection of the up-converted beam
with a unity quantum efficiency single photon detector that is
insensitive to the spatial and temporal profiles of the beam.
The probability of a photon subtraction is given by the norm
of the wave-function (11)
\[
P = \langle \phi | \phi \rangle = |C|^2 \sum_{m=1}^\infty \lambda_m^2 \langle \text{in}_s | \hat{A}_s, m^\dagger \hat{A}_s, m | \text{in}_s \rangle
\] (15)
and is equal to the sum of the up-conversion probabilities for
each input mode multiplied by the corresponding number of
photons in the mode. Here we used the explicit expression for
the initial state of the fields (1). In turn, the conditioned state
of the signal field is described by the density matrix
\[
\hat{\rho}_s = \frac{\text{Tr}_c \{ | \phi \rangle \langle \phi | \} }{P} = |C|^2 \sum_{m=1}^\infty \lambda_m^2 \hat{A}_s, m \langle \text{in}_s | \hat{A}_s, m^\dagger | \text{in}_s \rangle
\] (16)
One can see that, in general, this state is mixed. However,
when the up-conversion process is single-mode (i.e. only \( \lambda_1 \neq 0 \)), the state is pure and reads
\[
|\text{out}_s\rangle \propto \hat{A}_s, 1 |\text{in}_s\rangle
\] (17)
This expression means that a photon is subtracted from a
broadband mode defined by parametric up-conversion. In the
most general case, there is no coincidence between the sub-
traction mode and any particular eigen-mode of the signal
field of equation (14). Nevertheless, in principle this may be
achieved by changing the profile of the gate pulses. Then, for
example, if the signal field is a multimode squeezed light, it
brings the matched mode into a cat-like state [13] while the
rest remains unchanged. In the non-matched case, the photon
is subtracted from a superposition of signal modes, giving rise
to cat-like states superposition.

To calculate the purity of the conditioned state, let us de-
note \( \{ N_{s,n} \} \) the mean photon number in the signal field eigen-
 modes \( \{ s_n(\omega_s) \} \). We define the overlap matrix
\( O_{mn} = \int d\omega \ \varphi^*_m(\omega) s_n(\omega) \) between signal modes \( \{ s_n(\omega_s) \} \) and
subtraction modes \( \{ \varphi_m(\omega_s) \} \). One gets expressions for the
subtraction probability (15) in the alternative form
\[
P = |C|^2 \sum_{m,n} \lambda_m^2 |O_{mn}|^2 N_{s,n}
\] (18)
The purity (16) is then given by
\[
\text{Tr}(\hat{\rho}_s^2) = \frac{\sum_{m,n,m',n} \lambda_m^2 \lambda_{m'}^2 |O_{mn} O_{m'n}^*|^2 N_{s,n}}{\left( \sum_{m,n} \lambda_m^2 |O_{mn}|^2 N_{s,n} \right)^2}
\] (19)
This state is pure in the single-mode regime when \( \lambda_{m>1} = 0 \),
as it was stressed above. Another possibility to get a pure
state is when the initial state of the signal field is in a single-
mode, i.e. when all modes are in a vacuum state except for
one: \( N_{s,n=1} = 0 \). An additional control over the conditioned
state and its purity is achieved by tailoring subtraction modes
and their overlap \( O_{mn} \) with modes of the signal field.

IV. SINGLE-MODE REGIME OF UP-CONVERSION:
ANALYTICAL TREATMENT

In order to calculate explicitly the subtraction modes and
their corresponding coefficients (10), let us make some addi-
tional assumptions. Let us first assume that the spatio-spectral
amplitude of the gate field is factorized
\[
\alpha_g(\omega_g, q_g) = \alpha_g(\omega_g) u_g(q_g)
\] (20)
where \( \alpha_g(\omega_g) \) is a spectral profile and \( u_g(q_g) \) is the prod-
uct of two identical functions along \( x \) and \( y \), i.e. \( u_g(q_g) = u_g(q_g^x) u_g(q_g^y) \). The factorization means that we do not con-
sider pulses with tilted fronts [22]. In principles, front-tilt may
provide an additional control over the system [23, 24].

We also assume that the transverse profile of the gate pulse
is broader than the signal one, thus guaranteeing their overl-
ap over the whole crystal length, as depicted on Fig. 2. The
gate beam is then approximated as a plane wave by putting
\( q_g^x, q_g^y = 0 \) in the expressions (5-6). As a result of conserva-
tion of momentum in the \( y \)-direction (5), it follows that an up-
converted photon and a signal photon share the same momen-
tum \( q_g^y = q_s^y \). Since this degree of freedom is uncoupled from
the others, the distribution of momentum of up-converted pho-
tons in the \( y \)-direction coincides with the distribution of signal
photons. The problem is then reduced to a 2-D case by defin-
ing the following amplitude
\[
\hat{a}_c(\omega_c, q_c^x) = \int dq_c^y \hat{a}_c(\omega_c, q_c) \ u_c(q_c^y)
\] (21)
where we have also assumed that the signal beam is factorized,
i.e. \( u_c(q_c) = u_s(q_s^x) u_s(q_s^y) \). In the following we will omit the
\( x \) index.

An additional assumption concerns the dispersion proper-
ties of the crystal. Introducing the relative frequencies \( \Omega_j = \omega_j - \omega_{j,0} \) for each field \( (j = c, s, g) \), where \( \omega_{j,0} \) is the mean
frequency of field \( j \), we expand the wave-vectors to the first
order \( k_j \approx k_{j,0} + k_j \Omega_j \). We get the following expression for the
wave-function (9):
\[
|\phi\rangle = C' \int d\Omega_c \ dq_c \ d\Omega_s \ x(L(\Omega_c, q_c, \Omega_s) \hat{a}_c^\dagger(\Omega_c, q_c) \hat{a}_s(\Omega_s)) |\text{in}\rangle
\] (22)
where the proportionality coefficient is given by
\[
C' = C \left( \int dq_g u_g(q_g) \right)^2
\] (23)
The results of the previous section remain of course valid under the substitution $C \to C'$. The explicit expression of the transfer function then reads

$$
L(\Omega_c, g_c, \Omega_s) = \alpha_g(\Omega_c - \Omega_s) \times u_s \left[ (\cos \phi)^{-1} q_c + k_s^2 \tan \phi (\Omega_c - 2\Omega_s) \right] \times \text{sinc} \left\{ \left( (k_c' - k_s') \cos \phi \Omega_c + k_s' \tan \phi \sin \phi (\Omega_c - 2\Omega_s) \right) + (\tan \phi - \tan \rho) q_c \right\} l/2 \right\}
$$

Here we used the phase-matching condition for the type-I degenerate process: $(k_{g,0} + k_{s,0}) \cos \phi = k_{c,0}$ and $k_{s,0} = k_{g,0}$. Furthermore gate and signal pulses, ordinary polarized, have equal group velocities $k'_s = k'_c$. Using a Gaussian approximation for the transfer function (24), let us estimate analytically in this section the number of subtraction modes (i.e. the Schmidt number) and how single-mode regime can be obtained. For this purpose, we approximate the sinc function by: $\text{sinc}(x) \approx e^{-\gamma x^2}$, $\gamma = 0.193$. The numerical value of $\gamma$ is chosen so that both functions exhibit the same full width at half maximum. We model the transverse profiles of the signal and gate beams as Gaussian beams with widths $w_{s,g}$

$$
u_j(q_j) = \frac{\sqrt{\pi} q_j^2}{\pi^{1/4}} \exp(-w_{s,g}^2 q_j^2/2), \quad j = s, g
$$

(25)

Considering a gate field with a much wider transverse profile, we choose $w_g \gg w_s$. We also consider the specific case where the gate pulses have a Gaussian spectral profile

$$
\alpha_g(\Omega_g) = \frac{\sqrt{\pi} q_g^2}{\pi^{1/4}} \exp(-\tau_g^2 \Omega_g^2/2).
$$

(26)

Assuming small non-collinear and walk-off angles, we expand the trigonometric functions involved into the expression (24) to the lowest order. Under these condition, we also neglect the group velocity birefringence by approximating the group velocity of the up-converted field with its value for the collinear case, i.e. $k'_s \approx k'_c |\phi| = 0$. Using the procedure presented in Appendix C, one gets an expression for the Schmidt number that may be written as the following function of the crystal length and signal beam focusing

$$
K(l, w_s) = \sqrt{(a(l)w_s^2 + b)(c(l)w_s^{-2} + d)}
$$

(27)

where $a(l) = 1 + 2\tau_g^2 / \gamma (k'_c - k'_s)^2 l^2$, $b = (\phi - \rho)^2 \tau_g^2 / (k'_c - k'_s)^2$, $c(l) = 1 + 2\phi^2 \gamma k_s^2 l^2 / \tau_g^2$ and $d = 4\phi^2 k_s^2 / \tau_g^2$. One can show that the Schmidt number has a minimum value

$$
K_{\text{min}} = 1 + \frac{\phi^2 + |\phi(\phi - \rho)|}{\phi_0^2}
$$

(28)

under the optimal values of the crystal length and signal beam focusing

$$
l_{\text{opt}} = \frac{\tau_g}{k'_s \sqrt{2\gamma \phi_0} |\rho|};
$$

(29)

$$
w_{s,\text{opt}} = \frac{\tau_g}{k'_s} \frac{|\rho(\phi - 1)|}{2\phi_0}
$$

(30)

Here we also defined a characteristic non-collinear angle

$$
\phi_0 = \sqrt{(k'_s/k'_c - 1)/2}
$$

(31)

In general, in the non-collinear configuration (but still for $\phi \ll 1$), the Schmidt number achieves its minimal value (28), which is larger than unity, at the finite crystal length (29) and under the optimal focusing of the signal beam (30). Both optimal values are proportional to the spatial length of the gate pulse in the crystal $\tau_g$. In turn, in a slightly non-collinear configuration defined by the condition

$$
\phi^2 + |\phi(\phi - \rho)| \ll \phi_0^2
$$

(32)

and for the optimally focused signal beam, the dependence of the Schmidt number (27) on the crystal length (when $l < l_{\text{opt}}$) takes the approximate form

$$
K(l, w_s)|_{w_{s,\text{opt}}} = \sqrt{1 + (l_0/l)^2}
$$

(33)

where we defined characteristic length of the temporal walk-off of signal and up-converted pulses in the crystal

$$
l_0 = \frac{\tau_g}{\gamma / 2 (k'_c - k'_s)}
$$

(34)

In this case a condition for the single-mode regime reads

$$
l \gg l_0
$$

(35)

The condition requires strong walk-off of signal and up-converted pulses along the crystal length. For given pulses, it is achieved by choosing longer crystals with a larger difference of group velocities for the fundamental and doubled frequencies. It is similar to the long crystal condition for the generation of the decorrelated photon pair in a parametric down-conversion scheme [17]. At the same time, for longer crystals the effects of diffraction and higher order dispersion may become important. 1

Under the conditions (32) and (35) the transfer function (24) is factorized

$$
L(\Omega_c, g_c, \Omega_s) = \lambda \psi(\Omega_c, g_c) \varphi(\Omega_s)
$$

(36)

giving the spectral profiles of the subtracted $\varphi$ and up-converted $\psi$ modes

$$
\varphi(\Omega_s) = \alpha_g(\Omega_s),
$$

(37)

$$
\psi(\Omega_c, g_c) \propto u_s(q_c) \text{sinc} \left\{ (k_c' - k_s') \Omega_c + (\phi - \rho) q_c l/2 \right\}
$$

(38)

One sees that the profile of the subtracted mode is defined by the gating pulse, thus providing a very convenient control over

---

1 For an optical pulse at 800 nm with the spectral width $\Delta \lambda = 6$ nm (FWHM) and waist radius 0.1 mm, the Rayleigh length is $l_R \sim 40$ mm and the dispersion length $l_D \sim 60$ mm in a BBO crystal.
the photon subtraction mode. In turn, the up-converted spatio-temporal mode is defined by the spatial profile of the optically focused signal beam and the phase matching function. It reveals angular dispersion, i.e. correlations between frequency and transverse momentum: \( (\rho - \phi)q_e \approx (k'_e - k'_s)\Omega_e \). These correlations become even stronger approaching the single-mode regime (increasing crystal length). The only Schmidt coefficient in the single-mode regime reads

\[
\lambda = \sqrt[2]{\frac{\pi}{(k'_e - k'_s)^2/2}}
\]

Let us estimate the probability of photon subtraction in the single-mode regime when the only subtraction mode is matched to the signal mode of the incoming field. The expression (18) gives the probability \( P_1 = |C|^2 \lambda^2 N_s \) which is proportional to the up-conversion efficiency of the mode and number of photons in this mode \( N_s \). For a Gaussian distribution of the transverse profile of gate (25), the proportionality coefficient reads \( C = 2\sqrt{\pi} C/w_g \). Using (39), one gets the explicit expression for the probability that we normalize to the number of photons in the mode and average energy of the gate pulse per unit area

\[
\frac{P_{1,\text{Gauss}}}{N_s W_g / \pi w_g^2} = \frac{(\varepsilon_\omega \chi(2)^2 E_{c} E_{c}^*)^2}{2\varepsilon_\omega n g c h^2 k'_e - k'_s} I
\]

Using analytical results and the experimental parameters depicted in Appendix A, one gets the following estimations for the single mode regime: the walk-off length \( l_0 = 1.6 \text{ mm} \); non-collinear angle \( \phi_0 = 8^\circ \). The normalized probability of the photon subtraction is \( \sim 0.2 \) per J/mm\(^2\). We compare these values with the numerical results of the following section.

V. MODELING PHOTON SUBTRACTION FROM A SQUEEZED FREQUENCY COMB

In this section, we calculate numerically the number of subtraction modes and their profiles for realistic parameters beyond the Gaussian approximation of the transfer function (24). This is performed by the eigen decomposition of the function \( G(\Omega_c, \Omega'_c) \equiv \int d\Omega_e d\Omega'_e L(\Omega_c, q_e, \Omega_e) L^*(\Omega'_c, q_e, \Omega'_e) \) introduced in Eq. (13). In that case, the eigen-functions correspond to the subtraction modes and the eigen-values are equal to the squared Schmidt coefficients. In order to model photon subtraction from a multimode squeezed frequency comb generated within an optical cavity, we choose the experimental parameters of [6]. See Appendix A for more details on these parameters.

Fig. 4 represents the number of subtraction modes (the Schmidt number) for Gaussian gate pulses. It corresponds to the analytical case studied in the previous section. The number of modes depends on the crystal length, the focus of the signal beam (i.e. waist radius) and the non-collinear angle. The two graphs on the left represent the case where the signal pulse propagates in the same direction as the up-converted pulse (i.e. \( \phi \) and \( \rho \) have the same sign) and the graph on the right is for the opposite configuration. The dashed vertical line marks the characteristic length of the temporal walk-off of pulses (34). For small non-collinear angles \( \phi \ll \phi_0 \) (top plots) and a crystal length larger then the temporal walk-off length, the Schmidt number tends to unity. For larger non-collinear angles \( \phi \sim \phi_0 \) (bottom plots), a minimal Schmidt value is higher than unity and is achieved for a crystal length close to the walk-off length. This behavior is in good agreement with the analytical prediction. Also analytical expressions give good quantitative estimations for a minimum of the Schmidt number when \( \phi \) and \( \rho \) have opposite signs (right plots), as it is depicted in the figure caption. In both cases there is an optimal focusing of the signal beam that delivers minimal Schmidt number for the given crystal length. This focusing is well approximated by its analytical value (30). It is indicated by the dashed horizontal line on the figures. One sees that switching to an even more non-collinear configuration demands a more careful focusing of the signal beam in order to stay at the minimum of the Schmidt number. Furthermore, when the value of the non-collinear angle is close to the walk-off angle, then the difference between the two configurations (co-propagation of the pulses and opposite propagation) becomes significant.

Fig. 5 represents the number of subtraction modes for different spectral shapes of the gate pulse, namely zero, first and second order Hermite-Gaussian modes. The crystal length is set at 2 mm. One sees that the dependence on signal beam focusing is preserved for higher order transverse profiles and that the minimum location is still well approximated by the analytical expression. However, the multimode nature of the up-conversion process increases significantly with the concomitant increase of the gate order. It means in particular that analytical single-mode conditions (32) and (35) have to be adjusted for higher order gates.

These results indicate how to optimally choose the parameters to approach the single-mode regime in the photon-subtraction arrangement. This regime is sufficient for a pure conditioned state of the signal field after a photon subtraction. Let us now model photon subtraction from a highly multimode squeezed frequency comb. Fig. 6 represents distribution of photons per eigen-modes of the comb estimated for experimental conditions. Details of this estimation are presented in the Appendix A. In the temporal domain, the comb corresponds to a train of correlated pulses [25, 26] where the number of pulses is roughly equal to the finesse of the optical cavity. We consider the subtraction of a photon from a single pulse of the train. We approximate the eigen-modes of signal by Hermite-Gaussians of different orders \{ \( s_n(\omega_s) \} = \{ \text{HG}_n(\omega_s) \} \) with a characteristic bandwidth of 6 nm. Then the spectral profile of the gate pulse is consequently set as the first three HG modes, thus matching the subtraction mode with the target mode from the comb. The corresponding working points of the up-conversion for each gate profile are marked in Fig. 5 (b). Then Fig. 7 represents the first six eigen-modes of the comb (gray filled curves), subtraction modes (blue solid lines) for different gate pulses (red filled curves) and overlap matrices \( |O_{mn}|^2 = \int \phi_m(\omega_s) s_n(\omega_s) d\omega_s \) between these modes. One sees that the first subtraction mode is defined by the gate pulse shape. The right column of the figure repre-
as a result, state purity is increased. mode regime, as it seen from the value of the Schmidt number. Furthermore, the up-conversion becomes closer to the single-sian gate pulses. It leads to a more selective overlap matrix. It was pointed out that the conditioned state of the signal field and the subtraction modes. Fig. 8 illustrates the sit-

tuation of photons in eigen-modes of the comb (see Fig. 6).

It was pointed out that the conditioned state of the signal field depends on the matching between the eigen-modes of the field and the subtraction modes. Fig. 8 illustrates the situation when the subtraction modes are two times spectrally broader than above. It is achieved by using broader Gaussian gate pulses. It leads to a more selective overlap matrix. Furthermore, the up-conversion becomes closer to the single-mode regime, as it seen from the value of the Schmidt number. As a result, state purity is increased.

VI. CONCLUSION

In this article, we have shown that it is possible to use non-collinear sum-frequency generation to achieve a mode-dependent beamsplitter in the continuous variable regime and perform mode selective photon subtraction. Using both analytical and numerical analysis, we have demonstrated under which condition one can minimize the Schmidt number of the process. The mode from which the photon is subtracted can be controlled via proper pump pulse shaping, even though Schmidt number increases with higher order Hermite modes.

Recently mode selective parametric up-conversion has been demonstrated in a non-linear optical waveguide [27]. Obtained results confirms experimental feasibility of the proposed photon subtraction method.

Proposed method, applied to multimode frequency comb, could be applied to any broadband source of quantum states. Furthermore, taking into account spatio-temporal distribution of an up-converted photon, one can apply additional filtering to further improve and control the Schmidt number of the process.
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2. Some properties of multimode squeezed frequency combs

The spectral profiles of the eigen-modes of a squeezed comb [6] are well approximated by Hermite-Gaussian functions with a spectral width $\Delta \lambda = 6$ nm (FWHM) and centered at 795 nm. In the time domain, a squeezed frequency comb may be represented as a train of quantum correlated pulses of characteristic duration $\tau_c = 94$ fs (for the definition, see expression (26)) and a repetition rate of 76 MHz. The number of correlated pulses is roughly equal to the finesse of the optical cavity [25, 26] estimated to be $F \approx 40$. Therefore the average number of photons in a single pulse of the given mode may be estimated in the following way

$$N_{s,n} \approx N_{s,n}^{\text{comb}} / F \quad \text{(A1)}$$

where $N_{s,n}^{\text{comb}}$ is the number of photons in the squeezed mode of the comb. We calculated the distribution of photons for the experimental parameters by diagonalizing the matrix that describes squeezing of the frequency comb in the optical parametric oscillator [28]. For this calculation, we bounded the squeezing matrix to 100 nm bandwidth in order to model the spectrally limited finesse of the cavity. This filtering reduces the number of squeezed modes to approximately 40 modes, as seen in Fig. 6. This figure represents the normalized distribution of photons in different modes. By multiplying it by the number of photons in a pulse of the first mode, one gets the absolute distribution. This yields the estimated multiplication coefficient $N_{s,n} \approx 6 \times 10^{-3}$ photons per pulse for the measured 4.2 dB of squeezing of the first mode.

Appendix B: Nonlinear second harmonic generation: calculation of an up-converted state

After the parametric interaction with the classical gate field, the quantum state at the output for the signal and converted fields is given by

$$|\text{out}⟩ = T \exp \left[ \frac{1}{i\hbar} \int dt \; \hat{H}_f(t) \right] |\text{in}⟩ \quad \text{(B1)}$$
where $\mathcal{T}$ stands for the time-ordering operator. $\hat{H}_I$ is the Hamiltonian of the parametric process in the interaction picture

$$\hat{H}_I = \varepsilon_0 \int_V dV \chi^{(2)} \left( \hat{E}_c^{(-)} \right) \hat{E}_s^{(+)} E_g^{(+)} + h.c.$$  \hspace{1cm} (B2)

where $V$ is the crystal’s volume and $\chi^{(2)}$ is an element of the second-order nonlinear susceptibility tensor of the phase-matched process. In the case of weak parametric upconversion, the output state (B1) may be approximately calculated in the first-order perturbation theory:

$$|\text{out}\rangle \approx |\text{in}\rangle + |\phi\rangle$$  \hspace{1cm} (B3)

where

$$|\phi\rangle = \frac{1}{i\hbar} \int dt \hat{H}_I(t) |\text{in}\rangle$$  \hspace{1cm} (B4)

Let us decompose field’s amplitudes into plane monochromatic waves. The decomposition of the up-converted field accounting for the walk-off effect with an angle $\rho$ then reads

$$\hat{E}_c^{(-)}(x, z, t) = \mathcal{E}_c \int \frac{d\omega_c dq_c}{(2\pi)^{3/2}} \times \exp \left[ -i q_c (x - z \tan \rho) - ik_c z + i\omega_c t \right] \hat{a}_c(\omega_c, q_c)$$

$$\times \exp \left[ i q_c (x + ik_c z - i\omega_c t) \right] \hat{a}_s(\omega_c, q_s)$$  \hspace{1cm} (B5)

where $x = (x, y)$ and $q = (q_x, q_y)$ are the transverse coordinates and momenta. For the signal and the gate fields, it is convenient to define individual coordinate systems such that:

$$y_{s,g} = y, x_{s,g} = x \cos \phi + z \sin \phi \quad \text{and} \quad z_{s,g} = z \cos \phi \pm y \sin \phi.$$  \hspace{1cm} (B6)

The scaling factors $\mathcal{E}_j$ that are involved in these expressions read: $\mathcal{E}_j = \sqrt{\hbar \omega_j/2\varepsilon_0 n_j c}$, where $j = c, g$. The operators obey the commutation relation $[\hat{a}_j(\omega_i), \hat{a}^\dagger_j(\omega_j, q_j')] = \delta(\omega_j - \omega_j')\delta(q_j - q_j')$. The spatio-spectral profile of the gate field is described by the distribution $\alpha_g(\omega_g, q_g)$, normalized as $\int d\omega_g dq_g |\alpha_g(\omega_g, q_g)|^2 = 1$. The field’s amplitude then reads

$$\hat{E}_g^{(+)}(x_g, z_g, t) = \sqrt{\frac{W_g}{2\varepsilon_0 n_g c}} \int \frac{d\omega_g dq_g}{(2\pi)^{3/2}} \times \exp \left[ i q_g x_g + ik_g z_g - i\omega_g t \right] \alpha_g(\omega_g, q_g)$$  \hspace{1cm} (B7)

where $W_g$ is the energy contained in a single pulse of the field. It is worth to stress that the operators $\hat{a}_{s,c}$ and the classical quantity $\alpha_g$ correspond to the spectral amplitudes of fields taken at the origin, which we define as being halfway through the crystal (of a total length $l$, as depicted in Fig. 2). Throughout the analysis, we will neglect the effect of diffraction by assuming that a longitudinal momentum depends only on frequency

$$k_j = k_j(\omega_j, q_j) = \sqrt{k_j^2(\omega_j) - |q_j|^2} \approx k_j(\omega_j)$$  \hspace{1cm} (B8)

where $j = c, s, g$. Substituting the decomposition of the fields into the Hamiltonian, we perform the integration over the crystal volume, i.e. infinite integration in the transverse direction and integration over the longitudinal interval $z = -l/2 \ldots l/2$. Finally, the integration in time yields the expression for the quantum state (2), together with the conservation conditions (4)-(7).

### Appendix C: Calculation of the Schmidt number for a Gaussian transfer function

Under the Gaussian approximation, the transfer function (24) is conveniently expressed in the form [29]

$$L(\Omega_c, q_c, \Omega_s) = C \exp \left[ -\frac{1}{2} x^T U x \right]$$  \hspace{1cm} (C1)

where $x^T = (\Omega_c, q_c, \Omega_s)$, $U$ is a $3 \times 3$ covariance matrix and $C$ is a proportionality coefficient. The Schmidt decomposition of the function into signal and up-converted parts is expressed as

$$L(\Omega_c, q_c, \Omega_s) = \sum_{m=1}^{\infty} \lambda_m \psi_m(\Omega_c, q_c) \varphi^*_m(\Omega_s)$$  \hspace{1cm} (C2)

The definition of the Schmidt number reads

$$K = \frac{\left( \sum_{m} \lambda_{m}^2 \right)^2}{\sum_{m} \lambda_{m}^4}$$  \hspace{1cm} (C3)

Now to calculate the Schmidt number, let us note that the sum of the squared coefficients $\sum_{m} \lambda_{m}^2$ is equal to the norm of the transfer function

$$\sum_{m} \lambda_{m}^2 = \int d\Omega_c dq_c d\Omega_s |L(\Omega_c, q_c, \Omega_s)|^2$$

$$= C^2 \frac{(2\pi)^{3/2}}{\sqrt{\text{Det}(2U)}}$$  \hspace{1cm} (C4)

To perform this integration, we used the general expression for multivariate Gaussian integrals

$$\int \cdots \int \exp \left[ -\frac{1}{2} q^T M q \right] dq_1 \cdots dq_n = \frac{(2\pi)^{n/2}}{\sqrt{\text{Det}(M)}}$$  \hspace{1cm} (C5)

To calculate $\sum_{m} \lambda_{m}^4$, we note that

$$G(\Omega_s, \Omega'_s) = \int d\Omega_c dq_c L^*(\Omega_c, q_c, \Omega_s) L(\Omega_c, q_c, \Omega'_s)$$

$$= \sum_{m} \lambda_{m}^2 \varphi_m(\Omega_s) \varphi^*_m(\Omega'_s)$$  \hspace{1cm} (C6)
where we used the decomposition (C2). Calculation of the norm of the auxiliary function then gives

$$
\sum_{m} \lambda_m^4 = \int d\Omega_s d\Omega'_s |G(\Omega_s, \Omega'_s)|^2
= C^4 \frac{(2\pi)^{6/2}}{\sqrt{\text{Det}(V)}}
$$

(C7)

where \( V \) is a \( 6 \times 6 \) covariance matrix defined by

$$
C^4 \exp \left[ -\frac{1}{2} X^T V X \right]
= L^*(\Omega_c, q_c, \Omega_s) L(\Omega_c, q_c, \Omega'_s) L(\Omega'_c, q'_c, \Omega_s) L^*(\Omega'_c, q'_c, \Omega'_s)
$$

(C8)

with \( X^T = (x^T, x'^T) = (\Omega_c, q_c, \Omega_s, \Omega'_c, q'_c, \Omega'_s) \). Substituting (C4) and (C7) into (C3), one gets the expression of the Schmidt number through covariance matrices

$$
K = \frac{\sqrt{\text{Det}(V)}}{\text{Det}(2U)}
$$

(C9)
FIG. 4. Schmidt number $K$ as a function of the crystal length $l$ and signal beam focusing $w_s$ for different non-collinear angles $\phi$. These plots are obtained for a Gaussian spectral profile of the gate pulses. Dashed horizontal line indicates the analytical estimation of the optimal focusing $w_{s\text{opt}}$ (see (30)). Vertical line depicts the length $l_0$ of temporal walk-off of pulses (see (34)). Characteristic non-collinear angle (31) is $\phi_0 = 8^\circ$. Analytical estimations for $K_{\text{min}}$ (28) and $l_{\text{opt}}$ (29), respectively: 1.1 at 11 mm (a, b); 1.5 at 2.4 mm (c); 2.2 at 2.4 mm (d).
FIG. 5. Schmidt number $K$ as a function of the signal beam focusing $w_s$ for different non-collinear angles and Hermite-Gaussian gating pulses of different orders: HG-0 (solid line), HG-1 (dashed line) and HG-2 (dashed-dotted line). BBO crystal length is $l = 2$ mm. Dashed vertical line indicates analytically estimated optimal focusing $w_{\text{opt}}$ in the long crystal limit. Circles at the figure (b) depict working points of the up-conversion process chosen to model a photon subtraction from the squeezed frequency comb.

FIG. 6. Normalized average number of photons in eigen-modes of the squeezed frequency comb estimated for the experimental parameters [6]: without filtering in the optical parametric oscillator (triangles); with 100 nm bandwidth filtering (circles). Number of photons in single pulses of modes can be estimated multiplying the distribution with $6 \times 10^{-3}$ photons that corresponds to the measured 4.2 dB squeezing of the first mode and the cavity finesse which is equal to $\mathcal{F} = 40$. 
FIG. 7. Photon subtraction from the multimode squeezed frequency comb via the parametric up-conversion process. From left to right: first six subtraction modes (solid blue lines) in comparison with the Hermite-Gaussian eigen-modes of the comb (filled grey curves); matrix of overlap coefficients; distribution of Schmidt coefficients. From top to bottom: gate pulse (filled red/dark grey curves) is matched successively to the first three eigen-modes of the comb. Insets indicate Schmidt number, purity of the photon subtracted state and photon subtraction rate. Parameters of the non-collinear arrangement are marked in Fig. 5 (b).

FIG. 8. The same as Fig. 7-a but for a Gaussian gate pulse twice spectrally broader.