Finite-temperature electron-capture rates for neutron-rich nuclei around N=50 and effects on core-collapse supernovae simulations
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The temperature dependence of stellar electron-capture (EC) rates is investigated, with a focus on nuclei around N = 50, just above Z = 28, which play an important role during the collapse phase of core-collapse supernovae (CCSN). Two new microscopic calculations of stellar EC rates are obtained from a relativistic and a non-relativistic finite-temperature quasiparticle random-phase approximation approaches, for a conventional grid of temperatures and densities. In both approaches, EC rates due to Gamow-Teller transitions are included. In the relativistic calculation contributions from first-forbidden transitions are also included, and add strongly to the EC rates. The new EC rates are compared with large-scale shell model calculations for the specific case of $^{86}$Kr, providing insight into the finite-temperature effects on the EC rates. At relevant thermodynamic conditions for core-collapse, the discrepancies between the different calculations of this work are within about one order of magnitude. Numerical simulations of CCSN are performed with the spherically-symmetric GR1D simulation code to quantify the impact of such differences on the dynamics of the collapse. These simulations also include EC rates based on two parametrized approximations. A comparison of the neutrino luminosities and enclosed mass at core bounce shows that differences between simulations with different sets of EC rates are relatively small ($\approx 5\%$), suggesting that the EC rates used as inputs for these simulations have become well constrained.

I. INTRODUCTION

Electron-capture (EC) rates play a key role in various astrophysical phenomena, such as the final evolution of intermediate-mass stars [1, 2], core-collapse supernovae (CCSN) [3–6], thermal evolution of the neutron-star crust [7, 8], and nucleosynthesis in thermonuclear supernovae [9, 10]. For a recent review work the reader may refer to Ref. [11]. CCSN are particularly impacted by the rate of electron captures prior and during the collapse phase as it defines the electron fraction ($Y_e$), which drives the collapse dynamics and sets the diameter of the core at bounce [5, 6]. Indeed, at the onset of the collapse, the combination of a high stellar temperature ($T \sim 10$ GK), high density ($\rho \sim 10^{10}$ g cm$^{-3}$), and low entropy ($s \sim 1$ kB) leads to a nuclear statistical equilibrium [12] in the core. While the core density increases, the electron captures on nuclei and free protons reduce $Y_e$ and produce electron-type neutrinos, which escape the core freely while carrying away energy and entropy. Consequently, $Y_e$ further decreases and the collapse accelerates. The electron-capture reactions on nuclei dominate because the mass fraction of free nucleons is small compared to that of nuclei [13]. Previous studies [5, 6] have shown that the nuclei having the largest impact on the evolution of $Y_e$, and therefore on the production of electron neutrinos, are located along the $N = 50$ shell closure near $^{78}$Ni and along $N = 82$ near $^{128}$Pd. At $\rho \gtrsim 10^{-12}$ g cm$^{-3}$, the electron-neutrino diffusion timescale becomes longer than the dynamical timescale of the collapse, the electron neutrinos become trapped, and a $\beta$-equilibrium establishes [12, 14]. The core continues its collapse up to $\rho \gtrsim n_{\text{sat}} \approx 2.81 \cdot 10^{14}$ g cm$^{-3}$. At the interface where the in-fall velocity is equal to the speed of sound in the medium a shock wave forms and propagates outwards. The mass of the inner core, approximately the Chandrasekhar mass, is proportional to $Y_e^{-2}$ [12, 14].

During the collapse, the nuclei are in thermal equilibrium and undergo continuum EC. As the stellar density is high, the Fermi energy is also high, and ECs can occur to states in the daughter at relatively high excitation energy. In addition, the temperature is also high, excited states in the parent are populated and ECs can occur on these states [15]. The EC rates are mediated by Gamow-Teller transitions and forbidden transitions [16–18]. The stellar conditions cannot be reproduced in the laboratory and to estimate the rates at extreme thermodynamic conditions one has to rely on theoretical models. The theoretical models must be benchmarked with...
experimental data where available, i.e. primarily from the ground state of the parent nucleus. While EC/β+/β−-decay data provide benchmarks, the accessible Q-value window is very limited, especially on the neutron-rich side of stability, which contains the nuclei of most interest in the collapse phase of supernovae. Therefore, GT strengths extracted from (n,p)-type charge-exchange experiments [11] at intermediate energies, such as (n,p) [19–22], (d,3He) [23–25], and (t,4He) [26–28] reactions, have become the most important tool for testing theoretical models.

Fuller, Fowler, and Newman [29] (FFN) were the first to perform calculations for a wide grid of stellar conditions and for an ensemble of nuclei near stability with mass number 21< A <60. The first FFN formulation was based on strict assumptions where a single resonance contains the total GT strength. The energy of this resonance was determined phenomenologically and the total strength was calculated with a single-particle model. Since then, many β-decay and charge-exchange experiments were performed, see e.g. Ref. [11] and references therein, and have motivated the development of more accurate models.

Two methods arise for computing EC rates at finite temperature. One can determine the rates from each of the initial states in the parent nucleus and compute the Boltzmann-weighted sum of these rates. The other method consists of computing directly temperature-dependent strength functions. The first approach is related to large scale shell model (LSSM) calculations [13, 30–34] and the second is related to random-phase approximation (RPA) [35, 36], (relativistic) quasi-particle random phase approximation (QRPA) [18, 37, 38] or relativistic time blocking approximation (RTBA) [17] calculations. Alternatively, one can use hybrid approaches [16, 39, 40], in which the partial shell occupation numbers at finite temperature are calculated within shell-model Monte-Carlo (SMMC) or Fermi-Dirac parametrizations. Subsequently, these partial occupation numbers are then used as inputs for RPA or QRPA calculations.

In addition, an analytic approximation of the electron-capture rate as a function of the Q-value was proposed in [41]. The first parametrized version of this approximation [42] was fitted to rates on pf-shell nuclei obtained with a hybrid SMMC-RPA approach. Then, for improving the reliability of the extrapolation beyond pf-shell nuclei and far from stability, the parametrization was extended [43] to take into account the effect of the high electron density, temperature, and isospin ratio.

So far, no EC rate tables from finite-temperature microscopic calculations cover the region of interest for the collapse phase of CCSN, along N=50 near 78Ni, here referred to as the “diamond region”. The first extensive calculations in this region were performed with a hybrid model [30], but only for a subset of the nuclei of interest, or with a QRPA model [44] for all nuclei in the diamond region but without considering temperature-dependent effects. Recently, few finite-temperature calculations [16, 17] were performed on selected nuclei in the region of interest. These studies show the importance of including higher-order correlations and thermal excitations for explaining the unblocking of the GT+ strength in the nuclei near N = 50, as well as the significant contribution of forbidden transitions to the total electron-capture rate for some N = 50 nuclei. Furthermore, application of the relativistic FT-QRPA in Ref. [18] has demonstrated the importance of including pairing correlations for temperatures below the critical temperature of pairing collapse, as well as the sensitivity of EC rates to the strength of the isoscalar pairing in the residual interaction. In this work, we will present new finite-temperature EC rates, available in FFN grid format, from two state-of-art finite temperature QRPA calculations covering the whole diamond region (71 nuclei). In order to have a better insight on those results, we will discuss the effect of the detailed nuclear structure on the electron capture rate, using a new shell model calculation for 86Kr. The new results presented here will help quantifying the impact of the thermally induced weak-transitions, GT+ but also first-forbidden transitions, on the dynamics of the CCSN.

This paper is structured as follows. In Sec. II, the formalism used to make new finite-temperature EC rates libraries from two non-relativistic and relativistic finite-temperature QRPA models, are presented. The two models are presented in the following sections III and IV, respectively. In Sec. V we give details about the electron-capture rates results based on large-scale shell model calculations. Then, in Sec. VI, we compare the temperature dependent electron-capture rates computed from the different formalisms introduced previously. Afterwards, in Sec. VII the outcomes of CCSN simulations based on the new finite-temperature EC rates libraries are compared. Finally, the main conclusions of this work are outlined in Sec. VIII.

II. ELECTRON-CAPTURE RATES CALCULATED FROM QRPA STRENGTH FUNCTIONS

In a highly-dense and hot pre-supernova environment atoms are fully ionized, leaving free nuclei immersed in an electron plasma described by a Fermi-Dirac distribution of electrons. In order to derive EC rates within such an environment we follow the formalism developed by Walecka et al. in Refs. [45–47]. Fermi’s golden rule relates the electron-nucleus differential cross section to a transition matrix element through

$$\frac{d\sigma}{d\Omega} = \frac{1}{(2\pi)^2} \left| V \right|^2 E_{\nu}^2 \frac{1}{2} \sum_{\text{lept. spin}} \sum_{M_i, M_f} | \langle F | \hat{H}_W | I \rangle |^2 ,$$

(1)

where V is the normalization volume, E_{\nu} is the (massless) neutrino energy, |I\rangle denotes the initial state of the
nucleus-electron system, and $|F\rangle$ is the final state (which includes the daughter nucleus and emitted neutrino). The nuclear state has angular momentum $J_i$ and projection $M_i$ before decay and respectively $J_f$ and $M_f$ after decay. We assume the current-current form of the weak interaction Hamiltonian

$$\hat{H}_W = -\frac{G}{\sqrt{2}} \int d^3r j^{\text{ lept.}}_\mu (r) \hat{J}_\mu (r),$$

where $G$ is the Fermi constant, $j^{\text{ lept.}}_\mu (r)$ is the lepton current and $\hat{J}_\mu (r)$ is the hadron current. Coordinate-space vectors are denoted by boldface symbols. Performing the multipole expansion of $\langle F | \hat{H}_W | I \rangle$ and inserting the result into Fermi’s golden rule, while performing the sums over lepton spins we obtain the final expression for EC cross sections which can be found in Refs. [45–47]. It contains the nuclear matrix elements of charge $\hat{C}$, longitudinal $\hat{L}_J$, transverse electric $\hat{T}_J^\text{el.}$, and transverse magnetic $\hat{T}_J^\text{mag.}$ multipole operators. These can be readily evaluated within the FT-QRPA.

While Section IV discusses the relativistic treatment of EC rates including first-forbidden contributions, to simplify further discussion we present EC rate expressions assuming allowed Gamow-Teller transitions in the low momentum-transfer approximation. This approach is taken in Section III, and corresponds to a non-relativistic reduction of expressions by Walecka et al. [45–47]. However, differences between the two approaches are small for electrons with energies of up to 40 MeV as exemplified in Ref. [48]. In this limit the weak interaction reduces to the Gamow-Teller operator $\hat{\sigma}_i \pm$ and we compute the total contribution to the stellar EC decay rates by averaging over initial states and summing over final states the phase space weighted transition strength,

$$\lambda = \frac{\ln 2}{\kappa} \sum_{i,f} e^{-\beta E_i} \langle f | \hat{\sigma}_i^{\pm} | i \rangle^2 f(W_i^{(i,f)}) .$$

Here $\kappa = 6474$ s, $Z = \sum_i (2J_i + 1) e^{-\beta E_i}$ is the partition function, and $\langle i | f \rangle$ are the initial (final) nuclear states. The phase space factor is dimensionless, defined in terms of the electron mass,

$$f(W_i^{(i,f)}) = \int_{W_i^{(i,f)}}^{\infty} p W (W_0^{(i,f)} + W)^2 \times F_0(Z,W) f_e(W) dW ,$$

where $W = E_{e\ell} / (m_e c^2)$ is the total electron energy, $p = \sqrt{W^2 - 1}$ is the electron momentum, and $f_e(W)$ is the electron occupation factor in a Fermi gas,

$$f_e(W) = \left[ 1 + \exp \left( \frac{W - \mu}{k_b T} \right) \right]^{-1} .$$

The neutrino momentum is $p_\nu = W_0^{(i,f)} + W$. It depends on the maximum positron energy for a $\beta^+$ decay from parent state $i$ to daughter state $f$,

$$W_0^{(i,f)} = (M_{N_i} - M_{N_f} + E_i - E_f) / (m_e c^2) = 1 + (Q_{\beta^+} + E_i - E_f) / (m_e c^2) ,$$

where $Q_{\beta^+}$ is the $\beta^+$ Q-value, $M_{N_i}$ ($M_{N_f}$) is the initial (final) nuclear mass, and $E_f$ ($E_i$) is the excitation energy of the parent (daughter). The condition that $p_\nu > 0$ defines a threshold energy for the captured electron,

$$W_0^{(i,f)} \geq -1 \quad \text{and} \quad W_0^{(i,f)} < -1 .$$

The remaining quantities needed in Eq. (4) are the electron chemical potential $\mu$ (which includes the electron rest mass), and the Fermi function $F_0(Z,W)$ and Coulomb function $L_0$ [49]. To connect with the FT-QRPA, we use the Q-value approximation of Ref. [50] for $Q_{\beta^+}$ to express $W_0^{(i,f)}$ as a function of the QRPA energy,

$$W_0^{(i,f)} = W_0^{(k)} \approx 1 + (\lambda_p - \lambda_n - \Delta M_{n-H} - \Omega_k) / (m_e c^2) .$$

$\Delta M_{n-H}$ is the neutron-hydrogen mass difference, and $\lambda_n$ ($\lambda_p$) is the neutron (proton) Fermi energy. At a given energy, the FT-QRPA strength function $S_F(\omega)$ approximates the ensemble averaged strength for all transitions with energy difference $E_f - E_i \approx \Omega_k$ [51], i.e.,

$$\text{Res} \left[ \frac{S_F(\omega)}{1 - e^{-\beta \omega} \Omega_k} \right] \approx \frac{1}{Z} \sum_{i,f} e^{-\beta E_i} |\langle f | \hat{\sigma}_i^{\pm} | i \rangle|^2 \quad \forall \quad E_f - E_i \approx \Omega_k .$$

The rate can therefore be expressed as a single sum over QRPA energies,

$$\lambda = \frac{\ln 2}{\kappa} \sum_k \text{Res} \left[ \frac{S_F(\omega)}{1 - e^{-\beta \omega} \Omega_k} \right] f(W_k^{(i,f)}) .$$

While the range of relevant energies is in principle from $-\infty$ to $+\infty$ — the lower bound to account for de-excitations with infinitely large Q-values, and the upper bound to account for capture of infinitely energetic electrons in the Fermi gas — the phase space function dies off rapidly for larger energies and the exponential prefactor in Eq. (16) rapidly dies to zero at negative energies. Thus, in practice a finite energy range can be chosen for a given temperature and chemical potential $\mu$.

III. NON-RELATIVISTIC SKYRME FT-QRPA CALCULATION

A. Computational method

In this section we discuss the details of the non-relativistic, axially-deformed Skyrme FT-QRPA calculation with the charge-changing finite amplitude method
We use the SKO’ Skyrme functional optimized for the global calculations in Refs. [52, 53]. This functional was fit with an effective axial vector coupling of $g_A = 1.0$, and was also used for the electron capture calculations in Ref. [44]. In that work, the FAM was used to compute Gamow-Teller strength functions at zero temperature with an artificial Lorentzian width of 0.25 MeV. Odd nuclei were treated in the equal filling approximation (EFA) [52, 54, 55]. These strength functions were weighted with the temperature- and density-dependent phase space function, Eq. (4), to estimate stellar electron capture rates. Here, we extend the work of Ref. [44] by accounting for the temperature dependence of the Gamow-Teller strength with the FT-QRPA.

We make several adjustments to the calculations performed in Ref. [44] to accommodate finite temperature. Odd nuclei in the present work are treated by constraining the finite-temperature Hartree-Fock-Bogoliubov (FT-HFB) [56] ensembles to have the desired odd particle number on average. We cannot use the equal filling approximation because it is based on a statistical ensemble formalism, and there is currently no method to treat the EFA ensemble simultaneously with the finite temperature ensemble. Additionally, rather than using strength functions with an artificial Lorentzian width, we compute EC rates using the complex contour integration method described in Ref. [49]. Although we do not gain any information about the strength distribution using this method, it is significantly less computationally expensive. Moreover, the contour integration method eliminates the artificial width from the calculations completely, providing rates that are comparable to those computed with the matrix form of the FT-QRPA.

### B. The finite amplitude method

An extension of the FAM to statistical ensembles was discussed in Refs. [52, 57] in the context of the EFA. Here we present a similar discussion for the finite-temperature ensemble. The FT-QRPA is equivalent to the free linear response of a finite-temperature HFB ensemble. The corresponding linear response equations were derived in Ref. [58] and can be written as

$$
\left[ \tilde{S} - \omega M \right] R(\omega) = -TF(\omega)
$$

$$
\tilde{S} = T\mathcal{H} + \mathcal{E}, \quad \delta R = T\delta R. \tag{11}
$$

In the notation of Ref. [58], we have defined matrices in an extended $4 \times 4$ supermatrix space and in a two-quasiparticle basis,

$$
T_{\alpha\beta,\gamma\delta} = \text{diag}[f_{\alpha\beta}^+, (1 - f_{\alpha\beta}^+), (1 - f_{\alpha\beta}^+), f_{\alpha\beta}^+] \delta_{\gamma\delta}
$$

$$
E_{\alpha\beta,\gamma\delta} = \text{diag}[E_{\alpha\beta}^-, E_{\alpha\beta}^+, E_{\alpha\beta}^+, E_{\alpha\beta}^-] \delta_{\gamma\delta}
$$

$$
M_{\alpha\beta,\gamma\delta} = \text{diag}[1, 1, -1, -1] \delta_{\alpha\beta,\gamma\delta}
$$

$$
\mathcal{H}_{\alpha\beta,\gamma\delta} = \partial H_{\alpha\beta} / \partial R_{\gamma\delta}. \tag{12}
$$

Matrix elements of $T$ and $E$ depend on the quasiparticle occupations $f_k = [1 + \exp (E_k/k_B T)]^{-1}$, and energies $E_k$ for two quasiparticles, and our shorthand notation means, e.g., $E_{\alpha\beta}^+ \equiv E_{\alpha} + E_{\beta}$. The matrix $\mathcal{H}$ represents the residual interaction, where expressions for its sub-matrices are given in Appendix B of Ref. [58]. Finally, the vectors in Eq. (11) are the density response, $\delta \tilde{R}_{\alpha\beta}(\omega) = (P_{\alpha\beta}, X_{\alpha\beta}, Y_{\alpha\beta}, Q_{\alpha\beta})$, and the external field, $F_{\alpha\beta}(\omega) = (F_{11}, F_{20}, F_{02}, F_{11})$.

The FAM avoids the expensive construction of the residual interaction matrix by computing the perturbation of the Hamiltonian directly with a finite difference,

$$
\delta \tilde{H}(\omega) = (\delta \tilde{H}^{1\gamma}, \delta \tilde{H}^{20}, \delta \tilde{H}^{02}, \delta \tilde{H}^{11})
$$

$$
= \left. \frac{\partial H}{\partial R} \right|_{R = \tilde{R}_0} \delta \tilde{R}(\omega)
$$

$$
= \lim_{\eta \to 0} \frac{1}{\eta} \left[ H[\tilde{R}_0 + \eta \delta \tilde{R}(\omega)] - H[\tilde{R}_0] \right], \tag{13}
$$

where $\tilde{R}_0$ is the FT-HFB solution for the generalized density. Equation (11) can then be rearranged to give the FT-FAM equations,

$$
[\mathcal{E} - \omega M] \delta \tilde{R}(\omega) = T \left[ \delta \tilde{H}(\omega) + F(\omega) \right]. \tag{14}
$$

In the charge-changing case, for Skyrme functionals without proton-neutron mixing we can directly evaluate the Hamiltonian perturbation with the perturbed density, i.e., $\delta \tilde{H} = H[\delta \tilde{R}]$. Once we have solved the FAM equations, the strength function can be computed from the density response with,

$$
\tilde{S}_F(\omega) = F^\dagger \delta \tilde{R}(\omega)
$$

$$
= \sum_{k \geq 0} \left[ \left( \frac{|\Gamma_k|^2}{\omega - \Omega_k} - \frac{|\Gamma_k|^2}{\omega + \Omega_k} \right) \right], \tag{15}
$$

where the sum is over FT-QRPA modes with positive norm, while $\Gamma_k^{\dagger}$ is the FT-QRPA phonon creation operator defined in Ref. [59]. To avoid the poles in the strength function, the FAM computes it at complex energies, $\omega_\gamma = \omega + i\gamma$, which smear the poles with Lorentzians of half-width $\gamma$.

The residues of this function contain ensemble averaged transition amplitudes for excitations (located at $\omega > 0$) and de-excitations (located at $\omega < 0$) of the forward and reverse processes. We can extract the physical transition strength distribution for the forward process, $dB/d\omega$, from Eq. (15) using the relation [51],

$$
\frac{dB}{d\omega} = -\frac{1}{\pi} \text{Im} \left[ \tilde{S}_F(\omega) \right]. \tag{16}
$$

Unlike the zero-temperature case, Eq. (16) is defined for both positive and negative energies (but undefined at $\omega = 0$ due to the pole from the exponential factor).
C. Phase space integrals

According to Eq. (10), the rate depends on two quantities: the transition matrix elements and the phase space integrals. To fully take into account Coulomb effects, we compute the phase space integrals in Eq. (4) numerically. In contrast, the analytic integral used in Refs. [44, 60] requires a more approximate treatment of the Fermi function.

The Fermi-Dirac distribution \( f_\epsilon(W) \) causes the phase space integrand to change behavior around \( W = \mu/m_e c^2 \). Below this energy, it behaves mostly like an increasing exponential, while above \( \mu/m_e c^2 \) it is mostly a decaying exponential. This suggests at least two quadratures are necessary to get an accurate result [61]. We therefore use Gauss-Legendre quadrature for energies below \( \mu + \epsilon \) and Gauss-Laguerre for energies above this. \( \epsilon \) is a small positive quantity that improves the quadrature’s performance at low temperatures where the exponential decay is very steep. We use a value of \( \epsilon = 0.1 \text{ MeV} \) and an 80 point grid for both quadratures, which provides very reliable results.

To carry out the integration, we also require the chemical potential, which is a function of the temperature and density. We compute the chemical potential “on the fly” by inverting the condition of charge-neutrality in the stellar medium [62],

\[
Y_e \rho = \frac{\sqrt{\beta}}{\pi^2 N_A} \left( \frac{m_e c^2}{\hbar c} \right)^3 \beta^{3/2} \left\{ \left[ F_{1/2}(\eta, \beta') + \beta' F_{3/2}(\eta, \beta') \right] - \left[ F_{1/2}(-\eta - 2/\beta', \beta') + \beta' F_{3/2}(-\eta - 2/\beta', \beta') \right] \right\}, \tag{17}
\]

Here \( \eta = \mu/(k_b T) \), \( \beta' = k_b T/(m_e c^2) \), and \( F_k(\eta, \beta) \) is a generalized Fermi-Dirac integral that we compute using the method developed in Ref. [61].

D. Contour integration

As for the transition matrix elements, the FAM can compute them with Eqs. (15) and (16). The complex contour integration method converts the sum over residues in Eq. (10) to a complex contour integration,

\[
\lambda = \frac{\ln 2}{2\pi i} \int_C \frac{d\omega}{1 - e^{-\pi \omega}} S_F(\omega), \tag{18}
\]

where we take the contour \( C \) to be a circle centered on the real axis.

As demonstrated in Ref. [51], treating finite-temperatures with this method introduces several numerical challenges. We use the same procedure as in that work to deal with the poles coming from the exponential prefactor in Eq. (18). When we need to integrate strength at positive and negative energies, we use two circular contours that pass through \( \omega = 0 \). Each contour picks up half the residue of the spurious pole at \( \omega = 0 \) coming from the prefactor. We therefore also perform a contour integration around just this pole to subtract its contribution. For low temperatures and large contours, poles from the prefactor along the imaginary axis get close to the edge of the contours and cause the integrals to be inaccurate. In such cases, we deform the contours into ellipses to keep them sufficiently far away from the poles on the imaginary axis. For temperatures below 1.0 GK, we neglect the exponential prefactor and strength from de-excitations altogether.

For stellar EC rates, several other numerical challenges arise. Just as in the zero-temperature case, the stellar EC phase space function (Eq. (4)) is not complex analytic and must be approximated by a function that we can evaluate in the complex plane [49]. However, the phase space integrals exhibit two problematic features. First, similarly to their integrands, the \( f(\omega) \) change behavior when the threshold energy equals the chemical potential, i.e., when \( W^*_{0,i}(\omega) = -\mu/(m_e c^2) \). Second, above this energy the exponential decay causes \( f(\omega) \) to approach zero very rapidly. A function with these properties is not able to be approximated well by a simple analytic function, like a polynomial or rational function.

To address the former issue, for a given temperature and density, if the \( \omega \) corresponding to \( W^*_{0,i}(\omega) = -\mu/(m_e c^2) \) lies inside the contour bounds, we split the contour in two at that energy. The contour at smaller QRPA energies uses a 6th-order polynomial fit [63] to the phase space integrals, while the one at higher energies uses an exponential fit. As for the latter issue, if the phase space integral falls below machine precision at an energy less than the upper bound of a contour, we shrink the contour to exclude energies above this value. This avoids poorly conditioned exponential fits, which can be extremely oscillatory in the complex plane.

For the rates computed in this work, we considered QRPA energies from \(-30 \text{ MeV}\) to \(+30 \text{ MeV}\). We use a minimum energy cutoff defined as the energy at which the exponential prefactor becomes smaller than \(10^{-20}\) for \( T > 1.0 \text{ GK}\), or zero for \( T \leq 1.0 \text{ GK}\). For a maximum
energy cutoff, we use the energy at which the phase space function becomes smaller than machine precision for the given \( \mu \). If either cutoff is less than the \( \pm 30 \text{ MeV} \) bounds, we reduce the energy range accordingly.

We compute the Gamow-Teller contribution to the rates for the 78 nuclei identified in Refs. [44, 64] to be important for core-collapse supernovae on the temperature calculation, but can be much greater than 1 \( \times N \) -fold expense for a rate at a fixed temperature and for only the phase space changing. So, the computational expense for a given strength function will be identical, with only the phase space changing. Therefore, we reduce the energy range accordingly.

Lastly, \( \mathcal{L}_{\text{int}} \) is the interaction term

\[
\mathcal{L}_{\text{int}} = -g_\sigma \Gamma \bar{\psi} \gamma_5 \sigma \psi \Gamma \mu \psi \omega - g_\rho \bar{\psi} \gamma_5 \rho \Gamma \mu \psi \omega - e \bar{\psi} \Gamma \mu \psi A_\mu,
\]

with couplings \( g_\sigma, g_\omega, g_\rho \) and \( e \). In the above, arrows over symbols denote vectors in the isospin space, \( \gamma \) being the isospin Pauli matrix. Within standard meson-exchange functionals \( \Gamma_\mu \) and \( \Gamma \) reduce to usual Dirac matrices \( \gamma_\mu \) and the unit matrix. However, within derivative coupling (DC) interactions, like D3C\(^*\), they are defined by [67]

\[
\Gamma_\mu = \gamma^\nu g_{\mu\nu} + \gamma^v \gamma_\nu Y_{\mu\nu} - g_\rho \bar{\psi} \gamma_5 \rho_\nu \Gamma_\mu Z_{\nu},
\]

(23)

\[
\Gamma_\mu = 1 + \gamma_\mu u_\nu Y_{\nu\mu} - u_\mu Z_{\nu},
\]

(24)

(25)

with definitions [67]

\[
Y_{\mu\nu} = \frac{\Gamma_V}{m^4} m^2 \omega^\mu \omega^\nu, \quad Z_\nu = \frac{\Gamma_S}{m^2} \omega^\mu \sigma.
\]

(26)

We do not note that \( \Gamma_V \) and \( \Gamma_S \) are additional couplings of DC models not present in usual meson-exchange functionals. Couplings \( g_\sigma, g_\omega, g_\rho \) are functions of vector density \( \rho_\nu = \sqrt{J_\mu J_\mu^\nu} \) defined by the vector-current density \( j_\nu = \bar{\psi} \gamma^\mu \gamma_\nu \psi \) with the general functional form [65, 69, 70]

\[
g_i(\rho_\nu) = g_i(\rho_0) f_i(x), \quad i = (\sigma, \omega, \rho),
\]

(27)

where \( \rho_0 \) is the saturation density of symmetric nuclear matter, \( x = \rho_\nu / \rho_0 \) and \( f_i(x) \) is the function defined in Refs. [69, 70]. This density dependence of couplings includes the so-called rearrangement terms in the equation of motion containing derivatives of couplings \( g_\sigma, g_\omega \) and \( g_\rho \) with respect to the density \( \rho_\nu \). For finite nuclei it is sufficient to consider stationary solutions, meaning that only time-components of four vectors are considered. Furthermore, due to charge conservation only third component of isospin vectors is non-vanishing. Finally, relativistic EDF is defined as

\[
E_{\text{RMF}} = \int d^3 r \mathcal{H}(r),
\]

(28)

where \( \mathcal{H}(r) \) is the Hamiltonian density. Within this work, ground-state calculations are performed based on the finite-temperature Hartree Bardeen-Cooper-Schrieffer (FT-HBCS) theory assuming spherical symmetry [56]. Only isovector \( (T = 1, S = 0) \) component of the pairing interaction is included, meaning that no proton-neutron mixing is assumed in the ground-state calculation. The FT-HBCS equations are derived by the minimization of grand-canonical potential \( \Omega \) with respect

IV. RELATIVISTIC FT-QRPA CALCULATION

A. Ground and excited-state calculations

Relativistic mean field theory (RMF) can be formulated based on relativistic nuclear energy density functionals (EDFs). A variety of different functionals exists e.g. meson-exchange, point-coupling, non-linear and others [65]. Within this work we employ the meson-exchange EDF with momentum-dependent self-energies D3C\(^*\) [66]. The nucleons are treated as point-particles which interact via the minimal set of mesons: isoscalar-scalar \( \sigma \), isoscalar-vector \( \omega \) and isovector-vector \( \rho \)-meson, as well as the electromagnetic (EM) field. Thus the total Lagrangian density can be written as [67, 68]

\[
\mathcal{L} = \mathcal{L}_N + \mathcal{L}_m + \mathcal{L}_{\text{int}},
\]

(19)

where \( \mathcal{L}_N \) denotes the free-nucleon Lagrangian

\[
\mathcal{L}_N = \bar{\psi}(i \gamma^\mu \partial_\mu - m)\psi,
\]

(20)

where \( m \) is the bare nucleon mass and \( \psi \) is the Dirac field. Meson Lagrangian \( \mathcal{L}_m \) contains free meson fields together with the EM field

\[
\mathcal{L}_m = \frac{1}{4} \partial_\mu \sigma \partial^\mu \sigma - \frac{1}{2} m_\sigma^2 \sigma^2 - \frac{1}{4} \Omega_\mu \Omega^\mu + \frac{1}{2} m_\omega^2 \omega^\mu \omega^\mu - \frac{1}{4} \tilde{\mathcal{R}}_\mu \tilde{\mathcal{R}}^\mu + \frac{1}{2} m_\rho^2 \tilde{\rho}_\mu \tilde{\rho}_\mu - \frac{1}{4} F_{\mu\nu} F^{\mu\nu},
\]

(21)

with meson masses \( m_\sigma, m_\omega, m_\rho \) and field tensors \( \Omega_\mu, \tilde{\mathcal{R}}_\mu \) and \( F_{\mu\nu} \) defined as

\[
\Omega_{\mu\nu} = \partial_\mu \omega_\nu - \partial_\nu \omega_\mu,
\]

\[
\tilde{\mathcal{R}}_{\mu\nu} = \partial_\mu \bar{\rho}_\nu - \partial_\nu \bar{\rho}_\mu,
\]

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu,
\]

(22)

corresponding to \( \omega \)-meson, \( \rho \)-meson and the EM field.
to the density as defined in Ref. [56]. Assuming nuclei within heat bath of temperature \( T \) with chemical potential \( \lambda_q \) (\( q \) denoting protons or neutrons) the grand-canonical potential is defined as

\[
\Omega = E_{RMF} - TS - \lambda_q N_q,
\]

(29)

where \( S \) is entropy and \( N_q \) the particle number (either proton or neutron). At finite-temperature occupation probability of particular single-particle state is

\[
n_k = v_k^2 (1 - f_k) + u_k^2 f_k,
\]

(30)

where \( v_k, u_k \) are the BCS amplitudes and \( f_k \) is the Fermi-Dirac factor defined in Sec. IIIIB. The pairing gap \( \Delta_k \) is obtained self-consistently through the gap equation [56]

\[
\Delta_k = \frac{1}{2} \sum_{k' > 0} G_{kk'} \frac{\Delta_{k'} (1 - 2 f_{k'})}{E_{k'}}.
\]

(31)

where the monopole pairing force \( G_{kk'} = G \delta_{kk'} \) is assumed, while the quasiparticle (q.p.) energies are \( E_k = \sqrt{\left( \epsilon_k - \lambda_q \right)^2 + \Delta_k^2} \). is the single-particle energies. The isovector pairing constants \( G \) are determined by reproducing the pairing gaps obtained from five-point formula [71] for all nuclei considered within this work.

For the calculation of excited states we employ the finite-temperature proton-neutron relativistic QRPA (FT-PNRQRPA) which represents a small amplitude limit [cf. Eq. (14)] of a more general time-dependent Hartree-Fock equation. For the particle-hole (ph) part of the residual interaction only \( \rho \)-meson and \( \pi \)-meson terms are present, whereas the \( \pi \)-meson direct term vanishes at the ground-state level due to parity conservation. To account for the contact part of the nucleon-nucleon interaction, additional zero-range Landau-Migdal term is included of the form [72]

\[
V_{ph} = g' \left( \frac{f_\pi}{m_\pi} \right)^2 \tilde{\tau}_1 \tilde{\tau}_2 \Sigma \cdot \Sigma \delta(r_1 - r_2).
\]

(32)

where standard values are used for the pion-nucleon couplings \( f_\pi^2/(4\pi) = 0.08 \), \( m_\pi = 138.0 \text{ MeV} \), and \( \Sigma = \left( \begin{array}{cc} \sigma & 0 \\ 0 & \sigma \end{array} \right) \). \( \sigma \) being the Pauli matrix. The parameter \( g' = 0.76 \) is adjusted to reproduce the experimental excitation energy of Gamow-Teller resonance in \(^{208}\text{Pb} \) [67]. For the particle-particle (pp) part of the residual interaction both isovector \( (T = 1, S = 0) \) and isoscalar \( (T = 0, S = 1) \) terms contribute. For the isovector pairing we employ the pairing part of the Gogny DIS interaction [73], while the isoscalar pairing is formulated as a combination of short-range repulsive Gaussian with a weaker long-range attractive Gaussian [72]

\[
V_{12} = V_0^{is} \sum_{j=1}^2 g_j e^{-r_{12}^2 / 2 \mu_j^2} \prod_{S=1, T=0}^{S=1, T=0},
\]

(33)

where \( \prod_{S=1, T=0}^{S=1, T=0} \) denotes the projector on \( T = 0, S = 1 \) states. For the ranges we use \( \mu_1 = 1.2 \text{ fm} \), \( \mu_2 = 0.7 \text{ fm} \), and strengths are set to \( g_1 = 1 \) and \( g_2 = -2 \) [72]. In contrast to the isovector pairing which is constrained by the experimental data at the ground-state level, for the strength of the isoscalar pairing we use the following functional form [74, 75]

\[
V_0^{is} = V_L + \frac{V_D}{1 + e^{a + b N - Z} T},
\]

with parameters \( V_L = 153.2 \text{ MeV} \), \( V_D = 8.4 \text{ MeV} \), \( a = 6.0 \) and \( b = -0.8 \) adjusted to reproduce best all available experimental half-lives in the range \( 8 \leq Z \leq 82 \) as in Ref. [76].

The FT-PNRQRPA eigenvalue problem can be derived from Eq. (14) by expanding the perturbed density \( \delta \hat{R} \) in the configuration space of (quasi)proton-(quasi)neutron basis. Here we omit the details and refer the reader to Refs. [77–79] for additional information. We denote the eigenvector corresponding to eigenvalue \( \Omega \) as \( (P^k X^k Y^k Q^k)^T \). Calculations are symmetric with respect to the isospin projection operator, meaning that they can be split into \( \Delta T_2 = \pm 1 \) component, \( \Delta T_2 \) denoting the change in isospin projection. The ensemble average appearing in Eq. (15) is evaluated as

\[
\langle [\Gamma^k, \hat{F}] \rangle = \sum_{\pi \nu} P_{\pi \nu}^k X_{\pi \nu}^{11} (f_\nu - f_\pi) + X_{\pi \nu}^{k^*} F_{\pi \nu}^{10} (1 - f_\nu - f_\pi)
\]

\[
+ Y_{\pi \nu}^{r0} F_{\pi \nu}^{02} (1 - f_\nu - f_\pi) + Q_{\pi \nu}^{r0} F_{\pi \nu}^{11} (f_\nu - f_\pi),
\]

(35)

in the quasiparticle proton-neutron \( (\pi - \nu) \) basis. Within the FT-HBCS the charge-changing external field operator \( \hat{F} \) in \( \Delta T_2 = -1 \) direction has the form

\[
F_{\pi \nu}^{11} = u_\pi u_\nu \langle \pi | \hat{F} | \nu \rangle, \quad F_{\pi \nu}^{20} = u_\pi u_\nu \langle \pi | \hat{F} | \nu \rangle,
\]

\[
F_{\pi \nu}^{02} = v_\pi v_\nu \langle \pi | \hat{F} | \nu \rangle, \quad F_{\pi \nu}^{11} = v_\pi v_\nu \langle \pi | \hat{F} | \nu \rangle,
\]

(36)

where \( \langle \pi | \hat{F} | \nu \rangle \) are the single-(quasi)particle matrix elements.

The physical strength distribution \( dB/d\omega \) is finally calculated from Eq. (16).

Within ground-state calculation, equations of motion are solved by expanding nucleon and meson wave functions in the basis of spherical harmonic oscillator. We are using the following prescription: if \( T \leq 10 \text{ GK} \) expansion in 20 oscillator shells for both fermion and boson fields is used while for temperatures \( T > 10 \text{ GK} \) we expand in 20 oscillator shells. We have verified that such approach yields excellent convergence. Radial integrations are discretized within a spherical box of 20 fm with 24 meshpoints of Gauss-Hermite quadrature. Odd nuclei are treated by constraining neutron (proton) chemical potential \( \lambda_n(p) \) to odd particle number within the FT-HBCS calculation. This approach was already implemented for calculation of \( \beta \)-decay half-lives throughout the nuclide chart in Ref. [80], yielding reasonable agreement with experimental data. Due to the large number of odd states within the FT-PNRQRPA we use two constraints: (i) maximal energy cut-off \( E_{cut} = 200 \text{ MeV} \) is
set for the sum of q.p. energies of particular pair $E_e + E_\nu$, and (ii) states with $|\nu E_\nu| < 0.01$ or $|\nu E_\nu| < 0.01$ are also excluded from calculations having quite small contribution to matrix elements. With these constraints our FT-PNQRPA matrix never exceeds dimension of $10000 \times 10000$. Furthermore, we neglect the contribution of antiparticle states, which is a good approximation for charge-exchange transitions [72].

B. Calculation of electron capture rates

The relativistic calculations of EC rates are based on the Walecka formalism as described in Sec. II, evaluated by employing the FT-PNQRPA for particular total angular momentum and parity $J^\pi$. Both allowed ($0^+, 1^+$) and first-forbidden ($0^-, 1^-, 2^-$) transitions are included in the calculations. The axial-vector coupling constant $g_A$ is quenched from its free-nucleon value $g_A = -1.26$ to $g_A = -1.0$ based on previous calculations in Refs. [18, 81] that is also consistent with non-relativistic calculations in this work. Finally, EC rates are calculated by folding the EC cross sections with the Fermi-Dirac distribution of electrons

$$\lambda = \frac{(m_e c^2)^3}{\pi^2 \hbar^3} \int_{W_{th}^k}^{\infty} p W \sigma(W) f_e(W) dW, \hspace{1cm} (37)$$

where the threshold energy $W_{th}^k$ for the FT-PNQRPA eigenvalue $k$ with energy $\Omega_k$ is defined in Eqs. (7)-(8). Electron chemical potential $\mu$ is evaluated by inverting Eq. (17) which determines the electron Fermi-Dirac factors $f_e(W)$. In order to solve for the EC rate in Eq. (37) we observe that due to Fermi-Dirac function, integrand displays a prominent peak when plotted with respect to the electron energy $E_e = W m_e c^2$. As a first step of the integration we search for the energy of the peak $E_{peak}$ within a predefined interval, with upper limit $E_{max} = \mu + 20 k_B T$, that is large enough to include the peak. The integration array is split into 3 parts. If we define $E_1 = E_{peak} - 3k_B T$ and $E_2 = E_{peak} + 3k_B T$, they are: (i) $[m_e, E_1]$, (ii) $[\min(E_1, m_e), E_2]$ and (iii) $[E_2, E_{max}]$. Numerical integration of EC rates within all 3 intervals is performed with the Gauss-Legendre quadrature. Intervals (i) and (iii) contain 16 mesh-points, while number of mesh-points in interval (ii) is calculated as $|E_2 - E_1|/(0.1 k_B T)$. We have verified that above integration mesh yields excellent convergence for required temperatures $T$ and stellar densities $\rho Y_e$ within this work.

V. SHELL-MODEL CALCULATION

Although it is challenging to perform shell-model calculation on many nuclei in the $N = 50$ region, it is instructive to compare the results from the QRPA calculations for a specific case. We focus on the case of $^{86}$Kr, for which the GT strength distribution has been measured and compared to calculations at zero [44] and finite temperature [16]. Our shell-model calculations are performed with the code NUSHELLX [82] and the jj45c Hamiltonian, and are based on a $^{78}$Ni core with a model space that includes the orbitals $(0f_{5/2}, 1p_{3/2}, 1p_{1/2}, 0g_{9/2})$ for the protons and $(0g_{7/2}, 1d_{5/2}, 1d_{3/2}, 2s_{1/2}, 0h_{11/2})$ for the neutrons. The jj45c Hamiltonian is described in [28]. The proton-neutron two-body matrix elements were obtained from the CD-Bonn potential as described in [83]. The proton-neutron part of the Hamiltonian is taken from [84]. The neutron single-particle energies were adjusted to reproduce the low-lying states of $^{89}$Sr. To account for temperature-dependent effects, GT transitions from the first 50 initial states for each $J^\pi = 0, 1, 2, 3, 4, 5, 6, 7, 8^{+-}$ in $^{86}$Kr were included, reaching to the first 500 final states for each initial state in $^{86}$Br. These initial states cover excitation energies up to $\approx 17$ MeV, but the results shown here are restricted to states with an excitation energies below 12 MeV, as it was found that contributions to the overall electron-capture rate from states above $\approx 10$ MeV was negligible for all stellar temperatures considered here. The GT strengths for the individual transitions were used to calculate the corresponding EC rates, with the code “ECRATES” previously developed and used in [60, 85, 86]. EC rates from different initial states were calculated as follows:

$$\lambda_i^{EC} = \frac{\ln 2}{\kappa} P_i \sum_j B_{ij} \Phi_{ij}^{EC}, \hspace{1cm} (38)$$

where the constant $\kappa = 6146 \pm 6$ s can be determined from super-allowed Fermi transitions. In our case $B_{ij} = B_{ij}(GT^+)$ are the reduced transition probabilities of only the $GT^+$ transitions and are obtained from the NUSHELLX code [82] including a quenching of 0.77 for the Gamow-Teller operator. $\Phi_{ij}^{EC}$ is the phase-space integral as defined in Eq. (4). For a parent nucleus in thermal equilibrium, at the temperature $1/\beta = k_B T$, where $k_B$ is the Boltzmann constant, the probability of populating an excited state $i$ at the energy $E_i$ is given by,

$$P_i = \frac{(2J_i + 1)e^{-E_i/\beta}}{Z}, \hspace{1cm} (39)$$

where $Z = \sum_i (2J_i + 1)e^{-E_i/\beta}$ is the partition function. As can be seen from Eq. (38), the EC rate on a given initial state depends on three main factors: i) the GT strength of the individual transitions; ii) the phase-space factor, which depends on the temperature and density of the stellar environments, and on the Q-value for the specific EC transition; and iii) the thermal population of the initial state. It is interesting to investigate the interplay between these three factors to better understand the total EC rate at high stellar densities.

In the model space considered here, the key factor that determines the GT strength for an individual transition is the filling of the protons in the $g_{9/2}$ shell, as other single-particle contributions to GT excitations are not available.
The average population of this shell as a function of excitation energy is shown in Fig. 2(a). Initial states with positive (negative) parity have red (black) labels, and states with different spins have different symbols, as indicated. At low excitation energies, the \( g_{9/2} \) shell is only fractionally filled for states with positive parity. At an excitation energy of about 10 MeV, the positive parity states have two protons in the \( g_{9/2} \) shell. In the intermediate excitation region, the average filling of the \( g_{9/2} \) shell slowly increases. For negative parity states at low excitation energy, the \( g_{9/2} \) shell is filled with about one proton. Above 10 MeV, some states have three protons in the \( g_{9/2} \) shell, slowly increasing the average population of the \( g_{9/2} \) shell.

The filling of the \( g_{9/2} \) shell has a profound impact on the GT strengths, as shown in Fig. 2(b). It displays the summed GT strength from each individual initial state to all of its associated final states. Since for the low-lying initial states with positive parity the filling of the \( g_{9/2} \) shell is small, the summed GT strengths are mostly significantly below 1. Since the lowest-lying negative parity states (first appearing at \( E_{x,i} \approx 3.5 \) MeV) have one proton in the \( g_{9/2} \) shell, the summed GT strength to all its final states is significantly higher than that for the positive parity states. Above \( E_{x,i} \approx 6 \) MeV, the spread in summed GT strengths from the initial states increases, as the population of protons in the \( g_{9/2} \) shell slowly increases and transitions from positive-parity states generally have higher summed strengths, associated with having two protons in the \( g_{9/2} \) shell.

Fig. 2(c) shows the EC rates (in logarithmic scale) from each of the initial states, assuming equal population of all initial states. Clearly, the EC rates on the low-lying positive-parity states is much smaller than those on the negative-parity states and the highly excited positive-parity states. This has two causes: i) the lower GT strengths for the low-lying positive parity states as shown in Fig. 2(a), and ii) the favorable Q-value that greatly increases the phase-space factor for transitions from states at high excitation energy. This is due to the fact that for states at high initial excitation energy it is likely that the first final states have low excitation energies in the EC daughter. As the phase-space factor increases exponentially with increasing (more positive) Q-value, the effects of the second cause can have a higher impact than that due to the difference in GT strength. Above \( E_{x,i} \approx 5 \) MeV, we observe that the EC rate becomes almost independent of spin, parity, and excitation energy of the initial state.

Finally, one has to consider the thermal population of the initial state. This is shown in Fig. 2(d), where the data of Fig. 2(c) have been weighted by the thermal population factor of Eq. (39). We note that the EC rates shown here were calculated at \( T = 10 \) GK and \( \rho Y_e = 10^9 \) g cm\(^{-3}\). This corresponds to an environment relatively early in the supernovae collapse phase. At even higher densities and temperatures, the EC rates become even less sensitive to the properties of individual initial states.

FIG. 2. Five quantities are plotted against the excitation energy in \(^{86}\)Kr, based on shell-model and electron-capture rate calculations with the code NUSHELLX [82] and ECRATES [60, 85, 87], respectively. a) The average occupation of the \( g_{9/2} \) shell in \(^{86}\)Kr, b) the total GT strength of each initial state in \(^{86}\)Kr, c) the logarithm of the electron-capture rates of each initial states in \(^{86}\)Kr, without c) and with d) weighting with the probabilities of occupying the state in \(^{86}\)Kr, e) The logarithm of the cumulative electron-capture rates including thermal population weighting. The contributions from spins of states are represented by different symbols and the parities are distinguished by red (positive) or black (negative) color. The results are obtained at \( T = 10 \) GK and \( \rho Y_e = 10^9 \) g cm\(^{-3}\). These conditions are representative of the start of CCSN and high density burning during SN1a.
and final states, as more initial and final states can contribute. The thermal population factor enhances the contributions from the initial states with the lowest excitation energies. However, it also indicates that the total EC rate is dominated by EC rates on negative-parity states in the initial excitation energy region between 3.5 and 6.0 MeV. The impact of the \( (2J_i + 1) \) factor is also clear from this figure - contributions from states with higher initial spin are enhanced because of this factor. Fig. 2(e), shows the running sum of the EC rates as function of excitation energy of the initial state. It saturates just above 6 MeV, after the strong contributions from the negative-parity states between 3.5 and 6 MeV. The contributions to the total EC rate from the low-lying positive-parity states only constitutes about 1% of the total EC rate. The model-space considered here is limited, likely causing an underestimation of the EC rates as more complex features are ignored, such as the excitation of protons or neutrons from \( 0g_{9/2} \) to \( 0g_{7/2} \). Still, the results indicate that the total EC rate on nuclei in the \( N = 50 \) region depends on an interplay between nuclear structure effects, the EC phase-space factors, and the thermal population of initial states. As a consequence, the total EC rate is not very sensitive to a few nuclear transitions, but rather to the gross nuclear-structure properties in this region.

VI. COMPARISON OF ELECTRON-CAPTURE RATES

The comparison between our new results for the electron-capture rates on \(^{86}\text{Kr}\) is shown in Fig. 3, which shows the EC rate at a density of \( \rho Y_e = 10^{11} \text{ g.cm}^{-3} \) as a function of stellar temperature. Since the first-forbidden contributions are not included in the shell-model (SM) calculations, one can compare the SM to the FT-QRPA and the FT-PNRQRPA GT results. At temperatures below \( T \approx 15 \text{ GK} \) the SM rates are higher than the two QRPA calculations. Above this temperature, the opposite is the case. As already discussed in Ref. [88], the QRPA calculations are more sensitive to the effects of increased temperatures than the SM calculations. At low temperatures, the GT strength distribution spread out to higher excitation energies in the QRPA calculations than in the SM calculation, resulting in a lower EC rate. As the temperature increases, GT strengths at low excitation energies are enhanced in the QRPA calculations, leading to a rapid rise in EC rates. This is related with two main effects: (i) vanishing of pairing correlations with increasing temperature, and (ii) thermal unblocking, which allows transitions to previously blocked q.p. states, as demonstrated in Ref. [16]. On the other hand, at high temperatures, the restrictions to the model space in the SM calculations likely lead to an underestimation of the EC rates. By comparing the FT-PNRQRPA GT and FT-PNRQRPA GT+FF calculations, it is clear that the contributions from the FF transitions are significant. The impact is strongest at temperatures below 30 GK because the GT transitions are strongly Pauli-blocked [44]. At higher temperatures, the Pauli blocking is reduced and the contributions to the total EC rate from GT and FF transitions become comparable. Our results are in relatively good agreement with TQRPA results in Ref. [16] for which, at \( T = 10 \text{ GK} \) and \( \rho Y_e = 10^{11} \text{ g.cm}^{-3} \), the EC rates with all transitions included approach \( 10^{4} \text{ s}^{-1} \) as the FT-PNRQRPA with \( 3.8 \times 10^{4} \text{ s}^{-1} \). Moreover, the relative contribution of the first-forbidden (FF) transitions
limits. Above $T$ follow the original parametrization \cite{30} outside of these age GT transition energy of Ref. \cite{43} hold, we choose to the limits for which the parametrization of the average $\rho Y_e$ gives confidence that the main nuclear structure features are covered in the calculations. One may remark that the "approx. mod." curve in Fig. 3 follows the original approximation \cite{30} bellow $T = 5$ GK for $\rho Y_e = 10^{31}$ g cm$^{-3}$. Because these conditions correspond to the limits for which the parametrization of the average $T$ deformation can persist at $T = 10$ GK, which leads to the ratios between two sets of EC rates. In Fig. 5(b), the ratio between rates from the FT-PNRQRPA GT-only calculation over the FT-PNRQRPA GT+FF calculation is shown. The ratio averages around 10, but for the most neutron-rich nuclei below $Z = 31$ the importance of the first-forbidden transitions increases because Pauli-blocking effects for the GT transitions are strongest in this region.

Furthermore, in Fig. 6, we compare the summed EC rates of the nuclei in the diamond region for the different models, as function of the temperature and the density. Note that the EC rates in Fig. 6 are not weighted by the actual populations in the stellar medium, but still the unweighted sum gives a rough understanding of how the EC models may affect the CCSN scenario. As observed with the comparison of the individual EC rates, the FT-QRPA and the FT-PNRQRPA GT-only calculations agree well, the largest difference is seen in the first-forbidden transitions only, in (b) the FT-PNRQRPA with GT over the FT-PNRQRPA with GT and first-forbidden transitions. The rates are obtained at $T = 10$ GK and $\rho Y_e = 10^{31}$ g cm$^{-3}$. The new parametrization has been introduced to better fit the EC rates of nuclei with low Q-value. The reference rates of Ref. \cite{89} used in Ref. \cite{43} are obtained with large-scale shell-model calculations of pf-shell nuclei ($45 < A < 65$), considering only few initial states (4 to 12) and without forbidden transitions. These assumptions can result in underestimating the EC rates of neutron-rich nuclei at finite temperature.

The agreement between the FT-QRPA and the FT-PNRQRPA GT-only calculations is relatively good especially around $(N - Z)/A = 0.24$. A more detailed comparison between these two rate sets is shown in Fig. 5(a), which shows the ratio between the two sets as a function of neutron and proton number. This ratio varies between 0.2 and 5.7. The EC rates obtained with FT-QRPA model dominate around $^{79}$As ($Z = 33$, $N = 36$), whereas the FT-PNRQRPA model predicts higher EC rates for the nuclei around $^{75}$Co ($Z = 27$, $N = 48$) and for the most neutron-rich nuclei in general. Such differences can be attributed to the systematic model dependence. The FT-QRPA calculations are performed with the non relativistic EDF with Skyrme SkO’ interaction, while the FT-PNRQRPA employs the relativistic derivative coupling EDF. Furthermore, in the non relativistic FT-QRPA calculations axial-symmetry is assumed while the FT-PNRQRPA assumes spherical symmetry. Although a shape-phase transition is expected from deformed to a spherical state at high temperatures \cite{90,91}, deformation can persist at $T = 10$ GK, which leads to differences between two sets of EC rates. In Fig. 5(b), the ratio between rates from the FT-PNRQRPA GT-only calculation over the FT-PNRQRPA GT+FF calculation is shown. The ratio averages around 10, but for the most neutron-rich nuclei below $Z = 31$ the importance of the first-forbidden transitions increases because Pauli-blocking effects for the GT transitions are strongest in this region.

Figs. 4 and 5 illustrate comparisons of the EC rates of all the nuclei in the region of interest for CCSN, at $T = 10$ GK and $\rho Y_e = 10^{31}$ g cm$^{-3}$. In Fig. 4, the EC rates are represented as function of the isospin asymmetry $(N - Z)/A$. Overall, the EC rates from the original approximation \cite{30} are higher than those from the microscopic calculations, except the FT-PNRQRPA GT+FF for a few neutron-rich nuclei ($(N - Z)/A \gtrsim 0.25$). The modified approximation (third parametrization in \cite{43}) is the closest to the EC rates of FT-PNRQRPA GT+FF for $(N - Z)/A \lesssim 0.20$, but strongly decreases for more neutron-rich nuclei. This can be explained by the refined parametrization of the average GT transition energy in \cite{43}, which increases linearly with $(N - Z)/A$. The new parametrization has been introduced to better fit the EC rates of nuclei with low Q-value. The reference rates of Ref. \cite{89} used in Ref. \cite{43} are obtained with large-scale shell-model calculations of pf-shell nuclei ($45 < A < 65$), considering only few initial states (4 to 12) and without forbidden transitions. These assumptions can result in underestimating the EC rates of neutron-rich nuclei at finite temperature.

The agreement between the FT-QRPA and the FT-PNRQRPA GT-only calculations is relatively good especially around $(N - Z)/A = 0.24$. A more detailed comparison between these two rate sets is shown in Fig. 5(a), which shows the ratio between the two sets as a function of neutron and proton number. This ratio varies between 0.2 and 5.7. The EC rates obtained with FT-QRPA model dominate around $^{79}$As ($Z = 33$, $N = 36$), whereas the FT-PNRQRPA model predicts higher EC rates for the nuclei around $^{75}$Co ($Z = 27$, $N = 48$) and for the most neutron-rich nuclei in general. Such differences can be attributed to the systematic model dependence. The FT-QRPA calculations are performed with the non relativistic EDF with Skyrme SkO’ interaction, while the FT-PNRQRPA employs the relativistic derivative coupling EDF. Furthermore, in the non relativistic FT-QRPA calculations axial-symmetry is assumed while the FT-PNRQRPA assumes spherical symmetry. Although a shape-phase transition is expected from deformed to a spherical state at high temperatures \cite{90,91}, deformation can persist at $T = 10$ GK, which leads to differences between two sets of EC rates. In Fig. 5(b), the ratio between rates from the FT-PNRQRPA GT-only calculation over the FT-PNRQRPA GT+FF calculation is shown. The ratio averages around 10, but for the most neutron-rich nuclei below $Z = 31$ the importance of the first-forbidden transitions increases because Pauli-blocking effects for the GT transitions are strongest in this region.

The agreement between the FT-QRPA and the FT-PNRQRPA GT-only calculations is relatively good especially around $(N - Z)/A = 0.24$. A more detailed comparison between these two rate sets is shown in Fig. 5(a), which shows the ratio between the two sets as a function of neutron and proton number. This ratio varies between 0.2 and 5.7. The EC rates obtained with FT-QRPA model dominate around $^{79}$As ($Z = 33$, $N = 36$), whereas the FT-PNRQRPA model predicts higher EC rates for the nuclei around $^{75}$Co ($Z = 27$, $N = 48$) and for the most neutron-rich nuclei in general. Such differences can be attributed to the systematic model dependence. The FT-QRPA calculations are performed with the non relativistic EDF with Skyrme SkO’ interaction, while the FT-PNRQRPA employs the relativistic derivative coupling EDF. Furthermore, in the non relativistic FT-QRPA calculations axial-symmetry is assumed while the FT-PNRQRPA assumes spherical symmetry. Although a shape-phase transition is expected from deformed to a spherical state at high temperatures \cite{90,91}, deformation can persist at $T = 10$ GK, which leads to differences between two sets of EC rates. In Fig. 5(b), the ratio between rates from the FT-PNRQRPA GT-only calculation over the FT-PNRQRPA GT+FF calculation is shown. The ratio averages around 10, but for the most neutron-rich nuclei below $Z = 31$ the importance of the first-forbidden transitions increases because Pauli-blocking effects for the GT transitions are strongest in this region.
FIG. 6. Electron-capture rate as function of the temperature \( T \) for \( \rho Y_e = 10^{11} \) g cm\(^{-3} \) (a) and as function of the density \( \rho Y_e \) for \( T = 10 \) GK (b). Results from various electron-capture rate prescriptions are compared: the different temperature-dependent QRPA calculations (FT-QRPA, FT-PNRQRPA GT and FT-PNRQRPA GT+FF including GT and first-forbidden transitions) of this work, as well as for the approximation from [30] and the third version of the modified approximation from [43].

At \( \rho Y_e = 3 \times 10^{11} \) g cm\(^{-3} \) and \( T = 13.9 \) GK, the \( Y_e \) is reduced by 3% compared to the calculations with rates based on Gamow-Teller transitions only, while for these thermodynamics conditions the EC rates are about one order of magnitude higher when including first-forbidden transitions. The original approximation [30] and its modified version [43] lead to lower \( Y_e \), because the EC rates of the nuclei populated during the deleptonization are overall higher than the EC rates from our finite-temperature microscopic calculations.

The FT-PNRQRPA calculations is larger at low temperature \( T \lesssim 10 \) GK for \( \rho Y_e = 10^{11} \) g cm\(^{-3} \) and high density \( \rho Y_e \gtrsim 10^{10} \) g cm\(^{-3} \) for \( T = 10 \) GK). As already mentioned, agreement for temperatures above 10 GK is related to the shape-phase transition. At this point, small differences between the rates are attributed to use of different effective interactions. As mentioned previously the “approx. mod.” curve in Fig. 6(a),(b) follows the original approximation [30] below \( T = 5 \) GK for \( \rho Y_e = 10^{11} \) g cm\(^{-3} \) and above \( \rho Y_e = 10^{11} \) g cm\(^{-3} \) for \( T = 10 \) GK, because of the validity range of the parametrization [43]. The EC rate of the diamond region from both approximations are less sensitive to the temperature than temperature-dependent QRPA calculations. The latter give lower rates at temperatures \( T \lesssim 10 \) GK and higher rates above \( T \approx 30 \) GK, for a density of \( \rho Y_e = 10^{11} \) g cm\(^{-3} \), similar to the specific case of \(^{86}\)Kr.

Finally, all the new microscopic calculations of the EC rate of the diamond region agree within around one order of magnitude at \( T = 10 \) GK and \( \rho Y_e = 10^{11} \) g cm\(^{-3} \), conditions where the deleptonization is relatively important during the CCSN. Therefore, one can expect small variations in the dynamics of CCSN associated with the choice of microscopic calculations, this point is discussed in the next section.

VII. CORE-COLLAPSE SIMULATIONS

In order to study the impact of the temperature-dependent EC rates on the core-collapse dynamics we used the GR1D numerical simulation code. This code treats the collapse and the early stage of the post-bounce phase in spherical symmetry with general-relativistic hydrodynamics and neutrino-transport based on the NuLib neutrino-interaction library. Details about GR1D and NuLib can be found in [5, 92, 93]. The results presented in this section are obtained with a 15-solar-mass, solar-metalllicity star progenitor (s15WW95, [94]) and the tabulated nuclear statistical equilibrium equation of state SFHo [95]. We compare five simulations with different EC rates for nuclei in the diamond region. Three simulations were performed with the new finite-temperature EC rates presented in this work sections III and IV with and without including the first-forbidden transitions, as well as two simulations based on the EC rates parameterizations [30, 43] used in the previous section.

A comparison of the evolution of the electron fraction \( Y_e \) as function of the density of the inner core is shown in Fig. 7(a). We have shown previously in Sec. VI that the FT-QRPA and the FT-PNRQRPA calculations without first-forbidden transitions give similar EC rates, within a factor 10. No significant difference on the \( Y_e \) evolution is observed when comparing these two sets. The effect of including the first-forbidden transitions in FT-PNRQRPA calculations is mostly notable for \( 8 \times 10^{10} \lesssim \rho \lesssim 8 \times 10^{11} \) g cm\(^{-3} \), conditions at which the most abundant nuclei are in the diamond region [5]. At \( \rho Y_e = 3 \times 10^{11} \) g cm\(^{-3} \) and \( T = 13.9 \) GK, the \( Y_e \) is reduced by 3% compared to the calculations with rates based on Gamow-Teller transitions only, while for these thermodynamics conditions the EC rates are about one order of magnitude higher when including first-forbidden transitions. The original approximation [30] and its modified version [43] lead to lower \( Y_e \), because the EC rates of the nuclei populated during the deleptonization are overall higher than the EC rates from our finite-temperature microscopic calculations.

In addition, the models with higher EC rates produce smaller electron-neutrino luminosity, Fig. 7(b), and lower...
FIG. 7. Core-collapse simulations results obtained from GR1D [92, 93] and NULIB [5] codes, with s15WW95 [94] progenitor and SFHo [95] equation of state. Different finite-temperature electron-capture calculations are compared, see labels in panel (a), where the three first are the finite-temperature microscopic calculations introduced in this paper, "approx." corresponds the parametrization [30] and "approx. mod." stands for its modified version (third parametrization in [43]). (a) the electron-fraction $Y_e$ as function of central baryon density $\rho$, (b) the electron neutrino luminosity as measured at a radius of 500 km as function of time after bounce and (c) the central velocity as function of the enclosed mass.

The CCSN dynamics is not strongly dependent on the EC rate set used. The differences between the EC rate predictions have a relative small effect on the dynamics because at high EC rates the neutrino absorption increases and speeds up the onset of neutrino trapping, thus reducing the effective time of deleptonization from nuclei in the diamond region. Therefore, unlike a scenario where the EC rates are relatively low and sensitivities of the CCSN dynamics on variations in the rate are high, at high EC rates, such sensitivities are strongly reduced, as discussed earlier in [5, 64].

VIII. CONCLUSION

In this work, we have studied the temperature dependence of EC rates for nuclei near $N = 50$ above $^{78}\text{Ni}$ that play an important role in the collapse phase of CCSN [5, 6]. For this purpose, two sets of newly-developed finite-temperature QRPA calculations of EC rates were performed at thermodynamic conditions relevant for core-collapse supernovae: one consists of a non-relativistic FT-QRPA based on an axially-deformed Skyrme functional (SkO’ parametrization) and using the charge-changing finite amplitude method, the other consists of a relativistic FT-QRPA including nuclear pairing in the charge-exchange channel (FT-PNRQRPA) based on the relativistic nuclear energy density functional with momentum-dependent self-energies (D3C* parametrization). In the latter, both allowed (GT) and first-forbidden (FF) transitions have been included.

In addition, we have performed a large-scale shell-model calculations on $^{86}\text{Kr}$ for better understanding the effects of finite-temperature on the EC rate of Pauli blocked nuclei at $N = 50$. The main unblocking mechanism appears to be the thermal excitation of states for which the $g_{9/2}$ shell is occupied by at least one proton. The interplay between the nuclear structure effects, the electron-capture phase-space factor and the thermal population of initial states is complex and the EC rate on $^{86}\text{Kr}$ is dominated by GT transitions from a small group of excited states with negative-parity.

The comparison of the EC rates for $^{86}\text{Kr}$ at $\rho Y_e = 10^{11}$ g.cm$^{-3}$, shows that the shell model predicts higher rates than finite-temperature QRPA models below $T \approx 15$ GK, while the rates from the FT-QRPA models are higher above $T \approx 15$ GK. The EC rates based on the shell model GT strengths are close to predictions from the pa-
rameterized approximations of \([30, 43]\) above \(T \approx 15\) GK. From comparisons of the rates on the neutron-rich nuclei of interest, and at thermodynamic conditions of CCSN, the two FT-QRPA GT-only calculations agree within a range of about an order of magnitude. The main discrepancies emerge around \(^{79}\text{As}\) \((Z = 33, N = 46)\) and for the most neutron-rich nuclei. The agreement improves with increasing temperature as the rates depend less on the details of the nuclear structure. Finally, with the FT-PNRQRPA calculations we have shown that the contributions from the FF transitions are significant, especially at low temperature: the EC rates increase by about an order of magnitude for \(T \lesssim 10\) GK at \(\rho_{\text{Y_e}} = 10^{11}\text{g.cm}^{-3}\). The results with FT-PNRQRPA including FF contributions are consistent with the results from \([16]\).

Finally, the new finite-temperature electron-capture rates have been applied in 1D core-collapse simulations. Although the total EC rates for nuclei in the region of interest can vary by an order of magnitude during the deleptonization phase, depending on the choice of the model used, the maximum electron-neutrino luminosity and the enclosed mass at core bounce are impacted by less than 5%. The new microscopic calculations presented in this work better constrain the EC rates and uncertainties can be better quantified. Therefore, the uncertainties introduced in core-collapse dynamical simulations due to uncertainties in EC rates are reduced and better understood. Nonetheless, the differences between the new finite-temperature EC rates could still have significant impacts on the scenarios of other astrophysical phenomena occurring at lower density, such as the thermal evolution of the neutron-star crust \([7, 8]\) and nucleosynthesis in thermonuclear supernovae \([9, 10]\). It will be important to extend studies of the temperature dependence of EC rates to other regions of the chart of nuclei to investigate the impact on other astrophysical phenomena. Present theoretical models have proven to be instrumental in constraining the main observables of the CCSNe evolution. Theoretical calculations have now progressed to the point where models based on completely different assumptions and effective interactions (relativistic vs non relativistic FT-QRPA or shell-model) provide consistent description of EC rates, and produce reasonably small uncertainties in modeling the CCSNe. Therefore, we are now at the stage to perform large-scale calculations of the EC rates across the nuclide chart and establish a consistent table of EC rates available for the whole nuclear astrophysics community.
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