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Abstract
Electricity forecasting has important implications for the key decisions in modern electricity systems, ranging from power generation, transmission, distribution and so on. In the literature, traditional statistic approaches, machine-learning methods and deep learning (e.g., recurrent neural network) based models are utilized to model the trends and patterns in electricity time-series data. However, they are restricted either by their deterministic forms or by independence in probabilistic assumptions – thereby neglecting the uncertainty or significant correlations between distributions of electricity data. Ignoring these, in turn, may yield error accumulation, especially when relying on historical data and aiming at multi-step prediction. To overcome these, we propose a novel method named Probabilistic Electricity Forecasting (PrEF) by proposing a non-linear neural state space model (SSM) and incorporating copula-augmented mechanism into that, which can learn uncertainty-dependencies knowledge and understand interactive relationships between various factors from large-scale electricity time-series data. Our method distinguishes itself from existing models by its traceable inference procedure and its capability of providing high-quality probabilistic distribution predictions. Extensive experiments on two real-world electricity datasets demonstrate that our method consistently outperforms the alternatives.

Introduction
Analyzing electricity time-series data (e.g., power generation and electricity demand) and making accurate forecasting has been a topic of interest starting in (and going on for most of) the 20th century (Taylor 1975; Moghram and Rahman 1989), and continuing through contemporary research (Khan et al. 2016; Kuster, Rezgui, and Moursheed 2017; Aslam et al. 2021). Stable and efficient managements in modern electricity power systems – including power generation scheduling, transmission, distribution, and sales decision-making – are of extreme socio-economic importance, and heavily depend on the high-quality prediction of various electricity data at short-term. One of the issues is that the growing renewable energies (e.g., wind energy or hydroelectric power) which reduce the carbon emissions, are unstable due to the rapidly changing climate conditions. A complementary issue is that the electricity cannot be stored in large quantities or for a significant duration, to be subsequently used when needed. This brings great uncertainty and increases difficulties in effective management of operations, as well as making reliable predictions for electric systems. In this paper, we investigate how to effectively integrate the use of historical observations and various external factors to model electricity time-series data and make high-quality forecasting for operations of electricity systems.

Electricity time-series data was analyzed by knowledgeable experts who would typically design mathematical/statistical models and tune suitable parameters from specific data type to simulate the dynamical procedure (Da Silva, Do Coutto Filho, and De Queiroz 1983; Moghram and Rahman 1989). In addition to relying on domain knowledge, such models generalize poorly on future data. More recently, researchers have proposed learning-based approaches, e.g., based on recurrent neural network (RNN) and variational-autoencoders (VAE) to conduct quantile regressions, variational inference, or Gaussian noise building for electricity time-series data (He et al. 2016; Dalal et al. 2020; Xia et al. 2021; Qiu et al. 2021).

However, the existing methods suffer from the following limitations (illustrated in Figure 1): (1) They are unable to capture the uncertainty-dependencies of electricity time-series. Uncertainties widely exist in modern electricity systems due to the instabilities of power generations, especially for the growing renewable resources. Most of the existing models generate single-valued predictions and thus fail to consider the future uncertainty, or only utilize independent probabilistic techniques such as simple Gaussian process and Monte Carlo simulation (Nguyen and Quanz 2021), ignoring the dependencies between probabilistic distributions in a traceable way. (2) They are prone to error accumulation. Existing models solely based on RNNs or autoregressive methods are ineffective in making the multi-step ahead predictions for electricity time-series. (3) They cannot establish the interactive relationships between electricity data and various external factors. Electricity data are closely related with natural (e.g., weather or seasonal changes) and social (e.g., economics or policy) factors which greatly affect the performance of electricity forecasting. However, re-
searchers found that classical methods cannot capture the complex dependencies among multivariate time-series and the non-linear interactions between different causal factors for their own limitations (Gallicchio, Micheli, and Pedrelli 2019).

To address the aforementioned limitations, we propose a novel copula-augmented state space model for Probabilistic Electricity Forecasting (PrEF). It consists of two main modules: (1) probabilistic temporal inference; and (2) interactive covariance establishment. The first module proposes neural non-linear state space model (SSM) which transforms observations and external factors into SSM’s parameter space for probabilistic time-series inference and learns the dependencies between electricity distributions. SSM maintains a latent state obeying Gaussian distribution at each timestamp and makes inference based on previous state, which can effectively ignore short-term interference from fluctuations and cumulative errors. The second module integrates a copula mechanism with SSM to learn the interactive relationships between electricity data and various external factors, enabling better approximations of the true distributions of electricity data. To summarize, our contributions are three-fold:

- We propose PrEF, a probabilistic electricity forecasting framework that learns cross-dependencies between electricity distributions and eliminates the cumulative errors during the inference by a non-linear neural SSM.
- We propose a copula-augmented mechanism for incorporating the impact of complex external factors. It establishes the covariance matrix between electricity data and various external factors, which explicitly accounts for the interactive relationships of multivariate input, while giving probabilistic distribution predictions.
- We empirically validate our model on two large-scale real-world electricity forecasting datasets: one for renewable power generation and another for electricity demand. The experimental results demonstrate the superior performance of PrEF compared to baselines.

**Problem Definition**

Let $X_{1:T} = \{X_1, \cdots, X_t, \cdots, X_T\}$ denote a set of time series observations at a sequence of time instants. Each $X_t = \{X^c_t, X^e_t\} \in \mathbb{R}^{d_x}$ consists of two components: (1) $X^c_t$ denoting the value of electricity data; and (2) $X^e_t$ denoting other auxiliary observations (e.g., temperature and humidity) at time $t$, where $d_x$ denotes the feature dimensions of $X_t$.

Let $E_{1:T} = \{E_1, \cdots, E_t, \cdots, E_T\}$ denote the set of associated external factors. Each $E_t$ is composed of certain time dependent variables (e.g., the hourOfDay and dayOfWeek), as well as certain external variables which, although may occur at particular time instant, they need not have an explicitly known dependence on it (e.g., electricity price and capacity of electric power plants). Given past time series observations $X_{1:T}$ and external factors $E_{1:T+\tau}$, the goal of electricity forecasting problem is to produce a set of probabilistic forecasts, i.e., we are interested in the conditional distribution of future electricity values $X^c_{T+1:T+\tau}$:

$$p(X^c_{T+1:T+\tau} | X_{1:T}, E_{1:T+\tau}; \Theta),$$

where $\tau$ is the future time-step for forecasting and $\Theta$ denotes learnable parameters of the model. In this paper, we study two forecasting problems: electricity demand forecasting (EDF) and electricity generation forecasting (EGF).

**Model Overview**

As a time-series inference neural network, PrEF provides a principled framework for modeling the uncertainty patterns of electricity time-series data. In addition, it establishes the correlations between variables and learns non-linearities from copula-augmented neural network.

The overall framework of PrEF is shown in Figure 2 and we note that, from a high-level perspective, there are two main modules of our proposed PrEF model: probabilistic temporal inference and interactive covariance establishment. The first one includes SSM into RNN-based network to transform the observations and external factors into SSM’s parameter space for probabilistic time-series inference. The second one builds the covariance matrix to capture the cross-sectional and temporal-locality dependencies.

**Methodology**

This section details our methodology for probabilistic electricity time-series modeling and forecasting. We begin by
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Figure 1: Illustration of electricity time-series data and three research questions.
explaining the novel probabilistic temporal inference modules where we create a non-linear neural SSM, followed by the establishing of interactive covariance, which explicitly accounts for external factors aggregation, and conclude with the details of optimization and prediction approach of PrEF.

**Probabilistic Temporal Inference**

Recurrent neural networks and their variants (e.g., LSTM and GRU) are widely used for modeling sequential dependencies in electricity forecasting (Kong et al. 2017; Dudek, Pełka, and Smyl 2021). As a simple but effective method, RNNs achieve satisfactory performance in traditional tasks. However, when applied to large-scale time-series, RNNs cannot effectively model the long-term correlations between external features (Gallicchio, Micheli, and Pedrelli 2019). Besides, direct sequential forecasting and temporal label-forced alignment lead to error accumulation in multi-step ahead forecasting, causing inaccuracies in long-term electricity predictions. More importantly, the deterministic structure of RNNs cannot support learning uncertainties from time-series data. This, in turn, impacts the effectiveness of the interval predictions, which is of a great significance for electric power industry (Hong and Fan 2016).

**Inference with Nonlinear State Space Model.** To address the issues mentioned above, we introduce a novel learning-based state space model (SSM). Its main benefit is that it has the ability to provide traceable multi-step ahead forecast distributions while accounting for data uncertainties. It can be described by the following process:

\[
\begin{align*}
L_t &= A_t L_{t-1} + B_t + Q_t \varepsilon, \\
X_t &= C_t L_t + D_t + R_t \varepsilon, \\
\varepsilon &\sim \mathcal{N}(0, 1). 
\end{align*}
\]

At time \(t\), \(L_t \in \mathbb{R}^{d_L}\) is the latent state in SSM which includes temporal patterns with respect to trend and seasonality, and \(d_\varepsilon\) is the dimension of latent states. \(A_t \in \mathbb{R}^{d_L \times d_L}\) denotes the translation matrices evolving the latent states of the previous time to the current time, and \(C_t \in \mathbb{R}^{d_x \times d_L}\) denotes the parameters which transform latent states \(L_t\) into observations \(X_t\). \(B_t \in \mathbb{R}^{d_x}\) and \(D_t \in \mathbb{R}^{d_x}\) are system bias. Here we assume the vectors in \(L_t\) are independent, then positive \(Q_t \in \mathbb{R}^{d_L}\) and \(R_t \in \mathbb{R}^{d_x}\) denote the respective variances of latent states and observations. This iterative structure simulates the dynamics of complex states in time series. However, simple linear SSM ignores the non-linear relationships, which have impact on fitting ability. Thus we further employ the activation function to model the non-linearity and the conditional probabilistic distribution of each time \(t\), which can be described as follows:

\[
\begin{align*}
p(L_0) &= \mathcal{N}(L_0 | 0, I), \\
p(L_t | L_{t-1}) &= \mathcal{N}(L_t | \delta(A_t L_{t-1} + B_t), \text{diag}(Q_t^2)), \\
p(X_t | L_t) &= \mathcal{N}(X_t | \delta(C_t L_t + D_t), \text{diag}(R_t^2)),
\end{align*}
\]

where \(L_0\) is the initial latent state, \(\delta(\cdot)\) denotes Tanh activation function and \(\text{diag}(\cdot)\) the diagonal function. Notably, after the introduction of nonlinearity in Eq. (3), the key distribution in SSM – i.e., filter distribution – is still Gaussian and equals to the distribution of canonical SSM. Based on this design, we can obtain the probabilistic results of time-series observations \(X_t\) at time \(t\) from the distributions in Eq. (3).

**Autoregressive Parameter Learning.** Traditionally, knowledgeable experts set translation matrices and variance of the SSM in a rule-based manner, relying on their experience, which can also be compute-intensive. However, in modern forecasting task with larger-scale dataset, it becomes more difficult to find suitable parameters to describe the temporal processes and to learn shared patterns of time-series data. Furthermore, in their classical setting, parameters are considered time-invariant in SSM, which is not flexible enough to model the dynamics of all time-steps.

To address these issues, we first let parameters be different at each time-step. The temporal evolution dynamics at time \(t\) are driven by parameters \(\Phi_t = \{A_t, B_t, Q_t, C_t, D_t, R_t\}\). A general way to estimate the parameters \(\Phi_t\) is to maximize the following likelihood:

\[
\argmax_{\Phi_t} p(X_{1:t} | \Phi_{1:t}).
\]

We employ auto-regressive models GRU (Cho et al. 2014) to estimate these parameters. Specifically, at each time step \(t\), the GRU cells take the previous hidden states \(h_{t-1}\), observations \(X_{t-\tau}\), and the current external factors \(E_t\) as input. Notably, employing \(X_{t-\tau}\) aims to let the model learn the contemporaneous situation since electricity forecasting has a certain periodicity. For example, in hourly data, when \(\tau = 24\), the model can utilize the electricity time-series at the same time yesterday to make the prediction. This design ensures GRU understand both trends and seasonality from external factors \(E_{1:t}\) and temporal patterns from observations \(X_{1:t}\). Thus, we can obtain the hidden states \(h_t\) from the GRU cell at time \(t\), i.e.,

\[
h_t = \text{GRU-CELL}(h_{t-1}, X_{t-\tau}, E_t; \theta_g),
\]
where \( \theta_g \) denotes the learned parameters of GRU. Then the dense layers are applied to accomplish the affine transformation from \( \mathbf{h}_t \) to \( \Phi_t \):

\[
\Phi_t = \delta(\text{Dense}(\mathbf{h}_t; \theta_d)),
\]

where \( \theta_d \) are parameters of the dense layers and \( \delta(\cdot) \) denotes the activation function. For transformation matrices \( \mathbf{A}_t, \mathbf{C}_t \) and bias \( \mathbf{B}_t, \mathbf{D}_t \), we use \text{Sigmoid} function for training stability. For variance \( \mathbf{Q}_t, \mathbf{R}_t \), we use \text{SoftPlus} function to ensure positive results. The probabilistic likelihood of the time-series is distributed according to:

\[
p(\mathbf{X}_{1:t} | \mathbf{h}_{1:t-1}, \mathbf{X}_{t-\tau}, \mathbf{E}_{1:t}, \theta_g, \theta_d) = p(\mathbf{X}_{1:t} | \Phi_{1:t}),
\]

which is equal to Eq. (4). Hence we can optimize the parameters \( \Phi_{1:t} \) in temporal inference and parameters \( \theta_g, \theta_d \) in network by maximizing this likelihood with SSM, which is elaborated in Section .

**Interactive Covariance Establishment**

The accuracy of the electricity forecasting is typically influenced by various external factors, such as economy, weather, policy, historical data and real-time electricity price (Pardo, Meneu, and Valor 2002; Alamaniotis, Gatsis, and Tsoukalas 2018). However, in most probabilistic forecasting models, especially those based on neural networks, random variables are treated as independent (mostly for efficiency), which cannot reflect the significant correlations between electricity time-series and various external factors. To address this issue, we introduce copula mechanism to establish the interactive covariance and approximate the true distribution of time-series. In our PrEF, we naturally select Gaussian copula to establish the covariance since the assumption that variables follow multivariate Gaussian distribution.

According to Sklar’s Theorem (Sklar 1997), given a series of random variables \( \{k_i\}, i \in \{1, \cdots, n\} \) and their marginal cumulative distribution functions (CDFs) \( F_i(k_i) \), the joint CDF is decomposed by a unique copula function \( C(\cdot) \):

\[
F(k_1, \cdots, k_n) = C(F_1(k_1), \cdots, F_n(k_n)).
\]

Via this formula, we can easily construct the joint distribution from the known marginal Gaussian distribution \( F_i(k_i) \sim \mathcal{N}(0, \sigma_i) \) and obtain the joint probability density function (PDF) by taking the derivative with respect to random variables:

\[
p(k_1, \cdots, k_n) = \frac{\partial F(k_1, \cdots, k_n)}{\partial k_1 \cdots k_n} = \frac{\partial C(F_1(k_1), \cdots, F_n(k_n))}{\partial F_1(k_1) \cdots F_n(k_n)} \prod_i \frac{\partial F_i(k_i)}{\partial k_i} = c(F_1(k_1), \cdots, F_n(k_n)) \prod_i p(k_i),
\]

where \( c(\cdot) \) denotes the copula density. Then we can employ neural networks to build the covariance and to estimate the copula densities. On the one hand, we build \( c^{\text{cross}}(\cdot) \) with cross-sectional correlations, i.e., covariance between electricity \( \mathbf{X}_t \) and auxiliary observations \( \mathbf{X}_t^* \). On the other hand, we construct \( c^{\text{time}}(\cdot) \) for modeling the temporal locality dependencies of adjacent latent states, i.e., covariance between \( \mathbf{L}_{t-1} \) and \( \mathbf{L}_t \). Notably, in the following we will use superscript “s” to represent all variables during the establishment of \( c^{\text{cross}}(\cdot) \) and \( c^{\text{time}}(\cdot) \), since the only difference between them is their dimension.

To estimate the copula density at time \( t \), we first build a covariance matrix through dense layers:

\[
\alpha_t^* = \text{Tanh}(\text{Dense}(\mathbf{h}_t; \theta_a)),
\]

\[
\Sigma_t^* = \sigma_t^* \mathbf{I} + \alpha_t^* \mathbf{a}_t^{*\text{T}},
\]

\[
\sigma_t^{\text{cross}} = \mathbf{R}_t, \quad \sigma_t^{\text{time}} = \mathbf{Q}_t,
\]

where \( \theta_a \) denotes the learned parameters and Eq. (12) guarantees \( \Sigma_t^* \) to be positive definite. Then we take the Cholesky factorization (Chen et al. 2008) with respect to \( \Sigma_t^* \) and get the factor \( \Omega_t^* \), from which we can utilize the reparameterization approach (Kingma and Welling 2014) for differentiable copula samples \( \Gamma_t^* \sim C_t^*(\cdot) \) and subsequent parameters optimization:

\[
\Gamma_t^* = \Omega_t^* \mathbf{Y}, \quad \mathbf{Y} \sim \mathcal{N}(0, \mathbf{I}).
\]

We compute the gradient for optimization with respect to copula samples as \( \Gamma_t^* \sim \mathcal{N}(0, \Sigma_t^*) \), and then the logarithmic copula density can be calculated as:

\[
\log c_t^*(\cdot) = \frac{1}{2} \log |\Sigma_t^*| - \sum_i \log \sigma_t^{*(i)}
\]

\[
- \frac{1}{2} \Gamma_t^*(\text{diag}(\Sigma_t^{-1}) - \Sigma_t^{-1})\Gamma_t^*,
\]

where \( \sigma_t^{*(i)} \) is the \( i \)-th value of \( \sigma_t^* \). Now, the distributions of latent states \( \mathbf{L}_t \) and the observations \( \mathbf{X}_t \) at time \( t \) are:

\[
\begin{align*}
\{ \mathbf{p}(\mathbf{L}_t) &= \mathcal{N}(\mathbf{L}_t; \delta(\mathbf{A}_t \mathbf{L}_{t-1} + \mathbf{B}_t), \Sigma_t^{\text{time}}), \\
\mathbf{p}(\mathbf{X}_t) &= \mathcal{N}(\mathbf{X}_t; \delta(\mathbf{C}_t \mathbf{L}_t + \mathbf{D}_t), \Sigma_t^{\text{cross}}),
\end{align*}
\]

where both the correlations between various observations and temporal locality dependencies are fully taken into account.

**Optimization and Prediction**

To get the probabilistic distribution predictions, a straightforward way is to maximize Eq. (1). However, the probabilistic temporal inference in PrEF is an autoregressive process from the initial latent states \( \mathbf{L}_0 \). Ignoring the dynamics in time \( t \in \{1, \cdots, T\} \) and treating them as “black box” will not only lead to training instability but also weaken the generalization capability of our model. Similarly, when only considering the electricity value \( \mathbf{X}_t \), the model is prone to overfitting issue on training data. Thus, we set the optimization goal as maximizing the following loss:

\[
\mathcal{L}(\Theta) = \log p(\mathbf{X}_{1:T}, \mathbf{E}_{1:T}; \Theta)
\]

\[
= \sum_{t=1}^{T+\tau} \log p(\mathbf{X}_t | \mathbf{L}_{t-1}, \mathbf{E}_{1:t}; \Theta)
\]

\[
= \sum_{t=1}^{T+\tau} \log c_t^{\text{cross}} + \sum_{i=1}^{d} \log p(\mathbf{X}_t^{(i)} | \Sigma_t^{*\text{d}}, \Phi_{1:t}),
\]
where $X^{(i)}$ is the value of $i$-th observation of $X$. In this loss, the first term optimizes the covariance, and we estimate it via Eq. (14). The second term is a likelihood driven by SSM parameters $\Phi_{1:t}$, and we employ Kalman Filter (Kalman 1960) to finish the deduction. This loss provides the sequential inference with structural assumptions and keeps the evolution traceable, significantly reducing the error accumulation impact – and we can use general optimization methods such as Adam and RMSprop to calculate the gradients and update parameters.

When the optimization finishes, we iteratively employ Eq. (15) at each time steps $t \in \{T+1, \cdots, T+\tau\}$ to obtain the probabilistic distribution of $X_t$. To obtain the electricity value, we can sample values from the distribution of $X_t$ and calculate the average as output. We use the joint distribution of $X_t$ to build the probabilistic electricity distribution of $X^t$.

Experiments
We now discuss the experiments for evaluating PrEF by comparing its performance with state-of-the-art electricity forecasting baselines and time-series prediction methods on two large-scale real-world electricity datasets.

Research Questions: We aim to address the following three research questions (RQ):

- **RQ1**: How does PrEF perform on electricity forecasting when compared to existing time-series learning baselines especially those based on probabilistic inference?
- **RQ2**: Can PrEF address the error accumulation issue in multi-step electricity forecasting?
- **RQ3**: Can PrEF approximate the true predictive distributions by building the interactive relationships of multivariate input?

Datasets and Processing: We use large-scale real-world electricity forecasting datasets:

1. **Sichuan** dataset is collected from a hydroelectric station located in Sichuan, China and we use it for renewable power generation forecasting. Notably, hydropower generation is greatly influenced by external factors (e.g., water flow volume and rate) and thus makes the forecasting more challenging.
2. **Panama** dataset contains the total electricity consumption in Panama in four years and we use it for electricity demand forecasting.

Baselines. We select nine baselines covering three classical methods, three RNN-based methods, and three probabilistic methods for comparison.

- **Historical Average (HA)**: uses the average value of previous $p = 7$ periods as prediction.
- **ARIMA** (Lee and Ko 2011): is a generalization of autoregressive moving average (ARMA) model which conducts statistical analysis on series data.
- **SVR**: is the regression type of support vector machine (SVM) which has been widely used for electricity data forecasting (Hong et al. 2013; Fan et al. 2016).
- **LSTM and GRU**: are two popular variants of RNN, used for modeling electricity time-series data (Kong et al. 2017; Dudek, Pelka, and Smyl 2021).
- **CNN-RNN**: combines the CNN with RNN to consider both rich features and dependencies in electricity time-series (Guo et al. 2020; Qu, Qian, and Pei 2021).
- **GRU-VAE**: employs GRU as encoder and decoder for prediction. It builds the distributions in latent space and reconstructs the observation via VAE (Qiu et al. 2021).
- **DSSM** (Rangapuram et al. 2018): bridges the gap between state space model and neural network, which can be used to make probabilistic predictions.
- **DeepAR** (Salinas et al. 2020): is an RNN-based probabilistic method and makes forecasting from the form of Monte Carlo samples. Besides, it can learn seasonal behaviors and dependencies on given features.

The deterministic models (LSTM/GRU) are used to parameterize a normal distribution instead of directly making predictions.

Experimental settings. Each dataset is split into two subsets P1 (Jan 2017 - Dec 2018) and P2 (Jan 2019 - Dec 2020), both spanning two years. Each subset is split into training (50%), validation (25%), and test (25%) sets. For time-series sequence, we let $T$ be 48 and prediction steps $\tau$ be 24, i.e., we employ two days of observations as well as external factors to make future one-day hourly electricity forecasting. The dimensions of latent states in SSM and GRU are 128 and 256, respectively. Same with our PrEF, we employ standard GRU cell for DeepAR and DSSM and let dimension of latent state of GRU be 256. In DSSM, we also set consistent dimensions of latent state of state space model as 128. All models are tuned to the best performance with early stopping when validation loss has not declined for 50 consecutive epochs.

Evaluation Protocols. We use four common metrics to evaluate the forecasting performance. RMSE and MAE are aiming to measure the accuracy of predictions. Logarithmic density $\log p$ and continuous ranked probability score (CRPS) evaluate the quality of probabilistic distribution. We employ truncated normality for the computation of CRPS. Specifically, we only consider the range where the forecasting target locates. For the two tasks in our paper, we keep the positive value. Among them, larger $\log p$ is better, while for others the smaller the value – the better.

RQ1: Modeling Uncertainty-dependencies Improves Electricity Forecasting
We now consider the benefits of PrEF on improving the electricity forecasting by modeling the uncertainty-dependencies. Table 1 summarizes the performance of PrEF and the baselines in probabilistic electricity forecasting on both datasets. We can observe that PrEF achieves the best results in terms of all four metrics. In addition, we have following conclusions: (1) Classical approaches HA and statistical model ARIMA perform poorly since they can only make static predictions and cannot capture the uncertainties existing in electricity time-series; (2) All other baselines are
In this part, we investigate the effect of probabilistic temporal inference on the error accumulation. Towards that, we replace the evolution of SSM with fully connected layers to generate the probabilistic distributions of latent states \( L_t \) and electricity forecasting \( X^n_t \) at each time step. We keep other settings unchanged and use PrEF w/o SSM to denote it. To highlight the capability of our model, we report the performance changes at each forecasting step from \( T + 1 \) to \( T + \tau \), and the results are shown in Figure 3.

We can observe that our probabilistic temporal inference module outperforms the counterpart, especially when prediction steps increase. Like most existing models, PrEF w/o SSM generates the distributions at each time step independently, while our non-linear SSM provides a traceable way to consider the cross-dependencies between electricity distributions. Specifically, each distribution of latent state in inference is deduced at the previous step, making the distributions closely related. In addition, we use a Kalman filter method (Kalman 1960) to optimize the evolution procedure during inference and hence the performance degradation caused by error accumulation can be alleviated to a large extent.

We further validate the quality of multi-step electricity predictions, comparing PrEF with PrEF w/o SSM in Figure 4. We can see that for PrEF w/o SSM, the gaps between ground truth and predictions are getting larger as time passes.
Figure 5: Visualization of the latent states in the 2-D space, where each point denotes a sample and the distances between points can reflect their original Euclidean distance. In each subfigure, we color points by the values of a specific external factor. The latent states are learned by baseline CNN-RNN (a,c,e) and PrEF (b,d,f), separately.

RQ3: Interactive Covariance Establishment Improves External Factor Aggregation

We now analyze the impact of incorporating external factors on electricity forecasting via interactive covariance establishment module. We first remove this module and denote such model as PrEF$^-$ . As shown in Table 1, our proposed copula mechanism brings additional performance improvements on both datasets and helps us better approximate the true distribution of electricity data.

We demonstrate our conclusion in a more intuitive way by visualizing the latent states. We project the latent states $L_t$ to a 2D space using UMAP algorithm (McInnes, Healy, and Melville 2020) and color them by the values of external factors including temperature, precipitation, and hourOfDay, the results are shown in Figure 5, where we compare the latent states of CNN-RNN (a,c,e) with PrEF (b,d,f). We can observe that the positions of latent states in PrEF obey the Gaussian distribution and many of them with the similar color are clustered together. This demonstrates that our model can learn certain patterns between electricity time-series and external features. In contrast, the latent states in CNN-RNN cannot be disentangled within the color. These results suggest that our proposed PrEF not only improves the performance of electricity forecasting but also enables better explanations of prediction.

Lastly, we study the influence of each external factor on electricity forecasting for better understanding the behaviors of factors and providing prediction interpretability. We employ Shapley additive explanations (SHAP) (Lundberg and Lee 2017) to show the importance values of factors in Figure 6. We can see that climatic factors such as temperature and precipitation, play an important role in electricity forecasting since there exist certain intrinsic correlations; periodicity can also be understood well with time-dependent variables such as hourOfDay, weekday, etc. Additionally, holidays are negatively correlated with electricity demand on Panama dataset and precipitation has strong positive correlation with hydropower generation on Sichuan dataset. These indicate the benefits PrEF for improving the interpretability for the electricity forecasting, confirming that operations of electricity systems require overall coordination and optimization – and our model can provide an enabling perspective for probabilistic electricity forecasting.

Conclusions

We presented PrEF, a novel framework for probabilistic electricity forecasting, integrating traceable uncertainty-dependencies and interactive relationships. It provides high-quality probabilistic forecastings in short-term with stable performance, enabling significant improvements for operations of modern electricity systems. Our extensive experiments demonstrate that PrEF is superior to existing methods and provides a satisfactory interpretability. In our future work, we plan to extend PrEF to capture spatial-temporal correlations among both producers and consumers of electricity.
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