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Part 1. Group theory and its connections to logic

1. Berdinsky and Nies: Abelian groups of rank 2

A set \( \{G_i\}_{i \in I} \) of torsion–free groups \( \neq 0 \) is said to be a rigid system if \( \text{Hom}(G_i, G_j) \) is a subgroup of \( \mathbb{Q} \) if \( i = j \) or 0 if \( i \neq j \). The groups in a rigid system are necessarily indecomposable. A group \( G \) is called rigid if the singleton \( \{G\} \) is rigid.

1.1. Background.

Lemma 1.1 (Lemma 4.6 in [8]). For every \( r \geq 2 \), there exists a rigid system of \( 2^{\aleph_0} \) torsion–free groups \( \{A_i\}_{i \in I} \) of rank \( r \) such that \( \text{End} A_i \cong (\mathbb{Z}, +) \) for each \( i \in I \). The groups are homogeneous of type \( t_0 = (0, \ldots, 0, \ldots) \), (i.e., every rank 1 subgroup is free).

Proof. Each of these groups is defined as a subgroup of \( \mathbb{Z}[1/p]a_1 \oplus \cdots \oplus \mathbb{Z}[1/p]a_r \).

Here we consider only the case \( r = 2 \). Following Fuchs, choose a \( p \)-adic unit

\[ \pi = s_0 + s_1 p + \cdots + s_n p^n + \ldots, \]

where \( 0 < s_0 < p \) and \( 0 \leq s_i < p \) for all \( i > 0 \), which is transcendental over \( \mathbb{Z} \) (or, at least, satisfies no quadratic equation). Let for \( n \geq 1 \)

\[ x_n = p^{-n}(a_1 + \pi_n a_2) \in G, \]

where \( \pi_n = s_0 + s_1 p + \cdots + s_{n-1} p^{n-1} \). The subgroup \( A = A_\pi \subseteq G \) is defined by

\[ A_\pi = \langle a_1, a_2; x_1, x_2, \ldots x_n, \ldots \rangle. \]

The group \( A \) is of rank 2. It is then showed that \( G \) is rigid and \( \text{End} A \cong \mathbb{Z} \).

We skip the proof of this fact. Now we prove that \( A \) is of type \( t_0 \). Since \( px_{i+1} = x_i + s_1 a_2 \) for every \( i \geq 1 \), an element of \( A \) not in \( B = \langle a_1, a_2 \rangle \) has the form \( kx_n + k_2 a_2 \) for some integers \( k, k_2 \) with \( \gcd(p, k) = 1 \), and for some \( n \geq 1 \).

Furthermore, if \( p^n(kx_n + k_2 a_2) = \ell a_2 \) for \( \ell \in \mathbb{Z} \), then it follows from (1.1) that the coefficient of \( a_1 \) must be zero. Therefore, \( \langle a_2 \rangle \) is a \( p \)-pure subgroup of \( A \). Assume that \( p^{-n}(k_1 a_1 + k_2 a_2) \in A \) for all \( n > 0 \); here
$k_1 \neq 0$, since $p^n | a_2$ is impossible; the latter is because $\langle a_2 \rangle$ is $p$–pure. Then also $p^{-n}(k_1 a_1 + k_2 a_2 - k_1 p^n x_n) \in A$, so by (1.1) and the purity of $\langle a_2 \rangle$ we get that $p^n | k_1 - k_2 \pi$, for all $n$. This implies that $\pi$ is a rational number, a contradiction. So $A$ is homogeneous of type $t_0$.

\[ \square \]

**Question 1.2.** Is there some $\pi$ not satisfying any quadratic equation with integer coefficients such that $A$ is FA–presentable?

1.2. **Group extensions and cocycles.** For more detail on this see the next section, with Lupini.

Let $0 \to A \xrightarrow{\mu} E \xrightarrow{\nu} C \to 0$ be a short exact sequence of abelian groups. The group $E$ is called an extension of $C$ by $A$. Let $f : C \times C \to A$ be a cocycle on $C$ to $A$, that is a map satisfying the properties:

\[ f(u,0) = 0, f(u,v) = f(v,u), f(u,v)+f(u+v,w)=f(u,v+w)+f(v,w) \]

for all $u,v,w \in C$.

The extension of $C$ by $A$ corresponding to $f$ is constructed as the set of all pairs $(u,a) \in C \times A$ with the operation:

\[ (u,a) + (v,b) := (u + v, a + b + f(u,v)). \]

Clearly, if $A$ and $C$ are FA–presentable and the graph of $f$ is FA–recognizable for appropriate such presentations, then the corresponding extension is FA–presentable.

To obtain a cocycle for a particular extension $E$ of $A$ by $C$, one chooses a canonical transversal set $T \subseteq E$, i.e., $T$ meets each coset of $\mu A$ on a single element, and $0 \in T$. Then the surjection $\nu : E \to C$ restricted on $T$ is a bijection. Let $\phi : C \to T$ be a bijection for which $\nu \circ \phi = id$. We call $\phi$ a transversal map. The corresponding cocycle $f : C \times C \to A$ is given by

\[ f(u,v) = \phi(u)+\phi(v)−\phi(u+v). \]

This intuitively measures the deviation of $\phi$ from being a homomorphism, or in other words, the deviation of $T$ from being a subgroup of $E$.

1.3. **Groups $A_\pi$ as Extensions of $\mathbb{Z}$ by $\mathbb{Z}[1/p]$.** Let us define a short exact sequence:

\[ 0 \to \mathbb{Z} \xrightarrow{\mu} A_\pi \xrightarrow{\nu} \mathbb{Z}[1/p] \to 0 \]

as follows. An embedding $\mu : \mathbb{Z} \to A_\pi$ is defined by the equation: $\mu(m) = ma_2$, $m \in \mathbb{Z}$. Recall that each $y \in A_\pi$, which is not in $\langle a_1, a_2 \rangle$, admits a unique form $kx_n + ma_2$ for $n \geq 1$ and some integers $m$ and $k$ for which $\gcd(p,k) = 1$, see Lemma 1.1. A surjection $\nu : A_\pi \to \mathbb{Z}[1/p]$ is defined as:

- if $y = ka_1 + ma_2$, then $\nu(y) = \nu(ka_1 + ma_2) = k$;
- if $y \notin \langle a_1, a_2 \rangle$, then $\nu(y) = \nu(kx_n + ma_2) = \frac{k}{p^n}$.

The map $\nu$ is a homomorphism (it can be verified directly). The same surjective homomorphism $\nu$ can be defined as follows. Each element $y \in A_\pi$ admits the following unique normal form: $y = m a_1 + k a_2 + \sum_{i=1}^{n} r_i x_i$, where $0 \leq r_i < p$ for $i = 1, \ldots, n$. This follows from the identity $px_{i+1} = x_i + s_i a_2$. The map $\nu : A_\pi \to \mathbb{Z}[1/p]$ can be defined as: $\nu(y) = m + \frac{r_1}{p} + \frac{r_2}{p^2} + \cdots + \frac{r_n}{p^n}$.

Clearly, it gives exactly the same surjective homomorphism from $A_\pi$ to $\mathbb{Z}[1/p]$ as above.
Note that a cocycle depends on the choice of a transversal map $\phi$. Below we consider different transversal maps and the corresponding cocycles.

**First version:**
Below we will describe an appropriate cocycle for $A_{\pi}$. Recall that $\pi = \sum_{n} s_n p^n$ is a fixed $p$-adic unit. As a canonical transversal set $T$ choose the set of elements of the form $ma_1 + \sum_{i=1}^{n} r_i x_i$, where $m \in \mathbb{Z}$, $n \in \mathbb{N}$, and $0 \leq r_i < p$ for each $i = 1, \ldots, n$. Let us define a transversal map $\phi : \mathbb{Z}[1/p] \to A_{\pi}$. For $u = m.r_1 r_2 \ldots r_n \in \mathbb{Z}[1/p]$, let $\phi(u) = ma_1 + \sum_{i=1}^{n} r_i x_i$. Given $u, v \in \mathbb{Z}[1/p]$ one can write $u = m.r_1 r_2 \ldots r_n \in \mathbb{Z}[1/p]$ and $v = k.t_1 \ldots t_\ell$. One can calculate the corresponding cocycle $f(u, v) = \phi(u) + \phi(v) - \phi(u + v)$ as follows. Assuming that $n = \ell$, by adding a tail with zeros when necessary, we obtain:

$$f(u, v) = \sum_{0 \leq i \leq n-1, i+1 \in F} s_i,$$

where $F$ is the set of positions where one has is carry when performing the usual addition algorithm, using that $px_{i+1} = x_i + s_i a_2$ for every $i \geq 2$ and $px_1 = a_1 + s_0 a_2$. For example, if $p = 3$, $u = 0.112$ and $v = 0.211$, then $F = \{1, 2, 3\}$.

Even in the simple case that all $r_i = 1$ (and hence the $p$-adic number $\pi$ is a rational), this doesn’t lead naturally to an FA presentation. We assume that $\mathbb{Z}[1/p]$ is represented similar to [16]. Then, to compute $f$, an FA would have to count the number of $i$ satisfying the given condition $r_i + t_i \geq p$.

**Second version:**
Alternatively, a transversal map $\phi : \mathbb{Z}[1/p] \to A_{\pi}$ can be defined as:

- if $z = k$ for some integer $k$, we define $\phi(z) = ka_1$;
- if $z = \frac{k}{p^n}$ for $n \geq 1$ and $\gcd(k, p) = 1$, we define $\phi(z) = k x_n$.

The corresponding cocycle $f : \mathbb{Z}[1/p] \times \mathbb{Z}[1/p] \to \mathbb{Z}$ defined by the equation $\mu f(u, v) = \phi(u) + \phi(v) - \phi(u + v)$ is then as follows:

- if $u, v \in \mathbb{Z}$, then $\mu f(u, v) = ua_1 + va_1 - (u + v)a_1 = 0$. Therefore, $f(u, v) = 0$.
- if $u \in \mathbb{Z}$ and $v = \frac{k}{p^n}$ for $n \geq 1$ and $\gcd(k, p) = 1$, then $u + v = \frac{up^n + k}{p^n}$. Therefore, $\mu f(u, v) = ua_1 + kx_n - (up^n + k)x_n = ua_1 - u(a_1 + \pi_n a_2) = -u\pi_n a_2$. Therefore, $f(u, v) = -u\pi_n$.
- if $u = \frac{k_1}{p^m}$ and $v = \frac{k_2}{p^n}$ for $1 \leq m < n$, then $\frac{k_1}{p^m} + \frac{k_2}{p^n} = \frac{kp^{n-m} + k_2}{p^n}$. Therefore, $\mu f(u, v) = k_1 x_m + k_2 x_n - (kp^{n-m} + k_2)x_n = k_1 x_m - k_1 p^{n-m} x_n = k_1 p^{-m}(a_1 + \pi_n a_2) - k_1 p^{-m}(a_1 + \pi_n a_2) = \frac{k_1}{p^n}(\pi_m - \pi_n) a_2 = u(\pi_m - \pi_n)a_2$. Therefore, $f(u, v) = u(\pi_m - \pi_n)$.
- if $u = \frac{k_1}{p^m}$ and $v = \frac{k_2}{p^n}$ for $n \geq 1$, then $\frac{k_1}{p^m} + \frac{k_2}{p^n} = \frac{kp^m k}{p^n} = \frac{k}{p^{n-m}}$ either for some $0 \leq m < n$ and $k$ for which $\gcd(k, p) = 1 = m$, that is, $\frac{k_1}{p^m} + \frac{k_2}{p^n} = k$.

In the first case we have: $\mu f(u, v) = k_1 x_m + k_2 x_n - kx_{m-n} = (k_1 + k_2)p^{-m}(a_1 + \pi_n a_2) - k p^{m-n}(a_1 + \pi_n a_2) = (u + v)(\pi_m - \pi_n a_2)$, so $f(u, v) = (u + v)(\pi_m - \pi_n a_2)$.

In the second case we have: $\mu f(u, v) = k_1 x_m + k_2 x_n - ka_1 = (k_1 + k_2)p^{-n}(a_1 + \pi_n a_2) - ka_1 = (u + v)\pi_n a_2$, so $f(u, v) = (u + v)\pi_n$. 
2. Lupini and Nies: Extensions of abelian groups

Eilenberg and MacLane [7] were among the first to study extensions of abelian groups via the cohomological notions of cocycles and coboundaries. Here we will expose the algorithmic content of some of their results. Thereafter, we use this to show that

\[ \mathbb{Z}_p \cong \text{Ext}(\mathbb{Z}(p^\infty), \mathbb{Z}) \text{ and } \mathbb{Z}_p/\mathbb{Z} \cong \text{Ext}(\mathbb{Z}[1/p], \mathbb{Z}) \]

via isomorphisms that are computable in the sense of the Weihrauch setting of computable analysis. (As usual, \( \mathbb{Z}_p \) denotes the group of \( p \)-adic integers, and \( \mathbb{Z}(p^\infty) = \mathbb{Z}[1/p]/\mathbb{Z} \) the Prüfer group for \( p \).)

2.1. Some background and preliminaries. All groups will be abelian. Given groups \( A, C \), an extension of \( C \) by \( A \) is an exact sequence \( 0 \to A \to E \to C \to 0 \). Extensions can be described by cocycles, that is, functions \( f: C \times C \to A \) that are symmetric and satisfy the condition that

\[ f(u, v) + f(u + v, w) = f(v, w) + f(u, v + w). \]  

(2.1)

By these conditions, on \( C \times A \), the operation

\[ (u, a) + (v, b) := (u + v, a + b + f(u, v)) \]

defines an abelian group \( E = E_f \). This operation is commutative because \( f \) is symmetric. The inverse of \( (u, a) \) is \((-u, -a - f(u, -u))\). For associativity, if we calculate \([u, a] + (v, b)] + (w, c), the “correcting term” in the second component on the right side is \( f(u, v) + f(u + v, w) \). If we calculate \((u, a) + [(v, b) + (w, c)], the correcting term is \( f(v, w) + f(u, v + w) \).

The cocycles from \( C \) to \( A \) form a group under addition, which is denoted \( Z(C, A) \). A coboundary is a cocycle \( g \) of the form \( g(u, v) = \varphi(u) + \varphi(v) - \varphi(u + v) \) where \( \varphi: C \to A \) is any function with \( \varphi(0) = 0 \). The group of coboundaries is denoted \( B(C, A) \). These correspond to splitting extensions (i.e., direct products in the abelian setting). Two cocycles are called equivalent if their difference is a coboundary. The group of extensions of \( C \) by \( A \) is

\[ \text{Ext}(C, A) = Z(C, A)/B(C, A). \]

Note that one can add to \( f \) a constant in \( A \) without invalidating the condition (2.1). Also, every constant function \( C \times C \to A \) is a co-boundary. So we may assume w.l.o.g. that \( f \) is normalized in the sense that \( f(0, 0) = 0 \).

By (2.1) setting \( u = v = 0 \) it follows that \( f(0, w) = f(w, 0) = 0 \) for each \( v \). If \( f \) is normalized, one obtains an exact sequence \( 0 \to A \to E \to C \to 0 \), \( E = E_f \), where the embedding \( A \to E \) is given by \( a \to (0, a) \), and the projection map \( E \to C \) is given by \( (c, a) \to c \).

For detail see e.g. Fuchs [8] (who calls these objects “extensions of \( A \) by \( C \)”, but uses the same order, first \( C \) then \( A \), in the notation).

2.2. Computable analysis. If \( A, C \) are computable groups (thus countable, in particular), the computable cocycles form a subgroup of \( Z(C, A) \). They yield exact sequences as above where \( E \) and also the connecting maps are computable.

One of the questions we ask is whether the groups \( Z(C, A) \) and \( \text{Ext}(C, A) \), which may well be uncountable, are computable in the sense of computable
Let $\Sigma$ be an alphabet (which may be infinite). A representation of a set $X$ is an onto map $\delta: \subseteq \Sigma^\omega \to X$. One calls $(X, \delta, \Sigma)$ a represented set. If $\delta(\alpha) = x$ one calls $\alpha$ a $\delta$-name for $x$. A function $F$ from $X$ to $X'$ is called computable if from any name for $x$ one can compute a name for $F(x)$. The formal definition is as follows.

**Definition 2.1.** Let $(X, \delta, \Sigma)$ and $X', \delta', \Sigma')$ be represented sets. A function $F: X \to X'$ is called computable if there is an oracle Turing machine $M$ using $\delta$-names as oracles such that for each $\delta$-name $\alpha$, one has that $M^{\alpha}$ is a $\delta'$-name, and $F(\delta(\alpha)) = \delta'(M^{\alpha})$.

**Example 2.2.** Let $X = \mathbb{Z}_p$ for some prime $p$. Let $\Sigma = \mathbb{Z}$. For $\alpha \in \Sigma^\omega$, let $\delta(\alpha) = \sum_n \alpha(n)p^n$.

2.3. **A description of $\text{Ext}(H,A)$ by homomorphism groups.** The following important lemma of Eilenberg and MacLane elaborates on the easy fact that each extension of a free group $F$ splits, or in other words, every cocycle on $F$ is a coboundary.

**Lemma 2.3** (Lemma 7.3 in [7]). Let $F$ be a free group, with generators $z_\alpha$. Let the cocycle $h \in Z(F, A)$ be normalized. Then there is a function $\varphi: F \to A$ such that

\[(2.2) \quad h(x, y) = \varphi(x + y) - \varphi(x) - \varphi(y),\]

that is, $h$ is a coboundary via $-\varphi$. Moreover, one can ensure that $\varphi(0) = 0$ and $\varphi(z_\alpha) = 0$ for each $\alpha$.

The **computable setting** is that $F$ is computable, the map $\alpha \to z_\alpha$ is computable and has computable range, and $h$ is computable. Then $\varphi$ is computable as well.

**Proof.** Let $E$ be the extension given by a normalized cocycle $h$. Let $\beta: E \to F$ be the projection. Corresponding to $h$ there is a set of coset representatives. For $x \in F$ let $u'(x)$ be the representative in $E$, so that $\beta(u'(x)) = x$. Since $h$ is normalized, we have $u'(0) = 0$. We have

\[(2.3) \quad h(x, y) = u'(x) + u'(y) - u'(x + y)\]

(such a relation is called an addition table in [7]). Note that with the concrete construction of $E$ from $h$ and the embedding $A \to E$ by $a \to (0, a)$ as above, we have $u'(x) = (x, 0)$.

Now, each element $x$ of $F$ is given uniquely in the form $x = \sum e_\alpha z_\alpha$, with all but finitely many $e_\alpha \in \mathbb{Z}$ being 0. Define a new system of representatives by

$$u(x) = \sum e_\alpha u'(z_\alpha).$$

Since $F$ is freely generated by the $z_\alpha$, the map $u$ is well-defined and a homomorphism. Now let $\varphi: F \to A$ be the function such that

$$u(z) - u'(z) = \varphi(z).$$
The required properties of $\phi$ are evident from its construction. Since $u$ is a homomorphism we have $0 = u(x) + u(y) - u(x + y)$. So by (2.3) we have
\[ -h(x, y) = \varphi(x) + \varphi(y) - \varphi(x + y). \]
This yields (2.2).

If $F$ is a free group, $R \leq F$, and $A$ is any group, by $\text{Hom}(F|R, A)$ one denotes the subgroup of $\text{Hom}(R, A)$ consisting of those homomorphisms that can be extended to $F$. The computable setting is as above, with in addition $R$ being computable.

**Theorem 2.4** (Theorem 10.1 in [7]). Suppose that $H = F/R$ is a factor group of a free group $F$. Let $g: H \times H \rightarrow R$ be a cocycle for the extension $0 \rightarrow R \rightarrow F \rightarrow H \rightarrow 0$. Let $A$ be any group. There is an isomorphism
\[ \text{Hom}(R, A)/\text{Hom}(F|R, A) \cong \text{Ext}(H, A) \]
induced by the homomorphism
\[ \Phi: \text{Hom}(R, A) \rightarrow Z(H, A) \]
by $\Phi(\theta) = \theta \circ g$.

Its inverse is induced by a homomorphism $\Gamma: Z(H, A) \rightarrow \text{Hom}(R, A)$. Thus for $f \in Z(H, A)$ one has $\Phi(\Gamma(f)) - f \in B(H, A)$.

In the computable setting, both $\Phi$ and $\Gamma$ can be evaluated by an oracle Turing machine applied to $\theta \in \text{Hom}(R, A)$, resp. $f \in Z(H, A)$ as oracles. Since we can view elements of both sets as names in the sense of Def. 2.1 (with $A = \Sigma$), this shows that the isomorphism and its inverse are computable.

**Proof.** As above, corresponding to $g$ pick a coset representatives via a $u: H \rightarrow F$, namely, $R + u(x) = x$ for any $x \in H = F/R$, and
\[ u(h) + u(k) = u(h + k) + g(h,k) \]
for $h, k \in H$.

First they verify the conditions of $\Phi$. Clearly $\theta \circ g \in Z(H, A)$. They verify that
\[ \theta \in \text{Hom}(F|R, A) \text{ iff } \theta \circ g \in B(H, A), \text{ i.e. is a coboundary.} \]
So $\Phi$ induces a well-defined embedding.

Next they show how to define $\Gamma$. Write $[w]$ for the coset $R + w \in H$. For $f \in Z(H, A)$ let
\[ f' \in Z(F, A) \text{ be given by } f'(x, y) = f([x], [y]). \]
Let $\varphi: F \rightarrow A$ be the function for $h = f'$ given by (2.2). Thus
\[ \varphi(x + y) = \varphi(x) + \varphi(y) + f'(x, y). \]
If $x, y \in R$ then $f'(x, y) = 0$ as $f$ is normalized, so $\theta = \varphi|R \in \text{Hom}(R, A)$.
Define
\[ \Gamma(f) = \varphi|R. \]
Note that $\Phi(\Gamma(f)) = \varphi \circ g$. So to show $\Gamma$ induces the inverse, the following suffices:

**Claim 2.5.** For normalized $f \in Z(H, A)$ one has
\[ f - (\varphi \circ g) \in B(H, A) \text{ via } \varphi \circ u. \]
To see this one applies $\varphi$ to the right side $u(h + k) + g(h, k)$ of (2.4). According to (2.5), this gives
$$\varphi(u(h + k)) + \varphi(g(h, k)) + f'(u(h + k), g(h, k)).$$
Since $g(h, k) \in R$ and $f$ is normalized, the third term vanishes. So we have
$$\varphi(u(h)) + \varphi(u(k)) = \varphi(u(h + k)) + \varphi(g(h, k)).$$

We can now calculate
$$f(h, k) = f'(u(h), u(k)) = \varphi(u(h) + u(k)) - \varphi(u(h)) - \varphi(u(k))$$
$$= \varphi(u(h + k)) - \varphi(u(h)) - \varphi(u(k)) + \varphi(g(h, k))$$
where we have first used (2.5) and then the foregoing equation. This verifies the claim.

In the computable setting, it is clear that $\Phi$ can be evaluated by an oracle Turing machine. To see this for $\Gamma$, note that the OTM has access to elements of $F/R = H$ because $R$ is computable. Recall that for $y \in F$ we write $[y] = R + y$. Fix a computable list of generators $(z_\alpha)$ as in the statement of the theorem. Each $w$ in $F$ can be written as $w = \sum_{i=1}^n x_i$, where $x_i$ is a generator or its inverse.

**Claim 2.6.** Given $f \in Z(H, A)$, then $\Gamma(f) = \theta$ is explicitly given as follows: For an element of $R$ expressed as $\sum_{i=1}^n x_i$, let $I$ be the set of indices such that $x_i$ is the inverse of a generator. Then
$$\theta(\sum_i x_i) = -\sum_{i \in I} f([x_i], -[x_i]) + \sum_{k=1}^{n-1} f\left(\sum_{i=1}^k [x_i], [x_{k+1}]\right).$$

To verify the claim, note that for $y_i \in F$ an induction based on (2.5) shows that $\varphi(\sum_i y_i) = \sum_i \varphi(y_i) + \sum_{k=1}^{n-1} f'(\sum_{i=1}^k y_i, y_{k+1})$. Now use that $\varphi(y) = 0$ if $y$ is a generator, and $\varphi(y) = -f'(y, -y)$ if $y$ is the negative of a generator; this uses that $0 = \varphi(0) = \varphi(y) + \varphi(-y) + f'(y, -y)$.

It is clear that the OTM on input $w \in R$ can find a representation $w = \sum x_i$, and then perform the calculation in (2.6) using oracle calls to $f$. The result will be independent of the particular representation, e.g. the order of the $x_i$.

**Remark 2.7.** In fact, $\Phi$ and $\Gamma$ are total Turing functionals, i.e. tt-reductions.

**Example 2.8.** As one application Eilenberg and MacLane re-verify the known fact that for $H = C_m$ (the cyclic group of size $m$), one has $A/mA \cong \text{Ext}(H, A)$. This is clear because one can take $F = \mathbb{Z}$, $R = m\mathbb{Z}$, so that $\text{Hom}(R, A)$ and $\text{Hom}(F/R, A)$ can be canonically identified with $A$ and $mA$, respectively.

As above let $[k] = m\mathbb{Z} + k$. In the setting of Theorem 2.4, choose $k = u([k])$ as the coset representative of $[k]$, where $k < m$. The corresponding cocycle $g: C_m \times C_m \rightarrow R$ in the Theorem is then given by
$$g([k], [l]) = k + l - (k + l \mod m),$$
which equals 0 if $k + l < m$, and $m$ if $k + l \geq m$.

Let us consider the case $A = \mathbb{Z}$. Note that $\theta \in \text{Hom}(m\mathbb{Z}, \mathbb{Z})$ is determined by its single value $a_\theta = \theta(m)$, in the sense that $\theta(x) = a_\theta x/m$ for each $x \in \mathbb{Z}$. 


Then \( \theta \in \text{Hom}(m\mathbb{Z}|\mathbb{Z}, \mathbb{Z}) \) iff \( m|a_\theta \). As this means \( \Phi(\theta) \in B(C_m, \mathbb{Z}) \), we can assume that \( 0 \leq a_\theta < m \) without changing the corresponding extension.

Firstly we have \( \Phi(\theta) = \frac{a_\theta}{m}g \). Secondly given \( f \in Z(C_m, \mathbb{Z}) \), we determine \( \theta = \Gamma(f) \) as follows. With 1 as the generator of the free group \( F = \mathbb{Z} \), writing \( m \) as the sum of \( m \) many 1’s, by (2.6) we have

\[
a_\theta = \theta(m) = \sum_{k=1}^{m-1} f([k], [1]).
\]

If \( f = \frac{a_\theta}{m}g \) then this yields \( a_\theta \) since \( \sum_{k=1}^{m-1} g([k], [1]) = m \). Thus, in this simple case of \( \text{Ext}(C_m, \mathbb{Z}) \), one can ensure that \( \Gamma(\Phi(\theta)) = \theta \).

### 2.4. Description of \( \text{Ext}(C_p^\infty, \mathbb{Z}) \)

Fix a prime \( p \) and let \( H = C_p^\infty = \mathbb{Z}[1/p]/\mathbb{Z} \).

Let \( \pi: \mathbb{Z}[1/p] \to H \) be the projection given by \( \pi(w) = \mathbb{Z} + w \). Let \( x_n := \pi \left( \frac{1}{n} \right) \) for \( n \in \mathbb{N} \).

We begin with a presentation of \( H \). Let \( F \) be the free abelian group with \( \mathbb{Z} \)-basis \( (e_n)_{n \in \mathbb{N}} \). Let \( R \) be the subgroup of \( F \) freely generated by \( e_0 \) together with \( e_k - pe_k \) for \( k \geq 1 \). Then we have a short exact sequence \( 0 \to R \to F \to H \to 0 \) where the map \( F \to H \) is defined by \( e_n \mapsto x_n \) for \( n \in \mathbb{N} \).

Define \( u: H \to F \) by

\[
u(0) = 0 \quad \text{and} \quad u(ix_n) = ie_n
\]

for every \( n \geq 1 \) and natural \( i < p^n \) not divisible by \( p \). This is a right inverse for the quotient map \( F \to H \).

Since \( R \) is computable as a subset of \( F \), by Theorem 2.4 above there is a computable isomorphism of abelian groups

\[
\frac{\text{Hom}(R, \mathbb{Z})}{\text{Hom}(F|R, \mathbb{Z})} \cong \text{Ext}(H, \mathbb{Z}).
\]

We now describe a computable isomorphism

\[
\mathbb{Z}_p \to \frac{\text{Hom}(R, \mathbb{Z})}{\text{Hom}(F|R, \mathbb{Z})}.
\]

As already mentioned in Example 2.2, we use functions in \( \alpha: \mathbb{N}^+ \to \mathbb{Z} \) as names for \( a = \sum_n \alpha(n)p^{n-1} \in \mathbb{Z}_p \). Write \( a_n = \alpha(n) \).

**Definition 2.9.** Given a name \( \alpha: \mathbb{N} \to \mathbb{Z} \), let \( \varphi_\alpha \in \text{Hom}(R, \mathbb{Z}) \) be defined by

\[
\varphi_\alpha(e_0) = 0 \quad \text{and} \quad \varphi_\alpha(e_r - pe_r) = a_r \quad \text{for} \quad r \geq 1.
\]

Write \( \alpha|_{k,n} \) for \( p^{-k} \sum_{s=k+1}^{n} a_sp^{s-1} \). This is the integer given by the block of the sequence \( \alpha \) from \( k \) to \( n - 1 \).

**Claim 2.10.** For \( 0 \leq k < n \) one has

\[
\phi_\alpha(e_k - p^{n-k}e_n) = \sum_{s=k+1}^{n} a_sp^{s-k-1} = \alpha|_{k,n}.
\]
In particular, if \( \alpha \in \mathbb{Z}_p \), letting \( k = 0 \), we have that \( \phi_\alpha(-p^ne_n) \) equals \( \alpha \mid n \). To verify this equation fix \( k \). Use induction on \( n \).

If \( n = k + 1 \) the equation reduces to the defining conditions for \( \phi_\alpha \) (including the case that \( k = 0 \)). Suppose now the equation holds for \( n \). Then

\[
\phi_\alpha(e_k - p^{n+1-k}e_{n+1}) = \phi_\alpha(e_k - p^{n-k}e_n + p^{n-k}(e_n - pe_{n+1}))
\]

\[
= \sum_{i=k+1}^{n} a_ip^{i-k-1} + p^{n-k}a_{n+1}
\]

\[
= \sum_{i=k+1}^{n+1} a_ip^{i-k-1}.
\]

**Claim 2.11.** Let \( \alpha : \mathbb{N}^+ \to \mathbb{Z} \) be a name, and write \( a_n = \alpha(n) \). Then

\( a := \sum_{n \in \mathbb{N}} a_np^{n-1} = 0 \) in \( \mathbb{Z}_p \) if and only if \( \varphi_\alpha \in \text{Hom}(F|R, \mathbb{Z}) \).

\( \Leftarrow \): By hypothesis, \( \varphi_\alpha \) lifts to a homomorphism \( \psi : F \to \mathbb{Z} \). Define \( b_n := \psi(e_n) \) for \( n \in \mathbb{N} \). Thus,

\[
a_1 = -pb_1 \text{ and } a_k - b_{k-1} = -pb_k \text{ for each } k \geq 2.
\]

We prove by induction on \( k \geq 2 \) the equation

\[
a = \sum_{n \geq k} p^{n-1}a_n - p^kb_{k-1}.
\]

This suffices to show \( a = 0 \) because it implies that \( p^k|a \) for each \( k \).

For \( k = 2 \), we have \( a = \sum_{n \geq 2} p^n a_n - pb_1 \) since \( a_1 = -pb_1 \). Suppose now that the equation holds for \( k \). Then

\[
a = \sum_{n \geq k} p^n a_n - p^kb_{k-1} = \sum_{n \geq k+1} p^n a_n + p^k(a_k - b_{k-1})
\]

\[
= \sum_{n \geq k+1} p^n a_n - p^{k+1}b_k,
\]

as required.

\( \Rightarrow \): Suppose \( a = 0 \). We define recursively \( b_1, b_2, \ldots \) such that \( -pb_1 = a_1 \) and \( b_{n-1} - pb_n = a_n \) for \( n \geq 2 \), and then define a homomorphism \( \psi : F \to \mathbb{Z} \) extending \( \varphi_\alpha \) by setting \( \psi(e_n) = b_n \) for \( n \in \mathbb{N} \).

Since \( a = 0 \) we have \( a_1 \equiv 0 \) mod \( p \) and hence \( a_1 = -pb_1 \) for some \( b_1 \).

Then

\[
a = \sum_{n \geq 2} p^n a_n - pb_1
\]

\[
= \sum_{n \geq 3} p^n a_n + p(a_2 - b_1)
\]

Since \( p^2 \mid a \) in \( \mathbb{Z}_p \), we have \( p \mid a_2 - b_1 \) and hence \( a_2 - b_1 = -pb_2 \) for some \( b_2 \).

Thus,

\[
a = \sum_{n \geq 4} p^n a_n + p^2(a_3 - b_2).
\]

Since \( p^3 \mid a \) this implies \( a_3 - b_2 = -pb_3 \) for some \( b_3 \). One then proceeds in this fashion.

This verifies the claim. By the claim, the coset \( \varphi_\alpha + \text{Hom}(F|R, \mathbb{Z}) \) only depends on \( a \) and not on the particular name \( \alpha \) of \( a \). This implies that
the function \( Z_p \to \frac{\text{Hom}(R, \mathbb{Z})}{\text{Hom}(F|R, \mathbb{Z})} \) is a group isomorphism. In the computable setting, it is clear from Def. 2.9 that an OTM can compute \( \phi_\alpha \) from \( \alpha \) and conversely. So the isomorphism is computable in the sense of Def. 2.1.

Thus, we have (computable) isomorphisms

\[
Z_p \to \frac{\text{Hom}(R, \mathbb{Z})}{\text{Hom}(F|R, \mathbb{Z})} \to \text{Ext}(\mathbb{Z}(p^\infty), \mathbb{Z})
\]

as required.

Next we will explicitly describe a cocycle \( c_\alpha \) corresponding to \( a \in Z_p \). We fix a name \( \alpha \), write \( a_n \) for \( \alpha(n) \). Assume that \( 0 \leq a_n < p \) for each \( n \).

Recall that \( u : H \to F \) is the function defined by setting \( u(0) = 0 \) and \( u(\alpha e_n) = i e_n \) for every \( n \geq 1 \) and \( 0 \leq i < p^a \) not divisible by \( p \). Also recall that in the first step of constructing the isomorphism above, \( \alpha \) is mapped to \( \varphi_\alpha \) defined in 2.9. In the second step \( \varphi_\alpha \) is mapped to the cocycle \( c_\alpha \) on \( \mathbb{Z}(p^\infty) \) with coefficients in \( \mathbb{Z} \) defined by

\[
c_\alpha(x, y) = \varphi_\alpha(u(x) + u(y) - u(x + y))
\]

for \( x, y \in \mathbb{Z}(p^\infty) \).

We first give an expression for \( u(x) + u(y) - u(x + y) \) where \( x, y \in H - \{0\} \).

Suppressing the projection map \( \pi : \mathbb{Z}/p \to \mathbb{Z}(p^\infty) \), we can write \( x = i/p^n \) and \( y = j/p^k \) where \( i < p^n \) and \( j < p^k \) are natural numbers not divisible by \( p \). Thus, we have that

\[
u(x) = i e_n, u(y) = j e_k
\]

and, in case say, \( 1 \leq k \leq n \), we have \( x + y = (i + j p^n - k) \mod p^n p^{-n} \).

Case \( k < n \): then \( i + j p^n - k \mod p^n \) is not divisible by \( p \).

If \( i + j p^n - k < p^n \) then \( u(x + y) = (i + j p^n - k) e_n \), so

\[
u(x) + u(y) - u(x + y) = j (e_n - p^n - k e_n).
\]

If \( i + j p^n - k \geq p^n \) then \( u(x + y) = (i + j p^n - p^n) e_n \), so

\[
u(x) + u(y) - u(x + y) = j (e_n - p^n - k e_n) + p^n e_n
\]

Case \( k = n \): then \( i + j \equiv p^n - k v \mod p^n \) for some \( v < p^{k'} \) not divisible by \( p \) and hence \( x + y = \frac{v}{p^k} \), \( u(x + y) = v e_{k'} \), and

\[
u(x) + u(y) - u(x + y) = (i + j) e_n - v e_{k'}
\]

Secondly, using Claim 2.10 we evaluate \( c_\alpha(x, y) \) by applying \( \phi_\alpha \).

Let \( d = 1 \) if \( i/p^n + j/p^k \geq 1 \) in \( \mathbb{Z}[1/p] \), and \( d = 0 \) otherwise.

Write \( \alpha |_{k,n} \) for \( p^{-k} \sum_{s=k+1}^{n} a_s p^{s-1} \) as before.

- if \( k < n \) :

\[
c_\alpha \left( \frac{i}{p^n}, \frac{j}{p^k} \right) = \varphi_\alpha(j e_k - j p^n - k e_n - dp^n e_n)
\]

- if \( n = k, i + j \equiv p^n - k v \mod p^n \) for \( v < p^{k'} \) not divisible by \( p \)
\[ c_a \left( \frac{i}{p^n}, \frac{j}{p^k} \right) = \varphi_a((p^{n-k'}v + dp^n)e_n - ve_{k'}) = v\varphi_a(p^{n-k'}e_n - e_{k'}) + \phi_a(dp^n e_n) = -v\alpha |_{k',n} - d\alpha |_{0,n} \]

2.5. Description of Ext(\(\mathbb{Z}[1/p], \mathbb{Z}\)).

Lemma 2.12. The following homomorphism

\[ \text{Ext}(\mathbb{Z}(p^\infty), \mathbb{Z}) \to \text{Ext}(\mathbb{Z}[1/p], \mathbb{Z}) \]

is onto and has kernel \(\mathbb{Z}\): a cocycle \(c \in \mathbb{Z}(\mathbb{Z}(p^\infty), \mathbb{Z})\) is mapped to the cocycle \(\tilde{c}\) on \(\mathbb{Z}[1/p]\) with coefficients in \(\mathbb{Z}\) defined by \(\tilde{c}(x, y) = c(\pi(x), \pi(y))\).

Proof. One uses the long exact sequences of Cartan and Eilenberg; see e.g. the first statement in Fuchs [8, Ch. 7, Th. 2.3]. Starting from the exact sequence \(0 \to \mathbb{Z} \to \mathbb{Z}[1/p] \to \mathbb{Z}(p^\infty) \to 0\), one obtains an exact sequence

\[ \text{Hom}(\mathbb{Z}[1/p], \mathbb{Z}) \to \text{Hom}(\mathbb{Z}, \mathbb{Z}) \to \text{Ext}(\mathbb{Z}(p^\infty), \mathbb{Z}) \to \text{Ext}(\mathbb{Z}[1/p], \mathbb{Z}) \to \text{Ext}(\mathbb{Z}, \mathbb{Z}) \to 0. \]

Since \(\text{Hom}(\mathbb{Z}[1/p], \mathbb{Z}) = 0\), \(\text{Hom}(\mathbb{Z}, \mathbb{Z}) \cong \mathbb{Z}\), and \(\text{Ext}(\mathbb{Z}, \mathbb{Z}) = 0\), the third connecting map is an epimorphism with kernel isomorphic to \(\mathbb{Z}\). The proof in Fuchs shows that this map is induced by combining the projection an cocycles as required.

This gives an epimorphism with kernel \(\mathbb{Z}\)

\[ \mathbb{Z}_p \to \text{Ext}(\mathbb{Z}[1/p], \mathbb{Z}) \]

Question: describe, up to sign, the \(a \in \mathbb{Z}_p\) that generates the kernel.

2.6. Describing all the rank-2 subgroups of \(\mathbb{Z}[1/p]^2\). Suppose \(K \subseteq \mathbb{Z}[1/p]^2\) has rank 2. Let \(A \subseteq K\) be a \(p\)-basic subgroup: since \(K\) is torsion free this means it is a direct sum of infinite cyclic groups, \(A\) is \(p\)-pure in \(K\) (i.e., \(pK \cap A = pA\)), and \(K/A\) is \(p\)-divisible (i.e., \(K/A = p(K/A)\)).

If \(A = 0\) then \(K\) is \(p\)-divisible. If \(A = K\) then \(K\) is free. Otherwise, \(A\) has rank 1, so \(A \cong \mathbb{Z}\) and \(K/A\) has rank 1 and is \(p\)-divisible; thus \(K/A \cong \mathbb{Z}[1/p]\). In this case, \(K\) is an extension of \(\mathbb{Z}[1/p]\) by \(\mathbb{Z}\).

Thus, \(K\) can be seen to have domain \(\mathbb{Z} \times \mathbb{Z}[1/p]\) with operation defined by, for some \(a \in \mathbb{Z}_p\),

\[ (x, i/p^n) + (y, j/p^m) = \left( x + y + \tilde{c}_a(i/p^n, j/p^m), \frac{i}{p^n} + \frac{p^{n-m}j}{p^n} \right) \]

in case \(m \leq n\), and symmetrically if \(m \geq n\).

3. Nies: questions on groups and logic

We provide some open questions connect group theory and logic. They have in part been discussed with Segal.

3.1. Profinite groups. 1. Are the pro-\(p\) completion of the \(F_n\), for \(n \geq 2\), finitely axiomatizable (FA) in the pro-\(p\) groups/ all profinite groups?

2. Are simple Lie-algebras over \(\mathbb{Z}_p\) FA in the class of Lie algebras over \(\mathbb{Z}_p\)? This would be a Lie analog to the result on powerful pro-\(p\) groups. Same for \(sl_2(\mathbb{Z}_p)\) and such algebras.
3.2. Pseudofinite groups. \(C^{(\omega)}_2\) is a pseudofinite group with a solvable word problem. Its theory is axiomatised by saying the group is infinite, and of exponent 2. Each finite set of axioms holds in some finite quotient.

1. Is there an infinite f.g. pseudofinite group with solvable WP? If not then f.p. pseudofinite groups, being r.f., cannot be infinite.

2. What are the \(\omega\)-categorical extensions of the theory of finite groups? \(\text{Th}(C^{(\omega)}_2)\) is an example. I tried for a bit the free group of infinite rank in the variety of nilpotent-2 groups of exponent 3.

3. Which groups are FA in the class of countable pseudofinite groups? Again \(C^{(\omega)}_2\) is an example.

3.3. QFA groups. Recall that a f.g. infinite group \(G\) is QFA is there is a f.o. sentence such that \(G\) is up to isomorphism its only model among the f.g. groups.

1. Long standing question: is each QFA group prime? (I.e., is each \(n\)-orbit, \(n \geq 1\) definable?)

   This question also makes sense for profinite groups. One could define a concept of primeness by saying that for each \(n\) the tuples with definable orbits are dense.

   In the pro-\(p\) case, a better way would be that each orbit is definable in the language with \(p\)-adic power operations. \(\mathbb{Z}_p\) might be an example.

2. Can a QFA group be torsion? (This appears to be related to the questions whether there is a f.p. infinite torsion group.) How about infinite Burnside groups, can they be QFA?

Part 2. Metric spaces and descriptive set theory

4. MELNIKOV: POLISH METRIC SPACES AND T.D.L.C. GROUPS

4.1. Definitions from computable metric space theory.

Definition 4.1. A Polish space \(M\) is computable Polish or computably metrized if there is a compatible, complete metric \(d\) and a countable sequence of special points \((x_i)\) dense in \(M\) such that, on input \(i, j, n\), we can compute a rational number \(r\) such that \(|r - d(x_i, x_j)| < 2^{-n}\).

We allow the possibility that \(d(x_i, x_j) = 0\). However, it is not difficult at all to exclude repetitions from the dense set if necessary; we will not need this in our proofs.

A basic open ball is an open ball having a rational radius and centred in a special point. Let \(X\) be a computable Polish space, and \((B_i)\) is the effective list of all its basic open balls, perhaps with repetition. (We also sometimes write \(B_r(x)\) for the open ball having radius \(r\) and centred in \(x\): \(B_r(x) = \{y : d(x, y) < r\}\).)

Definition 4.2. We call \(N^x = \{i : x \in B_i\}\)

the name of \(x\) (in \(X\)).
We can also use basic open balls to produce names of open sets, as follows. A *name* of an open set $U$ in a computable topological space $X$ is a set $W \subseteq \mathbb{N}$ such that $U = \bigcup_{i \in W} B_i$, where $B_i$ stands for the $i$-th basic open set in the basis of $X$. If an open $U$ has a c.e. name, then we say that $U$ is *effectively open*.

**Definition 4.3.** A function $f : X \to Y$ between two computably metrized Polish spaces is *effectively continuous* if there is a c.e. family $F \subseteq \mathcal{P}(X) \times \mathcal{P}(Y)$ of pairs of (indices of) basic open sets in such that:

(C1): for every $(U, V) \in F$, $f(U) \subseteq V$;
(C2): for every $x \in X$ and basic open $E \ni f(x)$ in $Y$ there exists a basic open $D \ni x$ in $X$ such that $(D, E) \in F$.

Note that a function is continuous if and only if it is effectively continuous relative to some oracle.

Recall that an enumeration operator $\Phi$ is given by a c.e. set $S$ of pairs of natural numbers. On input $Y$, one has $\Phi^Y = \{n : \exists r \ [\langle r, n \rangle \in S \land D_r \subseteq Y]\}$. Informally, $\Phi$ only uses “positive” information from $Y$, and hence turns enumerations into enumerations. The lemma below is well-known.

**Lemma 4.4.** Let $f : X \to Y$ be a function between computable Polish spaces. The following are equivalent:

1. $f$ is effectively continuous.
2. There is an enumeration operator $\Phi$ that on input a name of an open set $Y$ (in $Y$), lists a name of $f^{-1}(Y)$ (in $X$).
3. There is an enumeration operator $\Psi$, that given the name of $x \in X$, enumerates the name of $f(x)$ in $Y$.
4. There exists a uniformly effective procedure that on input a fast Cauchy name of $x \in M$ lists a fast Cauchy name of $f(x)$ (note that the Cauchy names need not be computable).

**Definition 4.5.** A function $f : X \to Y$ is *effectively open* if there is a c.e. family $F$ of pairs of basic open sets such that

(O1): for every $(U, V) \in F$, $f(U) \supseteq V$;
(O2): for every $x \in X$ and any basic open $E \ni x$ there exists a basic open $D \ni f(x)$ such that $(E, D) \in F$.

The lemma below is elementary.

**Lemma 4.6.** [12] Let $f : X \to Y$ be a function between computable Polish spaces. The following are equivalent:

1. $f$ is effectively open.
2. There is an enumeration operator that given a name of an open set $A$ in $X$, outputs a name of the open set $f(A)$ in $Y$.

In particular, if $f$ is a computable and is a homeomorphism, then it is is effectively open if, and only if, $f^{-1}$ is computable. In this case we say that $f$ is a computable homeomorphism.

We also say that two computable metrizations on the same Polish space are effectively compatible if the identity map on the space is a bi-computable homeomorphism when viewed as a map from the first metrization to the second metrization under consideration.
Definition 4.7. A compact computable Polish space is effectively compact if there is a (partial) Turing functional that given a countable cover of the space outputs it finite subcover (and is undefined otherwise).

This is equivalent to saying that, for every $n$, we can uniformly produce at least one finite open $2^{-n}$-cover of the space by basic open balls; see [11, Remark 2.5]. The following elementary fact is well-known:

Lemma 4.8. A computable image of an effectively compact space is itself effectively compact.

Proof. List basic open balls in the image until their preimages finally cover the domain of the computable map. We will also use that the inverse of bijective computable map $f : X \to Y$, where $X$ and $Y$ are effectively compact, is also computable. Also, it is well-known that both the supremum and the infinum of a computable function $f : X \to \mathbb{R}$ is computable provided that $X$ is effectively compact, and this is uniform.

4.2. Splitting a space into clopen components. Given a computable metric space, one says that a basic open ball $B_r(x)$ is formally contained in a basic open ball $B_q(y)$ if $d(x, y) + q < r$; this is $\Sigma^0_1$ in the given parameters. Two balls are formally disjoint if the distance between their centres exceeds the sum of their radii; this is also $\Sigma^0_1$.

Lemma 4.9. Suppose $M$ is effectively compact. Then there is a computable enumeration of all clopen splits of $M$ (perhaps, with repetition).

Proof. Suppose $M = X \sqcup Y$ is a clopen split, and let $\delta$ be the infimum-distance between these compact open sets

$$\delta = \inf_{(x, y) \in X \times Y} d(x, y).$$

(Since $X \times Y$ is compact and $d$ is continuous, it attains its infimum at some pair $(x_0, y_0)$. In particular, $\delta > 0$.)

Suppose $0 < \epsilon < \delta/4$. Then every finite $\epsilon$-cover will consist of two formally disjoint subsets of basic open balls. Indeed, every ball covering a point in $X$ cannot contain a point in $Y$, and every ball covering a point in $Y$ cannot contain a point in $X$. If a basic open $B$ has its centre in $X$ and $D$ has its centre in $Y$, then the distance between their centres is at least $\delta$, while the sum of their radii is at most $\delta/2 < \delta$, making them formally disjoint. On the other hand, if a finite open cover of $M$ consists of two formally disjoint subcovers, then these subcovers induce a split of $M$ into clopen components. Since being formally disjoint is a c.e. property, we can effectively list all such clopen splits. 

The fact below (though not as stated) is due to M. Hoyrup, T. Kihara, and V. Selivanov [9]. It can also be recovered from Brattka, le Roux, Miller, Pauly [5].

Theorem 4.10. Given an effectively compact Stone space $M$, one can effectively determine a computable, computably branching tree $T$ without dead ends and a computable homeomorphism $f : M \to [T]$. 

Proof. Suppose \( X \) and \( \neg X = M \setminus X \) are clopen components represented as finite unions of formally disjoint basic open balls, as in the proof of the lemma above. Given a special point \( x \) in \( M \), we can use these finite open names to wait and see whether \( x \) in \( X \) or \( x \) in \( \neg X \). This makes both \( X \) and \( \neg X \) computable closed subsets of the effectively compact \( M \), and thus then can be viewed as effectively compact spaces. In particular, their diameters are computable reals. (Note this is uniform.)

**Lemma 4.11.** Given two (finite open names for) clopen sets \( X \) and \( Y \), as well as their complements \( \neg X \) and \( \neg Y \), we can additionally decide whether \( X \cap Y \) is empty, and if it is not empty, then output a finite open name of it and its complement.

**Proof.** Search for an \( \epsilon \)-cover of the space \( M \), where \( \epsilon \) is so small that every ball in the new cover is formally contained in some ball of each of the two covers that we fixed above (the first for \( X \) and \( \neg X \), and the second for \( Y \) and \( \neg Y \)). Such a cover must exist. Then \( X \cap Y \) is composed of those balls in the cover that are formally contained in balls corresponding to names of \( X \) and of \( Y \). If there are no such, then declare the intersection \( X \cap Y \) empty.

To build the tree \( T \), associate the empty string with \( M \). Suppose \( \sigma \in T \) of length \( i \) has been defined, and suppose \( \sigma \) has been associated with a clopen \( X \). Let \( X_i \cup \neg X_i \) be the \( i \)th clopen split of \( M \) in the effective list of all such splits produced above. If both \( X \cap X_i \) and \( X \cap \neg X_i \) are non-empty, then create two children of \( \sigma 0 \) and \( \sigma 1 \), and associate \( X \cap X_i \) with \( \sigma 0 \) and \( X \cap \neg X_i \) with \( \sigma 1 \). If only one of the \( X \cap X_i \) and \( X \cap \neg X_i \) is non-empty, say \( X \cap X_i \neq \emptyset \), then create only \( \sigma 0 \) and associate it with \( X \cap X_i \).

It should be clear that \([T]\) is homeomorphic to \( M \). We claim that it is computably homeomorphic to \( M \). For that, that for every \( \xi \in T \) and any \( n > 0 \), we can compute (uniformly in \( \xi \)) an \( i \) such that the diameter of the clopen component associated with \( \xi \upharpoonright i \) is at most \( 2^{-n} \). We identify \([\sigma]\) with the clopen component of \( M \) associated with \( \sigma \in T \).

Given a (not necessarily computable) point \( x \in M \) and \( n \), search for \( \sigma \in T \) such that the component of \( M \) associated with \( \sigma \) has diameter at most \( 2^{-n} \) and \( x \in [\sigma] \). Output (any point in) \([\sigma]\). This gives a computable name of a surjective computable \( f \) (that can be viewed as the identity map) between the effectively compact spaces \( M \) and \([T]\). Since both spaces are effectively compact, \( f^{-1} \) is also computable.

**Remark 4.12.** We see that, under a careful choice of notation in the end of the proof above, \( f \) can be viewed the identity map on \( M \). In other words, the metric induced by \( T \) is *effectively compatible* with the original metric on \( M \). In particular, any operation defined on \( M \) that is computable wrt the old metric will also be computable wrt the new ultrametric induced by \( T \).

We shall use the following observation. Write \( A \cong_{\text{comp}} B \) is \( A \) is computably homeomorphic to \( B \).

**Remark 4.13.** Suppose \( M = C \cup D \) is effectively compact, where \( C \) and \( D \) are clopen and effectively compact. Let \( T_0 \) and \( T_1 \) be computably finitely branching trees with no dead ends such that \( C \cong_{\text{comp}} [T_0] \) and \( D \cong_{\text{comp}} [T_1] \).
Define a new tree $T$ by adjoining the successors of the root of $T_1$ to the root of $T_0$. Then $M \cong \text{comp } [T]$ in a uniform way.

### 4.3. Computable Baire vs computable $\sigma$-compact open.

**Definition 4.14.** Let $T$ be a computable subtree of $\mathbb{N}^*$ without leaves. We say that $T$ is **computably locally compact (c.l.c.)** if

1. the space $[T]$ is locally compact,
2. the set $\{ \sigma \in T : [\sigma]_T \text{ is compact} \}$ is decidable, and
3. the tree of extensions of each string $\sigma$ such that $[\sigma]_T$ is compact is uniformly computably branching. More formally, there is a computable binary function $h$ such that, if $[\sigma]_T$ is compact and $\rho \in T$ extends $\sigma$, then $\rho(i) \leq H(\sigma, i)$ for each $i < |\rho|$.

**Definition 4.15.** Let $G$ be a Polish t.d.l.c. group. A **computable Baire presentation** of $G$ is a topological group $\hat{G} \cong G$ of the form $\hat{G} = ([T], \text{Op}, \text{Inv})$ such that

1. $T$ is computably locally compact;
2. the group operations, $\text{Op} : [T] \times [T] \to [T]$ and $\text{Inv} : [T] \to [T]$ are computable;

Note that the tree $[T]$ from Def. 4.15 induces a computable, complete metric on $G$. It is not difficult to list a computable dense sequence of points in $[T]$. This clarifies (2) above. The exact method of choosing a computable dense sequence does not change computability of (2), as long as the resulting (computable metrized) presentation is compatible with the computable topology of the tree.

Note that the metric induced by $T$ is an ultrametric. There are other ways to metrise a totally disconnected space; the most well-known example is the metric on Cantor space $2^\omega$ induced from the standard Euclidean metric on $[0, 1]$.

Recall that every locally compact Polish space is $\sigma$-compact, i.e., is the union of a countable ascending sequence of its compact subsets. We say that a locally compact space $M$ is **computably $\sigma$-compact** if

$$M = \lim_{\to} C_i,$$

where $(C_i)_{i \in \omega}$ is a uniformly computable sequence of (uniformly) effectively compact spaces, and the limit is taken with respect to the injective inclusion maps $f_i : C_i \to C_{i+1}$ which are also uniformly computable. Note that $M = \lim_{\to} C_i$ is a computable Polish space.

**Definition 4.16.** A separable tdlc group $G$ is computably $\sigma$-compact-open if the underlying space is computably $\sigma$-compact as witnessed by $(C_i, f_i)_{i \in \omega}$, and additionally:

1. $f_i(C_i)$ is open in $C_{i+1}$;
2. The group operations are computable on $G = \lim_{\to} C_i$.

**Lemma 4.17.** On $G = \lim_{\to} C_i$, left and right translations by a point $\xi$ are uniformly computably open relative to $\xi$.

**Proof.** Recall that $\xi^{-1}$ is computable from $\xi$, and $f_\xi f_{\xi^{-1}} = \text{Id}$. Since the product is computable, the left translation by $\xi^{-1}$ is computable in $\xi$. This...
makes the left translation by $\xi$ effectively open. The same holds for the right translation.

The lemma applies to Baire presentations as well, as a special case. See the first half of the proof of the theorem below.

**Theorem 4.18.** For a separable \( tdlc \) group \( G \), the following are equivalent:

1. \( G \) is computably $\sigma$-compact-open;
2. \( G \) has a computable Baire presentation.

Furthermore, this correspondence is uniform.

**Proof.** \((2) \rightarrow (1)\). We may identify \( G \) with its computable Baire presentation. So \( G = [T] \) for an effectively locally compact tree \( T \). Note that \( T \) induces a computable metric on \( G \). We can also list a computable dense subset \( (x_i)_{i \in \omega} \) of \( G \). To define \( C_i \), fix any compact open subgroup \( U \) of \( G \). By the choice of \( T \), it is an effectively compact space. Then note that, since \( U \) is open, every (left) coset of \( U \) has the form \( \xi U \), where \( \xi \) is a special point. Define \( C_i = \bigcup_{j \leq i} x_j U \). The inclusion maps \( C_i \to C_{i+1} \) are evidently computable, and each \( C_i \) is an effectively compact open set in a uniform way. The group operations are computable on \( [T] \) and remain computable on the direct limit of \( C_i \), since one can view \( [T] \) as the result of taking the direct limit.

\((1) \rightarrow (2)\). Suppose \( G \) is computably $\sigma$-compact-open. Observe that each \( C_i \) is an effectively compact Stone space. By Theorem 4.10, there is a computable procedure that, given an effectively compact Stone space \( C_i \), outputs a computably branching, computable tree \( T_i \) with no dead ends such that \( C_i \cong \text{comp} [T_i] \).

Observe also that, from \( i \), one can compute a code (i.e., as a finite union of basic open balls) for \( f_i(C_i) \) as a clopen subset of \( C_{i+1} \); this is because it is a computable homeomorphic image of an effectively compact space inside an effectively compact space. For its complement in \( C_{i+1} \) one can also compute such a code: as in the proof of Lemma 4.9, list open finite covers of \( C_i \) and search for a cover of the whole \( C_{i+1} \) that is composed of the cover of \( C_i \) and finitely many balls formally disjoint from it. We are therefore in the position to apply Remark 4.13.

We see that the tree \( T_i \) that can be uniformly produced for \( C_i \) (by Theorem 4.10) can be viewed as a subtree of \( T_{i+1} \) corresponding to \( C_{i+1} \); this is Remark 4.13. It follows that we can define \( T \) to be \( \bigcup_{i \in \omega} T_i \). By Remark 4.12 the original metric on \( C_i \) is uniformly effectively compatible with the new ultrametric induced by the tree \( T_i \). It follows that the group operations remain computable and effectively open on \( [T] \). Since \( T_i \) are computably branching uniformly in \( i \), \( T \) is computably locally compact.

We sketch an application to showing that certain \( tdlc \) groups are computable.

**Example 4.19.** Let \( G \) be an algebraic group over \( \mathbb{Q}_p \), e.g. \( SL_n(\mathbb{Q}_p) \). Then \( G \) has a computable Baire presentation.
Proof. $G$ is given as the set of matrices in $M_n(\mathbb{Q}_p)$ with components satisfying finitely many polynomial equations over $\mathbb{Q}_p$ (such as $\det A = 1$).

Given $i \in \mathbb{N}$ let $C_i$ be the set of matrices in $G$ such that each entry is in $p^{-i} \mathbb{Z}_p$. With the matrix norm given by the maximum distance between corresponding matrix components, $C_i$ is effectively compact uniformly in $i$, and $G = \bigcup_i C_i$. The inclusion maps $f_i$ are trivially computable and have open range. Clearly $G$ is computably $\sigma$-compact-open via this union. 

Part 3. FA-presentable structures

5. IMS workshop, problem session on FA-presentable structures

At the IMS automata and learning theory workshop in September the following open questions were discussed.

**Question 5.1** (Stephan). Is the isomorphism problem for FA presentable structures in the following classes decidable?

1. Successor structures with a unary predicate
2. Abelian groups.

**Question 5.2** (Stephan). Is every f.g. semi-automatic group Cayley automatic?

**Question 5.3** (André Nies). Is each torsion-free FA presentable group virtually abelian?

Isomorphism of FA presentable equivalence structures is $\Pi_1$ complete as a set of pairs (Dietrich Kuske, Jiamou Liu and Markus Lohrey, Trans. Amer. Math. Soc. 365 (2013), 5103-5151).

**Question 5.4** (André Nies). Is isomorphism of FA presentable equivalence structures $\Pi_1$ complete as an equivalence relation?

**Question 5.5** (André Nies). Let $p$ be some prime. Is there an indecomposable FA presentable subgroup of rank $\geq 2$ of $\mathbb{Z}[1/p]^k$?

**Question 5.6** (Dimitry Berdinsky). Is there a Cayley automatic representation of a nonabelian nilpotent group $\pi : L \to G$ for which the domain $L$ has polynomial growth (equivalently $L$ is simply starred)?

**Question 5.7** (Murray Elder). Is some nilpotent of class $> 2$ group Cayley automatic?

Stephan and others have studied semi-automatic groups: only the inverse and the transvections are automata presentable. They have produced a properly 3-nilpotent semi-automatic group. Cayley automatic implies semi-automatic. They ask whether the converse holds. If so this answers the question in the affirmative.

**Question 5.8** (Philipp Schlicht). Is there an algorithm to determine the ordinal type of a tree automatic well-order?

Schlicht also asked what one can say about the Morley rank of an FA-presentable structure.
Part 4. Set theory

6. Yu: Some consequences of Turing determinacy and strong Turing determinacy

This is joint work with Liuzhen Wu and Yinhe Peng.

Definition 6.1. Let $sTD$, strong Turing determinacy, be that for any subset $A$ of reals ranging Turing degrees cofinally, $A$ has a pointed subset $T$.

We can prove the following results of Woodin.

Theorem 6.2 (Woodin). Assume $ZF + sTD$,

- Every set of reals is measurable.
- Every set of reals has Baire property.

If additionally $DC_R$, then every uncountable set of reals has a perfect subset.

Sketch of proof. Both (1) and (2) are proved via classical randomness/genericity theory. The handwritten notes can be found in Yu’s homepage.

To prove perfect set property ($PSP$), one needs prove that non-existence of Bernstein set implies $PSP$ by applying $DC_R$ (the idea is from Sami [17]). The proof can also be found in Yu’s homepage.

It is a long standing question whether $ZF + TD$ (or $ZF + AD$) implies $DC_R$.

Definition 6.3. Let $wDC_R$ be the statement that for any binary relation $R \subseteq \mathbb{R}^2$ with the property that $\forall x (\mu(\{y \mid R(x, y)\}) > 0)$, there is a sequence $\{x_n\}_{n \in \omega}$ so that $\forall n R(x_n, x_{n+1})$.

Proposition 6.4. $ZF + TD \vdash wDC_R$.

Proof. The proof is based on some results from higher randomness theory. The full details will appear in somewhere else.

Note that we are also able to prove the consequence if one replaces positive measure with having Baire property and nonmeager.

We are also able to prove the following result.

Theorem 6.5. Assume $ZF + sTD$, for any set $A$ of reals, there is a $F_\sigma$ subset $F \subset A$ so that $F$ and $A$ have the same Hausdorff dimension.

The conclusion of Theorem of 6.5 was also proved by Crone, Fishman and Jackson under the assumption $ZF + AD + DC$. Slaman proved that the conclusion fails for some $\Pi^1_1$ set under the assumption $V = L$. Also the results remain true if Hausdorff dimension is replaced with packing dimension.

Also it can be proved that if $ZFC$ is consistent, the it is consistent with $ZFC$ that the Hausdorff dimension of every $\Sigma^1_2$-set can be approximated by its closed subsets.

Actually the following result can be proved.

Theorem 6.6. Assume $ZFC + MA + \neg CH$, if $A = \bigcup_{\alpha < \kappa} B_\alpha$, where $\kappa < 2^{\aleph_0}$, then $Dim_H(A) = \sup \{Dim_H(B_\alpha) \mid \alpha < \kappa\}$.
7. **Yu: On the Hausdorff dimension of Hamel bases.**

Jack Lutz proves the following result

**Theorem 7.1 (Lutz).** Assume \( ZFC + CH \), the Hausdorff dimension of Hamel bases range over \((0,1]\).

Then Renrui Qi and I independently observed that Theorem 7.1 can be proved within \( ZFC \).

**Theorem 7.2 (Qi and Yu).** It is a \( ZFC \) theorem that the Hausdorff dimension of Hamel bases range over \([0,1]\).

**Proof.** (very sketchy) The proof is basically a straightforward diagonalization. The point is that for any real \( r \), there are two reals \( x_0 \) and \( x_1 \) with effective Hausdorff dimension 0 so that \( r = x_0 + x_1 \). Then we may apply Lutz-Lutz’s point-to-set theorem to construct a Hamel base with Hausdorff dimension \( s \) for any given \( s \in [0,1] \). \( \Box \)

**Part 5. Mathematical logic and quantum mechanics**

8. **Nies: The spectral gap problem for spin chains**

The following is adapted from the first part of a talk of Nies at the LQCAI conference, [https://lqcai.org/](https://lqcai.org/), at Arak University in Iran, July. This part of the talk reviewed the result of Cubitt, Perez-Garcia and Wolf [6], showing that the existence of a spectral gap is undecidable for the two-dimensional (2D) case. The improvement by Bausch, Cubitt, Lucia and Perez-Garcia [1] to the one-dimensional (1D) case was also mentioned.

The second part of the talk considered work (much less known) with Volkher Scholz [15], where we extend the notion of Martin-Löf randomness from the setting of infinite bit sequences to the setting of infinite spin chains of qubits. We showed that there is a universal algorithmic test for randomness, and worked towards a characterisation of this randomness notion via incompressibility of the initial segments, similar to the Levin-Schnorr theorem.

A PhD thesis by Tejas Bhojraj at Univ. of Madison [2] on the topic appeared in 2021. It is available at [arxiv.org/pdf/2106.14280.pdf](https://arxiv.org/pdf/2106.14280.pdf). There are three corresponding publications by the same author (J. Math. Physics, Theor. Computer Sc., ENTCS). He’s recently moved to study at CMI in Chennai.

To find connections between the two approaches to spin chains, one would have to first formulate a version of the Bausch et al. results for infinite chains of qudits. Hamiltonians have been studied in this infinitary setting, but they are usually not bounded (i.e., continuous) as operators. Also, they are only defined on a dense Hilbert subspace. For more detail search the papers and books by Nachtergaele, Naaijkens [13], or Sims. Also see the work on quantum dynamical systems by Bjelakovic et al. [3].

8.1. **Background on spin chains.** Spin chains were introduced in physics in the 1920s, mainly as a model for magnetism. A classical spin chain consists of \( N \) dipoles arranged linearly:
The positions $i = 1, \ldots, N$ in a spin chain are called sites. The energy of a state of the system is given by a Hamiltonian. The 1D Ising model is due to Lenz (1920), and was “solved” by his student Ising in his thesis (1925). For $N$ sites, the Hamiltonian is

$$H_N = -J \sum_{i=1}^{N-1} \sigma_i \sigma_{i+1} - h \sum_{j=1}^{N} \sigma_j,$$

where

- $J$ is the interaction strength between neighbours,
- $h$ is the strength of the external magnetic field,
- $\sigma_i = 1$ for a $\uparrow$ at site $i$, and $\sigma_i = -1$ for a $\downarrow$ at site $i$.

Higher-dimensional arrangements of dipoles have also be studied, in particular square lattices, which can be pictured as follows:

Heisenberg (1928) introduced a better model of magnetism that works in the quantum setting. He used $n$-chains as before, where each site now contains a spin $1/2$ particle (a Fermion, e.g., electron). The state of such a system is a unit vector in $(\mathbb{C}^2)^\otimes n$. Spins are modelled in $x, y, z$ directions, corresponding to observables given by the Pauli matrices $\sigma^x, \sigma^y, \sigma^z$ (certain well-known $2 \times 2$ matrices over $\mathbb{C}$ which together with $I_2$ form a basis over $\mathbb{R}$ for the Hermitian matrices).

Physicists write $\vec{\sigma} = (\sigma^x, \sigma^y, \sigma^z)$ and

$$\vec{\sigma}_k = I \otimes \cdots \otimes I \otimes \vec{\sigma} \otimes I \otimes \cdots \otimes I,$$

where $I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, and the $\vec{\sigma}$ is in position $k$.

The Hamiltonian is now a Hermitian operator on $(\mathbb{C}^2)^\otimes n$:

$$H = \sum_{i=1}^{n-1} h^{(2)}_{i,i+1}$$

where $h^{(2)}_{i,i+1} = J (\vec{\sigma}_i \cdot \vec{\sigma}_{i+1} - I^\otimes n)$. $J \in \mathbb{R}$ is a coupling constant, and the local Hamiltonians $h^{(2)}_{i,i+1}$ describe the interaction of neighbouring sites. Note that this only depends on $i$ as far as the subspace the operator acts on nontrivially is concerned. The action on that subspace remains the same for each $i$.

**Abstract spin chains.** For $d \geq 2$ (sometimes suppressed), a qudit is a unit vector in $d$-dimensional Hilbert space $\mathbb{C}^d$. An abstract spin chain is a system of $n$ qudits, arranged linearly. The positions are referred to as sites. The state of such a system is given by a vector in the $d^n$-dimensional Hilbert space $(\mathbb{C}^d)^\otimes n$. One also considers higher dimensional arrangements of qudits, e.g. square lattices.
A Nature paper of Cubitt, Perez-Garcia and Wolf [6] showed that whether there is a spectral gap is undecidable for the square lattice (2D) case. The full proof has last been updated on arXiv in July 2020 (1502.04573v4).

Bausch, Cubitt, Lucia and Perez-Garcia [1] showed that the existence of a spectral gap is undecidable for the spin chain (1D) case.

As in the case of the Ising and Heisenberg chains, the behaviour of an abstract spin chain is described by local Hamiltonians. $M_n(\mathbb{C})$ denotes the algebra of $n \times n$ complex matrices. Let $h^{(1)} \in M_d(\mathbb{C})$ and $h^{(2)} \in M_d^2(\mathbb{C})$ be Hermitian matrices, where

- $h^{(1)}$ describes the one-site “interactions”, and
- $h^{(2)}$ describes the nearest-neighbour interactions.

The global Hamiltonian of a spin chain of $n$ qudits is given by shifting and adding up these interactions as the indices vary:

$$H_n = \sum_{i=1}^{n} h^{(1)}_i + \sum_{i=1}^{n-1} h^{(2)}_{i,i+1}.$$ 

**Spectral gap.** The spectral gap of a Hamiltonian $H$ acting on a finite-dimensional Hilbert space is $\Delta(H) = \gamma_1(H) - \gamma_0(H)$, the difference between its least two eigenvalues.

$\langle H_n \rangle_{n \in \mathbb{N}}$ will always denote a sequence such that $H_n$ is a Hamiltonian on the $d^n$-dimensional Hilbert space. The asymptotic spectral gap of such a sequence can be defined as

$$\Delta\langle H_n \rangle = \lim \inf_n \Delta(H_n).$$

(Note that the ground energy $\lambda_0(H_n)$ typically increases with $n$.) Naively one would think that the system is called gapped if $\Delta(H_n)$ is positive, and gapless otherwise. Cubitt et al. [6] and then Bausch et al. [1] use definitions making both the gapped and the gapless case more restricted, so that some sequences have neither property.

**Definition 8.1.** $\langle H_n \rangle$ is **gapped** if $\Delta\langle H_n \rangle = \lim \inf_n \Delta(H_n)$ is positive, and moreover, for sufficiently large $n$, the least eigenvalue $\lambda_0(H_n)$ is non-degenerate, i.e. its eigenspace has dimension 1.

The second condition means that there is a unique ground state of the system (up to phase).

**Definition 8.2.** $\langle H_n \rangle$ is **gapless** if there is some $c > 0$ such that for each $\varepsilon > 0$, for sufficiently large $n$, each point in the interval $[\lambda_0(H_n), \lambda_0(H_n) + c]$ is $\varepsilon$-close to some eigenvalue of $H_n$.

The following figure taken from Cubitt et al. [6] demonstrates the two cases in the thermodynamic limit.
In the 1-dimensional case, whether there is a spectral gap was shown to be undecidable by Bausch et al. [1]. Given a Turing machine $M$, they determine a (large) dimension $d$. Then, given an input $\eta \in \mathbb{N}$ to $M$ they compute local Hamiltonians $h^{(1)} \in M_d(C)$ and $h^{(2)} \in M_{d^2}(C)$ as above such that

- if $M(\eta)$ halts then the sequence $\langle H_n(\eta) \rangle_{n \in \mathbb{N}}$ (defined as above by shifting the local interactions) is gapless,
- otherwise the sequence $\langle H_n(\eta) \rangle_{n \in \mathbb{N}}$ is gapped.

They rely on the methods Cubitt et al. [6] who had shown earlier on that the spectral gap problem is undecidable in the 2D case, using square lattices of qudits. The definitions, in particular the Hamiltonians in the 2D case, are similar to the ones given here. However, there are two types of nearest-neighbour interactions, corresponding to rows and columns. Interestingly, in the 2D case the relationship between machines and Hamiltonians is the other way round: if $M(\eta)$ halts then the sequence is gapped, else gapless.

The entries of the Hamiltonians are easy “complex” numbers: Let $F$ be the subring of $C$ generated by $\mathbb{Q} \cup \{\sqrt{2}\} \cup \{\exp(2\pi i \theta) : \theta \in \mathbb{Q}\}$. The entries of the local Hamiltonians, and hence of the $H_n(\eta)$, are all in $F$. So the undecidability of the spectral gap is not an artefact of the well-known fact that equality of two computable reals is undecidable.

Here are some further elements of the proofs. The 2D case relies on quantum Turing machines (Bernstein and Vazirani), and the history state Hamiltonian due to Feynman, then Kitaev, then Gottesman and Irani (FOCS 2013): The ground state of such a Hamiltonian encodes the whole computation of a QTM up to a stage $T$. Note that the QTM is not related to $M$; rather, it is related to the phase estimation algorithm (see e.g. [14]). Quasi-periodic Wang tilings due to Robinson (Inventiones, 1971) also play an important role. In the 1D-case the Wang tiling (which needed the second spatial dimension in the lattice setting) is replaced by “marker Hamiltonians”. There are various articles available providing an overview of the proof in the 2D case, e.g. the Nature paper [6] itself, and also [10].
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