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Abstract

We present a new method of identifying a specific module in a dynamic network, possibly with feedback loops. Assuming known topology, we express the dynamics by an acyclic network composed of two blocks where the first block accounts for the relation between the known reference signals and the input to the target module, while the second block contains the target module. Using an empirical Bayes approach, we model the first block as a Gaussian vector with covariance matrix (kernel) given by the recently introduced stable spline kernel. The parameters of the target module are estimated by solving a marginal likelihood problem with a novel iterative scheme based on the Expectation-Maximization algorithm. Additionally, we extend the method to include additional measurements downstream of the target module. Using Markov Chain Monte Carlo techniques, it is shown that the same iterative scheme can solve also this formulation. Numerical experiments illustrate the effectiveness of the proposed methods.
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1 Introduction

Networks of dynamical systems are everywhere, and applications are in different branches of science, e.g., econometrics, systems biology, social science, and power systems. Identification of these networks, usually referred to as dynamic networks, has been given increasing attention in the system identification community, see e.g., Materassi and Innocenti (2010), Van den Hof et al. (2013), Hjalmarsson (2009).

In this paper, we use dynamic network to mean the interconnection of modules, where each module is a linear time-invariant (LTI) system. The interconnecting signals are the outputs of these modules. In a graph interpretation, the interconnecting signals represent nodes and the modules represent the edges of the graph. Moreover, we assume that exogenous measurable signals may affect the dynamics of the network.

Two main problems arise in dynamic network identification. The first is unraveling the network topology (i.e., identify the edges of the graph), which can be seen as a model structure selection problem. The second problem is the identification of one or more specific modules in the network.

Some recent papers deal with both the aforementioned problems (Materassi and Salapaka; 2012; Chiuso and Pillonetto; 2012; Materassi and Innocenti; 2014; Havdau et al.; 2014, 2015; Haber and Verhaegen; 2014; Torres et al.; 2014). In particular, Dankers et al. (2013) study the problem of understanding which of the available output measurements should be used to obtain a consistent estimate of a target module. In Dankers et al. (2015) instead, errors-in-variables dynamic networks are considered, and methods that lead to consistent module estimates are proposed. As observed in Van den Hof et al. (2013), dynamic networks with known topology can be seen as a generalization of simple compositions, such as systems in cascade, series or feedback connection. Therefore, identification techniques for dynamic networks may be derived by extending methods already developed for simple structures. This is the idea underlying the method presented
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in Van den Hof et al. (2013), which generalizes the two-stage method, originally developed for closed-loop systems, to dynamic networks (Forsell and Ljung, 1999). Instrumental variable methods for closed-loop systems (Gilson and Van den Hof, 2005) are adapted to networks in Dankers et al. (2015). Similarly, the methodology proposed in Wahlberg et al. (2009) for the identification of cascaded systems is generalized to the context of dynamic networks in Gunes et al. (2014). In that work, the underlying idea is that a dynamic network can be transformed into an acyclic structure, where any reference signal of the network is the input to a cascaded system consisting of two LTI blocks. In this alternative system description, the first block captures the relation between the reference and the noisy input of the target module, the second block contains the target module. The two LTI blocks are identified simultaneously using the prediction error method (PEM) (Ljung, 1998). In this setup, determining the model structure of the first block of the cascaded structure may be complicated, due to the possibly large number of interconnections in the dynamic network. Furthermore, it requires knowledge of the model structure of essentially all modules in the feedback loop. Therefore, in Gunes et al. (2014), the first block is modeled by an unstructured finite impulse response (FIR) model of high order. The major drawback of this approach is that, as is usually the case with estimated models of high order, the variance of the estimated FIR model is high. The uncertainty in the estimate of the FIR model of the first block will in turn decrease the accuracy of the estimated target module.

The objective of this paper is to propose a method for the identification of a module in dynamic networks that circumvents the high variance that is due to the high order model of the first block. The main contributions of this paper are two-fold. First, we discuss the case where only the sensors directly measuring the input and the output of the target module are used in the identification process. Following a recent trend in system identification, we use regularization to control the variance (Chen et al., 2012). In particular, by exploiting the equivalence between regularization and Gaussian process regression (Pillonetto et al., 2014), we model the impulse response of the first block as a zero-mean stochastic process. The covariance matrix is given by the recently introduced first-order stable spline kernel (Pillonetto and De Nicolao, 2010), whose structure is parametrized by two hyperparameters. An estimate of the target module is then obtained by empirical Bayes (EB) arguments, that is, by maximization of the marginal likelihood of the available measurements (Pillonetto et al., 2014). This likelihood depends not only on the parameter of the target module, but also on the kernel hyperparameters and the variance of the measurement noise. Therefore, it is required to estimate all these quantities. This is done by designing a novel iterative solution scheme based on an EM-type algorithm (Dempster et al., 1977), known as the Expectation/Conditional-Maximization (ECM) algorithm (Meng and Rubin, 1993), which alternates the so-called expectation step (E-step) with a series of conditional-maximization steps (CM-steps). When only the module input and output sensors are used, the E-step admits an analytical expression, because joint likelihood of the module output and the sensitivity function is Gaussian. As for the CM-steps, one has to solve relatively simple optimization problems, which either admit a closed form solution, or can be efficiently solved using gradient descent strategies. Therefore, the overall optimization scheme for solving the marginal likelihood problem turns out computationally efficient.

The second main contribution of the paper deals with the case where more sensors spread in the network are used in the identification of the target module. Adding information through addition of measurements used in the identification process has the potential to further reduce the variance of the estimated module (Everitt et al., 2017). The downside is that an additional measurement comes with another module to estimate, also increasing the number of parameters to estimate. To keep the number of additional parameters to estimate low, we propose a method that exploits regularization, modeling as a Gaussian process also the impulse response of the path linking the target module to any additional sensor. In this case, however, the measured outputs and the unknown paths do not admit a joint Gaussian description. As a consequence, the E-step of the ECM method does not admit an analytical expression, as opposed to the one-sensor case described above. To overcome this issue, we use Markov Chain Monte Carlo (MCMC) techniques (Gilks et al., 1995) to solve the integral associated with the E-step. In particular, we design an integration scheme based on the Gibbs sampler (Geman and Geman, 1984) that, in combination with the ECM method, builds up a novel identification method for the target module reminiscent of the so-called empirical Bayes Gibbs sampling (Casella, 2001).

The effectiveness of the proposed methods is demonstrated through numerical experiments. The methods proposed in this paper are close in spirit to some recently proposed kernel-based techniques for blind system identification (Bottegal et al., 2015) and Hammerstein system identification (Risuleo et al., 2015). A part of this paper has previously been presented in Everitt, Bottegal, Rojas and Hjalmarsson (2016). More specifically, the case where only the sensors directly measuring the input and the output of the target module are used in the identification process where partly covered in Everitt, Bottegal, Rojas and Hjalmarsson (2016), whereas, the method where more sensors spread in the network are used in the identification of the target module is completely novel.

The paper is organized as follows. In the next section, we introduce the dynamic network model and we give
the problem statement. In Section 3 we present the identification strategy. In Section 4, we describe the solution scheme based on the ECM algorithm. Additional measurements are added in Section 5, and we present the MCMC based scheme to estimate the target module. Section 6 reports the results of Monte Carlo experiments. Some conclusions end the paper.

1.1 Notation

Given a sequence of scalars \( \{a(t)\}_{t=1}^{m} \), we denote by a its vector representation \( a = [a(1) \cdots a(m)]^T \in \mathbb{R}^m \). Given a vector \( a \in \mathbb{R}^m \), we define by \( T_n(a) \) \( m \times n \) lower triangular Toeplitz matrix whose elements are the entries of \( a \). Lower case letters indicate, in general, column vectors and, when there is no confusion, capital letters indicate their Toeplitz form, so given \( a \in \mathbb{R}^m \), we have that \( A = T_n(a) \), where the number \( n \) of columns is consistent with the rest of the formula. The symbol \( \mathcal{D} \) denotes the standard Kronecker product of two matrices.

2 Problem Statement

2.1 Dynamic networks

We consider dynamic networks that consist of \( L \) scalar internal variables \( w_j(t), j = 1, \ldots, L \) and \( L \) scalar external reference signals \( r_l(t), l = 1, \ldots, L \), that can be manipulated by the user. Some of the reference signal may not be present, i.e., they may be identically zero. Define \( \mathcal{R} \) as the set of indices of reference signals that are present. In the dynamic network, the internal variables are considered nodes and transfer functions are the edges. Introducing the vector notation \( w(t) := [w_1(t) \cdots w_L(t)]^T \), \( r(t) := [r_1(t) \cdots r_L(t)]^T \), the dynamics of the network are defined by the equation

\[
w(t) = \mathcal{G}(q)w(t) + r(t),
\]

where

\[
\mathcal{G}(q) = \begin{bmatrix}
0 & G_{12}(q) & \cdots & G_{1L}(q) \\
G_{21}(q) & 0 & \cdots & \vdots \\
\vdots & \ddots & \ddots & G_{(L-1)L}(q) \\
G_{L1}(q) & \cdots & G_{(L-1)L}(q) & 0
\end{bmatrix},
\]

where \( G_{ji}(q) \) is a proper rational transfer function for \( j = 1, \ldots, L, i = 1, \ldots, L \). The internal variables \( w(t) \) are measured with additive white noise, that is

\[
\dot{w}(t) = w(t) + e(t),
\]

where \( e(t) \in \mathbb{R}_L^* \) is a stationary zero-mean Gaussian white-noise process with diagonal noise covariance matrix \( \Sigma_e = \text{diag}\{\sigma_1^2, \ldots, \sigma_L^2\} \). We assume that the \( \sigma_i^2 \) are unknown. To ensure stability and causality of the network the following assumptions hold for all networks considered in this paper.

Assumption 2.1 The network is well posed in the sense that all principal minors of \( \lim_{q \to \infty}(I - \mathcal{G}(q)) \) are non-zero (Van den Hof et al. 2013).

Assumption 2.2 The sensitivity path \( S(q) \)

\[
S(q) := (I - \mathcal{G}(q))^{-1}
\]

is stable.

Assumption 2.3 The reference variables \( \{r_i(t)\} \) are mutually uncorrelated and uncorrelated with the measurement noise \( e(t) \).

Thus, we can write

\[
\dot{w}(t) = S(q)r(t) + e(t).
\]

We define a \( \mathcal{N}_j \) as the set of indices of internal variables that have a direct causal connection to \( w_j \), i.e., \( i \in \mathcal{N}_j \) if and only if \( G_{ji}(q) \neq 0 \). Without loss of generality, we assume that \( \mathcal{N}_j = 1, 2, \ldots, p \), where \( p \) is the number of direct causal connections to \( w_j \) (we may always rename the nodes so that this holds). The goal is to identify module \( G_{ji}(q) \) given \( N \) measurements of the reference \( r(t) \), the “output” \( \dot{w}_j(t) \) and the set of \( p \) neighbor signals in \( \mathcal{N}_j \). To this end, we express \( \dot{w}_j \), the measured output of module \( G_{ji}(q) \) as

\[
\dot{w}_j(t) = \sum_{i \in \mathcal{N}_j} G_{ji}(q)w_i(t) + r_j(t) + e_j(t).
\]

The above equation depends on the internal variables \( w_i(t), i \in \mathcal{N}_j \), which we we only have noisy measurement of; these can be expressed as

\[
\dot{w}_i(t) = w_i(t) + e_i(t) = \sum_{i \in \mathcal{R}} S_{ii}(q)r_i(t) + e_i(t).
\]

where \( S_{ii}(q) \) is the transfer function path from reference \( r_i(t) \) to output \( \dot{w}_i(t) \). Together, (3) and (4) allow us to express the relevant part of the network, possibly containing feedback loops, as a direct acyclic graph with two blocks connected in cascade. Note that, in general, the first block depends on all other blocks in the network. Therefore, accurate low order parametrization of this block depends on global knowledge of the network.

Example 2.1 As an example consider the network depicted in Figure 1, where, using (3) and (4), the acyclic graph of Figure 2 can describe the relevant dynamics, when \( w_j = w_3 \) is the output and we wish to identify \( G_{31}(q) \).
2.3 Simultaneous minimization of prediction errors

The prediction errors are now constructed as

\[ \varepsilon_j(t) = \tilde{w}_j(t) - \sum_{i \in \mathcal{N}_j} S_{ij}(q, \theta) r_i(t), \]

where \( \alpha \) is a parameter vector. The resulting estimate \( S_{ij}(q, \hat{\alpha}) \) is then used to obtain the node estimate as

\[ \tilde{w}_i(t) = \sum_{i \in \mathcal{R}} S_{il}(q, \hat{\alpha}) r_l(t). \] (9)

In a second stage, the module of interest \( G_{j1}(q) \) (and the other modules in \( \mathcal{N}_j \)) is parameterized by \( \theta \) and estimated from (3), again using the prediction error method. The prediction errors are now constructed as

\[ \varepsilon_j(t, \theta) = \tilde{w}_j(t) - r_j(t) - \sum_{i \in \mathcal{N}_j} G_{ji}(q, \theta) \tilde{w}_i(t). \]

2.2 A two stage method

The first stage of the two-stage method (Van den Hof et al. 2013), proceeds by finding a consistent estimate \( \hat{w}_i(t) \) of all nodes \( w_i(t) \) in \( \mathcal{N}_j \). This is done by high-order modeling of \( \{S_{il}\} \) and estimating it from (4) using the prediction error method. The prediction errors are constructed as

\[ \varepsilon_i(t, \alpha) = \tilde{w}_i(t) - \sum_{i \in \mathcal{R}} S_{il}(q, \alpha) r_l(t), \]

where \( \alpha \) is a parameter vector. The resulting estimate \( S_{il}(q, \hat{\alpha}) \) is then used to obtain the node estimate as

\[ \tilde{w}_i(t) = \sum_{i \in \mathcal{R}} S_{il}(q, \hat{\alpha}) r_l(t). \] (6)

In the following, we briefly review two standard methods for closed-loop identification that we will use as a starting point to derive the methodology described in the paper.

The main drawback is that the least-squares estimation of \( S \) may still induce high variance in the estimates. Additionally, if each of the \( n_s \) estimated transfer functions in \( S \) is estimated by the first \( n \) impulse response coefficients, the number of estimated parameters in \( S \) alone is \( n_s \cdot n \). Already for relatively small dimensions of \( S \) the SMPE method is prohibitively expensive. To handle this, a frequency domain approach is taken in Dankers and Van den Hof (2013). In this paper, we will instead use regularization to reduce the variance and the complexity.

3 Empirical Bayes estimation of the module

In this section we derive our approach to the identification of a specific module based on EB. For ease of exposition, we give a detailed derivation in the one-reference-one-module case. The extension to general dynamic networks follows along similar arguments.

We consider a dynamic network with one non-zero reference signal \( r_1(t) \). Without loss of generality, we assume that the module of interest is \( G_{21}(q) \), and hence \( G_{22}(q), \ldots, G_{2n}(q) \) are assumed zero (We can always rename the signals such that this holds). The setting we consider has been illustrated in Figure 3. We parametrize the target module by means of a parameter vector \( \theta \in \mathbb{R}^{n_s} \). Using the vector notation introduced in the previous section, we denote by \( \tilde{w}_1 \) the stacked measurements \( \tilde{w}_1(t) \) before the module of interest \( G_{21}(q, \theta) \), and by \( \tilde{w}_2 \)
the stacked response coefficients of $G_{21}(q, \theta)$ by the inverse discrete-time Fourier transform

$$
g_\theta(t) := \frac{1}{2\pi} \int_{-\pi}^{\pi} G_{21}(e^{j\omega}, \theta) e^{j\omega t} \, d\omega. \quad (10)$$

Similarly we define $s_{11}$ as the impulse response coefficients of $S_{11}(q)$, where $S_{11}(q)$ is, as before, the sensitivity path from $r_1(t)$ to $w_1(t)$, and $e_1(t)$ and $e_2(t)$ are the measurement noise sources (which we have assumed white and Gaussian). Their variance is denoted by $\sigma_1^2$ and $\sigma_2^2$, respectively. We rewrite the dynamics as

$$
\begin{align*}
\tilde{w}_1 &= S_{11} r_1 + e_1, \\
\tilde{w}_2 &= G_\theta S_{11} r_1 + e_2,
\end{align*} \quad (11)
$$

where $G_\theta$ is the $N \times N$ lower triangular Toeplitz matrix of the $N$ first impulse response samples $g_\theta$. The same notation holds for the impulse response $s_{11}$ and its Toeplitz-matrix version $S_{11} = T_N(s_{11})$. We further rewrite (11) as

$$
\begin{align*}
\tilde{w}_1 &= R_1 s_{11} + e_1, \\
\tilde{w}_2 &= G_\theta R_1 r_1 + e_2,
\end{align*} \quad (12)
$$

where $R_1 = T_N(r_1)$. For computational purposes, we only consider the first $n$ samples of $s_{11}$, where $n$ is large enough such that the truncation captures the dynamics of the sensitivity $S_{11}(q)$ well enough. Let $z := [\tilde{w}_1^T \tilde{w}_2^T]^T$; we rewrite (12) as

$$
z = W_\theta s_{11} + e, \quad W_\theta = \begin{bmatrix} R_1 \\ G_\theta R_1 \end{bmatrix}, \quad e = \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} \quad (13)$$

Note that $e$ is a random vector such that

$$
\Sigma_e := \mathbb{E}[ee^T] = \begin{bmatrix} \sigma_1^2 I & 0 \\ 0 & \sigma_2^2 I \end{bmatrix}. \quad (14)
$$

### 3.1 Bayesian model of the sensitivity path

To reduce the variance in the sensitivity estimate (and also reduce the number of estimated parameters), we cast our problem in a Bayesian framework and model the sensitivity function as a zero-mean Gaussian stochastic vector (Rasmussen and Williams, 2006), i.e.,

$$
p(s_{11}; \lambda, K_\beta) \sim \mathcal{N}(0, \lambda K_\beta). \quad (15)
$$

The parameter $\beta$ regulates the decay velocity of the realizations from (15), whereas, $\lambda$ tunes their amplitude. In this context, $K_\beta$ is usually called a kernel (due to the connection between Gaussian process regression and the theory of reproducing kernel Hilbert space, see e.g., Rasmussen and Williams (2006) for details) and determines the properties of the realizations of $s$. In particular, the stable spline kernel enforces smooth and BIBO stable realizations (Pillonetto and De Nicolao, 2010).

### 3.2 The marginal likelihood estimator

Since $s_{11}$ is assumed stochastic, it admits a probabilistic description jointly with the vector of observations $z$, parametrized by the vector

$$
\eta = \begin{bmatrix} \sigma_1^2 & \sigma_2^2 & \lambda & \beta & \theta \end{bmatrix}^T. \quad (17)
$$

In particular, having assumed a Gaussian distribution of the noise, the joint description is also Gaussian, that is,

$$
p\left(\begin{bmatrix} z \\ s_{11} \end{bmatrix}; \eta\right) \sim \mathcal{N}\left(\begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \Sigma_z & \Sigma_{zs} \\ \Sigma_{sz} & \Sigma_{zz} \end{bmatrix} \right), \quad (18)
$$

where $\Sigma_z = W_\theta \lambda K_\beta W_\theta^T + \Sigma_e$, and $\Sigma_{zs} = \Sigma_{sz} = W_\theta \lambda K_\beta$. It is instrumental to derive the posterior distribution of $s_{11}$ given the measurement vector $z$. It is given by (Anderson and Moore, 1979)

$$
p(s_{11}|z; \eta) \sim \mathcal{N}(PW_\theta^T \Sigma_e^{-1} z, P), \quad (19)
$$

$$
P = (W_\theta^T \Sigma_e^{-1} W_\theta + (\lambda K_\beta)^{-1})^{-1}, \quad (20)
$$

and it is also parametrized by the vector $\eta$.

The module identification strategy we propose in this paper relies on an empirical Bayes approach. We introduce the marginal probability density function (pdf) of the measurements

$$
p(z; \eta) = \int p(z, s_{11}) \, ds_{11} \sim \mathcal{N}(0, \Sigma_z), \quad (21)
$$

that is, the pdf of the measurements after having integrating out the dependence on the sensitivity path $s_{11}$. Then, we can define the (log) marginal likelihood (ML) criterion as the maximum of the marginal pdf defined above

$$
\hat{\eta} = \arg \max_{\eta} p(z; \eta) \quad (22)
$$

$$
= \arg \min_{\eta} \left( \log \det \Sigma_z + z^T \Sigma_z^{-1} z \right),
$$

whose solution provides also an estimate of $\theta$ and thus of the module of interest.
4 Computation of the solution of the marginal likelihood criterion

Problem (22) is nonlinear and may involve a large number of decision variables, if \( n_p \) is large. In this section, we derive an iterative solution scheme based on the Expectation/Conditional-Maximization (ECM) algorithm [Meng and Rubin, 1993], which is a generalization of the standard Expectation-Maximization (EM) algorithm. In order to employ EM-type algorithms, one has to define a latent variable; in our problem, a natural choice is \( s_{11} \). Then, a (local) solution to (22) is achieved by iterating over the following steps:

(E-step) Given an estimate \( \hat{\eta}^{(k)} \) (computed at the k-th iteration of the algorithm), compute

\[
Q_s^{(k)}(\eta) = \mathbb{E}[\log p(z, s_{11}; \eta)] ,
\]

where the expectation is taken with respect to the posterior of \( s_{11} \) when the estimate \( \eta^{(k)} \) is used, i.e., \( p(s_{11}|z, \hat{\eta}^{(k)}) \).

(M-step) Solve the problem

\[
\hat{\eta}^{(k+1)} = \arg \max_{\eta} Q_s^{(k)}(\eta) .
\]

First, we turn our attention on the computation of the E-step, i.e., the derivation of (23). Let \( \hat{s}_{11}^{(k)} \) and \( \hat{P}^{(k)} \) be the posterior mean and covariance matrix of \( s_{11} \), computed from (19) using \( \hat{\eta}^{(k)} \). Define \( \hat{s}_{11}^{(k)} := \hat{P}^{(k)} + \hat{s}_{11}^{(k)} \hat{s}_{11}^{(k)T} \).

The following proposition provides an expression for the function \( Q_s^{(k)}(\eta) \).

**Lemma 4.1** Let \( \hat{\eta}^{(k)} = [\hat{s}_{11}^{(k)}, \hat{\lambda}^{(k)}, \hat{\beta}^{(k)}] \) be an estimate of \( \eta \) after the k-th iteration of the EM method. Then

\[
Q_s^{(k)}(\eta) = -\frac{1}{2}Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta) - \frac{1}{2}Q_s^{(k)}(\lambda, \beta) ,
\]

where

\[
Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta) = \left( \log \det \Sigma_c + z^T \Sigma_e^{-1} z - 2z^T W_\theta \hat{s}_{11}^{(k)} + Tr\left\{W_\theta \Sigma_e^{-1} W_\theta \hat{s}_{11}^{(k)} \right\} \right) ,
\]

\[
Q_s^{(k)}(\lambda, \beta) = \log \det \lambda K_\beta + Tr\left\{ (\lambda K_\beta)^{-1} \hat{S}_{11}^{(k)} \right\} .
\]

Having computed the function \( Q_s^{(k)}(\eta) \), we now focus on its maximization. We first note that the decomposition (25) shows that the kernel hyperparameters can be updated independently of the rest of the parameters.

**Proposition 4.1** Define

\[
Q_\beta^{(\beta)} = \log \det K_\beta + n \log Tr\left\{ K_\beta^{-1} \hat{S}_{11}^{(k)} \right\} .
\]

Then

\[
\hat{\beta}^{(k+1)} = \arg \min_{\beta \in [0,1]} Q_\beta^{(\beta)} ,
\]

\[
\hat{\lambda}^{(k+1)} = \frac{1}{n} Tr\left\{ K_{\beta(k+1)}^{-1} \hat{S}_{11}^{(k)} \right\} .
\]

Therefore, the update of the scaling hyperparameter is available in closed-form, while the update of \( \beta \) requires the solution of a scalar optimization problem in the domain \([0, 1]\), an operation that requires little computational effort, see Botegal et al. [2016] for details.

We are left with the maximization of the function \( Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta) \). In order to simplify this step, we split the optimization problem into constrained subproblems that involve fewer decision variables. This operation is justified by the ECM paradigm, which, under mild conditions [Meng and Rubin, 1993], guarantees the same convergence properties of the EM algorithm even when the optimization of \( Q_s^{(k)}(\eta) \) is split into a series of constrained subproblems. In our case, we decouple the update of the noise variances from the update of \( \theta \). By means of the ECM paradigm, we split the maximization of \( Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta) \) in a sequence of two constrained optimization subproblems:

\[
\hat{\theta}^{(k+1)} = \arg \max_{\theta} Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta)
\]

\[
\text{s.t. } \sigma_1^2 = \hat{\sigma}_1^{(2k)} , \sigma_2^2 = \hat{\sigma}_2^{(2k)} ,
\]

\[
\sigma_1^2, \sigma_2^2 = \arg \max_{\sigma_1^2, \sigma_2^2} Q_0^{(k)}(\sigma_1^2, \sigma_2^2, \theta)
\]

\[
\text{s.t. } \theta = \hat{\theta}^{(k+1)} .
\]

The following result provides the solution of the above problems.

**Proposition 4.2** Introduce the matrix \( D \in \mathbb{R}^{N^2 \times N} \) such that \( D = \text{vec}(T_N(a)) \), for any \( a \in \mathbb{R}^N \). Define

\[
\hat{A}^{(k)} = D^T (R_1 \hat{s}_{11}^{(k)} R_1^T \otimes I_N) D
\]

\[
\hat{b}^{(k)} = T_N(\hat{s}_{11}^{(k)} \hat{S}_{11}^{(k)T} \hat{w}_2) .
\]

Then

\[
\hat{\theta}^{(k+1)} = \arg \min_{\theta} \theta^T \hat{A}^{(k)} \theta - 2 \hat{b}^{(k)T} \theta .
\]

The closed form updates of the noise variances are as
Each variance is the result of the sum of one term that measures the adherence of the identified systems to the data and one term that compensates for the bias in the estimates introduced by the Bayesian approach. The update of the parameter \( \theta \) involves a (generally) nonlinear least-squares problem, which can be solved using gradient descent strategies. Note that, in case the impulse response \( g_\theta \) is linearly parametrized (e.g., it is an FIR system or orthonormal basis functions are used \cite{Wahlberg1991}), then the update of \( \theta \) is also available in closed-form.

**Example 4.1** Assume that the linear parametrization \( g_\theta = L \theta, \ L \in \mathbb{R}^{N \times n_\theta} \), is used, then

\[
\hat{\theta}^{(k+1)} = \left( L^T \hat{A}^{(k)} L \right)^{-1} L^T \tilde{y}^{(k)} .
\]  

(37)

### 4.1 Identification algorithm

The proposed method for module identification can be summarized in the following steps.

1. Find an initial estimate of \( \tilde{y}^{(0)} \), set \( k = 0 \).
2. Compute \( \hat{S}_{11}^{(k)} \) and \( \hat{P}^{(k)} \) from (19).
3. Update the kernel hyperparameters using (30), (29).
4. Update the vector \( \theta \) solving (35).
5. Update the noise variances from (36).
6. Check if the algorithm has converged. If not, set \( k = k + 1 \) and go back to step 2.

The method can be initialized in several ways. One option is to first estimate \( \hat{S}_{11}(q) \) by an empirical Bayes method using only \( r_1 \) and \( \tilde{w}_1 \). Then, \( \tilde{w}_1 \) is constructed from (6), using the obtained \( \hat{S}_{11}(q) \). Finally, \( G \) is estimated using the prediction error method, using \( \tilde{w}_1 \) as input and \( \tilde{w}_2 \) as output.

### 4.2 Extension to general structures

In this section, we generalize the previous algorithm to a general network structure with \( m \leq L \) reference signals \( \{ r_{i_1}(t), \ldots, r_{i_m}(t) \} \), and \( p \leq L \) modules \( \{ G_{j_1}(q), \ldots, G_{j_p}(q) \} \) sharing the same output \( \tilde{w}_j(t) \) as the module of interest, and modeled in time domain as \( g_{i_1}, \ldots, g_{i_m} \). For any \( i = 1, \ldots, p \), we can write

\[
\tilde{w}_i = R_i s_{i_1} + \ldots + R_{i_m} s_{i_m} + e_{k_i} = R s_i + e_{k_i},
\]  

(38)

where \( R := [R_{i_1} \ldots R_{i_m}] \) and \( s_i = [s_{i_1}^T \ldots s_{i_m}^T]^T \). Using these definitions we can also write (cf. (3))

\[
\tilde{w}_j = r_j + G_{i_1} R s_1 + \ldots + G_{i_m} R s_p + e_j.
\]  

(39)

Defining also \( w = [\tilde{w}_1^T \ldots \tilde{w}_p^T]^T, s = [s_1^T \ldots s_p^T]^T, G_\theta = [G_{i_1} \ldots G_{i_m}], e_w = [e_1^T \ldots e_p^T]^T \), we obtain the following expression for the network dynamics

\[
w = (I_p \otimes R)s + e_w
\]  

(40)

or, with \( z = [w^T (\tilde{w}_j - r_j)^T]^T \)

\[
z = W_\theta s + e, \quad W_\theta = \begin{bmatrix} (I_p \otimes R) & \vdots \\ \vdots & \vdots \\ G_\theta (I_p \otimes R) \end{bmatrix}, \quad e = \begin{bmatrix} e_w \\ \vdots \\ e_j \end{bmatrix}.
\]  

(41)

Each sensitivity path \( s_i \) is given a prior of the form (15), with hyperparameters \( \lambda_i \) and \( \beta_i \), assuming mutual independence between the sensitivity paths. Although it may appear more sensible to incorporate some correlation among the sensitivity paths, at present, it is not clear how this can be done using Gaussian priors. Some recent work suggests to enrich the stable spline kernel with a component enforcing low McMillan degree \cite{Prando2014}. Furthermore, as we will see, assuming independent priors allows the kernel hyperparameters to be updated independently. Introducing \( A \) as the diagonal matrix with elements corresponding to \( \{ \lambda_i \} \), and similarly, defining \( K_\beta \) with diagonal elements \( \{ K_{\beta_i} \} \), we have

\[
p(s; A, K_\beta) \sim \mathcal{N}(0, (A \otimes I_N) K_\beta) .
\]  

(42)

We collect all the parameters characterizing the model into the vector \( \eta \). It follows that

\[
p(z; \eta) \sim \mathcal{N}(0, \Sigma_\eta),
\]  

(43)

where \( \Sigma_\zeta = W_\theta (A \otimes I_N) K_\beta W_\theta^T + \Sigma_e \), and

\[
\Sigma_e = \text{diag} \{ \sigma_1^2, \ldots, \sigma_p^2, \sigma_j^2 \} \otimes I_N .
\]  

(44)

Therefore, we can define the following ML criterion

\[
\hat{\eta} = \arg \max_\eta \log p(z; \eta).
\]  

(45)

Having set the notation, we outline the ECM algorithm for this general setting below. To this end, note that

\[
p(s|z; \eta) \sim \mathcal{N}(\hat{s}, P).
\]  

(46)
Module parameters:

\[
\hat{s} = PW_T \Sigma_{\epsilon}^{-1} z, \tag{47}
\]
\[
P = \left( W^T \Sigma_{\epsilon}^{-1} W + ((A \otimes I_n)K_{\beta})^{-1} \right)^{-1}. \tag{48}
\]

We use again the notation \( s^{(k)}, \hat{P}^{(k)}, \hat{S}^{(k)} \) to mean the estimates of the corresponding quantities at iteration \( k \).

**Proposition 4.3** Let \( \eta \) collect all the parameters characterizing (45), and let \( \eta^{(k)} \) be its estimate after the \( k \)-th iteration of the ECM method. Then the estimate \( \eta^{(k+1)} \) is obtained by means of the following updates.

Hyperparameters: Define

\[
Q_{G_j} (\beta) = \log \det K_\beta + n \log \text{Tr} \left\{ K_\beta^{-1} S_j^{(k)} \right\}, \tag{49}
\]

where \( S_j^{(k)} \) is the \( n \times n \) diagonal block of \( S^{(k)} \) corresponding to the path \( s_j \). Then \( \lambda_j \) and \( \beta_j \) are updated as in Proposition 4.1, for any \( i, j \).

Module parameters: Define

\[
\hat{A}^{(k)} := (I_p \otimes D)^T \left( \hat{R} \hat{S}^{(k)} R^T \otimes I_N \right) (I_p \otimes D), \tag{50}
\]
\[
\hat{b}^{(k)} := (\hat{w}_j - r_j)^T \left[ \mathcal{T}_N (R \hat{s}_1^{(k)}) \ldots \mathcal{T}_N (R \hat{s}_p^{(k)}) \right], \tag{51}
\]

where \( D \) is as in Proposition 4.2 and \( \hat{R} = I_p \otimes R \).

Then

\[
\hat{\theta}^{(k+1)} = \arg \min_{\theta} g_{\theta}^T \hat{A}^{(k)} g_{\theta} - 2 \hat{b}^{(k)} g_{\theta}, \tag{52}
\]

where \( g_{\theta} := [g_{\theta_1}^T \ldots g_{\theta_n}^T]^T \).

Noise variances:

\[
\hat{\sigma}_i^{2(k+1)} = \frac{1}{N} \left( ||\hat{w}_i - R \hat{s}_i^{(k)}||^2 + \text{Tr} \left( R \hat{P}_i^{(k)} R^T \right) \right),
\]
\[
\hat{\sigma}_j^{2(k+1)} = \frac{1}{N} \left( ||\hat{w}_j - r_j - G_{\hat{g}_{(k+1)}} (I \otimes R) \hat{s}_j^{(k)} ||^2 + \text{Tr} \left\{ G_{\hat{g}_{(k+1)}} R \hat{P}_i^{(k)} R^T G_{\hat{g}_{(k+1)}}^T \right\} \right), \tag{53}
\]

where \( \hat{P}_i^{(k)} \) is the \( nm \times nm \) diagonal block of \( \hat{S}_i^{(k)} \), corresponding to the covariance matrix of \( \hat{s}_i^{(k)} \).

### 5 Including additional sensors

By using the kernel-based approach adopted above, the sensitivity paths could be modeled with only a few hyperparameters while still keeping the module of interest parametric. One potential benefit with this approach is that including another reference signal will not increase the number of estimated parameters significantly. Although the complexity of the problem increases slightly, only a few extra hyperparameters need to be estimated and the dimensions of (35) remain the same in the update of \( \theta \).

As reference signals can be added with little effort, a natural question is if also output measurements “downstream” of the module of interest can be added with little effort. In Example 2.1 the measurement \( w_4 \) is such a measurement that, with the same strategy as before, can be expressed as

\[
w_4(t) = G_{43}(q)w_3(t) + r_4(t). \tag{54}
\]

Using this measurement for the purpose of identification would require the identification of \( G_{43}(q) \) in addition to the previously considered modules. The signal \( w_4(t) \) contains information about \( w_3(t) \), and thus information about the module of interest. The price we have to pay for this information is the additional parameters to estimate and, as we will see, another layer of complexity.

To extend the previous framework to include additional measurements after the module of interest, let us consider the case where we would like to include only one additional measurement, in this context denoted by \( \hat{w}_3(t) \): the generalization to more sensors is straightforward but notionally heavy. Let the path linking the target module to the additional sensor be denoted by \( \hat{w}_3(t) \); the impulse response \( f \). Furthermore, let us for simplicity consider the one-reference-signal-one-input case again, i.e., (11), (12). The setting we consider has been illustrated in Figure 4. We model also this module using a Bayesian framework by interpreting \( f \) as a zero-mean Gaussian stochastic vector, i.e.,

\[
p(f; \lambda_f, K_{\beta_f}) \sim \mathcal{N}(0, \lambda_f K_{\beta_f}) \tag{55}
\]

where again \( K_{\beta_f} \) is the first-order stable spline kernel (16). We introduce the following variables

\[
\sigma = \begin{bmatrix} \sigma_1^2 & \sigma_2^2 & \sigma_3^2 \end{bmatrix}, \tag{56}
\]
\[
z = \begin{bmatrix} \hat{w}_1^T & \hat{w}_2^T & \hat{w}_3^T \end{bmatrix}^T, \tag{57}
\]
\[
z_f = \hat{w}_3. \tag{58}
\]
For given values of $\theta$, $s$ and $f$, we construct

$$W_s = \begin{bmatrix} R \\ G_0 R \\ FG_0 R \end{bmatrix},$$

$$W_f = T_N(G_0 R s_{11}),$$

$$\Sigma = \text{diag}\{\sigma\} \otimes I_N.$$

Notice that the last internal variable $w_3$ can be expressed as

$$w_3 = GF_s r = G_0 FS_{11} r = G_0 F R s_{11} = G_0 R F s_{11} = G_0 R v,$$

where commutation of the matrices follows from the fact that they are lower-triangular Toeplitz matrices, and $v := F s_{11}$. For ease of exposition, we will also use the notation $v = f * s_{11}$.

The key difficulty in this setup is that the description of the measurements and the system description with both $s_{11}$ and $f$ no longer admit a jointly Gaussian probabilistic model, because $v$ in (62) is the result of the convolution of two Gaussian vectors. In fact, a closed-form expression is not available. This fact has a detrimental effect in our empirical Bayes approach, because the marginal likelihood estimator of

$$\eta = \begin{bmatrix} \sigma & \lambda_s & \beta_s & \lambda_f & \beta_f & \theta \end{bmatrix},$$

where $\lambda_s$, $\beta_s$ are the hyperparameters of the prior of $s_{11}$, that is

$$\hat{\eta} = \arg \max_{\eta} p(z; \eta)$$

$$= \arg \max_{\eta} \int p(z, s_{11}, f; \eta) ds_{11} df,$$

does not admit an analytical expression, since the integral (64) is intractable. To treat this problem, again we resort to EM-type methods. In this case, the latent variables to add to the problem are both $s_{11}$ and $f$, so that the EM method has to alternate between the following steps.

**(E-step)** Given an estimate $\hat{\eta}^{(k)}$ (computed at the $k$-th iteration of the algorithm), compute

$$Q^{(k)}(\eta) := E[\log p(z, s_{11}, f; \eta)].$$

where the expectation is taken with respect to the target distribution when the estimate $\hat{\eta}^{(k)}$ is used, i.e., $p(s_{11}, f|z, \hat{\eta}^{(k)})$;

**(M-step)** Solve the problem

$$\hat{\eta}^{(k+1)} = \arg \max_{\eta} Q^{(k)}(\eta).$$

While the M-Step remains substantially unchanged, the E-step requires more attention. Now, it requires the computation of the integral

$$E[\log p(z, s_{11}, f; \eta)] =$$

$$\int \log p(z, s_{11}, f; \eta)p(s_{11}, f|z, \hat{\eta}^{(k)}) ds_{11} df,$$

which does not admit an analytical solution, because the posterior distribution $p(s_{11}, f|z, \hat{\eta}^{(k)})$ is non-Gaussian (it does not have an analytical form, in fact). However, using Markov Chain Monte Carlo (MCMC) techniques, we can compute an approximation of the integral by sampling from the joint posterior density (also called a target distribution)

$$p(s_{11}, f|z; \eta).$$

As pointed out before, (68) does not admit a closed-form expression and hence direct sampling is a hard task. However, if it is easy to draw samples from the conditional probability distributions, samples of (68) can be easily drawn using the Gibbs sampler. In Gibbs sampling, each conditional is considered the state of a Markov chain; by iteratively drawing samples from the conditionals, the Markov chain will converge to its stationary distribution, which corresponds to the target distribution. In our problem, the conditionals of (68) are as follows

- $p(s_{11}|f, z; \eta)$. Using (59), we write the linear model

$$z = W_s s_{11} + e,$$

where $e = [e_2^T e_3^T e_1^T]^T$. Then, given $f$, the vectors $s_{11}$ and $z$ are jointly Gaussian, so that

$$p(s|f, z; \eta) \sim \mathcal{N}(m_s, P_s),$$

with

$$P_s = (W_s^T \Sigma^{-1} W_s + (\lambda_s K_{bs})^{-1})^{-1}$$

$$m_s = P_s W_s^T \Sigma^{-1} z.$$

- $p(f|s_{11}, z; \eta)$. Given $s$ and $r$, all sensors but the last becomes redundant. Using (60) we write the linear model

$$z_f = W_f f + e_3,$$

which shows that

$$p(f|s_{11}, z; \eta) \sim \mathcal{N}(m_f, P_f),$$
Proposition 5.1 (Meyn and Tweedie; 2009). These samples are discarded, which is also known as the burn-in. In this algorithm, $m_f = \frac{W_f^T z_f}{\sigma_3^2}$.

The following algorithm summarizes the Gibbs sampler used for dynamic network identification.

Algorithm 1 Gibbs sampler for a dynamic network. Initialization: compute initial value of $s^0$ and $f^0$. For $k = 1$ to $M + M_0$:

1. Draw the sample $s^k$ from $p(s|f^{k-1}, z; \eta)$;
2. Draw the sample $f^k$ from $p(f|s^k, z; \eta)$;

In this algorithm, $M_0$ is the number of initial samples that are discarded, which is also known as the burn-in (Meyn and Tweedie, 2009). These samples are discarded since the Markov chain needs a certain number of samples to converge to its stationary distribution.

5.1 The ECM method with additional sensor

We now discuss the computation of the E-step and the CM-steps using the Gibbs sampler scheme introduce above.

Proposition 5.1 Introduce the mean and covariance quantities

$$s^M_s = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} s^k, \quad f^M_f = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} f^k, \quad v^M_v = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} v^k,$$

$$P^M_s = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} (s^k - s^M_s)(s^k - s^M_s)^T, \quad P^M_f = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} (f^k - f^M_f)(f^k - f^M_f)^T, \quad P^M_v = \frac{1}{M} \sum_{k=M_0+1}^{M_0+M} (v^k - v^M_v)(v^k - v^M_v)^T,$$

where $s^k$, $f^k$ and $v^k = s^k f^k$ are samples drawn using Algorithm 1.

Define

$$\tilde{Q}_s(\lambda, \beta, x, X) := \log \det \lambda K \beta + Tr\{ (\lambda K \beta)^{-1} (xx^T + X) \},$$

$$\tilde{Q}_z(\sigma^2, z, x, X) := N \log \sigma^2 + \frac{1}{\sigma^2} \| z - Rx \|^2_2 + \frac{1}{\sigma^2} Tr\{ RXR^T \},$$

$$\tilde{Q}_f(\sigma^2, z, \theta, x, X) := N \log \sigma^2 + \frac{1}{\sigma^2} \| z - G \theta Rx \|^2_2 + \frac{1}{\sigma^2} Tr\{ G \theta Rx R^T G \theta \}. \quad (79)$$

Then

$$-2Q^{(k)}(\eta) = \lim_{M \to \infty} \tilde{Q}_s(\lambda_s, \beta_s, s^M_s, P^M_s),$$

$$+ \tilde{Q}_z(\sigma^2, z^M_s),$$

$$+ \tilde{Q}_f(\sigma^2, \theta, v^M_v, P^M_v).$$

The CM-steps are now very similar to the previous method and follows by similar reasoning as in the proof of Proposition 4.2.

Proposition 5.2 Let $\hat{\eta}^{(k)}$ be the parameter estimate obtained at the $k$:th iteration. Define $S^M_s = s^M_s s^M_s^T + P^M_s$, $S^M_v = v^M_v v^M_v^T + P^M_v$,

$$\hat{A}_s = D^T(RS^M_s R^T \otimes I_N) D,$$

$$\hat{A}_v = D^T(RS^M_v R^T \otimes I_N) D,$$

$$\hat{v}_s = T_N(RS^M_s)^T \hat{w}_2,$$

$$\hat{b}_v = T_N(RS^M_v)^T \hat{w}_3.$$

Then the updated parameter vector $\hat{\eta}^{(k+1)}$ is obtained as follows

$$\hat{\eta}^{(k+1)} = \arg \min_{\theta} g^T_{\theta} \left( \frac{1}{\sigma_2^2} \hat{A}_s + \frac{1}{\sigma_3^2} \hat{A}_v \right) g_{\theta} - 2 \left( \frac{1}{\sigma_2^2} \hat{v}_s + \frac{1}{\sigma_3^2} \hat{b}_v \right) g_{\theta}.$$  \quad (80)

The closed form updates of the noise variances are

$$\hat{\sigma}_1^{2(k+1)} = \frac{1}{N} \left( \| \hat{w}_1 - R \hat{s}_1^M \|^2_2 + Tr\{ R \hat{P}_1 R^T \} \right),$$

$$\hat{\sigma}_2^{2(k+1)} = \frac{1}{N} \left( \| \hat{w}_2 - G \hat{\eta}^{(k+1)} R \hat{S}_2^M \|^2_2 + Tr\{ G \hat{\eta}^{(k+1)} R \hat{P}_2 R^T G \hat{\eta}^{(k+1)} \} \right),$$

$$\hat{\sigma}_3^{2(k+1)} = \frac{1}{N} \left( \| \hat{w}_3 - G \hat{\eta}^{(k+1)} R \hat{S}_3^M \|^2_2 + Tr\{ G \hat{\eta}^{(k+1)} R \hat{P}_3 R^T G \hat{\eta}^{(k+1)} \} \right). \quad (81)$$
The kernel hyperparameters are updated through (29) and (30) for both \( s_{11} \) and \( f \).

5.2 Identification algorithm

The proposed method for module identification can be summarized in the following steps.

1. Find an initial estimate of \( \dot{\eta}^{(0)} \), set \( k = 0 \).
2. Compute the quantities (73)-(78) using Algorithm 1.
3. Update the kernel hyperparameters using (30), (29).
4. Update the vector \( \theta \) solving (80).
5. Update the noise variances from (81).
6. Check if the algorithm has converged. If not, set \( k = k + 1 \) and go back to step 2.

As can be seen, the main difference with the one-input-one-sensor algorithm (see Section 5.2) is that Step 2 of the algorithm requires a heavier computational burden, because of the integration via Gibbs sampling. Nevertheless, as will be seen in the next section, this pays off in terms of performance in identifying the target module.

6 Numerical experiments

In this section, we present results from two Monte Carlo simulations to illustrate the performance of the proposed method, which we abbreviate as Network Empirical Bayes (NEB) and its extension NEBX (Everitt, Galrinho and Hjalmarsson; 2016) from the simulated signal \( \hat{w} \) obtained from (6) and \( w_j \). MORSM is an iterative method that is asymptotically efficient for open loop data. Then, the iterative method outlined in Section 4.1 is employed with the stopping criteria \( \left\| \dot{\eta}^{(k+1)} - \dot{\eta}^{(k)} \right\| / \left\| \dot{\eta}^{(k)} \right\| < 10^{-10} \).

NEBX: The method is initialized by the two-stage method, exactly as NEB. Then, the cost function (9), with a slight modification, is minimized. The modification of the cost function comes from that, as mentioned before, the SMPE method assumes that the noise variances are known. To make the comparison fair, also the noise variances need to be estimated. By maximum likelihood arguments, the logarithm of the determinant of the complete noise covariance matrix is added to the cost function (9) and the noise variances are included in \( \theta \), the vector of parameters to estimate. The tolerance is set to \( \left\| \hat{g}^{(k+1)} - \hat{g}^{(k)} \right\| / \left\| \hat{g}^{(k)} \right\| < 10^{-10} \).

The simulations were run in Julia, a high-level, high-performance dynamic programming language for technical computing (Bezanson et al; 2017).

6.1 Closed-loop identification

The first Monte Carlo simulation is from a system operating in closed loop with an unknown low order controller with \( N = 200 \) data samples. This setting is slightly different to the standard closed-loop setting in that the measurement noise of \( w_2 \) is not fed back in the loop, and that the signals \( w_1 \) and \( w_2 \) are treated completely symmetric. The noise to signal ratio are all set to 1. The true plant and true controller are chosen such that the sensitivity function \( S(q^{-1}) \) has an impulse response that can be well approximated by \( n = 100 \) impulse response coefficients.

Fig. 5. Closed loop network of first Monte Carlo simulation.

\[
G(q, \theta) = \frac{b_1 q^{-1} + b_2 q^{-2}}{1 + a_1 q^{-1} + a_2 q^{-2}}, \quad (82)
\]

The controller \( C \) is given by

\[
C(q, \theta) = \frac{0.8 + 0.4 q^{-1} - 0.5 q^{-2}}{1 + 0.5 q^{-1} + 0.2 q^{-2}}, \quad (83)
\]

with the parameter vector \( \theta = [b_1, b_2, a_1, a_2] \), and true parameters \( \theta^0 = [0.4, 0.5, -0.4, 0.3] \).

The two methods are compared using the fit of the impulse response coefficients of \( g \) according to

\[
FIT = 1 - \frac{\left\| g^0 - \hat{g} \right\|_2}{\left\| g^0 \right\|_2} \quad (84)
\]
For this example, the proposed NEB method achieves a higher fit, on average, than the SMPE method, cf. the box plot of Figure 6. Comparing the fits obtained at each Monte Carlo run (see Figure 7), it can be seen that NEB consistently performs at least as good as SMPE for almost every Monte Carlo run and in some runs considerably better. From the sample means and variance reported in Table 1, it can be seen that, in general, the estimates produced by NEB have smaller variance than SMPE while their mean values are similar.

The fits of the impulse responses of $G_{31}$ and $G_{32}$ for the experiment are shown as a boxplot in Figure 8 and Figure 10 respectively. Comparing the fits obtained at each Monte Carlo run (see Figure 11 and Figure 11), the proposed NEB and NEBX methods are competitive with the SMPE method for this network. In many cases, the SMPE method failed to produce a reasonable estimate as 10 percent of the Monte Carlo runs gave a negative fit and were removed before the impulse response fits, boxplots and parameter sample means and variances were computed. From the sample means and variance reported in Table 2 and Table 3, it can be seen that, in general, the estimates produced by NEB and NEBX have, in general, significantly smaller variance than SMPE, while the mean values are roughly the same. Recalling that one of the motivations of the proposed methods was to reduce the variance induced by the high order modeling of the sensitivity paths, both the closed-loop example and network example gives some support for this motivation.

In almost all of the Monte Carlo runs, NEBX outperformed NEB in this simulation. However, NEBX is significantly more computationally expensive than NEB.

6.2 Dynamic network example

This Monte Carlo simulation compares the NEB method and NEBX with the SMPE method on data from the network of Example 2.1, illustrated in Figure 1, where each of the modules are of second order, i.e.,

$$G_{ij}(q) = \frac{b_1q^{-1} + b_2q^{-2}}{1 + a_1q^{-1} + a_2q^{-2}}.$$

for a set of parameters that were chosen such that all modules are stable and \{S_{12}(q), S_{24}(q), S_{22}(q), S_{24}(q)\} are stable and can be well approximated with 70 impulse response coefficients. Two reference signals, $r_2(t)$ and $r_4(t)$ are available and $N = 200$ data samples are used with the goal to estimate $G_{31}(q)$ and $G_{32}$. In total 6 transfer functions are estimated, \{S_{12}(q), S_{24}(q), S_{22}(q), S_{24}(q), G_{31}(q) \text{ and } G_{32}(q)\}, where \{S_{12}(q), S_{24}(q), S_{22}(q), S_{24}(q)\} are each parameterized by $n = 75$ impulse response coefficients in all methods. For NEBX also $G_{43}(q)$ is estimated by $n = 75$ impulse response coefficients. The noise to signal ratio at each measurement is set to $\text{Var} w_k/\text{Var} e_k = 0.1$ and the additional measurement used in NEBX has a lower noise to signal ratio of $\text{Var} w_4/\text{Var} e_4 = 0.01$. The fits of the impulse responses of $G_{31}$ and $G_{32}$ for the experiment are shown as a boxplot in Figure 8 and Figure 10 respectively. Comparing the fits obtained at each Monte Carlo run (see Figure 11 and Figure 11), the proposed NEB and NEBX methods are competitive with the SMPE method for this network. In many cases, the SMPE method failed to produce a reasonable estimate as 10 percent of the Monte Carlo runs gave a negative fit and were removed before the impulse response fits, boxplots and parameter sample means and variances were computed. From the sample means and variance reported in Table 2 and Table 3, it can be seen that, in general, the estimates produced by NEB and NEBX have, in general, significantly smaller variance than SMPE, while the mean values are roughly the same. Recalling that one of the motivations of the proposed methods was to reduce the variance induced by the high order modeling of the sensitivity paths, both the closed-loop example and network example gives some support for this motivation.
Table 1
Sample mean and sample variance of the parameters estimates for $\hat{G}$ for compared methods.

| Method | $\hat{b}_{01} = 0.2$ | $\hat{b}_{02} = 0.3$ | $\hat{a}_{01} = 0.4$ | $\hat{a}_{02} = 0.5$ |
|--------|----------------------|----------------------|----------------------|----------------------|
|        | $E_s \hat{b}_1$ N $\cdot$ Var $\hat{b}_1$ | $E_s \hat{b}_2$ N $\cdot$ Var $\hat{b}_2$ | $E_s \hat{a}_1$ N $\cdot$ Var $\hat{a}_1$ | $E_s \hat{a}_2$ N $\cdot$ Var $\hat{a}_2$ |
| SMPE   | 0.21 0.43            | 0.31 0.93            | 0.50 3.4             | 0.16 2.8             |
| NEB    | 0.20 0.22            | 0.31 0.26            | 0.68 2.9             | 0.23 2.0             |

Table 2
Sample mean and sample variance of the parameters estimates for $\hat{G}_{31}$ for the three compared methods.

| Method | $\hat{b}_{01} = 0.2$ | $\hat{b}_{02} = 0.3$ | $\hat{a}_{01} = 0.4$ | $\hat{a}_{02} = 0.5$ |
|--------|----------------------|----------------------|----------------------|----------------------|
|        | $E_s \hat{b}_1$ N $\cdot$ Var $\hat{b}_1$ | $E_s \hat{b}_2$ N $\cdot$ Var $\hat{b}_2$ | $E_s \hat{a}_1$ N $\cdot$ Var $\hat{a}_1$ | $E_s \hat{a}_2$ N $\cdot$ Var $\hat{a}_2$ |
| SMPE   | 0.20 0.088           | 0.28 0.075           | 0.36 1.6             | 0.53 0.85            |
| NEB    | 0.21 0.049           | 0.29 0.070           | 0.36 0.94            | 0.52 0.62            |
| NEBX   | 0.20 0.024           | 0.29 0.036           | 0.40 0.60            | 0.50 0.52            |

Table 3
Sample mean and sample variance of the parameters estimates for $\hat{G}_{32}$ for the three compared methods.

| Method | $\hat{b}_{01} = 0.4$ | $\hat{b}_{02} = 0.5$ | $\hat{a}_{01} = 0.5$ | $\hat{a}_{02} = 0.15$ |
|--------|----------------------|----------------------|----------------------|----------------------|
|        | $E_s \hat{b}_1$ N $\cdot$ Var $\hat{b}_1$ | $E_s \hat{b}_2$ N $\cdot$ Var $\hat{b}_2$ | $E_s \hat{a}_1$ N $\cdot$ Var $\hat{a}_1$ | $E_s \hat{a}_2$ N $\cdot$ Var $\hat{a}_2$ |
| SMPE   | 0.34 1.9             | 0.44 2.1             | 0.60 5.0             | 0.23 3.0             |
| NEB    | 0.34 0.30            | 0.44 0.30            | 0.65 1.0             | 0.26 0.84            |
| NEBX   | 0.36 0.11            | 0.45 0.16            | 0.63 0.68            | 0.25 0.55            |

Fig. 9. Fit of impulse response coefficients of $G_{31}$ for SMPE compared with NEB and NEBX respectively for 100 Monte Carlo simulations. The black line represents $y = x$, i.e., when SMPE performs equally good as NEB and NEBX.

7 Conclusion

In this paper, we have addressed the identification of a module in dynamic networks with known topology. The problem is cast as the identification of a set of systems in series connection. The second system corresponds to the target module, while the first represents the dynamic relation between exogenous signals and the input and the target module. This system is modeled following a Bayesian kernel-based approach, which enables the identification of the target module using empirical Bayes arguments. In particular, the target module is estimated using a marginal likelihood criterion, whose solution is obtained by a novel iterative scheme designed through the ECM algorithm. The method is extended to incorporate measurements downstream of the target module, which numerical experiments suggest increases performance.
Proof of Lemma 4.1

From Bayes’ rule it follows that
\[
\log p(z, s_{11}; \eta^{(k)}) = \log p(z|s_{11}, \eta^{(k)}) + \log p(s_{11}; \eta^{(k)}) + \log p(\eta^{(k)})
\]
with (neglecting constant terms)
\[
\log p(z|s_{11}, \eta) \propto -\frac{1}{2} \log \det \Sigma \left( -\frac{1}{2} \| z - W s_{11} \|_{\Sigma^{-1}}^2 \right)
\]
\[
\log p(s_{11}; \eta) \propto -\frac{1}{2} \log \det \Lambda K \eta - \frac{1}{2} s_{11}^T (\Lambda K \eta)^{-1} s_{11}.
\]

Now we have to take the expectation w.r.t. the posterior \( p(s_{11}|\tilde{w}_2; \hat{\eta}^{(k)}) \). Developing the second term in the first equation above and recalling that
\[
E_p(s_{11}|\tilde{w}_2; \hat{\eta}^{(k)}) [s_{11}^T A s_{11}] = \text{Tr} \left\{ A \hat{\eta}^{(k)} \right\},
\]
the statement of the lemma readily follows.

Proof of Proposition 4.2

In (26), fix \( \Sigma_c \) to the value \( \Sigma^{(k)} \) (computed inserting \( \sigma_1^{(k)} \) and \( \sigma_2^{(k)} \)). We obtain the \( \theta \)-dependent terms (A.1) and (A.2) (after multiplying by a factor \(-2\)), where \( k_1 \) and \( k_2 \) contain terms independent of \( \theta \). Recalling the definitions of \( A^{(k)} \) and \( \hat{b}^{(k)} \), (35) readily follows.

Now, let \( \theta \) be fixed at the value \( \hat{\theta}^{(k+1)} \). The function (26) can be rewritten as (A.3) (after multiplying by a factor \(-2\)). The results (36) follow by minimizing (A.3) with respect to \( \sigma_1^2 \) and \( \sigma_2^2 \). Differentiating w.r.t. \( \sigma_1^2 \) and \( \sigma_2^2 \) and calculating the zeros.

Proof of Proposition 5.1

Using Bayes’ rule we can decompose the complete likelihood as
\[
\log p(z, s_{11}, f; \eta) = \log p(z|s_{11}, f; \eta) + \log p(s_{11}; \eta) + \log p(f; \eta),
\]
and we will analyze each term in turn. First, note that
\[
-2 \log p(s_{11}|\eta) = \log \det \lambda K \eta + s_{11}^T (\lambda K \eta)^{-1} s_{11}
\]
\[
\ = \log \det \lambda K \eta + \text{Tr} \left\{ (\lambda K \eta)^{-1} s_{11} s_{11}^T \right\}
\]
Replacing \( s_{11} s_{11}^T \) with its sample estimate yields the first term in (79). Similarly,
\[
-2 \log p(f|\eta) = \log \det \lambda_f K \beta_f + \text{Tr} \left\{ (\lambda_f K \beta_f)^{-1} f f^T \right\}.
\]
Replacing \( f f^T \) with its sample estimate yields the second term in (79). Finally,
\[
-2 \log p(z|t, s_{11}; \eta) = \log \det \Sigma + (z - \hat{z})^T \Sigma^{-1} (z - \hat{z}),
\]
(A.4)

with
\[
\hat{z} := \left[ \begin{array}{c} Rs \\ G_\theta Rs \\ G_\theta Rv \end{array} \right].
\]

The first term of (A.4) is \( N \) times the sum of the logarithms of the noise variances squared. The second term of (A.4) decomposes into a sum of the (weighted) error of each signal. Then, the first weighted error is given by
\[
\sigma_1^2 \| \hat{w}_1 - R s \|_2^2 = \| \hat{w}_1 \|_2^2 - 2 \hat{w}_1^T R s + \text{Tr} \left\{ R s s^T R^T \right\}.
\]
Replacing \( s \) and \( s s^T \) with their respective estimates gives the third term in (79), with the corresponding noise variance term of (A.4) added. Similar calculations on the remaining two weighted errors in (A.4) gives the last two terms in (79). This concludes the proof.
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