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Abstract—We study the problem of mismatched binary hypothesis testing between i.i.d. distributions. We analyze the tradeoff between the pairwise error probability exponents when the actual distributions generating the observation are different from the distributions used in the likelihood ratio test, sequential probability ratio test, and Hoeffding’s generalized likelihood ratio test in the composite setting. When the real distributions are within a small divergence ball of the test distributions, we find the deviation of the worst-case error exponent of each test with respect to the matched error exponent. In addition, we consider the case where an adversary tampers with the observation, again within a divergence ball of the observation type. We show that the tests are more sensitive to distribution mismatch than to adversarial observation tampering.

Index Terms—Hypothesis testing, mismatch, likelihood ratio test, generalized likelihood ratio test, sequential probability ratio test.

I. INTRODUCTION

HYPOTHESIS testing, or the problem of deciding the probability distribution that generated a given observation, is one of the main problems in statistics, finding applications in social, biological, medical and data sciences, including information theory, image processing and signal processing. Depending on the specific subject and underlying assumptions, hypothesis testing has been termed classification, model selection, discrimination, or signal detection. The simplest instance of this problem is the binary case, i.e., deciding which of the two probability distributions have generated the observation. Depending on whether or not priors on the hypotheses are available, the problem is referred to as Bayesian or non-Bayesian. In the Bayesian setting, the average probability of error emerges as the key performance measure. Instead, when priors are not available the average error probability cannot be computed and one must consider a tradeoff among the pairwise error probabilities (see e.g. [1], [2]).

In [3], Neyman and Pearson studied non-Bayesian binary case and considered the minimization of one pairwise error probability subject to the other being upper-bounded by a constant. In this setting, they proved that a hypothesis test that computes the ratio between the two probability distributions for the given observation and compares it to a threshold is optimal. In order to implement the optimal likelihood ratio test, one must wait to process the whole block of observation data at once. In some applications, it may be preferable to attempt to make a decision as promptly as possible. In [4], Wald proposed a sequential test that attempts to make a decision at every time instant, or waits one time instant for the arrival of a new observation sample; the optimality of the above test was established in [5] (see also [6] for the second order optimality).

A critical underlying assumption in the above and follow-up works, is that the probability distributions of each of the hypotheses are known and thus, can be employed by testing algorithms. While highly desirable, this is an optimistic assumption that is difficult to guarantee in practice. A number of solutions have been proposed in the literature. Composite hypothesis testing considers the case where the distributions that generate the observation belong to known families of distributions. Hoeffding proposed an asymptotically optimal test for this setting in [7]. Classification assumes no knowledge of the underlying probability distributions but assumes the availability of training data (see e.g. [8]–[10]). Robust hypothesis testing assumes a statistical model of the variability of the true distribution, which is then used to design the optimal test for that robustness model [2], [11]–[13].

The simplicity of the Neyman and Pearson’s likelihood ratio or Wald’s sequential tests has brought them into practice, even in settings where the distributions are unknown. In this work, we consider an alternative to the above methods. We assume that the true probability distributions \( P_0 \) and \( P_1 \) are unknown, but instead, two fixed probability distributions \( P_0^* \) and \( P_1^* \) are used for testing using the optimal tests for the cases where the distributions are known. We refer to this case to as mismatched hypothesis testing.

In this work, we study the exponential decay of the probability of error, or error exponents in short, as a proxy for the performance of hypothesis testing. In particular, we consider the error exponent tradeoff between both pairwise error probabilities. We consider the worst case error exponent tradeoff when the actual distributions generating the observation are within a certain distance of the test distributions. As a measure
of distance, we use the family of Rényi relative entropies [14] (see also [15]) as well as f-divergences [16], [17] with f(t) such that its second derivative at t = 1 is bounded. We study the behavior of the worst-case tradeoff when the distance between the test and the true distributions is small and provide an approximation of the worst-case exponent as an expansion around the matched exponent, i.e., the exponent attained when the distributions are known. In addition, we extend the results to the case where the mismatch is not in the testing distributions but in the observation: an adversary has modified the observation data within a certain divergence of the observation type.

This paper is structured as follows. Section II introduces notation and reviews the preliminaries about likelihood ratio, Hoeffding’s generalized likelihood ratio and sequential testing. Sections III, IV and V discuss our main results for the likelihood ratio, generalized likelihood ratio and sequential probability ratio tests in the mismatched setting. Section VI discusses the case where the mismatch is not in the distribution, but in the observation, i.e., the cases where the observation data has been tampered by an adversary. Proofs of the main results can be found in the Appendices.

II. Preliminaries

Consider the binary hypothesis testing problem [1] where an observation \( \mathbf{x} = (x_1, \ldots, x_k) \in \mathcal{X}^k \) is generated from two possible distributions \( P_0^k \) and \( P_1^k \) defined on the probability simplex \( \mathcal{P}(\mathcal{X}^k) \), for some observation alphabet \( \mathcal{X} \). We assume that \( P_0^k \) and \( P_1^k \) are product distributions, i.e., \( P_0^k(x) = \prod_{i=1}^k P_0(x_i) \), and similarly for \( P_1^k \). For simplicity, we assume that both \( P_0(x) > 0 \) and \( P_1(x) > 0 \) for each \( x \in \mathcal{X} \).

In the following, we describe the settings considered in the paper.

A. Likelihood Ratio Test

In this setting \( k \) is assumed to be a fixed integer \( n \). Let \( \phi : \mathcal{X}^n \to \{0, 1\} \) be a hypothesis test that decides which distribution generated the observation \( \mathbf{x} \). We consider deterministic tests \( \phi \) that decide in favor of \( P_0 \) if \( \phi \in A_0 \), where \( A_0 \subset \mathcal{X}^n \) is the decision region for the first hypothesis, and decides in favor of \( P_1 \) otherwise. We define \( A_1 = \mathcal{X}^n \setminus A_0 \) to be the decision region for the second hypothesis. The test performance is determined by the pairwise error probabilities

\[
\epsilon_0(\phi) = \sum_{x \in A_1} P_0^n(x), \quad \epsilon_1(\phi) = \sum_{x \in A_0} P_1^n(x).
\]

A hypothesis test is said to be optimal whenever it achieves the optimal error probability tradeoff given by

\[
\min_{\phi: \xi(\phi) \leq \xi} \epsilon_0(\phi), \quad \xi \in (0, 1].
\]

The likelihood ratio test defined as

\[
\phi(\mathbf{x}) = 1 \left\{ \frac{P_1^n(\mathbf{x})}{P_0^n(\mathbf{x})} \geq e^{n\gamma} \right\},
\]

can also be expressed as a function of the type of the observation \( T_\mathbf{x} \) as [18]

\[
\Phi(\mathbf{x}) = 1 \left\{ \frac{P_1^n(\mathbf{x})}{P_0^n(\mathbf{x})} \geq e^{n\gamma} \right\},
\]

where \( D(P||Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)} \) is the relative entropy between distributions \( P \) and \( Q \). This expression of the likelihood ratio test will be used extensively throughout the paper.

In this paper, we study the asymptotic exponential decay of the pairwise error probabilities as the observation length \( n \) tends to infinity, i.e.,

\[
E_0 \triangleq \lim \inf_{n \to \infty} \frac{1}{n} \log \epsilon_0(\phi), \quad E_1 \triangleq \lim \inf_{n \to \infty} \frac{1}{n} \log \epsilon_1(\phi).
\]

These limits are known to exist for i.i.d. observations, as is the case of this paper. In order to study the tradeoff between error exponents, it is sufficient to consider deterministic tests. The optimal error exponent tradeoff \( (E_0, E_1) \) is defined as

\[
E_0(E_1) \triangleq \sup \left\{ E_1 \in \mathbb{R}_+: \exists \phi, \exists N \in \mathbb{Z}_+ \text{ s.t. } \forall n > N, \epsilon_0(\phi) \leq e^{-nE_0}, \epsilon_1(\phi) \leq e^{-nE_1} \right\}.
\]

By using Sanov’s Theorem [18], [19], the optimal error exponent tradeoff \( (E_0, E_1) \), attained by the likelihood ratio test, can be shown to be [20]

\[
E_0 = \min_{Q \in \mathcal{Q}_0} D(Q||P_0), \quad E_1 = \min_{Q \in \mathcal{Q}_1} D(Q||P_1),
\]

where

\[
\mathcal{Q}_0 = \left\{ Q \in \mathcal{P}(\mathcal{X}) : D(Q||P_0) - D(Q||P_1) \geq \gamma \right\}, \quad \mathcal{Q}_1 = \left\{ Q \in \mathcal{P}(\mathcal{X}) : D(Q||P_0) - D(Q||P_1) \leq \gamma \right\}.
\]

The minimizing distribution in (7), (8) is the tilted distribution

\[
Q_\lambda(x) = \frac{P_0^{1-\lambda}(x) P_1^\lambda(x)}{\sum_{\mathbf{x} \in \mathcal{X}} P_0^{1-\lambda}(x) P_1^\lambda(x)}, \quad 0 \leq \lambda \leq 1,
\]

whenever \( \gamma \) satisfies \(-D(P_0||P_1) \leq \gamma \leq D(P_1||P_0)\). In this case, \( \lambda \) is the solution of

\[
D(Q_\lambda||P_0) - D(Q_\lambda||P_1) = \gamma.
\]

Instead, if \( \gamma < -D(P_0||P_1) \), the optimal distribution in (7) is \( Q_\lambda(x) = P_0(x) \) and \( E_0 = 0 \), and if \( \gamma > D(P_1||P_0) \), the optimal distribution in (8) is \( Q_\lambda(x) = P_1(x) \) and \( E_1 = 0 \).

Equivalently, the dual expressions of (7) and (8) can be derived by substituting the minimizing distribution (11) into the Lagrangian yielding [19], [20]

\[
E_0 = \max_{\lambda \geq 0} \lambda \gamma - \log \left( \sum_{\mathbf{x} \in \mathcal{X}} P_0^{1-\lambda}(x) P_1^\lambda(x) \right),
\]

\[
E_1 = \max_{\lambda \geq 0} -\lambda \gamma - \log \left( \sum_{\mathbf{x} \in \mathcal{X}} P_0^\lambda(x) P_1^{1-\lambda}(x) \right).
\]

The Stein regime is defined as the highest error exponent under one hypothesis when the error probability under the other hypothesis is at most some fixed \( \epsilon \in (0, \frac{1}{2}] \) [18]

\[
E_1(\epsilon) \triangleq \sup \left\{ E_1 \in \mathbb{R}_+: \exists \phi, \exists n_0 \in \mathbb{Z}_+ \text{ s.t. } \forall n > n_0, \epsilon_0(\phi) \leq \epsilon \text{ and } \epsilon_1(\phi) \leq e^{-nE_1} \right\}.
\]
The optimal $E_1^{(c)}$, given by [18]

$$E_1^{(c)} = D(P_0 || P_1),$$ (16)

can be achieved by setting the threshold in (4) to be $\gamma = -D(P_0 \| P_1) + \frac{c}{n}$, where $c$ is a constant that depends on distributions $P_0, P_1$ and $\epsilon$.

### B. Generalized Likelihood Ratio Test

In this setting, $k$ is also a fixed integer $n$ similarly to the likelihood ratio test case. We consider the composite hypothesis testing problem where only the first distribution $P_0$ is known, and no prior information is available regarding the second distribution $P_1$. Hoeffding proposed in [7] the following generalized likelihood ratio test for when $P_0$ is known, while the second distribution is restricted to $\mathcal{P}(X)$.

$$\phi(x) = 1 \left\{ \sup_{P_1 \in \mathcal{P}(X)} \frac{P_1^n(x)}{P_0^n(x)} \geq e^{n\gamma} \right\}. \quad (17)$$

Similarly to (4), Hoeffding’s generalized likelihood ratio test can be expressed as a function of the type of the observation $\hat{T}_x$ as [18], [21]

$$\phi(\hat{T}_x) = 1 \left\{ D(\hat{T}_x \| P_0) \geq \gamma \right\}. \quad (18)$$

The pairwise error probabilities are defined as exactly as in (1) where $A_0$ and $A_1$ are the corresponding decision regions of Hoeffding’s test. The optimal error exponent tradeoff is defined as in (6).

By using Sanov’s Theorem, for any $0 \leq \gamma \leq D(P_0 \| P_1)$ the error exponents of Hoeffding’s generalized likelihood ratio test are given by

$$E_0 = \min_{Q: D(Q \| P_0) \geq \gamma} D(Q \| P_0) = \gamma, \quad (19)$$

$$E_1 = \min_{Q: D(Q \| P_0) \leq \gamma} D(Q \| P_1). \quad (20)$$

The minimizing distribution in (20) is the tilted distribution

$$Q_\mu(x) = \frac{P_0^{x_\mu}(x) P_1^{1-x_\mu}(x)}{\sum_{a \in X} P_0^{x_\mu}(a) P_1^{1-x_\mu}(a)}, \quad 0 \leq \mu, \quad (21)$$

and the $\mu$ is the solution to $D(Q_\mu || P_0) = \gamma$. Therefore, by comparing (11) and (21), the optimizing distributions have the same form and there exist some thresholds for likelihood ratio test and Hoeffding’s test such that $Q_\mu = Q_\lambda$. Hence Hoeffding’s test can achieve the optimal error exponent tradeoff [21].

### C. Sequential Probability Ratio Test

In the sequential setting, the number of samples $k$ is a random variable called the stopping time $\tau$ taking values in $\mathbb{Z}_+$. A sequential hypothesis test is a pair $\Phi = (\phi : \mathcal{X}^\tau \rightarrow \{0,1\}, \tau)$ where for every $n \geq 0$ the event $\{\tau \leq n\} \in \mathcal{F}_n$ where $\mathcal{F}_n$ is the sigma algebra induced by random variables $X_1, \ldots, X_n$, i.e., $\sigma(X_1, \ldots, X_n)$. Moreover, $\phi$ is a $\mathcal{F}_\tau$ measurable decision rule, i.e., the decision rule determined by causally observing the sequence $X_\tau$. In other words, at each time instant, the test attempts to make a decision in favor of one of the hypotheses or chooses to take a new sample.

The two possible pairwise error probabilities that measure the performance of the test are defined as

$$\epsilon_0(\Phi) = \mathbb{P}_0[\phi(X^\tau) \neq 0], \quad \epsilon_1(\Phi) = \mathbb{P}_1[\phi(X^\tau) \neq 1], \quad (22)$$

where the probabilities are over $P_0, P_1$, respectively.

There are two definitions of achievable error exponents in the literature. According to [22] the optimal error exponent tradeoff is defined as

$$E_1(E_0) \triangleq \sup \left\{ E_1 \in \mathbb{R}^+ : \exists \Phi, \exists n \in \mathbb{Z}_+ \text{ s.t. } \mathbb{E}_{P_0}[\tau] \leq n, \mathbb{E}_{P_1}[\tau] \leq n, \epsilon_0(\Phi) \leq 2^{-nE_0} \text{ and } \epsilon_1(\Phi) \leq 2^{-nE_1} \right\}. \quad (23)$$

Alternatively, the expected stopping time can be different under each hypothesis by design to increase the reliability under one of the hypotheses by taking a larger number of samples compared to the number of samples the alternative hypothesis. Accordingly, [23] defined the error exponent tradeoff as

$$E_1(E_0) \triangleq \sup \left\{ E_1 \in \mathbb{R}^+ : \exists n_0, n_1 \in \mathbb{Z}_+, \text{ s.t. } \mathbb{E}_{P_0}[\tau] \leq n_0, \mathbb{E}_{P_1}[\tau] \leq n_1, \epsilon_0(\Phi) \leq 2^{-n_0E_0} \text{ and } \epsilon_1(\Phi) \leq 2^{-n_1E_1} \right\}, \quad (24)$$

which allows different stopping times under different hypothesis.

The sequential probability ratio test (SPRT) $\Phi = (\phi, \tau)$ was proposed by Wald in [4]. The stopping time is defined as follows

$$\tau = \inf \left\{ n \geq 1 : S_n \geq \gamma_0 \text{ or } S_n \leq -\gamma_1 \right\}, \quad (25)$$

where

$$S_n = \sum_{i=1}^{n} \log \frac{P_0(x_i)}{P_1(x_i)}, \quad (26)$$

is the accumulated log-likelihood ratio (LLR) of the observed sequence $x$ and $\gamma_0, \gamma_1$ are two positive real numbers. Moreover, the test makes a decision according to the rule

$$\phi = \begin{cases} 0 & \text{if } S_\tau \geq \gamma_0 \\ 1 & \text{if } S_\tau \leq -\gamma_1, \end{cases} \quad (27)$$

It is shown in [24] that the above test attains the optimal error exponent tradeoff, i.e., as thresholds $\gamma_0, \gamma_1$ approach infinity, the test achieves the best error exponent trade-off in (23) and (24). It is known that the error probabilities of sequential probability ratio test as a function of $\gamma_0$ and $\gamma_1$ are [25]

$$\epsilon_0 = c_0 \cdot e^{-\gamma_1}, \quad \epsilon_1 = c_1 \cdot e^{-\gamma_0}, \quad (28)$$

as $\gamma_0, \gamma_1 \to \infty$ where $c_0, c_1$ are positive constants. Moreover, it can also be shown that

$$E_{P_0}[\tau] = \frac{\gamma_0}{D(P_0 \| P_1)}(1 + o(1)), \quad (29)$$

$$E_{P_1}[\tau] = \frac{\gamma_1}{D(P_1 \| P_0)}(1 + o(1)). \quad (30)$$
Therefore, according to definition (23), the optimal error exponent tradeoff is given by,

\[ E_0 = D(P_1 \parallel P_0), \quad E_1 = D(P_0 \parallel P_1), \]  

where thresholds \( \gamma_0, \gamma_1 \) are chosen as

\[ \gamma_0 = n(D(P_0 \parallel P_1) + o(1)), \quad \gamma_1 = n(D(P_1 \parallel P_0) + o(1)). \]

Hence, the sequential probability ratio test achieves the Stein regime error exponents of the standard likelihood ratio test simultaneously. Moreover, according to definition (24) the optimal error exponent tradeoff is given by

\[ E_0 = \ell D(P_1 \parallel P_0), \quad E_1 = \frac{1}{\ell} D(P_0 \parallel P_1), \]

where \( \ell = \frac{n \gamma}{n_0} \). Equivalently, we have

\[ E_0 E_1 = D(P_0 \parallel P_1) D(P_1 \parallel P_0). \]

To achieve (34), thresholds \( \gamma_0, \gamma_1 \) should be chosen as

\[ \gamma_0 = n_0(D(P_0 \parallel P_1) + o(1)), \quad \gamma_1 = n_1(D(P_1 \parallel P_0) + o(1)). \]

### III. Likelihood Ratio Testing Sensitivity

In this section, we study the robustness of mismatched likelihood ratio testing. We first derive the optimal error exponent tradeoff and find the worst-case error exponent when the true distribution lies in a small relative entropy ball around the testing distribution. Then, we study the deviation of the worst case error exponent around the matched likelihood ratio test exponent for small divergence balls, where the divergence is either the Rényi divergence of order \( \alpha \) or the \( f \)-divergence with \( \frac{df(\gamma)}{d\gamma} \big|_{\gamma=1} = \alpha \).

Let \( P_0(x) \) and \( P_1(x) \) be the testing distributions used in the likelihood ratio test with threshold \( \hat{\gamma} \) given by

\[ \hat{\phi}(T_x) = 1 \{ D(T_x \parallel \hat{P}_0) - D(T_x \parallel \hat{P}_1) \geq \hat{\gamma} \}. \]

For simplicity, we assume that both \( \hat{P}_0(x) > 0 \) and \( \hat{P}_1(x) > 0 \) for each \( x \in X \). We are interested in the achievable error exponent tradeoff of the mismatched likelihood ratio test, i.e.,

\[ \hat{E}_1(\hat{E}_0) = \sup \{ \hat{E}_1 \in \mathbb{R}^+ : \exists \gamma, \exists N_0 \in \mathbb{Z}^+ \text{ s.t. } \forall n > N_0, \epsilon_0 \leq e^{-n\hat{E}_0} \text{ and } \epsilon_1 \leq e^{-n\hat{E}_1} \}. \]

#### Theorem 1: For fixed \( \hat{P}_0, \hat{P}_1 \in \mathcal{P}(X) \) the optimal error exponent tradeoff in (37) is given by

\[ \hat{E}_0 = \min_{Q \in \mathcal{Q}_0} D(Q \parallel P_0), \]  

\[ \hat{E}_1 = \min_{Q \in \mathcal{Q}_1} D(Q \parallel P_1), \]

where

\[ \mathcal{Q}_0 = \{ Q \in \mathcal{P}(X) : D(Q \parallel \hat{P}_0) - D(Q \parallel \hat{P}_1) \geq \hat{\gamma} \}, \]  

\[ \mathcal{Q}_1 = \{ Q \in \mathcal{P}(X) : D(Q \parallel \hat{P}_0) - D(Q \parallel \hat{P}_1) \leq \hat{\gamma} \}. \]

The minimizing distributions in (38) and (39) are

\[ \hat{Q}_{\lambda_0}(x) = \frac{P_0(x) P_0^{-\lambda_0}(x) \hat{P}_0^{\lambda_0}(x)}{\sum_{a \in \mathcal{A}} P_0(a) P_0^{-\lambda_0}(a) \hat{P}_0^{\lambda_0}(a)}, \quad \lambda_0 \geq 0, \]

\[ \hat{Q}_{\lambda_1}(x) = \frac{P_1(x) P_0^{-\lambda_1}(x) \hat{P}_1^{\lambda_1}(x)}{\sum_{a \in \mathcal{A}} P_1(a) P_0^{-\lambda_1}(a) \hat{P}_1^{\lambda_1}(a)}, \quad \lambda_1 \geq 0 \]

respectively, where \( \lambda_0 \) is chosen so that

\[ D(\hat{Q}_{\lambda_0} \parallel \hat{P}_0) - D(\hat{Q}_{\lambda_0} \parallel \hat{P}_1) = \hat{\gamma}, \]

whenever \( D(P_0(\parallel \hat{P}_0) - D(P_0(\parallel \hat{P}_1) \leq \hat{\gamma} \), and otherwise,

\[ \hat{Q}_{\lambda_0}(x) = P_0(x) \text{ and } \hat{E}_0 = 0. \] Similarly, \( \lambda_1 \geq 0 \) is chosen so that

\[ D(\hat{Q}_{\lambda_1} \parallel \hat{P}_0) - D(\hat{Q}_{\lambda_1} \parallel \hat{P}_1) = \hat{\gamma}, \]

whenever \( D(P_1(\parallel \hat{P}_0) - D(P_1(\parallel \hat{P}_1) \leq \hat{\gamma}, \) and otherwise,

\[ \hat{Q}_{\lambda_1}(x) = P_1(x) \text{ and } \hat{E}_1 = 0. \]

Furthermore, the dual expressions for the type-I and type-II error exponents are

\[ \hat{E}_0 = \max_{\lambda \geq 0} \lambda \hat{\gamma} - \log \left( \sum_{x \in X} P_0(x) \hat{P}_0^{-\lambda}(x) \hat{P}_1^{\lambda}(x) \right), \]

\[ \hat{E}_1 = \max_{\lambda \geq 0} -\lambda \hat{\gamma} - \log \left( \sum_{x \in X} \hat{P}_0^{\lambda}(x) P_1(x) \hat{P}_1^{\lambda}(x) \right). \]

#### Proof: Theorem 1, proved in Appendix A follows from a direct application of Sanov’s Theorem.

#### Remark 1: For mismatched likelihood ratio testing, the optimizing distributions \( \hat{Q}_{\lambda_0}, \hat{Q}_{\lambda_1} \) can be different, since the decision regions only depend on the mismatched distributions. However, if \( \hat{P}_0, \hat{P}_1 \) are tilted with respect to \( P_0 \) and \( P_1 \), then both \( \hat{Q}_{\lambda_0}, \hat{Q}_{\lambda_1} \) are also tilted respect to \( P_0 \) and \( P_1 \). This implies that for any set of mismatched distributions \( \hat{P}_0, \hat{P}_1 \) that are tilted with respect to generating distributions, there exists a threshold \( \hat{\gamma} \) such that the mismatched likelihood ratio test achieves the optimal error exponent tradeoff in (6). However, the thresholds to achieve the same type-I and type-II error exponents, under the matched and mismatched tests are different, and the difference can be found by equating the likelihood ratio test for \( Q_\lambda \).

#### Theorem 2: In the Stein regime, the mismatched likelihood ratio test achieves

\[ \hat{E}_1(\hat{E}_0) = \min_{Q \in \mathcal{Q}_1} D(Q \parallel P_1), \]

with threshold

\[ \hat{\gamma} = D(P_0(\parallel \hat{P}_0) - D(P_0(\parallel \hat{P}_1) + \sqrt{\frac{V(P_0, \hat{P}_0, \hat{P}_1)}{n} Q^{-1}(\epsilon)}), \]

where

\[ V(P_0, \hat{P}_0, \hat{P}_1) = \text{Var}_{P_0} \left[ \log \frac{\hat{P}_0(X)}{\hat{P}_1(X)} \right], \]

is the variance of the random variable \( \log \frac{\hat{P}_0(X)}{\hat{P}_1(X)} \) where \( X \) is distributed according to \( P_0 \) and \( Q^{-1}(\epsilon) \) is the inverse cumulative distribution function of a zero-mean unit-variance Gaussian random variable.
Proof: Theorem 2, proved in Appendix B follows from Central Limit Theorem.

Remark 2: Note that since $P_0$ satisfies the constraint in (48) then $E_1^{(c)} \leq E_1^{(c)}$. In fact, if $\hat{P}_0, \hat{P}_1$ are tilted respect to $P_0, P_1$ then this inequality is met with equality. Moreover, it is easy to find a set of data and test distributions where $E_1^{(c)} < E_1^{(c)}$.

Next, we study the worst-case error-exponent performance of mismatched likelihood ratio testing when the distributions generating the observation fulfill

$$P_0 \in B(\hat{P}_0, r_0), \quad P_1 \in B(\hat{P}_1, r_1),$$

(51)

where

$$B(Q, r) = \{ P \in \mathcal{P}(\mathcal{X}) : d(Q, P) \leq r \},$$

(52)

is a ball centred at distribution $Q$ containing all distributions whose distance is smaller or equal than radius $r$, and for the Rényi divergence of positive order $\alpha$ where $\alpha \neq 1$ we set

$$d(Q, P) = D_\alpha(Q||P) = \frac{1}{\alpha - 1} \log \sum_{x \in \mathcal{X}} Q(x)^\alpha P(x)^{1-\alpha},$$

and for $\alpha = 1$, the continuity in $\alpha$ leads to defining the Rényi divergence of order $1$ to be the relative entropy. Similarly, given a convex and twice differentiable function $f$, we set

$$d(Q, P) = D_f(Q||P) = \sum_{x \in \mathcal{X}} P(x) f\left(\frac{Q(x)}{P(x)}\right),$$

(53)

to be the $f$-divergence, and we set $\alpha = \frac{d^2 f(u)}{du^2} |_{u=1}$.

For every $P_0$ the achievable error exponent $\hat{E}_0$ does not depend on $\hat{P}_1$ therefore, for every $r_0, r_1 \geq 0$ the least favorable exponents $\hat{E}_0(r_0), \hat{E}_1(r_1)$ can be written as

$$\hat{E}_0(r_0) = \min_{P_0 \in B(\hat{P}_0, r_0), \ Q \in \hat{Q}_0} D(Q||P_0),$$

(54)

$$\hat{E}_1(r_1) = \min_{P_1 \in B(\hat{P}_1, r_1), \ Q \in \hat{Q}_1} D(Q||P_1),$$

(55)

where $\hat{Q}_0, \hat{Q}_1$ are defined in (40), (41). Then, for any distribution pair $P_0 \in B(\hat{P}_0, r_0), P_1 \in B(\hat{P}_1, r_1)$, the corresponding error exponent pair $(\hat{E}_0, \hat{E}_1)$ satisfies

$$\hat{E}_0(r_0) \leq \hat{E}_0, \quad \hat{E}_1(r_1) \leq \hat{E}_1.$$

Figure 1 depicts the mismatched probability distributions and the mismatched likelihood ratio test as a hyperplane dividing the probability space into the two decision regions. The worst-case achievable error exponents of mismatched likelihood ratio testing for data distributions in a divergence ball are essentially the minimum relative entropy between two sets of convex probability distributions. Specifically, the minimum relative entropy between $B(\hat{P}_0, r_0)$ and $\hat{Q}_0$ gives $\hat{E}_0(r_0)$, and similarly for $\hat{E}_1(r_1)$. Observe that in the matched case, i.e., $\hat{P}_0 = P_0$ and $\hat{P}_1 = P_1$, $\hat{Q}_{\lambda_0} = \hat{Q}_{\lambda_1}$.

Furthermore, since the Rényi divergence $D_\alpha(Q||P)$ is convex in $P$ for $\alpha \geq 0$ [15], and $f$-divergence $D_f(Q||P)$ is convex in $P$ [22], then (53) is a convex optimization problem and the KKT conditions are also sufficient. In addition, for the relative entropy, writing the Lagrangian gives

$$L(Q, P_0, \lambda_0, \nu_0, \nu_0') = D(Q||P_0) + \lambda_0 (D(Q||\hat{P}_1) - D(Q||P_1) - \nu_0 (\sum_{x \in \mathcal{X}} Q(x) - 1) + \nu_0' (\sum_{x \in \mathcal{X}} P_0(x) - 1),$$

(56)

where $\lambda_0, \lambda_1, \nu_0, \nu_1$ are the Lagrange multipliers corresponding to the optimization (53) constraints. Differentiating with respect to $Q(x)$ and $P_0(x)$ and setting the derivatives to zero we have

$$1 + \log \frac{Q(x)}{P_0(x)} + \lambda_0 \log \frac{P_0(x)}{P_1(x)} + \nu_0 = 0,$$

(57)

$$\frac{Q(x)}{P_0(x)} - \frac{\hat{P}_0(x)}{\hat{P}_1(x)} + \nu_0' = 0,$$

(58)

respectively. Solving equations (57), (58) for every $x \in \mathcal{X}$ we obtain

$$Q_{\lambda_0}(x) = \frac{P_0(x) \hat{P}_1^{\lambda_0}(x)}{1 + \lambda_0^{\lambda_0}(x) \hat{P}_0(x)} - \frac{\hat{Q}_0(x)}{1 + \lambda_0^{\lambda_0}(x) \hat{P}_0(x)},$$

(59)

$$P_0(x) = \frac{1}{1 + \lambda_0^{\lambda_0}(x) \hat{P}_0(x)} + \left(1 - \frac{1}{1 + \lambda_0^{\lambda_0}(x)} \right) \hat{P}_0(x),$$

(60)

where $\lambda_0 \geq 0$. Moreover, from the complemental slackness condition [26] if for all $P_0$ in $B(\hat{P}_0, r_0)$, $D(\hat{P}_0||P_0) - D(\hat{P}_0||\hat{P}_1) < \hat{\gamma}$ then

$$D(Q_{\lambda_0}||\hat{P}_1) - D(Q_{\lambda_0}||\hat{P}_1) \geq \hat{\gamma},$$

(61)

$$D(\hat{P}_0||\hat{Q}_{\lambda_0}) \leq r_0,$$

(62)

Otherwise, if there exists a $\hat{P}_0$ in $B(\hat{P}_0, r_0)$ such that $D(\hat{P}_0||\hat{P}_0) - D(\hat{P}_0||\hat{P}_1) > \hat{\gamma}$ then

$$\max_{P_0 \in B(\hat{P}_0, r_0)} D(\hat{P}_0||\hat{P}_1) - D(\hat{P}_0||\hat{P}_1) < \hat{\gamma}$$

(63)

holds, for all $P_0$ in the relative entropy ball, then $\hat{E}_0(r_0) > 0$, otherwise $\hat{E}_0(r_0) = 0$. Similar steps hold for the second hypothesis by only substituting the distributions.

Next we will study how the worst-case error exponents $(\hat{E}_0, \hat{E}_1)$ behave when the divergence ball radii $r_0, r_1$ are small. In particular, we derive a Taylor series expansion of the worst-case error exponent, when the true distributions $P_0, P_1$ are within a Rényi entropy ball of radii $r_0, r_1$ centered at the testing distributions $\hat{P}_0, \hat{P}_1$. This approximation can also be interpreted as the worst-case sensitivity of the test, i.e., how does the test perform when actual distributions are very close to the mismatched distributions.
Theorem 3: Consider a hypothesis testing setting with mismatch, with true distributions \( P_0, P_1 \) and testing distributions \( \hat{P}_0, \hat{P}_1 \). For every \( r_i \geq 0 \), where \( i \in \{0, 1\} \), and threshold \( \hat{\gamma} \) satisfying
\[
-D(\hat{P}_0 \| \hat{P}_1) \leq \hat{\gamma} \leq D(\hat{P}_1 \| \hat{P}_0),
\]
the worst-case error exponents \( \hat{E}_i(r_i) \) can be expressed as
\[
\hat{E}_i(r_i) = E_i - \sqrt{r_i \cdot \theta_i(P_0, \hat{P}_1, \hat{\gamma}) + o(\sqrt{r_i})},
\]
where
\[
\theta_i(P_0, \hat{P}_1, \hat{\gamma}) = \frac{2}{\alpha} \text{Var}_{P_0}(\hat{Q}_\lambda(X) / P_1(X))
\]
and \( \hat{Q}_\lambda \) is the minimizing distribution in (11) for test \( \hat{\phi} \).

Observe that as a result of the \( \sqrt{r} \) expansion, the slope of the exponent for small \( r \) tends to infinity, which implies that the likelihood ratio test is very sensitive to mismatch. In addition, observe that the sensitivity terms \( \theta_i(P_0, \hat{P}_1, \hat{\gamma}) \) in (66) can also be expressed as the chi-squared distance between \( \hat{Q}_\lambda \) and \( \hat{P}_1 \).

Proposition 1: For every \( \hat{P}_0, \hat{P}_1 \in \mathcal{P}(\mathcal{X}) \), and \( \hat{\gamma} \) satisfying (64)
\[
\frac{\partial}{\partial \gamma} \theta_0(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \geq 0, \quad \frac{\partial}{\partial \gamma} \theta_1(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \leq 0.
\]

This proposition shows that \( \theta_0(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \) is a non-decreasing function of \( \hat{\gamma} \), i.e., as \( \hat{\gamma} \) increases from \( -D(\hat{P}_0 \| \hat{P}_1) \) to \( D(\hat{P}_1 \| \hat{P}_0) \), the worst-case exponent \( \hat{E}_0(r_0) \) becomes more sensitive to mismatch. Conversely, \( \theta_1(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \) is a non-decreasing function of \( \hat{\gamma} \), i.e., as \( \hat{\gamma} \) increases from \( -D(\hat{P}_0 \| \hat{P}_1) \) to \( D(\hat{P}_1 \| \hat{P}_0) \), the worst-case exponent \( \hat{E}_1(r_1) \) becomes less sensitive (more robust) to mismatch. Moreover, when \( \lambda = \frac{1}{2} \), we have
\[
\hat{Q}_{\frac{1}{2}}(x) = \sqrt{\frac{P_0(x) \hat{P}_1(x)}{\sum_{a \in \mathcal{X}} P_0(a) \hat{P}_1(a)}}
\]
and then \( \theta_0(\hat{P}_0, \hat{P}_1, \hat{\gamma}) = \theta_1(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \). In addition, \( \hat{Q}_{\frac{1}{2}} \) minimizes \( E_0 + E_1 \) yielding [27]
\[
E_0 + E_1 = D(\hat{Q}_{\frac{1}{2}} \| \hat{P}_0) + D(\hat{Q}_{\frac{1}{2}} \| \hat{P}_1)
\]
\[
= \min_{Q \in \mathcal{P}(\mathcal{X})} D(Q \| \hat{P}_0) + D(Q \| \hat{P}_1)
\]
\[
= 2B(\hat{P}_0, \hat{P}_1)
\]
where \( B(\hat{P}_0, \hat{P}_1) = -\log \sum_{x \in \mathcal{X}} \sqrt{P_0(x) \hat{P}_1(x)} \) is the Bhattacharyya distance between the mismatched distributions \( \hat{P}_0 \) and \( \hat{P}_1 \). This suggests that having equal sensitivity (or robustness) for both hypotheses minimizes the sum of the exponents.

Example 1: When \( \gamma = 0 \) the likelihood ratio test becomes the maximum-likelihood test, which is known to achieve the lowest average probability of error in the Bayes setting for equal priors. For fixed priors \( \pi_0, \pi_1 \), the error probability in the Bayes setting is \( \bar{\epsilon} = \pi_0 e_0 + \pi_1 e_1 \), resulting in the following error exponent [18]
\[
\bar{E} = \lim_{n \to \infty} -\frac{1}{n} \log \bar{\epsilon} = \min \{E_0, E_1\},
\]
IV. GENERALIZED LIKELIHOOD RATIO
TESTING SENSITIVITY

Next, we study the performance of Hoeffding’s test under mismatch. Similarly to previous section, $P_0$ denotes the actual distribution that generated the observation and $\hat{P}_0$ indicates the mismatched distribution used in the test. Hoeffding’s test using the mismatched distribution $\hat{P}_0$ with threshold $\hat{\gamma}$ is given by

$$\hat{\phi}(\hat{T}_x) = 1 \{ D(\hat{T}_x \| \hat{P}_0) \geq \hat{\gamma} \}.$$  

(73)

Note that since the original test by Hoeffding does not depend on the second distribution (cf. (18)), the test is also independent of the second probability distribution in the mismatched case. Therefore, by Sanov’s theorem, for every $P_0, P_1$ the error exponent $\hat{E}_1$ is equal to

$$\hat{E}_1 = \min_{Q \in \mathcal{P}(X)} D(Q \| P_1).$$

(74)

The above optimization is a convex problem and by KKT conditions the minimizer is the tilted distribution between $\hat{P}_0$ and $P_1$ given by

$$\hat{Q}_\mu(x) = \frac{\hat{P}_0^\mu(x) P_1^{1-\mu}(x)}{\sum_{a \in X} \hat{P}_0^\mu(a) P_1^{1-\mu}(a)}.$$  

(75)

and where $\mu$ is the solution to

$$D(\hat{Q}_\mu \| \hat{P}_0) = \hat{\gamma}.$$  

(76)

Similarly, by Sanov’s theorem, the error exponent $\hat{E}_0$ is

$$\hat{E}_0 = \min_{Q \in \mathcal{P}(X)} D(Q \| P_0).$$

(77)

It is clear that if $D(P_0 \| \hat{P}_0) \geq \hat{\gamma}$ then $\hat{E}_0 = 0$. Hence, we assume $D(P_0 \| \hat{P}_0) < \hat{\gamma}$. Unfortunately, the solution to the above error exponent cannot be derived by convex optimization since the constraint is the complement of a convex set. In the following, we introduce an upper bound to the achievable exponents.

**Theorem 4:** For fixed $\hat{P}_0, P_0 \in \mathcal{P}(X)$ the error exponent $\hat{E}_0$ of Hoeffding’s test with mismatch is upper bounded by

$$\hat{E}_0 \leq (\hat{\gamma} - \sqrt{2\gamma})(\| P_0 - \hat{P}_0 \|_{TV})^+, \quad (x)^+ = \max(0, x).$$

(78)

where $\| \cdot \|_{TV}$ is the total variational distance, and $(x)^+ = \max(0, x).

Observe from Theorem 4 that the highest achievable exponent in Hoeffding’s test is equal to the achievable exponent when $\hat{P}_0 = P_0$, i.e., the mismatch will always result in suboptimal error exponent tradeoff. However, the likelihood ratio testing can still achieve an optimal error exponent tradeoff under mismatch if the mismatched distributions are tilted version of actual distributions. The universality of Hoeffding’s test can explain the higher sensitivity of Hoeffding’s test.

For small thresholds $\hat{\gamma}$ we can also approximate (77) by Taylor expanding the $D(Q \| P_0), D(Q \| \hat{P}_0)$ to get

$$\hat{E}_0 = \min_{\| \theta \| \leq \gamma} \frac{1}{2} \hat{\theta}^T J \hat{\theta} + o(\| \theta \|^2) + o(\| \hat{\theta} \|^2)$$  

(79)

where

$$\theta = (Q(x_1) - P_0(x_1), \ldots, Q(x_{|X|}) - P_0(x_{|X|}))^T,$$

$$\hat{\theta} = (Q(x_1) - \hat{P}_0(x_1), \ldots, Q(x_{|X|}) - \hat{P}_0(x_{|X|}))^T,$$

$$J = \text{diag}(\alpha, \ldots, \alpha),$$

$$\hat{J} = \text{diag}(\alpha, \ldots, \alpha).$$

(80) (81) (82) (83)

Observe that, since (77) is minimizing a convex function over the complement of the convex set, the optimizing distribution is always on the boundary of the set and hence $D(Q^* \| \hat{P}_0) = \hat{\gamma}$ where $Q^*$ is the optimizing distribution. Therefore, we can conclude that $\| Q^* - \hat{P}_0 \| = O(\sqrt{\gamma})$. Similarly by the assumption $D(P_0 \| \hat{P}_0) \leq \hat{\gamma}$, we get that $\| P_0 - \hat{P}_0 \| = O(\sqrt{\gamma})$, and hence by the triangle inequality $\| Q^* - P_0 \| = O(\sqrt{\gamma})$. Substituting these into the error term we get that the approximation error is $o(\hat{\gamma})$. Next by replacing $Q(x|x_1) = 1 - \sum_{x=1}^{\gamma+1} Q(x)$ and dropping the equality condition we have

$$\hat{E}_0 = \min_{\| \theta \| \leq \gamma} \frac{1}{2} Q^T H Q + h^T Q - 1 + o(\hat{\gamma})$$

(84)

where

$$H(|X|-1 \times |X|-1) = \begin{pmatrix}
\frac{1}{\hat{P}_0(|X|)} & \cdots & \frac{1}{\hat{P}_0(|X|)} \\
\cdots & \cdots & \cdots \\
\frac{1}{\hat{P}_0(|X|)} & \cdots & \frac{1}{\hat{P}_0(|X|)}
\end{pmatrix},$$

$$h(|X|-1 \times 1) = -\frac{1}{\hat{P}_0(|X|)} - \frac{1}{\hat{P}_0(|X|)}^T,$$

(85)

and $H, h$ are $H, h$ with $P_0$ replaced by $\hat{P}_0$. This optimization problem is quadratic optimization with a single quadratic constraint. Using the Schur complement to express the dual problem, we obtain [26, Appendix B]

$$\hat{E}_0 = \max_{\lambda \geq 0} \nu$$

(86)

where

$$R = \frac{1}{2} \left( H + \lambda \hat{H} \right) - \left( h + \lambda \hat{h} \right) - 2 + \lambda (1 + \hat{\gamma}) - \nu.$$  

(87)

This optimization problem is convex as the dual problem is always concave. In addition the strong duality holds for this problem when the Slater’s condition is met that is there exist a $Q$ such that the $-\frac{1}{2} Q^T H Q - h^T Q + \gamma + 1 < 0$ [26]. Therefore, one can find the mismatched type-I error exponent for $\hat{\gamma}$ small enough by conventional convex optimization methods.

We now focus on the worst-case error-exponent performance of the mismatched Hoeffding test when the distributions generating the observation fulfill (51), i.e., they are inside a divergence ball of radii $r_0, r_1$. Figure 4 illustrates the mismatched probability distributions and the mismatched Hoeffding test as the relative entropy ball centered at $\hat{P}_0$ divides the probability space into the two decision regions.
For every $P_0$ the achievable error exponent $\hat{E}_0$ does not depend on $P_1$ therefore, for every $r_0$, the least favorable exponents $\mathcal{E}_0(r_0)$, defined in (77) can be written as

$$\mathcal{E}_0(r_0) = \min_{P_0: P_0 \in \mathcal{B}(\hat{P}_0, r_0)} \max_{Q \in \mathcal{P}(X): D(Q \| P_0) \geq \gamma} D(Q \| P_0),$$

(88)

where $\mathcal{B}(\hat{P}_0, r_0)$ is the divergence ball centered at $\hat{P}_0$ with radius $r_0$ (51) with divergence measure parametrized by $\alpha$. As opposed to the mismatched likelihood ratio test where the worst achievable exponent could be found by solving a convex problem, here, the optimization problem in (88) is non-convex and in principle difficult to solve. However, as the next theorem states, we are still able to perform a Taylor series expansion to find the behavior of the worst exponent $\mathcal{E}_0(r_0)$ when the radius of the relative entropy ball $r_0$ is small.

**Theorem 5:** Consider a mismatched generalized likelihood ratio test with real and test distributions $P_0$, $P_1$ and $\hat{P}_0$, respectively. For every $r_0 \geq 0$, we have that the error exponent $\mathcal{E}_0(r_0)$ can be approximated as

$$\mathcal{E}_0(r_0) = E_0 - \sqrt{r_0 \cdot \theta_0(P_0, \hat{\gamma})} + o(\sqrt{r_0}),$$

(89)

where

$$\theta_0(P_0, \hat{\gamma}) = \max_{Q: D(Q \| P_0) = \hat{\gamma}} \frac{2}{\alpha} \text{Var}_{P_0} \left( \frac{Q(X)}{P_0(X)} \right),$$

(90)

is the sensitivity of Hoeffding’s test with mismatch.

Observe that the whole expressions (66) and (90) are structurally similar, (90) has an additional optimization step. The following result compares the sensitivities of the worst-case mismatched likelihood ratio and Hoeffding’s test sensitivities.

**Proposition 2:** Let $\hat{P}_0$ be fixed and $\hat{P}_1$ be some distribution used in the likelihood ratio test. Also, let Hoeffding’s test sensitivity denoted by $\theta_0^h(P_0, \hat{\gamma}^h)$, and $\theta_0^{\text{lrt}}(P_0, \hat{P}_1, \hat{\gamma}^{\text{lrt}})$ be the sensitivity of likelihood ratio test when the threshold $\hat{\gamma}^{\text{lrt}}$ is chosen such that the type-I error exponent is equal to $\hat{\gamma}^h$. Then, we have

$$1 \leq \frac{\theta_0^h(\hat{P}_0, \hat{\gamma}^h)}{\theta_0^{\text{lrt}}(P_0, \hat{P}_1, \hat{\gamma}^{\text{lrt}})} \leq \sqrt{\frac{(h-1)^2}{h \log h + 1 - h}}.$$  

(91)

where

$$h = \min \left\{ 1, \frac{\hat{\gamma}^h + \min_{x \in X} P_0(x)}{\min_{x \in X} P_0(x)} \right\}.$$  

(92)

Also, we have the weaker inequality

$$\frac{\theta_0^h(\hat{P}_0, \hat{\gamma}^h)}{\theta_0^{\text{lrt}}(P_0, \hat{P}_1, \hat{\gamma}^{\text{lrt}})} \leq \sqrt{\frac{4}{\min_{x \in X} P_0(x)}}.$$  

(93)

**V. SEQUENTIAL PROBABILITY RATIO TESTING SENSITIVITY**

The sequential probability ratio test $\hat{\Phi} = (\hat{\phi}, \hat{\tau})$ with thresholds $\hat{\gamma}_0, \hat{\gamma}_1$ and mismatched distributions $\hat{P}_0(x), \hat{P}_1(x)$ is given by

$$\hat{\tau} = \inf \{ n \geq 1 : \hat{S}_n \geq \hat{\gamma}_0 \text{ or } \hat{S}_n \leq \hat{\gamma}_1 \},$$

(94)

where

$$\hat{S}_n = \sum_{i=1}^{n} \log \frac{\hat{P}_0(x_i)}{\hat{P}_1(x_i)},$$

(95)

and

$$\hat{\phi} = \begin{cases} 0 & \text{if } \hat{S}_n \geq \hat{\gamma}_0 \\
1 & \text{if } \hat{S}_n \leq \hat{\gamma}_1. \end{cases}$$

(96)

Similarly to the previous sections, in order to study the sensitivity of the mismatched sequential ratio test, we first study the highest achievable error exponents, i.e.,

$$\hat{E}_1(\hat{E}_0) \triangleq \sup \{ \hat{E}_1 \in \mathbb{R}_+ : \exists \hat{\gamma}_0, \hat{\gamma}_1, \exists n \in \mathbb{Z}_+, \text{s.t.} \mathbb{E}_{P_0}[\hat{\tau}] \leq n, \mathbb{E}_{P_1}[\hat{\tau}] \leq n, \epsilon_0(\hat{\Phi}) \leq 2^{-n\hat{E}_0} \text{ and } \epsilon_1(\hat{\Phi}) \leq 2^{-n\hat{E}_1} \},$$

(97)

which is analogous to the definition in (23). Similarly to (24), we can also define the following tradeoff

$$\hat{E}_1(\hat{E}_0) \triangleq \sup \{ \hat{E}_1 \in \mathbb{R}_+ : \exists \hat{\gamma}_0, \hat{\gamma}_1, \exists n_0, n_1 \in \mathbb{Z}_+, \text{s.t.} \mathbb{E}_{P_0}[\hat{\tau}] \leq n_0, \mathbb{E}_{P_1}[\hat{\tau}] \leq n_1, \epsilon_0(\hat{\Phi}) \leq 2^{-n_0\hat{E}_0} \text{ and } \epsilon_1(\hat{\Phi}) \leq 2^{-n_1\hat{E}_1} \}.$$  

(98)

The next theorem provides the error exponents $\hat{E}_0$, $\hat{E}_1$ and the average stopping time $\mathbb{E}_{P_0}[\hat{\tau}]$, $\mathbb{E}_{P_1}[\hat{\tau}]$ of the mismatched sequential probability ratio test as a function of thresholds $\hat{\gamma}_0, \hat{\gamma}_1$.

**Theorem 6:** For fixed probability measures $\hat{P}_0$, $\hat{P}_1$, let $P_0$ and $P_1$ be such that

$$0 < D(P_0 || P_1) - D(P_0 || \hat{P}_0), 0 < D(P_1 || \hat{P}_0) - D(P_1 || \hat{P}_1).$$

(99)

Then, as $\hat{\gamma}_0, \hat{\gamma}_1 \to \infty$, the pairwise probabilities of error $\hat{\epsilon}_0, \hat{\epsilon}_1$ are given by

$$\hat{\epsilon}_0 = \hat{\epsilon}_0 \cdot e^{-\frac{D(P_0 || \hat{P}_0) - D(P_0 || P_0)}{\hat{\gamma}_0}},$$

(100)

$$\hat{\epsilon}_1 = \hat{\epsilon}_1 \cdot e^{-\frac{D(P_1 || \hat{P}_1) - D(P_1 || P_1)}{\hat{\gamma}_1}},$$

(101)

where $\hat{\epsilon}_0, \hat{\epsilon}_1$ are the statistical probabilities of error in the mismatched sequential probability ratio test.
where \( \hat{c}_0, \hat{c}_1 \) are positive constants. Furthermore, the expected stopping times are given by
\[
E_{P_0}[\hat{\tau}] = \frac{\hat{\gamma}_0}{D(P_0\|P_1) - D(P_0\|P_0)} (1 + o(1)), \\
E_{P_1}[\hat{\tau}] = \frac{\hat{\gamma}_1}{D(P_1\|P_0) - D(P_1\|P_1)} (1 + o(1)).
\] (102) (103)

The next result states that if the average drift of the likelihood ratio changes sign under mismatch, the probability of error under that hypothesis tends to one.

**Theorem 7**: For fixed \( P_0, P_1 \), let \( P_0 \) be such that
\[
D(P_0\|\hat{P}_1) - D(P_0\|\hat{P}_0) < 0.
\] (104)
Then, as thresholds \( \hat{\gamma}_0, \hat{\gamma}_1 \) approach infinity, \( \hat{c}_0 \to 1 \). Similarly, letting \( P_1 \) such that
\[
D(P_1\|\hat{P}_0) - D(P_1\|\hat{P}_1) < 0.
\] (105)
\( \hat{c}_1 \to 1 \) as thresholds \( \hat{\gamma}_0, \hat{\gamma}_1 \) approach infinity.

**Corollary 1**: Under the conditions of Theorem 6, the achievable error exponent tradeoff according to (97) is given by
\[
\hat{E}_0 = D(P_0\|P_1) + D(P_0\|\hat{P}_0) - D(P_0\|\hat{P}_1),
\] (106)
\[
\hat{E}_1 = D(P_1\|P_0) + D(P_1\|\hat{P}_0) - D(P_1\|\hat{P}_1).
\] (107)

where to achieve these exponent thresholds \( \hat{\gamma}_0, \hat{\gamma}_1 \) should be chosen as
\[
\hat{\gamma}_0 = n(D(P_0\|\hat{P}_1) - D(P_0\|\hat{P}_0) + o(1)), \\
\hat{\gamma}_1 = n(D(P_1\|\hat{P}_0) - D(P_1\|\hat{P}_1) + o(1)).
\] (108) (109)

Moreover, the achievable error exponents according to (98) satisfy
\[
\hat{E}_0 = \ell D(P_0\|P_1), \\
\hat{E}_1 = \frac{1}{\ell} D(P_1\|P_0),
\] (110)

where \( \ell = \frac{D(P_1\|P_0) - D(P_1\|\hat{P}_0) + D(P_0\|\hat{P}_1)}{D(P_0\|P_1) - D(P_0\|\hat{P}_0) + D(P_1\|\hat{P}_1)} \). Equivalently, we have that
\[
\hat{E}_0 \hat{E}_1 = D(P_0\|P_1) D(P_1\|P_0).
\] (111)

To achieve (111), thresholds \( \hat{\gamma}_0, \hat{\gamma}_1 \) should be chosen as
\[
\hat{\gamma}_0 = n_0(D(P_0\|\hat{P}_1) - D(P_0\|\hat{P}_0) + o(1)), \\
\hat{\gamma}_1 = n_1(D(P_1\|\hat{P}_0) - D(P_1\|\hat{P}_1) + o(1)).
\] (112) (113)

By comparing (34), (111) we can conclude that mismatched sequential probability ratio test has the same performance as the case with no mismatch, i.e., there exist thresholds \( \gamma_0, \gamma_1 \) such that the expected stopping time condition is met, and the error exponents satisfy (111). The intuition behind the existence of thresholds such that the optimal tradeoff is achievable relies on the fact that the mismatched distributions only cause a change in the drifts of the random walk generated by \( \hat{S}_n \), and hence one can choose the thresholds appropriately to rescale the random walk behavior to achieve the optimal exponents. However, choosing \( \gamma_0, \gamma_1 \) to achieve (111) requires the knowledge of true probability measures \( P_0, P_1 \) by (112), (113), which might not be possible. Note that, in the case of the likelihood ratio test, the number of samples is fixed. Hence, we cannot change the speed of decision-making when using the mismatched distributions, and mismatched distributions change the drift of the log-likelihood ratio, but rescaling the number of samples described for the mismatched likelihood ratio is not possible; therefore, mismatch can reduce the exponents. Having this in mind, we consider the performance of the mismatched probability ratio test when the thresholds are selected from (108), (109), (112) and (113) but replacing \( P_0, P_1 \) by the mismatched measures \( \hat{P}_0, \hat{P}_1 \). In fact, this is precisely the relevant practical scenario where only the testing probability measures \( \hat{P}_0, \hat{P}_1 \) are available. In this scenario, mismatch in probability measures will induce a mismatch in expected stopping time and the error exponents. Consider the case where (32) is used with mismatched measures \( P_0, P_1 \),
\[
\gamma_0 = n(D(P_0\|\hat{P}_1) + o(1)), \\
\gamma_1 = n(D(P_1\|\hat{P}_0) + o(1)).
\] (114)

Using (114) and by Theorem 6 we obtain
\[
\hat{E}_0 = n \frac{D(P_0\|P_1)}{D(P_0\|P_1) - D(P_0\|P_0)} (1 + o(1)), \\
\hat{E}_1 = n \frac{D(P_1\|P_0)}{D(P_1\|P_0) - D(P_1\|P_1)} (1 + o(1)).
\] (115) (116)

Therefore, the mismatch in the thresholds, induces expected stopping times that may be larger than \( n \). Letting \( \eta^{-1} = \max \left\{ \frac{D(P_0\|P_1)}{D(P_0\|P_1) - D(P_0\|P_0)} \right\} \), and according to definition (97) we have the following exponents,
\[
\hat{E}_0 = \frac{D(P_0\|P_1) D(P_1\|\hat{P}_0)}{D(P_0\|P_1) - D(P_0\|P_0)}, \\
\hat{E}_1 = \frac{D(P_1\|P_0) D(P_0\|\hat{P}_1)}{D(P_1\|P_0) - D(P_1\|P_1)} \eta.
\] (117) (118)

Similarly to (35), for the second definition of exponent, we need to multiply one of the thresholds by \( \ell \), and the corresponding exponents will be equal to \( \ell \) and \( 1/\ell \) above the times above.

We now analyze the worst-case error exponents, defined as
\[
\hat{E}_r(r_i) \triangleq \min_{P_i \in B(Q, r_i)} \hat{E}_i, \ i \in \{0, 1\},
\] (119)
where \( B(Q, r) \) is the divergence ball of radius \( r \) centered at distribution \( Q \) defined in (52). From (117), we observe that error exponents of mismatched sequential probability ratio test are a function of both data distributions \( P_0, P_1 \), as opposed to the fixed sample-size setting where \( E_0 \) is independent of \( P_1 \). The next theorem shows the behavior of the worst-case exponents when the true distributions are within a small divergence ball of radii \( r_0, r_1 \) and center \( P_0, P_1 \), respectively.

**Theorem 8**: Let \( P_i, P_i \) are defined on the probability simplex \( P(X) \) and \( r_i \geq 0, \ i \in \{0, 1\} \). Define \( \bar{r}_i = 1 - i \) to be the complement of index \( i \). Then, the worst-case error exponents can be approximated as
\[
\hat{E}_r(r_i) = E_i - \min_{\{j \neq i\}} \left\{ \sum_{j=0}^{1} \sqrt{r_j \cdot \theta_{i,j}(P_0, P_1), \sqrt{r_i \cdot \theta_i(P_0, P_1)}} \right\}
\] (120)
where
\[
\theta_{i,j}(\hat{P}_0, \hat{P}_1) = \begin{cases} 
\frac{2}{\alpha} \text{Var}_{\hat{P}_i} \left( \rho_i \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} \right) & i = j \\
\frac{2}{\alpha} \text{Var}_{\hat{P}_j} \left( \rho_i \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} \right) & i \neq j
\end{cases} 
\] (121)
\[
\theta_i(\hat{P}_0, \hat{P}_1) = \frac{2}{\alpha} \text{Var}_{\hat{P}_i} \left( \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} + \rho_i \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} \right), 
\] (122)
\[
\rho_i = \frac{D(\hat{P}_i \parallel \hat{P}_j)}{D(\hat{P}_i \parallel \hat{P}_1)}. 
\] (123)

Next assuming \( r_0 = r_1 = r \), we obtain the following result.

**Corollary 2:** For every \( r = r_0 = r_1 \geq 0 \), and \( i \in \{0,1\}, \bar{r} = 1 - i \),
\[
\bar{E}_i(r) = E_i - \sqrt{r} \cdot \theta_i(\hat{P}_0, \hat{P}_1) + o(\sqrt{r}), 
\] (124)
where
\[
\theta_i(\hat{P}_0, \hat{P}_1) = \frac{2}{\alpha} \text{Var}_{\hat{P}_i} \left( \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} + \rho_i \log \frac{\hat{P}_i(X)}{\hat{P}_j(X)} \right). 
\] (125)

As an example, consider \( \hat{P}_0 = \text{Bern}(0,1) \), \( \hat{P}_1 = \text{Bern}(0,8) \), and \( r = r_0 = r_1 \) and the relative entropy is used as the \( f \)-divergence ball measure of distance. Figure 5 shows the worst-case error exponent obtained by solving non-convex optimization problem in (119) with precision of \( 10^{-3} \) as well as the approximation \( \bar{E}_0 \) obtained from (124) by ignoring the \( o(\sqrt{r}) \) term. Observe that there exists some gap between the approximation \( \bar{E}_0 \) and the actual exponent \( \bar{E}_0 \) in (119). The approximation consists of a linear approximation of the objective and second order approximation of constraints and computing it is straightforward for arbitrary distributions and radii. Instead, computing the exact optimization problem \( \bar{E}_0 \) in (119) is difficult, as it is a non-convex optimization problem involving a highly nonlinear objective, cf. Eqs. (117)–(119).

**VI. ADVERSARIAL SETTING**

In this section, we study the sensitivity of hypothesis testing under a perturbation of the observed samples by an adversary.

**A. Likelihood Ratio Test**

We consider the worst-case scenario where an adversary can change the sample type to \( \hat{T}_x \), where the change is assumed to be limited to a divergence ball around the type of actual sequence \( \hat{T}_x \) generated by either of the hypothesis, i.e., \( d(\hat{T}_x, \hat{T}_x) \leq r \).

Similar to the case with the distribution mismatch, by direct application of Sanov’s theorem, we can find the worst-case exponents by solving the optimization
\[
\bar{E}_0(r) = \min_{Q \in Q_0^\text{adv}} \min_{Q : d(Q, \hat{Q}) \leq r} D(Q \parallel P_0), 
\] (126)
\[
\bar{E}_1(r) = \min_{Q \in Q_1^\text{adv}} \min_{Q : d(Q, \hat{Q}) \leq r} D(Q \parallel P_1), 
\] (127)
where
\[
Q_0^\text{adv} = \{ \hat{Q} \in \mathcal{P}(X) : D(\hat{Q} \parallel P_0) - D(\hat{Q} \parallel P_1) \geq \gamma \}, 
\] (128)
\[
Q_1^\text{adv} = \{ \hat{Q} \in \mathcal{P}(X) : D(\hat{Q} \parallel P_0) - D(\hat{Q} \parallel P_1) \leq \gamma \}. 
\] (129)

Furthermore, in the case where the distance \( d \) is the \( f \)-divergence ball or the Rényi divergence ball of order \( \alpha \in [0,1] \), \( d(Q, \hat{Q}) \) is jointly convex [15], [22]. Hence, (126) is a convex optimization problem and, the KKT conditions are also sufficient. Writing the Lagrangian for \( \alpha = 1 \) we have
\[
L(Q, \hat{Q}, \lambda_1, \lambda_2, \nu_1, \nu_2) = D(Q \parallel P_0) + \lambda_1 \left( D(\hat{Q} \parallel P_1) - D(Q \parallel P_0) + \gamma \right) + \lambda_2 (D(\hat{Q} \parallel P_0) - r) 
\]
\[
+ \nu_1 \left( \sum_{x \in \mathcal{X}} Q(x) - 1 \right) + \nu_2 \left( \sum_{x \in \mathcal{X}} \hat{Q}(x) - 1 \right). 
\] (130)

Differentiating with respect to \( Q(x) \) and \( \hat{Q}(x) \) and setting the derivatives to zero, we have
\[
1 + \log \frac{Q(x)}{P_0(x)} + \lambda_1 \left( 1 + \log \frac{Q(x)}{Q(x)} \right) + \nu_1 = 0, 
\] (131)
\[
\lambda_1 \log \frac{P_0(x)}{P_1(x)} - \lambda_2 \frac{Q(x)}{Q(x)} + \nu_2 = 0, 
\] (132)
respectively. Solving equations (131), (132) for every \( x \in \mathcal{X} \), we obtain
\[
Q_{\lambda_1, \lambda_2}(x) = \frac{P_0(x)}{\left( 1 - \frac{\lambda_1}{\lambda_2} \gamma + \frac{\lambda_1}{\lambda_2} \log \frac{P_0(x)}{P_1(x)} \right)^{1+\lambda_2}}, 
\] (133)
\[
\hat{Q}_{\lambda_1, \lambda_2}(x) = \frac{P_0(x)}{\left( 1 - \frac{\lambda_1}{\lambda_2} \gamma + \frac{\lambda_1}{\lambda_2} \log \frac{P_0(x)}{P_1(x)} \right)^{1+\lambda_2}}. 
\] (134)
where \( \lambda_1, \lambda_2 \) can be found by solving \( D(Q_{\lambda_1},Q_{\lambda_2}) = r \) and \( D(Q_{\lambda_1},Q_{\lambda_2}) = 1 \). Next, we will study the error exponents’ worst-case sensitivity when the radius of the divergence ball is small.

**Theorem 9:** For every \( r \geq 0 \) we have
\[
\hat{E}_r(r) = E_i - \sqrt{r \cdot \theta_i(P_0, P_1, \gamma)} + o(\sqrt{r}),
\]
where
\[
\theta_i(P_0, P_1, \gamma) = \frac{2}{\alpha} \text{Var}_{\lambda}(\log \frac{Q_\lambda(X)}{P_\lambda(X)}),
\]
and \( Q_\lambda(X) \) is the minimizing distribution in (11).

**Remark 3:** Unlike the distribution mismatch where \( \hat{D}_{\lambda_0}^{\text{dist}}(P_0, P_1, \gamma) \geq 0 \), the sensitivities of the likelihood ratio test towards sample mismatch are not strictly-increasing nor strictly-decreasing. Instead, it can be shown that the derivative of the sample sensitivities respect to the threshold \( \gamma \) is proportional to the skewness of the random variable \( \log \frac{P_\lambda(X)}{Q_\lambda(X)} \) under the distribution \( Q_\lambda(X) \) which can have any sign, depending on \( P_0 \) and \( P_1 \). However, similarly to the case of distribution mismatch, the sensitivities under both distributions are equal when \( \lambda = \frac{1}{2} \), i.e., \( \theta_0(P_0, P_1, \gamma) = \theta_0(P_0, P_1, \gamma) \). More generally, for any \( \lambda \), by substituting \( Q_\lambda \), we have
\[
\frac{\theta_0(P_0, P_1, \gamma)}{\theta_1(P_0, P_1, \gamma)} = \frac{\text{Var}_{\lambda}(\log \frac{Q_\lambda(X)}{P_\lambda(X)})}{\text{Var}_{\lambda}(\log \frac{Q_\lambda(X)}{P_\lambda(X)} + \sqrt{\frac{2}{\alpha}} \lambda \log \frac{P_\lambda(x)}{Q_\lambda(x)} - \lambda \log \frac{P_\lambda(x)}{Q_\lambda(x)} - \frac{\lambda}{1 - \lambda})^2).
\]

Next, we will compare the sensitivity of the likelihood ratio test toward distribution mismatch and sample mismatch.

**Corollary 3:** For every \( P_0, P_1 \in \mathcal{P}(\mathcal{X}) \) and \( \lambda \in \{0, 1\} \), we have
\[
\left( \min_{x \in \mathcal{X}} \frac{P_\lambda(x)}{Q_\lambda(x)} \right)^{\theta_0^{\text{dist}}} - E_i^2 \leq \theta_i^{\text{adv}} \leq \theta_i^{\text{dist}},
\]
where \( \theta_i^{\text{dist}}, \theta_i^{\text{adv}} \) are the likelihood ratio test distribution and adversarial setting sensitivities in (66) and (136).

As can be seen from the above result, having distribution mismatch renders the test performance more sensitive than an adversary tampering with the observation when the divergence ball radii are equal.

**Example 2:** Consider \( \hat{P}_0 = \text{Bern}(0.1) \), \( \hat{P}_1 = \text{Bern}(0.8) \). By finding the optimizing distribution \( Q_\lambda \) we have
\[
\theta_0^{\text{adv}} = 1.136, \theta_0^{\text{dist}} = 0.854 \text{ and the lower bound in (141) equals to 0.151.}
\]

Observe that for small radii, the approximations for worst case mismatch and worst case adversarial settings are accurate. In this case, by equating the approximations of mismatched and adversarial error exponents, we have that if \( \frac{\theta_i^{\text{adv}}}{\theta_i^{\text{dist}}} = \frac{\theta_0^{\text{adv}}}{\theta_0^{\text{dist}}} \) then, the worst case error exponents under both scenarios are equal.

**B. Generalized Likelihood Ratio Test**

Next, we consider the worst-case Hoeffding’s generalized likelihood test in the adversarial setting. Similarly to the likelihood ratio test, we assume the observer receives samples with the type \( T'_a \) which satisfies \( d(T_a, T'_a) \leq r \) and \( T_a \) is the type of the original sequence generated by the unknown hypothesis. By direct application of Sanov’s theorem, we have
\[
\hat{E}_r(r) = \min_{\hat{Q}, D(\hat{Q}||P_0) \geq \gamma, D(\hat{Q}||P_1) \leq r} D(\hat{Q}||P_0),
\]
\[
\hat{E}_r(r) = \min_{\hat{Q}, D(\hat{Q}||P_0) \leq \gamma, D(\hat{Q}||P_1) \leq r} D(\hat{Q}||P_1),
\]
In this scenario, unlike the case with distribution mismatch, the adversary can change both error exponents. It is clear that \( \hat{E}_r \) is non-convex optimization, and for the \( f \)-divergence or the Rényi divergence of order \( \alpha \in [0, 1] \), \( \hat{E}_r \) is a convex optimization and hence easy to solve. Like previous sections, we will look into the sensitivity of error exponents when the divergence ball radius is small.

**Theorem 10:** For every \( r \geq 0 \), the worst-case error exponents can be approximated as
\[
\hat{E}_r(r) = E_i - \sqrt{r \cdot \theta_i(P_0, P_1, \gamma)} + o(\sqrt{r}),
\]
where
\[
\theta_0(P_0, P_1, \gamma) = \frac{2}{\alpha} \max_{\hat{Q}, D(\hat{Q}||P_0) = \gamma} \text{Var}_{\mu}(\log \frac{\hat{Q}(X)}{P_0(X)}),
\]
\[
\theta_1(P_0, P_1, \gamma) = \frac{2}{\alpha} \text{Var}_{\mu}(\log \frac{Q_\mu(X)}{P_1(X)}),
\]
are the type-I and type-II error exponents’ sensitivities of the Hoeffding’s test, and \( Q_\mu(X) \) is the minimizing distribution in (21).

In this scenario, both exponents will be affected by a change in the observation type as opposed to distribution mismatch, where only the first exponent would change as a result of the mismatch. Similarly to the likelihood ratio test, we have that distribution mismatch is more sensitive than adversarial observation perturbation.

**Corollary 4:** For every \( P_0, P_1 \in \mathcal{P}(\mathcal{X}) \) we have
\[
\theta_0^{\text{adv}} \leq \theta_0^{\text{dist}},
\]
where \( \theta_0^{\text{dist}}, \theta_0^{\text{adv}} \) are the generalized likelihood ratio test distribution and sample sensitivities in (90) and (145). It is easy to see that Corollary 4 is an immediate result of Corollary 3 by taking the maximum of the both distribution and sample sensitivities over all distributions \( \hat{Q} \) such that \( D(\hat{Q}||P_0) = \gamma \).
C. Sequential Probability Ratio Test

Finally, we study the impact of adversarial observation perturbation on the error exponents of the sequential probability ratio test due to sample mismatch. In this setting, we assume that the adversary can perturb the received sequence type in a divergence ball with a specific radius when the test stops. Formally, the adversary can observe all the future samples \((x_i)_{i=1}^\infty\) and alter the samples to \((x'_i)_{i=1}^\infty\), with the constraint that for any positive \(n\) the sample types and perturbed sample types of \((x_i)_{i=1}^\infty\), \((x'_i)_{i=1}^\infty\) satisfy \(d(T_{x_i}, T_{x'_i}) \leq r\), and the sequential probability ratio test calculates the log-likelihood ratio using the perturbed samples, i.e.,

\[
\hat{S}_n = \sum_{i=1}^{n} \log \frac{P_0(x'_i)}{P_1(x'_i)}
\]

The worst-case error exponent trade-off in the adversarial setting can be defined as

\[
\hat{E}_1(\hat{E}_0, r) \triangleq \inf_{d(T_{x_i}, T_{x'_i}) \leq r} \sup \left\{ \hat{E}_1 \in \mathbb{R}_+ : \exists \gamma_0, \gamma_1, \right.
\]

\[\exists n_0, n_1 \in \mathbb{Z}_+, \text{s.t.} \hat{E}_0(x_i) \leq n_0, \hat{E}_1(x_i) \leq n_1, \]

\[\epsilon_0(\Phi) \leq 2^{-n_0} \hat{E}_0 \text{ and } \epsilon_1(\Phi) \leq 2^{-n_1} \hat{E}_1\}.
\]

where the worst case stopping time is defined as

\[
\hat{\tau} = \inf \{ n \geq 1 : \hat{S}_n \geq \gamma_0, \hat{S}_n \leq -\gamma_1 \}. \tag{150}
\]

This model is the worst possible adversarial setting as the adversarial can see future samples and change the whole sequence until the stopping time to maximize the stopping time and also minimize the error exponents. We find a lower bound on the error exponents and an upper bound on the average stopping time in this adversarial setting.

**Theorem 11:** For every \(r \geq 0\), \(i \in \{0, 1\}\), define \(\hat{i} = 1 - i\) to be the complement of index \(i\). The worst-case error exponents can be approximated as

\[
\hat{E}_0(r) \hat{E}_1(r) \geq \left( D(P_0 \| P_0) - 2 \sqrt{r \cdot \theta_0(P_0, P_1)} \right) \times
\]

\[
\left( D(P_0 \| P_1) - 2 \sqrt{r \cdot \theta_1(P_0, P_1)} \right) + o(\sqrt{r}). \tag{151}
\]

where

\[
\theta_i(P_0, P_1) = \frac{2}{\alpha} \text{Var}_{P_i} \left( \log \frac{P_1}{P_i} \right) \tag{152}
\]

Theorem 11 provides only a lower bound to the worst-case error exponents in the adversarial setting. Thus, we cannot compare the sensitivities derived in the mismatched case with the adversarial worst-case sensitivity.

**APPENDIX A**

**Proof of Theorem 1**

We show the result for \(\hat{E}_0\) and similar steps are valid for \(\hat{E}_1\). The type-I probability of error can be written as

\[
\hat{\epsilon}_0 = \sum_{x \in \mathcal{X}} P_0^n (x). \tag{153}
\]

Applying Sanov’s Theorem to (153) to get (38) is immediate. The optimization problem in (38) consists of the minimization of a convex function over linear constraints. Therefore, the KKT conditions are also sufficient [26]. Writing the Lagrangian, we have

\[
L(Q, \lambda, \nu) = D(Q \| P_0) + \lambda(D(Q \| \hat{P}_0) - D(Q \| \hat{P}_0) + \hat{\gamma}) + \nu \left( \sum_{x \in \mathcal{X}} Q(x) - 1 \right). \tag{154}
\]

Differentiating with respect to \(Q(x)\) and setting to zero we have

\[
1 + \log \frac{Q(x)}{\hat{P}_0(x)} + \log \frac{\hat{P}_0(x)}{P_1(x)} + \nu = 0. \tag{155}
\]

Solving equations (155) for every \(x \in \mathcal{X}\) we obtain (42). Moreover, from the complementary slackness condition if [26]

\[
D(P_0 \| \hat{P}_0) - D(P_0 \| \hat{P}_1) \leq \hat{\gamma}, \tag{156}
\]

then (44) should hold. Otherwise, if (156) does not hold then \(\hat{\lambda}\) in (155) should be zero and hence \(\hat{Q}_{\lambda_0} = P_0, \hat{E}_0 = 0\). Finally, substituting the minimizing distribution \(\hat{Q}_{\lambda_0}\) into (154) we get the dual expression

\[
g(\lambda) = \lambda \hat{\gamma} - \log \left( \sum_{x \in \mathcal{X}} P_0 \hat{P}_0^{-\lambda}(x) \hat{P}_1^{-\lambda}(x) \right). \tag{157}
\]

Since the optimization problem in (38) is convex, then the duality gap is zero [26], and this proves the (46).

**Appendix B**

**Proof of Theorem 2**

For convenience, in this section, we make explicit the dependence of \(\hat{Q}_1, \hat{E}_1\) on the threshold of the test \(\hat{\gamma}\), and denote them by \(\hat{Q}_1(\hat{\gamma}), \hat{E}_1(\hat{\gamma})\).

First, notice that \(\hat{E}_1\) is a non-increasing function of \(\hat{\gamma}\) since for every \(\hat{\gamma}_1 \leq \hat{\gamma}_2\) we have

\[
\hat{Q}_1(\hat{\gamma}_1) \subset \hat{Q}_1(\hat{\gamma}_2), \tag{158}
\]

hence

\[
\hat{E}_1(\hat{\gamma}_2) \leq \hat{E}_1(\hat{\gamma}_1). \tag{159}
\]

Therefore, in the Stein’s regime we are looking for the smallest threshold such that \(\limsup_{n \to \infty} \hat{\epsilon}_0 \leq \epsilon\). Let

\[
\hat{\gamma} = D(P_0 \| \hat{P}_0) - D(P_0 \| \hat{P}_1) - \sqrt{\frac{V(P_0, \hat{P}_0, \hat{P}_1)}{n}} Q^{-1}(\epsilon), \tag{160}
\]

where

\[
V(P_0, \hat{P}_0, \hat{P}_1) = \text{Var}_{P_0} \left( \log \frac{\hat{P}_0}{P_1} \right) \]

\[
= \sum_{x \in \mathcal{X}} P_0(x) \left( \log \frac{\hat{P}_0}{P_1} \right)^2 - \left( D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0) \right)^2, \tag{161}
\]

and \(Q^{-1}(\epsilon)\) is the inverse cumulative distribution function of a zero-mean unit-variance Gaussian random variable. For such
\( \hat{\gamma} \), the type-I error probability of the mismatched likelihood ratio test is
\[
\hat{\epsilon}_0 = P_0 \left[ \frac{1}{n} \sum_{i=1}^{n} \log \frac{\hat{P}_0(X_i)}{P_1(X_i)} \leq D(P_0\|\hat{P}_1) - D(P_0\|\hat{P}_0) + \sqrt{\frac{V(P_0, \hat{P}_0, \hat{P}_1)}{n}} Q^{-1}(\epsilon) \right].
\]
(162)

Observe that \( D(P_0\|\hat{P}_1) - D(P_0\|\hat{P}_0) \) is a zero-mean unit-variance Gaussian random variable, then, by the central limit theorem, we have
\[
\limsup_{n \to \infty} \hat{\epsilon}_0 = \limsup_{n \to \infty} P_0 \left[ \frac{\sqrt{n}(\hat{S}_n - \mathbb{E}P_0[i(X)])}{\sqrt{V(P_0, \hat{P}_0, \hat{P}_1)}} \leq Q^{-1}(\epsilon) \right] = \mathbb{P}[Z \leq Q^{-1}(\epsilon)].
\]
(163)

Therefore, asymptotically, the type-I error probability of mismatched likelihood ratio test with \( \hat{\gamma} \) in (160) is equal to \( \epsilon \).

Next, we need to show that for any threshold \( \hat{\gamma} \) and \( \epsilon > 0 \) such that
\[
\limsup_{n \to \infty} \hat{\gamma} + \epsilon \leq D(P_0\|\hat{P}_0) - D(P_0\|\hat{P}_1),
\]
(166)
the type-I probability of error tends to 1 as the number of observation approaches infinity, which implies that \( D(P_0\|\hat{P}_0) - D(P_0\|\hat{P}_1) \) is the lowest possible threshold that meets the constraint \( \limsup_{n \to \infty} \hat{\epsilon}_0 \leq \epsilon \). Hence, the corresponding \( \bar{E}_1(\gamma) \) is this highest type-II exponent that meets the constraint. In order to show this, define the following sets
\[
\mathcal{E}_3 = \{ x \in \mathcal{X}^n : \|\hat{T}_x(x) - P_0(x)\|_{\infty} < \delta \},
\]
(167)
\[
\mathcal{D} = \{ x \in \mathcal{X}^n : |D(\hat{T}_x\|\hat{P}_0) - D(\hat{T}_x\|\hat{P}_1) - D(P_0\|\hat{P}_0) + D(P_0\|\hat{P}_1) - \epsilon | < \delta \},
\]
(168)
\[
\mathcal{D} = \{ x \in \mathcal{X} : |D(\hat{T}_x\|\hat{P}_0) - D(\hat{T}_x\|\hat{P}_1) - D(P_0\|\hat{P}_0) + D(P_0\|\hat{P}_1) - \epsilon | < \delta \},
\]
(169)
where \( \|\cdot\|_{\infty} \) is the norm infinity. From the continuity of \( D(\|\cdot\|) \) we have that for any \( \epsilon > 0 \) such that
\[
|D(\hat{T}_x\|\hat{P}_0) - D(\hat{T}_x\|\hat{P}_1) - D(P_0\|\hat{P}_0) + D(P_0\|\hat{P}_1)| < \epsilon.
\]
(170)
there exists \( \delta > 0 \) such that for all \( \hat{T}_x \) satisfying
\[
\|\hat{T}_x(x) - P_0(x)\|_{\infty} < \delta,
\]
(171)
(170) holds. Therefore, when (166) holds
\[
\liminf_{n \to \infty} \epsilon_0(\hat{\phi}) \geq \liminf_{n \to \infty} \sum_{x \in \mathcal{D}} P_0^n(x).
\]
(172)
\[
\geq \liminf_{n \to \infty} \sum_{x \in \mathcal{D}} P_0^n(x).
\]
(173)
Now from the continuity argument, there exists a \( \delta \) such that
\[
\sum_{x \in \mathcal{D}} P_0^n(x) \geq \sum_{x \in \mathcal{E}_3} P_0^n(x).
\]
(174)
Set \( \delta_n = \sqrt{\frac{\log n}{n}}. \) Thus, for sufficiently large \( n \), \( \delta_n \leq \delta \).
Therefore, we have
\[
\liminf_{n \to \infty} \epsilon_0(\hat{\phi}) \geq \liminf_{n \to \infty} \sum_{x \in \mathcal{D}} P_0^n(x) \geq \liminf_{n \to \infty} \sum_{x \in \mathcal{E}_3} P_0^n(x) \geq 1.
\]
(175)
Using Hoeffding’s inequality [28] and union bound.
Therefore, for any \( \hat{\gamma} < D(P_0\|\bar{P}_0) - D(P_0\|\bar{P}_1) \) type-I error goes to unity which concludes the theorem.

**Appendix C**

**Proof of Theorem 3**

We will use the following two lemmas which are the local approximation of the Rényi Divergences and \( f \)-divergences.

**Lemma 1:** [15] Let \( P \) and \( Q \) be two probability distributions over the same alphabet \( \mathcal{X} \), the Rényi divergence of order \( \alpha \) can be locally approximated by
\[
D_{\alpha}(P\|Q) = \frac{\alpha}{2} \sum_{x \in \mathcal{X}} \frac{(P(x) - Q(x))^2}{P(x)} + o(||P(x) - Q(x)||^2).
\]
(178)

**Lemma 2:** [22] Let \( P \) and \( Q \) be two probability distributions over the same alphabet \( \mathcal{X} \), and let the convex function \( f(t) \) to be twice differentiable at \( t = 1 \). Then the \( f \)-divergence using such function can be locally approximated by
\[
D_f(P\|Q) = \frac{f''(1)}{2} \sum_{x \in \mathcal{X}} \frac{(P(x) - Q(x))^2}{P(x)} + o(||P(x) - Q(x)||^2).
\]
(179)

We show the result under the first hypothesis, and similar steps are valid for the second hypothesis. Also, since the second-order approximation of the Rényi divergence and the family of twice differentiable \( f \)-divergences are only different in a constant, by setting \( \alpha \) to be the order of the Rényi divergence and \( \alpha \) to be \( f''(1) \) we can prove the result for both divergences simultaneously. Consider the first minimization in (53) over \( Q \), i.e.,
\[
\bar{E}_0 = \min_{Q \in \mathcal{Q}_0} D(Q\|P_0).
\]
(180)
Observe that by assumption, \( \bar{P}_0(x) > 0 \) for each \( x \in \mathcal{X} \). Therefore, for every \( \alpha \) there exists a positive \( \bar{r}_0 \) such that \( P_0(x) > 0 \) for every \( P_0 \in B(\bar{P}_0, \bar{r}_0) \) (for example, in the case of the Rényi divergence with \( \alpha \geq 1, P_0(x) > 0 \) for every finite \( r_0 \)). Hence, for \( P_0 \in B(\bar{P}_0, \bar{r}_0) \), the relative entropy \( D(Q\|P_0) \) is continuously differentiable in both \( Q, P_0 \) for some positive \( \bar{r}_0 \). Moreover, the constraints in (180) are continuously differentiable with respect to \( Q \) and also trivially with respect to \( P_0 \),
since the constraints do not depend on $P_0$. Hence, the optimization in (180) is minimizing a continuously differentiable function over a compact set with continuously differentiable constraints. Hence, by the maximum theorem [29], $\hat{E}_0$ is a continuous function of $P_0$ for all $P_0 \in B(P_0, r_0)$ with finite radius $r_0$. Also, by the envelope theorem [30] we have

$$\frac{\partial \hat{E}_0}{\partial P_0(x)} = -\frac{\hat{Q}_\lambda(x)}{P_0(x)}. \quad (181)$$

Define the vectors

$$\nabla \hat{E}_0 = \left(-\frac{\hat{Q}_\lambda(x_1)}{P_0(x_1)}, \ldots, -\frac{\hat{Q}_\lambda(x_{|X|})}{P_0(x_{|X|})}\right)^T, \quad (182)$$

$$\theta_{P_0} = \left(P_0(x_1) - \hat{P}_0(x_1), \ldots, P_0(x_{|X|}) - \hat{P}_0(x_{|X|})\right)^T. \quad (183)$$

Applying the Taylor expansion to $\hat{E}_0$ around $P_0 = \hat{P}_0$, we obtain

$$\hat{E}_0 = E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + o(\|\theta_{P_0}\|_\infty). \quad (184)$$

By substituting the expansion (184) for the first minimization in (53) we obtain

$$\hat{E}_0(r_0) = \min_{P_0 \in B(P_0, r_0)} E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + o(\|\theta_{P_0}\|_\infty). \quad (185)$$

Now, we further approximate the outer minimization constraint in (53). By approximating $d(\hat{P}_0, P_0)$ we get [31]

$$d(\hat{P}_0, P_0) = \frac{1}{2} \theta_{P_0}^T J(\hat{P}_0) \theta_{P_0} + o(\|\theta_{P_0}\|_\infty^2), \quad (186)$$

where

$$J(\hat{P}_0) = \text{diag} \left(\alpha \frac{1}{P_0(x_1)}, \ldots, \alpha \frac{1}{P_0(x_{|X|})}\right) \quad (187)$$

is the Fisher information matrix. Therefore, (185) can be approximated as

$$\hat{E}_0(r_0) = \min_{\frac{1}{2} \theta_{P_0}^T J(\hat{P}_0) \theta_{P_0} + o(\|\theta_{P_0}\|_\infty^2) \leq r_0} \left\{ E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + o(\|\theta_{P_0}\|_\infty) \right\} \quad (188)$$

$$= \min_{\frac{1}{2} \theta_{P_0}^T J(\hat{P}_0) \theta_{P_0} \leq r_0} \left\{ E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + o(\sqrt{r_0}) \right\} \quad (189)$$

where to get (189) we have taken $o(\|\theta_{P_0}\|_\infty)$ out of the minimization and substitute it with $o(\|\theta_{P_0}^*\|_\infty)$ where $\theta_{P_0}^*$ is the optimizing solution to the minimization. Moreover, in approximating the inequality constraint, we incur an error of the order $o(\sqrt{r_0})$ in $\|\theta_{P_0}^*\|_\infty$. Also, from the inequality constraint and the restriction it imposes on the length of the vector $\theta_{P_0}$, we have that $\|\theta_{P_0}^*\|_\infty \leq c \sqrt{r_0} + o(\sqrt{r_0})$ where $c$ is independent from $r_0$, from which we obtain (189).

The optimization problem in (189) is convex and hence the KKT conditions are sufficient. The corresponding Lagrangian is given by

$$L(\theta_{P_0}, \lambda, \nu) = E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + \lambda \left(\frac{1}{2} \theta_{P_0}^T J(\hat{P}_0) \theta_{P_0} - r_0\right) + \nu \left(1^T \theta_{P_0}\right). \quad (190)$$

Differentiating with respect to $\theta_{P_0}$ and setting to zero, we have

$$\nabla \hat{E}_0 + \lambda J(\hat{P}_0) \theta_{P_0} + \nu 1 = 0. \quad (191)$$

Therefore,

$$\theta_{P_0} = -\frac{1}{\lambda} J^{-1}(\hat{P}_0)(\nabla \hat{E}_0 + \nu 1). \quad (192)$$

Note that if $\lambda = 0$ then from (191) $\nabla \hat{E}_0 = -\nu 1$ which cannot be true for thresholds satisfying (64) since $\hat{Q}_\lambda \neq \hat{P}_0$. Therefore, from the complementary slackness condition [26] the inequality constraint in (189) should be satisfied with equality. By solving $1^T \theta_{P_0} = 0$ we get

$$\nu = \frac{1}{1^T J^{-1}(\hat{P}_0) \nabla \hat{E}_0} \quad (193)$$

$$= \frac{1}{\alpha} \sum_{x \in X} \hat{P}_0(x) \frac{\hat{Q}_\lambda(x)}{\hat{P}_0(x)} \quad (194)$$

$$= 1 \quad (195)$$

Also by letting $\frac{1}{2} \theta_{P_0}^T J(\hat{P}_0) \theta_{P_0} = r_0$, we have

$$2 r_0 \lambda^2 = (\nabla \hat{E}_0 + 1)^T J^{-1}(\hat{P}_0) J(\hat{P}_0) J^{-1}(\hat{P}_0) (\nabla \hat{E}_0 + 1) \quad (196)$$

$$= \left(\nabla \hat{E}_0^T J^{-1}(\hat{P}_0) \nabla \hat{E}_0 + 2 \lambda^T J^{-1}(\hat{P}_0) \nabla \hat{E}_0 + 1^T J^{-1}(\hat{P}_0) 1\right) \quad (197)$$

$$= \frac{1}{\alpha} \sum_{x \in X} \hat{P}_0(x) \frac{\hat{Q}_\lambda(x)}{\hat{P}_0(x)}^2 - \frac{1}{\alpha} \quad (198)$$

$$= \frac{1}{\alpha} \text{Var}_{\hat{P}_0} \left(\frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)}\right), \quad (199)$$

and hence

$$\theta_{P_0} = -\sqrt{\frac{2 r_0}{\alpha \text{Var}_{\hat{P}_0} \left(\frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)}\right)}} J^{-1}(\hat{P}_0)(\nabla \hat{E}_0 + 1). \quad (200)$$

Substituting (200) into (188) yields

$$\hat{E}_0(r_0) = E_0 + \theta_{P_0}^T \nabla \hat{E}_0 + o(\sqrt{r_0}) \quad (201)$$

$$= E_0 - \sqrt{\frac{2 r_0}{\alpha \text{Var}_{\hat{P}_0} \left(\frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)}\right)}} \cdot \frac{1}{\alpha} \text{Var}_{\hat{P}_0} \left(\frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)}\right) \quad (202)$$

$$= E_0 - \sqrt{\frac{2 r_0}{\alpha \text{Var}_{\hat{P}_0} \left(\frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)}\right)}} + o(\sqrt{r_0}) \quad (203)$$

which concludes the proof.
Appendix D
Proof of Proposition 1

We show the result under the first hypothesis and similar steps are valid under the second hypothesis. To prove the Theorem we need the following lemma.

Lemma 3: Consider the following optimization problem

\[ E(\gamma) = \min_{E_{Q|x} [X] \geq \gamma_1} D(Q\|P), \]  

where \( P, Q \in \mathcal{P}(\mathcal{X}) \), and \( X \) takes values in \( \mathcal{X} \). Then \( E(\gamma) \) is convex in \( \gamma \).

**Proof:** Let

\[ Q_1^* = \arg\min_{E_{Q|x} [X] \geq \gamma_1} D(Q\|P) \quad Q_2^* = \arg\min_{E_{Q|x} [X] \geq \gamma_2} D(Q\|P). \]  

From the convexity of the relative entropy, for any \( \beta \in (0, 1) \),

\[ D(\beta Q_1^* + (1-\beta) Q_2^*) \leq \beta D(Q_1^*\|P) + (1-\beta) D(Q_2^*\|P) \]  

\[ = \beta \min_{E_{Q|x} [X] \geq \gamma_1} D(Q\|P) + (1-\beta) \min_{E_{Q|x} [X] \geq \gamma_2} D(Q\|P). \]  

Furthermore, since \( Q_1^*, Q_2^* \) satisfy their corresponding optimization constraints, then \( E_{Q_1}[X] \geq \gamma_1, E_{Q_2}[X] \geq \gamma_2 \), hence

\[ \mathbb{E}_Q[\beta Q_1^* + (1-\beta) Q_2^*[X] \geq \gamma_1 + (1-\beta) \gamma_2. \]  

Therefore, \( \beta Q_1^* + (1-\beta) Q_2^* \) satisfies the optimization constraint when \( \gamma = \gamma_1 + (1-\beta) \gamma_2 \), then

\[ \min_{E_{Q[x]} [X] \geq \gamma} D(Q\|P) \leq D(\beta Q_1^* + (1-\beta) Q_2^*\|P) \]  

\[ \leq \beta \min_{E_{Q[x]} [X] \geq \gamma_1} D(Q\|P) + (1-\beta) \min_{E_{Q[x]} [X] \geq \gamma_2} D(Q\|P). \]  

Hence \( E(\gamma) \) is convex in \( \gamma \). \( \square \)

From above lemma we can show that \( \lambda \) is a non-decreasing function of \( \gamma \). From the envelope theorem [30]

\[ \frac{\partial \tilde{E}_0}{\partial \gamma} = \lambda^*, \]  

where \( \lambda^* \) is the optimizing \( \lambda \) in (11) for the test \( \phi \). Therefore

\[ \frac{\partial \lambda^*}{\partial \gamma} = \frac{\partial^2 \tilde{E}_0}{\partial \gamma^2} \geq 0, \]  

where the inequality is from convexity of \( \tilde{E}_0 \) respect to \( \gamma \). Therefore, we only need to consider the behavior of \( \text{Var}_{\hat{P}_0} \left[ \frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)} \right] \) as \( \lambda \) changes. Taking the derivative of variance respect to \( \lambda \), we have

\[ \frac{\partial}{\partial \lambda} \text{Var}_{\hat{P}_0} \left[ \frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)} \right] = \sum_{x \in \mathcal{X}} 2\hat{Q}_\lambda(x) \frac{\partial \hat{Q}_\lambda(x)}{\partial \lambda} - \hat{Q}_\lambda(x) \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \]  

\[ = \sum_{x \in \mathcal{X}} \frac{2\hat{Q}_\lambda(x)}{\hat{P}_0(x)} \left( \hat{Q}_\lambda(x) \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} - \hat{Q}_\lambda(x) \sum_{x' \in \mathcal{X}} \hat{Q}_\lambda(x') \log \frac{\hat{P}_1(x')}{\hat{P}_0(x')} \right) \]  

\[ = 2\mathbb{E}_{\hat{Q}_\lambda} \left[ \hat{Q}_\lambda(X) \right] \frac{\partial \hat{P}_1}{\partial \hat{P}_0} \]  

\[ - 2 \mathbb{E}_{\hat{Q}_\lambda} \left[ \hat{Q}_\lambda(X) \right] \mathbb{E}_{\hat{Q}_\lambda} \left[ \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right]. \]  

Substituting \( \hat{Q}_\lambda(x) \) as a function of \( \lambda \) we get

\[ \sum_{x \in \mathcal{X}} \frac{\hat{P}_1 - \lambda \hat{Q}_\lambda(x)}{\hat{P}_0(x)} \frac{\partial \hat{P}_1(x)}{\partial \lambda} \text{Var}_{\hat{P}_0} \left[ \frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)} \right] \]  

\[ = \mathbb{E}_{\hat{Q}_\lambda} \left[ \left( \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right)^\lambda \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right] \]  

\[ - \mathbb{E}_{\hat{Q}_\lambda} \left[ \left( \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right)^\lambda \right] \mathbb{E}_{\hat{Q}_\lambda} \left[ \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right]. \]  

(216)

Let \( r(x) = \left( \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right)^\lambda \), then

\[ \mathbb{E}_{\hat{Q}_\lambda} \left[ \left( \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right)^\lambda \right] \]  

\[ - \mathbb{E}_{\hat{Q}_\lambda} \left[ \left( \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right)^\lambda \right] \mathbb{E}_{\hat{Q}_\lambda} \left[ \log \frac{\hat{P}_1(x)}{\hat{P}_0(x)} \right] \]  

\[ \frac{1}{\lambda} \mathbb{E}_{\hat{Q}_\lambda} [r(x) \log r(x)] - \frac{1}{\lambda} \mathbb{E}_{\hat{Q}_\lambda} [r(x)] \mathbb{E}_{\hat{Q}_\lambda} [\log \lambda r(x)]. \]  

(217)

Note that \( \hat{Q}_\lambda(x), r(x) \) are positive for all \( x \in \mathcal{X} \). Therefore, using the log-sum inequality [18] for the first term and Jensen inequality [18] for the second term in (217), we obtain

\[ \frac{\lambda}{\lambda} \sum_{x \in \mathcal{X}} \frac{\hat{P}_1 - \lambda \hat{Q}_\lambda(x)}{\hat{P}_0(x)} \frac{\partial \hat{P}_1(x)}{\partial \lambda} \text{Var}_{\hat{P}_0} \left[ \frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)} \right] \]  

\[ \geq \mathbb{E}_{\hat{Q}_\lambda} [r(x)] \mathbb{E}_{\hat{Q}_\lambda} [\log \lambda r(x)] - \mathbb{E}_{\hat{Q}_\lambda} [r(x)] \mathbb{E}_{\hat{Q}_\lambda} [\log \lambda r(x)] \]  

\[ \geq \mathbb{E}_{\hat{Q}_\lambda} [r(x)] \mathbb{E}_{\hat{Q}_\lambda} [\log \lambda r(x)] - \mathbb{E}_{\hat{Q}_\lambda} [r(x)] \mathbb{E}_{\hat{Q}_\lambda} [\log \lambda r(x)] \]  

\[ = 0. \]  

(219)

Also, the above inequalities are met with equality when both log-sum and Jensen’s inequalities are met with equality, which happens when \( \lambda = 0 \). Therefore, for \( \lambda > 0 \), \( \text{Var}_{\hat{P}_0} \left[ \frac{\hat{Q}_\lambda(X)}{\hat{P}_0(X)} \right] \) is
an increasing function of \( \lambda \) and consequently
\[
\frac{\partial}{\partial \gamma} \theta_0(\hat{P}_0, \hat{P}_1, \hat{\gamma}) \geq 0. \tag{221}
\]

**APPENDIX E**

**PROOF OF THEOREM 4**

By Sanov’s theorem, the error exponent is given by
\[
\hat{E}_0 = \min_{Q : D(Q||P_0) \geq \hat{\gamma}} D(Q||P_0). \tag{222}
\]

The above optimization problem corresponds to the minimization of a convex function over the complement of a convex set, which achieves its optimum value on its boundary. It is clear that when \( D(P_0||\hat{P}_0) \geq \hat{\gamma} \) the error exponent equals to zero since \( Q = \hat{P}_0 \) satisfies the optimization constraint in (222) and \( D(P_0||\hat{P}_0) = 0 \). Hence, we assume \( D(P_0||\hat{P}_0) < \hat{\gamma} \).

Note that since \( \hat{P}_0 \) lies in the relative entropy ball centred at \( \hat{P}_0 \), the line passing through \( \hat{P}_0 \) and \( \hat{P}_0 \) passes through the interior of the bounded convex set \( B(\hat{P}_0, \hat{\gamma}) \) and therefore cuts the set’s boundary in exactly two points, and there exists a point \( Q^* \) such that \( P_0 \) lies in between of intersecting point and \( \hat{P}_0 \). By writing \( P_0 \) as a linear combination of \( P_0 \) and \( Q^* \) such that
\[
D(Q^*||\hat{P}_0) = \hat{\gamma} \quad \text{and} \quad P_0 = \beta Q^* + (1 - \beta) \hat{P}_0 \quad \text{where} \quad 0 \leq \beta \leq 1
\]
we get
\[
\hat{E}_0 = \min_{Q : D(Q||P_0) \geq \hat{\gamma}} D(Q||\beta Q^* + (1 - \beta) \hat{P}_0) \tag{223}
\leq \min_{Q : D(Q||P_0) \geq \hat{\gamma}} \beta D(Q||Q^*) + (1 - \beta) D(Q||\hat{P}_0) \tag{224}
= (1 - \beta) \hat{\gamma}, \tag{225}
\]
where the inequality is by the convexity of relative entropy. In order to get equality (225) we lower bound the minimization by
\[
\min_{Q : D(Q||P_0) \geq \hat{\gamma}} \beta D(Q||Q^*) + (1 - \beta) D(Q||\hat{P}_0) \geq (1 - \beta) \hat{\gamma}, \tag{226}
\]
and by choosing \( Q = Q^* \) we can achieve this lower bound. Next we find a lower bound to \( \beta \). By definition of \( Q^* \) we have
\[
D\left(\frac{1}{\beta} P_0 - \frac{1 - \beta}{\beta} \hat{P}_0||\hat{P}_0\right) = \hat{\gamma}. \tag{229}
\]
Next, by Pinsker’s inequality and lower bounding the relative entropy we get
\[
2\left\|\frac{1}{\beta} P_0 - \frac{1 - \beta}{\beta} \hat{P}_0 - \hat{P}_0\right\|_{\text{TV}}^2 = \frac{2}{\beta^2} \|P_0 - \hat{P}_0\|_{\text{TV}}^2 \leq \hat{\gamma}. \tag{230}
\]

By equations (225) and (230) we conclude the result.

**APPENDIX F**

**PROOF OF THEOREM 5**

As opposed to the likelihood ratio test, we first consider the minimization over \( P_0 \) for a fixed \( Q \), and proceed with a Taylor expansion of \( D(Q||P_0) \) around \( P_0 = \hat{P}_0 \) to get
\[
\nabla E_0 = \begin{bmatrix} -\frac{Q(x_1)}{P_0(x_1)} & \ldots & -\frac{Q(x_{|X|})}{P_0(x_{|X|})} \end{bmatrix}^T, \tag{232}
\]
where \( \theta_0 = (P_0(x_1) - \hat{P}_0(x_1), \ldots, P_0(x_{|X|}) - \hat{P}_0(x_{|X|}))^T \), and we replaced the inequality constraint by an equality one, since the problem is that of optimizing a convex function over the complement of the convex set which attains its optimal value on the boundary of the set. Next by optimizing over \( P_0 \) and similarly to the proof of Theorem 3, by substituting \( Q \) with \( \hat{Q}_\lambda \) we get
\[
\hat{E}_0(\lambda) = \min_{Q : D(Q||P_0) = \hat{\gamma}} \theta_0^T \hat{J}(\hat{P}_0) \theta_0 + o(\|\theta_0\|_\infty) \leq \gamma \]
and therefore cuts
\[
\hat{\theta}_0 = (P_0(x_1) - \hat{P}_0(x_1), \ldots, P_0(x_{|X|}) - \hat{P}_0(x_{|X|}))^T \tag{233}
\]
and hence the error exponent equals to zero.

**APPENDIX G**

**PROOF OF PROPOSITION 2**

We are comparing the sensitivity of the likelihood ratio test and Hoeffding’s test when they achieved the same type-I error exponents, and where the likelihood ratio test uses the test distribution \( \hat{P}_1 \). Let \( \hat{Q}_\lambda \) be the minimizing distribution of likelihood ratio test. By letting \( Q = \hat{Q}_\lambda \) in (90) we get
\[
D(\hat{Q}_\lambda||\hat{P}_0) = \hat{\gamma} \quad \text{which satisfies the maximization constraint, therefore}
\]
\[
\hat{\theta}_0(\hat{P}_0, \hat{\gamma}) \geq \frac{2}{\alpha} \text{Var}_{\hat{P}_0} \left[ \frac{Q(X)}{\hat{P}_0(X)} \right] \tag{238}
\]
and
\[
\hat{\theta}_0(\hat{P}_0, \hat{\gamma}) = \theta_0^{\text{tr}}(\hat{P}_0, \hat{P}_1, \hat{\gamma}^{\text{tr}}), \tag{239}
\]
which completes the proof.
which gives the lower bound. To upper bound the sensitivity ratio, we have
\[
\frac{\vartheta_0(\hat{P}_0, \hat{s}^h)}{\vartheta_0(\hat{P}_0, P_1, \gamma^{lrt})} \leq \frac{\max_{Q:D(Q||P_0)=\hat{s}^h} \sqrt{\text{Var}_{P_0} \left[ \frac{Q(X)}{P_0(X)} \right]}}{\min_{P_1:D(Q||P_0)=\hat{s}^h} \sqrt{\text{Var}_{P_0} \left[ \frac{Q(X)}{P_0(X)} \right]}}.
\]
(240)

where the constraint in the minimization term is the set of all test distributions \( P_1 \) and corresponding \( \gamma^{lrt} \) such that the likelihood ratio test achieves the same type-I error exponents as Hoeffding’s test, which equals \( \hat{s}^h \). Also, note that
\[
\text{Var}_{P_0} \left[ \frac{Q(X)}{P_0(X)} \right] = \chi^2(Q||\hat{P}_0)
\]
where \( \chi^2 \) is the chi-squared distance. For every \( \hat{P}_0, Q \) we have \( D(Q||\hat{P}_0) \leq \chi^2(Q||\hat{P}_0) \) [32]. Therefore,
\[
\min_{P_1:D(Q||P_0)=\hat{s}^h} \sqrt{\text{Var}_{P_0} \left[ \frac{Q(X)}{P_0(X)} \right]} \geq \sqrt{\hat{s}^h}.
\]
(241)

In addition, we upper bound the chi-squared distance as follows
\[
\chi^2(Q||\hat{P}_0) \leq \frac{1}{\min_{x \in X} \hat{P}_0(x)} ||Q - \hat{P}_0||_2^2 \leq \frac{1}{\min_{x \in X} \hat{P}_0(x)} ||Q - \hat{P}_0||_1^2 \leq \frac{4}{\min_{x \in X} \hat{P}_0(x)} D(Q||\hat{P}_0),
\]
(244)

where we have used Pinsker’s inequality [18] in the last step. Hence, we have
\[
\max_{Q:D(Q||P_0)=\hat{s}^h} \sqrt{\text{Var}_{P_0} \left[ \frac{Q(X)}{P_0(X)} \right] \leq \sqrt{\frac{4}{\min_{x \in X} \hat{P}_0(x)}}.}
\]
(245)

Finally, from (241), (245) we conclude (93). We can also improve the chi-squared upper bound using the following f-divergences inequality [33]
\[
\chi^2(Q||\hat{P}_0) \leq \frac{1}{\kappa(\beta)} D(Q||\hat{P}_0)
\]
(246)

where for \( x \in (1, \infty) \)
\[
\kappa(x) = \frac{x \log x + 1 - x}{(x - 1)^2},
\]
and \( \beta = \max_{x \in X} \frac{Q(x)}{P_0(x)} \). We need to find \( \beta \) such that for all distribution \( Q \) satisfying the \( D(Q||\hat{P}_0) = \hat{s}^h \) this inequality holds. It is easy to show that \( \kappa(x) \) is a non-increasing function for \( x \in (1, \infty) \). To show this, we have the derivative of \( \kappa(x) \),
\[
\frac{d\kappa(x)}{dx} = \frac{2(1 - x) + (x + 1) \log x}{(x - 1)^3} \leq \frac{2(1 - x) + (x + 1)(x - 1)}{(1 - x)^3} \leq \frac{1}{1 - x} \leq 0
\]
(251)

where we have used the inequality \( \log x \leq x - 1 \). Therefore for all \( D(Q||\hat{P}_0) = \hat{s}^h \)
\[
\chi^2(Q||\hat{P}_0) \leq \frac{1}{\kappa(\hat{s}^h)} D(Q||\hat{P}_0).
\]
(252)

For every \( x > 0 \) by the inequality \( x \log x \geq x - 1 \), for every \( Q \) such that \( D(Q||\hat{P}_0) = \hat{s}^h \), we get
\[
\hat{s}^h \geq \sum_{x \in X} \hat{P}_0(x) \left( \frac{Q(x)}{\hat{P}_0(x)} - 1 \right).
\]
(253)

Therefore
\[
\max_{Q \in \mathcal{P}(X):D(Q||\hat{P}_0) = \hat{s}^h} \frac{\max_{x \in X} Q(x)}{\min_{x \in X} \hat{P}_0(x)}
\]
\[
\leq \frac{\max_{x \in X} Q(x)}{\min_{x \in X} \hat{P}_0(x)} \leq \frac{1}{\hat{s}^h} \max_{x \in X} \frac{Q(x)}{\hat{P}_0(x)} (254)
\]
\[
\leq \frac{\min(1, \hat{s}^h + \min_{x \in X} \hat{P}_0(x))}{\min_{x \in X} \hat{P}_0(x)} (255)
\]

where in the last step we have dropped the \( Q \in \mathcal{P}(X) \) condition and assigned all the mass to \( Q(x_{\min}) \) where \( x_{\min} = \arg \min_{x \in X} \hat{P}_0(x) \). Finally, substituting (255) into (252) we get (91).

APPENDIX H

PROOF OF THEOREM 6

The proof described below holds in general and can be used for continuous probability distributions. From the absolute continuity assumption, let the log-likelihood ratio be bounded by a positive constant \( c \), i.e.,
\[
\left| \log \frac{\hat{P}_0(x)}{\hat{P}_1(x)} \right| \leq c \quad \forall x.
\]
(256)

We use the following results.

Theorem 12 (255): Let \( S_n = \sum_{i=1}^{n} Z_i \) be a random walk where \( Z_i \) is some non-lattice random variable\(^1\) generated in the i.i.d fashion with \( E[Z_i] > 0 \). For \( \gamma > 0 \), let
\[
\tau = \inf \{ n \geq 1 : S_n \geq \gamma \}.
\]
(257)

Also, let \( R_\gamma = S_\tau - \gamma \). Then \( R_\gamma \) converges in distribution to a random variable \( R \) with distribution \( Q \) as \( \gamma \to \infty \). Moreover, if \( Z \) is lattice random variable, then \( R_\gamma \) has a limiting distribution \( Q_d \) as \( \gamma \to \infty \) through multiples of \( d \).

The next result shows that under conditions (99), the mismatched sequential probability ratio test stops at a finite time.

Lemma 4: Let \( \hat{R}_0 \) be the smallest time that the mismatched sequential probability ratio test crosses threshold \( \hat{\gamma}_0 \), i.e.,
\[
\hat{R}_0 = \inf \{ n \geq 1 : \hat{S}_n \geq \hat{\gamma}_0 \}.
\]
(258)

Also, assume that conditions (99) hold. Then,
\[
\mathbb{P}(\hat{R}_0 \geq n) \leq e^{d \hat{\gamma}_0} e^{-(n-1)E(0)},
\]
(259)

where \( E(0), d > 0 \). Also, as \( \hat{\gamma}_0 \to \infty \), \( \hat{R}_0 \to \infty \) almost surely.

\(^1\) A random variable \( Z \) is said to be lattice if and only if \( \sum_{k=-\infty}^{\infty} \mathbb{P}[Z = a + kd] = 1 \) for some non-negative \( a, d \). Otherwise, it is said to be non-lattice.
Proof: By Chernoff bound [19], the probability of passing the threshold under the first hypothesis at a time after n can be upper bounded by

$$\mathbb{P}_0[\hat{\gamma}_0 \geq n] \leq \mathbb{P}_0[\hat{S}_{k+1} \leq \hat{\gamma}_0]$$

(260)

$$= \mathbb{P}_0\left[\sum_{i=1}^{n-k} \log \frac{\hat{P}_0(x_i)}{P_1(x_i)} \leq \hat{\gamma}_0\right]$$

(261)

$$\leq e^{-(n-k)E(\gamma_0)}$$

(262)

where

$$E(\gamma) = \sup_{s \geq 0} \{ -s\gamma - \zeta(s) \}$$

(263)

and

$$\zeta(s) = \log \mathbb{E}_0 \left[ \frac{P_1}{P_0} \right]$$

(264)

is the cumulant function of the mismatched log-likelihood ratio. Note that for each s the objective function in (263) is linear in \(\gamma\), so \(E(\gamma)\) is the pointwise supremum of a family of linear functions, hence convex [26]. By the convexity of \(E(\gamma)\) we have the following lower bound

$$E\left(\frac{\hat{\gamma}_0}{n-1}\right) \geq E(0) + \frac{\partial E(\gamma)}{\partial \gamma}\bigg|_{\gamma=0} \hat{\gamma}_0$$

(265)

In order to show that \(E(0) > 0\) it suffices to show that \(\zeta'(s) = 0, s = 0\). Taking derivative of \(\zeta(s)\) respect to s and setting \(s = 0\), we have

$$\zeta'(0) = \mathbb{E}_0 \left[ \log \frac{P_1}{P_0} \right]$$

(266)

$$= D(P_0||P_0) - D(P_1||P_1) < 0,$$ 

(267)

where the last step is by the assumption in (99). Finally, by the envelope theorem [30] we get

$$\frac{\partial E(\gamma)}{\partial \gamma}\bigg|_{\gamma=0} = -s^*(\gamma = 0),$$

(268)

where \(s^*(\gamma = 0)\) is the optimizing value of \(s\) in (263) evaluated when \(\gamma = 0\). (Note that this value is unique since \(\zeta(s)\) is strictly convex in \(s\) [19]). By the constraint of the optimization problem in (263), we have \(s \geq 0\). Also, from \(\zeta'(0) < 0\), we get \(s^*(\gamma = 0) \neq 0\). Therefore, we conclude that \(s^*(\gamma = 0) > 0\) and

$$d \triangleq \left| \frac{\partial E(\gamma)}{\partial \gamma}\bigg|_{\gamma=0} \right| = s^*(\gamma = 0) > 0.$$ 

(269)

Finally, substituting (265) into (262) we get (259). Furthermore,

$$\mathbb{P}_0[\hat{\gamma}_0 \leq n] \leq \mathbb{P}_0\left[ \sum_{i=1}^{k} \log \frac{\hat{P}_0(x_i)}{P_1(x_i)} \geq \gamma_0, k \leq n \right]$$

(270)

$$\leq \mathbb{P}_0\left[kc \geq \gamma_0, k \leq n \right]$$

(271)

$$\leq \mathbb{P}_0[nc \geq \gamma_0].$$

(272)
First, by the finiteness of \( \hat{\tau}_0 \) for every \( \hat{\gamma}_0 \) and definition of \( \hat{\tau}_0 \), there exist a finite \( \hat{\tau}_0 \) with probability one such that
\[
\hat{\tau}_{0-1} < \hat{\gamma}_0 \leq \hat{\tau}_0 \text{ w.p.1.} \tag{285}
\]
Also, let \( n = \frac{\hat{\gamma}_0}{c+1} \), where \( c \) is the log-likelihood ratio bound in (256), we have
\[
\mathbb{P} \left[ \frac{\hat{S}_n}{\hat{\tau}_0} - (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) > \epsilon \right] = \mathbb{P} \left[ \frac{\hat{S}_n}{\hat{\tau}_0} - (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) > \epsilon, \hat{\tau}_0 > n \right] + \mathbb{P} \left[ \frac{\hat{S}_n}{\hat{\tau}_0} - (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) > \epsilon, \hat{\tau}_0 \leq n \right] \leq \mathbb{P} \left[ \bigcup_{t=n}^{\infty} \left\{ \frac{\hat{S}_t}{t} \geq (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) \right\} \right] \leq \mathbb{P} \left[ \frac{\hat{S}_n}{\hat{\tau}_0} \leq \frac{1}{\hat{\tau}_0} D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0) \right] \tag{286}
\]
where \( \mathbb{P}[\hat{\tau}_0 \leq n] = 0 \) for the choice of \( n \) by Lemma 4. Now by letting \( \hat{\gamma}_0 \rightarrow \infty \), and hence \( n \rightarrow \infty \) we get
\[
\lim_{\hat{\gamma}_0 \rightarrow \infty} \mathbb{P} \left[ \frac{\hat{S}_n}{\hat{\tau}_0} - (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) > \epsilon \right] \leq \mathbb{P} \left[ \bigcup_{n=1}^{\infty} \left\{ \frac{\hat{S}_t}{t} \geq (D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)) \right\} \right] = 0 \tag{287}
\]
by the strong law of large numbers. Therefore, we have
\[
\frac{\hat{S}_n}{\hat{\tau}_0} \xrightarrow{p} D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0), \tag{290}
\]
\[
\frac{\hat{S}_n - 1}{\hat{\tau}_0 - 1} \xrightarrow{p} D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0). \tag{291}
\]
Therefore, by (285), (290), (291) we can conclude that
\[
\frac{\hat{\tau}_0}{\hat{\gamma}_0} \xrightarrow{p} \frac{1}{D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)} \tag{292}
\]
as \( \hat{\gamma}_0 \rightarrow \infty \).

To show the convergence in \( L^1 \) we only need to prove the uniform integrability of the sequence of random variables \( \frac{\hat{S}_n}{\hat{\gamma}_0} \), where \( \hat{\gamma}_0 \) is a random variable that depends on the strictly positive parameter \( \gamma_0 \). Equivalently, for some \( \epsilon > 0 \), we need to show that,
\[
\lim_{t \rightarrow \infty \hat{\gamma}_0 \geq \epsilon} \sup_{\hat{\tau}_0} \mathbb{E}_{P_0} \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} \right] \{ \hat{\gamma}_0 \geq t \} = 0. \tag{293}
\]
We can upper bound the given expectation in (293) as
\[
\mathbb{E}_{P_0} \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} \right] = 1 \{ \hat{\gamma}_0 \geq t \gamma_0 \} + \mathbb{E}_{P_0} \left[ 1 \{ \hat{\gamma}_0 \geq t \gamma_0 \} \right]. \tag{294}
\]
The second term can be upper bounded by (259) as
\[
B = \mathbb{P}_0[\hat{\tau}_0 \geq t \gamma_0] \leq t e^{E(0)} e^{-\gamma_0(tE(0) - d)}. \tag{295}
\]
The first expectation can also be written as the following sum
\[
A = \frac{1}{\gamma_0} \sum_{m=1}^{\infty} \mathbb{P}_0[\hat{\tau}_0 - |t \gamma_0| \geq m], \tag{296}
\]
and by (259)
\[
A \leq \frac{1}{\gamma_0} t e^{-\gamma_0(tE(0) - d)} \sum_{m=1}^{\infty} e^{-(m-2)E(0)}. \tag{297}
\]
Hence \( A \) and \( B \) are vanishing as \( t \rightarrow \infty \) for every \( \hat{\gamma}_0 \), giving the uniform integrability of \( \frac{\hat{S}_n}{\hat{\gamma}_0} \), and hence convergence in \( L^1 \) [35], i.e,
\[
\lim_{\hat{\gamma}_0 \rightarrow \infty} \mathbb{E}_{P_0} \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} - \frac{1}{D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)} \right] = 0. \tag{298}
\]
Finally, we prove the convergence of \( \hat{\tau} \). By (100), (292) and the union bound, we obtain
\[
\mathbb{P}_0 \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} - \frac{1}{D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)} \geq \epsilon \right] \leq \mathbb{P}_0 \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} - \frac{1}{D(P_0 \| \hat{P}_1) - D(P_0 \| \hat{P}_0)} \geq \epsilon, \hat{\phi} = 0 \right] + \mathbb{P}_0[\hat{\phi} = 1] \tag{299}
\]
which tends to 0 as \( \hat{\gamma}_0 \rightarrow \infty \), establishing the convergence of \( \frac{\hat{\tau}_0}{\hat{\gamma}_0} \) in probability. Now, using that \( \hat{\tau} \leq \hat{\tau}_0 \) we have
\[
\mathbb{E}_{P_0} \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} \right] \{ \hat{\gamma}_0 \geq t \} \leq \mathbb{E}_{P_0} \left[ \frac{\hat{\tau}_0}{\hat{\gamma}_0} \right] \{ \hat{\gamma}_0 \geq t \gamma_0 \}. \tag{301}
\]
Therefore, uniform integrability of \( \hat{\tau}_0 \) gives the uniform integrability of \( \hat{\tau} \), and hence convergence in \( L^1 \) norm and also expectation of \( \frac{\hat{\tau}_0}{\hat{\gamma}_0} \), which concludes the proof.

**Appendix I**

**Proof of Theorem 7**

**Proof:** Defining \( \hat{\gamma}_1 \) similar to (258), we have
\[
\hat{\gamma}_1 = \inf \{ n \geq 1 : \hat{S}_n < -\hat{\gamma}_1 \}. \tag{302}
\]

The probability of making the right decision can be bounded as
\[
\mathbb{P}_0[\hat{\phi} = 0] = \mathbb{P}_0[\hat{S}_n \text{ passes } \hat{\gamma}_0 \text{ before passing } -\hat{\gamma}_1] \tag{303}
\]
\[
\leq \sum_{n=1}^{\infty} \mathbb{P}_0[\hat{\tau}_0 \leq n, \hat{\tau}_1 > n] \tag{304}
\]
\[
\leq \sum_{n=1}^{\infty} \min \left\{ \mathbb{P}_0[\hat{\tau}_0 \leq n], \mathbb{P}_0[\hat{\tau}_1 > n] \right\}. \tag{305}
\]

We can bound both terms similar to the proof of lemma 4 by
\[
\mathbb{P}_0[\hat{\phi} = 1] \leq \sum_{n=1}^{\infty} \min \left\{ e^{-a \hat{\gamma}_0} e^{-n \hat{E}(0)}, e^{-a \hat{\gamma}_1} e^{-n \hat{E}(0)} \right\} \tag{306}
\]
\[
= \min \left\{ e^{-a \hat{\gamma}_0} c_1, e^{-a \hat{\gamma}_1} c_1 \right\}. \tag{307}
\]
where \( a > 0, \tilde{E}(0) > 0 \) due to (104). Finally,
\[
\hat{\epsilon}_i \geq 1 - \max \left\{ e_1 e^{-a\hat{\gamma}_0}, e_2 e^{-a\hat{\gamma}_1} \right\}
\]  (308)
which goes to 1 as \( \hat{\gamma}_0, \hat{\gamma}_1 \) approach infinity.

\[\text{APPENDIX J} \]

\[\text{PROOF OF COROLLARY 1} \]

Proof: Theorem 6 gives an asymptotic expression for the error probability \( \hat{\epsilon}_i \) and expected stopping time \( \mathbb{E}_{\hat{P}_i}[\tau] \) of the mismatched sequential probability ratio test for \( i \in \{0, 1\} \) as a function of thresholds. To find the largest error exponents of the test as defined in (97) and (98) we should find the largest thresholds \( \hat{\gamma}_0, \hat{\gamma}_1 \) such that they satisfy the expected time condition since type-I and type-II error exponents are increasing function of \( \hat{\gamma}_0, \hat{\gamma}_1 \) by (100), (101). It is easy to check that thresholds in corollary are the largest thresholds satisfying the expected stopping time conditions, which concludes the proof.

\[\text{APPENDIX K} \]

\[\text{PROOF OF THEOREM 8} \]

We show the result under hypothesis 0, and similar steps are valid for hypothesis 1. Observe that (117) can be written as
\[
\hat{E}_0 = D(\hat{P}_0||P_1) \times \min \left\{ \frac{D(\hat{P}_1||\hat{P}_0)}{D(\hat{P}_0||\hat{P}_1)}, \frac{D(\hat{P}_2||\hat{P}_0) - D(\hat{P}_1||\hat{P}_1)}{D(\hat{P}_0||\hat{P}_2) - D(\hat{P}_0||\hat{P}_1)} \right\}.
\]  (309)
From (119) and (309), we need to compute two minimizations, the first of which over \( P_0 \). To this end, we exchange the order of these minimizations and apply a Taylor series expansion to the first term of (309) around \( P_0 = \hat{P}_0, P_1 = \hat{P}_1 \) we obtain
\[
\hat{E}_0 = D(\hat{P}_0||\hat{P}_1) + d_0^T \theta_{P_0} + d_1^T \theta_{P_1} + o(\|\theta_{P_0}\|_\infty + \|\theta_{P_1}\|_\infty)
\]
\[
\times \min \left\{ \frac{D(\hat{P}_1||\hat{P}_0)}{D(\hat{P}_0||\hat{P}_1)}, \frac{D(\hat{P}_2||\hat{P}_0) - D(\hat{P}_1||\hat{P}_1)}{D(\hat{P}_0||\hat{P}_2) - D(\hat{P}_0||\hat{P}_1)} \right\}.
\]
\[
= D(\hat{P}_0||\hat{P}_1) + \min \left\{ \rho_0 d_0^T \theta_{P_0} + \rho_0 d_1^T \theta_{P_1}, d_1^T \theta_{P_1} \right\}
\]
\[
+ o(\|\theta_{P_0}\|_\infty + \|\theta_{P_1}\|_\infty),
\]  (311)
where for \( i = 0, 1 \),
\[
\theta_{P_i} = \left( P_i(x_1) - \hat{P}_i(x_1), \ldots, P_i(x_{|X|}) - \hat{P}_i(x_{|X|}) \right)^T
\]  (312)
\[
d_0 = \left( 1 + \log \frac{\hat{P}_0(x_1)}{\hat{P}_1(x_1)}, \ldots, 1 + \log \frac{\hat{P}_0(x_{|X|})}{\hat{P}_1(x_{|X|})} \right)^T
\]  (313)
\[
d_1 = \left( -\frac{\hat{P}_0(x_1)}{\hat{P}_1(x_1)}, \ldots, -\frac{\hat{P}_0(x_{|X|})}{\hat{P}_1(x_{|X|})} \right)^T
\]  (314)
\[
d_2 = \left( 1 + \log \frac{\hat{P}_1(x_1)}{P_0(x_1)}, \ldots, 1 + \log \frac{\hat{P}_1(x_{|X|})}{P_0(x_{|X|})} \right)^T + \rho_0 d_1
\]  (315)
and \( \rho_0 = \frac{D(\hat{P}_0||P_0)}{D(\hat{P}_0||\hat{P}_1)}. \) By substituting expansion (311) into (119) we obtain
\[
\hat{E}_0(r_0) = D(\hat{P}_1||\hat{P}_0) + \min \left\{ \rho_0 \min_{P_0 \in \mathcal{B}(\hat{P}_0, r_0)} \min_{P_1 \in \mathcal{B}(\hat{P}_1, r_1)} d_0^T \theta_{P_0} + d_1^T \theta_{P_1},
\]
\[
\min_{P_0 \in \mathcal{B}(\hat{P}_0, r_0)} \min_{P_1 \in \mathcal{B}(\hat{P}_1, r_1)} d_1^T \theta_{P_1} + o(\|\theta_{P_0}\|_\infty + \|\theta_{P_1}\|_\infty).
\]  (316)
Now, we further approximate the outer minimization constraint in (119), or, equivalently, the minimizations over the divergence balls in (316) to get
\[
\hat{E}_0(r_0) = D(\hat{P}_1||\hat{P}_0) + \min \left\{ \rho_0 \min_{P_0 \in \mathcal{B}(\hat{P}_0, r_0)} \min_{P_1 \in \mathcal{B}(\hat{P}_1, r_1)} d_0^T \theta_{P_0} + d_1^T \theta_{P_1},
\]
\[
\min_{P_0 \in \mathcal{B}(\hat{P}_0, r_0)} \min_{P_1 \in \mathcal{B}(\hat{P}_1, r_1)} d_1^T \theta_{P_1} + o(\|\theta_{P_0}\|_\infty + \|\theta_{P_1}\|_\infty).
\]  (317)
where
\[
\mathcal{B}(\hat{P}_i, r_i) = \{ \theta_i \in \mathbb{R}^{|X|} : \theta_i^T J_i \theta_i \leq 2r_i, \theta_i^T P_i = 0 \}
\]  (318)
and
\[
J_i = \text{diag} \left( \frac{\alpha}{\hat{P}_i(x_1)}, \ldots, \frac{\alpha}{\hat{P}_i(x_{|X|})} \right)
\]  (319)
is the Fisher information matrix corresponding to hypothesis \( i \). Next by optimizing over \( P_0 \) and \( P_1 \) similarly to the proof of Theorem 3, by substituting \( P_i \) with \( \hat{P}_i \) we get (120).

\[\text{APPENDIX L} \]

\[\text{PROOF OF THEOREM 9} \]

Assume \( \hat{Q} \) fixed. Let
\[
\hat{E}_0(\hat{Q}, r) = \min_{Q : d(Q, \hat{Q}) \leq r} D(Q||P_0).
\]  (320)
To derive the Taylor expansion of the optimization we expand the \( d(Q, \hat{Q}) \) and \( D(Q||P_0) \) around \( Q = \hat{Q} \) to get
\[
\hat{E}_0(\hat{Q}, r) = \min_{Q : d(Q, \hat{Q}) \leq r} D(Q||P_0) + \theta_\hat{Q}^T \nabla E_0 + o(\|\theta_\hat{Q}\|_\infty)
\]  (321)
where
\[
\nabla E_0 = \left( 1 + \log \frac{\hat{Q}(x_1)}{P_0(x_1)}, \ldots, 1 + \log \frac{\hat{Q}(x_{|X|})}{P_0(x_{|X|})} \right)^T
\]  (322)
\[
\theta_\hat{Q} = (Q(x_1) - \hat{Q}(x_1), \ldots, Q(x_{|X|}) - \hat{Q}(x_{|X|}))^T
\]  (323)
\[
J = \text{diag} \left( \frac{\alpha}{Q(x_1)}, \ldots, \frac{\alpha}{Q(x_{|X|})} \right).
\]  (324)
Solving this convex optimization, we obtain
\[
\hat{E}_0(\hat{Q}, r) = D(\hat{Q}||P_0) - \sqrt{\frac{2}{\alpha} \text{Var}_Q \left( \log \frac{\hat{Q}}{P_0} \right)} r + o(\sqrt{r}).
\]  (325)
Next, minimizing over \( \hat{Q} \) we have
\[
\hat{E}_0(r) = \min_{\hat{Q} \in Q_{\text{adv}}} D(\hat{Q} || P_0) - \sqrt{\frac{2}{\alpha} \text{Var}_Q \left( \frac{Q}{P_0} \right)^r} + o(\sqrt{r}).
\] (326)

We can expand \( \hat{E}_0 \) around \( r = 0 \) as
\[
\hat{E}_0(r) = \hat{E}_0(r = 0) + \frac{\partial \hat{E}_0(r)}{\partial r} \bigg|_{r=0} \sqrt{r} + o(\sqrt{r}).
\] (327)

By the envelope theorem [30], we have that
\[
\frac{\partial \hat{E}_0(r)}{\partial r} \bigg|_{r=0} = -\sqrt{\frac{2}{\alpha} \text{Var}_Q \left( \frac{Q_\lambda}{P_0} \right)^r},
\] (328)
where we used the fact that \( \hat{Q} = Q_\lambda \) when \( r = 0 \), where \( Q_\lambda \) is the optimizing distribution in (11). Finally, setting \( \hat{E}_0(r = 0) = E_0 \), concludes the proof.

APPENDIX M
PROOF OF COROLLARY 3

We prove the result for \( i = 0 \), and the same holds for the type-II sensitivity. We can write the sensitivity of type-I error exponent to sample mismatch as
\[
\theta_0^{\text{adv}} = \sum_{a \in \mathcal{X}} P_0(a) \left( \frac{Q_\lambda(a)}{P_0(a)} - 1 \right)^2 - D^2(Q_\lambda || P_0).
\] (329)

For every \( x \geq 0 \), we can show the following inequality
\[
x \log^2 x \leq (x - 1)^2.
\] (330)

Using this we have
\[
\theta_0^{\text{adv}} \leq \sum_{a \in \mathcal{X}} P_0(a) \left( \frac{Q_\lambda(a)}{P_0(a)} - 1 \right)^2 = \lambda^2 (Q_\lambda || P_0) = \theta_0^{\text{dist}}.
\] (331)

To prove the inequality let \( f_1(x) = (x - 1)^2 - x \log^2 x \). Taking the second derivative we have
\[
f''_1(x) = 2 \left( 1 - \frac{\log x}{x} - \frac{1}{x} \right) \geq 0,
\] (332)
where we used \( \log x \leq x - 1 \). Hence \( f_1(x) \) is convex and the first order condition is sufficient to find the minimum of \( f_1(x) \).

Setting \( x = 1 \) we get \( f_1(1) = 0, f_1'(1) = 0 \) and therefore \( f_1(x) \geq 0 \).

To prove the lower bound, for every \( x \geq 0 \) we have
\[
x - 1 \leq x \log x.
\] (333)

Applying this inequality to (329) we get
\[
\theta_0^{\text{adv}} \geq \sum_{a \in \mathcal{X}} P_0(a) \left( \frac{Q_\lambda(a)}{P_0(a)} \right)^{-1} \left( \frac{Q_\lambda(a)}{P_0(a)} - 1 \right)^2 - D^2(Q_\lambda || P_0)
\] (334)
\[
\geq \left( \min_i \frac{P_0(i)}{Q_\lambda(i)} \right) \theta_0^{\text{dist}} - E_0^2,
\] (335)
which concludes the proof.

APPENDIX N
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We show the result under the first hypothesis; similar steps are valid for the second hypothesis. Unlike the likelihood ratio test, we first consider the minimization over \( P_0 \) for a fixed \( Q \) and we perform a Taylor expansion of \( D(Q || P_0) \) around \( Q = \hat{Q} \) to get
\[
\hat{E}_0(r) = \min_{\hat{Q} : Q : D(\hat{Q} || P_0) = \gamma} D(\hat{Q} || P_0) + \theta_Q^T \nabla E_0 + o(\|\theta_Q\|_\infty),
\] (336)
where
\[
\nabla E_0 = \begin{bmatrix} 1 + \log \frac{\hat{Q}(x_1)}{P_0(x_1)} & \cdots & 1 + \log \frac{\hat{Q}(x_i)}{P_0(x_i)} \end{bmatrix}^T,
\] (337)
\[
\theta_Q = (Q(x_1) - \hat{Q}(x_1), \ldots, Q(x_i) - \hat{Q}(x_i))^T.
\] (338)

We have replaced the inequality constraint with equality since the the optimal value of the minimization will be attained at the boundary. Next, by solving (336) over \( Q \) for fixed \( \hat{Q} \), we get
\[
\hat{E}_0(r) = \min_{\hat{Q} : D(\hat{Q} || P_0) = \gamma} D(\hat{Q} || P_0) - \sqrt{\frac{2}{\alpha} \text{Var}_Q \left[ \frac{\log \hat{Q}(X)}{P_0(X)} \right]^r} + o(\sqrt{r}).
\] (339)

Similarly for the type-II error exponent, we have
\[
\hat{E}_1(r) = \min_{\hat{Q} : D(\hat{Q} || P_1) \leq \gamma} D(\hat{Q} || P_1) - \sqrt{\frac{2}{\alpha} \text{Var}_Q \left[ \frac{\log \hat{Q}(X)}{P_1(X)} \right]^r} + o(\sqrt{r}).
\] (341)

Next, by the envelope theorem [30] and similarly to the proof of Theorem 9 we get (146).

APPENDIX O
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Assume samples are drawn by \( P_0 \). First, we find a bound to the probability of error as a function of the threshold. The type-I probability of error of sequential probability ratio test under disturbed samples \( T'_n \) can be upper bounded by
\[
\epsilon_0 \leq \sum_{t=1}^\infty \mathbb{P}_0 \left[ \ell(D(T'_n || P_0) - D(T'_n || P_1)) \geq \hat{\gamma}_1, T'_n \in B(T'_n, r) \right].
\] (342)

By the method of types we have
\[
\epsilon_0 \leq \sum_{t=1}^{\infty} \sum_{Q : \hat{Q} : D(Q || P_0) \leq \gamma} e^{-\ell D(Q || P_0)}
\] (343)
\[
\leq \sum_{t=1}^{\infty} (t + 1)^{|X|} e^{-\ell \hat{\gamma}_1 (r,t)},
\] (344)
where
\[ \dot{Q}_\gamma (t) = \left\{ \dot{Q} : \mathbb{E}(\dot{Q} || \mathcal{P}_0) - \mathbb{E}(\dot{Q} || \mathcal{P}_1) \geq \frac{\gamma}{r} \right\}, \]
\[ \mathbb{E}_\gamma (r, t) = t \min_{Q \in \dot{Q}_\gamma (t)} \min_{Q : \mathbb{E}(Q || \mathcal{P}_0) \leq r} \mathbb{E}(Q || \mathcal{P}_0). \]

Let \( \dot{\gamma}_1 = \dot{\gamma}_1 \) + \( \frac{|\mathcal{X}| + 2}{\lambda_1^*} \log(t + 1) \), where \( \lambda_1^* \) is the optimal Lagrange multiplier corresponding to the constraint in (345) of optimization in (346) when \( \gamma = \dot{\gamma}_1 \). We expand \( \mathbb{E}_\gamma (r, t) \) around \( \dot{\gamma}_1 = \gamma_1 \). Similarly to Lemma 3 it can be shown that \( \mathbb{E}_\gamma (r, t) \) is convex in \( \gamma_1 \), hence
\[ \mathbb{E}_\gamma (r, t) \geq \mathbb{E}_\gamma (r, t) + \frac{\partial \mathbb{E}_\gamma (r, t)}{\partial \gamma_1} \bigg|_{\gamma = \gamma_1} \frac{|\mathcal{X}| + 2}{\lambda_1^*} \log(t + 1). \]

By the envelope theorem we have
\[ \frac{\partial \mathbb{E}_\gamma (r, t)}{\partial \gamma_1} \bigg|_{\gamma = \gamma_1} = \lambda_1^* \geq 0. \]

Furthermore, the inequality is strict if \( \frac{\lambda_1^*}{r} \geq -\mathbb{D}(\mathcal{P}_0 || \mathcal{P}_1) \), hence by choosing \( \gamma_1 \geq 0 \) for every \( t \) this condition is satisfied. Hence we can upper bound (343) by
\[ \epsilon_0 \leq \sum_{t=1}^{\infty} (t + 1)^{-2} e^{-\mathbb{E}_\gamma (r, t)}, \]
\[ \leq \frac{\pi^2}{6} e^{-\min_{\gamma \geq 0} \mathbb{E}_\gamma (r, t)}. \]

Next, by Taylor expanding \( \mathbb{E}_\gamma (r, t) \), we have
\[ \mathbb{E}_\gamma (r, t) = \mathbb{E}_\gamma (r = 0, t) + \frac{\partial \mathbb{E}_\gamma (r, t)}{\partial \sqrt{r}} \bigg|_{r=0, t} \sqrt{r} + o(\sqrt{r}). \]

Also, using (328) in the proof of theorem 9, we get
\[ \frac{\partial \mathbb{E}_\gamma (r, t)}{\partial \sqrt{r}} \bigg|_{r=0, t} = -t \left[ \frac{2}{\alpha \sqrt{\mathbb{E}_\gamma (r, t)}} \log \left( \frac{Q_{\alpha}(t)}{\mathcal{P}_0} \right) \right], \]
where \( Q_{\alpha}(t) \) is the optimizing distribution in (11) for the case where \( \gamma = \frac{\sqrt{n}}{t} \) in (9). Let
\[ \mathbb{E}_\gamma (r) = \min_{t \geq 1} \mathbb{E}_\gamma (r, t). \]

Taking derivatives respect to \( \sqrt{r} \) we have
\[ \frac{d\mathbb{E}_\gamma (r)}{d\sqrt{r}} = \frac{\partial \mathbb{E}_\gamma (r, t^\ast (r))}{\partial \sqrt{r}} + \frac{\partial \mathbb{E}_\gamma (r, t^\ast (r))}{\partial t^\ast (r)} \frac{dt^\ast (r)}{d\sqrt{r}}, \]
where \( t^\ast (r) \) is the minimizing \( t \) in (353) as the function of \( r \). By the first order condition \( \frac{\partial \mathbb{E}_\gamma (r, t^\ast (r))}{\partial t^\ast (r)} = 0 \), we get
\[ \frac{d\mathbb{E}_\gamma (r)}{d\sqrt{r}} = \frac{\partial \mathbb{E}_\gamma (r, t^\ast (r))}{\partial \sqrt{r}}, \]
\[ \frac{d\mathbb{E}_\gamma (r)}{d\sqrt{r}} \bigg|_{r=0} = \frac{d\mathbb{E}_\gamma (r, t^\ast (r))}{d\sqrt{r}} \bigg|_{r=0, t^\ast (r=0)}. \]

To find the \( t^\ast (r = 0) \), note that \( \mathbb{D}(\mathcal{Q} || \mathcal{P}_1) \geq 0 \), hence
\[ \mathbb{E}_\gamma (r = 0, t) = \min_{Q : \mathbb{E}(Q || \mathcal{P}_0) \geq \frac{\gamma_1}{r} + \mathbb{D}(\mathcal{Q} || \mathcal{P}_1)} t \mathbb{D}(\mathcal{Q} || \mathcal{P}_0) \geq \gamma_1. \]

Letting \( \gamma_1 = n \mathbb{D}(\mathcal{P}_1 || \mathcal{P}_0) \), \( t = n \) will achieve this minimum. Additionally, \( t^\ast (r = 0) = n \) is the unique solution. To see this we can write the optimization in (357) in the dual form as
\[ \mathbb{E}_\gamma (r = 0, t) = \max_{\lambda \geq 0} \gamma_1 \lambda - t \log \left( \sum_{x \in \mathcal{X}} P_0^{1-\lambda}(x) P_1^\lambda(x) \right). \]

Since \( \mathbb{E}_\gamma (r = 0, t) \) is the supremum of linear functions in \( t \), therefore it is convex in \( t \). Also by the envelope theorem, we have
\[ \frac{d\mathbb{E}_\gamma (r, t)}{dt} = \frac{d\mathbb{E}_\gamma (r, t^\ast (r))}{dt} = -\log \left( \sum_{x \in \mathcal{X}} P_0^{1-\lambda}(x) P_1^\lambda(x) \right), \]
and setting this to zero, we can conclude that first order condition only satisfies if \( \lambda = 0 \) or \( \lambda = 1 \), i.e., \( Q_\lambda = \mathcal{P}_0 \) or \( Q_\lambda = \mathcal{P}_1 \) should be the optimizer in (357), and it is clear that only \( \frac{\gamma_1}{t} = \mathbb{D}(\mathcal{P}_1 || \mathcal{P}_0) \) can satisfy this condition which shows the uniqueness of the solution. Then by (352), (356) and substituting \( t^\ast (r = 0) = n \), we obtain that
\[ \frac{d\mathbb{E}_\gamma (r)}{d\sqrt{r}} = -n \sqrt{\frac{2}{\alpha \sqrt{\mathbb{E}_\gamma (r, t)}} \log \left( \frac{P_1}{\mathcal{P}_0} \right)}. \]

Also, we have
\[ \mathbb{E}_\gamma (r = 0) = \mathbb{E}_\gamma (r = 0, t^\ast (r = 0)) = n \mathbb{D}(\mathcal{P}_1 || \mathcal{P}_0). \]

Finally, By (361), (362) and Taylor expanding \( \mathbb{E}_\gamma (r) \) around \( r = 0 \) as the function of \( \sqrt{r} \), we get
\[ \epsilon_0 \leq c \cdot n \mathbb{D}(\mathcal{P}_1 || \mathcal{P}_0) \sqrt{\frac{2}{\alpha \sqrt{\mathbb{E}_\gamma (r, t)}} \log \left( \frac{P_1}{\mathcal{P}_0} \right)}, \]
where \( c \) is a positive constant. Next, we find the worst-case expected stopping time \( \mathbb{E}_\gamma (\tilde{T}_x) \), \( \mathbb{E}_\gamma (\tilde{T}_x) \). We can write the accumulated log-likelihood ratio \( \tilde{S}_n \) evaluated at adversarial samples with the type \( \tilde{T}_x \) by
\[ \frac{\tilde{S}_n}{n} = \frac{S_n}{n} + \theta_\tilde{T}_x \nabla \tilde{S}, \]
where
\[ \nabla \tilde{S} = \left( \log \frac{P_0(x_1)}{P_1(x_1)} \right) \cdots \left( \log \frac{P_0(x_{\mathcal{X}})}{P_1(x_{\mathcal{X}})} \right)^T, \]
\[ \theta_\tilde{T}_x = (\tilde{T}_x(x_1) - \tilde{T}_x(x_1)) \cdots (\tilde{T}_x(x_{\mathcal{X}}) - \tilde{T}_x(x_{\mathcal{X}}))^T, \]
and \( \tilde{T}_x \) is the type of the original samples at time \( n \). Assume \( \tilde{T}_x \) is fixed and the adversary is trying to maximize the stopping time, or equivalently reducing the \( \tilde{S}_n \) under the first hypothesis. Therefore, letting \( \tilde{S}_n = \min_{Q : \mathbb{D}(\mathcal{T}_x, Q) \leq \epsilon} \tilde{S}_n \), we have
\[ \frac{\tilde{S}_n}{n} = \frac{S_n}{n} + \min_{Q : \mathbb{D}(\mathcal{T}_x, Q) \leq \epsilon} \theta_\tilde{T}_x \nabla \tilde{S}. \]
Note that, this is a convex optimization problem, and similarly to the proof of Theorem 9 we get
\[ \frac{\hat{S}_n}{n} = \frac{S_n}{n} - \frac{2}{\alpha} \text{Var}_Q \left( \log \frac{P_0}{P_1} \right) r + o(\sqrt{n}). \] (368)

Let
\[ \hat{\gamma}_0 = \inf \{ n \geq 1 : \hat{S}_n \geq \tilde{\gamma}_0 \}, \] (369)
to be the worst-case stopping time under the adversarial perturbation. Similarly to proof of the Theorem 8, it is easy to show that the worst case stopping time \( \hat{\gamma}_0 \) tends to infinity as \( \tilde{\gamma}_0 \to \infty \), and also for every finite \( \tilde{\gamma}_0 \) the stopping time is finite with probability one. Let \( \tilde{\gamma}_0 = \gamma_0 + \frac{\lambda^* + 2}{\lambda^*_2} \log(t + 1) \) where \( \lambda^*_2 \) is the optimal Lagrange multiplier defined similarly to \( \lambda^* \) for the type-II error exponent. By SLLN and continuous mapping theorem as \( \gamma_0 \to \infty \) we have
\[ \frac{\hat{S}_n}{\tilde{\gamma}_0} \to D(P_0 \| P_1) - \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(\sqrt{n}), \] (370)
\[ \frac{\hat{S}_n - 1}{\tilde{\gamma}_0 - 1} \to D(P_0 \| P_1) - \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(\sqrt{n}). \] (371)

It is easy to show that there exist a finite \( \tilde{\gamma}_0 \) with probability one such that
\[ \hat{\gamma}_0 \leq \tilde{\gamma}_0 < \hat{\gamma}_0 \] (372)

Therefore, from (370), (371), and (372), we conclude that
\[ \frac{\hat{S}_n}{\gamma_0} \to D(P_0 \| P_1) - \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(\sqrt{n}) \]
\[ \frac{\hat{S}_n - 1}{\gamma_0 - 1} \to D(P_0 \| P_1) - \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(\sqrt{n}) \]
(373)
as \( \gamma_0 \to \infty \).

Similarly to the proof of Theorem 8 we can show the convergence in expectation by proving the uniform integrability of \( \hat{S}_n \) as \( \gamma_0 \to \infty \) as well as convergence of \( \hat{S}_n \) by using the convergence of \( \hat{\gamma}_0 \). Hence
\[ \mathbb{E}_{P_0} [\hat{\mathcal{E}}] = \frac{\gamma_0}{D(P_0 \| P_1)} + \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(1) + o(\sqrt{n}), \] (374)
\[ \mathbb{E}_{P_1} [\hat{\mathcal{E}}] = \frac{\gamma_1}{D(P_1 \| P_0)} + \frac{2}{\alpha} \text{Var}_{P_1} \left( \log \frac{P_1}{P_0} \right) r + o(1) + o(\sqrt{n}), \] (375)
Finally letting \( \gamma_0 = nD(P_0 \| P_1), \gamma_1 = nD(P_1 \| P_0) \) we get
\[ \mathbb{E}_{P_0} [\hat{\mathcal{E}}] = n + \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + o(1) + o(\sqrt{n}), \] (376)
\[ \mathbb{E}_{P_1} [\hat{\mathcal{E}}] = n + \frac{2}{\alpha} \text{Var}_{P_1} \left( \log \frac{P_1}{P_0} \right) r + o(1) + o(\sqrt{n}), \] (377)
and using (363) the worst case error exponent will satisfy
\[ \mathbb{E}_{\hat{\mathcal{E}}}(r) \geq D(P_0 \| P_1)D(P_1 \| P_0) \]
\[ \times \left( 1 - \frac{2}{\alpha} \text{Var}_{P_0} \left( \log \frac{P_0}{P_1} \right) r + \frac{2}{\alpha} \text{Var}_{P_1} \left( \log \frac{P_1}{P_0} \right) r \right) \]
(378)
which concludes the proof.
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