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Abstract

This paper is the first assignment in the course Machine Learning TDT4173, fall 2020. The project was conducted by reading through some of the latest developments within time-series forecasting methods in the scientific community over the past 5 years. The result is a summary of the essential aspects.

In this paper, we introduce an LSTM cell’s architecture and explain how different components go together to alter the cell’s memory and predict the output. Also, the paper provides the necessary formulas and foundations to calculate a forward iteration through an LSTM. Then, the paper refers to applications and research that emphasize the strengths and opportunities of LSTMs, shown within the time-series domain and the natural language processing (NLP) domain. Finally, alternative statistical methods for time series predictions are highlighted, where the paper look into ARIMA and exponential smoothing. Nevertheless, as LSTMs can be viewed as a complex architecture, the paper assumes that the reader has a general knowledge of machine learning aspects, such as neural networks, activation functions, overfitting, underfitting, metrics and bias.
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1 Introduction

A time series is a sequence of historical measurements of an observable variable at equal time intervals. Time series data often exhibit patterns such as trend, seasonality and cycles: A time series has a trend if there is a long-term increase or decrease in the data, it is seasonal if the data is affected seasonally at a known and fixed frequency, e.g. time of the year or time of the day, and it is cyclical if the data either rises or falls according to an unfixed frequency, e.g. how the economy (GDP) oscillates around the long-term growth trend [Nau, 2020]. Such patterns, as described above, can be exploited by a forecasting-model to infer dependencies between the past and the present, to predict the future [Hyndman and Athanasopoulos, 2018].

Over the past 50+ years, many statistical, structured models have yielded the best predictions on time series data [Hyndman and Athanasopoulos, 2018]. Such structured models, e.g. ARIMA, try to prescribe the data generating process [Barker, 2020]. However, with the emergence of new machine learning models, increasingly complex data, and more computing power, the structured, statistical models are now challenged by the power of artificial intelligence [Bontempi et al., 2013].

One subfield of artificial intelligence is machine learning, where models automatically improve through experience [Goodfellow et al., 2016]. A class of machine learning methods designed to exhibit temporal behaviour is recurrent neural networks (RNN). An RNN is a standard feedforward neural network, but with a feedback loop, facilitating the network to handle temporal information or dynamic patterns, e.g. time series, where the value at a given time often depends on past values [Alanis and Sanchez, 2017]. One architecture building on the RNN architecture is LSTM, the main topic of this paper. An LSTM is an RNN, but with long short-term memory cells. The LSTM cell contains numerous internal weights and is particularly designed to capture and retain essential information from previous outputs.

In order for an LSTM to function properly, the weights of the internal LSTM cells must be trained. The most important aspects of the training process can be described in three steps: Firstly, the internal weights are initialized in a random configuration. Secondly, a batch of training-data is fed to the network, and an error-metric compares the output from the network and ground truth. Finally, the error is propagated back through the network, adjusting the weights within the LSTM cells through a process called back-propagation. Then this is repeated for each batch from the training data. Hence, during training, the network learns the patterns of the data by adjusting its weights towards the known correct outputs; this makes LSTM a supervised learning architecture [Hochreiter and Schmidhuber, 1997]. It is worth mentioning however, that LSTMs can be used on unsupervised problems too; for instance, in sequence modelling tasks such as NLP, target outputs can be generated by shifting the input one or more time-steps [Nordanger, 2020], despite LSTM being a predominantly supervised algorithm. Figure 1 displays how LSTM belongs under the RNN branch in the deep-learning part of supervised learning.

![Figure 1: LSTM placed in the Machine Learning taxonomy.](image)
2 Foundations

2.1 Recurrent Neural Networks

LSTMs are recurrent neural networks, where the neurons are replaced by LSTMs cells. Therefore, to understand LSTMs we must understand the emergence and architecture of recurrent neural networks. The motivation behind RNNs is to tackle the problem of a standard neural network’s limited memory about previous data. Standard neural network’s memory is limited to their learned weight from training, and during prediction, they only utilize information about the current input $p(y_t | x_t)$. With exploiting knowledge of previously seen data, this becomes a difficult task. To solve this, the neurons in RNNs recovers a hidden variable $h_t$ which contains information that later iteration through the network can benefit utilize $p(y_t | x_t, h_{t-1})$; hence their name recurrent neural networks [Zhang et al., 2020]. This change of architecture allows information to persist within the network and makes RNNs more suitable for predicting the outcome of a time-series compared to traditional neural networks.

![Unfolded representation of an RNN.](image)

2.2 The Vanishing Gradient Problem

In theory, the hidden state $h_t$, in each RNN cell can keep track of information for an arbitrary amount of time. However, as the hidden state $h_t$ is updated at each time step, i.e. $h_t = f(x_t, h_{t-1})$, the time dependency often causes long-term dependencies, e.g 100 time steps, to be ignored during training [Le and Zuiddema, 2016]. Neural networks are trained through the back-propagating of an error measure through the network, and adjusting the weights of the matrices and biases such that the error is reduced for future iterations. One problem that emerges when the network becomes deeper is that the gradients tend to explode or vanish. This is because the gradients, i.e. the change of weights, are computed based on the cell’s contribution to the output. The problem greatly intensifies with RNNs, since gradients are not only calculated in the "depth"-dimension, but also in the "time"-dimension [Guo, 2013]. This problem is called the vanishing gradient problem, and it makes it difficult for standard RNNs to learn long-term dependencies in the data.

2.3 The Idea behind LSTMs

LSTMs were introduced to handle the vanishing gradient problem of the traditional RNNs. An LSTMs architecture is similar to an RNN, but the recurrent cells are replaced with LSTM cells [Hochreiter and Schmidhuber, 1997] which are constructed to retain information for extended periods. Similar to the cells in standard RNNs, the LSTM cell recurs the previous output, but also, it keeps track of an internal cell state $c_t$, which is a vector serving as long-term memory. Hence, the LSTMs have access to both short-term memory, i.e. the hidden state $h_t$, and long-term memory, i.e. the cell state $c_t$, resulting in the name: long short-term memory cells [Hochreiter and Schmidhuber, 1997]. The cell state can metaphorically be viewed as a conveyor belt that passes information down the line, to be used in later calculations. The content of this cell state vector is carefully altered through operations by gates inside the LSTM cell, which lets essential information and gradients to flow unchanged.
2.4 Intuition behind LSTM

The main idea of the LSTM cell is to regulate the updates of the long-term memory (cell state), such that information and gradients (for training) can flow unchanged between iterations.

To give an intuition, imagine an LSTM that is to predict the next scene in a movie with two main characters, Alice and Bob. The core idea would be to let the movie scenes without Alice leave the Alice-related information completely unchanged. Through careful regulation, we could display half-an-hour of scenes with Bob without this interfering with the cell state’s weights which saves information about Alice. To carefully regulate the cell-state, the LSTM uses the three yellow gates in Figure 3.

**Forget gate** – Regulates forgetting of previous information. If a scene ends, we want to forget all the information associated with the scene, but still remember information about Alice and Bob.

**Input gate** – Controls the relevance and saving of new information. When a new scene is introduced, the input gate "writes" to memory the critical information to remember about the scene.

**Output gate** – Joins the long-term information with the short-term information to give a better prediction about the next hidden unit/output.

These precise operations let the LSTM cell keep track of the most relevant information, update the cell state in a precise way, and choose what specific information to pay attention to when predicting new outputs.

2.5 Components and Calculations

To understand how LSTMs work, we must thoroughly understand the components of the LSTM cell. The cell has three internal gates, namely the **forget gate**, the **input gate**, and the **output gate**, see figure 3. These gates control the internal cell state \( c_t \), and the hidden state \( h_t \). In figure 3, we observe in the yellow boxes how the input vector, \( x_{t[n-1]} \), and the previous hidden state, \( h_{t-1[m,1]} \), are multiplied respectively with four different matrices, \( W_j[m,m+n] \), and added respectively with four different biases, \( b_j[m,1] \). The outputs of these gates are then used to both update the cell state to form \( c_{t[m-1]} \), and to calculate the new hidden state \( h_{t[m,1]} \). Here, the notation within the brackets, i.e. \([m,1]\) and \([m,m+n]\), are the dimensions of the matrices.

Furthermore, the "cross-sign" in the gates are a dot product, and the "plus-sign" addition.

![Figure 3: The Architecture of a LSTM Cell](image)

The four combinations of a matrix \( W \), a bias \( b \), and an activation function, that is either the sigmoid or the tanh, can be view as a one-layer neural network inside of the cell. We define each of these one-layer neural networks as functional units, and their general formula is shown equation 1.

\[
\text{OutFunctionalUnit}_{[m,1]} = \text{ActivationFunction}(W_{[m,m+n]} \ast [h_{[m,1]}, x_{[n,1]}] + b_{[m,1]})
\]  

(1)
Forget Gate

The forget gate decides what information and how much information to erase from the cell state. The information in the cell state $c_{t-1}$ is altered through an elementwise multiplication of the forget gate’s output $f_t$, see equation 3 and Figure 3. The forget gate’s activation function is the sigmoid function; this ensures that the output vector from the gate yields continuous values between 1 (keep) and 0 (forget). The subscript ‘$f$’ on the matrix and bias in equation 2 indicates their belongingness to the forget gate.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)$$  \hspace{1cm} (2)
$$c_f = c_{t-1} \times f_t$$  \hspace{1cm} (3)

Input Gate

The next important gate is the input gate. This gate uses two functional units. The first functional unit uses a tanh activation which outputs values between -1 and 1 and decides the change of the cell state $\tilde{c}_t$. The latter uses a sigmoid activation function, and it is responsible for the magnitude of the change $m_t$. After multiplying the results of these two functional units, the input gate adds the result to the cell state, equation 6, and this completes the update of the cell state $c_t$.

$$\tilde{c}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c)$$  \hspace{1cm} (4)
$$m_t = \sigma(W_m \cdot [h_{t-i}, x_t] + b_m)$$  \hspace{1cm} (5)
$$c_t = c_f + \tilde{c}_t \times m_t$$  \hspace{1cm} (6)

Output Gate

The output gate uses a trained matrix $W_o$ and bias $b_o$, to fetch relevant information from the current input and previous output, equation 7. This information is combined with the newly adjusted cell state $c_t$ to predict the next output, $h_t$, equation 8. This output recurs such that the next iteration can use it. If there are multiple layers, this output is also used as input in the next layer, if not this output is the prediction.

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)$$  \hspace{1cm} (7)
$$h_t = o_t \times \tanh(c_t)$$  \hspace{1cm} (8)

2.6 Pseudocode

Algorithm 1 One iteration through an LSTM cell

- **procedure** iteration($c_{t-1}, h_{t-1}, x_t$)
  - $c_t \leftarrow$ Element-wise multiply $c_{t-1}$ with output from forget gate $f_t$ \hspace{1cm} ▶ Equation (3)
  - $c_t +=$ The output from the input gate $(\tilde{c}_t \times m_t)$ \hspace{1cm} ▶ Equation (6)
  - $h_t \leftarrow$ Combination of the cell state $c_t$, input $x_t$ and previous output $h_{t-1}$ \hspace{1cm} ▶ Equations (7, 8)
- **return** $(c_t, h_t)$
- **end procedure**

2.7 Evaluation

To evaluate LSTMs performance, it is common to use error metrics such as root mean squared error (RMSE) and mean absolute error (MAE) [Bouktif et al., 2018]. In general, When evaluating neural networks, it is important to evaluate the model on test data that the algorithm has not seen before. This is especially important in neural networks because their ability to learn complex structures makes them vulnerable to overfitting. In Section 3 we will use these error metrics to discuss LSTMs performance.
3 Current Applications

Due to the inherent ability of LSTMs to handle temporal data, variants of LSTMs architectures can be used in various types of applications, in many different domains. This section focus on applications within the time-series domain and the natural language processing (NLP) domain.

3.1 LSTMs used in forecasting solar power production

Being able to forecast future power generation for a power plant can, among other things, help to minimize operational costs, and more efficiently plan for maintenance and improvements [Zuzuki, 2015]. As the power generation for solar power plants is highly dependent on the current weather situation, the resulting prediction is influenced by the performance of the weather prediction, as well as the performance of the power-generation prediction. Gensler et al. 2016 focused only on the last part, where they used the weather forecasts as a given input and utilized LSTMs to predict power generation.

3.1.1 How LSTM was implemented

The authors implemented both an Auto-Encoder LSTM and a traditional LSTM network. We will in this section, however, only focus on the latter one. The network consisted of four LSTM layers stacked on top of each other and an output layer with Rectified Linear Unit (ReLU) as an activation function for the predictions [Gensler et al., 2016]. The dataset was aggregated on 990 days of weather data in 3-hour resolutions from 21 different power plants. The LSTM network was trained on \( n = 2 \) previous time-steps to predict a new value, see figure 4 for an explanation of why \( n = 2 \) was chosen. This means that the memory cells of the LSTMs were trained by trying to predict \( y_t \) based on the two past values, \( \{y_{t-1}, y_{t-2}\} \), then predicting \( y_{t+1} \) based on \( \{y_{t-1}, y_{t-2}\} \) and so on. However, as the model’s performance was based on its ability to predict 24h and 48h into the future, a recursive strategy was implemented to turn one-step predictions into a multi-step prediction. A physical forecasting model, P-PVFM, was also implemented as a reference model. The results are summarized in table 1. We see from the Root Mean Squared Error (RMSE) and Mean Average Error (MAE) that the LSTM model prove superior to the reference model. Furthermore, whereas the reference model overestimates the power generation (positive bias), the LSTM model underestimates the power output (negative bias), although to a lower extent [Gensler et al., 2016].

![Figure 4: Choose n at the point where RMSE starts to rise](Gensler et al., 2016).

| P-PVFM | LSTM |
|--------|------|
| Avg. RMSE | 0.1086 | 0.0724 |
| Avg. MAE | 0.0560 | 0.0368 |
| Avg. BIAS | 0.0399 | -0.0073 |

Table 1: Test-results for power generation forecasting. Values closer to 0 the better. [Gensler et al., 2016].

3.1.2 Why LSTMs works well in this scenario

Physical models often require specific knowledge of the power plant and are more based on parameters such as solar curves, wind turbine dimensions etc. Whereas physical models can be highly
accurate and offer a high degree of interpretability, they are often too dependent upon the precision of measurements. Hence, as statistical- or machine learning models do not try to explain the underlying process directly, but instead try to find a function describing the relationship between weather data (input) and power generation (output), they are more flexible and less affected by measurements errors [Gensler et al., 2016]. Furthermore, as the dataset included dates and contained a large number of features, both numerical and categorical (snowfall, rain etc.), the LSTM work even better as they can benefit from cross-series training, i.e. learn dependencies across different time-series, and thus learn not just the trend, but also seasonal patterns and level. This is also emphasized by Barker [2020], who highlights why global, unstructured models, e.g. LSTMs, can be better than structured models, e.g. ARIMA, at capturing elements of trend, levels, and seasonality on more complex data.

3.2 LSTMs used in Natural Language Processing

LSTMs can be used in a variety of NLP applications, such as language modelling, where a probability distribution over words are learned. This is because the architecture of LSTMs is well suited for sequence modelling; in the same way as predicting \( y_t \) based on a time series sequence \( Y = y_t-N, \ldots, y_t-1 \), one can use the previous words in a sentence \( W = \{w_t-N, \ldots, w_t-1\} \) to predict \( w_t \).

3.2.1 How LSTM was implemented

One example of LSTMs used in NLP is with ELMo (Embeddings from Language Models) from 2018 [Peters et al., 2018]. The full details are beyond the scope of this paper. Nevertheless, the model uses bidirectional LSTMs to produce context-sensitive embeddings. Whereas language models is a probability distribution over words, an embedding is a floating-point vector-representation of words. The higher the vectors’ dimensions in the embedding, the more fine-grained relationships between words can be captured. Two key advantages of embeddings are that one can use cosine-similarity to find related words (synonyms) and use vector operations on words [Mikolov et al., 2013]. The results are shown in Table 2, where SQuAD and NER are benchmarks for question answering and named entity recognition (classifying a word in a sequence to an entity), respectively. Note that newer models have surpassed the human benchmark on the SQuAD dataset [Rajpurkar, 2020], and F1 is a metric which uses the harmonic weighting between precision and recall.

|               | Previous methods | Humans | ELMo |
|---------------|------------------|--------|------|
| SQuAD 1.1 (F1) | 84.4             | 91.2   | 87.4 |
| NER (F1)      | 91.9             | 96.9   | 92.2 |

Table 2: The results of previous methods, human performance and ELMo on two different NLP benchmarks. 100 is a perfect score.

3.2.2 Why LSTMs works well in this scenario

One of the reasons LSTMs worked well in this scenario is their ability to be bidirectional. ELMo used two separate forward and backwards 2-layered LSTMs (bidirectional LSTM). In contrast to the forward-LSTM in ELMo, who looks at the preceding words \( \{w_1, \ldots, w_{k-1}\} \) in a sequence to find the probability of \( w_k \), a backward-LSTM looks at the succeeding words \( \{w_{k+1}, \ldots, w_N\} \) to predict \( w_k \) [Peters et al., 2018]. One advantage of this is that it enabled ELMo to learn context-sensitive embeddings [Peters et al., 2018], meaning that a word such as ”bank” will have a different vector representation if it is used in the context of a ”river bank”, versus in the context of ”Bank of America”. This is one of the reasons why ELMo could learn more patterns and relationships in the language it is trained on and thus increased its performance.
4 Alternative methods

As described in the applications section, LSTM-architectures can be used in various types of forecasting applications. It is, however, important to emphasize that the type of data available and the type of problem heavily influence the right choice of method. This section covers two alternatives, statistical methods that have been widely used in the past 50+ years: ARIMA models and exponential smoothing models. After giving the foundations of these methods, we compare different strengths and weaknesses of the more statistical methods to LSTMs.

4.1 ARIMA and its components

ARIMA is an acronym for Autoregressive Integrated Moving Average and is a general class of linear forecasting models. In fact, more known methods such as linear regression, random-walk and exponential smoothing are all special cases of ARIMA models [Hyndman and Athanasopoulos, 2018]. ARIMA models can work on both seasonal and non-seasonal data. However, we will in this section only focus on non-seasonal ARIMA models and non-seasonal data, which consist of three components: Autoregressive models (AR), Integrated (I), and Moving Average models (MA) [Hyndman and Athanasopoulos, 2018].

Firstly, Autoregressive models (AR) attempt to predict a future variable, $y_t$, by creating a linear combination of past values of the variable the model aims to predict $y_{t+1}$.

$$y_t = c + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \cdots + \phi_p y_{t-p} + \epsilon_t$$

Here, $\epsilon_t$ is an error term, e.g. white noise, $\phi_j$ is the variables to be fitted, $j \in (1,p)$, and $c$ is the average of the period change (long-term drift). If $c$ is positive, $y_t$ will tend to drift upwards, whereas if $c$ is negative, $y_t$ will tend to drift downwards [Hyndman and Athanasopoulos, 2018].

The Integrated component (I) is a component that tries to reduce the seasonality and trend in a time series. A stationary time series means that the time series has a constant mean and exhibits neither trend nor seasonality [Nau, 2020]. This implies that the statistical properties are constant over time, i.e. a constant autocorrelation, meaning that the correlations between all two adjacent data points in the time series are constant. Through differencing a given number of times, a non-stationary time series can often be made stationary. Hence, $y_t'$ represents the observed variable differenced $d$ number of times, i.e. $(y_t' = y_t - y_{t-1})^d$.

The last component, the Moving Average (MA) model, use a linear combination of the past $q$ forecast errors to predict $y_t$.

$$y_t = c + \epsilon_t + \theta_1 \epsilon_{t-1} + \cdots + \theta_q \epsilon_{t-q}$$

Here, $\epsilon_t$ is an error term, and $c$ is the average of the long-term drift. $\theta_i$ can be estimated through maximum likelihood estimation [Hyndman and Athanasopoulos, 2018].

Hence, now that we have outlined the three components making up ARIMA, we can for a given time-series difference a given number of times to make it stationary, and combine equation (9) and equation (10), to form $ARIMA(p, d, q)$, where $p$ represents the order of the autoregressive component, $d$ represents the degree of differencing, and $q$ is the order of the moving average component. That is,

$$y_t' = c + \phi_1 y_{t-1}' + \cdots + \phi_p y_{t-p}' + \theta_1 \epsilon_{t-1} + \cdots + \theta_q \epsilon_{t-q} + \epsilon_t$$
4.2 Exponential Smoothing

Many Exponential Smoothing (ES) models are special cases of ARIMA models, and made up of an exponentially decaying autocorrelation forecast [Hyndman and Athanasopoulos, 2018]. Furthermore, there are also parameters for adjusting with respect to both trend and seasonality. These adjustments will be made either linearly or multiplicatively, depending on the type of trend and seasonality observed in the time series. This subsection will describe the components which make up the linear ES-model, in addition, to describe how these parameters can be used to make both a linear and a non-linear ES-model.

4.2.1 Simple Exponential Smoothing

The simplest form for an exponential smoothing algorithm is a weighted average of the past observations, where the weights have a decreasing magnitude as we move away in time from the event we try to predict. We use the parameter $\alpha$ to denote this decay and $h$ as a step length. As a result, $\hat{y}_{t+1|t}$ is predicted in the following manner [Hyndman and Athanasopoulos, 2018]:

\[
\text{Forecast Equation: } \hat{y}_{t+h|t} = l_t \\
\text{Smoothing Equation: } l_t = \alpha y_t + (1-\alpha)l_{t-1}
\]

(12)

A higher value of $\alpha$ will result in more weight on the most recent observations.

4.2.2 Modeling trends with Exponential Smoothing

Time series often include trends. In order to model this in the ES algorithm, a method known as Holt’s linear method is used [Hyndman and Athanasopoulos, 2018]. There are here two components, which makes up the forecasted value, a level equation and a trend equation.

\[
\text{Forecast Equation: } \hat{y}_{t+h} = l_t + hb_t \\
\text{Level Equation: } l_t = \alpha y_t + (1-\alpha)(l_{t-1} + b_{t-1}) \\
\text{Trend Equation: } b_t = \beta (l_t - l_{t-1}) + (1-\beta)b_{t-1}
\]

(13)

Now, the level equation is based on a weighted average between the last trend parameter, $b_{t-1}$, and the last observed value of $y_t$. The $\beta$ will be a smoothing parameter for the trend and will have a value in the range $[0, 1]$. Depending on how much one desire to weight the new level differences as a trend or used the past calculation of the trend.

The equations above now show a forecasting expanding to infinity for large values of $h$. Therefore, it is relevant to find methods for limiting the growth of $\hat{y}$, when $h$ takes a significant value. This is known as damping. Mathematically, we can swap $h$ for $(\phi + \phi^2 + ... + \phi^h)$, and multiply $b_t$ with $\phi$ in the trend equation. $\phi$ will be in the range $< 0, 1 >$.

4.2.3 Modeling Seasonality with Exponential Smoothing

For modelling seasonality with ES-models, a third smoothing parameter is required, in addition to a value to indicate the cyclical fluctuations in the seasonality. The smoothing parameter is $\gamma$, and the cycles have a duration of $m$ with respect to the duration of a time unit. The forecast is written [Hyndman and Athanasopoulos, 2018]:

---
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Forecast Equation: $\hat{y}_{t+h} = l_t + hb_t + s_{t+h-m(k+1)}$

Level Equation: $l_t = \alpha(y_t - s_{t-1}) + (1 - \alpha)(l_{t-1} + b_{t-1})$ (14)

Seasonal Equation: $s_t = \gamma(y_t - l_{t-1} - b_{t-1}) + (1 - \gamma)s_{t-m}$

The parameter $k$ is the integer part of $(h - 1)/m$, hence, indicating the number of whole cycle lengths we forecast in the future.

4.3 Discussion and Comparison of LSTM with Statistical Methods

When reading papers comparing the statistical approaches to forecasting with those of deep learning, it is obvious that the results are somewhat diverging. Papers are describing that advanced machine learning models are capable of extracting highly complex relationships in the data, and utilize these to have superior forecasting compared to ARIMA and ES [Sima Siami-Namini, 2019]. On the other hand, some papers have found that the machine learning models fit the training data and perform poorly in testing, due to over-fitting [Spyros Makridakis, 2018].

First of all, the article [Spyros Makridakis, 2018] concludes that an LSTM approach for forecasting single and multiple steps of a time series, based on univariate data, is a problem best solved using an ES or ARIMA model. They have found that the LSTM is capable of learning the relationships of the training data, but lacks the capability to predict new values. In other words, the LSTM will over-fit the training data. They credit the ARIMA model for restricting complexity, and therefore reducing the generalization error in the testing phase. Furthermore, the article [Spyros Makridakis, 2018] discusses how machine learning algorithms need more insight into the objective of the time series to make accurate predictions.

Despite what has been described in the paragraph above, some papers strongly argue that machine learning models, such as the LSTM, are superior to statistical approaches [Sima Siami-Namini, 2019]. The research they have conducted strongly indicate that the LSTM outperforms the ARIMA model. Furthermore, they have made the study based on some of the most complex graphs available - stock market graphs. Hence, this strongly advocates for the superiority of the LSTM. The core of their argumentation for the superiority of the LSTM is the gradient descent optimization algorithm.

Combining the studies we have discussed so far, it is evident that there are diverging answers to whether some of the statistical approaches to time series forecasting are better or worse than an LSTM approach. It is hard to arrive at a precise conclusion. Therefore, we will discuss some of the issues we have seen in the papers, and give some guidance for choosing a time series forecasting model.

When constructing models as complex as both the ARIMA, ES and LSTM, the hyperparameters are paramount to ensure a model which can capture and communicate the relationships in the fluctuations of the time series data. Since some of the algorithms had standardized hyperparameters in their construction, it is possible to argue for the fact that they were not able to forecast at their best.

When reading the research papers, it is evident that it is not a standardized data set which has been used, but many different ones. Hence, the quantitative assessment of the different models’ time series forecasting abilities is not that comparable across the research papers.

Therefore, we can conclude that there are options to the LSTM models for time series forecasting. These models can be made linear and are in many cases great at doing time series forecasting. As a result, one should not completely disregard the more statistical processes of time series analysis, but use these as a reference and tool, since they are a lot less computationally demanding. Furthermore, we believe that as the world progresses and technology with it, we will discover a lot more complex and precise models for time series analysis, as stated in [Spyros Makridakis, 2018]. This is evident in the democratization process of computer power and the availability of open-source code.
5 Conclusions and Further Work

This paper explains and presents LSTM cells and tie them to the time series domain. We have seen how LSTMs differ from traditional RNNs through their ability to deal with the vanishing gradient problem. LSTMs are also compared to more structured, traditional statistical models such as ARIMA, where we highlight the discussion around the applicability of LSTM compared to the traditional statistical approaches. Later on, different applications of the LSTM architecture are also presented, where we find that it achieves great results on predicting future power generation. Furthermore, we have seen how and why LSTMs can be applied to tasks belonging to other domains, such as NLP, and on their ability to create robust embeddings from language models.

Looking at further work, several improvements can increase the performance of LSTMs architectures. One increasingly popular implementation is deep-LSTM (DLSTM), where multiple LSTM cells are layer-wised stacked on top of each other to build more complex realizations of the data. Others are through using the concept of self-attention, outlined by [Vaswani et al., 2018], where LSTM architectures can be adapted to focus more on relevant parts for a given data [Lim and Stefan, 2020]. Furthermore, methods such as BERT, a state-of-the-art encoder architecture released by Google in 2018, which builds upon the encoder-decoder thought from LSTM, can be used [Devlin et al., 2019]. Furthermore, many statistical, structured forecasting methods can also be used in combination with neural networks to yield great results on time series data.

As the world becomes more data-driven than ever before, we believe that with increasing computing power, and more sharing of knowledge through the open-source community, machine learning models building on LSTM architectures will both become more widespread and accurate. We also want to emphasize that deep learning is not necessarily the best solution; classical statistical methods such as ARIMA can perform at least as good or even better depending on the dataset used or the available resources. We also want to emphasize the challenge of interpreting LSTM models. Increased depth and complexity of machine learning models can make it even harder to explain why models do as they do, which can be a severe threat under certain circumstances. To conclude, the choice of time series model depends on the data available and the data scientist’s knowledge about structures in the data. Under the right conditions, we have seen that the power of LSTMs and deep learning can result in groundbreaking results.
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