Finding Important People in a Video Using Deep Neural Networks with Conditional Random Fields
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SUMMARY Finding important regions is essential for applications, such as content-aware video compression and video retargeting to automatically crop a region in a video for small screens. Since people are one of the main subjects when taking a video, some methods for finding important regions use a visual attention model based on face/pedestrian detection to incorporate the knowledge that people are important. However, such methods usually do not distinguish important people from passers-by and bystanders, which results in false positives. In this paper, we propose a deep neural network (DNN)-based method, which classifies a person into important or unimportant, given a video containing multiple people in a single frame and captured with a hand-held camera. Intuitively, important/unimportant labels are highly correlated given that corresponding people’s spatial motions are similar. Based on this assumption, we propose to boost the performance of our important/unimportant classification by using conditional random fields (CRFs) built upon the DNN, which can be trained in an end-to-end manner. Our experimental results show that our method successfully classifies important people and the use of a DNN with CRFs improves the accuracy.
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1. Introduction

Some applications related to videos require finding important regions in video frames in order for semantically meaningful video handling. Video retargeting is one of such applications, which automatically crops a video that is originally for big screens to make it fit to smaller screens [1]. Another example application is content-aware video compression, which assigns more bits to important regions [2]. Finding important people is one of such regions (e.g., a red ball on grass fields or rapidly moving objects).

Some of more recent techniques integrate a higher-level cue into visual attention models [4]. One of the powerful and convincing approaches leverages face detection results, along with other types of cues, based on the observation that facial and human body regions attract the humans’ attention. Their approach may also be motivated by the fact that people are one of the major content of images or videos.

In order to address this problem, we need an automatic technique to classify a person into important/unimportant one, where there are an arbitrary number of important people in a single video frame. The problem is that there is no obvious gold standard in distinguishing important/unimportant people, and the person who is important in a given video might be different viewer to viewer. For example, parents deem their kids are important in most cases, while the kids may not be important for other people. One possible way to disambiguate important people is adopting...
the videographer’s viewpoint: Since the videographer usually has something that she/he intends to capture, important/unimportant people can be obvious.

Some research efforts have been made in this direction e.g. [5], which is based on the observation that videographers move or operate their cameras differently when capturing important people and unimportant people. For example, a videographer may move the camera to follow an important person if the person is moving, while the motion of an unimportant person does not affect the videographer’s behavior. Taking this into account, these methods use trajectories of detected people as features and classify people in each frame into important/unimportant. The work also proposed to incorporate the prior that a group of important people tend to have similar trajectories as in Fig. 1. Their results demonstrated that the classification performance can be improved by modeling correlation among trajectories of two or more important people using conditional random fields (CRFs).

This paper also presents a model to classify detected people in a video captured by a hand-held camera into important/unimportant ones for higher-level visual attention models, which can handle multiple important people in a single frame. To further boost the performance of a CRF-based classifier, we construct a deep model with CRFs that can be trained in the end-to-end fashion. By doing this, we can expect that the trained model is fully optimized to our problem of finding important people. Assuming that the number of people in a single frame is small (e.g., less than 10), we can evaluate the partition function in the negative log-likelihood of our DNN-CRF in the exhaustive manner without approximation. The contribution of this paper is summarized as follows:

- We propose a model for important/unimportant people classification, which can improve the classification performance thanks to end-to-end training of our deep model. This allows additional tuning on features for our classification task.
- We develop an easy-to-implement deep neural network (DNN) model with a CRF layer that can be implemented using off-the-shelf tools for DNNs. Yet, our model might be applied to such problems as social role discovery [6] and articulated pose estimation [7].
- We experimentally demonstrate that our method outperforms vanilla DNN-based and support vector machine classifiers.

2. Related Work

Visual attention models have been used in various applications that exploit detection of important regions in images/videos. Such applications include video summarization [4], video retargeting [1], virtual cinematography [8], and content-aware video compression [2].

The early work on visual attention model is Itti et al.’s visual saliency [3], which is well-known and adopted in later works. Itti’s group also proposed to model “surprise” to find visually prominent regions [9]. An interesting extension of such visual attention models is to integrate higher-level cues [10]. For example, humans’ vision system tends to focus on people’s faces, and people are one of the most important contents in images/videos. This observation can be leveraged in the model by using detected faces or human bodies for candidate salient regions as in Ma et al.’s model [4].

Considering that people are not equally important as mentioned in the previous section, classifying people in video frames into important vs. unimportant can be beneficial for such applications as video summarization, video retargeting, etc. Nakashima et al. proposed to classify people in this way from videographers’ perspective [5]. Observing that important people in the same video frame tend to have highly correlated features (i.e., trajectories and sizes of bounding boxes), they employed a CRF-based model to leverage this observation into classification.

Recent progress in large scale datasets [11], [12] and DNN techniques have significantly improved the performance of various vision tasks, such as object classification [13]–[15] and semantic segmentation [16]–[19]. In this work, we also develop a deep model to classify people into important or unimportant ones, which is an extension of [5], [20]. As in these works, we uses a CRF built upon a deep model. Incorporating CRFs into DNNs is one of the main research directions to improve structured output modeling. Ma et al. built an LSTM language model with a CRF layer for part-of-speech tagging [21]. In the domain of computer vision, recent works have shown that the use of CRFs boosts the performance of semantic segmentation [16]–[19] and human pose estimation [22]. Chandra et al. proposed an end-to-end training of a deep architecture with CRFs by designing a quadratic CRF layer which can be efficiently optimized [19].

Our problem of classifying people in a video frame into important/unimportant is small: there usually are a few people in a video, and the CRFs need only a few nodes corresponding to detected people to model the correlation among them. This means that we can exhaustively evaluate the partition function in the negative log-likelihood that is minimized during the training session, without any sampling steps to approximate the partitioning function. Our method can be easily implemented using off-the-shelf tools for DNNs.

3. Overview

In order to classify people in a video frame in a supervised fashion, we need a ground truth label $t_i \in [0, 1]$ for person $i$ in a certain frame, where $t_i = 1$ means the person is important. However, who is important in a given video might vary for different viewers. To determine ground truth importance labels of people, we take the videographers’ perspective, following [5], which is advantageous in two ways: Firstly the ground truth labels assigned to each detected person is
not ambiguous because they solely depend on the videographer’s intention. Secondly the videographer moves or operates their cameras (e.g., following a moving person) to capture what they want to show to others. Each person’s two-dimensional trajectory in a video frame is a combination of the person’s motion in the scene and the camera motion in response to the person’s motion, and thus who is important for the videographer should be reflected in the person’s trajectory.

Given this observation, we use the trajectory of a detected person \( i \) obtained by tracking the person for \( L \) frames in both temporal directions centered at the frame. Tracking of a person gives us bounding boxes, whose edges have the same length, in successive \( L \) frames, and we use the center positions (horizontal and vertical positions) and the length of edges of the bounding boxes as our spatial features, which forms spatial feature vector \( x_i \in \mathbb{R}^{3L} \). Visibility of faces is also helpful for this classification task because videographers seem to capture people’s frontal faces or at least profile faces. We thus use either color histograms or CNN-based features pretrained for a face recognition task (e.g. [23]). The color histogram or CNN-based features form a facial feature vector \( y_i \) whose size is \( K_H \) or \( K_F \), respectively.

An interesting insight is presented in [5] that the trajectories of important people in a single video frame are highly correlated as mentioned above (for example, if there are two people walking together as shown in Fig. 1, the trajectories of these people should be similar, and it may not be likely that only one of them is important). To encode this insight, we also use CRFs to model such spatial relationships among people in a frame. CRFs takes pairs of input features, e.g., trajectories and facial feature vectors, as input and compute energy functions over the pairs to predict a set of labels for people in a video frame. We can expect that the CRF layer is trained to capture relations between people in a video frame.

Figure 2 shows an overview of our method. Since our features are not well designed for this task, we use a simple neural network in the lower part of our model to transform the original spatial and facial feature vectors. They are then handled by a CRF network to compute the posterior probability of a given label combination. In the following sections, we detail our DNN-CRF model.

4. DNN-CRF Model for Classification

4.1 Feature Extraction Networks

Figure 3 illustrates the lower part of our model. It takes a spatial feature vector \( x_i \) and a facial feature vector \( y_i \) separately as input. After fully connected (FC) layers with the ReLU non-linearity, we concatenate the activations from \( x_i \) and \( y_i \) and feed the output into an FC layer to obtain \( f_i \in \mathbb{R}^N \).

4.2 CRF Network

On top of the feature extraction networks for each person in a frame, we build a CRF network, which is illustrated in Fig. 2. The CRF network has a data term \( \phi \) for each person and a pairwise term \( \psi \) for each pair of the people.

Provided the output of feature extraction network \( f_i \) and corresponding label \( t_i \), the data term is basically given by

\[
\phi_t(f_i) = v_t^T f_i + b_t, 
\]

where \( v_t \) is a vector in \( \mathbb{R}^N \) and \( b_t \) a scalar, both of which are trainable. This term gives a larger value when \( t_i = 1 \) and the person \( f_i \) is likely to be important. For \( t_i = 0 \), it again gives a larger value when \( f_i \) is not likely to be important.

In order to model the correlation among people in a video frame, we concatenate the transformed features \( f_i \) and \( f_j \) to \( f_{ij} \), and compute a pairwise term given by

\[
\psi_{t_{ij}}(f_{ij}) = w_{ij}^T f_{ij} + c_{t_{ij}}, 
\]

where \( w_{ij} \) is a vector in \( \mathbb{R}^{2N} \) and \( c_{t_{ij}} \) be a scalar. Various types of CRF applications like ours usually use a pairwise term that only cares if labels agree or not. In contrast, our
model gives different values for all of four possible combinations of labels by giving a larger value if a certain combination is likely based on the feature. Note that this term is dependent on the order of \( f_i \) and \( f_j \); therefore, exchanging \( f_i \) and \( f_j \) as well as corresponding labels can alter the resulting value. We consider that with a sufficient number of training data, the negative effect due to this dependency is not severe.

We define an energy function \( E(T,F) \) of the set of labels \( T = \{ t_i \mid i = 1, \ldots, I \} \) and features \( F = \{ f_i \mid i = 1, \ldots, I \} \), where \( I \) is the number of people in the frame, using the data and pairwise terms as

\[
E(T,F) = \sum_i \phi_i(f_i) + \sum_{ij} \psi_{ij}(f_i, f_j),
\]

where the summations for the first and second terms are computed over all people and all combinations of people in the frame, respectively. The probabilistic interpretation can be given by

\[
p(T|F) = \frac{1}{Z} e^{-E(T,F)},
\]

where \( Z \) is the partition function computed by

\[
Z = \sum_T e^{-E(T,F)}.
\]

The summation is calculated over all possible combinations of \( t_i \)’s values. We can evaluate a certain combination of \( T \) using Eq. (3), and the important/unimportant classification is done by finding the combination that maximizes Eq. (4).

4.3 Training

The training of this network is done by minimizing the negative log-likelihood

\[
-\sum_m \log p(T_m|F_m),
\]

where \( T_m \) and \( F_m \) are the sets of labels and features in the \( m \)-th frame in the training dataset. Generally, this minimization problem is intractable and various approximation techniques, such as contrastive divergence (CD)[24] or its variant [25], are employed in existing DNN-CRF approaches.

Our problem of important/unimportant people classification, however, basically is small. Figure 4 (top) shows the distribution of the number of people in a frame at most, and its mode is 1. In addition, there are only two possible labels (i.e., \( t_i \in \{0, 1\} \)). This characteristics of our problem makes the minimization much easier because we can directly and exhaustively evaluate the partition function in Eq. (5) during training without using any approximation techniques (this also applies classification of test data because we can exhaustively evaluate Eq. (4) for all possible combinations of labels to find the best one). In the training session, we discard frames with many people (e.g., more than 10). Since in our network, the pairwise term uses the same parameters regardless of the number of people, discarding such frames does not much affect the training results.

For training, we use a variant of the stochastic gradient descent algorithm (i.e., Adam [26]) and apply dropout [27] and weight decay for regularization. The evaluation of the partition function in Eq. (5) requires to compute the data and pairwise terms multiple times for the same features; therefore, instead of actually evaluating them, we store \( \phi(f_i) \in \mathbb{R}^2 \) and \( \psi(f_{ij}) \in \mathbb{R}^4 \) given by

\[
\phi(f_i) = V f_i + b,
\]

where the summations for the first and second terms are computed over all people and all combinations of people in the frame, respectively. The probabilistic interpretation can be given by

\[
p(T|F) = \frac{1}{Z} e^{-E(T,F)},
\]

where \( Z \) is the partition function computed by

\[
Z = \sum_T e^{-E(T,F)}.
\]

The summation is calculated over all possible combinations of \( t_i \)’s values. We can evaluate a certain combination of \( T \) using Eq. (3), and the important/unimportant classification is done by finding the combination that maximizes Eq. (4).

4.3 Training

The training of this network is done by minimizing the negative log-likelihood

\[
-\sum_m \log p(T_m|F_m),
\]

where \( T_m \) and \( F_m \) are the sets of labels and features in the \( m \)-th frame in the training dataset. Generally, this minimization problem is intractable and various approximation techniques, such as contrastive divergence (CD)[24] or its variant [25], are employed in existing DNN-CRF approaches.

Our problem of important/unimportant people classification, however, basically is small. Figure 4 (top) shows the distribution of the number of people in a frame at most, and its mode is 1. In addition, there are only two possible labels (i.e., \( t_i \in \{0, 1\} \)). This characteristics of our problem makes the minimization much easier because we can directly and exhaustively evaluate the partition function in Eq. (5) during training without using any approximation techniques (this also applies classification of test data because we can exhaustively evaluate Eq. (4) for all possible combinations of labels to find the best one). In the training session, we discard frames with many people (e.g., more than 10). Since in our network, the pairwise term uses the same parameters regardless of the number of people, discarding such frames does not much affect the training results.

For training, we use a variant of the stochastic gradient descent algorithm (i.e., Adam [26]) and apply dropout [27] and weight decay for regularization. The evaluation of the partition function in Eq. (5) requires to compute the data and pairwise terms multiple times for the same features; therefore, instead of actually evaluating them, we store \( \phi(f_i) \in \mathbb{R}^2 \) and \( \psi(f_{ij}) \in \mathbb{R}^4 \) given by

\[
\phi(f_i) = V f_i + b,
\]

Fig. 4 The distributions of the numbers of people in a frame obtained from our (top) training, (middle) validation, and (bottom) test datasets. The number of people labeled as important is represented by red bars and unimportant by green bars.
Algorithm 1 Evaluation of \( p(T|F) \) in Eq. (4).

\[ \begin{align*}
\text{Input:} & \quad \text{Features } F \text{ and labels } T \\
& \quad \text{Fill all entries in } \Phi \text{ and } \Psi \text{ using Eqs. (7) and (8)} \\
& \quad z \leftarrow 0 \\
& \quad \text{for } T' = (t'_1, \ldots, t'_j) \text{ in all possible combinations of } t'_j \text{'s do} \\
& \quad \quad e \leftarrow \sum \Phi(t'_i) \\
& \quad \quad e_{\text{pairwise}} \leftarrow \sum \Psi_{ij}(t'_i, t'_j) \\
& \quad \quad e \leftarrow e + e_{\text{pairwise}} \\
& \quad \quad z \leftarrow z + e \\
& \quad \text{end for} \\
& \quad \text{Output:} \quad \frac{1}{z} \exp(-e)
\end{align*} \]

where \( V = (v_0, v_1)^\top \), \( W = (w_{00}, w_{01}, w_{10}, w_{11})^\top \), \( b = (b_0, b_1)^\top \), and \( c = (c_{00}, c_{01}, c_{10}, c_{11})^\top \). When calculating the data and pairwise terms, we only need to get the corresponding entries of \( \Phi(f_i) \) and \( \Psi(f_i) \) according to the labels.

As in Eqs. (7) and (8), \( \phi_i(f_i) \) and \( \psi_{i,j}(f_{ij}) \) can be implemented using fully-connected layers. After computing and storing them, we can evaluate \( p(T|F) \) in Eq. (4), including the partition function \( Z \) only using standard functions, which is implemented in most deep learning frameworks. Let \( \Phi_i(t_i) \) and \( \Psi_{ij}(t_i, t_j) \) be stored values of \( \phi_i(f_i) \) and \( \psi_{i,j}(f_{ij}) \), respectively. That is, \( \Phi_i(t_i) = \phi_i(f_i) \) and \( \Psi_{ij}(t_i, t_j) = \psi_{i,j}(f_{ij}) \), which emphasize that they are functions of labels for a single video frame. We can preliminarily compute all entries in \( \Phi \) and \( \Psi \) for all combination of \( i \) and \( j \). The partition function can be computed by summing up corresponding entries in \( \Phi \) and \( \Psi \) with taking their exponential for a label combination, and then taking their summation for all possible combinations of labels. To compute the loss function in Eq. (6), the entries corresponding to the ground truth label \( T \) are picked up and summed up. Algorithm 1 illustrates this process to evaluate \( p(T|F) \). To pick up the corresponding entries in \( \Phi \) and \( \Psi \), we can use select_item() in Chainer [28], for example. The other operations in the process are very common in any deep learning framework. The same process for evaluating \( p(T|F) \) can be used for inferring important people as well.

5. Experimental Results

We experimentally demonstrate the merits of our model with an implementation using the Chainer framework [28]. To track facial regions for spatial features, we used the KCF tracker [29]. Each facial region in a certain frame was tracked for 100 frames in forward and backward temporal directions (i.e., \( L = 200 \)), which makes a 600-D spatial feature. As facial features, FaceNet features were adopted [23], where \( K_F = 128 \) in this case. The parameters of FaceNet are not fine-tuned for this task. For color histogram-based features, we separately generated a 50-D histogram from a facial region for each color channel (RGB) and concatenated them into a single 150-D vector (i.e., \( K_H = 150 \)).

5.1 Datasets

For training and testing, we used the datasets that are used in [5]. Their datasets consist of (i) 99 YouTube videos with ground truth labels assigned by multiple human annotators (each frame has several people and each of them are labeled by six annotators) and (ii) 20 videos captured by videographers and the videographers assigned the ground truth labels by themselves. All videos in both datasets were resized so that each of them has 854 pixels and 480 pixels in width and height, respectively. All videos are in approximately 30 fps. The facial regions are manually specified in all videos. Since each facial region in dataset (i) has multiple labels by different annotators, we employed majority voting to make ground truth label. The annotators were asked to infer what the videographer wanted to show. In [5], it is reported that the human annotators were able to infer the important people in a video accurately. In order to demonstrate the generalization performance of our approach, instead of cross-validation, we divided dataset (i) into two parts; one for training (66 videos) and the other for validation (33 videos). We used dataset (ii) for testing. The ground truth labels for the training and validation datasets were not assigned by the corresponding videographers; however, we consider that this is still fair since they were used solely for training and the evaluation was done by the dataset (ii).

Figure 4 shows the distributions of numbers of people in each frame. The training dataset contains frames with over 10 people, while the other datasets do not. The training dataset has 120,955 people, among which 82,079 are important (67.9%). In the test dataset, there are 55,336 people and the number of important people are 37,431 (67.6%). The numbers are not consistent with [5] because we discarded some frames to ensure all data have complete spatial features. Important and unimportant people are represented by red and green bars in the figure. We can see that most people are likely to be labeled as important when a frame shows only one person. On the other hand, a small number of people are important in frames with a lot of people. Note that the videographers who took the training dataset and test dataset are completely disjoint.

5.2 Results

To demonstrate the performance boost by our CRF-based approach, we developed variants of our full-model. We compared our DNN-CRF model with models of only DNN and DNN-CRF without pairwise term \( \psi \). The DNN-based model consists of our feature extraction network and an FC classification layer. We train this model using the softmax cross-entropy loss. We also trained the DNN model using Eq. (6) but without the pairwise term (i.e., the pairwise term is changed to always give \( \psi = 0 \)) to examine effects of different losses. To show the direct effects of the pairwise term, we evaluated our DNN-CRF with removing the pairwise term (i.e., \( \psi \) always gives 0) after training. We also com-
pared our approach to raw support vector machine decisions (SVM) and the previous work in [20] (SVM-CRF), which uses a support vector machine to obtain decision values and applies CRF to them together with features. Since the results in [20] shows that the improvement by the temporal consistency term in their model is not very large, we employed an SVM-CRF model simplified by removing the temporal consistency term. We tuned the hyperparameters of our DNN-based models and SVM-based models (i.e., learning rate, dropout ratio, weight decay ratio, and unit size of hidden layer $N$ for DNN-based models, and $\gamma$ and $C$ of SVM with the radial basis function) with Bayesian optimization. For each approach, we evaluated up to 100 combinations of hyperparameters and picked the best model.

As shown in Fig.4, the numbers of important and unimportant people in a frame is biased, which can be a strong prior about the importance of people. People are likely to be important when there are few people in a frame. Therefore, as a baseline, we also report the performance of randomly sampled labels from the distributions of important and unimportant people in the frame. We computed the distributions of important and unimportant people over the number of people in a frame on the training set. To evaluate the performance, given a frame, we sample labels from the marginal distribution given the number of people in the frame. For example, the probability of the label being “important” is 96% if there is only one person in a frame and 26% if there are five.

Table 1 shows the results in accuracy, recall (or true positive rate), precision, false positive rate, and F1-measure.

The baseline method, which randomly produces a label based on the number of people in a frame, achieved 63.3% of accuracy and 72.0% of F1-measure. Regarding both accuracy and F1-measure, the DNN-CRF model using trajectories and color histograms (l) performed the best among all. Among models using trajectories with the FaceNet features, our full-model, DNN-CRF, also achieved high scores in accuracy and F1-measure. Comparing the results of DNN models using different losses, we did not observe consistent effects. For color histograms and FaceNet features, the comparison between DNN-CRF with and without pairwise term $\psi$ (k)–(l) and (q)–(r) demonstrated that the pairwise term improved the performance. Regarding the FPR scores, the data term looks to be biased towards assigning label “important,” and the pairwise term is learned to prevent this. For the accuracy and F1-measure, although the use of the pairwise term showed positive effects in models using color histograms and FaceNet features ((j) and (p) outperformed (i) and (o)), the model using only trajectories did not show similar effects ((d) did not outperform (c)). The best model among ones that uses only trajectories is the naive DNN model (c), which achieved 80.7% of accuracy. Moreover, even the simple SVM model (a) still worked well. These results suggest that the input trajectories, which is a 600-D feature vector, contain rich information and do not require complicated models to predict the importance of people. Although (c) DNN model using only trajectories worked well, incorporating additional input features and CRFs demonstrated further improvement on this task.
Fig. 5 Accuracy with respect to the number of people in a video frame.

Figure 5 shows the accuracy with respect to the number of people, evaluated over the test dataset for the methods that use trajectories and color histograms as features (i.e., methods (g)–(l)) since one of them performed the best. According to the figure, the accuracy is particularly high when the number of people is one. This is because our model is biased towards giving label “important” and the CRF suppress it when there are more than one person. Also, if there are only one person in a video frame, the person is important in most cases in our datasets. We may see slight drop in accuracy for (l) when the number of people is nine; however, the accuracy value may not be stable for because the number of frames with nine people in them are relatively rare.

Figure 6 shows some success (the first, second, and third rows) and failure (the fourth and fifth row) examples. For the top three examples, our DNN-CRF model successfully distinguished the important people from unimportant ones. Comparing the results by (k) DNN-CRF ($\psi$ removed) and (l) DNN-CRF, we can observe that our model without the pairwise term is biased towards predicting people as important, and the pairwise term is helpful to correct the prediction by assigning different labels to people whose trajectories or facial features are significantly different to each other.

However, our model failed in the fourth row, which shows two men playing the guitars on the street and some people crossing in front of them. We can see both important and unimportant person in the result of the CRF-DNN model without the pairwise term, but our full-model failed and assigned “unimportant” labels for all people. This frame has two group of people (the pedestrians and the musicians). We consider that our full-model learned that the group of people whose trajectories tend to be similar have the same label, and thus it tried to assign the same label to these groups of people. Due to small face sizes of musicians, our model is not very confident about the “important” label assigned to one of the musicians, and this resulted in failure. In the bottom row, ours failed to assign the “important” label for a band on the stage. We consider that the frame is a hard example: The faces of important people are very small in the frame and we assume that these small face regions make it difficult to correctly classify people as important since most important people in the dataset are shot to occupy a larger region.
6. Conclusion

We have presented a model for classifying people in a frame into important and unimportant using a CRF model built on top of DNNs. Based on the observation that spatial trajectories of face regions in a video, which represent the videographers’ intention, provide strong cues to estimate the importance of the people, we use the trajectories as input for our model. Since this classification problem is not big (i.e., only a few people appear in a frame and there are only two possible labels), we can directly minimize the negative log-likelihood during the training process, in which the partition function can be exhaustively evaluated. We tested our DNN-CRF model with using either color histograms and face recognition features based on FaceNet as additional features, and one with color histogram outperformed other baselines in accuracy and F1-measure. Our ablation study demonstrated that considering relations between people in a frame improves the classification accuracy. We expect that face orientation and facial expressions are one of informative cues for this task. Therefore, adopting other features related to face orientations or other deep facial features would be an interesting future direction.
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