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1. Introduction

Gas-liquid two-phase flows with interfacial deformations have been studied in various scientific and industrial fields. However, owing to the complexity of interfacial transient behaviors, the full understanding of gas-liquid two-phase flows is extremely difficult. For example, the occurrence condition of gas entrainment (GE) from free surface is not yet clarified even though a number of studies have been conducted by a lot of researchers. Unexpected GE phenomena often cause problems with equipments or troubles in plant operations (e.g. pump failure) and suppression of their occurrences by flow optimization is strongly required from the viewpoints of operation rates and safety. Therefore, the high-level understanding of interfacial flows is very important and should be achieved appropriately based on mechanistic considerations.

In this Chapter, the authors propose two methodologies to evaluate the GE phenomena in fast reactors (FRs) as an example of interfacial flows. One is a CFD-based prediction methodology (Sakai et al., 2008) and the other is a high-precision numerical simulation of interfacial flows. In the CFD-based prediction methodology, a transient numerical simulation is performed on a relatively coarse computational mesh arrangement to evaluate flow patterns in FRs as the first step. Then, a theoretical flow model is applied to the CFD result to specify local vortical flows which may cause the GE phenomena. In this procedure, two GE-related parameters, i.e. the interfacial dent and downward velocity gradient, are utilized as the indicators of the occurrence of the GE phenomena. On the other hand, several numerical algorithms are developed to achieve the high-precision numerical simulation of interfacial flows. In the development, an unstructured mesh scheme is employed because the accurate geometrical modeling of the structural components in a gas-liquid two-phase flow is important to simulate complicated interfacial deformations in the flow. In addition, as an interface-tracking algorithm, a high-precision volume-of-fluid algorithm is newly developed on unstructured meshes. The formulations of momentum and pressure calculations are also discussed and improved to be physically appropriate at gas-liquid interfaces. These two methodologies are applied to the evaluation of the GE phenomena in experiments. As a result, it is confirmed that both methodologies can evaluate the occurrence conditions of the GE phenomena properly.

2. Brief description of GE phenomena

The GE phenomena can be observed in a lot of industrial plants with gas-liquid interfaces, e.g. pump sump. Therefore, the GE phenomena have been studied theoretically and
experimentally in many years (Maier, 1998). In the experiments, the onset condition of the GE phenomena in a reservoir tank or main pipe with branch pipe was investigated in detail. As a result, the onset conditions of the GE phenomena are summarized as the function of Froude number \((Fr)\) (Zuber, 1980):

\[
\frac{H_{GE}}{d_b} = b_1 Fr^{b_2},
\]

where \(H_{GE}\) is the critical interfacial height of the GE phenomena, \(d_b\) is the diameter of a branch. \(b_1\) and \(b_2\) are the constants determined depending on the geometrical configurations in each experimental apparatus. Froude number is defined as

\[
Fr = \frac{v_d}{\sqrt{\frac{\Delta \rho g d_b}{\rho}}},
\]

where \(v_d\) is the liquid velocity (suction velocity) in a branch, \(\rho\) is the liquid density, \(\Delta \rho\) is the density difference between liquid and gas phases and \(g\) is the gravitational acceleration.

Equation 1 can be derived from theoretical considerations with the Bernoulli equation (Craya, 1949), i.e. Eq. 1 implies the energy conservation law between potential and kinetic energies. Therefore, Eq. 1 is widely accepted among researchers of the GE phenomena.

The authors are interested in the GE phenomena at the gas-liquid interface in the primary circuit of FRs. It is well known that FR cycle technologies are expected to provide realistic solutions to global issues of energy resources and environmental conservations because they are efficient for not only the reduction of carbon dioxide emission but also the effective use of limited resources (Nagata, 2008). However, large-scale FRs have positive void reactivity, i.e. core power increases when gas bubbles flow into the core through the primary circuit. Moreover, gas bubbles in the primary circuit may cause the performance degradation of the heat exchangers. Therefore, the GE phenomena should be suppressed to reduce the number of the gas bubbles in the primary circuit and to achieve the stable operation (without power disturbances) of FRs. The GE phenomena in FRs are caused at the gas-liquid interface in an upper plenum region of the reactor vessel (the region located above the core). As shown in Fig. 1, the GE phenomena in FRs have been classified into three patterns, i.e. waterfall, interfacial disturbance and vortical flow types (Eguchi et al., 1984). Former two patterns can be suppressed by reducing the horizontal velocity at the gas-liquid interface. However, the GE phenomena caused by vortical flows is very difficult to determine a suppression criterion because the vortical flows at the gas-liquid interface are formed very locally and transiently. In fact, most vortical flows are initiated as the wake flows behind obstacles at the gas-liquid interface, e.g. inlet and/or outlet pipes in the upper plenum region, and intensified by interacting with local downward flows. Therefore, the suppression criterion of the GE phenomena caused by vortical flows should be determined based on local complicated flow patterns. In this case, a rather simple equation like Eq. (1) can not be applied to the evaluation of the GE phenomena and the property of vortical flows should be considered to the evaluation (Daggett & Keulegan, 1974). The authors propose two methodologies to evaluate the GE phenomena caused by vortical flows in FRs.
3. CFD-based prediction methodology

3.1 Basic concept
For the evaluation of the GE phenomena in FRs, complicated flows (vortical flows) which cause the GE phenomena have to be understood appropriately. However, it is highly difficult to predict the vortical flow patterns in complicated geometrical system configurations of FRs. In this case, CFD can be the efficient tool to evaluate the vortical flows in such a complicated FR system. Therefore, the authors propose a GE evaluation methodology in combination with CFD results (CFD-based prediction methodology) (Sakai et al., 2008). In the CFD-based prediction methodology, first, a transient numerical simulation of vortical flows is performed on a relatively coarse mesh to reduce the computational cost. For the same reason, interfacial deformations are not considered and the interfaces are modeled as the free-slip walls in the transient numerical simulation. Owing to these simplifications, the vortical flows cannot be reproduced completely in the CFD result. Then, a theoretical flow model is applied to the CFD result to compensate for the mesh coarseness and to determine the strengths of each vortical flow. In the CFD-based prediction methodology, the Burgers theory (Burgers, 1948) is employed to calculate the gas core length (interfacial dent caused by the vortical flow) which is an important indicator to evaluate the GE phenomena.

3.2 Vortical flow model
In the CFD-based prediction methodology, the Burgers theory is employed as a vortical flow model. The Burgers theory is derived as a strict solution of the axisymmetric Navier-Stokes (N-S) equation:

\[ u_r = -\frac{1}{2} \alpha r, \]  
(3)

\[ u_\phi = \frac{\Gamma}{2\pi r} \left[ 1 - \exp\left\{ -\left( \frac{r}{r_0} \right)^2 \right\} \right], \]  
(4)
\[ u_z = \alpha (z - h_{\infty}), \quad \quad (5) \]

where \( r, \theta \) and \( z \) show the radial, tangential and axial directions, respectively \((u_r, u_\theta \text{ and } u_z \text{ are the velocity components of each direction})\). \( \alpha \) is the downward velocity gradient, \( r_0 \) is the specific radius of a vortical flow and \( h_{\infty} \) is the standard interfacial height at the far point from the vortical flow. Here, \( \alpha \) and \( r_0 \) are related theoretically as

\[ r_0 = 2 \sqrt{\frac{u}{\alpha}}. \quad \quad (6) \]

From the momentum balance equation in radial and axial directions, the equation of interfacial shape can be obtained as

\[ g \frac{dh}{dr} = \frac{u_\theta^2}{r}, \quad \quad (7) \]

where \( h \) is the interfacial height. Here, Eq. 7 is based on the assumption that the advection terms in the N-S equation is negligible compared to the pressure or gravitational term \((\text{Andersen et al., 2003})\). By substituting Eq. 4 into Eq. 7, the gas core length (the interfacial dent at the center of the vortical flow) is calculated as

\[ L_{gc} = \frac{2}{g} \log 2 \left( \frac{\alpha \Gamma_{\infty}}{2\pi \nu} \right)^2, \quad \quad (8) \]

where \( L_{gc} \) is the gas core length, \( \Gamma_{\infty} \) is the circulation (at the free vortical flow region) of a vortical flow and \( \nu \) is the dynamic viscosity of liquid phase. In Eq. 8, \( \alpha \) and \( \Gamma_{\infty} \) are necessary to calculate the gas core length. Therefore, in the CFD-based prediction methodology, these values are calculated by using the CFD result. As the first step of the calculation procedure, the second invariant of the velocity deformation tensor is calculated at the gas-liquid interface based on the CFD result to evaluate the strength of each vortical flow \((\text{Hunts et al., 1988})\). In this stage, vortical flows are extracted as the regions with negative second invariant, and the centers of each vortical flow are determined as the points with the minimum second invariant. For the strong vortical flows (with highly negative second invariant) which may causes the GE phenomena, the calculated second invariant is used again to determine the outer edges of each strong vortical flow. The initial outer edge is determined as the isoline of the second invariant with the value of zero. The reference circulation is calculated along the initial outer edge as

\[ \Gamma_{\infty} = \int_C \bar{\mathbf{u}} \cdot \bar{\mathbf{n}} \, ds, \quad \quad (9) \]

where \( \bar{\mathbf{u}} \) is the velocity vector and the integral path \( C \) is determined as the outer edge \((d\bar{s} \text{ is the local tangential vector on } C)\). Then, the outer edge is expanded radially, step by step, from the initial one to that twice larger than the initial one, and the circulation values are calculated on each expanded outer edge. Finally, to pick up the conservative value of the circulation, the maximum value is selected as the circulation of the vortical flow. On the other hand, the downward velocity gradient is calculated on the initial outer edge (isoline of the second invariant with the value of zero) as

\[ \alpha = \frac{\int_C \bar{\mathbf{u}} \cdot \bar{\mathbf{n}} \, ds}{A}, \quad \quad (10) \]
where $\vec{n}_G$ is the unit vector normal to the outer edge (C) and $A$ is the area of the inner region (surrounded by the outer edge). $ds$ is the local length of the outer edge. Eq. 10 shows the averaged downward velocity gradient in the inner region which is calculated as the averaged horizontal inlet flow rate into the inner region. By substituting these two calculated parameters into Eq. 7, the gas core length can be calculated based on the Burgers theory.

3.3 Two types of GE phenomena

In the FRs, the generation of the vortical flow with strong downward velocity is the key of the occurrence of the GE phenomena. Therefore, this flow pattern is modeled in two simple experiments to investigate types of the GE phenomena. Those simple experiments are performed by utilizing a cylindrical vessel which has an outlet pipe installed on the center of the bottom of the vessel. As for the working fluids, water and air at room temperature are employed in those simple experiments.

Fig. 2. Schematic view of Moriya's experimental apparatus

The first experiment was performed by Moriya (Moriya, 1998). As shown in Fig. 2, the inner diameter of the cylindrical vessel and outlet pipe are 400 and 50 mm, respectively. The water depth is kept at 500 mm. The water is driven by a pump and flowed into the cylindrical vessel in tangential direction through a rectangular inlet with the width of 40 mm. In the cylindrical vessel, a vortical flow is caused by this inlet flow and intensified by the downward flow towards the outlet pipe on the bottom of the vessel. Therefore, the strength of the vortical flow increases and the gas core became longer as the inlet flow rate increases. Finally, the GE phenomena occur when the tip of the gas core reached the outlet pipe. Then, a ring-plate whose inner and outer diameters were 100 and 400 mm was set on the gas-liquid interface to investigate the change in the GE phenomena. As a result, it was found
that the ring-plate made the downward velocity gradient near the gas core higher and caused bubble pinch-off from the tip of the gas core.

The second experiment was performed by Monji (Monji et al., 2004). For this experiment, a cylindrical vessel similar to the Moriya's (without a ring-plate) is employed. The inner diameter of the cylindrical vessel and outlet pipe are 200 and 12.5 mm, respectively. The water depth is kept at 250 mm and the width of the rectangular inlet is 20 mm. A vortical flow and gas core are generated in the cylindrical vessel with the same mechanism as the Moriya's experiment. In this (Monji's) experiment, typical bubble pinch-off from the tip of gas core was observed as shown in Fig.3 by utilizing a micro-scope. This bubble pinch-off occurred continuously from the gas core. In this case, the gas core length was only about 60 mm and the tip of the gas core had the diameter of approximately 0.5 mm.

Fig. 3. Bubble pinch-off type of GE phenomena

From the results of these two experiments, the authors define the two types of the GE phenomena, i.e. a) elongated gas core type and b) bubble pinch-off type. It is evident that the elongated gas core type is caused by a strong vortical flow which makes the gas core length longer than a liquid depth. In addition, the experimental results show that the strong downward velocity gradient near the tip of a gas core can cause the bubble pinch-off. Therefore, in the CFD-based prediction methodology, the gas core length and downward velocity gradient should be considered as the indicators to evaluate two types of the GE phenomena.

3.4 Onset conditions of GE phenomena

In the CFD-based prediction methodology, the gas core length and downward velocity gradient are evaluated by Eqs. 8 and 10, respectively. However, it is necessary to determine the criteria of the GE occurrences for the prediction of the GE phenomena. In this section, the criteria are determined based on the CFD results of the simple experiments (like the Moriya's or Monji's experiment).

In this study, the CFD of the Monji's, Moriya's and Sakai's (Sakai et al., 1997) experiments are performed under the boundary conditions consistent with the experimental conditions. For the CFD of those experiments, the authors utilize the FLUENT code. In the CFD, the 2nd order up-wind scheme is applied for the advection term of the N-S equation, and the turbulent model is not employed to diminish the model dependency to the CFD result. In addition, the interfacial deformation model is not employed to reduce the computational cost, and the gas-liquid interface is treated as a flat free-slip wall. Figure 4 shows the computational mesh for the CFD of the Monji's experiment, which is subdivided by only...
hexahedral cells. As for boundary conditions, the uniform velocity condition is applied to the inlet, and the constant pressure condition is applied to the outlet. The transient CFD is performed for over 100 seconds to obtain the quasi-steady result.

Fig. 4. Computational mesh for CFD of Monji’s experiment

Figure 5 shows the comparison of the circumferential velocity distributions in the experimental and CFD results. It is evident that the CFD result agrees well with the experimental result in the free vortical flow regions, and therefore, the circulation can be evaluated accurately by Eq. 9 in the CFD-based prediction methodology. The CFD of the Moriya's experiments is also performed and the downward velocity distribution in the CFD result is compared to the experimental result. As shown in Fig. 6, the CFD can not reproduce the experimental result near the center of the vortical flow. However, the CFD results approach to the experimental results as the radius from the center of the vortical flow

Fig. 5. Circumferential velocity in CFD result of Moji's experiment
increases and the downward velocities converge to zero. This behavior shows that the areas of the regions with non-zero downward velocity are the almost same in the CFD and experimental results near the center of the vortical flow. Therefore, the averaged downward velocity can be evaluated accurately by Eq. 10 in the CFD-based prediction methodology.

Figure 7 shows the gas core length evaluated by the CFD-based prediction methodology. In this figure, two non-dimensional numbers are introduced to organize the CFD results, which are defined as

\[ \alpha^* = \frac{\alpha \nu}{gh_\infty} \]  
\[ \Gamma^* = \frac{\Gamma \nu}{\nu} \]

In reference to Eq. 8, the ratio of the gas core length to the liquid depth (non-dimensional gas core length) can be written as

\[ \frac{L_{gc}}{h_\infty} = K \cdot \alpha^* \cdot \Gamma^* \]

where \( K \) is \( 4.389 \times 10^{-3} \). Therefore, the lateral axis of Fig. 7 is proportional to the non-dimensional gas core length evaluated by the CFD-based prediction methodology, and the vertical axis shows the non-dimensional gas core length in the experimental results (the subscripts EXP and CFD show the experimental result and the values evaluated based on the CFD result, respectively). From these definitions, it is apparent that the elongated gas core type GE phenomena occur when the non-dimensional gas core length exceeds unity. Therefore, the indicator of the elongated gas core type of the GE phenomena should be determined based on Eq. 13 if the CFD-based prediction methodology can evaluate the non-dimensional gas core length exactly. In that case, the plots have to lie on the line of the Burgers theory (the red bold line in Fig. 7). Actually, the plots are scattered almost within the range from one-third to three-times of the Burgers theory (the error bars of the lateral.
values show the transient fluctuation in CFD results). Therefore, the authors determine the first onset condition for the elongated gas core type of the GE phenomena as

$$\alpha_{CFD}^* \left( \Gamma_{\infty}^* \right)_{CFD}^2 < 76.$$  \hspace{1cm} (14)

Equation 14 is derived from Eq. 13 with the consideration of the three times allowance, and is shown by the red left dotted line in Fig. 6. By employing this criterion, the occurrences of the elongated gas core type of the GE phenomena can be predicted with appropriate conservativeness.

Fig. 7. Prediction accuracy of gas core length

Figure 8 shows the downward velocity gradient evaluated by the CFD-based prediction methodology. As mentioned in Section 3.3, it is apparent that the bubble pinch-off type of

Fig. 8. Bubble pinch-off behavior
the GE phenomena (open plots) occurs when the downward velocity gradient becomes large. Therefore, the authors determine the second onset condition for the bubble pinch-off type of the GE phenomena empirically as

$$\alpha_{\text{CFD}} < 10^{-7}. \quad (15)$$

The occurrence of the GE phenomena in FRs is predicted by using these two conditions (Eqs. 14 and 15).

### 3.5 Application to GE phenomena in FRs

For the validation of the CFD-based prediction methodology, the GE phenomena in a 1/1.8 scale partial model (Kimura et al., 2008) are evaluated. Figure 9 shows the 1/1.8 scale partial model in which the geometrical configurations of the FR system components, e.g. the pipes, are reproduced accurately. The dipped plate (horizontal plate) is also reproduced in the model to reduce the horizontal velocity at the interface for the prevention of the waterfall and interfacial disturbance. In this model, the inlet horizontal flow generate wake flows (vortical flows) behind the pipes and the vortical flows are intensified by interacting with the suction flow around the pipes toward the gaps between the pipes and dipped plate. The experiments were performed under several conditions for inlet and suction velocities and/or liquid depth.

In this study, the evaluation of the GE phenomena by the CFD-based prediction methodology is performed in terms of the rated and GE conditions. Under the rated condition, the inlet and suction velocities are set to be the rated condition in FRs, and the liquid depth is also determined from the rated condition in FRs. In the experiment under the rated condition, no strong vortical flow was observed, and therefore, no GE phenomenon was observed. On the other hand, under the GE condition, the inlet and suction velocities are enhanced to five times rated condition, and the liquid depth is reduced to about half of the rated condition. Owing to this very severe condition setting, the GE phenomena were observed in the experiment under the GE condition.

![Fig. 9. 1/1.8 scale partial model](image)

The CFD of the 1/1.8 scale partial model is performed by utilizing the FLUENT code. To simulate the complicated flow pattern in the 1/1.8 scale partial model, the RNG
(renormalization group) $k$-$\varepsilon$ turbulent model is employed in the CFD. It should be mentioned that relatively coarse computational mesh (cell size is about twenty or thirty millimeters) is employed to reduce the computational cost.

Figure 10 shows the evaluation results of the GE phenomena under the two conditions (Uchibori et al., 2006). In the figures, the vertical dotted line shows the indicator of the elongated gas core type of the GE phenomena (Eq. 14) and the horizontal one is the indicator of the bubble pinch-off type of the GE phenomena (Eq. 15). It is evident that no GE phenomenon is evaluated under the rated condition, and the occurrence of the GE phenomena is predicted under the GE condition. This tendency agrees with the experimental results, and therefore, it is confirmed that the CFD-based prediction methodology can evaluate the GE phenomena in FRs accurately.

![Fig. 10. Assessment of GE occurrence by CFD-based prediction methodology](image)

3.6 Improvement of CFD-based prediction methodology

The CFD-based prediction methodology is very effective for the evaluation of the GE phenomena in FRs. However, some physical mechanisms are neglected in the CFD-based prediction methodology for the simplification. For example, the surface tension is not included in Eq. 7, and therefore, gas core lengths can be overestimated by Eq. 8. Recently, the authors have developed the improved CFD-based prediction methodology by introducing the surface tension (Ito et al., 2008). In this improved methodology, the mechanical balance equation between the centrifugal, gravitational and surface tension forces (Andersen et al. 2003) is employed instead of Eq. 7. The mechanical balance equation is written as

$$ g \frac{dh}{dr} = \frac{u_\theta^2}{r} - \frac{\sigma}{\rho} \frac{dk}{dr}, \quad (16) $$

where $s$ is the surface tension coefficient. The interfacial curvature $\kappa$ is calculated as

$$ \kappa = \frac{h'}{r\left\{1 + (h')^2\right\}^{3/2}} + \frac{h''}{\left\{1 + (h')^2\right\}^{3/2}}, \quad (17) $$
where $h' = \frac{dh}{dr}$, $h'' = \frac{d^2h}{dr^2}$. Then, the gas core length with the consideration of the surface tension is calculated as

$$L_{gc} = \log \left( \frac{W}{g} \right) - \frac{4\sigma W}{\rho g \gamma}$$  \hspace{1cm} (18)

where $W$ is the function of the Froude and Weber numbers. The improved CFD-based prediction methodology has been applied to the GE phenomena in the Monji's simple experiment conducted under several fluid temperatures or surfactant coefficient concentrations. As a result, the effect of the fluid property (the dynamic viscosity and/or surface tension coefficient) was evaluated accurately by the improved CFD-based prediction methodology.

4. High-precision numerical simulation of interfacial flow

4.1 General description of high-precision numerical simulation algorithm

In order to reproduce the GE phenomena, the authors have developed high-precision numerical simulation algorithms for gas-liquid two-phase flows. In the development, two key issues are addressed for the simulation of the GE phenomena in FRs. One is the accurate geometrical modeling of the structural components in the gas-liquid two-phase flow, which is important to simulate accurately vortical flows generated near the structural components. This issue is addressed by employing an unstructured mesh. The other issue is the accurate simulation of interfacial dynamics (interfacial deformation), which is addressed by developing an interface-tracking algorithm based on the high-precision volume-of-fluid algorithm on unstructured meshes (Ito et al., 2007). The physically appropriate formulations of momentum and pressure calculations near a gas-liquid interface are also derived to consider the physical mechanisms correctly in numerical simulations (Ito & Kunugi, 2009).

4.2 Development of high-precision volume-of-fluid algorithm on unstructured meshes

In this study, a high-precision volume-of-fluid algorithm, i.e. the PLIC (Piecewise Linear Interface Calculation) algorithm (Youngs, 1982) is chosen as the interface-tracking algorithm owing to its high accuracy on numerical simulations of interfacial dynamics. In the volume-of-fluid algorithm, the following transport equation is solved to track interfacial dynamic behaviors:

$$\frac{\partial f}{\partial t} + \vec{u} \cdot \nabla f = 0,$$  \hspace{1cm} (19)

where $f$ is the volume fraction of the interested fluid in a cell with the range from zero to unity, i.e. $f$ is unity if a cell is filled with liquid; $f$ is zero if a cell is filled with gas; $f$ is between zero and unity if an interface is located in a cell. To enhance the simulation accuracy, the PLIC algorithm is employed to calculate Eq. 19. In the procedures of the PLIC algorithm, the calculation of the volume fraction by Eq. 19 is as follows:

1. an unit vector normal to the interface ($\vec{n}$) in an interfacial cell is calculated based on the volume fraction distribution at time level $n$ ($\hat{n}$);
2. a segment of the interface is reconstructed as a piecewise linear line;
3. volume fraction transports through cell-faces on the interfacial cell are calculated based on the location of the reconstructed interface;
4. the volume fraction distribution at time level \( n + 1 \) \((f_{n+1})\) is determined.

The PLIC algorithm and its modifications (e.g. Harvie & Fletcher, 2000; Kunugi, 2001; Renardy & Renardy, 2002; Piliod & Puckett, 2004) have been applied to a lot of numerical simulations of various multi-phase flows.

Then, to address the requirement for the accurate geometrical modeling of complicated spatial configurations, an unstructured mesh scheme was employed, so that the authors improve the PLIC algorithm originally developed on structured meshes to be available even on unstructured meshes. In concrete terms, the algorithms for the calculation of the unit vector normal to an interface, reconstruction of an interface, calculation of volume fraction transports through cell-faces and surface tension model are newly developed with high accuracies on unstructured meshes. Usually, the unit vector normal to an interface \((\hat{n})\) is calculated based on the derivatives of a given volume fraction distribution. In this study, the Gauss-Green theorem (Kim et al., 2003) is utilized to achieve the derivative calculation on unstructured meshes. Therefore, the non-unit vector is calculated in an interfacial cell as

\[
\vec{n} = \frac{1}{V_c} \int_{\gamma_c} f \vec{A} = \frac{1}{V_c} \sum f \vec{A}_f 
\]

where \( V_c \) is the cell volume and \( \vec{A} \) is the area vector normal to a cell-face, which shows the area of the cell-face by its norm. Subscripts \( f \) shows the cell-face value, and \( f \) is interpolated from the given cell values. The summation in Eq. 20 is operated on all cell-faces on a cell. The unit vector is obtained by subdividing the calculated vector by the norm of the vector. It is confirmed that this calculation algorithm is robust and accurate even on unstructured meshes. In the interface reconstruction algorithm, a gas-liquid interface is reconstructed as a piecewise linear line in an interfacial cell, which is normal to the unit vector \((\hat{n})\) and is located so that the partial volume of the interfacial cell determined by the reconstructed interface coincides with the liquid (or gas) volume in the cell. In general, this reconstruction procedure is accomplished by the Newton-Raphson algorithm, i.e. an iterative algorithm (Rider & Kothe, 1998). However, a direct calculation algorithm, i.e. a non-iterative algorithm, in which a cubic equation is solved to determine the location of the reconstructed interface, has been developed on a structured mesh, and it is reported that the direct calculation algorithm provides more accurate solutions with the reduced computational cost (Scardvelli & Zaleski, 2000). Furthermore, the direct calculation algorithm was extended to two-dimensional unstructured meshes and succeeded in reducing the computational costs also on unstructured meshes (Yang & James, 2006). In this study, the authors newly develop the direct calculation algorithm on three-dimensional unstructured meshes. In addition, to achieve more accurate calculation of an interfacial curvature compared to the conventional calculation algorithm, i.e. the CSF (Continuum Surface Force) algorithm (Brackbill, 1992), the RDF (Reconstructed Distance Function) algorithm (Cummins et al., 2005) is extended to unstructured cells. To establish the volume conservation property violated by the excess or too little transport of the volume fraction, the volume conservative algorithm is developed by introducing the physics-basis correction algorithm.

As the verifications of the developed PLIC algorithm on unstructured meshes, the slotted-disk revolution problem (Zalesak, 1979) is solved on structured and unstructured meshes. The simulation results of the slotted-disk revolution problem by various volume-of-fluid
algorithms are well summarized by Rudman (Rudman, 1997). Therefore, the numerical simulations are performed under the same simulation conditions as Rudman’s. Figure 11 shows the simulation conditions. In a 4.0 x 4.0 simulation domain, a slotted-disk with the radius of 0.5 and the vertical slot width of 0.12 is located. Initially, the volume fraction is set to be unity in the slotted-disk and zero outside the slotted-disk. Then, the slotted-disk is revolved around the domain center (2.0, 2.0) in counterclockwise direction. After one revolution, the volume function distribution is compared to the initial distribution to evaluate the numerical error.

![Diagram](image.png)

Fig. 11. Rudman’s simulation conditions of slotted-disk revolution problem

Table 1 shows the simulation results. The structured mesh consists of 40,000 uniform square cells with the size of 2.0 x 2.0, and the unstructured mesh consists of about 40,000 irregular (triangular) cells. Upper four simulation results on the table are obtained by Rudman. On the structured mesh, it is evident that the developed PLIC algorithm shows much better simulation accuracy than the conventional volume-of-fluid algorithms, i.e. the SLIC (Simple Line Interface Calculation) algorithm (Noh & Woodward, 1976), the SOLA-VOF algorithm (Hirt & Nichols, 1981) and the FCT-VOF algorithm (Rudman, 1997). Moreover, the developed PLIC algorithm provides slightly more accurate simulation result than the original PLIC algorithm (Youngs, 1982). Therefore, the developed PLIC algorithm is confirmed to have the capability to simulate interfacial dynamic behaviors accurately. On the unstructured mesh, the simulation accuracy of the developed PLIC algorithm is much higher than that of the CICSAM (Compressive Interface Capturing Scheme for Arbitrary Meshes) (Ubbink & Issa, 1999) algorithm. However, the numerical error on the unstructured mesh is about 1.4 times larger than that on the structured mesh because the volume conservation property is highly violated by the excess or too little transport from the distorted cells on the unstructured mesh. Therefore, the numerical error is reduced to only 1.15 times larger than that on the structured mesh by employing the volume conservative algorithm. It should be mentioned that the volume conservative algorithm is efficient also for stabilizing the numerical simulations with large time increments (as shown in Fig. 12).

### 4.3 Physically appropriate formulations

To simulate interfacial dynamics accurately, it is necessary to employ not only the high-precision interface-tracking algorithm but also the physically appropriate formulations of the two-phase flow near a gas-liquid interface. Therefore, physics-basis considerations are conducted for the mechanical balance at a gas-liquid interface. In this study, the authors...
In usual numerical simulations, the velocity at an interfacial cell is defined as a mass-weighted average of the gas and liquid velocities:

\[
\bar{u} = \bar{u}_g \rho_g (1 - f) V_c + \bar{u}_l \rho_l f V_c = \frac{\bar{m}}{\rho}
\]

where \( \bar{u} \) and \( \bar{m} \) the velocity and momentum vectors, respectively. The subscripts \( g \) and \( l \) shows the gas and liquid phases. This formulation is valid when the ratio of the liquid density to the gas density is small. However, in the numerical simulations of actual gas-liquid two-phase flows, the density ratio becomes about 1,000, and the liquid velocity dominates the velocity at an interfacial cell owing to the large density even when the volume fraction is small. Therefore, a physically appropriate formulation is derived to simulate momentum transport mechanism accurately. In the physically appropriate formulation, the velocity and momentum are defined independently

\[
\bar{u} = (1 - f) \bar{u}_g + f \bar{u}_l,
\]

where \( \bar{u}_g \) and \( \bar{u}_l \) are the gas and liquid velocities, respectively, and \( f \) is the volume fraction.
\[ \tilde{m} = (1 - f) \rho_g \tilde{u}_g + f \rho_l \tilde{u}_l. \]  

(23)

It is apparent that the velocity calculated by Eq. 22 is density-free and the volume-weighted average of the gas and liquid velocities. To validate the physically appropriate formulation, a rising gas bubble in liquid is simulated. As a result, the unphysical pressure distribution around the gas bubble caused by the usual formulation is eliminated successfully by the improved formulation (as shown in Fig. 13).

![Fig. 13. Pressure distributions near interface of rising gas bubble: (a) Unphysical distribution caused by conventional algorithm, (b) Physically appropriate distribution with improved formulation](https://www.intechopen.com)

The other improvement is necessary to satisfy the mechanically appropriate balance between pressure and surface tension at a gas-liquid interface. In usual numerical simulations, the pressure gradient at an interfacial cell is defined as

\[ \nabla p = \sum_{\text{adjacent}} \beta \bar{p}, \]  

(24)

where \( p \) is the pressure. The summation is performed on all adjacent cells to an interfacial cell, and \( \beta \) is the weighting factor for each adjacent cell. Equation 24 shows that the pressure gradient at an interfacial cell is calculated from the pressure distribution around the interfacial cell. However, the surface tension is calculated locally at an interfacial cell, and therefore, the balance between pressure and surface tension at the interfacial cell is not satisfied. The authors improved the formulation of the pressure gradient at an interfacial cell (Eq. 24) to be physically appropriate formulation which is consistent with the calculation of the surface tension at the interfacial cell. In the physically appropriate formulation, the pressure gradient at an interfacial cell is calculated as

\[ p_f = p + (\nabla p)^T \cdot \frac{\bar{r}_f}{2}, \]  

(25)
\[
\frac{\mathbf{F} - (\nabla p)^{\prime}}{\rho} = \frac{\sum_{\text{sides}} \gamma \mathbf{r}' \mathbf{F} - (\nabla p)_f}{\rho_f}, \tag{26}
\]

\[
\nabla p = \frac{\sum \tilde{A}_f p'_f}{V_c}, \tag{27}
\]

where \( F \) is the surface tension and \((\nabla p)^{\prime}\) is the temporal pressure gradient for the calculation of \( p_f \). \( \mathbf{r}' \) is the vector joining the cell-center of an interfacial cell to the cell-face-center on the interfacial cell. The summation in Eq. 26 is the interpolation from the cells on both sides of a cell-face to the cell-face, and \( \gamma \) is the weighting factor. The left side hand of Eq. 26 shows that the mechanical balance between pressure gradient and surface tension at an interfacial cell, and the right hand side shows the balance on a cell-face. In other words, the temporal pressure gradient at an interfacial cell becomes the same as the surface tension at the interfacial cell when the mechanical balance between pressure gradient and surface tension is satisfied on all cell-faces on the interfacial cell. Moreover, the mechanical balance on cell-faces can be satisfied easily because both the pressure gradient and surface tension are calculated locally on cell-faces. Therefore, above equations eliminate almost the numerical error in the usual calculation of the pressure gradient at an interfacial cell. To validate the improved formulation, a rising gas bubble in liquid is simulated again. Figure 14 shows the simulation result of velocity distribution around the bubble. The discontinuous velocity distribution caused by the usual formulation is eliminated completely by the improved formulation.

**Fig. 14. Velocity distributions near interface of rising gas bubble:** (a) Unphysical distribution caused by conventional algorithm, (b) Physically appropriate distribution with improved formulation

### 4.4 Numerical simulation of GE phenomena

The developed high-precision numerical simulation algorithms are validated by simulating the GE phenomena in a simple experiment (Ito et al. 2009). Figure 15 shows the
experimental apparatus (Okamoto et al., 2004) which is a rectangular channel with the width of 0.20 m in which a square rod with the edge length of 50 mm and square suction pipe with the inner edge length of 10 mm are installed. The liquid depth in the rectangular channel is 0.15 m. Working fluids are water and air at room temperature.

In the rectangular channel, uniform inlet flow (0.10 m/s) from the left boundary (in Fig. 15) generates a wake flow behind the square rod when the inlet flow goes through the square rod. In the wake flow, a vortical flow is generated and advected downstream. Then, when the vortical flow passes across the region near the suction pipe, the vortical flow interacts with the suction (downward) flow (4.0 m/s in the suction pipe), and the vortical flow is intensified rapidly. Furthermore, a gas core is generated on the gas-liquid interface accompanied by this intensification of the vortical flow. Finally, when the gas core is elongated enough along the core of the vortical flow, the GE phenomena occur, i.e. the gas is entrained into the suction pipe.

In the numerical simulation, first, a computational mesh is generated carefully to simulate the GE phenomena accurately. Figure 16 shows the computational mesh. In this computational mesh, fine cells with the horizontal size of about 1.0 mm are applied to the region near the suction pipe in which the GE phenomena occur. In addition, to simulate the transient behavior of a vortical flow accurately, unstructured hexahedral cells with the horizontal size of about 3.0 mm are also applied to the regions around the square rod and that between the square rod and the suction pipe. Furthermore, the vertical size of cells is refined near the gas-liquid interface to reproduce interfacial dynamic behaviors. As for boundary conditions, uniform velocity conditions are applied to the inlet and suction boundaries. On the outlet boundary, hydrostatic pressure distribution is employed. The simulation algorithms employed in this chapter is summarized in Table 2.

In the numerical simulation, the development of the vortical flow and the elongation of the gas core are investigated carefully. As a result, the vortical flow develops upward from the suction mouth to the gas-liquid interface by interacting with the strong downward flow near the suction mouth. Then, the rapid gas core elongation along the center of the developed vortical flow starts when the high vortical velocity reached the gas-liquid interface. Finally, the gas core reaches the suction mouth and the GE phenomena (entrainment of the gas bubbles into the suction pipe) occur (as shown in Fig. 17). After a
Table 2. General description of high-precision numerical simulation algorithms

| General discretization scheme | Finite volume algorithm (Collocated variable arrangement) |
|------------------------------|----------------------------------------------------------|
| Velocity-pressure coupling   | SMAC                                                     |
| Discritization schemes       |                                                          |
| for each term in the N-S     |                                                          |
| equation                     |                                                          |
| Interface tracking scheme    |                                                          |
| Momentum transport           |                                                          |
| Pressure gradient            |                                                          |
| Unsteady term                | 1st order Euler                                         |
| Advection term               | 2nd order upwind                                         |
| Diffusion term               | 2nd order central                                        |
| PLIC                         |                                                          |
| Eqs. 22 and 23               |                                                          |
| Eqs. 25, 26 and 27           |                                                          |

Fig. 16. Simulation mesh of Okamoto's experimental apparatus

Fig. 17. Photorealistic visualization of GE phenomena
short period of the GE phenomena, the vortical flow is advected downstream, and the gas core length decreases rapidly. In this stage, the bubble pinch-off from the tip of the attenuating gas core is observed. This GE phenomena observed in the simulation result is compared to the experimental result. In Fig. 18, it is evident that the very thin gas core provided in the experimental result is reproduced in the simulation result. In addition, as for the elongation of the gas core, the

![Fig. 18. Comparison of gas core elongation behavior in experimental and simulation results](image-url)
simulation result shows clearly that the gas core is elongated along the region with the high downward velocity when the downward velocity develops toward the gas-liquid interface. This tendency is observed also in the experimental result and is reported by Okamoto (Okamoto et al., 2004) as the occurrence mechanism of the GE phenomena in the simple experiment. Therefore, it is confirmed that the GE phenomena in the simulation result is induced by the same mechanism as that in the experiment. From these simulation results, the developed high-precision numerical simulation algorithms are validated to be capable of reproducing the GE phenomena.

5. Conclusion

As an example of the evaluation of interfacial flows, two methodologies were proposed for the evaluation of the GE phenomena. One is the CFD-based prediction methodology and the other is the high-precision numerical simulation of interfacial flows.

In the development of the CFD-based prediction methodology, the vortical flow model was firstly constructed based on the Burgers theory. Then, the accuracy of the CFD results, which are obtained on relatively coarse computational mesh without considering interfacial deformations for the reduction of the computational costs, was discussed to determine the occurrence indicators of the two types of the GE phenomena, i.e. the elongated gas core type and the bubble pinch-off type. In this study, the gas core length was selected as the indicator of the elongated gas core type with considering the three times allowance. On the other hand, the downward velocity gradient was determined empirically as the indicator of the bubble pinch-off type. Finally, the developed CFD-based prediction methodology was applied to the evaluation of the GE phenomena in an experiment using 1/1.8 scale partial model of the upper plenum in reactor vessel of a large-scale FR. As a result, the GE occurrence observed in the 1/1.8 scale partial model experiment was evaluated correctly by the CFD-based prediction methodology. Therefore, it was confirmed that the CFD-based prediction methodology can evaluate the GE phenomena properly with relatively low computational costs.

In the development of the high-precision numerical simulation algorithms, the high-precision volume-of-fluid algorithm, i.e. the PLIC algorithm, was employed as the interface-tracking algorithm. Then, to satisfy the requirement for accurate geometrical modeling of complicated spatial configurations, an unstructured mesh scheme was employed, so that the PLIC algorithm was newly developed on unstructured meshes. Namely, the algorithms for the calculation of the unit vector normal to an interface, reconstruction of an interface, volume fraction transport through cell-faces and surface tension were newly developed for high accurate simulations on unstructured meshes. In addition, to establish the volume conservation property violated by the excess or too little transport of the volume fraction, the volume conservative algorithm was developed by introducing the physics-basis correction algorithm. Physics-basis considerations were also conducted for mechanical balances at gas-liquid interfaces. By defining momentum and velocity independently at gas-liquid interfaces, the physically appropriate formulation of momentum transport was derived, which can eliminate unphysical behaviors near the gas-liquid interfaces caused by conventional formulations. Furthermore, the improvement was necessary to satisfy the mechanically appropriate balances between pressure and surface tension at gas-liquid interfaces, so that the physically appropriate formulation was also derived for the pressure gradient calculation at gas-liquid interfaces. As the verification of the developed PLIC
algorithm, the slotted-disk revolution problem was solved on the unstructured mesh, and the simulation result showed that the accurate interface-tracking could be achieved even on unstructured meshes. The volume conservation algorithm was also confirmed to be efficient to enhance highly the simulation accuracy on unstructured meshes. Finally, the GE phenomena in the simple experiment were simulated. For the numerical simulation, the unstructured mesh was carefully considered to determine the size of cells in the central region of the vortical flow. In the simulation result, the GE phenomena observed in the experiment was reproduced successfully. In particular, the shape of the elongated gas core was very similar with the experimental result. Therefore, it was validated that the high-precision numerical simulation algorithms developed in this study could simulate accurately the transient behaviors of the GE phenomena.
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