ASSOCIATIVE AND JORDAN ALGEBRAS GENERATED
BY TWO IDEMPOTENTS

LOUIS ROWEN\(^1\) YOAV SEGEV

Abstract. The purpose of this note is to obtain precise information
about associative or Jordan algebras generated by two idempotents.

1. Introduction

This paper is motivated by recent work on commutative nonassociative
algebras generated by idempotents. Such algebras are for example the Griess
algebras associated with vertex operator algebras, and Majorana algebras
[1 MA MI Sa]. Also Jordan algebras generated by idempotents as well as
Axial algebras ([HRS1 HRS2 ISS]) are such, see also [DeMR].

In these algebras the adjoint operator associated to the generating idem-
 pots (i.e., multiplication by the idempotent) is semi-simple and has few
eigenvalues. Further, certain fusion rules (i.e., multiplication rules), between
the eigenspaces are assumed (similar to the Peirce decomposition multiplica-
tion rules in Jordan algebras, see e.g., [ZSSS, Theorem 4, p. 334]). One can
then associate an involutive automorphism of the algebra to each of these
idempotents, and the group generated by these involutions are sometimes
of great interest (e.g., the Monster group).

In general, it is not unintuitive to think about idempotents in these alge-
bras in a similar way one thinks of involutions in a group. In all these alge-
bras it is important to know the subalgebras generated by two idempotents.
Some papers dealt with this question in the associative case (e.g. [E L V]),
and some in the Jordan algebra case (e.g. [HRS2 Sa]).

1
Throughout $\mathbb{F}$ is a unital commutative ring. Let $A$ be a (linear) algebra
over $\mathbb{F}$ with multiplication denoted by $u \circ v$, $u, v \in A$, so if $A$ is a ring we
take $\mathbb{F} = \mathbb{Z}$, the integers. We let $A^{(1)}$ be the algebra $A$ if $A$ is unital (i.e. $A$
has an identity element), and $A^{(1)} = \mathbb{F} \oplus A$ with multiplication defined by
$(\alpha, x)(\beta, y) = (\alpha \beta, \alpha y + \beta x + x \circ y),$
if $A$ does not have an identity element. In the latter case $A^{(1)}$ has the
identity element $1 = (1, 0)$. We identify $A$ with the subset $\{(0, x) \mid x \in A\}$
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of $A^{(1)}$. Thus 1 denotes the identity element of $A^{(1)}$ (also in the case where $A$ is unital).

For an element $x \in A$ we let $x^0 = 1 \in A^{(1)}$. The cases that will interest us in this note are the case where $A$ is associative, and the case where $A = J$ is a Jordan algebra, and $\mathbb{F}$ is a field of characteristic not 2. In both cases, $A$ is power associative, and we let, as usual, $\mathbb{F}[x] \subseteq A^{(1)}$ be the subalgebra of $A^{(1)}$ generated by $x$ over $\mathbb{F}$, i.e., the set of polynomials in $x$ with coefficients in $\mathbb{F}$.

Some parts of our first theorem are mostly known in principle:

**Theorem 1.1.** Let $A$ be an associative algebra (not necessarily with 1) over a unital commutative ring $\mathbb{F}$, generated by two distinct idempotents $a$ and $b$. Denote multiplication in $A$ by juxtaposition: $xy$. Then

1. ((IB [12.2], L. Lemma 3)) $\sigma := (a - b)^2$ is in the center of $A$.
2. $A$ is spanned by $\sigma, a, b$ and $ab$ as a module over $\mathbb{F}[\sigma]$. In particular $A$ satisfies a multilinear polynomial identity.
3. If $\sigma = 1$, then $aba = bab = 0$. Hence either $ab = ba = 0$ and $A = \mathbb{F}a \oplus \mathbb{F}b$, or one of $\mathbb{F}(ab)$ or $\mathbb{F}(ba)$ is a nontrivial square-zero ideal of $A$.
4. If $\sigma = 0$, then one of $\mathbb{F}(a(b - 1)) + \mathbb{F}(b(a - 1))$ or $\mathbb{F}(a - b)$ is a nontrivial square-zero ideal of $A$.
5. In both cases (3) and (4), $A$ has a nilpotent ideal $I$ such that $A/I$ is commutative. In case (3) we can take $I^2 = 0$, and in case (4) we can take $I^3 = 0$.
6. If $\sigma - \sigma^2$ is invertible in $A$ (so that 1 $\in A$), then $A \cong M_2(\mathbb{F}[\sigma])$. In particular, if $\mathbb{F}[\sigma]$ is a field (so that $\mathbb{F}1$ is a field and $\sigma$ is algebraic over $\mathbb{F}1$), with $\sigma \neq 0, 1$, then $A \cong M_2(\mathbb{F}[\sigma])$.
7. (Compare with L. Theorem 4.) If $A$ is simple, then 1 $\in A$ and $\mathbb{F}[\sigma]$ is a field (so $\mathbb{F}1$ is a field and $\sigma$ is algebraic over $\mathbb{F}1$). Further, either $A = \mathbb{F}1$ is a field (and $\{a, b\} = \{0, 1\}$) or $A \cong M_2(\mathbb{F}[\sigma])$.
8. Let $J = \mathbb{F}[\sigma] + \mathbb{F}[\sigma]a + \mathbb{F}[\sigma]b$. Then there is an involution $\ast$ on $A$ defined by:

$$(\alpha_\sigma \sigma + \alpha_a a + \alpha_b b + \alpha_{ab}(ab))^\ast = \alpha_\sigma \sigma + \alpha_a a + \alpha_b b + \alpha_{ab}(ba)$$

if and only if

(i) $\alpha(ab) \in J$, for some $\alpha \in \mathbb{F}[\sigma] \implies \alpha(ba - ab) = 0$.

In particular, if $A$ is simple and not commutative, then $\ast$ is an involution on $A$.

(See also Theorem L.3 for additional significant information.)

For the notion of the center of a Jordan algebra, see Definition 2.1(5) below.

**Theorem 1.2.** Let $J$ be a Jordan algebra over a field $\mathbb{F}$ of characteristic not 2 generated by two distinct idempotents $a$ and $b$. Denote the multiplication in $J$ by dot: $x \cdot y$. Then

1. $\sigma := (a - b)^2$ is in the center of $J$;
(2) $J$ is spanned by $a,b$, and $\sigma$ as a module over $F[\sigma]$;
(3) if the Jordan algebra $J$ is simple, then either $J = F$ or $J \cong H(A,\ast)$
the set of symmetric elements $x^* = x$, where $A$ is a simple algebra
as in Theorem 1.1(7), and $\ast$ is as in Theorem 1.1(8). (Of course
$H(A,\ast)$ is a subalgebra of $A^+$).

2. Proofs of Theorem 1.1 and Theorem 1.2

Before we prove Theorems 1.1 and 1.2 we need a few definitions, the
statement of the Shirshov-Cohn Theorem, and a few lemmas.

Definitions 2.1. (1) A (linear) algebra is just an algebra over a com-
mutable unital ring $F$ in the usual sense (but not necessarily asso-
ciative).
(2) For an algebra $(A,\circ)$, the commutator is $[x,y] := x \circ y - y \circ x$ and
the associator is $[x,y,z] := (x \circ y) \circ z - x \circ (y \circ z)$.
(3) The nucleus of an algebra is the part that associates with everything,
consisting of the elements associating in all possible ways with all
other elements:
$$\text{Nuc}(A) := \{ x \in A \mid [x,A,A] = [A,x,A] = [A,A,x] = 0 \}.$$ 
(4) The center of any algebra is the part of the algebra which both com-
mutes and associates with everything, i.e., those nuclear elements
commuting with all other elements:
$$\text{Cent}(A) := \{ c \in \text{Nuc}(A) \mid [c,A] = 0 \}.$$ 
(5) Recall that for an associative algebra $A$, the Jordan algebra $A^+$ is
defined by $x \cdot y = \frac{1}{2}(xy + yx)$. Any subalgebra of a Jordan algebra
of type $A^+$ is called special.

Theorem 2.2 (Shirshov-Cohn Theorem, Theorem 10, p. 48 in [I]). Any
Jordan algebra over a field $F$ of characteristic not 2 (with 1) generated by
two elements (and 1) is special.

Notation 2.3. From now on we fix two distinct idempotents $a,b$ in the
algebra $A$ over a unital commutative ring $F$ ($A$ will be either associative, or
$A = J$ a Jordan algebra, and then $F$ is a field of characteristic not 2). We
assume that $A$ is generated by $a$ and $b$ as an algebra over $F$ (but we do not
assume that $A$ is unital). Let
$$\sigma := (a-b)^2 = a + b - (ab + ba).$$

We need a few computations.

Lemma 2.4. Assume that $A$ is associative (so multiplication in $A$ is de-
noted: $xy$).
(1) $\sigma a = a - aba = aa$.
(2) $\sigma b = b - bab = b\sigma$. 

(3) $aba = (1 - \sigma)a$ and $bab = (1 - \sigma)b$.

(4) $(1 - a)(1 - b)(1 - a) = (1 - \sigma)(1 - a)$ and $(1 - b)(1 - a)(1 - b) = (1 - \sigma)(1 - b)$.

**Proof.** We have $\sigma a = (a + b - ab - ba)a = a + ba - aba - ba = a - ab$. Also $\sigma b = a(a + b - ab - ba) = a + ab - ab - aba = a - ab$. Hence (1) holds. Part (2) holds by symmetry. Part (3) follows from (1) and (2). For part (4) notice that $x := 1 - a$ and $y := 1 - b$ are idempotents in $A^{(1)}$ and $(x - y)^2 = \sigma$. Hence, as in (3), we get (4).

**Lemma 2.5.** Assume that $A$ is associative and commutative. Then

1. $\sigma(a - b) = a - b$, in particular $\sigma^2 = \sigma$;
2. $\sigma ab = 0$;
3. $A = \mathbb{F}\sigma a \oplus \mathbb{F}\sigma b \oplus \mathbb{F}ab$.

**Proof.** We use Lemma 2.4. We have $ab = aba = a - \sigma a$. Similarly $ba = b - \sigma b$. Hence $a - \sigma a = b - \sigma b$, so $a - b = \sigma(a - b)$, and the first part of (1) holds. Multiplying by $a - b$ we get (1). Also $ab = (ab)b = ab - \sigma ab$, so $\sigma ab = 0$, and (2) holds.

Let $W$ be the $\mathbb{F}$-linear combination of $\sigma a, \sigma b$ and $ab$. Then $a = ab + \sigma a \in W$ and similarly $b \in W$. Clearly, by (2), $W$ is closed under multiplication, so $W = A$. Suppose $\alpha(\sigma a) + \beta(\sigma b) + \gamma(ab) = 0$, with $\alpha, \beta, \gamma \in \mathbb{F}$. Multiplying by $\sigma a$ and using (1) and (2) we get that $\alpha(\sigma a) = 0$. Similarly $\beta(\sigma b) = 0$, and then $\gamma(ab) = 0$. Also, by (2), the sum is a direct sum of ideals, so (3) holds.

In the next lemma, by a simple ring $R$ we mean a ring (not necessarily unital) such that $R^2 \neq 0$ and the only proper ideal of $R$ is $\{0\}$. This lemma is well known. We include a proof for the convenience of the reader.

**Lemma 2.6.** Let $R$ be a simple ring that satisfies a polynomial identity. Then $R \cong M_n(D)$, for some division ring $D$. In particular $R$ is unital.

**Proof.** We show that $R$ is contained as an ideal in a unital primitive ring $S$ that satisfies a (multilinear) polynomial identity. By Kaplansky’s Theorem [Kap, Theorem 23.31], $S$ is a simple ring which is finite dimensional over its center (which is a field). Since $S$ is simple and since $R$ is an ideal of $S$ we have $R = S$. By Wedderburn’s Theorem $R \cong M_n(D)$ as asserted.

If $R$ is unital, take $S = R$ (a simple unital ring is primitive). So suppose $R$ is not unital. Now $R$ is an algebra over the integers and we let $R^{(1)}$ be the ring defined above (adjoining an identity $1$ to $R$). We identify $R$ with the ideal $\{(0, r) \mid r \in R\}$. Consider the Jacobson Radical $J(R^{(1)})$. Since $R$ is an ideal of $R^{(1)}$ we have $J(R) = J(R^{(1)}) \cap R$ (Herr, Theorem 1.2.5). Hence if $J(R^{(1)}) \supseteq R$, then $J(R) = R$ (i.e. $R$ is a radical ring). However, by [Ja, Theorem 4.2], since $R$ satisfies a polynomial identity, $J(R) \neq R$. Since $R$ is simple, we see that $R \cap J(R^{(1)}) = \{0\}$.

Let $S := R^{(1)}/J(R^{(1)})$. Then $R$ embeds in $S$ and we consider $R$ as a subring of $S$. Since $J(S) = \{0\}$, and since $J(S)$ is the intersection of all
primitive ideals of $S$, there exists a primitive ideal $P$ of $S$ that does not contain $R$, and hence intersects $R$ in $\{0\}$. Replacing $S$ by $S/P$ we may assume that $S$ is primitive. Now since $R$ satisfies a polynomial identity, it satisfies a multilinear polynomial identity ([Her, Lemma 6.2.4]). Since $S$ is a central extension of $R$, [R Proposition 23.8(i)] shows that $S$ satisfies a multilinear polynomial identity, so we are done. □

**Proof of Theorem 1.1** (1): This follows from Lemma 2.4(1&2).

(2): Let

$$V = \mathbb{F}[\sigma] + \mathbb{F}[\sigma]a + \mathbb{F}[\sigma]b + \mathbb{F}[\sigma]ab,$$

the set of $\mathbb{F}[\sigma]$ linear combinations of $\sigma, a, b$ and $ab$. We show that $V$ is a subalgebra of $A$. Since it contains $a$ and $b$, this will show that $A = V$.

Since $\sigma \in \text{Cent}(A)$ to show that $V$ is a subalgebra of $A$ it suffices to show that $ba, aba, bab \in V$, but this follows from Lemma 2.4 and from the fact that $ba = -\sigma + a + b - ab$. The last part of (2) follows from [R Proposition 23.11].

(3): Suppose $\sigma = I$. By Lemma 2.4(3), $aba = bab = 0$. If $ab = ba = 0$ then it is easy to check that $A = \mathbb{F}a \oplus \mathbb{F}b$. Suppose $ab \neq 0$. Then $(ab)^2 = 0$ and we see that $\mathbb{F}(ab)$ is closed under multiplication by $a$ and $b$ from both sides, so (3) holds.

(4): Suppose $\sigma = 0$. Then, by Lemma 2.4(3), $aba = a$ and $bab = b$. Let $x := a(I - b), y := b(I - a)$ and $I := \mathbb{F}x + \mathbb{F}y$. If $x = y = 0$, then since $a - b \neq 0$, we see that $\mathbb{F}(a - b)$ is a nontrivial square-zero ideal. Assume $x \neq 0$. Then $bx = ba(I - b) = ba - b - y, \ xy = 0, ax = x$ and $xa = 0$. Similarly $ay, ya, by, yb \in I$. Also $x^2 = y^2 = xy = yx = 0$. Hence $I^2 = \{0\}$ and (4) holds.

(5): In (3) we take $I = \mathbb{F}ab + \mathbb{F}ba$. In (4) if $x = y = 0$ we take $I = \mathbb{F}(a - b)$, since then the images of $a$ and $b$ are equal. So suppose $x \neq 0$. Let $z = ab - ba$ and take $I = \mathbb{F}(x + y) + \mathbb{F}z$. Note that $ab$ and $ba$ are idempotents and since $vuw = v$, for $\{v, w\} = \{a, b\}$, we see that $z^2 = ab - a + ba - b = -x - y$. It is easy to check that $zx = x + y, xz = 0, zy = -x - y$ and $yz = 0$. Hence $I^2 = \mathbb{F}(x + y)$. Now, by the above, and by the proof of (4), $I(x + y) = (x + y)I = \{0\}$. Hence $I^3 = \{0\}$, and $A/I$ is abelian.

(6): Set $e_{1,1} = a, \ e_{1,2} = ab(I - a), \ e_{2,1} = (\sigma(I - \sigma))^{-1}(I - a)ba$ and $e_{2,2} = I - a$. Then

$$e_{1,1}e_{i,j} = \delta_{1,i}e_{1,j} \quad \text{and} \quad e_{2,2}e_{i,j} = \delta_{2,i}e_{2,j}.$$ 

Also,

$$e_{1,2}e_{1,1} = 0 = e_{1,2}e_{1,2} \quad \text{and} \quad e_{2,1}e_{2,2} = 0 = e_{2,1}e_{2,1}.$$ 

Next, using Lemma 2.4(1&3),

$$\sigma(I - \sigma)e_{2,1} = ab(I - a)ba = aba - ababa$$

$$= aba - ab(a - \sigma a) = \sigma aba = \sigma(I - \sigma)a,$$
Since \(\sigma(1 - \sigma)\) is invertible in \(A\) we get \(e_{1,2}e_{2,1} = a = e_{1,1}\).

Similarly, using Lemma 2.4(3&4),
\[
\sigma(1 - \sigma)e_{2,1}e_{1,2} = (1 - a)ab(1 - a) = (1 - a)(b - \sigma b)(1 - a) = (1 - \sigma)(1 - a)(1 - b)(1 - a) = \sigma(1 - \sigma)(1 - a),
\]
Since \(\sigma(1 - \sigma)\) is invertible in \(A\) we get \(e_{2,1}e_{1,2} = e_{2,2}\). Thus the \(e_{i,j}\) are \(2 \times 2\) matrix units generating \(A\) over \(F[\sigma]\) (see Definition 13.3 in [R]). By [R Proposition 13.9], \(A \cong M_2(R)\), where \(R = aAa\). Since \(aba = (\sigma - \sigma)a\) (Lemma 2.4(3)), and by part (2), \(R = F[\sigma]a\). Note now that \(F[\sigma]a \cong F[\sigma]\), because if \(aa = 0\), for some \(\alpha \in F[\sigma]\), then \(e_{2,1} = e_{2,2} = \alpha(1 - a) = 0\), and then \(a = 0\). Hence the map \(\alpha \mapsto aa\) is an isomorphism \(F[\sigma] \to R\) and (6) holds.

(7): Suppose next that \(A\) is simple. We may assume without loss that \(a \neq 0\). If \(A\) is commutative, then \(A = aA\), and \(a = 1\) is the identity of \(A\). Thus \(A\) is a field so \(b = 0\) and it follows that \(A = F1\).

Suppose that \(A\) is not commutative. If \(A\) is a division ring, then \(\{a, b\} = \{1, 0\}\) and \(A = F1\) is commutative, a contradiction.

By (2), \(A\) satisfies a multilinear polynomial identity. By Lemma 2.6, \(1 \in A\), and \(A \cong M_n(D)\) for some division ring \(D\). Let \(k := \text{Cent}(A)\). Then \(k\) is a field, and by (2) the dimension of \(A\) over \(k\) is at most 4. Since this dimension is a square which is not 1, it is 4.

Hence \(\{\sigma, a, b, ab\}\) are linearly independent over \(k\). It follows that \(\{\sigma, a, b, ab\}\) are linearly independent over \(F[\sigma] \subseteq k\). Now if \(\sigma\) is transcendental over \(F\), then \(F[\sigma]\) has a proper non-trivial ideal \(I\). And then \(I \sigma + Ia + Ib + I(ab)\) would be a proper nontrivial ideal of \(A\), a contradiction. Hence \(F[\sigma]\) is a field. Since \(A\) is simple and contains idempotents, \(\sigma \notin \{0, 1\}\), by (3) and (4). Hence \(\sigma - \sigma^2\) is invertible in \(A\), so \(A \cong M_2(F[\sigma])\) by (6).

(8): Suppose that \(*\) is an involution on \(A\). Assume that \(\alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) = 0\). Then also \(\alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) = 0\). Subtracting we get \(\alpha_\sigma(ab - ba) = 0\). Thus condition (i) of (8) holds.

Suppose condition (i) of (8) holds, and assume that
\[
\alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) = 0.
\]
Then
\[
\alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) = \alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) + \alpha_\sigma(ab)(ba - ab) = \alpha_\sigma(ab)(ba - ab).
\]
By condition (i), \(\alpha_\sigma(ab)(ba - ab) = 0\), so \(\alpha_\sigma a + \alpha_\sigma a + \alpha_\sigma b + \alpha_\sigma(ab) = 0\). This shows that \(*\) is well defined, and it is easy to check that it is an involution on \(A\).

For the last part of (8), see Remark 2.7(3) below and note that \(F[\sigma]\) is a field, and \(A\) is 4-dimensional over \(F[\sigma]\).

Remarks 2.7. (1) By [L] Theorem 4, the converse of Theorem 2.4(3) also holds, namely if \(A = M_2(k)\) where \(k\) is a finite simple field
extension of $F$, then $A$ is generated over $F$ by two idempotents, except in the case where $K = F_2$, the field of two elements.

(2) Suppose that $ab = 0$. Then, by Lemma 2.4(1&2), $\sigma = 1$, and then $ba = -1 + a + b$. Note that $1(ba - ab) = ba$, is not necessarily 0, so it may happen that $*$ of Theorem 1.1(8) is not an involution on $A$.

(3) Of course if $\{\sigma, a, b, ab\}$ are independent over $F[\sigma]$ then $*$ of Theorem 1.1(8) is an involution on $A$.

**Proof of Theorem 1.2.** By the Shirshov-Cohn theorem, $J$ is a special algebra contained in $A^+$, where $A$ is an associative algebra generated over $F$ by the idempotents $a$ and $b$.

(1): This follows immediately from Theorem 1.1(1).

(2): By (1), and since $a \cdot b = -\frac{1}{2}(\sigma + a + b)$, it follows that the set of $F[\sigma]$-linear combinations of $\sigma, a, b$ is closed in $J$ under multiplication, and hence it is equal to $J$.

(3): Assume that $J$ is simple. If $A$ is commutative, then $J = A$ is a field, so $J = F$. So assume that $A$ is not commutative. Let $I$ be a maximal ideal of $A$ not containing $J$. Since $J$ is simple, $J \cap I = \{0\}$. Hence we may replace $A$ with the simple associative algebra $A/I$. Hence we may assume that $A$ is simple. By Theorem 1.1(8), $*$ is an involution on $A$, and one easily checks that $J = \mathcal{H}(A, *)$. □

### 3. Some Additional Results for the Case Where $F$ is a Field and $A$ is Associative

In this section we continue with Notation 2.3. We further assume that $A$ is associative and that $F$ is a field.

**Proposition 3.1.** Exactly one of the following holds:

- (a) $A$ is finite dimensional over $F$, and $\sigma$ is algebraic over $F$ (i.e. it satisfies a polynomial in $F[\lambda]$), or
- (t) $A$ is infinite dimensional over $F$ and $\sigma$ is transcendental over $F$. In this case $A$ is isomorphic to the semigroup algebra of the free product $\langle a \rangle \ast \langle b \rangle$ of the one-element semigroups $\langle a \rangle$, $\langle b \rangle$.

**Proof.** If $A$ is finite dimensional over $F$, then (a) holds, while if $A$ is infinite dimensional over $F$ then, by [L] Proposition 2, $A$ is as in (t).

Suppose $A$ is as in (t). Then a direct and easy computation, based on the leading term starting with $ab$ (or $ba$), shows that $\sigma = a + b - ab - ba$ cannot satisfy a polynomial over $F$. □

**Lemma 3.2.** Let $g_1, g_2 \in F[\lambda]$ be relatively prime polynomials such that $g_1[\sigma]g_2[\sigma] = 0$. Then $A \cong A/Ag_1[\sigma] \times A/Ag_2[\sigma]$. 
Proof. This follows from the Chinese Remainder Theorem, whose argument we review since we need it for algebras without 1. First note that \( A_{g_i}[\sigma] \) is an ideal of \( A \) since \( g_i[\sigma] \) is central in \( A^{(1)} \).

Now if \( r \in A_{g_1}[\sigma] \cap A_{g_2}[\sigma] \) then \( rg_2[\sigma] = rg_1[\sigma] = 0 \), so writing

\[
a_1[\lambda]g_1[\lambda] + a_2[\lambda]g_2[\lambda] = 1,
\]

for \( a_1, a_2 \in \mathbb{F}[\lambda], \) we see that \( r = ra_1[\sigma]g_1[\sigma] + ra_2[\sigma]g_2[\sigma] = 0, \) implying \( A \hookrightarrow A_{g_1}[\sigma] \times A_{g_2}[\sigma] \). On the other hand, for any \( r_1 + A_{g_1}[\sigma] \in A_{g_1}[\sigma] \) and \( r_2 + A_{g_2}[\sigma] \in A_{g_2}[\sigma] \) we take

\[
r = r_1a_2[\sigma]g_2[\sigma] + r_2a_1[\sigma]g_1[\sigma],
\]

and note that

\[
r + A_{g_1}[\sigma] = r_1a_2[\sigma]g_2[\sigma] + A_{g_1}[\sigma] = r_1(1 - a_1[\sigma]g_1[\sigma]) + A_{g_1}[\sigma] = r_1 + A_{g_1}[\sigma]
\]

and likewise \( r + A_{g_2}[\sigma] = r_2 + A_{g_2}[\sigma] \). \( \square \)

**Proposition 3.3.** Let \( g[\lambda] \in \mathbb{F}[\lambda] \) be irreducible, let \( k \geq 1 \) and let \( h[\lambda] = g[\lambda]^k \). Suppose that \( Ah[\sigma] \neq A \), and let \( \overline{A} = A/Ah[\sigma] \). Let \( \overline{\sigma} \) be the image of \( \sigma \) in \( A/Ah[\sigma] \). Then

1. If \( g[\lambda] = \lambda \), then \( \overline{\sigma} \) is nilpotent in \( \overline{A} \), and there exists a nilpotent ideal \( \overline{I} \) in \( \overline{A} \) such that \( \overline{A}/\overline{I} \) is abelian.
2. If \( g[\lambda] \neq \lambda \), then \( \overline{A} \) is unital, furthermore \( \overline{\sigma} \) is invertible in \( \overline{A} \). Denote by \( \overline{\epsilon} \) the identity element of \( \overline{A} \). Then \( h[\overline{\sigma}] = 0 \) (where we substitute 1 by \( \overline{\epsilon} \) in \( h[\overline{\sigma}] \)).
3. If \( g[\lambda] = \lambda - 1 \), then \( \overline{\sigma} - \overline{\epsilon} \) is nilpotent in \( \overline{A} \) and there exists a nilpotent ideal \( \overline{I} \) in \( \overline{A} \) such that \( \overline{A}/\overline{I} \) is abelian.
4. If \( g[\lambda] \) is relatively prime to \( \lambda(\lambda - 1) \), then, by (2), \( \overline{A} \) is unital, and \( \overline{A} \cong M_2(\mathbb{F}[\overline{\sigma}]) \).

**Proof.** (1): Suppose that \( g[\lambda] = \lambda \). Then \( Ah[\sigma] = A\sigma^k \), so the ideal \( \overline{I} := A^{(1)}[\sigma]/A\sigma^k \) is a nilpotent ideal in \( \overline{A} \). Indeed

\[
\left( A^{(1)}[\sigma] \right)^{k+1} = \left( A^{(1)}[\sigma] \right) A^{(1)}[\sigma] \subseteq AA^{(1)}[\sigma]^k = A\sigma^k.
\]

Also in the algebra \( \overline{A}/\overline{I} \cong A/A^{(1)}[\sigma] \) the image of \( \sigma \) is 0. Hence by Theorem [1.1.5], the algebra \( \overline{A}/\overline{I} \) has a nilpotent ideal over which it is commutative. Let \( \overline{J} \) be the preimage in \( \overline{A} \) of that ideal. Then \( \overline{J} \) is the ideal whose existence is asserted in (1).

(2): Let

\[
\overline{\sigma} : A \to \overline{A}
\]

be the canonical homomorphism. Write \( h[\lambda] = \alpha 1 + \lambda q[\lambda] \), with \( 0 \neq \alpha \in \mathbb{F} \). Then \( h[\sigma] = \alpha 1 + \sigma q[\sigma] \). We have

\[
\overline{0} = h[\sigma]\overline{x} = \alpha\overline{x} + \overline{\sigma q[\sigma]}\overline{x}, \quad \text{for all } x \in A.
\]
Let \( e := \sigma(-\alpha^{-1}q[\sigma]) \in A \). Then we see that \( \bar{e} = \sigma(-\alpha^{-1}q[\sigma]) \) is the identity element of \( \overline{A} \) and \( \overline{A} \) is unital. Further

\[
\bar{e} = (a-b)(a-b)(-\alpha^{-1}q[\sigma])
\]

(recall that \( \sigma = (a-b)^2 \)), and we see that \( (a-b) \) is invertible in \( \overline{A} \), so also \( \sigma \) is invertible in \( A \).

Finally we have \( h[\overline{\sigma}] = h[\overline{\sigma}]\overline{e} = h[\overline{\sigma}]e = 0 \), so the last part of (2) holds.

(3): Suppose that \( g[\lambda] = \lambda - 1 \). Then the ideal \( \overline{I} := A(\sigma - 1)/Ah[\sigma] \) is a nilpotent ideal in \( \overline{A} \) and the image of \( \sigma \) in \( \overline{A}/\overline{I} \) is the identity of this algebra. As in (1) we can apply Theorem 1.1(5) to obtain the ideal \( \overline{J} \), and (3) holds.

(4): Assume now that \( g[\lambda] \) is relatively prime to \( \lambda(\lambda-1) \). We show that \( \sigma - \sigma^2 \) is invertible in \( \overline{A} \). Let \( u[\lambda], v[\lambda] \in \mathbb{F}[\lambda] \) such that

\[
u[\lambda](\lambda - 1) + v[\lambda]h[\lambda] = 1.
\]

Multiplying by \( \lambda \) we get that \( u[\lambda]\lambda(\lambda - 1) + v[\lambda]\lambda h[\lambda] = \lambda \). Substituting \( \sigma \) for \( \lambda \) we see that \( u[\sigma]\sigma(\sigma - 1) + v[\sigma]\sigma h[\sigma] = \sigma \). Hence \( u[\sigma](\sigma^2 - \sigma) = \sigma \).

Since \( \sigma \) is invertible in \( \overline{A} \) we see that \( \sigma^2 - \sigma \) is invertible in \( \overline{A} \). Now Theorem 1.1(6) completes the proof of (4).

\[\square\]

Notation 3.4. If \( B \) is an algebra generated by two idempotents \( e \) and \( f \), we denote by \( \sigma_B := (e - f)^2 \) (here \( e \) and \( f \) are understood from the context).

As a corollary to Proposition 3.3 we get the following theorem, which handles the case where \( \sigma \) is algebraic over \( \mathbb{F} \):

**Theorem 3.5.** Suppose that \( \sigma \) is algebraic over \( \mathbb{F} \). Then \( A \) is a direct product of algebras \( B_0 \times B_1 \times \cdots \times B_m \), such that if we denote by \( a_{B_i}, b_{B_i} \) the image of \( a, b \) in \( B_i \), then we have

1. \( B_i \) is generated by the idempotents \( a_{B_i}, b_{B_i} \).
2. \( B_i \) is unital for \( i \geq 1 \).
3. \( B_0 = 0 \), or \( \sigma_{B_0} \) is nilpotent and \( B_0 \) contains a nilpotent ideal \( J_0 \) such that \( B_0/J_0 \) is commutative.
4. \( B_1 = 0 \), or \( h[\sigma_{B_1}] = 0 \), where \( h[\lambda] = (\lambda - 1)^k \), \( k \geq 1 \). Furthermore \( B_1 \) contains a nilpotent ideal \( J_1 \) such that \( B_1/J_1 \) is commutative.
5. For \( i \geq 2 \), we have \( h[\sigma_{B_i}] = 0 \), where \( h[\lambda] = g[\lambda]^k \), \( k \geq 1 \), and where \( g[\lambda] \in \mathbb{F}[\lambda] \) is an irreducible polynomial relatively prime to \( \lambda(\lambda-1) \). Furthermore \( B_i \cong M_2(\mathbb{F}[\sigma_{B_i}]) \).

**Proof.** Write the monic minimal polynomial \( m[\lambda] \) of \( \sigma \) over \( \mathbb{F} \) as

\[
m[\lambda] = \lambda^{k_1}(\lambda - 1)^{k_2}g_3[\lambda]^{k_3}\cdots g_m[\lambda]^{k_m},
\]

with \( g_3, \ldots, g_m \) monic, irreducible, pairwise distinct and distinct from \( \lambda \) and \( \lambda - 1 \), and where we allow \( k_i = 0 \), for \( i = 1 \) or \( i = 2 \).
By a repeated application of Lemma 3.2 we see that
\[ A \cong A/A\sigma^{k_1} \times A/A(\sigma - 1)^{k_2} \times A/(g_3[\sigma])^{k_3} \times \cdots \times A/(g_m[\sigma])^{k_m}. \]

Now the theorem follows from Proposition 3.3. \(\square\)

Lemma 3.6. Assume that \(\sigma\) is transcendental over \(F\). Then

1. \((Bergman [B, \S 12.2]) \) \(A\) is a free module over \(F[\sigma]\) with basis \(\sigma, a, b, ab\);
2. there is an involution \(\ast\) on \(A\) as defined in Theorem 1.1(8).

Proof. First note that if \(g[\lambda] \in F[\lambda]\) is a polynomial which is not a scalar (i.e., \(g \notin F\)), then \(Ag[\sigma] \neq A\). This follows from Proposition 3.1.

Suppose \(f_1[\sigma]\sigma + f_2[\sigma]a + f_3[\sigma]b + f_4[\sigma]ab = 0\). Let \(g[\lambda] \in F[\lambda]\) be an irreducible polynomial prime to \(\lambda(\lambda - 1)\) and to \(f_1, \ldots, f_4\). Consider \(B := A/Ag[\sigma]\). It is a nontrivial algebra, so by Proposition 3.3(4), \(B \cong M_2(F[\sigma_H])\).

Clearly \(F[\sigma_H]\) is a field, so since \(B\) is 4-dimensional over \(F[\sigma_H]\) and is spanned by the images of \(\sigma, a, b, ab\) (Theorem 1.1(2)), we get a contradiction. This shows (1) and (2) follows from (1) and Theorem 1.1(8). \(\square\)
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