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Abstract— This paper presents a Dynamic Vision Sensor (DVS) based system for reasoning about high speed motion. As a representative scenario, we consider the case of a robot at rest reacting to a small, fast approaching object at speeds higher than 15 m/s. Since conventional image sensors at typical frame rates observe such an object for only a few frames, estimating the underlying motion presents a considerable challenge for standard computer vision systems and algorithms. In this paper we present a method motivated by how animals such as insects solve this problem with their relatively simple vision systems.

Our solution takes the event stream from a DVS and first encodes the temporal events with a set of causal exponential filters across multiple time scales. We couple these filters with a Convolutional Neural Network (CNN) to efficiently extract relevant spatiotemporal features. The combined network learns to output both the expected time to collision of the object, as well as the predicted collision point on a discretized polar grid. These critical estimates are computed with minimal delay by the network in order to react appropriately to the incoming object. We highlight the results of our system to a toy dart moving at 23.4 m/s with a 24.73° error in θ, 18.4 mm average discretized radius prediction error and 25.03% median time to collision prediction error.

I. INTRODUCTION

Practical mobile robotic systems need to operate in a wide range of environmental conditions including farms [1], forests [2], and caves [3]. These dynamic environments contain numerous fast moving objects such as falling debris and roving animals that mobile robots need to sense and respond to accordingly. The performance criteria for operating in such scenarios require sensors that have fast sampling rates, good spatial resolution and low power requirements. Active sensor solutions such as structured light or Time of Flight (ToF) sensors fail to meet this criteria due to their high power consumption and limited temporal resolution [4], [5]. An alternative approach is to track objects with conventional cameras by explicitly computing dense optical flow in time. However, these algorithms require computing dense feature correspondences and the heavy processing requirements limit overall system performance [6].

Dynamic Vision Sensors (DVSs) are biologically-inspired vision sensors that provide near continuous sampling and good spatial resolution at low power. Motivated by the ability of insects to efficiently respond to fast motion stimuli with their simple visual systems, this work investigates the use of efficient and economical neural networks to process the event streams from DVSs to respond to fast moving objects. Insects such as Drosophila are able to quickly and accurately react to fast approaching objects via recognition of critical spatiotemporal motion patterns [7]; thus, we seek to construct an efficient vision system that is able to respond to moving objects with speeds greater than 15 m/s, and with diameters as small as 2 cm.

A DVS sensor measures asynchronous changes in light intensity [8] rather than performing full synchronous readouts of the pixel array as with conventional CMOS-based sensors. A DVS outputs a stream of events \( E = \{ e_i \} \) where each event can be described as a vector \( e_i = (x, y, p, t) \). \( x \) and \( y \) describe the image pixel location, \( p \) is for polarity which is the sign of the light change, and \( t \) is the time at which the event occurs.

We address the problem of predicting the time to collision and impact location of a fast approaching object from the DVS event stream. Our solution consists of encoding motion and extracting relevant spatiotemporal features using a bank of exponential filters with a CNN. We show that our method is able to yield robust estimates for the predicted time and location of the future impact without needing to compute explicit feature correspondences (Fig. 1). We validate the performance of our system on fast moving objects such as a dropped ball and shooting dart (from a toy gun) and quantify its overall performance in terms of accuracy and latency.

The overall contributions of this work include the following: 1) a novel network architecture combining a temporal filterbank with a CNN to efficiently learn spatiotemporal
patterns in the DVS event stream, and 2) datasets and a new training protocol that uses motion capture based 3D motion information, and augments the measured DVS events by warping the object trajectories to generate new event streams for training the network.

II. Related Work

Prior work on collision detection for autonomous mobile robots have utilized a number of exteroceptive sensors. Active sensors can achieve unmatched levels of performance, enabling long distance detection of obstacles. For example,ToF sensors, such as Light Detection and Ranging (LIDAR), precisely measure the time difference between the emission of a directed pulse and its reflection from the target surface and can be used to accurately track a moving object. Unfortunately, their weight and power requirements preclude their comprehensive use on small autonomous systems [9] [10].

Passive vision-based sensors are attractive for mobile robots but accurate tracking of moving objects requires correlating multiple measurements over time. One conventional approach uses multiple cameras to first compute disparity maps and then track 3-D features over time to estimate object motion. Computing dense correspondences over time and space requires specialized computing resources [11] or mitigating the computational load with lower resolution sensors [12]. With monocular cameras, assumptions about scale [13], or obtaining additional information from auxiliary sensors is required. Integrating this information using conventional computer vision techniques typically requires additional computational resources for real-time motion estimation [14].

Recent work has demonstrated the utility of DVS sensors for collision detection. In [15], the problem of ball detection and tracking was analyzed. The authors proposed a Hough transform-based approach to detect and track balls, reaching frequencies of up to 500 Hz. This approach was specifically designed for the case of a ball and has not been shown to generalize to other settings. More recently, EVDodgeNet [16] proposed a full learning-based approach to detect quadrotor orientation, segment events, and estimate obstacle approach. As an effective end-to-end solution, this approach has two limitations: a perceptual lag of approximately 200 ms, and its complexity and computational overhead, requiring three separate networks to estimate the homography, deblur the image, and segment the tracked object. Additionally, this work relies on accurate simulators to generate sufficient training data for training the network and may suffer from unmodeled differences in the physical system [17]. Recently, Falanga et al. showcased an obstacle avoidance method for quadrotors [18], relying on ego-motion compensation and tracking to estimate the velocity of the incoming object. In contrast, our proposed system is much simpler in architecture yet is able to generate accurate motion estimates that are sufficient for robotic systems to respond in real-time to faster moving objects.

III. Method

We present our method for predicting time to collision $\tau$ and object impact location in polar coordinates $(R, \theta)$ using a DVS camera for fast moving objects. Our method consists of various stages including: 1) a bank of exponential filters for encoding object motion, and 2) a CNN for extracting spatiotemporal features, predicting time to collision and predicting a discrete polar output location. Supervised training is performed on the CNN, thus we collected a dataset of object state and DVS events for training. To expand our dataset and enhance the performance of our CNN we used a set of novel augmentations applied to the DVS events.

A. Data Collection

The data collection process consists of acquiring a series of DVS recordings while objects are approaching the sensor. In this study, we targeted two objects: falling balls and toy darts. The falling ball dataset was obtained by dropping spherical markers to a DVS. The toy dart dataset was obtained by shooting darts to a DVS (Fig. 3).

In both cases, we are interested in finding the spatial coordinates where the object will impact with the plane where the camera is located, as well as the required time to collision. Our coordinate system defines $+Z$ to be perpendicular to the plane of the image sensor, and we define the origin in the camera itself. Therefore, collision location and collision time can be extracted when $Z_{\text{object}} = 0$ (when the object is located in the plane of the camera). After calculating the impact location, we use collision time to calculate time to collision for each previously indexed location $i$ as $\tau = T_i - T_{\text{impact}}$. We tracked the motion of the objects using a VICON motion capture system with reflective markers.
A key aspect of our architecture is a bank of exponential filters which integrate a signal in a time windowed region with an exponential kernel:

\[ y[n] = \alpha y[n-1] + (1 - \alpha)x[n] \]  
(1)

where \( y[n] \) is the output signal, \( x[n] \) is the input signal, \( \alpha \) is the smoothing factor and \( 0 < \alpha < 1 \) and \( n \) is a unit of discrete time. We designed 10 different exponential filters \((\alpha_i)\) that encode motion over periods of 200 \( \mu s \), 477 \( \mu s \), 1.13 ms, 2.71 ms, 6.47 ms, 15.44 ms, 36.84 ms, 87.871 ms, 0.2 s, and 0.5 s (Fig. 2).

Our exponential filter is implemented for each pixel on the image grid. Separate filters are applied to the positive and negative polarity channels creating 20 240 \( \times \) 240 outputs per time step. Each filter is updated every 200 \( \mu s \), which is our time step. Outputs of the exponential filter every 200 \( \mu s \) are temporally correlated, hence we regulate the filter to output every 3 ms for the ball and every 1 ms for the toy dart. After the temporal downsampling, we perform a 2 \( \times \) spatial downscale and center crop. Additionally, we linearly discretize the filter output for a reduced memory footprint to an unsigned integer (8 bits).

C. Augmentation

We perform a series of augmentations to ensure that the training set is balanced across the network output. However, care must be taken when moving the impact location since the amount of shift varies across the sequence as it depends on the depth due to motion parallax. Since we have ground truth from motion capture system, we are able to generate a series of novel event level augmentations which we describe next (Fig. 4).

Shifting the impact location: We pick a random perturbation of the impact location given as a translation. For each event time window, we translate the object events in the corresponding depth plane and compute the resulting event translation by projecting back on to the image plane.

Rotation around the optical axis: This transformation can be expressed as a homography independent of depth which allows us to transform each set of events accordingly. We generate new data by picking a rotation uniformly at random.

D. Network

The tensor of dimensions 20 \( \times \) 240 \( \times \) 240 issued from the exponential filters is used as the input of our network.

![Fig. 3: Experimental setup for data acquisition for the toy dart dataset. Darts are tracked using a motion capture system while they are recorded with the DVS. To ensure proper temporal synchronization white and IR LEDs are blinked before each shot. Spatial calibration using the array of LEDs is performed at the beginning of the data collection run.](image1)

![Fig. 4: Augmentation procedure for shifting impact location or rotation about the optical axis. Translation augmentations perform a translation per depth value on the windowed event stream. Rotation augmentations perform an affine rotation on the windowed event stream.](image2)
The next step in our processing pipeline is to perform spatiotemporal feature extraction. We emulate spatiotemporal feature extraction through convolution kernels to interpret the motion volume. Our network architecture consists of 7 convolution layers, two $2 \times$ max pooling layers and two readout networks, one for time to collision and one for $(p(\tau), p(\theta))$ estimation. $\theta$ is discretized into 12 bins each 30° and $R$ is discretized into 4 bins corresponding to: \{0 mm-60 mm, 60 mm-91 mm, 91 mm-121 mm, 121 mm-$\infty$\}

Our network is trained using the Adam optimizer with a learning rate of $10^{-4}$ and a batch size of 160. The loss function consists of the multi-objective loss of time to collision mean squared error, $p(\theta_g)$ cross entropy loss and $p(r_1)$ cross entropy loss. We use the exponential linear unit as our activation function between layers. Our network is trained for a specific object and evaluated using the network for this object motion.



**IV. RESULTS**

We highlight the results on the performance of our network on two datasets: the ball with a max speed of 4.8 m/s, and the dart dataset with a max speed of 23.4 m/s. Our evaluation criteria for time to collision consists of the percent error between the true and estimated time to collision

$$E_{ttc,k} = \frac{\tau_k - \hat{\tau}_k}{\tau_k}$$

for all $k$ data samples. We take the median of this estimate across all time steps for robustness to outlier values from small time to collision predictions. Our criteria for discrete theta prediction is the loss

$$E_{\theta,k} = 30|\theta_k - \hat{\theta}_k|^2 \quad \{\theta_k \in \mathbb{Z}_0^+ | \theta_k < 12\}$$

where 30 corresponds to the discrete loss per bin, and radius is the loss

$$E_{r,k} = |f(\tau_k) - f(\hat{\tau}_k)|^2 \quad \{r \in \mathbb{Z}_0^+ | r < 4\}$$

where $f$ is the minimum value of the range for bin $r_k$. Additionally, we highlight various network components and their impact on algorithm performance. We predict on the exponential filter output every 3 ms for the ball and every 1 ms for the dart both the time to collision $\tau$ and discrete polar impact location $(R, \theta)$.

**A. Ball Dataset**

The ball dataset consisted of a training set of 18,210 augmented examples and a testing set of 4,228 augmented examples. Each example consists of the ball in a new starting position and impact point. Our performance on the training set for $(R, \theta)$ is an average $\theta$ error of 3.41° and an average radius error of 0.5 mm (Fig. 5). This highlights our algorithm is accurately able to predict $(R, \theta)$ throughout the trajectory length. Inspecting the testing results we see the average $\theta$ error of 16.56° and an average radius error of 10.99 mm. These errors are larger than the training set, although still within the discretization interval for each quantity. Hence, we are still able to generalize to new trajectories of the same object for predicting $(R, \theta)$ over the trajectory length. The median percent time to collision error globally for the training and testing set respectively were 9.58% and 10.23%. We inspect our range of collision prediction in Fig. 6 and showcase our close match to the true time to collision value.

We analyze the prediction results for $(R, \theta)$ during different time intervals to evaluate the performance of our system when receiving an incoming stream from the sensor. For this, we evaluated our algorithm throughout the time to collision intervals of 0.3 s-0.2 s, 0.2 s-0.1 s and 0.1 s-0 s. The results for both the training and testing set are within a discretization interval, demonstrating good performance. One interesting pattern in the testing set $(R, \theta)$ error is we see performance enhances as the object gets to smaller time to collision values. This is probably due to objects strong spatiotemporal features that are present in small time to collision values rather than large time to collision values. This result also highlights a speed-accuracy trade off present in our model. One can get less accurate estimates at higher time to collision values or wait for longer and get more accurate results. This is an inherent trade off in our system to quickly react to incoming obstacles.

**B. Toy Dart Dataset**

The dart dataset consisted of a training set of 6000 augmented training examples and 2910 augmented testing examples. Our performance on the training set for $(R, \theta)$ errors are 8.97 mm and 16.75°. This value is larger than the error on the ball. Nonetheless, the dart is moving at much faster speed, showcasing the previously discussed speed-accuracy trade-off. The results on the testing set for $(R, \theta)$ errors are 18.4 mm and 24.73° (Fig. 5). Again, both the training set and testing set are within the discretization interval demonstrating good algorithm performance over the trajectory length even for a fast moving object. The median percent time to collision error globally for the training and testing set respectively were 16.75% and 24.73%. We inspect our model over the range of time to collision values in Fig. 6 and note the bias at the end and beginning of the trajectory. This bias is due to limited event in the beginning of the trajectory and out of frame information at the end.

We inspect the results of the dart across the time intervals of 0.04 s-0.03 s, 0.03 s-0.02 s, 0.02 s-0.01 s and 0.01 s-0 s. Across each interval for both training and testing we are within the discretization interval, showing good prediction performance. We also observe a similar pattern to the ball dataset in $\theta$: we find our estimate increases in accuracy for smaller time to collision values up until the last time to collision range. A reason for the increase in error for the last time to collision range is the object may move out of the field of view of the camera and have less spatiotemporal features for predictions. Nonetheless, we still identify this inherent speed accuracy trade off in our dart model.

**C. Architecture Design**

Many design choices were performed while designing our end to end system architecture. In this section, we analyze...
some of the key front end processing decisions such as the importance of augmentation, the exponential filter, and back end decisions such as estimate filtering.

1) Exponential Filters: this subsystem allows us to encode history about past time events and use this for prediction. To evaluate its importance, we removed the exponential filter from our system architecture and instead relied on present event information by binning the events every $477\,\mu s$. After this step, the augmentation procedure was performed and a new CNN network with a 2 channel input was trained. The removal of the exponential filter for the testing set resulted in a $2\times$ error increase in radius, $3\times$ error increase in $\theta$ and $1.68\times$ increase in median time to collision error compared to testing results with the exponential filter, as shown by Fig. 8. These results highlight across all metrics the exponential filter enhances prediction results. One reason for the drop in performance is the network loses some temporal information important for prediction.

2) Augmentations: they allow our model to understand further generated trajectories and to prevent overfitting to our dataset. The next set of experiments we studied was the removal of augmentations from the dart dataset. We trained on our limited set of 36 dart trajectories. As a result, our network testing error compared to using augmentations, increased by $2.74\times$ for radius, increased by $5.1\times$ for $\theta$ and increased by $30\times$ for time to collision (Fig. 8). This drop in performance highlights the importance of augmentations for accurate estimation.

3) Bayesian Filter: one study we performed to improve the accuracy of our network’s impact location predictions was performing a Bayesian filter on the network output (Fig. 7). This procedure consists of filtering the softmax probabilities of radius and theta, using the previous time history as the prior for the next posterior update. We highlight the global dart prediction results for integrating in time to collision ranges of $T_{\text{start}}-0.03$, $T_{\text{start}}-0.02$, $T_{\text{start}}-0.01$, where $T_{\text{start}}$ is the beginning time of the trajectory. One pattern that emerges from these results is we see a $30\%$ reduction in $\theta$ error and $51\%$ reduction radius between the shortest and longest filtered estimates. Again, this highlights a speed accuracy trade-off in our model between making a quicker decision versus getting a more accurate impact
location prediction.

D. Baselines

We compared our approach against various baseline methods. The first baseline method was using a RealSense depth camera in order to detect the incoming toy dart and predict its motion. The RealSense camera was configured for capturing 480 × 640 images at 90 Hz. We shot a dart directly at the center of the RealSense and recorded the depth and RGB frames. Our result showed the depth camera was unable to detect the dart due to motion blur and its small size. The RGB imager was able to receive only 3 very blurred camera frames of the dart during this time. Since the RGB images are not adequate for optical flow based tracking, we next looked into using the aggregated DVS images to compute optical flow.

Our next set of baselines considered using optical flow based methods on 3 ms binned DVS events. We first tried to perform feature based tracking methods on the ball in the image. This was not successful because very few points were tracked on the object and some features spuriously tracked noise in the image. Hence, we tried more robust circle tracking methods of the ball via Hough transformations. The challenge in using the Hough transform was that the large scale values produced the strongest response. As a result, the true circle diameter was underestimated resulting in very inaccurate motion predictions. One final approach was creating a convex hull out of the positive and negative events in the circle region. We then calculated the effective diameter given the hull area. This approach solved the issue of biased diameter estimates, yet resulted in large variances. All in all, applying both model based and feature tracking methods to event based camera were not robust. These results were performed for the simpler case of tracking a ball and would be even worse for faster moving objects, such as the dart.

V. CONCLUSION AND FUTURE WORK

This paper considered the problem of estimating the collision time and impact location of a fast approaching object, such as a fast moving dart. These pose considerable challenges to conventional cameras and associated motion estimation techniques.

To circumvent these challenges, we focused on Dynamic Vision Sensors and presented a novel motion estimation architecture which encodes the event volume using a bank of exponential filters. To train the system, we developed novel augmentation techniques for event data which use three dimensional motion data. We showed that the resulting system can detect a dart moving at 23.4 m/s with a 24.73° error in θ, 18.4 mm average radius prediction error and 25.03% median time to collision prediction error. These results constitute the first DVS based system which can reason about objects moving at such high speeds.

There are a number of directions for future work. In the short term, we would like to extend the set of objects in our dataset and consider multiple moving objects. Ultimately we are interested in scenarios where both the camera and approaching object are moving at fast rates and where motion understanding will require processing the input event stream with additional sensors such as inertial measurements.
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