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Abstract

In this work, we exploit the power of finite ambiguity for the complementation problem of Büchi automata by using reduced run directed acyclic graphs (DAGs) over infinite words, in which each vertex has at most one predecessor; these reduced run DAGs have only a finite number of infinite runs, thus obtaining the finite ambiguity in Büchi complementation. We show how to use this type of reduced run DAGs as a unified tool to optimize both rank-based and slice-based complementation constructions for Büchi automata with a finite degree of ambiguity. As a result, given a Büchi automaton with \(n\) states and a finite degree of ambiguity, the number of states in the complementary Büchi automaton constructed by the classical rank-based and slice-based complementation constructions can be improved from \(2^{O(n \log n)}\) and \(O((3n)^n)\) to \(O(6^n) \subseteq 2^{O(n)}\) and \(O(4^n)\), respectively. We further show how to construct such reduced run DAGs for limit deterministic Büchi automata and obtain a specialized complementation algorithm, thus demonstrating the generality of the power of finite ambiguity.
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1. Introduction

The complementation of nondeterministic Büchi automata on words (NBWs) \cite{1} is a classic problem for NBWs and is the fundamental construction for many other important questions such as model checking \cite{2} and program-termination analysis \cite{3}. For instance, the complementation of NBWs is particularly valuable to model checking, when both the system $A$ and the specification $B$ are given as NBWs. A model-checking problem essentially asks whether the behavior of the system $A$ satisfies the specification $B$. In the automata-based model checking \cite{2} framework, this model-checking problem reduces to a language-containment problem between the NBWs $A$ and $B$. The standard approach to solving the language-containment problem between $A$ and $B$ relies on the complementation of $B$; one first constructs a complementary automaton $B^c$ such that $L(B^c) = \sum^\omega \setminus L(B)$ and then checks language emptiness of $L(A) \cap L(B^c)$. Various implementations of this approach with optimizations \cite{4-7} have been proposed to improve its practical performance. All these implementations, however, directly or indirectly resort to constructing $B^c$, which can be exponentially larger than $B$ \cite{8, 9}.

The complementation of Büchi automata is also a key component in the automata-based program-termination checking framework proposed in \cite{3}. To prove that a program terminates on all inputs, this framework starts with a termination proof of a sample path of the given program and then generalizes it to a Büchi automaton, whose language (by construction) represents a set of terminating paths. All these terminating paths are then removed from the program. The removal of those paths is done by automata difference operation, involved with Büchi complementation and intersection. By iteratively removing terminating paths, the framework may obtain an empty program in the end, thus also proving the termination of the program. It has been shown in \cite{10} that efficient complementation algorithms for Büchi automata can significantly improve the performance of the program-termination checking framework.

In this work, we focus on the complementation of NBWs. The complexity for complementing NBWs has been proved to be $\Omega((0.76n)^n)$ \cite{8, 9}. A classic line of research on complementation aims at developing optimal (or close to optimal) complementation algorithms. Currently there are mainly four types of practical complementation algorithms for NBWs, namely Ramsey-based \cite{11}, determinization-based \cite{12}, rank-based \cite{13} and slice-based \cite{14} algorithms. These algorithms, however, all unavoidably lead to a super-exponential growth in the size of $B^c$ in the worst case \cite{9}.

With the growing understanding of the worst-case complexity of those algorithms, searching for specialized complementation algorithms for certain subclasses of NBWs with better complexity has become an important line of research. For instance, complementing deterministic and limit deterministic Büchi automata can be done in $O(n)$ \cite{15} and $O(4^n)$ \cite{16}, respectively. Limit deterministic Büchi automata, also known as semi-deterministic Büchi automata, are NBWs such that once an accepting state has been visited, then the automaton behaves deterministically. In this paper we follow this line of research.
and aim at a subclass of NBWs with restricted nondeterminism. This type of
NBWs is important, as in some contexts, especially in probabilistic verifica-
tion, unrestricted nondeterminism in the automata representing the properties
is problematic for the verification procedure. For instance, general NBWs can-
not be used directly to verify properties over Markov chains, as they will cause
imprecise probabilities in the product of the system and the property [17]. In
turn, it is often necessary to construct their more deterministic counterparts in
terms of other types of automata for the properties, for instance limit determin-
istic Büchi automata or deterministic Rabin automata, which, however, adds
exponential blowups of states [18].

To avoid state-space exponential blowup, earlier work in probabilistic verifi-
cation [19, 20] sought to use the type of automata called unambiguous nondeter-
mindistic Büchi automata (UNBWs), as UNBWs can be exponentially smaller
than their equivalent deterministic automata [19]. UNBWs [21] are a subclass
of NBWs that accept with at most one run for each word, while their equivalent
NBWs may have more than one accepting run, or even infinitely many accept-
ing runs. For example, by taking advantage of their unambiguity, the language-
containment problem of certain proper subclasses of UNBWs has been proved
to be solvable in polynomial time [22], while this problem is PSPACE-complete
for general NBWs [23].

The complementation problem of a more general class of NBWs than UNBWs,
called finitely ambiguous nondeterministic Büchi automata (FANBWs), which
accept with finitely many runs for each word, was shown to be doable in
$O(5^n)$ [24], in contrast to $2^{2^{(n \log n)}}$ for general NBWs [8]. Further, checking
whether an NBW is an FANBW can be done in polynomial time [25]. There-
fore, once an FANBW has been identified, the specialized complementation
construction for FANBWs can be applied. In this paper, we focus here on an
in-depth study of the complementation problem for FANBWs.

Our main technical tool is the construction of reduced directed acyclic graphs
(DAGs) of runs of FANBWs over infinite words called codeterministic run DAGs,
in which each vertex has at most one predecessor. This type of codeterministic
run DAGs was previously introduced in [24, 26] under different names; earlier
works focus on providing concrete ways for constructing codeterministic run
DAGs, while our work extracts the essence of those constructions — obtaining
a run DAG that is codeterministic, regardless of the ways for constructing it;
we defer the comparison of [24, 26] with our construction to the related work
given in Section 7. We show that such codeterministic run DAGs can be used
to simplify and improve both the classical rank-based and slice-based comple-
mentation constructions. Our contributions are the following.

- First, we apply the codeterministic run DAGs of FANBWs over infinite
  words, as a unified tool to show how finite ambiguity works in Büchi
  complementation, to optimizing both rank-based complementation (RKC)
  and slice-based complementation (SLC).

- Second, we show that the construction of codeterministic run DAGs in
different complementation algorithms [27] helps to achieve simpler and
theoretically better complementation algorithms for FANBWs. Given an FANBW with \( n \) states, we show that the number of states of the complementary NBW constructed by the classical RKC and SLC constructions can be improved, respectively, to \( O(6^n) \subseteq 2^{O(n)} \) from \( 2^{O(n \log n)} \) and to \( O(4^n) \) from \( O((3n)^n) \).

• Finally, we reveal that SLC for general NBWs is basically an algorithm based on the construction of codeterministic run DAGs and a specialized complementation algorithm for FANBWs. We also provide in Proposition 3 a language containment relation between states in the complementary NBWs of FANBWs, which can be used to improve the containment checking between an NBW and an (FA)NBW and also to reduce the number of redundant states in the complementary NBW.

A preliminary version of this work appeared in [28]. We extend the work done in [28] by showing how codeterministic DAGs can be used in the context of limit deterministic B"uchi automata for their complementation (cf. Section 6). We have also improved the presentation of [28] by adding several examples and detailed explanations of the constructions. For instance, we have several examples giving the reader an idea of the runs of an NBW and the correspondence between the runs and the branches in a run DAG, how the construction of the different DAGs works in practice, as well as of the complementation algorithms.

We postpone the comparison of this work with the literature to Section 7; this allows our readers to have a detailed knowledge of the constructions and results we developed in this work, making their comparison with existing work easier to understand.

Organization of the paper. In the remainder of this paper, we first recap some definitions about B"uchi automata in Section 2 and then introduce the concept of codeterministic run DAGs in Section 3. We present our improved algorithms for the rank-based and slice-based algorithms in Section 4 and Section 5, respectively. Moreover, we apply the use of codeterministic run DAGs to limit deterministic B"uchi automata in Section 6 for the complementation. Lastly, we compare our work with the literature in Section 7 and we conclude the paper with some future works in Section 8.

To improve the readability of the paper, we move all proofs to the appendix, from Appendix A to Appendix E.

2. Preliminaries

Let \( n \in \mathbb{N} \) be a natural number; we denote by \( [n] \) the set of numbers \( \{0, 1, \cdots, n\} \subseteq \mathbb{N} \), by \( [n]^{\text{odd}} \) the set of odd numbers in \( [n] \) and by \( [n] \setminus 0 \) the set of numbers \( [n] \setminus \{0\} \).

Given a function \( f: X \to Z \), we extend \( f \) to sets in the usual way, that is, \( f(X') = \bigcup_{x \in X'} f(x) \), where \( X' \subseteq X \); we adopt a similar notation for functions with higher arity, for instance for \( \delta: Q \times \Sigma \to 2^Q \), we let \( \delta(Q', a) = \bigcup_{q \in Q'} \delta(q, a) \).
Given a finite set $X$ and a binary relation $\preceq$ on $X$, we say that $\preceq$ is a total order if $\preceq$ is reflexive (for each $x \in X$, $x \preceq x$), antisymmetric (for each $x, y \in X$, $x \preceq y$ and $y \preceq x$ implies $x = y$), transitive (for each $x, y, z \in X$, $x \preceq y$ and $y \preceq z$ implies $x \preceq z$), and strongly connected (for each $x, y \in X$, either $x \preceq y$ or $y \preceq x$). We say that $\{x_1, x_2, \ldots, x_n\} \preceq$ is an enumeration of $X$ under $\preceq$ if $n = |X|$, $\{x_1, x_2, \ldots, x_n\} = X$, and for each $1 \leq i < j \leq n$, $x_i \preceq x_j$, that is, we order the elements of $X$ according to $\preceq$. We always use indices starting from 1 for enumerations.

We fix a finite alphabet $\Sigma$. An $\omega$-word is an infinite sequence $w$ of letters in $\Sigma$. We denote by $\Sigma^\omega$ the set of all $\omega$-words. A language is a subset of $\Sigma^\omega$. Let $L$ be a language; the complement language $L^c$ of $L$ is the language $L^c = \Sigma^\omega \setminus L$. Let $\rho = r_0r_1r_2 \cdots$ be a sequence of elements: we denote by $\rho[i]$ the element $r_i$ of $\rho$ at position $i$.

**Definition 1** (Nondeterministic Büchi Automata on Words (NBWs)). A nondeterministic Büchi automaton on words (NBW) is a tuple $A = (Q, I, \delta, F)$, where $Q$ is a finite set of states, $I \subseteq Q$ is a set of initial states, $\delta : Q \times \Sigma \rightarrow 2^Q$ is a total transition function, and $F \subseteq Q$ is a set of accepting states.

We may write $q \xrightarrow{a} q'$ for $q' \in \delta(q, a)$. We assume without loss of generality that each NBW $A$ is complete, i.e., for each state $q \in Q$ and letter $a \in \Sigma$, we have that $\delta(q, a) \neq \emptyset$. If an NBW is not complete, we make it complete by adding a fresh non-accepting state $q_\bot \notin Q$ and redirecting all missing transitions to it.

A run of $A$ on a word $w$ is an infinite sequence of states $\rho = q_0q_1 \cdots$ such that $q_0 \in I$ and for every $i \in \mathbb{N}$, $q_{i+1} \in \delta(q_i, w[i])$. We denote by $\inf(\rho)$ the set of states that occur infinitely often in the run $\rho$. A word $w \in \Sigma^\omega$ is accepted by $A$ if there exists a run $\rho$ of $A$ over $w$ such that $\inf(\rho) \cap F \neq \emptyset$. We denote by $L(A)$ the language recognized by $A$, i.e., the set of words accepted by $A$.

Given two runs $\rho$ and $\rho'$ of $A$ over $w$, we say that $\rho$ and $\rho'$ join (or, merge) if there is $n \in \mathbb{N}$ such that $\rho[i] = \rho'[i]$ for each $i \geq n$.

**Example 1.** As an example of NBW, consider the automaton $N$ depicted on the top part of Figure 1. The alphabet is $\Sigma = \{a, b\}$; the set of states is $Q = \{q_0, q_1, q_2, q_3\}$; the initial states are $I = \{q_0\}$, identified by the small incoming arrow and the light gray background color; the transition function $\delta$ is shown by means of the arrows between states; and the set of accepting states is $F = \{q_1\}$, denoted by the double border.

As we can see, the NBW $N$ has language $L(N) = \{ a^ib^i \in \Sigma^\omega \mid i \in \mathbb{N} \}$; in fact, given a word $w = a^ib^i$, we have several runs over it: the sequence of letters at the beginning of $w$ is consumed by taking the transition $q_0 \xrightarrow{a} q_0$. The first $b$ is consumed either by the transition $q_0 \xrightarrow{b} q_1$ or by $q_0 \xrightarrow{a} q_2$; since we have $\delta(q_0, b) = \{q_1, q_2\}$; if $q_0 \xrightarrow{b} q_2$ has been chosen, each letter $b$ of the remaining infinite sequence $b^\omega$ is consumed either by the transition $q_2 \xrightarrow{b} q_2$ or by $q_2 \xrightarrow{b} q_1$. Once $q_1$ is reached, on the next $b$ the NBW $N$ can only take $q_1 \xrightarrow{b} q_1$ forever.
Figure 1: An NBW $N$ with $I = \{q_0\}$ and $F = \{q_1\}$ and the run DAG $G_{N,w}$ over $w = b^\omega$.

Given a word $w = a^i b^\omega$, we have in practice two classes of runs:

$$\rho_r = q_0 \cdots q_0 q_2 q_3 \cdots$$

$$\rho_j = q_0 \cdots q_0 q_2 \cdots q_2 q_1 q_1 \cdots$$

where $j \in \mathbb{N}$. The run $\rho_r$ is not accepting, since $\text{inf}(\rho_r) = \{q_2\}$ and $\text{inf}(\rho_r) \cap F = \emptyset$; for each $j \in \mathbb{N}$, the run $\rho_j$ is accepting since $\text{inf}(\rho_j) = \{q_1\}$ and $\{q_1\} \cap F \neq \emptyset$.

Given two runs $\rho_j$ and $\rho_k$, we have that they merge at step $n = 1 + \max\{j, k\}$ since we have $\rho_j[i] = q_2 = \rho_k[i]$ for each $i \geq n$.

As we will see in Section 3, all these runs can be represented as a run DAG, depicted in the bottom part of Figure 1, for the word $w = b^\omega$; the corresponding run $\rho_r$ is the bottom one; the runs $\rho_j$ follow the bottom for $j$ steps, then take the transition from $\langle q_2, j + 1 \rangle$ to $\langle q_1, j + 2 \rangle$ and continue forever on the top run, by following the dashed arrows.

Let $\mathcal{A}$ be an NBW. A complementary NBW of $\mathcal{A}$ is an NBW that accepts the complementary language $\Sigma^\omega \setminus L(\mathcal{A})$ of $L(\mathcal{A})$; we denote by $\mathcal{A}[S]$ the automaton $(Q, S, \delta, F)$ obtained from $\mathcal{A}$ by setting its initial states set to be $S \subseteq Q$. In particular, we use $\mathcal{A}[q]$ as the shorthand for $\mathcal{A}[\{q\}]$. We say a state $q$ of $\mathcal{A}$ subsumes a state $q'$ of $\mathcal{A}$ if $L(\mathcal{A}[q']) \subseteq L(\mathcal{A}[q])$. (Besides “$q$ subsumes $q'$”, in literature we also find the terminology “$q$ simulates $q'$” for $L(\mathcal{A}[q']) \subseteq L(\mathcal{A}[q])$; see, e.g., [6, 29].) We classify $\mathcal{A}$ into the following types of NBWs according to their transition structures:
Definition 2 (Types of NBWs by transitions). Given an NBW \( \mathcal{A} = (Q, I, \delta, F) \), we say that \( \mathcal{A} \) is

- nondeterministic if \(|I| > 1 \) or \(|\delta(q, a)| > 1 \) for some state \( q \in Q \) and letter \( a \in \Sigma \);
- deterministic if \(|I| = 1 \) and for each \( q \in Q \) and each \( a \in \Sigma \), we have that \(|\delta(q, a)| = 1 \);
- reverse deterministic if for each state \( q' \in Q \) and letter \( a \in \Sigma \), there is at most one state \( q \in Q \) such that \( q' \in \delta(q, a) \); and
- limit deterministic (an LDBW) if the state set \( Q \) can be partitioned into two disjoint sets \( Q_N \) and \( Q_D \) such that 1) \( F \subseteq Q_D \) and 2) for each state \( q \in Q_D \) and \( a \in \Sigma \), we have that \(|\delta(q, a)| = 1 \) and \( \delta(Q_D, a) \subseteq Q_D \).

From the perspective of the number of accepting runs of \( \mathcal{A} \), we have the following types of NBWs.

Definition 3 (Types of NBWs by accepting runs). Given an NBW \( \mathcal{A} \), we say that \( \mathcal{A} \) is

- finitely ambiguous (an FANBW) if for each \( w \in L(\mathcal{A}) \), the number of accepting runs of \( \mathcal{A} \) over \( w \) is finite;
- \( k \)-ambiguous if for each \( w \in L(\mathcal{A}) \), the number of accepting runs of \( \mathcal{A} \) over \( w \) is at most \( k \); and
- unambiguous if it is 1-ambiguous.

By Definition 3 it holds that both \( k \)-ambiguous NBWs and unambiguous NBWs are special classes of FANBWs. We want to remark that an NBW can have as many non-accepting runs as we want on a given word \( w \); this does not affect whether the automaton is an FANBW, \( k \)-ambiguous, or unambiguous.

Example 2. As an example of the different types of NBWs, consider again the automaton \( \mathcal{N} \) shown in Figure 1: this automaton is nondeterministic since \( |\delta(q_0, b)| = |\{q_1, q_2\}| = 2 > 1 \), thus it is not deterministic; also, it is not reverse deterministic since \( q_1 \) has more than one predecessor via letter \( b \), namely \( q_0, q_1, \) and \( q_2 \). It is, however, limit deterministic, since we can split \( Q \) as \( Q_N = \{q_0, q_2\} \) and \( Q_D = \{q_1, q_3\} \): it is immediate to see that \( F = \{q_1\} \subseteq Q_D \) and for each \( q \in Q_D \) and \( a \in \Sigma \), we have that \(|\delta(q, a)| = 1 \). We can also partition \( \delta \) into three parts: \( \delta_N : Q_N \times \Sigma \rightarrow 2^{Q_N} \), \( \delta_J : Q_N \times \Sigma \rightarrow 2^{Q_D} \), and \( \delta_D : Q_D \times \Sigma \rightarrow Q_D \) where \( \delta_N = \{q_0 \xrightarrow{a} q_0, q_0 \xrightarrow{b} q_2, q_2 \xrightarrow{b} q_2\} \), \( \delta_J = \{q_0 \xrightarrow{b} q_1, q_1 \xrightarrow{b} q_1, q_2 \xrightarrow{a} q_3\} \), and \( \delta_D = \{q_1 \xrightarrow{a} q_3, q_1 \xrightarrow{b} q_1, q_3 \xrightarrow{a} q_3, q_3 \xrightarrow{b} q_3\} \). Moreover, \( \mathcal{N} \) is not finitely ambiguous (hence, not \( k \)-ambiguous or unambiguous) since, as we have seen in Example 7 for e.g. the word \( w = b^4 \) we have countably many accepting runs \( \rho_j \) over \( w \), one for each \( j \in \mathbb{N} \). Note that we can ignore the run \( \rho_r \) since it is not accepting.
Consider now the NBW $A$ depicted in Figure 2; it is the NBW $N$ without the transition $q_2 \xrightarrow{b} q_2$ and it is easy to note that $L(A) = L(N)$. In this case we have that $A$ is still nondeterministic as well as not reverse deterministic; it is also still limit deterministic, since $Q_N = \{q_0, q_2\}$ and $Q_D = \{q_1, q_3\}$ is a valid partition. Note that also $Q'_N = \{q_0\}$ and $Q'_D = \{q_1, q_2, q_3\}$ is a valid partition, while $Q''_N = \{q_0, q_1, q_2\}$ and $Q''_D = \{q_3\}$ is not, since $F \not\subseteq Q''_D$. Differently from $N$, we have that $A$ is a 2-ambiguous NBW, thus also an FANBW: the language of $A$ is again $L(A) = \{a^i b^{i+1} \in \Sigma^\omega \mid i \in \mathbb{N}\}$ and for each $i \in \mathbb{N}$, there are only the two accepting runs $(q_0)^i q_1^i$ and $(q_0)^i q_2^i q_3^i$ over the word $a^i b^{i+1} \in L(A)$. These runs are depicted in the run DAG shown in the bottom part of Figure 2.

**Proposition 1.** Given the sets $LDBW$ and $FANBW$ of limit deterministic and finitely ambiguous NBWs, respectively, we have that $LDBW \not\subseteq FANBW$ and $FANBW \not\subseteq LDBW$.

To justify this proposition, we exhibit two NBWs that are in one set but not
Consider the NBW $L$: it is trivial to verify that $L$ is an LDBW, with partition $Q_N = \{l_0\}$ and $Q_D = \{l_1, l_2\}$. On the other hand, $L$ is not an FANBW: the $\omega$-word $b^\omega$ accepted by $L$ is such that for each $i \in \mathbb{N}$, the run $l_i^{i+1}l_i^i$ over $b^\omega$ is accepting, so $L$ has infinitely many accepting runs over $b^\omega$.

Consider now the NBW $F$: it is just the FANBW $A$ from Figure 2 where we duplicated state $q_3$ as $f_3$ and $f_4$. Exactly as in Example 2, we can show that $F$ is an FANBW, given that each accepted word has only two accepting runs over it. However, it is not an LDBW because the constraints $F = \{f_1\} \subseteq Q_D$ and $\delta(Q_D, a) \subseteq Q_D$ imply that $f_3$ must belong to $Q_D$, so we should have that $|\delta(f_3, a)| = 1$. Instead, we have that $|\delta(f_3, a)| = 2$, thus the conditions on $F$ for being limit deterministic cannot be satisfied.

Remark 1. In this work, we consider only complete automata; the counterexamples we used in the proof of Proposition 1 make use of this property, so one may wonder whether Proposition 1 still holds once restricted to automata, not necessarily complete, in which we consider only the reachable fragment after pruning the states that have no possibility to reach an accepting state.

Proposition 1 indeed still holds: the fact that LDBW $\not\subseteq$ FANBW is still justified by the LDBW $L$, shown in Figure 4, that is obtained by pruning from the homonym LDBW depicted in Figure 3 the state $l_2$ and relative transitions. Clearly it is still limit deterministic and nothing changes with regards to the accepting runs, given that we removed states that can never lead to accepting states in $F$.

The fact that FANBW $\not\subseteq$ LDBW is witnessed by the NBW $F$ shown in Figure 4. This automaton has language $L(F) = \{abb, ab, bbb\}^\omega$ and it is easy to recognize that it is 2-ambiguous, thus $F \in$ FANBW: the word $b^\omega$ has only the run $f_0f_1f_2f_0f_1f_2 \cdots$ over it that is accepting; similarly, there is only one accepting run for the words in $\{abb, ab, bbb\}^* \cdot \{abb, ab\}^\omega$; there are instead two accepting runs on the word in $\{abb, ab, bbb\}^* \cdot \{abb, ab\} \cdot b^\omega$: for instance, the word $ab^\omega$ has $f_0f_1f_2f_2 \cdots$ and $f_0f_2f_2 \cdots$ as accepting runs over it. $F$ is trivially not an LDBW since $f_0 \in F$ has two $a$-successors, i.e., $f_1$ and $f_2$.

Recall that we assume that all NBWs are complete. So the proof of Proposition 1 also assumes the completeness of NBWs. We remark that Proposition 1 holds even when NBWs are not complete.
3. Codeterministic Run DAGs for FANBWs

In this section, we first describe the concept of run DAGs of an NBW over a word \( w \), introduced in \cite{13}. We then describe the codeterministic run DAGs for FANBWs as a unified tool for both RKC and SLC constructions by making use of the finite ambiguity in FANBWs. In the remainder of the paper, we use DAGs as the shorthand for run DAGs.

**Definition 4 (Run DAG).** Let \( A = (Q, I, \delta, F) \) be an NBW and \( w \in \Sigma^\omega \) be an \( \omega \)-word. The DAG \( G_{A,w} = (V, E) \) of \( A \) over \( w \) is defined as follows:

**Vertices** \( V \): the set of vertices \( V \subseteq Q \times \mathbb{N} \) is defined as \( \bigcup_{l \geq 0} (V_l \times \{ l \}) \) where \( V_0 = I \) and \( V_{l+1} = \delta(V_l, w[l]) \) for every \( l \in \mathbb{N} \);

**Edges** \( E \): there is an edge \( (\langle q, l \rangle, \langle q', l' \rangle) \in E \) from \( \langle q, l \rangle \) to \( \langle q', l' \rangle \) if \( l' = l + 1 \) and \( q' \in \delta(q, w[l]) \).

We call a DAG codeterministic if each vertex only has at most one predecessor, that is, for each \( v' \in V \), we have that \( |\{ v \in V \mid (v, v') \in E \}| \leq 1 \).

A vertex \( \langle q, l \rangle \) is said to be on level \( l \); by definition, there are at most \( |Q| \) vertices on each level. A vertex \( \langle q, l \rangle \) is an \( F \)-vertex if \( q \in F \). A finite/infinite sequence of vertices \( \gamma = \langle q_0, l_0 \rangle \langle q_{l_0+1}, l_1+1 \rangle \cdots \) is called a branch of \( G_{A,w} \) if for each \( l \geq 0 \), there is an edge from \( \langle q_l, l \rangle \) to \( \langle q_{l+1}, l+1 \rangle \). We call \( \gamma \) an initial branch if \( l = 0 \) and \( q_0 \in I \). An \( \omega \)-branch of \( G_{A,w} \) is a branch of infinite length.

A fragment \( \langle q_l, l \rangle \langle q_{l+1}, l+1 \rangle \cdots \) of \( \gamma \) is said to be a branch from the vertex \( \langle q_l, l \rangle \); a fragment \( \langle q_l, l \rangle \cdots \langle q_{l+k}, l+k \rangle \) of \( \gamma \) is said to be a path from \( \langle q_l, l \rangle \) to \( \langle q_{l+k}, l+k \rangle \), where \( k \in \mathbb{N} \). A vertex \( \langle q_{j}, j \rangle \) is reachable from \( \langle q_l, l \rangle \) if there is a path from \( \langle q_l, l \rangle \) to \( \langle q_j, j \rangle \). In particular, a vertex by default can reach itself. We call a vertex \( \langle q, l \rangle \) finite if there are no \( \omega \)-branches in \( G_{A,w} \) starting from \( \langle q, l \rangle \); we call a vertex \( \langle q, l \rangle \) \( F \)-free if it is not finite and no \( F \)-vertices are reachable from \( \langle q, l \rangle \) in \( G_{A,w} \). Given two \( \omega \)-branches \( \gamma = \langle q_l, l \rangle \langle q_{l+1}, l+1 \rangle \cdots \) and \( \gamma' = \langle q_{l'}, l' \rangle \langle q_{l'+1}, l'+1 \rangle \cdots \), we say that \( \gamma \) and \( \gamma' \) join (or, merge) if there is \( n \geq \max \{ l, l' \} \) such that for each \( j \geq n \), \( q_j = q'_j \).

It is easy to recognize that it is possible to establish a bijection between the set of runs of \( A \) on \( w = a_0a_1 \cdots \) and the set of initial \( \omega \)-branches in \( G_{A,w} \). In fact, to a run \( \rho = q_0q_1 \cdots \) of \( A \) over \( w \) corresponds the initial \( \omega \)-branch \( \hat{\rho} = \langle q_0, 0 \rangle \langle q_1, 1 \rangle \cdots \) and, symmetrically, to an initial \( \omega \)-branch \( \gamma = \langle q_0, 0 \rangle \langle q_1, 1 \rangle \cdots \) corresponds the run \( \hat{\gamma} = q_0q_1 \cdots \). In both cases, the definitions of initial branch and run are respected since both require that for each \( l \in \mathbb{N} \), \( q_{l+1} \in \delta(q_l, w[l]) \).

As an immediate result, we have that \( w \) is accepted by \( A \) if and only if there exists an initial \( \omega \)-branch in \( G_{A,w} \) that visits \( F \)-vertices infinitely often; we say that such an initial \( \omega \)-branch is accepting. \( G_{A,w} \) is called accepting if and only if there exists an accepting initial \( \omega \)-branch in \( G_{A,w} \). In the remainder of the paper we assume that all branches are initial, unless otherwise specified.

Assume that \( A \) is an FANBW. Then an accepting \( \omega \)-branch in \( G_{A,w} \), if it exists, only merges with other (accepting) \( \omega \)-branches for finitely many times. That is, there exists a level \( d \geq 1 \) such that all vertices \( \langle q, l \rangle \) with \( l > d \) on an
the separating level is 2, because each vertex \( \langle q_1, l \rangle \) such that \( (\langle q_{l-1}, l-1 \rangle, \langle q_l, l \rangle) \in E \); we call the level \( d \) a separating level. For instance, consider the accepting DAG \( G_{A,w} \) of \( A \) over \( b^\omega \) in Figure 2; the separating level is 2, because each vertex \( \langle q_1, i \rangle \) with \( i > 2 \) only has \( \langle q_1, i-1 \rangle \) as its unique predecessor. The separating level cannot be smaller that 2 since the vertex \( \langle q_1, 2 \rangle \) has two predecessors, namely \( \langle q_1, 1 \rangle \) and \( \langle q_2, 1 \rangle \). We formalize the existence of separating levels of \( G_{A,w} \) for an FANBW \( A \) in the following lemma.

**Lemma 1** (Separating Levels of Accepting DAGs of FANBW). Let \( A \) be an FANBW and \( G_{A,w} \) be the accepting DAG of \( A \) over \( w \in L(A) \). Then there must exist a separating level \( d \geq 1 \) in \( G_{A,w} \).

The proof for this lemma is given in Appendix A and it relates the fact that \( A \) has only finitely many accepting runs over \( w \) with the fact that accepting \( \omega \)-branches eventually must stop to share vertices; the separating level is then the level of the last vertex that has been shared by any two accepting \( \omega \)-branches.

An immediate consequence of Lemma 1 is that for each vertex \( v \) in \( G_{A,w} \) with more than one incoming edge, keeping only one of the incoming edges of \( v \) does not change whether \( G_{A,w} \) is accepting. In fact, the definition of branch joining prevents us to merge an accepting and a non-accepting branch, since the former visits infinitely often accepting vertices, while the latter at some point stops to visit an accepting vertex. Thus, it is not possible to find \( n \in \mathbb{N} \) such that the two branches coincide after position \( n \), hence at least one (non-)accepting branch must remain in \( G_{A,w} \) after merging, if there were some before the merging operation.

This means that we can reduce the number of branches in a DAG without affecting its acceptance property. Let \( \{q_1, q_2, \cdots, q_n\} \preceq \) be the enumeration of \( Q \) according to some total order \( \preceq \) between states. We construct the edge-reduced DAG \( G_{A,w}^e = (V, E^e) \) of \( G_{A,w} \), in which each vertex only has at most one predecessor, so that \( G_{A,w}^e \) is codeterministic, by means of the following edge removal policy: if there is a vertex in \( G_{A,w} \) with multiple incoming edges, we keep only the edge from the minimal predecessor according to the enumeration of the states. Formally, the definition of edges in \( G_{A,w}^e \) is given as follows.

**Definition 5** (Reduced Run DAG). Given an NBW \( A = (Q, I, \delta, F) \) and an \( \omega \)-word \( w \in \Sigma^\omega \), let \( G_{A,w} = (V, E) \) be the run DAG of \( A \) over \( w \). The reduced run DAG \( G_{A,w}^e = (V, E^e) \) of \( A \) over \( w \) has as set of edges

\[
E^e = \{ (\langle q_k, l \rangle, \langle q', l+1 \rangle) \in E \mid k = \min\{ p \in [n]\} \mid q' \in \delta(q_p, w[l]) \} \}.
\]

**Remark 2.** Here and in the remainder of the paper, by \( \min\{ p \in [n]\} \mid q' \in \delta(q_p, w[l]) \} \) we mean the minimum of the indices with respect to the enumeration of the states, not the usual order on the natural numbers. To simplify the presentation, we assume that the states are ordered by their ascending indices, unless otherwise specified, so that the two orders coincide. □

The following lemma ensures that \( G_{A,w}^e \) is accepting only when \( A \) accepts \( w \).
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Lemma 2 (Acceptance of Codeterministic DAGs for FANBWs). Given an FANBW $A$ and a word $w \in \Sigma^*$, let $G^c_{A,w}$ be the codeterministic DAG of $A$ over $w$. Then $w$ is accepted by $A$ if and only if $G^c_{A,w}$ is accepting.

The proof for this lemma is given in Appendix A and makes use of $G_{A,w}$ to relate the visits to accepting states to the visits to accepting vertices.

Example 3. As an example of reduced codeterministic DAG, consider the $G_{A,\omega}$ shown in Figure 2 and the natural enumeration $\{q_1, q_2\}$ for the states; its reduced codeterministic counterpart is obtained by deleting the dashed edge from $(q_2, 1)$ to $(q_1, 2)$, since there is the edge from $(q_1, 1)$ to $(q_1, 2)$ and $q_1$ is smaller than $q_2$ according to the states enumeration. It is easy to see that it is still accepting.

Example 4. The condition in Lemma 2 about $A$ being an FANBW is fundamental. In fact, consider the NBW $N$, the word $b^\omega$ and the corresponding DAG $G_{N,b^\omega}$, depicted in Figure 1; recall from Example 2 that $N$ is not an FANBW. If the enumeration of $Q$ is $\{q_2, q_1, q_0\}$, then the edges to be removed are the ones shown in Figure 1 as dashed arrows. Then every accepting vertex $(q_1, 1)$ has no successor and the only $\omega$-branch is the bottom one composed only by solid arrows, that has no accepting vertex at all.

As mentioned at the beginning of this section, we will use DAGs and code-terministic DAGs as the building blocks for the complementation algorithms RKC and SLC. If we consider the set $S_\ell$ of the states $q$ occurring in the vertices $(q, \ell)$ at a given level $\ell$ of a given DAG $G_{A,w}$, we can see that $S_\ell$ can be obtained by the standard subset construction. If we consider the edge-reduced $G^c_{A,w}$ counterpart of $G_{A,w}$, we can simplify $S_\ell$ to $S'_\ell$ by keep only the minimal states. This means that we can use the information provided by $G^c_{A,w}$ to define how to construct $S'_{\ell+1}$ from $S'_\ell$, that is, we can define a transition function for these sets.

Definition 6 (Transition Function for Codeterministic DAGs). Given the FANBW $A$ and $w \in \Sigma^*$, let $S \subseteq Q$ be the set of states at level $\ell$ of $G^c_{A,w}$; let $S' = \delta(S, w[\ell])$ be the set of states at level $\ell + 1$ of $G^c_{A,w}$ and $S_{\min} = \{ q_m \in S \mid m = \min\{ k \in [n]_0 \mid q' \in \delta(q_k, w[\ell]) \} \}$ be the set of minimal predecessors of $S'$. Then, for a set of states $S_1 \subseteq S$, we define $\delta^c_{w,\ell}(S_1, w[\ell]) = \delta(S_1 \cap S_{\min}, w[\ell])$. We call $\delta^c_{w,\ell}$ the reduced transition function at level $\ell$ in $G^c_{A,w}$.

Example 5. Consider again the DAG $G_{A,\omega}$ depicted in Figure 2 and focus on level 1. At this level we have $S = \{ q_1, q_2 \}$ and $S' = \delta(S, b) = \{ q_1 \}$. From $S'$ we derive that $S_{\min} = \{ q_1 \}$: this is because $q_1$ belongs to both $\delta(q_1, b)$ and $\delta(q_2, b)$ and we have that $\min\{1, 2\} = 1$, according to the usual state enumeration (cf. Example 3). By applying Definition 6 we get the reduced transition function at level 1 $\delta^c_{w,1}$ such that $\delta^c_{w,1}(\{q_1\}, b) = \delta(\{q_1\} \cap S_{\min}, b) = \{ q_1 \}$ and $\delta^c_{w,1}(\{q_2\}, b) = \delta(\{q_2\} \cap S_{\min}, b) = \emptyset$.

In general, the reduced transition function $\delta^c_{w,\ell}$ seems to depend on the level $\ell$ and the word $w$ yielding the edge connections between vertices at levels $\ell$ and
Lemma 3. Given the FANBW $A$, $w_1, w_2 \in \Sigma^\omega$, $S \subseteq Q$ and $b \in \Sigma$, assume that there are two levels $\ell_1$ in $G^e_{A,w_1}$ and $\ell_2$ in $G^e_{A,w_2}$ such that the set of states and the input letter at level $\ell_1$ in $G^e_{A,w_1}$ and at level $\ell_2$ in $G^e_{A,w_2}$ are $S$ and $b$, respectively. Then $\delta^e_{w_1,\ell_1}$ of $G^e_{A,w_1}$ and $\delta^e_{w_2,\ell_2}$ of $G^e_{A,w_2}$ are equal.

The proof for this lemma is given in Appendix A; it is a simple consequence of the assumptions about the set of states $S$ and the letter $b$.

Corollary 1. Given an FANBW $A$, there is a unique reduced transition function $\delta^e : 2^Q \times \Sigma \rightarrow 2^Q$ such that for each $w \in \Sigma^\omega$, $\ell \in \mathbb{N}$, $S \subseteq 2^Q$, and $a \in \Sigma$, if $\delta^e_{w,\ell}$ of $G^e_{A,w}$ is defined on $(S,a)$, then $\delta^e(S,a) = \delta^e_{w,\ell}(S,a)$. We call $\delta^e$ the unique reduced transition function associated with the reduced DAGs of $A$.

Due to Corollary 1, we can just use the reduced transition function $\delta^e$ with respect to a given set of states $S$ and an input letter $b$, independently from the actual level $\ell$ and word $w$ (of $G^e_{A,w}$). This is particularly helpful in the construction of complementary NBWs of FANBWs (see Definitions 15 and 16), since it allows us to “ignore the past”, i.e., how we reached the current set of states $S \subseteq Q$. We remark that the codeterministic DAGs we construct in this paper from a run DAG are not the only possible codeterministic DAGs one can generate; in the following example we provide another construction, so that $\delta^e_{w,\ell}$ indeed depends on the level $\ell$.

Example 6 ($\delta^e_{w,\ell}$ depending on $\ell$). Consider the DAG $G_{B,a^\omega}$ shown in Figure 5 and take any level $\ell \geq 2$; we have that $S^\ell = \{q_0, q_1, q_2\}$. Moreover, we have that $\delta(S^\ell, a) = S^\ell$ as the set of successor states on each level $\ell \geq 2$.

Rather than keeping the predecessor with the minimal index of a state in $S_{min}$ (see Definition 4), we now define $S_{min}$ as $S_{min}^\ell$, which depends on the level $\ell$ as
Then the number of \( \omega \) given an FANBW \( \mathcal{A} \) is finite, which can be used for identifying whether \( G^e_{\mathcal{A},w} \) is accepting in the complementation of FANBWs since the complementation essentially constructs DAGs.

In the remainder of this paper, we may just write \( \delta^e(q, b) \) instead of \( \delta^e([q], b) \), for a singleton set \([q]\). The transition function \( \delta^e \) will be used in the complementation of FANBWs since the complementation essentially constructs DAGs and then identifies accepting DAGs.

One can verify that each vertex in the codeterministic DAG \( G^e_{\mathcal{A},w} \) of \( \mathcal{A} \) over \( w \) has at most one predecessor. It follows that the number of \( \omega \)-branches in a non-accepting/accepting \( G^e_{\mathcal{A},w} \) is at most \(|Q|\), as formalized in Lemma 4.

**Lemma 4** (Finite Number of \( \omega \)-Branches in Codeterministic DAGs for FANBWs). Given an FANBW \( \mathcal{A} \), let \( G^e_{\mathcal{A},w} \) be a codeterministic DAG of \( \mathcal{A} \) over \( w \in \Sigma^\omega \). Then the number of \( \omega \)-branches in \( G^e_{\mathcal{A},w} \) is at most \(|Q|\).

The proof for this lemma is given in Appendix A. Intuitively, the fact that \( G^e_{\mathcal{A},w} \) is codeterministic prevents its \( \omega \)-branches to share a vertex (except for the ones at level 0), so the Pigeonhole principle prevents such branches to exceed \(|Q|\), the number of vertices at each level.

This result does not extend to finite branches (cf. the next example); however, this is not a problem because finite branches can only visit a finite number of accepting vertices, so they play no role in the acceptance of the word \( w \).

**Example 7.** Consider the DAG \( G^e_{\mathcal{B},w} \) shown in Figure 5. It is easy to verify that there are infinitely many \( \omega \)-branches in the non-reduced DAG \( G^e_{\mathcal{B},w} \) over \( \omega \): we have an \( \omega \)-branch \( \langle q_0, 0 \rangle \ldots \langle q_0, i \rangle \langle q_1, i + 1 \rangle \langle q_2, i + 2 \rangle \langle q_2, i + 3 \rangle \ldots \) for each \( i \in \mathbb{N} \). On the other hand, its codeterministic counterpart \( G^e_{\mathcal{B},w} \), obtained by removing the dashed edges, has only one \( \omega \)-branch: \( \langle q_0, 0 \rangle \langle q_0, 1 \rangle \langle q_0, 2 \rangle \ldots \).

Regarding the number of finite branches, \( G^e_{\mathcal{B},w} \) still has infinitely many of them: there is a finite branch \( \langle q_0, 0 \rangle \ldots \langle q_0, i \rangle \langle q_1, i + 1 \rangle \langle q_2, i + 2 \rangle \) for each \( i \in \mathbb{N} \), corresponding to the \( \omega \)-branch \( \langle q_0, 0 \rangle \ldots \langle q_0, i \rangle \langle q_1, i + 1 \rangle \langle q_2, i + 2 \rangle \langle q_2, i + 3 \rangle \ldots \) in \( G^e_{\mathcal{B},w} \) that has been truncated after level \( i + 2 \) by the removal of the edge \( \langle q_2, i + 2 \rangle, (q_2, i + 3) \).

After redundant edges have been cut off, we obtain a DAG \( G^e_{\mathcal{A},w} \) with a finite number of \( \omega \)-branches. Thus if \( w \notin \mathcal{L}(\mathcal{A}) \), there must exist a maximum level \( l > 0 \) among those \( \omega \)-branches such that each \( F \)-vertex \( \langle q, l' \rangle \) with \( l' \geq l \) is finite, which can be used for identifying whether \( G^e_{\mathcal{A},w} \) is accepting in the complementation of FANBWs.

**Definition 7** (Stable level in DAGs). Given an NBW \( \mathcal{A} \) and an \( \omega \)-word \( w \in \Sigma^\omega \), we call a level \( s > 0 \) stable in \( G_{\mathcal{A},w} \) if each \( F \)-vertex \( \langle q, i \rangle \) with \( i \geq s \) in \( G_{\mathcal{A},w} \) is finite.
Lemma 5 (Stable Level in Non-accepting Codeterministic DAGs for FANBWs). Given an FANBW $A$ is an FANBW and $w \in \Sigma^\omega$, let $G^c_{A,w}$ be the codeterministic DAG of $A$ over $w$. Then $w \not\in L(A)$ if and only if there exists a stable level $s > 0$ in $G^c_{A,w}$.

The proof for this lemma is given in Appendix A; it relates the existence of the stable label of $G^c_{A,w}$ with the fact that each $\omega$-branch of $G^c_{A,w}$ at some point terminates to visit accepting vertices.

Consider again the DAG $G_{B,w}$ depicted in Figure 5: there does not exist a stable level in this non-reduced DAG since each $F$-vertex $\langle q_1, l \rangle$ with $l \geq 1$ is not finite, given the fact that it occurs in the $\omega$-branch $\langle q_1, l \rangle \langle q_2, l + 1 \rangle \langle q_2, l + 2 \rangle \cdots$.

On the other hand, if we consider its codeterministic counterpart, we can easily see that the level $s = 1$ is stable: each $F$-vertex $\langle q_1, l \rangle$ with $l \geq 1$ occurs only in a single finite branch.

4. Rank-Based Complementation

We first recall in Subsection 4.1 the rank-based complementation (RKC) algorithm proposed in [13], which constructs, for a given NBW $A$, a complementary NBW $A^c$ with $2^{O(n \log n)}$ states. Then in Subsection 4.2 we show that, when restricted to FANBWs, RKC based on the construction of codeterministic DAGs produces a complementary NBW $A^c$ with $2^{O(n)}$ states.

4.1. Rank-Based Complementation Algorithm for NBWs

RKC was introduced by Kupferman and Vardi in [13] to construct a complementary NBW $A^c$ for a given NBW $A$; this was done by identifying the DAGs of $A$ over non-accepted words $w \not\in L(A)$. Intuitively, given a word $w \not\in L(A)$, all $\omega$-branches of the DAG of $A$ over $w$ will eventually stop visiting $F$-vertices, otherwise the word would be accepted. Based on this observation, in order to identify the non-accepting DAG of $A$ over $w$, Kupferman and Vardi introduced the notion of level rankings for the DAG $G_{A,w}$. By assigning only even ranks to $F$-vertices, they showed that there exists a unique ranking function that assigns ranks in $[2n]$ to the vertices of $G_{A,w}$ such that $w \not\in L(A)$ if and only if all $\omega$-branches of $G_{A,w}$ eventually get trapped in odd ranks.

We now define the notion of level rankings for a run DAG.

Definition 8 (Level Ranking of a Run DAG). Given an NBW $A$ with $n$ states and an $\omega$-word $w \in \Sigma^\omega$, the level ranking of $G_{A,w} = (V,E)$ is given by a ranking function $l : V \rightarrow [2n]$ that satisfies the following conditions:

(i) for each vertex $(q, i) \in V$, if $l((q, i)) \in [2n]^{\text{odd}}$, then $q \not\in F$,
(ii) for each edge $((q, i), (q', i + 1)) \in E$, $l((q', i + 1)) \leq l((q, i))$.

By Definition 8 the ranks along a branch in the run DAG $G_{A,w}$ decrease monotonically; one can see that non-$F$-vertices get either even ranks or odd ranks while $F$-vertices get only even ranks.
Lemma 6 \([\text{[13]}]\) as formalized below.

\(G\) in \([\text{[13]}]\) that the pruning operations given in Definition 9 will converge at vertex \(q\). We have that \(G_{A,w} = G_{A,w} \supseteq \cdots \), where \(G_{A,w}^0 = G_{A,w}\), as follows. For each \(i \geq 0\),

- \(G_{A,w}^{2i+1}\) is the DAG constructed from \(G_{A,w}^{2i}\) by removing all its finite vertices and the corresponding edges involving them, and
- \(G_{A,w}^{2i+2}\) is the DAG constructed from \(G_{A,w}^{2i+1}\) by removing all \(F\)-free vertices in \(G_{A,w}^{2i+1}\) and the corresponding edges.

**Definition 9** (Sequence of DAGs for Identifying Rejected Words). Given an NBW \(A\) and \(w \in \Sigma^\omega\), we define a sequence of DAGs \(G_{A,w}^0 \supseteq G_{A,w}^1 \supseteq \cdots\), where \(G_{A,w}^0 = G_{A,w}\), as follows. For each \(i \geq 0\),

- \(G_{A,w}^{2i+1}\) is the DAG constructed from \(G_{A,w}^{2i}\) by removing all its finite vertices and the corresponding edges involving them, and
- \(G_{A,w}^{2i+2}\) is the DAG constructed from \(G_{A,w}^{2i+1}\) by removing all \(F\)-free vertices in \(G_{A,w}^{2i+1}\) and the corresponding edges.

**Example 8.** As an example of DAGs as given in Definition 9, consider the DAG \(G_{B,a^\omega}\) shown in Figure 5. By definition, \(G_{B,a^\omega}^0 = G_{B,a^\omega}\).

For \(i = 0\), we get the DAG \(G_{B,a^\omega}^1\) that is obtained from \(G_{B,a^\omega}^0\) by removing all finite vertices (and corresponding edges). Since there are no finite vertices, we have that \(G_{B,a^\omega}^1 = G_{B,a^\omega}^0 = G_{B,a^\omega}\). We also get the DAG \(G_{B,a^\omega}^2\) as result of removing from \(G_{B,a^\omega}^1\) all \(F\)-free vertices (and corresponding edges), that is, the vertices on \(\omega\)-branches that cannot reach an \(F\)-vertex. By definition, this means that we need to remove the vertices \((q_2,j)\) for \(j \geq 2\) and their incoming and outgoing edges.

For \(i = 1\), we get the DAG \(G_{B,a^\omega}^3\) that is obtained from \(G_{B,a^\omega}^2\) by removing all finite vertices (and corresponding edges). This means that we have to remove all vertices \((q_1,j)\) for \(j \geq 1\) and their incoming and outgoing edges since each vertex \((q_1,j)\) is not on an \(\omega\)-branch. The resulting DAG \(G_{B,a^\omega}^3\) has only vertices \((q_0,j)\) and the edges between them.

We also get the DAG \(G_{B,a^\omega}^4\) as result of removing from \(G_{B,a^\omega}^3\) all \(F\)-free vertices (and corresponding edges). Since there is no \(F\)-vertex in \(G_{B,a^\omega}^3\), all vertices in \(G_{B,a^\omega}^3\) are \(F\)-free, thus \(G_{B,a^\omega}^3\) is empty.

The following DAGs \(G_{B,a^\omega}^k\) with \(k > 4\) are trivially equal to \(G_{B,a^\omega}^4\) since they are all empty.

Recall that \(F\)-free vertices cannot reach \(F\)-vertices. We can see that each vertex \((q,l)\) is either finite in \(G_{A,w}^{2i}\) or \(F\)-free in \(G_{A,w}^{2i+1}\) for all \(i \geq 0\). It was shown in \([\text{[13]}]\) that the pruning operations given in Definition 9 will converge at \(G_{A,w}^{2n+1}\), as formalized below.

**Lemma 6 ([13]).** Given an NBW \(A\) with \(n\) states and an \(\omega\)-word \(w \in \Sigma^\omega\), let \(G_{A,w}^i, i \in \mathbb{N}\), form the sequence of run DAGs defined in Definition 9. Then we have \(G_{A,w}^k = G_{A,w}^{2n+1}\) for each \(k > 2n\). In particular, \(w\) is not accepted by \(A\) if and only if \(G_{A,w}^{2n+1}\) is empty.
According to Lemma 6, we know that $G_{A,w}$ is accepting if $G_{A,w}^{2n+1}$ is not empty. We show below that the sequence of DAGs generated from the definition above actually yields a unique ranking function $r$ over the set of vertices in $G_{A,w}$ inductively as follows 13. We refer to this ranking function $r$ as classical ranking function.

**Definition 10** (Classical Ranking Function for DAG $G_{A,w}$). Given the DAG $G_{A,w}$, let $G_{A,w}^0 \supseteq G_{A,w}^1 \supseteq \cdots \supseteq G_{A,w}^{2n} \supseteq G_{A,w}^{2n+1}$ be the finite sequence of DAGs constructed according to Definition 9.

The ranking function $r : V \rightarrow \mathbb{N}$ for $G_{A,w}$ is defined as follows: for each $0 \leq i \leq 2n$,

1. if $i$ is even, then $r(\langle q, l \rangle) = i$ for each finite vertex $\langle q, l \rangle$ in $G_{A,w}^i$;
2. if $i$ is odd, then $r(\langle q, l \rangle) = i$ for each $F$-free vertex $\langle q, l \rangle$ in $G_{A,w}^i$.

We also set $r(\langle q, l \rangle) = 2n$ for every vertex $\langle q, l \rangle$ in $G_{A,w}^{2n+1}$ provided that $G_{A,w}^{2n+1}$ is not empty.

As aforementioned, every vertex $\langle q, l \rangle$ in $G_{A,w}$ must satisfy either one of the following conditions (cf. 13):

- $\langle q, l \rangle$ is present in $G_{A,w}^{2n+1}$, which indicates that $w$ is accepted by $A$ and the rank of $\langle q, l \rangle$ is $2n$;
- $\langle q, l \rangle$ is a finite vertex in $G_{A,w}^i$, with $i$ being even, which means that the rank of $\langle q, l \rangle$ is $i$; or
- $\langle q, l \rangle$ is a $F$-free vertex in $G_{A,w}^i$, with $i$ being odd, which indicates that the rank of $\langle q, l \rangle$ is $i$, where we have $0 \leq j \leq 2n$. By analyzing Definition 9, we get that from $G_{A,w}^0$ to $G_{A,w}^1$ we remove all finite vertices of $G_{A,w}^0$, thus their ranking is 0; all other vertices are not finite, so they don’t get assigned a rank, for now. $G_{A,w}^2$ is obtained from $G_{A,w}^1$ by removing all $F$-free vertices, that get 1 as ranking; all remaining vertices are not $F$-vertices, so they do not get now their ranking. By removing $F$-free vertices, it can happen that some of the non finite vertices $v$ in $G_{A,w}^1$ become finite in $G_{A,w}^2$: this is the case when $v$ is only on infinite branches that visit $F$-vertices finitely often. By the removal of the $F$-free vertices, all these infinite branches are cut after the last occurrence of an $F$-vertex; this means that $v$ has become finite, so it will be removed from $G_{A,w}^2$ and get ranking 2. We can see that each vertex $v$ gets its ranking only once, since it fulfills the conditions in Definition 10 only once, just before being removed by the pruning operations given in Definition 9. Thus $r$ defined in Definition 10 is a valid ranking function (cf. Definition 8). As shown in 13, we can use the classical ranking function $r$ defined in Definition 10 to identify whether a given run DAG $G_{A,w}$ is accepting, so to decide whether $w$ is accepted by $A$.

**Lemma 7** (Identification of Nonaccepting Run DAGs [13, Lemma 5.2]). Let $G_{A,w}$ be a run DAG. $A$ rejects a word $w$ if and only if the unique classical
ranking function \( r \) given in Definition 10 for \( G_{A,w} \) is such that all \( \omega \)-branches of \( G_{A,w} \) eventually get trapped in odd ranks.

By means of Definition 10 and Lemma 7, we have constructed a unique ranking function for identifying non-accepting DAGs. However, this construction assumes that we are given the run DAG \( G_{A,w} \) beforehand. In practice, it is hard to precompute the run DAG for every \( \omega \)-word \( w \), not to mention constructing a ranking function to check whether \( w \) is accepted by \( A \). According to [13], one can construct a run DAG level by level in an on-the-fly manner along an input \( \omega \)-word \( w \). In fact, in order to construct the next level, we just need to know the vertices at the current level and the letter \( a \in \Sigma \) to read; this allows us to construct run DAGs for every \( \omega \)-word. Actually, it is enough to know the current states \( S \), since it does not matter how many steps (that is, the current level) we took to reach \( S \); thus it is not necessary to keep track of the level number of the vertices when constructing the complementary NBW of \( A \). Moreover, as we will see later in Definition 13 and Lemma 8, the number of such “levels” for all \( \omega \)-words, which correspond to states of the complementary NBW, is finite since the number of states in \( A \) is finite. Another important observation is that it is impossible for us to construct the classical ranking function: we do not know which run DAG \( G'_{A,w} \) in Definition 10 a vertex \( v \) belongs to, thus we are not sure whether we must assign to \( v \) the rank \( 2^i \) or \( 2^i + 1 \).

Therefore, in order to construct the complementary NBW \( A^c \) with the help of the classical ranking functions to identify nonaccepting run DAGs, we have to guess the ranks of the vertices at every constructed level. The maximum rank of a vertex is \( 2n \) according to Lemma 6 and Definition 10. We note that Definition 10 just gives us one way to define a ranking function that works for identifying such nonaccepting DAGs. In fact, as long as we guess every possible ranking function for a run DAG, we are guaranteed to have one function that is the classical ranking function as by Definition 10. That is, if \( w \notin L(A) \), the constructed NBW \( A^c \) is guaranteed to identify and accept \( w \) because, by guessing ranking functions, we also guess correctly the classical ranking function given in Definition 10. On the other hand, as long as every ranking function we have guessed is a valid ranking function as in Definition 8, \( A^c \) will not accept an \( \omega \)-word \( w \in L(A) \). Thus, the constructed NBW \( A^c \) accepts exactly \( \Sigma^\omega \setminus L(A) \).

In the following, we will provide the details for the above complementation construction procedure based on guessing ranking functions. Since as we have seen (cf. Lemma 6 and Definition 10) the maximum rank of a classical ranking function is \( 2n \), along an input word \( w \) we can encode a ranking function for \( G_{A,w} \) by ranking the set of states \( S \) we visit level by level in the DAG \( G_{A,w} \). To that end, we define the level ranking functions as follows.

**Definition 11.** Given an NBW \( A \) with \( n \) states, a level ranking function for a given set of states \( S \subseteq Q \) is a total function \( l_S : Q \rightarrow [2n] \cup \{ \bot \} \) such that

- if \( q \in S \cap F \), then \( l_S(q) \) is even;
- if \( q \in Q \setminus S \), then \( l_S(q) = \bot \).
We denote by \( \mathcal{L} \) the set of all possible level ranking functions.

Note that there is no constraint on \( \iota_S(q) \) when \( q \in S \setminus F \). As we will see in the remainder of this section, we will use level ranking functions whose set \( S \) is constructed by means of the transition function \( \delta \), starting from the set of initial states \( I \) of \( \mathcal{A} \). For this motivation, we drop the subscript \( S \) from \( \iota_S \) since it is easy to derive it.

By the discussion above, the level-ranking functions for the states visited at each level in the DAG \( G_{\mathcal{A},w} \) will constitute a ranking function \( \iota \) for \( G_{\mathcal{A},w} \). To make sure the resulting ranking function \( \iota \) satisfies Definition \( \ref{def:level-ranking} \), we need the ranks not increase in a branch, which is formalized below as a coverage relation between two level-ranking functions. Let \( \alpha(l) = \{ q \in Q \mid l(q) \neq \bot \} \).

**Definition 12** (Coverage Relation for Level Rankings). Given two level ranking functions \( \iota, \iota' : Q \to \{2n\} \cup \{\bot\} \), a transition function \( \delta \), and a letter \( a \in \Sigma \), we say that \( \iota \) covers \( \iota' \) under letter \( a \) and transition function \( \delta \), written \( \iota' \preceq_\delta \iota \), if for all \( q' \in Q \), it holds that

- if \( q' \in \delta(\alpha(l), a) \), then for each \( q \in \alpha(l) \) such that \( q' \in \delta(q, a) \), we have that \( 0 \leq l'(q') \leq l(q) \), or

- if \( q' \notin \delta(\alpha(l), a) \), then \( l'(q') = \bot \).

Intuitively, if a state \( q' \) can be reached from a state \( q \) at the previous level (i.e., \( q \in \alpha(l) \)) via the transition function \( \delta \) and letter \( a \), then the rank of \( q' \) has to be at most that of \( q \), i.e., \( l'(q') \leq l(q) \). This condition in the coverage relation indicates that the level rankings \( \iota_S \) and \( \iota_{S'} \) of two consecutive levels of \( G_{\mathcal{A},w} \) with states \( S \) and \( S' \), respectively, do not increase in ranks. If \( q' \) cannot be reached from any state in \( \alpha(l) \), then \( q' \) will not be present in the next level, thus we impose \( l'(q') = \bot \). Note here that \( \preceq_\delta \) depends on the transition function \( \delta \).

In the coverage relation given in Definition \( \ref{def:coverage} \), we can derive the sets \( S' \) and \( S \) for \( \iota' \preceq_\delta \iota \), respectively, as \( S = \alpha(l) \) and \( S' = \delta(S, a) = \delta(\alpha(l), a) \).

In order to verify that the guess about the ranking of \( G_{\mathcal{A},w} \) is correct, RKC uses a breakpoint construction as proposed in \([30]\). This construction employs a set of states \( O \subseteq Q \) to check whether the vertices assigned with even ranks are finite. Similarly to Lemma \([5]\), the non-accepting DAG \( G_{\mathcal{A},w} \) with the classical ranking function given in Definition \( \ref{def:breakpoint} \) eventually reaches a level where all \( \omega \)-branches get trapped in odd ranks, i.e., all vertices after the level with even ranks are finite. Therefore, after reaching such a level, the breakpoint set \( O \) can be used to keep track of the states that are assigned with even ranks, whose descendants eventually will be empty, i.e., \( O \) will become empty. When \( O \) is empty, we also track other states with newly assigned even ranks by putting them in the set \( O \). If all states being checked have only finite descendants, \( O \) will become empty for infinitely many times, which means that the guess is guaranteed to be correct.

The formal definition of the complementary NBW \( \mathcal{A}^c \) of the input NBW \( \mathcal{A} \) is given below.
Definition 13 ([13]). Given an NBW $A = (Q, I, \delta, F)$, we define the NBW $A^c = (Q^c, I^c, \delta^c, F^c)$ as the complementary NBW of $A$ as follows.

- $Q^c \subseteq 2^\mathcal{L} \times 2^Q$ is the smallest set such that for $I^c$ and $\delta^c$ as defined below, we have $I^c \subseteq Q^c$ and $\delta^c(Q^c, a) \subseteq Q^c$ for each $a \in \Sigma$;
- $I^c = \{(l, \emptyset)\}$, where $l(q) = 2n$ if $q \in I$ and $l(q) = \perp$ otherwise;
- for each $(I, O) \in Q^c$ and $a \in \Sigma$,
  1. if $O \neq \emptyset$, then $\delta^c((l, O), a) = \{(l', \delta(O, a) \setminus \text{odd}(l')) \mid l' \leq^a I\}$ (intuition: the breakpoint set $O$ only tracks vertices with even rank),
  2. if $O = \emptyset$, then $\delta^c((l, \emptyset), a) = \{(l', \text{even}(l')) \mid l' \leq^a I\}$ (intuition: $O = \emptyset$ means that all previous $F$-vertices with even ranks are finite, so we just need to verify the new vertices with even rank);
- $F^c = \{(l, \emptyset) \in Q^c\}$.

where $\text{odd}(l) = \{q \in Q \mid l(q) \text{ is odd}\}$ and $\text{even}(l) = \{q \in Q \mid l(q) \text{ is even}\}$.

For an example of the rank based NBW complementation construction, see Example 9 in Section 4.2. By inspecting Definition 13, we can recognize that the state $S$ is combined with Definition 12, gives that the $\omega$-branch will get infinitely many even ranks, which indicates that $O$ will be nonempty forever once an accepting branch enters $O$. Therefore, $A^c$ will not accept an $\omega$-word $w \in L(A)$. Thus we conclude that $L(A^c) = \Sigma^\omega \setminus L(A)$. Since $l$ is a function from $Q$ to $\{2n\} \cup \{\perp\}$, the number of possible such functions is $(2n + 2)^n \in \mathcal{O}(4^n n)$; this implies that the number of states of $A^c$ is in $2^n \times \mathcal{O}(4^n n) = \mathcal{O}(8^n n)$.

Lemma 8 (The Language and Size of $A^c$ [13]). Let $A$ be an NBW with $n$ states and $A^c$ be the NBW constructed according to Definition 13. Then $L(A^c) = \Sigma^\omega \setminus L(A)$ and $A^c$ has $\mathcal{O}(8^n n)$ states.
4.2. Rank-Based Complementation Algorithm for FANBWs

In the reminder of this section, we show in Lemma 9 that if \( A \) is an FANBW, then the maximum rank of the vertices in a codeterministic DAG of \( A \) is at most 2, instead of 2n as for NBWs (cf. Lemma 7). This means that the range of a classical ranking function \( l \in \mathcal{L} \) defined by Definition 10 can be restricted to just \( \{0, 1, 2\} \cup \{\bot\} \). Therefore, the number of states in \( A^c \) is in \( 2^n \times 4^n \in O(8^n) \); as we will see in Theorem 1, the actual upperbound on the number of states of a stable level with what states are removed step by step from \( G \). Just classical ranking function \( n \) instead of 2.

**Definition 14** (Classical Ranking Function for DAG \( G^c_{A,w} \)). Given the DAG \( G^c_{A,w} \), let \( G^c_{A,w} \) be the codeterministic DAG of \( A \) over \( w \). Then \( w \notin L(A) \) if and only if \( G^c_{A,w} \) is empty.

The proof for this lemma is given in Appendix A. It mainly links the existence of a stable level with what states are removed step by step from \( G \).

Similarly to Definition 10 we can construct a classical ranking function for \( G^c_{A,w} \).

**Lemma 9** (Maximum Rank of Codeterministic DAGs). Given an FANBW \( A \) and \( w \in \Sigma^* \), let \( G^c_{A,w} \) be the codeterministic DAG of \( A \) over \( w \). Then \( w \notin L(A) \) if and only if \( G^c_{A,w} \) is empty.

The proof for this lemma is given in Appendix A. It mainly links the existence of a stable level with what states are removed step by step from \( G \).

Similarly to Definition 10 we can construct a classical ranking function for \( G^c_{A,w} \).

**Definition 14** (Classical Ranking Function for DAG \( G^c_{A,w} \)). Given the DAG \( G^c_{A,w} \), let \( G^c_{A,w} \) be the codeterministic DAG of \( A \) over \( w \). Then \( w \notin L(A) \) if and only if \( G^c_{A,w} \) is empty.

The ranking function \( r : V \rightarrow \{0, 1, 2\} \) for \( G^c_{A,w} \) is defined as follows:

1. \( r(\langle q, l \rangle) = 0 \) for each finite vertex \( \langle q, l \rangle \) in \( G^c_{A,w}^0 \);
2. \( r(\langle q, l \rangle) = 1 \) for each F-free vertex \( \langle q, l \rangle \) in \( G^c_{A,w}^1 \);
3. \( r(\langle q, l \rangle) = 2 \) for each finite vertex \( \langle q, l \rangle \) in \( G^c_{A,w}^2 \);
4. \( r(\langle q, l \rangle) = 2 \) for each vertex \( \langle q, l \rangle \) in \( G^c_{A,w}^3 \) if \( G^c_{A,w} \) is not empty.

By Lemma 9 if there exists a vertex in \( G^c_{A,w}^3 \), then \( G^c_{A,w} \) is accepting. It follows that \( G^c_{A,w} \) has an \( \omega \)-branch whose vertices are all assigned with even rank 2 according to Definition 14. So the \( \omega \)-branch of \( G^c_{A,w} \) will not get trapped in odd ranks. If \( G^c_{A,w} \) is empty, similarly to Definition 10 a vertex of \( G^c_{A,w} \) can be a finite vertex either in \( G^c_{A,w}^0 \) or in \( G^c_{A,w}^2 \), or an F-free vertex in \( G^c_{A,w}^1 \). Moreover, since all F-free vertices get only rank 1, all F-vertices are assigned with the even rank 2. Recall that a vertex will not be removed later than its predecessors when constructing the finite sequence of DAGs \( G^c_{A,w} \). So the ranks in a branch do not increase and the ranking function \( r \) is a valid ranking function according to Definition 8. We show below that the classical ranking function defined in Definition 14 can also be used to check whether a given \( \omega \)-word \( w \) is accepted by \( A \).

**Lemma 10** (Identification of Nonaccepting Run DAGs for FANBWs). Given an FANBW \( A \) and \( w \in \Sigma^* \), let \( G^c_{A,w} \) be the codeterministic DAG of \( A \) over \( w \). \( A \) accepts the word \( w \) if and only if the unique classical ranking function \( r \) given in Definition 14 for \( G^c_{A,w} \) is such that all \( \omega \)-branches of \( G^c_{A,w} \) eventually get trapped in odd ranks.
The proof for this lemma is given in Appendix A; it is just a direct consequence of Definition 14 and Lemma 2.

In order to set the maximum rank to 2 in Definition 13, the underlying DAG $G_{\mathcal{A}_w}$ constructed for complementing FANBWs has to be codeterministic. Since RKC generates rankings level by level, we have to use the reduced transition function $\delta^c$ for computing successors at the next level. For FANBWs, the complementation construction in Definition 13 can be improved accordingly:

**Definition 15.** Given an FANBW $\mathcal{A} = (Q, I, \delta, F)$, we define the NBW $\mathcal{A}^c = (Q^c, I^c, \delta^c, F^c)$, where

- $Q^c \subseteq 2 \times 2^Q$ is the smallest set such that for $I^c$ and $\delta^c$ as defined below, we have $I^c \subseteq Q^c$, $\delta^c(Q^c, a) \subseteq Q^c$ for each $a \in \Sigma$, and for each $(l, O) \in Q^c$, $I$ has codomain $\{0, 1, 2, \bot\}$;
- $I^c = \{(l, \emptyset)\}$ where $l(q) = 2$ if $q \in I$ and $l(q) = \bot$ otherwise;
- for each $(l, O) \in Q^c$ and $a \in \Sigma$,
  1. if $O \neq \emptyset$, then $\delta^c((l, O), a) = \{(l', \delta^c(O, a) \setminus \text{odd}(l')) | V_{\delta^c(O, a)} \subseteq \delta^c(l', 1)\}$,
  2. if $O = \emptyset$, then $\delta^c((l, \emptyset), a) = \{(l', \text{even}(l')) | V' \subseteq \delta^c(l', 1)\}$,

  where $\delta^c$ is the unique reduced transition function associated with the codeterministic DAGs of $\mathcal{A}$; and
- $F^c = \{(l, \emptyset) \in Q^c\}$.

**Example 9.** As an example of application of the rank-based complementation construction given in Definition 13 consider the FANBW $\mathcal{A}$ depicted in Figure 2. By definition, the initial macrostates are $I^c = \{(l, \emptyset)\}$, i.e., there is only one initial macrostate $(l, \emptyset)$, where $l(q_0) = 2$ and $l(q_1) = l(q_2) = l(q_3) = \bot$. To make the notation more compact, we encode the assignments of the ranking function, according to Definition 11. All other macrostates are $I^c(l, \emptyset)$ thus becomes $(l_2, l_3, l_4, \emptyset)$.

From this initial macrostate, we have the following transitions: on reading the letter $a$, we have the successors $(l_0, l_1, l_2, l_3, l_4, \emptyset)$, $(l_1, l_2, l_3, l_4, l_5, \emptyset)$, and $(l_2, l_3, l_4, l_5, l_6, \emptyset)$. This is the case because the $a$-successor of $q_0$, the only state in $\alpha(l_2, l_3, l_4) = q_0$ itself, so we need to have $\alpha(l') = \{q_0\}$. About its value, it can be 0, 1, and 2 since each of them is between 0 and 2; the set $O$ is constructed accordingly.

In a similar way, on reading the letter $b$, we have the successors macrostates $(l_1, l_2, l_3, l_4, \emptyset)$, $(l_1, l_2, l_3, l_4, \emptyset)$, $(l_1, l_2, l_3, l_4, \emptyset)$, $(l_1, l_2, l_3, l_4, \emptyset)$, and $(l_1, l_2, l_3, l_4, \emptyset)$. Note that these $q_1$ only gets even ranks since it is an accepting state, so e.g., the function $l_1, l_2, l_3, l_4, l_5, l_6, l_7$ such that $l_1, l_2, l_3, l_4, l_5, l_6, l_7$ is not considered since it is not a valid level ranking function, according to Definition 11. All other macrostates are constructed in a similar way; the resulting NBW $\mathcal{A}^c$ is shown in Figure 7.

Note that for two macrostates $(l_1, O_1)$ and $(l_2, O_2)$ of $\mathcal{A}^c$, we have that $(l_1, O_1)$ subsumes $(l_2, O_2)$, that is, $L(\mathcal{A}^c(l_1, O_1)) \subseteq L(\mathcal{A}^c(l_2, O_2))$, if the following syntactic conditions hold (cf. [0]):
Figure 7: The complementary NBW $A^c$ of $A$ depicted in Figure 2 constructed by Definition 15

- $\alpha(l_1) = \alpha(l_2) = S$ for some $S \subseteq Q$,
- $l_1(q) \geq l_2(q)$ for each $q \in S$, and
- $O_1 \subseteq O_2$.

In the NBW $A^c$ depicted in Figure 4, we have several cases of subsumption; for instance, we can see that the state $(l_{011}, \{q_1\})$ subsumes $(l_{000}, \{q_1, q_2\})$.

Note that there are pairs of macrostates $q$ and $q'$ such that the language of $A^c[q]$ is a superset of the language of $A^c[q']$, without fulfilling the syntactic conditions given above; this means that such conditions are sufficient but not necessary to identify the subsumption between states. For instance, we have that $L(A^c[(l_{1021}, \{q_1, q_2\})]) \subseteq L(A^c[(l_{1201}, \{q_1, q_2\})])$, but the second condition is violated, given that for $q_2 \in \{q_1, q_2\} = \alpha(l_{1201}) = \alpha(l_{1021})$ we have that $l_{1201}(q_2) = 0 \not\geq 2 = l_{1021}(q_2)$.

Recall that the coverage relation between two level ranking functions $l$ and $l'$, parameterized with $\delta^c$, is given in Definition 12. Similarly to Definition 6, in order to compute $\delta^c(S_1, a)$, we have to first compute the set $S_{\min}$ of minimal predecessors of $S' = \delta(S, a)$, where $S$ is the domain of $l$, i.e., the set of states at current level, and $a$ is the input letter at current level. Thus we have $\delta^c(S_1, a) = \delta(S_1 \cap S_{\min}, a)$. Intuitively, for $w \in \Sigma^w$, $\delta^c$ is used to construct a codeterministic DAG $G_{A^c,w}$ over $w$ level by level. By Lemma 9, the maximum rank of $G_{A^c,w}$ is at most 2, which is sufficient in Definition 15 for constructing a classical ranking.
function to identify whether $G_{A,w}^\omega$ eventually gets all its $\omega$-branches trapped in odd ranks, according to Lemma 10. Therefore, with Definition 15, we can construct a complementary NBW $A^c$ with $(2 + 2 + 1 + 1)n \in O(6^n)$ states since a state is assigned with (1) even ranks (0 and 2) and in the breakpoint $O$, (2) with even ranks and not in $O$, (3) with the odd rank 1 or (4) the label $\bot$. Note that in the last two cases, by definition we have that $q \notin O$.

Theorem 1 (The Language and Size of $A^c$ for FANBWs). Given an FANBW $A$ with $n$ states, let $A^c$ be the NBW constructed according to Definition 15. Then $L(A^c) = \Sigma^\omega \setminus L(A)$ and $A^c$ has $O(6^n)$ states.

The detailed proof can be found in Appendix B. Intuitively, to prove that $L(A^c) \subseteq \Sigma^\omega \setminus L(A)$ we use the fact that an accepting run over $w \in L(A)$ visits accepting states infinitely often, thus the rank must stabilize to an even value, so eventually the component $O$ never becomes empty again. For the other inclusion $\Sigma^\omega \setminus L(A) \subseteq L(A^c)$, among all possible choices of the ranking function, one is the good one that makes all branches of $G_{A,w}^\omega$ be trapped in odd ranks, hence the set $O$ becomes empty again and again, making the corresponding run of $A^c$ accepting.

In [26], Fogarty and Vardi proved that complementing reverse deterministic NBWs with RKC is doable in $2^{O(n)}$ as the non-reduced DAGs $G_{A,w}$ are already codeterministic. The motivation of this is that when $A$ is reverse deterministic, then each vertex $\langle q, \ell + 1 \rangle$ in $G_{A,w}$ has at most one predecessor, a consequence of the fact that $q$ has only one $w[\ell]$-predecessor; it follows that $G_{A,w}$ is codeterministic. This implies that, similarly to Lemma 4, the number of (accepting) $\omega$-branches in $G_{A,w}$ is at most $|Q|$. It follows that there are at most $|Q|$ accepting runs of a reverse deterministic NBW $A$ since there is one-to-one correspondence between infinite runs of $A$ and $\omega$-branches in $G_{A,w}$. Therefore, we have that reverse deterministic NBWs are a special class of FANBWs.

Proposition 2. Let $A$ be a reverse deterministic NBW. Then $A$ is also an FANBW.

In contrast, an FANBW is not necessarily a reverse deterministic NBW. For instance, the FANBW $A$ depicted in Figure 2 is not reverse deterministic since $q_1$ has three $b$-predecessors, i.e., $q_0$, $q_1$, and $q_2$.

We remark that the construction presented in [26] just sets the maximum rank to 2 in Definition 13 without modifying the transition function $\delta^c$, which turns out to be a special case of our construction, according to Proposition 2.

5. Slice-Based Complementation Algorithm

In this section we consider a different algorithm for the complementation of NBWs. It is based on slices, a different way to organize the information about runs on $\omega$-words. In Subsection 5.1 we first recall the slice-based complementation construction (SLC) that was introduced in [14, 27, 81], adapted using our
notation; given an NBW $\mathcal{A}$ with $n$ states, this construction produces a complementary NBW $\mathcal{A}^c$ with $O((3n)^n)$ states. Then, in Subsection 5.2 we show that this construction, when restricted to FANBW$s$, can be simplified while yielding a complementary NBW with $O(4^n)$ states.

5.1. Slice-Based Complementation Algorithm for NBWs

Let $\mathcal{A}$ be an NBW and $w \in \Sigma^\omega$ be an $\omega$-word. SLC uses a data structure called slice instead of level ranking functions to encode the set of vertices in $G_{\mathcal{A},w}$ that are at the same level. A slice is defined in Section 3 as an ordered sequence of disjoint sets of states with the same level. To simplify the notation, in this section we assume that the order is given by the index of the sets; for instance, for vertices $\langle S_i, \ell \rangle$ and $\langle S_j, \ell \rangle$, we assume that $S_i$ precedes $S_j$ in the order whenever $i < j$. Since the codeterministic DAGs constructed by SLC are different from those built by RKC in Section 3, we use the superscript $s$ to distinguish them, so we write $G_{\mathcal{A},w}^s$ instead of $G_{\mathcal{A},w}^r$ for the codeterministic DAG generated by SLC as it proceeds along the word $w$.

We now describe SLC from the perspective of building codeterministic DAGs $G_{\mathcal{A},w}^s$. Each vertex is a pair $\langle S_i, \ell \rangle$ where $\emptyset \neq S_i \subseteq Q$ and $\ell \in \mathbb{N}$; we say that $\langle S_i, \ell \rangle$ is an $F$-vertex if $S_i \subseteq F$. We note here that a vertex in $G_{\mathcal{A},w}^s$ is labelled with a set of states, in contrast to a single state in $G_{\mathcal{A},w}^r$.

If $I \setminus F \neq \emptyset$, then we have at most two vertices at the level 0 of $G_{\mathcal{A},w}^s$: the vertex $\langle S_1, 0 \rangle = \langle I \setminus F, 0 \rangle$ and the $F$-vertex $\langle S_2, 0 \rangle = \langle I \cap F, 0 \rangle$; if $I \cap F = \emptyset$, then we omit $\langle S_2, 0 \rangle$. Otherwise, when $I \setminus F = \emptyset$, we have only the vertex $\langle S_1, 0 \rangle = \langle I \cap F, 0 \rangle$ at level 0 of $G_{\mathcal{A},w}^s$. In practice, we slice the initial states $I$ of $\mathcal{A}$ as non-accepting and accepting states; clearly the resulting sets $S_1$ and $S_2$ are disjoint.

Regarding the other levels, recall that the vertices $\langle S_j, l \rangle$ on some level $l$ in $G_{\mathcal{A},w}^s$ are ordered from left to right by their indices. As already seen for level 0, during the construction all empty sets $S_j$ are going to be removed and the indices of the remaining sets are shifted and compacted according to the increasing order of their original indices. More precisely, assume that on level $l$, the sequence of vertices in $G_{\mathcal{A},w}^s$ is $\langle S_1, l \rangle, \ldots, \langle S_k, l \rangle$. The vertices at level $l + 1$ are generated as follows. Given a set $S_j$, on reading the letter $w[l]$, the set $\delta(S_j, w[l])$ of the $w[l]$-successors of $S_j$ is computed; it is then partitioned into the non-$F$ set $S'_{2j-1} = \delta(S_j, w[l]) \setminus F$ and the $F$-set $S'_{2j} = \delta(S_j, w[l]) \cap F$.

This gives us a sequence of sets $S'_1, S'_2, \ldots, S'_{2k_1 - 1}, S'_{2k_1}$. We now have to ensure that the sets of states are not empty and disjoint. Note that there can be states of $\mathcal{A}$ that occur in several sets $S'_j$. The first operation we perform on the sequence of sets is to keep only the rightmost occurrence of a state: different runs of $\mathcal{A}$ may merge with each other at some level and we only need to keep one of them and cut off the others, since they share the same infinite suffix and finite prefixes do not affect whether the DAG is accepting. This means that, if a state $s$ occurs in multiple sets, we only keep $s$ in the right most set, that is, we choose to keep the run $\rho$ represented in right most set and cut off the other runs that join...
with $\rho$ at $s$. This operation does not change whether the codeterministic DAG $G_{A,w}$ is accepting, since at least one accepting run of $A$ remains and will not be cut off. Formally, for each set $S_j'$, we define the set $S_j'' = S_j' \setminus \bigcup_{i \leq p \leq 2k} S_p'$. This yields a sequence of disjoint sets $S_1'', S_2'', \ldots, S_{2k-1}'', S_{2k}'$; some of them may be empty. After removing the empty sets in this sequence and reassigning indices, we get the vertex $S_j$.

Based on this construction, we define the codeterministic DAG $G_{A,w}^* = \langle V, E \rangle$ of $A$ over $w$ for an NBW $A$ as follows:

**Vertices $V$:** the set of vertices is $V = \bigcup_{\ell \in \mathbb{N}, 1 \leq j \leq k_i} \{S_j, \ell\}$;

**Edges $E$:** there is an edge from $(S_j, \ell)$ to $(S_h, \ell+1)$ if and only if $S_h$ is either $S_{2j-1}'$ or $S_{2j}''$ as defined above where $1 \leq j \leq k_i$ and $1 \leq h \leq k_i+1$.

**Example 10.** As an example of the construction of $G_{A,w}^*$, consider the NBW $A$ shown in Figure 2 and the word $w = b^2$.

- There is only one vertex at level 0, namely, $(S_0^0, 0) = \langle \{q_0\}, 0 \rangle$, since $I \setminus F = \{q_0\} \neq \emptyset$ and $I \cap F = \emptyset$.

- Regarding level 1, from $(S_1^0, 0)$ we construct $S_1' = \delta(S_0^0, b) \setminus F = \{q_2\}$ and $S_2' = \delta(S_0^0, b) \cap F = \{q_1\}$. These sets are disjoint and not empty, so we just obtain the vertices $(S_1^1, 1) = \langle \{q_2\}, 1 \rangle$ and $(S_2^1, 1) = \langle \{q_1\}, 1 \rangle$, the only $F$-vertex at this level.

- Moving on to level 2, we now construct four sets: $S_1'' = \delta(S_1^0, b) \setminus F = \emptyset$ and $S_2'' = \delta(S_1^0, b) \cap F = \{q_1\}$ out of $S_1'$ as well as $S_3'' = \delta(S_2^0, b) \setminus F = \emptyset$ and $S_4'' = \delta(S_2^0, b) \cap F = \{q_1\}$ out of $S_2'$. After removing the common states, we obtain the four sets $S_1''' = S_2''' = S_3''' = S_4''' = \{q_1\}$. By purging empty sets and reassigning indices, we get the vertex $(S_2^2, 2) = \langle \{q_1\}, 2 \rangle$, that is also an $F$-vertex.

- In level 3, we construct the sets $S_1'' = \delta(S_1^2, b) \setminus F = \emptyset$ and $S_2'' = \delta(S_2^2, b) \cap F = \{q_1\}$; the only resulting vertex is $(S_1^3, 3) = \langle \{q_1\}, 3 \rangle$, again an $F$-vertex.

The vertices in higher levels $\ell > 3$ are similar to $(S_1^3, 3) = \langle \{q_1\}, 3 \rangle$: they are just $(S_1^\ell, \ell) = \langle \{q_1\}, \ell \rangle$.

**Example 11.** As another example of the construction of $G_{A,w}^*$, consider again the NBW $A$ shown in Figure 2 and the word $w = bba^\omega$. The vertices at level 0, 1, and 2 are the same as in Example 10 given the fact that the two words $w$ and $w'$ share the same first two letters. Consider now level 3 and the letter $a$: from the vertex $(S_1^2, 2) = \langle \{q_1\}, 2 \rangle$ we construct the sets $S_1'' = \delta(S_1^2, a) \setminus F = \{q_3\}$ and $S_2'' = \delta(S_2^2, a) \cap F = \emptyset$: the only resulting vertex is $(S_1^3, 3) = \langle \{q_3\}, 3 \rangle$, a non-$F$-vertex. All vertices at level $\ell > 3$ are just similar, i.e., $(S_1^\ell, \ell) = \langle \{q_3\}, \ell \rangle$. 
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By the construction of $G_{A,w}^s$, each vertex $\langle S_h, l + 1 \rangle$, in which $S_h$ is either $S_{2j-1}'$ or $S_{2j}'$ as computed from $S_j$, has at most one predecessor $\langle S_j, l \rangle$. Thus $G_{A,w}^s$ is codeterministic. Similarly to Lemma 5, we have the following Lemma 11 for the codeterministic DAG constructed for a given word.

Lemma 11 (Codeterministic DAGs for NBWs [31]). Given an NBW $A$ and a word $w \in \Sigma^\omega$, let $G_{A,w}^s$ be the codeterministic DAG as constructed above. Then we have that

1. the number of (accepting) $\omega$-branches in $G_{A,w}^s$ is at most $|Q|$;
2. $w$ is accepted by $A$ if and only if $G_{A,w}^s$ is accepting; and
3. there exists a stable level $s \geq 1$ in $G_{A,w}^s$ such that all $F$-vertices after level $s$ are finite if and only if $w \not\in L(A)$.

Based on the construction of codeterministic DAGs $G_{A,w}^s$ over words given above, one can translate an NBW to an FANBW [25], where every run of the constructed NBW over $w$ corresponds to a branch in the constructed $G_{A,w}^s$. In this way, the constructed NBW [25] is guaranteed to have a finite number of $\omega$-runs over a word $w$, thus also having finitely many accepting runs, according to Lemma 11 thus it is indeed an FANBW.

Differently from the construction of FANBWs, a run of the complementary NBW $A^c$ of $A$, constructed by SLC [31], corresponds to a codeterministic DAG $G_{A,w}^s$, as happens also for the rank-based complementation. The crucial part of the SLC construction is also the identification of nonaccepting codeterministic DAGs, similarly to the rank-based one. The rank-based complementation construction uses the ranking function for the identification: the fact that the ranks of all $\omega$-branches get trapped in odd ranks indicates the nonacceptance of the DAGs. The SLC construction, however, exploits a different approach, based on Item (3) in Lemma 11 to identify nonaccepting codeterministic DAGs.

Given an $\omega$-word $w$ and the codeterministic DAG $G_{A,w}^s$, the general idea in the SLC construction [31] to check whether $w \not\in L(A)$ is that it will first guess a stable level $s$ and then check whether all $F$-vertices after the level $s$ are finite. To identify the finite vertices after the stable level $s$, one can label a vertex with $\perp$ if it is a descendant of an $F$-vertex and with $\top$ otherwise. For the levels before $s$, we can just label all vertices with $\top$. It follows that $G_{A,w}^s$ is nonaccepting if and only if all $\omega$-branches in $G_{A,w}^s$ will have only $\top$-labels.

Formally, we denote a labelling function as $\lambda^s: V \to \{\top, \perp\}$, where $V$ is the set of vertices in $G_{A,w}^s$. Let $V_i$ be the set of vertices on level $i$. For $i \in \mathbb{N}$, the labels of the vertices $V_i$ is defined as follows.

- If $i \leq s$, then for every $v \in V_i$ we define $\lambda^s(v) = \top$.
- If $i > s$, then for every $v \in V_i$:
  - if $v$ is an $F$-vertex, then $\lambda^s(v) = \perp$;
  - otherwise, $\lambda^s(v) = \lambda^s(u)$ with $(u, v) \in E$ where $E$ is the set of edges in $G_{A,w}^s$. This means that the vertex $v$ gets its label from its only parent $u \in V_{i-1}$.
It follows immediately from Lemma 11 that:

Lemma 12 \([31, 33]\). Let \(G^s_{A,w}\) be the codeterministic DAG of the NBW \(A\) over \(w \in \Sigma^*\). \(A\) rejects \(w\) if and only if there exists an integer \(s > 0\) such that all \(\omega\)-branches in \(G^s_{A,w}\) will have only \(\top\)-labels by the labelling function \(\lambda^s\).

We note that every guess of the stable level \(s\) yields a run in the complementary NBW \(A^c\) constructed by SLC, so there may be infinitely many runs of \(A^c\) over \(w\). A missing part of the SLC construction is how to verify whether \(\lambda^s\) is correct given a guessed stable level \(s\), which is explained below.

The SLC construction also makes use of a breakpoint construction for the verification of \(\lambda^s\). Assume that now we are at a level \(\ell \geq s\) and the set of ordered vertices is \(\langle S_1, \ell \rangle, \cdots, \langle S_h, \ell \rangle\). A state of \(A^c\), corresponding to the level \(\ell \geq s\), not only contains the information about the ordered vertices \(\langle S_j, \ell \rangle\), but also decorates each vertex \(\langle S_j, \ell \rangle\) with a label \(l_j \in \{\text{die}, \text{inf}, \text{new}\}\). These labels are used to verify whether \(\lambda^s\) is correct. Intuitively,

- \(\text{die}\)-labelled vertices \(\langle S_j, \ell \rangle\) are \(\bot\)-vertices, descendants of an \(F\)-vertex. The set of \(\text{die}\)-labelled vertices is currently being inspected in the construction and in fact forms a breakpoint set similarly to the rank-based complementation construction. For \(w\) to be accepted (i.e., \(w \notin L(A)\)), the sets \(S_j\) in \(\text{die}\)-labelled vertices should eventually become empty after finitely many steps, thus making \(\langle S_j, \ell \rangle\) a finite vertex. Recall that empty sets will be removed in the construction of \(G^s_{A,w}\).
- \(\text{inf}\)-labelled vertices \(\langle S_j, \ell \rangle\) are \(\top\)-vertices; they are not yet a descendant of an \(F\)-vertex.
- \(\text{new}\)-labelled vertices are also descendants of an \(F\)-vertex and thus \(\bot\)-vertices in \(\lambda^s\); the \(\text{new}\)-labelled vertices should be inspected later by changing their labels to \(\text{die}\) once all current \(\text{die}\)-labelled vertices disappear.

We omit the detailed SLC construction for general NBWs since it can be found in [27, 31]; in Section 5.2 we will present a similar but simplified construction for FANBWs. The acceptance condition in SLC also requires the breakpoint set to be empty infinitely often. Assume that \(w \in L(A^c)\): this means that the breakpoint set becomes empty for infinitely many times, i.e., \(\text{die}\)-labelled vertices disappear infinitely often. It follows that all \(\omega\)-branches in \(G^s_{A,w}\) will have only \(\text{inf}\)-labelled vertices; that is, all \(\omega\)-branches in \(G^s_{A,w}\) will have only \(\top\)-labels by the labelling function \(\lambda^s\). Then \(w\) is not accepted by \(A\) due to Lemma 12.

Assume that \(w\) is not accepted by \(A\). We will have an integer \(s\) such that \(G^s_{A,w}\) will have only \(\top\)-labels by the labelling function \(\lambda^s\). Since we will guess each possible \(s\), we are guaranteed to obtain the labelling function \(\lambda^s\) and the set of \(\text{die}\)-labelled vertices will disappear infinitely often, i.e., the breakpoint becomes empty for infinitely many times. Thus \(w\) will be accepted by \(A^c\).

The guess of the level \(s\) is done by a nondeterministic transition from a state of \(A^c\) without the decorations of \(\in \{\text{die, inf, new}\}\) to a state with such a decoration. A state of \(A^c\) without a decoration can be encoded as an ordered sequence...
of states $S_1, \cdots, S_h$, since the level numbers can be omitted. Obviously, the number $h$ of sets in a slice is at most the number $n$ of states in $A$. According to [32], the number of all possible states is approximately $0.53n^n$. A state with the decoration will induce a blow-up of $4n$ since a state may be labelled with die, inf, new, or none of them, thus leading to $4n \times (0.53n)^n \in O((3n)^n)$. Now we recall the correctness and the complexity results of the above slice-based construction:

**Lemma 13** (The Language and Size of $A_c$ for NBWs [31]). Given an NBW $A$ with $n$ states, let $A_c$ be the NBW constructed by SLC. Then $L(A_c) = \Sigma^\omega \setminus L(A)$ and $A_c$ has $O((3n)^n)$ states.

### 5.2. Slice-Based Complementation Algorithm for FANBWs

We now propose a specialized complementation construction for FANBWs. We first provide an overview of the algorithm and then we present the technicalities. To make the presentation simpler, we call the states and runs of $A_c$ macrostates and macroruns, respectively. According to Lemma 5, given a word $w \notin L(A)$, there exists a stable level $s$ in the codeterministic DAG $G_{e, A, w}$ such that each $F$-vertex on a level after $s$ is finite. Therefore, in the construction of $A_c$, we can nondeterministically guess such a level $s$ and then use a breakpoint construction to verify that our guess is the correct one, in analogy with RKC.

This can be done since, when constructing the complementary NBW $A_c$, we can identify two phases: the initial phase and the accepting phase. While the term “initial” is common, the second phase has different names in literature: it is called “accepting” in [34] and “repetition” in [31]. We adopt the former since it recalls that the constructed NBW is a limit deterministic NBW (cf. Remark 3), with the initial phase in the nondeterministic part and the accepting phase in the deterministic part, corresponding to the constraints $I \subseteq Q_N$ and $F \subseteq Q_D$, respectively (cf. Definition 2).

In the initial phase, we trace the evolution of $A$ over $w$ by a pure subset construction that keeps track of the states of $A$ reached while reading $w$; note that such states are also occurring at the corresponding level of the codeterministic DAG $G_{e, A, w}$. During the initial phase, on reading a letter while being in a macrostate of $A_c$, the macrorun of $A_c$ over $w$ decides to either remain in the initial phase or to jump to the accepting phase. Once entering the accepting phase, we bet that the macrorun of $A_c$, which represents multiple runs of $A$, has reached the stable level $s$. To verify whether the bet is winning, we adopt a breakpoint construction that allows us to check whether all $F$-vertices after level $s$ are finite.

In the accepting phase, we use as macrostate a triplet $(N, C, B)$ to encode the set of vertices and their labels as they appear on a level $\ell > s$ in the codeterministic DAG $G_{e, A, w}$ (or $G_{A, w}$ for general NBWs accordingly). Since we do not care about the actual level $\ell$, but only about the states we are visiting in such level, we omit $\ell$ and identify vertices with their states: suppose that we reach the set of states $S$ at levels $\ell$ and $\ell' > \ell$; the fact that a word is accepted depends only on whether from $S$ we will visit infinitely often accepting states,
not on how we reached \( S \) by reading the initial, finite fragment of \( w \). This means that in the triplet \((N,C,B)\) we have that

- the set \( N \) keeps all states of the reachable vertices on level \( \ell \), corresponding to the set of all vertices labelled with \text{die}, \text{inf} and \text{new};
- the set \( C \) keeps all states of the finite vertices on the level \( \ell \). That means, it contains states of both \text{new}-labelled vertices recording new encountered states and \text{die}-labelled vertices being inspected now;
- the set \( B \subseteq C \) as a breakpoint construction is used to verify that the guess on the set \( C \) of finite vertices is correct, corresponding to the set of vertices labelled with \text{die}, where \( \ell \) is some level. Recall that \text{die}, \text{inf}, and \text{new} are three labels of vertices used in SLC for complementing general NBWs, as described in Subsection 5.1.

The specialized complementation algorithm for FANBWs is formalized below.

**Definition 16** (Slice-based complementation for FANBWs). Given an FANBW \( \mathcal{A} = (Q,I,\delta,F) \), let \( \delta^e \) be the reduced transition function associated with the reduced DAGs for \( \mathcal{A} \).

We define the NBW \( \mathcal{A}^c = (Q^c,I^c,\delta^c,F^c) \) as follows.

- \( Q^c \subseteq 2^Q \cup (2^Q \times 2^Q \times 2^Q) \) is the smallest set such that for \( I^c \) and \( \delta^c \) as defined below, we have \( I^c \subseteq Q^c \) and \( \delta^c(Q^c,a) \subseteq Q^c \) for each \( a \in \Sigma \);
- \( I^c = \{ I \} \);
- \( \delta^c = \delta^c_N \cup \delta^c_J \cup \delta^c_D \) where
  - for each \( S \subseteq Q \) and \( a \in \Sigma \), we define \( \delta^c_N(S,a) = \delta^e(S,a) \);
  - for each \( N,C,B \subseteq Q \) and \( a \in \Sigma \), we set \( \delta^c_D((N,C,B),a) = (N',C',B') \) where
    * \( N' = \delta^e(N,a) \),
    * \( C' = \delta^e(C,a) \cup (N' \cap F) \), and
    * if \( B \neq \emptyset \), then \( B' = \delta^e(B,a) \), otherwise \( B' = C' \);
  - for each \( S \subseteq Q \) and \( a \in \Sigma \), we set \( \delta^c_J(S,a) = \delta^c_D((S,S \cap F,S \cap F),a) \);
- \( F^c = \{(N,C,\emptyset) \in Q^c \} \).

In practice, the component \( \delta_N \) and the macrostates \( S \subseteq 2^Q \) follow a subset construction so to keep track of all possible current states of \( \mathcal{A} \) after having read a finite prefix of an \( \omega \)-word \( w \in \Sigma^\omega \). The component \( \delta_J \) makes a guess that it is time to establish whether all runs of \( \mathcal{A} \) are finite (thus, \( w \notin L(\mathcal{A}) \)), so to let \( \mathcal{A}^c \) accept \( w \); we do this by jumping from the current macrostate \( S \subseteq 2^Q \) in the initial phase to the corresponding macrostate \((N',C',B') \in 2^Q \times 2^Q \times 2^Q \) in
the accepting phase. The component $\delta_D$ is responsible for checking whether the guess was correct; the component $N$ is again the result of a subset construction, like for $\delta_N$; the component $C$ traces the runs that visited accepting states after the guess point; the component $B$ becomes empty once all runs have disappeared because the visited accepting states were finite.

**Example 12.** As an example of application of the construction given in Definition 16, consider the FANBW $A$ depicted in Figure 2. By definition, the initial macrostates are $I^* = \{I\}$, i.e., the only initial macrostate is $\{q_0\} = I$. From this macrostate, we have the following transitions: on reading the letter $a$, we have the successors

- $\{q_1, q_2\} = \delta_N^c(\{q_0\}, a)$ and
- $(\{q_0\}, \emptyset, \emptyset) = \delta^c_J(\{q_0\}, a) = \delta^c_D((\{q_0\}, \emptyset, \emptyset), a)$.

Note that $(\{q_0\}, \emptyset, \emptyset)$ is an accepting macrostate since its component $B$ is $\emptyset$.

Still from the initial macrostate, after reading a letter $b$, we have the two successors $\{q_1, q_2\}$ and $(\{q_1, q_2\}, \{q_1\}, \{q_1\})$:

- in the initial phase, $\{q_1, q_2\} = \delta^c_N(\{q_0\}, b)$; and
- the transition from the initial phase to the accepting phase is given by $(\{q_1, q_2\}, \{q_1\}, \{q_1\}) = \delta^c_J(\{q_0\}, b) = \delta^c_D((\{q_0\}, \emptyset, \emptyset), b)$.

All other (reachable) macrostates can be derived similarly; the resulting complementary NBW $A^c$ is shown in Figure 8. It is easy to see that, for $\Sigma = \{a, b\}$,
\[ L(A) = \{ a^i b^j \in \Sigma^* \mid i \in \mathbb{N} \} \text{ and } L(A^c) = \{ a^i \in \Sigma^* \} \cup \{ a^j b^k a \mid a, b \in \Sigma \}, \] that is, \( L(A^c) = \Sigma^c \setminus L(A). \]

**Remark 3.** It is worthwhile to note that the NBW \( A^c \) constructed according to Definition 16 is limit deterministic. In fact, the state set \( Q^c \) of \( A^c \) can be partitioned into two disjoint sets \( Q_N^c \subseteq 2^Q \) and \( Q_D^c \subseteq 2^Q \times 2^Q \times 2^Q \) such that \( F^c \subseteq Q_D^c \) and for each state \( q \in Q_D^c \) and \( a \in \Sigma \), we have that \( |\delta(q, a)| = 1. \)

The NBW \( A^c \) is indeed the complementary automaton of the given FANBW \( A \), so the use of the superscript \( c \) is correct, as formalized by the following theorem.

**Theorem 2 (The Language and Size of \( A^c \) for FANBWs).** Given an FANBW \( A \) with \( n \) states, let \( A^c \) be the NBW constructed according to Definition 16. Then \( L(A^c) = \Sigma^c \setminus L(A) \) and \( A^c \) has \( 2^n + 4^n \in \mathcal{O}(4^n) \) states.

The complete proof is available in Appendix C. The proof of the direction \( w \in L(A) \implies w \notin L(A^c) \) is based on the fact that the finitely many accepting runs of \( A \) over \( w \in L(A) \) eventually get trapped in the component \( B \), so \( A^c \) is not able to visit macrostates with \( B = \emptyset \) infinitely often. For the other direction \( w \notin L(A) \implies w \in L(A^c) \), we use the fact that eventually no accepting state is visited anymore, thus they disappear from the components \( B \) and \( C \), thus \( B \) becomes definitely empty making the corresponding run of \( A^c \) accepting.

Based on Definition 16, we can establish a subsumption relation between the macrostates of \( A^c \). Given an NBW \( B = (Q, I, \delta, F) \) and a set of states \( S \subseteq Q \), we denote by \( B[S] \) be NBW \( B[S] = (Q, S, \delta, F) \); we may just write \( B[q] \) instead of \( B[\{q\}] \) for \( q \in Q \).

**Proposition 3 (Subsumption Relation between Macrostates).** Given an FANBW \( A \), let \( A^c \) be the complementary NBW of \( A \) constructed according to Definition 16. For each pair of macrostates \( m = (N, C, B) \) and \( m' = (N', C', B') \) of \( A^c \) such that \( N = N' \) and \( C \subseteq C' \), it holds that \( L(A^c[m']) \subseteq L(A^c[m]) \); that is, \( m \) subsumes \( m' \).

The proof for this proposition is given in Appendix A. The idea underlying this result is that \( A[N] \) and \( A[N'] \) are the same automaton, so they have the same the codeterministic DAG and the same stable level. Since in \( A^c[m'] \) the set \( B' \) becomes empty infinitely often and \( B' \) is reset to \( C' \), then also \( B \) becomes empty infinitely often since it is reset to \( C \subseteq C' \).

Proposition 3 gives us the possibility to avoid the exploration of \( m' \) when \( L(A^c[m]) \) has already been found to be empty, when checking the language-containment between an NBW and an FANBW \( A \). This means that we can also use this subsumption relation to avoid to generate and explore redundant macrostates during the construction of \( A^c \); this may help in reducing the number of macrostates in \( A^c \) from a practical perspective.
6. Application to Limit Deterministic Büchi Automata on Words

In the previous section, we have shown how to use codeterministic DAGs for the complementation of general NBWs and how it can be optimized for FANBWs. The same idea can be applied also in complementing limit deterministic Büchi automata on words (LDBWs). In Subsection [6.1] we describe the codeterministic DAGs for LDBWs, which later will be used to produce a complementary NBW $A^c$ of $A$. Then, in Subsection [6.2] we show the complementation construction for LDBWs.

6.1. Codeterministic DAGs for LDBWs

In this section, we consider limit deterministic Büchi automata. Given a Büchi automaton, it is limit deterministic if it behaves deterministically after the first visit of an accepting state. Recall, from Definition 2 that an NBW $A = (Q, I, δ, F)$ is a limit deterministic Büchi automaton if, for each $q_f ∈ F$, the reachable fragment of the automaton $(Q, \{q_f\}, δ, F)$ is deterministic. Each LDBW can be divided into two parts: one is the deterministic part, which consists of states that are reachable from the accepting states; the other is the nondeterministic part that consists of all other states. As in Definition 2 we denote the set of states in the deterministic part by $Q_D$ and the set of states in the nondeterministic part by $Q_N$. We can also partition the transition function into three parts: $δ_D$ relative to states in $Q_N$ only, $δ_D$ relative to states in $Q_D$ only, and $δ_J$ connecting states in $Q_N$ to states in $Q_D$. Formally, the transition relation $δ$ is written as $δ = δ_N ∪ δ_J ∪ δ_D$ where: $δ_N : Q_N × Σ → 2^{Q_N}$, $δ_J : Q_N × Σ → 2^{Q_N}$, and $δ_D : Q_D × Σ → Q_D$. For uniformity of presentation and in order to simplify the notation, we just consider $δ_D$ as a function mapping pairs of states and letters to singletons, instead of states.

We now describe the LDBW specific construction of the codeterministic DAG $G^t_{A,w}$ for a given LDBW $A$ and $ω$-word $w$. Similarly to the partition of the states of the LDBW $A$, we split the vertices of $G^t_{A,w}$ into two parts $V = V_N ∪ V_D$: the nondeterministic part $V_N$ contains all vertices $⟨S, ℓ⟩ ∈ V$ such that $S ⊆ Q_N$ is the set of nondeterministic states reached by $A$ after reading the first $ℓ$ letters of $w$; in the deterministic part $V_D$ there are all the vertices $⟨q, ℓ⟩$ such that $q ∈ Q_D$ is a deterministic state reached by $A$ after jumping from $Q_N$ to $Q_D$ at some point while reading the first $ℓ$ letters of $w$. This means that at level 0, we have the following vertices in $G^t_{A,w}$: a single vertex $⟨I ∩ Q_N, 0⟩ ∈ V_N$ if $I ∩ Q_N ≠ ∅$ and a vertex $⟨q, 0⟩ ∈ V_D$ for each $q ∈ I ∩ Q_D$. Of course, there will be no $V_D$-vertices if $I ∩ Q_D = ∅$.

Regarding the edges of $G^t_{A,w}$, that is, how to construct the vertices on level $i + 1$, we adopt different approaches depending on the type of vertices we start from and we are going to produce. Given the vertex $⟨S_i, i⟩ ∈ V_N$, we generate only one nondeterministic successor vertex $⟨S_{i+1}, i + 1⟩ ∈ V_N$ by the standard subset construction on $δ_N$, that is, $S_{i+1} = δ_N(S_i, w[i])$. (Note that the definition of $δ_N$ ensures that $S_{i+1} ⊆ Q_N$.) We also generate one deterministic successor vertex $⟨q, i + 1⟩$ for each $q ∈ δ_J(S_i, w[i])$. Given a vertex $⟨q, i⟩ ∈ V_D$, we generate the single deterministic successor vertex $⟨δ_D(q, w[i]), i + 1⟩$. 33
It is worthwhile to note that the deterministic nature of $\delta_D$ ensures that $V_D$ is closed under reachability, that is, only vertices $\langle q, \ell \rangle \in V_D$ can be reachable from vertices $\langle q', \ell' \rangle \in V_D$. Symmetrically, the subset nature of the construction of nondeterministic vertices ensures that each vertex $\langle S, \ell \rangle \in V_N$ is only reachable from nondeterministic vertices $\langle S', \ell' \rangle \in V_N$; moreover, $\langle S, \ell \rangle$ has only one predecessor, namely $\langle S', \ell - 1 \rangle \in V_N$ with $S = \delta_N(S', w[\ell - 1])$, provided that $\ell > 0$.

The way we produce vertices at level $i + 1$ does not ensure that the resulting DAG $G_{A,w}^i$ is codeterministic: there may be duplicate deterministic states in the successors of states from level $i$, for instance because $\delta_D(q, w[i]) \in \delta_J(S_i, w[i])$ or because $\delta_D(q, w[i]) = \delta_D(q', w[i])$ for vertices $\langle q, i \rangle, \langle q', i \rangle \in V_D$. This means that we have to remove all these edges but one. We do this by assigning priorities to every candidate edge resulting from the construction of the vertices at level $i + 1$; we then keep only the candidate edge with lowest priority.

In practice, we use a priority function $p : V \to \{1, 2, \cdots, |Q_D| + 1\}$ to assign priorities to the vertices. Let us call a vertex $\langle q, \ell \rangle$ deterministic (resp., nondeterministic) if $q \in Q_D$ (resp., $q \in Q_N$). The main idea is that deterministic vertices have priority over nondeterministic vertices and that vertices inherit the minimum priority of their predecessors. This means that a nondeterministic vertex can only inherit its priority from another nondeterministic vertex while a deterministic vertex gets its priority from its least deterministic predecessor, provided there is one. If there is no deterministic predecessor, then its priority depends on the one of its unique nondeterministic predecessor and its deterministic siblings.

As usual, let $\{q_1, q_2, \ldots, q_n\} \prec$ be the enumeration of the states $Q$ according to some total order $\prec$ over states such that $d \prec n$ whenever $d \in Q_D$ and $n \in Q_N$, that is, deterministic states “come earlier than” nondeterministic states in $\prec$. Recall that at level 0 we have a deterministic vertex $\langle \iota_j, 0 \rangle$ for each $\iota_j \in I \cap Q_D$ and the nondeterministic vertex $\langle I \cap Q_N, 0 \rangle$, provided that $I \cap Q_N \neq \emptyset$. Let $\{\iota_1, \cdots, \iota_k\} \prec$ be the enumeration of $I \cap Q_D$ under $\prec$. We define the priority of the vertices at level 0 as $p(\langle \iota_j, 0 \rangle) = j$ for each $\iota_j \in \{\iota_1, \cdots, \iota_k\}$ and $p(I \cap Q_N, 0) = 1 + |I \cap Q_D|$. We now show how to assign priorities to the vertices at level $\ell + 1$ provided that we already have the priority of the vertices at level $\ell$. Recall that we generate the single vertex $\langle S_{\ell+1}, \ell + 1 \rangle \in V_N$ from the unique $\langle S_{\ell}, \ell \rangle \in V_N$, where $S_{\ell+1} = \delta_N(S_{\ell}, w[\ell])$, as well as the vertices $\langle q, \ell + 1 \rangle \in V_D$ for each $q \in \delta_J(S_{\ell}, w[\ell])$. Lastly, from each $\langle q, \ell \rangle \in V_D$, we generate the vertex $\langle \delta_D(q, w[\ell]), \ell + 1 \rangle \in V_D$. Let

- $P_{\ell} = \{p_k \in Q_D \mid \langle p_k, \ell \rangle \in V_D\} \prec$ be the enumeration under $\prec$ of the deterministic states occurring in the deterministic vertices at level $\ell$;
- $D_{\ell+1} = \{d_k \in Q_D \mid d_k \in \delta_D(P_{\ell}, w[\ell])\} \prec$ be the enumeration under $\prec$ of the $w[\ell]$-successor states of $P_{\ell}$ under $\delta_D$; and
- $J_{\ell+1} = \{j_k \in Q_D \setminus D_{\ell+1} \mid j_k \in \delta_J(S_{\ell}, w[\ell])\} \prec$ be the enumeration under $\prec$ of the deterministic states not in $D_{\ell+1}$ that are $w[\ell]$-successor states of $S_{\ell}$ under $\delta_J$.  
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Recall that the index $k$ of the enumerations $P_\ell$, $D_{\ell+1}$, and $J_{\ell+1}$ starts from 1. We define the priority function $p$ on the vertices at level $\ell + 1$ as

- $p(d, \ell + 1) = \min \{p(p, \ell) \mid p \in P_\ell \land d = \delta_D(p, w[\ell])\}$ for each $d \in D_{\ell+1}$, that is, we assign to each vertex $\langle d, \ell + 1 \rangle$ the minimum priority of its deterministic predecessors;
- $p(j_k, \ell + 1) = p(S_\ell, \ell) + k - 1$ for each $j_k \in J_{\ell+1}$, that is, we assign to each deterministic vertex that is a successor only of $S_\ell, \ell$ the same priority of $S_\ell, \ell$ increased by $k - 1$ to keep track of the position of $j_k$ in $J_{\ell+1}$; and
- $p(S_{\ell+1}, \ell + 1) = p(S_\ell, \ell) + |J_{\ell+1}|$, that is we assign to $\langle S_{\ell+1}, \ell + 1 \rangle$ the priority of its only predecessor $S_\ell, \ell$ increased by $|J_{\ell+1}|$ to ensure that the deterministic vertices whose states are in $J_{\ell+1}$ get a priority lower than $p(S_{\ell+1}, \ell + 1)$.

The above construction of the priority function $p$ can be formalized as follows.

**Definition 17** (Codeterministic DAG for LDBWs). Given an LDBW $A = (Q, I, \delta, F)$ with partition of states $Q_N$ and $Q_D$ and corresponding transition relation $\delta = \delta_N \cup \delta_J \cup \delta_D$, an $\omega$-word $w \in \Sigma^\omega$, and a total order $\preceq$ over states such that $d \preceq n$ whenever $d \in Q_D$ and $n \in Q_N$, let $V = V_N \cup V_D$ where $V_N \subseteq 2^{Q_N} \times \mathbb{N}$ and $V_D \subseteq 2^{Q_D} \times \mathbb{N}$ be the smallest sets such that

- $\langle I \cap Q_N, 0 \rangle \in V_N$ if $I \cap Q_N \neq \emptyset$;
- $\langle \delta_N(S_\ell, w[\ell]), \ell + 1 \rangle \in V_N$ if $\langle S_\ell, \ell \rangle \in V_N$ and $\delta_N(S_\ell, w[\ell]) \neq \emptyset$;
- $\langle q, 0 \rangle \in V_D$ for each $q \in I \cap Q_D$;
- $\langle q, \ell + 1 \rangle \in V_D$ for each $q \in \delta_J(S_\ell, w[\ell])$ where $\langle S_\ell, \ell \rangle \in V_N$;
- $\langle \delta_D(q, w[\ell]), \ell + 1 \rangle \in V_D$ for each $\langle q, \ell \rangle \in V_D$.

We call $p: V \rightarrow \{1, 2, \ldots, |Q_D| + 1\}$ a priority function if $p$ satisfies the following constraints:

- $p(\langle \iota_k, 0 \rangle) = k$ for each $\iota_k \in D_0$;
- $p(\langle I \cap Q_N, 0 \rangle) = 1 + |I \cap Q_D|$ if $I \cap Q_N \neq \emptyset$;
- $p(\langle d, \ell + 1 \rangle) = \min \{p(p, \ell) \mid p \in P_\ell \land d = \delta_D(p, w[\ell])\}$ for each $d \in D_{\ell+1}$;
- $p(\langle j_k, \ell + 1 \rangle) = p(S_\ell, \ell) + k - 1$ for each $j_k \in J_{\ell+1}$;
- $p(\langle S_{\ell+1}, \ell + 1 \rangle) = p(S_\ell, \ell) + |J_{\ell+1}|$ if $\langle S_\ell, \ell \rangle \in V_N$.

where $\ell \in \mathbb{N}$ and

- $D_0 = \{\iota_k \in Q_D \mid \langle \iota_k, 0 \rangle \in V_D\}$
- $P_\ell = \{p_k \in Q_D \mid \langle p_k, \ell \rangle \in V_D\}$
- $D_{\ell+1} = \{d_k \in Q_D \mid d_k \in \delta_D(P_\ell, w[\ell])\}$
- $J_{\ell+1} = \{j_k \in Q_D \setminus D_{\ell+1} \mid j_k \in \delta_J(S_\ell, w[\ell])\}$

35
The codeterministic DAG $G^l_{N,b^w}$ of the LDBW $N$ depicted in Figure 1.

Figure 9: The codeterministic run DAG $G^l_{N,b^w}$ of the LDBW $N$ depicted in Figure 1.

The codeterministic DAG $G^l_{A,w} = (V,E)$ of $A$ over $w$ has the set $V$ defined above as vertices, and edges $E \subseteq (V^2_N) \cup (V_N \times V_D) \cup (V^2_D)$ is the smallest set such that

$\langle (S_t,\ell), (S_{t+1},\ell+1) \rangle \in E$  if $(S_t,\ell), (S_{t+1},\ell+1) \in V_N$ and $S_{t+1} = \delta_N(S_t,w[\ell]);$

$\langle (S_t,\ell), (j,\ell+1) \rangle \in E$  if $(S_t,\ell) \in V_N, (j,\ell+1) \in V_D,$ and $j \in J_{t+1};$

$\langle (p,\ell), (d,\ell+1) \rangle \in E$  if $(p,\ell), (d,\ell+1) \in V_D, p \in P_d, d = \delta_D(p,w[\ell]),$ and $p((d,\ell+1)) = p((p,\ell)).$

**Remark 4.** Note that in the above definition, we say that the run DAG $G^l_{A,w}$ is codeterministic. This is indeed the case because the only situation where a vertex might have two or more predecessors is when it is a deterministic vertex $\langle d,\ell \rangle$ with $d$ being in the image under $\delta_J$ or $\delta_D$ of at least two states of $A$. By construction, it must be the case that at least one of such states is deterministic, since nondeterministic states contribute only one candidate edge given that they are grouped in a single set. By the definition of the priority $p$, nondeterministic vertices get a priority always larger than deterministic ones, so they will never be used for defining an edge to $\langle d,\ell \rangle,$ since there is at least one candidate edge from a deterministic vertex. Since all deterministic vertices in the level $\ell$ get a priority that is increasing according to their enumeration, there is only one vertex $\langle m,\ell \rangle$ that has the minimal priority and has $\langle d,\ell \rangle$ as successor. This means that only $\langle m,\ell \rangle$ fulfills the condition to have the edge $\langle (m,\ell), (d,\ell) \rangle.$

**Example 13.** As an example of priority function, we consider again the NBW $N'$ depicted in Figure 1 and the word $b^2$. As we have seen in Example 2, $N$ is also an LDBW, with $Q_N = \{q_0, q_2\}$ and $Q_D = \{q_1, q_3\}$ as partition of the states. Regarding the vertices of $G^l_{A,w}$, we have the following vertices and priorities.

**Level 0:** there is only the nondeterministic vertex $\langle \{q_0\}, 0 \rangle \in V_N,$ since $I = \{q_0\} \subseteq Q_N$ and $I \cap Q_D = \emptyset.$ This means that its priority is $p(\langle \{q_0\}, 0 \rangle) = 1 + |I \cap Q_D| = 1.$

**Level 1:** for this level, as vertices, we have the nondeterministic vertex $\langle \{q_2\}, 1 \rangle \in V_N$ and the deterministic vertex $\langle q_1, 1 \rangle \in V_D$ coming from $\delta_J.$ So we get $S_0 = \{q_0\}, S_1 = \{q_2\}, P_0 = D_1 = \emptyset$ and $J_1 = \{q_1\}.$

As priority, we have $p(\langle q_1, 1 \rangle) = p(\langle \{q_0\}, 0 \rangle) + 1 - 1 = 1$ for the deterministic vertices, and priority $p(\langle \{q_2\}, 1 \rangle) = p(\langle \{q_0\}, 0 \rangle) + |J_1| = 1 + 1 = 2$ for the nondeterministic vertices.
Level 2: for this level, we have the nondeterministic vertex \( \langle \{ q_2 \}, 2 \rangle \in V_N \) since \( \{ q_2 \} = \delta_N(S_1, w[2]) = \delta_N(\{ q_2 \}, b) \); we also have the deterministic vertex \( \langle q_1, 2 \rangle \). Since \( q_1 \in D_2 \) as a consequence of \( q_1 \in \delta_D(P_1, w[2]) \), we have \( S_1 = S_2 = \{ q_2 \} \), \( P_1 = D_2 = \{ q_1 \} \), and \( J_2 = \emptyset \). Note that \( J_2 = \emptyset \) because \( q_1 \in \delta_s(S_1, b) \) but \( q_1 \in \delta_D(q_1, b) \) too, so \( q_1 \in D_2 \) which prevents \( q_1 \) to belong to \( J_2 \).

As priority, we just have \( p((q_1, 2)) = \min \{ p((p, 1)) \mid p \in P_1 \wedge d = \delta_D(p, w[1]) \} = p((q_1, 1)) = 1 \) for the deterministic vertices, and priority \( p((\{ q_2 \}, 2)) = p((\{ q_2 \}, 1)) + |J_2| = 2 + 0 = 2 \) for the nondeterministic vertices.

Level \( \ell \geq 3 \): for level 3, there is just the nondeterministic vertex \( \langle \{ q_2 \}, 3 \rangle \), since \( S_2 = \{ q_2 \} \); we get that all successors \( S_\ell \) are \( \{ q_2 \} \) as well, so as nondeterministic vertices only \( \langle \{ q_2 \}, \ell \rangle \) will be at level \( \ell \). About the deterministic vertices, we only get \( \langle q_1, 3 \rangle \) from \( q_1 = \delta_D(q_1, b) \); it follows that \( P_{\ell-1} = D_\ell = \{ q_1 \} \), and \( J_\ell = \emptyset \), so as deterministic vertices only \( \langle q_1, \ell \rangle \) will be at level \( \ell \).

As priority, we have \( p((q_1, 3)) = \min \{ p((p, 2)) \mid p \in P_2 \wedge d = \delta_D(p, w[2]) \} = p((q_1, 2)) = 1 \), and similarly for all other deterministic vertices \( \langle q_1, \ell \rangle \).

Also \( p((\{ q_2 \}, 3)) = p((\{ q_2 \}, 2)) + |J_2| = 2 + 0 = 2 \), and similarly for all other nondeterministic vertices \( \langle \{ q_2 \}, \ell \rangle \).

The resulting codeterministic DAG \( G_{N,F}^l \) is shown in Figure 9. From this codeterministic DAG, we can see how priorities are propagated through the branches: the priority of a deterministic vertex is equal to the one of its predecessor; the priority of a nondeterministic vertex depends on its predecessor as well as its deterministic siblings.

Example 14. Consider now the FANBW \( A \) shown in Figure 3 and again the \( \omega \)-word \( b^\omega \). By Example 3, we know that \( A \) is also an LDBW, with the same partition \( Q_N = \{ q_0, q_2 \} \) and \( Q_D = \{ q_1, q_3 \} \) as \( N \). The codeterministic DAG \( G_{A,b^\omega}^l \) is similar to \( G_{N,b^\omega}^l \) constructed in Example 13 and depicted in Figure 7, the only difference is that the nondeterministic vertex \( \langle q_2, 1 \rangle \) has no successor, so all nondeterministic vertices \( \langle \{ q_2 \}, \ell \rangle \) with \( \ell > 1 \) are not present.

Codeterministic DAGs for LDBWs enjoy the same properties about acceptance, the number of \( \omega \)-branches, and stable level as those for FANBW stated in Lemmas 2, 3, and 4.

Lemma 14 (Properties of Codeterministic DAGs for LDBWs). Given an LDBW \( A \) and \( w \in \Sigma^\omega \), let \( G_{A,w}^l \) be the codeterministic DAG for \( A \) over \( w \) as defined in Definition 17. Then the following properties hold:

Property 1: \( w \) is accepted by \( A \) if and only if \( G_{A,w}^l \) is accepting;

Property 2: the number of (accepting) \( \omega \)-branches in \( G_{A,w}^l \) is at most the number of states in \( A \);

Property 3: there exists a stable level \( s \geq 1 \) in \( G_{A,w}^l \) such that all \( F \)-vertices after level \( s \) are finite if and only if \( w \notin L(A) \).
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We present the proof for this lemma in Appendix D. The idea underlying the proof of Property 1 is to connect each run of \( A \) over \( w \) with its representative in \( G_{A,w}^l \), and showing that the acceptance of one is equivalent to the acceptance of the other; Property 2 is analogous to Lemma 4 and they share similar proofs; lastly, the proof of Property 3 uses the other two properties to relate the visits to accepting states of a run of \( A \) over \( w \) with the level in the corresponding branch in \( G_{A,w}^l \).

6.2. Complementation Construction for LDBWs

In this section, we first describe the complementation construction for a given LDBW, based on a classification of the states visited in a run into four sets \( N, S, B, \) and \( C \); then we formalize the algorithm in Definition 18.

We first provide some intuition underlying the construction. According to Lemma 14, given a word \( w \notin L(A) \), there exists a stable level \( s \) in the codeterministic DAG \( G_{A,w}^l \) such that each \( F \)-vertex at a level after \( s \) is finite. Similarly to the slice-based algorithm for FANBWs, in order to construct \( A_c \), we can also nondeterministically guess the stable level \( s \) and then use a breakpoint construction to verify that our guess has been a correct one. This means that during the construction of the complementary NBW \( A_c \), we still use the initial and accepting phases.

Analogously to the SLC algorithm, the initial phase follows a pure subset construction on all states \( Q \) to trace the reachable states of each level of the codeterministic DAG \( G_{A,w}^l \) over \( w \). From each of these macrostates we can choose whether to remain in the initial phase, or to jump to the accepting phase. If we decide to jump, this means that we guess that the macrorun of \( A_c \), which consists of multiple runs of \( A \), has reached the stable level \( s \). Thus in the accepting phase, we adopt a breakpoint construction to verify that we guessed correctly, i.e., that all \( F \)-vertices after level \( s \) are finite.

Differently from the slice-based algorithm, in the accepting phase we use quadruplets \((N, S, B, C)\) as macrostates to organize the set of vertices on a level after \( s \) in the codeterministic DAG \( G_{A,w}^l \), where the four sets are used for the following purposes.

- The set \( N \subseteq Q_N \) just continues to follow the nondeterministic states, similarly to the initial phase. This allows us to manage jumps from the nondeterministic states that we have not left yet.

- The set \( S \subseteq Q_D \) is used to keep track of the runs that will not visit accepting states anymore after the jump. If a run remains in \( S \) forever, then such a run of \( A \) is for sure not accepting over \( w \), so it is safe to be used to accept the word \( w \) in \( A_c \). The set \( S \) is initialized at the moment of the jump to the accepting phase and then it is updated by means of a subset construction where all accepting states are discharged from \( S \); such discharged accepting states are collected in the other components \( B \) and \( C \) presented below for further analysis. This means that the runs that visit an accepting state while being tracked by \( S \) are going to be truncated at
the moment of the visit, since they are not safe to be used for accepting \( w \) in \( A^c \); the runs that survive are indeed safe, in particular when the jump happens after the stable level \( s \): in this case, all infinite runs are for sure safe since they will never visit accepting states.

- The set \( B \subseteq Q_D \), that follows a breakpoint construction, is used to verify whether the guess we made to enter the accepting phase is correct; moreover, the macrostates of \( A^c \) having \( B = \emptyset \) are accepting.

  The set \( B \) is initialized at the moment of the jump and every time it becomes empty, with the current states of the runs that need to be analyzed. Step by step, \( B \) is purged of all runs that are safely tracked in \( S \); if a run results to be not safe, it will be collected in the set \( C \) below and its analysis postponed to the next reset of \( B \).

  If a run of \( A \) is accepting, it will eventually definitively leave \( S \) to enter \( B \) and stay in \( B \) forever, thus making the run of \( A^c \) not accepting. On the other hand, if an infinite run of \( A \) is not accepting, it will eventually be trapped in \( S \), so it will eventually stay out of \( B \) forever. This means that if all infinite runs of \( A \) over \( w \) are not accepting, then \( B \) becomes empty again and again, thus \( A^c \) accepts \( w \); if at least one run of \( A \) over \( w \) is accepting, then \( B \) eventually tracks it forever, thus \( A^c \) rejects \( w \).

- The set \( C \subseteq Q_D \) keeps all states that still need to be checked, like the ones just visited by a jump from \( N \), the accepting ones discharged from \( S \), or the successors of that are currently to be checked, unless they are already managed by \( S \) or \( B \). In practice, \( C \) is a collector for all states visited by runs we are not already analyzing. As soon as \( B \) becomes empty, all these states in \( C \) are transferred to \( B \) to be analyzed and \( C \) is reset, so to be ready to collect the new runs that need to be analyzed later.

  The specialized complementation algorithm for LDBWs is formalized below.

**Definition 18.** Given an LDBW \( A = (Q, I, \delta, F) \), let \( Q_N \) and \( Q_D \) form a partition of \( Q \) with \( F \subseteq Q_D \); let \( \delta_N \), \( \delta_J \), and \( \delta_D \) be the corresponding partition of \( \delta \). We define the complement automaton \( A^c = (Q^c, I^c, \delta^c, F^c) \) as follows.

- \( Q^c \subseteq 2^Q \cup (2^{Q_N} \times 2^{Q_D} \times 2^{Q_D} \times 2^{Q_D}) \) is the smallest set such that for \( I^c \) and \( \delta^c \) as defined below, we have \( I^c \subseteq Q^c \) and \( \delta^c(Q^c, a) \subseteq Q^c \) for each \( a \in \Sigma \);

- \( I^c = \{I\} \);

- \( \delta^c = \delta_N^c \cup \delta_J^c \cup \delta_D^c \) where
  
  - \( \delta_N^c : 2^Q \times \Sigma \to 2^Q \) is such that for each \( R \subseteq Q \) and \( a \in \Sigma \), \( \delta_N^c(R, a) = \delta(R, a) \);
  
  - \( \delta_D^c : (2^{Q_N} \times 2^{Q_D} \times 2^{Q_D} \times 2^{Q_D}) \times \Sigma \to (2^{Q_N} \times 2^{Q_D} \times 2^{Q_D} \times 2^{Q_D}) \) is such that for each \( N \subseteq Q_N \), \( S, B, C \subseteq Q_D \), and \( a \in \Sigma \), \( \delta_D^c((N, S, B, C), a) = (N', S', B', C') \) where
$N' = \delta_N(N, a)$,
$S' = \delta_D(S, a) \setminus F$,
if $B \neq \emptyset$, then $B' = \delta_D(B, a) \setminus S'$ and $C' = ((\delta_D(C, a) \cup \delta_J(N, a) \cup (\delta_D(S, a) \cap F)) \setminus S') \setminus B'$;
if $B = \emptyset$, then $B' = (\delta_D(C, a) \cup \delta_J(N, a) \cup (\delta_D(S, a) \cap F)) \setminus S'$ and $C' = \emptyset$;
$\delta_J^c : 2^Q \times \Sigma \rightarrow 2^{2^Q} \times 2^{2^Q} \times 2^{2^Q} \times 2^{2^Q}$ is such that for each $R \subseteq Q$ and $a \in \Sigma$, $\delta_J^c(R, a) = \delta_D^c((R \cap Q_N, (R \cap Q_D) \setminus F, R \cap F, \emptyset), a)$:

$F^c = \{(N, S, \emptyset, C) \in Q^c\}$.

**Example 15.** As an example of the LDBW complementation given in Definition 18, consider again the LDBW $N$ depicted in Figure 3 constructed by Definition 18.

By Definition 18, $N^c$ has \{\{q_0\}\} as set of initial macrostates. From the macrostate \{q_0\} $\in 2^Q$, $\delta_N$ is defined as:

$\delta_N(\{q_0\}, a) = \{q_0\}$
$\delta_N(\{q_1, q_2\}, a) = \{q_3\}$
$\delta_N(\{q_0, b\} = \{q_1, q_2\}$
$\delta_N(\{q_1, q_2\}, b) = \{q_1, q_2\}$
$\delta_N(\{q_3\}, b) = \{q_3\}$

From these macrostates in the initial phase, for $c \in \Sigma$, $\delta_J$ jumps to the macrostates in the acceptance phase by:

$\delta_J(\{q_0\}, c) = \delta_D(\{q_0\}, \emptyset, \emptyset, \emptyset, c)$,
$\delta_J(\{q_1, q_2\}, c) = \delta_D(\{q_2\}, \emptyset, \{q_1\}, \emptyset, c)$,
$\delta_J(\{q_3\}, c) = \delta_D(\emptyset, \{q_3\}, \emptyset, \emptyset, c)$.  
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Lastly, we move between macrostates in the acceptance phase through $\delta_D$ as follows:

$$\delta_D((\{q_0\}, \emptyset, \emptyset, \emptyset), a) = (\{q_0\}, \emptyset, \emptyset, \emptyset) \quad \delta_D((\{q_0\}, \emptyset, \emptyset, \emptyset), b) = (\{q_2\}, \emptyset, \{q_1\}, \emptyset)$$
$$\delta_D((\{q_2\}, \emptyset, \{q_1\}, \emptyset), a) = (\emptyset, \emptyset, \{q_3\}, \emptyset) \quad \delta_D((\{q_2\}, \emptyset, \{q_1\}, \emptyset), b) = (\{q_2\}, \emptyset, \{q_1\}, \emptyset)$$
$$\delta_D((\emptyset, \{q_3\}, \emptyset, \emptyset), a) = (\emptyset, \{q_3\}, \emptyset, \emptyset) \quad \delta_D((\emptyset, \{q_3\}, \emptyset, \emptyset), b) = (\emptyset, \{q_3\}, \emptyset, \emptyset)$$

The resulting complementary NBW $N^c$ is shown in Figure 10.

Theorem 3 (The Language and Size of $A^c$ for LDBW). Given an LDBW $A = (Q, I, \delta, F)$, let $Q_N$ and $Q_D$ form a partition of $Q$ such that $F \subseteq Q_D$; let $A^c$ be the NBW constructed according to Definition 18. Then $L(A^c) = \Sigma^w \setminus L(A)$ and $A^c$ has at most $2|Q| + 2|Q_N| \times 3^{|F|} \times 4^{|Q_D \setminus F|} \in O(4^{|Q|})$ states.

Since the proof is rather long and involved, we provide it in Appendix E. The idea of the proof is to follow the states of a run $\rho$ of $A$ over $w$ in the different sets $N$, $S$, $B$, and $C$ of the corresponding run $M(\rho)$ of $A^c$ of $w$. Then, by using the (lack of) visits of $\rho$ to accepting states, we establish whether $M(\rho)$ is accepting.

We remark that there are other specialized complementation algorithms for LDBWs \cite{10, 16}; these algorithms differ from ours in that their constructed complementary NBWs are nondeterministic but not limit deterministic, as our construction does. In fact, the algorithms in \cite{10, 16} can be seen as optimized rank-based algorithm tailored for LDBWs, while ours is an optimized slice-based algorithm specialized for LDBWs.

7. Related Work

Run DAGs were introduced in \cite{13} and codeterministic run DAGs were first used in \cite{26} without an explicit name. In \cite{26}, Fogarty and Vardi exploit codeterministic run DAGs to complement reverse deterministic Büchi automata with RKC and the Ramsey-based algorithm, while we consider RKC and SLC in this work. Recently, codeterministic run DAGs have been also applied \cite{25} to the Ramsey-based complementation construction, that is, however, not the focus of this work. In a reverse deterministic Büchi automaton, each state has only one predecessor for each letter, for which all run DAGs are already codeterministic, as explained in Section 1.2 while the run DAGs of FANBWs may not be codeterministic without our construction described in Section 3.

Later codeterministic run DAGs were constructed in \cite{24} under the name of narrow forest for complementing FANBWs with the SLC construction only. Here we present it as codeterministic run DAGs to serve as a unified tool for explaining concepts in both RKC and SLC constructions. A subtle difference between the construction of codeterministic run DAGs in \cite{24} and ours is the following. To construct a codeterministic run DAG over $w \in \Sigma^*$, Rabinovich \cite{24} makes use of a transducer $T$ that chooses one predecessor for each vertex at the
current level, while our construction uses a transition function to make the sets of successors of each pair of vertices at the current level disjoint with each other, as given in Definition 6.

More significantly, for complementation, we applied codeterministic run DAGs to both RKC [13] and SLC as presented in [31]. (The complementation construction proposed in [24] is a variant of SLC as introduced in [14].) The comparison of the construction in [24] and our improvement over SLC is as follows. First, the complementary NBW constructed in [24] is a UNBW with at most $O(5^n)$ states; this complementary NBW is the product automaton of the transducer $T$, a Büchi automaton $C$ for expressing unambiguity and a Büchi automaton $D$ for accepting all possible ways to construct codeterministic DAGs over $w \notin L(A)$. Our complementary NBW is not required to be a UNBW, since we are interested in complementation for containment checking. Thus, the bound of $O(5^n)$ given in [24] is exponentially larger than the bound of $O(4^n)$ we achieve in this work. Indeed, the product automaton of $T$ and $D$ in [24] does yield a complementary NBW with $O(4^n)$ states, but this construction and complexity were not explicitly given in [24].

Second, the construction in [24] and our SLC-based construction are both based on reduced DAGs in which each vertex has at most one predecessor. These two constructions, however, are technically different and have different emphases. The one developed in [24] aims at building a complementary NBW $A^c$ that is unambiguous, based on building the product of three automata, in which each automaton fulfills part of the desired functionality for $A^c$. For instance, $C$ takes care of unambiguity and $D$ obtains the complementary language. Instead, our focus is on a complementation construction for containment checking. In contrast to building product automata in [24], the construction we present in Section 5.2 takes a tuple of sets of states of $A$ as a state in the complementary automaton $A^c$ and performs directly on those tuples for computing successors on-the-fly, following the idea of the NCSB complementation for limit deterministic Büchi automata used in [16]. Various subsumption relations have been proposed in [10] for this representation of states in the NCSB complementation; they help to reduce the number of states in $A^c$, even improving termination analysis of programs. Inspired by [10], we can also define a subsumption relation between states in $A^c$ (see Proposition 3) by our construction, which can be used to improve the containment checking between an NBW and an (FA)NBW and to reduce the number of states in $A^c$.

8. Conclusion and Future Work

This work exploits codeterministic DAGs over infinite words as a unified tool to optimize both RKC and SLC constructions. Consequently, we have improved the complexity of the classical RKC and SLC constructions for FANBWs, respectively, to $O(6^n)$ from $2^{\Omega(n \log n)}$ and to $O(4^n)$ from $O((3n)^n)$, based on codeterministic DAGs. As a further contribution, we view the SLC algorithm explicitly as the construction of codeterministic DAGs and a specialized complementation algorithm for FANBWs. We then provide a subsumption relation.
between states in the complementary NBWs of FANBWs in hope of improving the containment checking between an NBW and an (FA)NBW. Our work proposes the construction of codeterministic DAGs as a way to obtain finite ambiguity, the key ingredient of Büchi complementation. As an application, we apply codeterministic DAGs to the complementation of LDBWs, demonstrating the generality of the power of finite ambiguity.

As future work, we plan to study whether $O(4^n)$ is also the lower bound for the complementation of FANBWs. An empirical evaluation on how the subsumption relation between macrostates proposed in Proposition 3 will benefit the containment checking problem is worthy of exploring. Another line of future work is studying determinization constructions for FANBWs. Finally, it is possible to use our work to improve the program-termination checking framework proposed in [3] if one generalizes a terminating path to an FANBW.
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Appendix A. Proofs of Several Results Given in the Main Part

Lemma 1 (Separating Levels of Accepting DAGs of FANBWs). Let $A$ be an FANBW and $G_{A,w}$ be the accepting DAG of $A$ over $w \in L(A)$. Then there must exist a separating level $d \geq 1$ in $G_{A,w}$.

Proof. Since $A$ is an FANBW, there are only finitely many accepting $\omega$-branches in $G_{A,w}$. Therefore, an accepting $\omega$-branch in $G_{A,w}$ only merges with other (accepting) $\omega$-branches for finitely many times. It follows that given an accepting $\omega$-branch $\hat{\rho}$ in $G_{A,w}$, there must exist a separating level $h \geq 1$ such that each vertex $\hat{\rho}[i]$ with $i \geq h$ has exactly one predecessor. Otherwise, there will be infinitely many accepting branches, contradicting with the assumption that $A$ is an FANBW. Assume that there are $m < \infty$ accepting $\omega$-branches in $G_{A,w}$. Then we can set the separating level $d$ of $G_{A,w}$ to $\max\{ h_i \mid 1 \leq i \leq m \}$ where $h_i$ is the separating level index of $i$-th accepting $\omega$-branch.

Lemma 2 (Acceptance of Codeterministic DAGs for FANBWs). Given an FANBW $A$ and a word $w \in \Sigma^\omega$, let $G_{A,w}^c$ be the codeterministic DAG of $A$ over $w$. Then $w$ is accepted by $A$ if and only if $G_{A,w}^c$ is accepting.

Proof. Instead of $G_{A,w}$, consider the DAG $G_{A,w}^c$: the proof is trivial when $G_{A,w}$ is non-accepting, since by definition there are only finitely many accepting vertices in $G_{A,w}$ occurring in each branch; after reducing the edges, there still can only be finitely many accepting vertices occurring in each branch, so $G_{A,w}^c$ is also non-accepting.

Assume now that $G_{A,w}$ is accepting. Let $\hat{\rho}$ be an accepting $\omega$-branch and $d \in \mathbb{N}$ be the separating level given in Lemma 1. Since $d$ is finite and there are infinitely many accepting vertices in $\hat{\rho}$, the $\omega$-branch from $\hat{\rho}[d+1]$ must be accepting. Moreover, $\hat{\rho}[d+1]$ is reachable from some initial vertex $\langle q,0 \rangle$ with $q \in I$. Then there must exist an accepting $\omega$-branch in $G_{A,w}^c$: by reducing the edges, $\hat{\rho}[d+1]$ still remains reachable from some (possibly different) initial vertex $\langle q',0 \rangle$ with $q' \in I$; the $\omega$-branch from $\hat{\rho}[d+1]$ remains unchanged since by definition of separating level, each vertex in such an $\omega$-branch has only one predecessor. This allows us to conclude that $w$ is accepted by $A$ if and only if $G_{A,w}^c$ is accepting.

Lemma 3. Given the FANBW $A$, $w_1, w_2 \in \Sigma^\omega$, $S \subseteq Q$ and $b \in \Sigma$, assume that there are two levels $\ell_1$ in $G_{A,w_1}^c$ and $\ell_2$ in $G_{A,w_2}^c$ such that the set of states and the input letter at level $\ell_1$ in $G_{A,w_1}^c$ and at level $\ell_2$ in $G_{A,w_2}^c$ are $S$ and $b$, respectively. Then $\delta_{w_1,\ell_1}^c$ of $G_{A,w_1}^c$ and $\delta_{w_2,\ell_2}^c$ of $G_{A,w_2}^c$ are equal.

Proof. By the lemma assumptions, we know that the two DAGs $G_{A,w_1}$ and $G_{A,w_2}$ are based on the same NBW $A$. We also know that $G_{A,w_1}^c$ and $G_{A,w_2}^c$ share the same set of states $S$ at level $\ell_1$ and at level $\ell_2$, respectively. Similarly, we know that $w_1[\ell_1] = w_2[\ell_2] = b$. By Definition 1, it follows that the set of successors $S'$ is the same for both DAGs, and so is $S'_{\min}$. It is now immediate to see that for each set of states $S'' \subseteq S$, we have $\delta_{w_1,\ell_1}^c(S'', w_1[\ell_1]) = \delta(S'' \cap S_{\min}, w_1[\ell_1]) = \delta(S'' \cap S_{\min}, b) = \delta(S'' \cap S_{\min}, w_2[\ell_2]) = \delta_{w_2,\ell_2}^c(S'', w_2[\ell_2])$, that is, $\delta_{w_1,\ell_1}^c = \delta_{w_2,\ell_2}^c$, as required.
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Lemma 4 (Finite Number of $\omega$-Branches in Codeterministic DAGs for FANBWs). Given an FANBW $A$, let $G_{A,w}^e$ be a codeterministic DAG of $A$ over $w \in \Sigma^\omega$. Then the number of $\omega$-branches in $G_{A,w}^e$ is at most $|Q|$.

Proof. Let $m_i$ with $i \geq 0$ be the number of vertices at level $i$ which occur in some $\omega$-branch. (For instance, for the DAG $G_{A,b^w}$ shown in Figure 2, once reduced to $G_{A,b^w}$ by removing the dashed edges, we have $m_i = 1$ for each $i \in \mathbb{N}$: for all levels in $\mathbb{N} \setminus \{1\}$ this is obvious; for level 1, we have the two vertices $\langle q_1, 1 \rangle$ and $\langle q_2, 1 \rangle$ but only $\langle q_1, 1 \rangle$ occurs in some $\omega$-branch.) Since each vertex in $G_{A,w}^e$ has only one predecessor but it can have several successors, we have that $m_0 \leq m_1 \leq m_2 \leq \cdots$, i.e., the number of vertices in $\omega$-branches on each level does not decrease over the levels. If it would decrease, then this means that there are at least two $\omega$-branches $\gamma_1$ and $\gamma_2$ such that $\gamma_1[\ell + 1] = \gamma_2[\ell + 1]$, that is, they share the vertex $\langle q, \ell + 1 \rangle$ for some $q \in Q$ and $\ell \in \mathbb{N}$, but $\gamma_1[\ell] \neq \gamma_2[\ell]$. This means that $\langle q, \ell + 1 \rangle$ has two different predecessors, namely $\gamma_1[\ell]$ and $\gamma_2[\ell]$, but this contradicts the fact that $G_{A,w}^e$ is codeterministic. Moreover, since there are at most $|Q|$ states on each level, the number $b_\ell$ of $\omega$-branches at each level $\ell$ cannot exceed $|Q|$: in order to cross this threshold, there must be a level $k$ such that $b_k \leq |Q|$ and $b_{k+1} > |Q|$. By the Pigeonhole principle, this implies that two different branches must share a common vertex $v$ at level $k + 1$, since there are $b_{k+1} > |Q|$ $\omega$-branches and at most $|Q|$ vertices. This means that $v$ has two predecessors, which contradicts the fact that $G_{A,w}^e$ is codeterministic.

Lemma 5 (Stable Level in Non-accepting Codeterministic DAGs for FANBWs). Given an FANBW $A$ is an FANBW and $w \in \Sigma^\omega$, let $G_{A,w}^e$ be the codeterministic DAG of $A$ over $w$. Then $w \notin L(A)$ if and only if there exists a stable level $s > 0$ in $G_{A,w}^e$.

Proof. We prove the two directions independently. Assume that $w \notin L(A)$. By Lemma 4 let $m \leq |Q|$ be the number of $\omega$-branches in $G_{A,w}^e$. Since $w \notin L(A)$ by hypothesis, each $\omega$-branch in $G_{A,w}^e$ is not accepting. Therefore, for the $i$-th $\omega$-branch $\rho_i$, there is a vertex $\langle q, s_i \rangle$ such that every vertex of $\rho_i$ reachable from $\langle q, s_i \rangle$ is not an $F$-vertex. It follows that we can set $s = \max\{ s_i \mid i \in [m]\}$ and thus all the $F$-vertices on a level $\ell \geq s$ are finite and not on $\omega$-branches.

For the other direction, we prove the contrapositive of the claim, that is, if $w \in L(A)$, then there does not exist a stable level $s > 0$ in $G_{A,w}^e$, so assume that $w \in L(A)$. Since $A$ is an FANBW, Lemma 2 implies that there exists an accepting $\omega$-branch $\gamma$ in $G_{A,w}^e$. By definition, this implies that there are infinitely many $F$-vertices in $\gamma$: by the definition of finite $F$-vertex, it follows that there does not exist a stable level $s$ in $G_{A,w}^e$ such that each $F$-vertex after $s$ is finite, as required.

Lemma 9 (Maximum Rank of Codeterministic DAGs). Given an FANBW $A$ and $w \in \Sigma^\omega$, let $G_{A,w}^e$ be the codeterministic DAG of $A$ over $w$. Then $w \notin L(A)$ if and only if $G_{A,w}^e$ is empty.

Proof. Given $w \notin L(A)$, our goal is to prove that starting from $G_{A,w}^{e,0} = G_{A,w}^e$, we get an empty $G_{A,w}^{e,3}$. By Lemma 5 there exists a stable level $s > 1$ such that
on each level \( l \geq s \), the \( F \)-vertices are finite. Therefore, \( G_{e,m}^{r,1} \) contains only non-\( F \)-vertices after level \( s \). It follows that \( G_{e,m}^{r,2} \) removes all vertices after level \( s \). Thus if \( G_{e,m}^{r,2} \) is not already empty, it contains only finite vertices, which are going to be removed in \( G_{e,m}^{r,3} \). We then conclude that \( G_{e,m}^{r,3} \) is empty, as required.

Suppose now that \( G_{e,m}^{r,3} \) is empty: by construction, it means that after removing the original finite vertices, the resulting \( F \)-free vertices, and the newly become finite vertices, there are no vertices left. This implies that in \( G_{e,m}^{r,0} = G_{e,m}^{r} \) there was no accepting \( \omega \)-branch, otherwise the vertices on such an \( \omega \)-branch would have not been removed by the pruning. Since \( G_{e,m}^{r,0} = G_{e,m}^{r} \) is not accepting, by Lemma 2 we have that \( w \not\in L(\mathcal{A}) \), as required. \( \square \)

**Lemma 10** (Identification of Nonaccepting Run DAGs for FANBWs). Given an FANBW \( \mathcal{A} \) and \( w \in \Sigma^\omega \), let \( G_{e,m}^{r} \) be the codeterministic DAG of \( \mathcal{A} \) over \( w \). \( \mathcal{A} \) rejects the word \( w \) if and only if the unique classical ranking function \( r \) given in Definition 14 for \( G_{e,m}^{r} \) is such that all \( \omega \)-branches of \( G_{e,m}^{r} \) eventually get trapped in odd ranks.

**Proof.** Assume that \( w \) is not accepted by \( \mathcal{A} \). If \( \mathcal{A} \) rejects the word \( w \), all \( \omega \)-branches have suffixes that are \( F \)-free. By Lemma 2 and Definition 13, the \( \omega \)-branches of \( G_{e,m}^{r} \) eventually get trapped in rank 1, which is an odd rank.

Assume that all \( \omega \)-branches of \( G_{e,m}^{r} \) eventually get trapped in odd ranks. By Definition 14, it follows that \( G_{e,m}^{r} \) must be empty, otherwise the vertices in \( G_{e,m}^{r} \) are finite and should have been removed from \( G_{e,m}^{r} \). Therefore, by Lemma 2, \( \mathcal{A} \) rejects \( w \). \( \square \)

**Proposition 3** (Subsumption Relation between Macrostates). Given an FANBW \( \mathcal{A} \), let \( \mathcal{A}^c \) be the complementary NBW of \( \mathcal{A} \) constructed according to Definition 16. For each pair of macrostates \( m = (N,C,B) \) and \( m' = (N',C',B') \) of \( \mathcal{A}^c \) such that \( N = N' \) and \( C \subseteq C' \), it holds that \( L(\mathcal{A}^c[m']) \subseteq L(\mathcal{A}^c[m]) \); that is, \( m \) subsumes \( m' \).

**Proof.** Let \( w \in \Sigma^\omega \) be an \( \omega \)-word and \( \rho, \rho' \) be the macroruns of \( \mathcal{A}^c[m] \) and \( \mathcal{A}^c[m'] \) over \( w \), respectively. In particular, we have that \( \rho = (N_0 = N, C_0 = C, B_0 = B)(N_1, C_1, B_1) \cdots (N_k, C_k, B_k) \cdots \) and, similarly, that \( \rho' = (N'_0 = N', C'_0 = C', B'_0 = B')(N'_1, C'_1, B'_1) \cdots (N'_k, C'_k, B'_k) \cdots \). Recall that \( \mathcal{A}^c \) is limit deterministic (cf. Remark 3), with the macrostates \( (N,C,B) \) belonging to the deterministic part of \( \mathcal{A}^c \); this means that the macroruns \( \rho \) and \( \rho' \) are unique.

Assume that \( w \not\in L(\mathcal{A}^c[m']) \); this implies that \( \rho' \) is accepting, that is, \( \rho' \) visits \( F \) infinitely often. By Definition 16, this happens if there are infinitely many empty \( B' \)-sets in \( \rho' \). This means that the level 0 in the codeterministic DAG \( G_{e,m}^{r,N'} \) of \( \mathcal{A}[N'] \) over \( w \) is a stable level, i.e., each \( F \)-vertex in \( G_{e,m}^{r,N'} \) is finite. The motivation for this is that by Definition 16, each branch from an \( F \)-vertex in \( G_{e,m}^{r,N'} \) will eventually be put in a \( B' \)-set; if one of such branches is not finite, then the \( B' \)-set will become empty only finitely many times, contradicting the assumption that \( w \not\in L(\mathcal{A}^c[m']) \). By the construction of codeterministic DAGs
Appendix B. Proof of Theorem 1

Theorem 1 (The Language and Size of $\mathcal{A}^c$ for FANBWs). Given an FANBW $\mathcal{A}$ with $n$ states, let $\mathcal{A}^c$ be the NBW constructed according to Definition 15. Then $L(\mathcal{A}^c) = \Sigma^c \setminus L(\mathcal{A})$ and $\mathcal{A}^c$ has $O(6^n)$ states.

We first prove the result about the language of $\mathcal{A}^c$. Consider the inclusion $L(\mathcal{A}^c) \subseteq \Sigma^c \setminus L(\mathcal{A})$ and let $w \in L(\mathcal{A})$, that is, $w \notin \Sigma^c \setminus L(\mathcal{A})$; we are going to prove that $w \notin L(\mathcal{A}^c)$. By Lemma 2 it follows that the run DAG $G^c_{\mathcal{A},w}$ based on the unique reduced transition function $\delta^c$ (cf. Corollary 1), is codeterministic and accepting. Therefore, the maximum rank required for identifying whether $G^c_{\mathcal{A},w}$ is accepting is 2, according to Lemmas 9 and 10. By Definition 12 the coverage relation between two consecutive levels $I$ and $I'$ in Definition 15 induces a valid ranking function for $G^c_{\mathcal{A},w}$, where $F$-states only get even ranks. Since $G^c_{\mathcal{A},w}$ is accepting, there is an $\omega$-run $\rho$ of $\mathcal{A}$ over $w$ that has infinitely many states with even ranks. In fact, for every valid ranking function guessed for $G^c_{\mathcal{A},w}$, this run will eventually get trapped in even ranks: if the rank of a state in $\rho$ would be changed to an odd rank, then the rank will decrease at least by 1 to become an even rank once $\rho$ visits the next accepting state, according to Definition 5. Since the rank is bounded and there are infinitely many accepting states in $\rho$, the rank of $\rho$ will finally get trapped in an even rank. Moreover, we have that the states of $\rho$ will eventually be put in the set $O$ as soon as $O$ becomes empty. If $O$ will never become empty, then $w$ is not accepted by $\mathcal{A}^c$ by definition; otherwise, the run $\rho$ goes into the $O$ set and stays there forever by Definition 15, which also makes $O$ nonempty forever. Thus $w$ is not accepted by $\mathcal{A}^c$ when $w \in L(\mathcal{A})$. It follows that $L(\mathcal{A}^c) \subseteq \Sigma^c \setminus L(\mathcal{A})$.

Consider now the other inclusion, namely $\Sigma^c \setminus L(\mathcal{A}) \subseteq L(\mathcal{A}^c)$: let $w \in \Sigma^c \setminus L(\mathcal{A})$, i.e., $w \notin L(\mathcal{A})$. According to Definition 14 and Lemma 10 we can construct a unique classical ranking function for each rejecting codeterministic DAG $G^c_{\mathcal{A},w}$ of $\mathcal{A}$ over $w$. The maximum rank of such classical ranking functions is at most 2 (cf. Definition 14). RKC will nondeterministically guess rankings of $G^c_{\mathcal{A},w}$, which is reflected in the definition of $\delta^c$ in Definition 15 where given a state $(l,O) \in Q^c$, all possible $(l',O')$ with $l' \leq^c l$ are successors of $(l,O)$. Thus there must be a guess of such a unique classical ranking function. This means
that all \( \omega \)-branches in \( G_{A,w}^c \) will eventually get trapped in odd ranks, i.e., all \( \omega \)-branches will get trapped in odd ranks and the descendants of states with even ranks will be finite after the stable level. So the breakpoint set \( O \) with states in even ranks will become empty infinitely often since the states in \( O \) will all disappear eventually. It follows that \( G_{A,w}^c \) must be accepting in \( A^c \), i.e., \( \Sigma^\omega \setminus L(A) \subseteq L(A^c) \). Thus it holds that \( L(A^c) = \Sigma^\omega \setminus L(A) \), as required.

Regarding the result relative to the size of \( A^c \), according to Definition 11 and 15 we have that some values cannot be used for all states in \( Q \) and some state \( O \) is excluded; this means that we need to analyze together \( I \) and \( O \). For each state \( q \in Q \), we have the following cases:

- \( l(q) \in \{0, 2\} \) and \( q \in O \);
- \( l(q) \in \{0, 2\} \) and \( q \notin O \);
- \( l(q) = 1 \); or
- \( l(q) = \bot \).

For the last two cases, by definition we have that \( q \notin O \), thus the number of states is at most \( O(6^n) \).

Appendix C. Proof of Theorem 2

Theorem 2 (The Language and Size of \( A^c \) for FANBW\( s \)). Given an FANBW \( A \) with \( n \) states, let \( A^c \) be the NBW constructed according to Definition 16. Then \( L(A^c) = \Sigma^\omega \setminus L(A) \) and \( A^c \) has \( 2^n + 4^n \in O(4^n) \) states.

Theorem 2 is a direct consequence of the proofs we present in the following subsections, namely in Appendix C.1 that shows that whenever \( w \in L(A) \), then we have \( w \notin L(A^c) \), i.e., \( w \in \Sigma^\omega \setminus L(A^c) \); in Appendix C.2 for the dual property \( w \notin L(A^c) \Rightarrow w \in L(A^c) \), that is, \( w \notin L(A^c) \Rightarrow w \notin \Sigma^\omega \setminus L(A^c) \); and in Appendix C.3 taking care of establishing the size of \( A^c \).

Appendix C.1. Proof of \( w \in L(A) \Rightarrow w \notin L(A^c) \)

We first show that \( w \in L(A) \) implies \( w \notin L(A^c) \); given \( w \in L(A) \), let \( \rho \) be one of the finitely many accepting runs of \( A \) over \( w \) and \( \rho' \) be a macrorun of \( A^c \) over \( w \). We are going to show that \( \rho' \) is not accepting; thus, given the arbitrary choice of \( \rho' \), we have that each macrorun of \( A^c \) over \( w \) is not accepting, hence \( w \notin L(A^c) \).

We have the following properties about the macrorun \( \rho' \):

1. assume that \( \rho' \) only visits macrostates of the form \( S \in 2^Q \). This implies that \( \rho' \) is not accepting in \( A^c \) since it never visits any accepting macrostate \((N,C,\emptyset) \in F^c \), so it clearly does not visit them infinitely often;
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By assumption, we know that \( \rho \) visits some accepting state, say \( q_f \in F \), infinitely often. This means that at some point, say in state \( (N_j, C_j, B_j) \), we have that \( q_f \in B_j \) or that \( q_f \in C_j \). If \( q_f \in B_j \), then for every \( l \geq j \), we have that \( B_l \neq \emptyset \) according to Lemma 1 we can let \( j \) be larger than the separating level \( d \) of \( G_{A,w}^r \), which, according to Lemma 1 indicates that the accepting run \( \rho \) will not join with other runs after state \( (N_j, C_j, B_j) \). It follows that the suffix of \( \rho \) will not be cut off and will stay in \( B_j \) forever. So we have \( B_l \neq \emptyset \) for all \( l \geq j \). If \( q_f \in C_j \), then either at some point, say \( i > j \), \( q_f \) will be moved to \( B_i \) when \( B_{i-1} = \emptyset \), or \( q_f \in C_i \) for each \( i \geq j \), which indicates that \( B_i \neq \emptyset \) for \( i \geq j \). This is the case because when the set \( B \) of \( (N, C, B) \) is empty, each successor macrostate \( (N', C', B') \) has \( B' \) equal to \( C' \) (cf. Definition 16). 

In both cases, we have that no macrorun of \( A^c \) over \( w \) is accepting, so \( w \) is not accepted by \( A^c \), as required.

Appendix C.2. Proof of \( w \notin L(A) \implies w \in L(A^c) \)

Assume now that \( w \notin L(A) \); our goal is to show that there exists an accepting macrorun \( \rho' \) of \( A^c \) over \( w \). The proof idea is to analyze the codeterministic DAG \( G_{A,w}^r \) of \( A \) over \( w \). According to Lemma 5 there exists a stable level \( s \geq 1 \) such that every \( F \)-vertex on a level after \( s \) of \( G_{A,w}^r \) is finite. This means that after reading \( s \) letters from \( w \), \( A^c \) can choose to jump to the accepting phase. By the definition of \( \delta_J \), the transition relation for the jumping from the initial phase to the accepting phase (cf. Definition 16), we get that the successors of the current \( F \)-vertices are all collected in the component \( B' \) of the successor macrostate \( (N', C', B') \). Similarly, in \( C' \) we collect \( B' \) as well as the accepting states present in \( N' \). Since \( F \)-vertices are finite, all branches from \( F \)-vertices will eventually disappear; this means that the corresponding states disappear from \( C \) and \( B \) as well. Once this happens, the set \( B \) becomes empty again; the set \( C \) may still contain some state since from the jump, some accepting state may have been visited and collected in the \( C \) component. However, since \( w \notin L(A) \), there is \( K \in \mathbb{N} \) such that no \( F \)-vertex reachable after level \( K \), thus both components \( C \) and \( B \) will eventually become empty and stay empty forever. Therefore, the set \( B \) on \( \rho' \) will become empty infinitely often, so \( w \) is accepted by \( A^c \). This completes the proof for the claim about the language of \( A^c \).

Appendix C.3. Proof of the size of \( A^c \)

Consider now the size of \( A^c \): by Definition 16 the number of possible macrostates of the form \( S \in 2^Q \) is \( 2^n \). For each macrostate \( (N, C, B) \in Q^c \), we have that \( B \subseteq C \subseteq N \) holds; recall that Definition 16 requires \( Q^c \) to be the smallest set such that \( \delta_c(Q^c, a) \subseteq Q^c \) for each \( a \in \Sigma \), so to prove that \( B \subseteq C \subseteq N \) holds for each macrostate \( (N, C, B) \in Q^c \), it suffices to
show that \( B \subseteq C \subseteq N \) holds for each macrostate \((N, C, B)\) in the image of \( \delta^c \). By Definition [13] such macrostates are only those introduced by \( \delta_l \) and their successors as generated by \( \delta_R \). Regarding the macrostates in the image of \( \delta_J \), given \( S \in Q^c \) and \( b \in \Sigma \), we have that \( \delta_J(S, b) = (N', C', B') \) where \( B' = \delta^c(S \cap F, b) \subseteq \delta^c(S \cap F, b) \cup (N' \cap F) = C' \subseteq \delta^c(S, b) = N' \).

Regarding the macrostates in the image of \( \delta_D \), given \((N, C, B) \in Q^c \) such that \( B \subseteq C \subseteq N \) holds and \( b \in \Sigma \), we have two cases. If \( B \neq \emptyset \), then \( B' = \delta^c(B, b) \subseteq \delta^c(C, b) \cup (N' \cap F) = C' \subseteq \delta^c(N, b) = N' \); the first inclusion follows by \( B \subseteq C \) while the second by \( C \subseteq N \). Similarly, if \( B = \emptyset \), then \( B' = C' = \delta^c(C, b) \cup (N' \cap F) \subseteq \delta^c(N, b) = N' \).

Given that \( B \subseteq C \subseteq N \) holds for each \((N, C, B) \in Q^c \), for a state \( q \in Q \), we have these four possibilities:

1. \( q \in B \subseteq C \subseteq N \);
2. \( q \in C \subseteq N \) but \( q \notin B \);
3. \( q \in N \) but \( q \notin C \subseteq B \);
4. \( q \notin N \supseteq C \supseteq B \).

Since for each state \( q \in Q \) we have four choices, we have at most \( 4^n \) possible macrostates \((N, C, B)\). Therefore \( A^c \) has at most \( 2^n + 4^n \in O(4^n) \) states.

Appendix D. Proof of Lemma [14]

**Lemma 14 (Properties of Codeterministic DAGs for LDBWs).** Given an LDBW \( A \) and \( w \in \Sigma^n \), let \( G_{A,w} \) be the codeterministic DAG for \( A \) over \( w \) as defined in Definition [17]. Then the following properties hold:

**Property 1:** \( w \) is accepted by \( A \) if and only if \( G_{A,w} \) is accepting;

**Property 2:** the number of (accepting) \( \omega \)-branches in \( G_{A,w} \) is at most the number of states in \( A \);

**Property 3:** there exists a stable level \( s \geq 1 \) in \( G_{A,w} \) such that all \( F \)-vertices after level \( s \) are finite if and only if \( w \notin L(A) \).

We prove Property[1] and [2] independently in Appendix D.1 and Appendix D.2 respectively, and then use them in the proof of Property[3] in Appendix D.3.

Appendix D.1. Proof of Property[1]

This property requires us to prove that \( w \) is accepted by \( A \) if and only if \( G_{A,w} \) is accepting. Suppose that \( w \notin L(A) \); we now show that \( G_{A,w} \) is not accepting. By construction, we have that each \( \omega \)-branch of \( G_{A,w} \) represents (possibly several) runs of \( A \): it is easy to see that e.g. the \( \omega \)-branch \( \langle N_0, 0 \rangle \cdots \langle N_k, k \rangle \langle d_{k+1}, k+1 \rangle \langle d_{k+2}, k+2 \rangle \cdots \) where \( N_0 = I \cap Q_N \), \( N_{i+1} = \delta_N(N_i, w[i]) \) for each \( i < k \), \( d_{i+1} = \delta_D(d_{i+1}, w[i]) \) for each \( j \geq k \) represents the \( \rho = n_0 n_1 \cdots n_k d_{k+1} d_{k+2} \cdots \) with \( n_i \in N_i \) for each \( i \leq k \) and \( d_j \in Q_D \) for each \( j > k \). The assumption \( w \notin L(A) \) implies that each run \( \rho \) of \( A \) over \( w \) is not accepting, that is, there are only finitely many accepting states in \( \rho \); this means that also each \( \omega \)-branch of \( G_{A,w} \) is not accepting. If
this would not be the case, then at least one of the runs represented by such an accepting \(\omega\)-branch would be accepting, so \(w \in L(A)\) which contradicts the assumption \(w \notin L(A)\). Since each \(\omega\)-branch of \(G'_{A,w}\) is not accepting, it follows that \(G'_{A,w}\) is not accepting, as required.

Suppose now that \(w \in L(A)\); among all accepting runs of \(A\) over \(w\) there is one, say \(\rho_m\), that is minimal in the following sense: for each accepting run \(\rho'\) of \(A\) over \(w\) we have that

1. \(\ell_{\rho_m} \leq \ell_{\rho'}\) where \(\ell_{\rho} = \min\{i \in \mathbb{N} \mid \rho[i] \in Q_D\}\) and
2. \(\rho_m[\ell_{\rho_m}] \prec \rho'[\ell_{\rho'}]\).

Intuitively, \(\ell_{\rho}\) represents at what step \(\rho\) jumped to the deterministic part of \(A\); note that we can have \(\ell_{\rho} = 0\), which means that \(\rho[0] \in I \cap Q_D\). The first condition ensures that \(\rho_m\) is one of the (possibly several) accepting runs that jump to the deterministic states as soon as possible; the second condition ensures that when \(\rho_m\) jumps to the deterministic states, it lands on the smallest possible state that is on an accepting run. Note that there may be several accepting runs \(\rho'_m\) that are minimal: the only differences between each of them and \(\rho_m\) are in their initial part involving nondeterministic states: since \(\rho_m\) and \(\rho'_m\) are both minimal, we have that \(\ell_{\rho_m} = \ell_{\rho'_m}\) and \(\rho_m[\ell_{\rho_m}] \prec \rho'_m[\ell_{\rho'_m}]\). Moreover, we have that for each \(0 \leq i < \ell_{\rho_m}\), \(\rho_m[i] \in Q_N\) as well as \(\rho'_m[i] \in Q_N\). Since \(\ell_{\rho_m}\) is finite and \(Q_N\) is also finite, there are only finitely many such runs \(\rho'_m\) and all of them merge at latest on \(\rho_m[\ell_{\rho_m}]\). After state \(\rho_m[\ell_{\rho_m}]\), \(\rho_m\) is deterministic; it is still possible that other runs merge with it, but the minimality of \(\rho_m\) ensures that either such runs jumped to \(Q_D\) after \(\ell_{\rho_m}\), or that they jumped at \(\ell_{\rho_m}\) but landed on states that “come later” according to \(\preceq\).

If \(\ell_{\rho_m} = 0\), then we have that \(\rho_m[0] \in I \cap Q_D\) and that \(\rho_m\) is unique. This implies that in \(G'_{A,w}\) we have the \(\omega\)-branch \(\rho_m = \langle \rho_m[0], 0 \rangle \langle \rho_m[1], 1 \rangle \cdots\). This is the case because, by Definition 17, we have that \(\langle \rho_m[0], 0 \rangle \in V_D\) and, for each \(i \in \mathbb{N}\), that \(\langle \langle \rho_m[i], i \rangle, \langle \rho_m[i+1], i+1 \rangle \rangle \in E\) and \(p((\rho_m[j+1], j+1)) = p((\rho_m[j], j))\), which can be easily shown by induction over \(i\) with the help of the two conditions given above about the minimality of \(\rho_m\): for the case base, suppose for the sake of contradiction that that \(\langle \rho_m[0], 0 \rangle, \langle \rho_m[1], 1 \rangle \notin E\). By definition of \(G'_{A,w}\), this can only be the case if there is a vertex \(q, 0 \in V\) such that \(\rho[1] = q, \rho[w[0]] \) and \(p(q, 0) < p((\rho_m[0], 0))\). Since \(\rho_m[0] \in Q_D\), this implies that also \(q \in Q_D\), because the nondeterministic vertex \(I \cap Q_N, 0\), provided that we have it, has by definition a priority strictly larger than \(p((\rho_m[0], 0))\); moreover, \(q \preceq \rho_m[0],\) so the run \(q\rho_m[1]\rho_m[2] \cdots\) is an accepting run of \(A\) over \(w\) that is smaller than \(\rho_m\), against the hypothesis that it is minimal. Thus we have \(\langle \rho_m[0], 0 \rangle, \langle \rho_m[1], 1 \rangle \in E\) and, by definition of \(E\), \(p((\rho_m[1], 1)) = p((\rho_m[0], 0))\), as required.

For the inductive step, suppose that for each \(0 \leq j < i\), we have the edge \(\langle \rho_m[j], j \rangle, \langle \rho_m[j+1], j+1 \rangle \rangle \in E\) and that \(p((\rho_m[j+1], j+1)) = p((\rho_m[j], j))\). Since \(\rho_m[0] \in I \cap Q_D\) and \(A\) is an LDBW, we also have that \(\rho_m[j] \in Q_D\), hence \(\rho_m[j], j \rangle \in V_D\) for each \(0 \leq j \leq i\). Suppose, for the sake of contradiction, that \(\langle \rho_m[i], i \rangle, \langle \rho_m[i+1], i+1 \rangle \rangle \notin E\); similarly to the base case, this can only happen if there is a vertex \(q, i \in V\) such that \(\rho[i+1] \in \delta(q, w[i])\)
and $p(q, i) < p(p_m[i], i)$. Since $p_m[i] \in Q_D$, this implies that also $q \in Q_D$, because the nondeterministic vertex $\langle N_i, i \rangle$, provided that we have it, has by definition a priority strictly larger than $p(p_m[i], i)$. By definition of $E$, we have that $\langle q, i \rangle \in V$ because there is a run $\rho_q$ such that $\rho_q$ merges with $p_m$ at $\rho[i + 1]$, $\rho_q[i] = q$, and for each $0 \leq j < i$, $\rho_q[j] \in Q_D$ and $p((\rho_q[j + 1], j + 1)) = p((\rho_q[j], j))$. This implies that the run $\rho_q$ is an accepting run of $A$ over $w$ that is smaller than $p_m$, against the hypothesis that it is minimal. Thus we have $\langle (\rho_m[i], i), (p_m[i + 1], i + 1) \rangle \in E$ and, by definition of $E$, $p((p_m[i + 1], i + 1)) = p((p_m[i], i), i)$, as required.

We also have that $p_m$ is accepting: by hypothesis we have that $p_m$ is accepting, thus $p_m[i] \in F$ holds for infinitely many $i \in \mathbb{N}$, which implies that $\langle p_m[i], i \rangle$ is an $F$-vertex, i.e., $\rho_m$ is accepting; this means that $G_{A,w}$ is accepting as well.

If $\ell_{p_m} > 0$, then we have that $p_m[0] \in I \cap Q_N$. Let $\hat{\rho}$ be the sequence of vertices

$$\hat{\rho} = \langle N_0, 0 \rangle \cdots \langle N_{\ell_{p_m} - 1}, \ell_{p_m} - 1 \rangle \langle p_m[\ell_{p_m}], \ell_{p_m} \rangle \langle p_m[\ell_{p_m} + 1], \ell_{p_m} + 1 \rangle \cdots$$

where $N_0 = I \cap Q_N$ and $N_{i + 1} = \delta_N(N_i, w[i])$ for each $0 \leq i < \ell_{p_m} - 1$. We claim that $\hat{\rho}$ is an $\omega$-branch of $G_{A,w}$. It is easy to see that for each $0 \leq i < \ell_{p_m} - 1$, $p_m[i] \in N_i$ and that $(N_i, i) \in V_N$: for $i = 0$ this is immediate by the fact that $p_m[0] \in I \cap Q_N = N_0$ and by definition, $(I \cap Q_N, 0) \in V_N$; if $p_m[i] \in N_i$ and $(N_i, i) \in V_N$, then we have that $p_m[i + 1] \in \delta_N(p_m[i], w[i])$ implies that $p_m[i + 1] \in N_{i + 1} = \delta_N(N_i, w[i])$, thus $(N_{i + 1}, i + 1) \in V_N$. Note that for each $0 \leq i < \ell_{p_m} - 1$, we have $\langle (N_i, i), (N_{i + 1}, i + 1) \rangle \in E$.

Regarding the jumping point $\ell_{p_m}$, from the previous analysis we know that $p_m[\ell_{p_m} - 1] \in N_{\ell_{p_m} - 1}$; from $\rho_m$ and the definition of $\ell_{p_m}$ we also know that $p_m[\ell_{p_m}] \in \delta_N(p_m[\ell_{p_m} - 1], w[\ell_{p_m} - 1]) \subseteq Q_D$. This implies that $p_m[\ell_{p_m}] \in \delta_N(N_{\ell_{p_m} - 1}, w[\ell_{p_m} - 1])$. From this we derive that $\langle p_m[\ell_{p_m}], \ell_{p_m} \rangle \in V_D$. It remains to show that $\langle (\ell_{p_m} - 1), \langle \ell_{p_m}, \ell_{p_m} \rangle \in E$. This is the case because $p_m[\ell_{p_m}]$ is the minimum element in $J_{\ell_{p_m}}$: the minimality of $p_m[\ell_{p_m}]$ follows trivially by the definition of minimality of $p_m$; the fact that $p_m[\ell_{p_m}] \in J_{\ell_{p_m}}$ is due to the fact that $p_m[\ell_{p_m}] \in \delta_N(N_{\ell_{p_m} - 1}, w[\ell_{p_m} - 1])$ and that $p_m[\ell_{p_m}] \notin D_{\ell_{p_m}}$. For the sake of contradiction, suppose that $p_m[\ell_{p_m}] \in D_{\ell_{p_m}}$. This implies that $p_m[\ell_{p_m}] \in \delta_D(P_{\ell_{p_m} - 1}, p_m[\ell_{p_m}])$. Recall that $P_{\ell_{p_m} - 1} \subseteq Q_D$ and that there is some state $d \in Q_D$ such that $\langle d, \ell_{p_m} - 1 \rangle \in V_D$ has the same priority of $p_m[\ell_{p_m}]$ and that $\langle d, \ell_{p_m} - 1 \rangle$ is reachable in $G_{A,w}^t$ from some vertex at level 0. This implies that there is a run $\rho_d$ such that $\rho_d[0] \in I$, $\rho_d[\ell_{p_m} - 1] = d$, $\rho_d[\ell_{p_m}] = p_m[\ell_{p_m}]$. Thus $\rho_d$ merges with $p_m$ on $\rho_d[\ell_{p_m}]$, so $\rho_d$ is also accepting. This implies that $\ell_{\rho_d} \leq \ell_{p_m} - 1$ (since $\rho_d[\ell_{p_m} - 1] = d \in Q_D$), which contradicts the minimality of $p_m$ with respect to $\ell_{p_m}$. With this, we have that $\langle (N_{\ell_{p_m} - 1}, \ell_{p_m} - 1), \langle p_m[\ell_{p_m}], \ell_{p_m} \rangle \rangle \in E$ as desired.

By the same reasoning for the case $\ell_{p_m} = 0$, we have that $\langle p_m[\ell_{p_m}], \ell_{p_m} \rangle \in V_D$ and, for each $i \geq \ell_{p_m}$, that $\langle (p_m[i], i), (p_m[i + 1], i + 1) \rangle \in E$. We also have that $p_m$ is accepting: by hypothesis we have that $p_m$ is accepting, thus $p_m[i] \in F$ holds for infinitely many $i \in \mathbb{N}$, which implies that $\langle p_m[i], i \rangle$ is an $F$-vertex, i.e., $\rho_m$ is accepting; this means that $G_{A,w}$ is accepting as well.
This completes the proof that $w$ is accepted by $A$ implies that $G_{A,w}^l$ is accepting.

**Appendix D.2. Proof of Property 2**

We have to show that the number of (accepting) $\omega$-branches in $G_{A,w}^l$ is at most the number of states in $A$. Similarly to the proof of Lemma 5, let $m_\ell$ be the number of vertices which are in the $\omega$-branches on level $\ell$. Since each vertex in $G_{A,w}^l$ has only one predecessor, due to the fact that $G_{A,w}^l$ is codeterministic, we have that $m_0 \leq m_1 \leq m_2 \leq \cdots$, i.e., the number of vertices in the $\omega$-branches on each level does not decrease over the levels. In particular, we have that the number of $\omega$-branches can be increased only by the jump from the initial phase, that is nondeterministic, to the acceptance phase, that is deterministic. Moreover, since there are at most $|Q|$ states on each level, the number $b_\ell$ of $\omega$-branches at each level $\ell$ cannot exceed $|Q|$: in order to cross this threshold, there must be a level $k$ such that $b_k \leq |Q|$ and $b_{k+1} > |Q|$. By the Pigeonhole principle, this implies that two different branches must share a common vertex $v$ at level $k+1$, since there are $b_k+1 > |Q|$ $\omega$-branches and at most $|Q|$ vertices. This means that $v$ has two predecessors, which contradicts the fact that $G_{A,w}^l$ is codeterministic.

**Appendix D.3. Proof of Property 3**

We need to prove there exists a stable level $s \geq 1$ in $G_{A,w}^l$ such that all $F$-vertices after level $s$ are finite if and only if $w \notin L(A)$. Assume that there is a stable level $s$ in $G_{A,w}^l$; this implies, by definition, that every $F$-vertex $\langle f,k \rangle$ with $f \in F$ and $k \geq s$ is finite, that is, $\langle f,k \rangle$ does not occur in an $\omega$-branch. Therefore, each $\omega$-branch of $G_{A,w}^l$ is not accepting, i.e., $G_{A,w}^l$ is not accepting, so by Property 2 we have $w \notin L(A)$. This completes the proof that if there exists a stable level $s \geq 1$ in $G_{A,w}^l$ such that all $F$-vertices after level $s$ are finite, then $w \notin L(A)$.

Consider now the opposite direction and assume that $w \notin L(A)$. By Property 1 it follows that $G_{A,w}^l$ is not accepting, that is, each $\omega$-branch is not accepting, that is, there are only finitely many $F$-vertices in each $\omega$-branch. Since by Property 2 the number of $\omega$-branches is at most $|Q|$, i.e., it is finite, it follows that there exists a level $s$ such that each vertex $\langle q,k \rangle$ of $G_{A,w}^l$ with $k \geq s$ is not an $F$-vertex. This implies that $s$ is a stable level, since Definition 7 is trivially satisfied, as desired. Moreover, since there are no $F$-vertices after level $s$, it is trivial to see that each of them is finite.

This completes the proof of the fact that $w \notin L(A)$ implies that there exists a stable level $s \geq 1$ in $G_{A,w}^l$ such that all $F$-vertices after level $s$ are finite as well as of Property 3.

**Appendix E. Proof of Theorem 3**

**Theorem 3** (The Language and Size of $A^c$ for LDBW). Given an LDBW $A = (Q,I,\delta,F)$, let $Q_N$ and $Q_D$ form a partition of $Q$ such that $F \subseteq Q_D$; let
\( \mathcal{A}^c \) be the NBW constructed according to Definition 18. Then \( L(\mathcal{A}) = \Sigma^* \setminus L(\mathcal{A}) \) and \( \mathcal{A}^c \) has at most \( 2^{|Q|} + 2^{|Q_N|} \times 3^{|F|} \times 4^{|Q_D|} \in O(4^{|Q|}) \) states.

Theorem 3 is a direct consequence of the proofs we present in the following subsections, namely in Appendix E.1 that shows that whenever \( w \in L(\mathcal{A}) \), then we have \( w \notin L(\mathcal{A}^c) \), i.e., \( w \in \Sigma^* \setminus L(\mathcal{A}^c) \); in Appendix E.2 for the dual property \( w \notin L(\mathcal{A}) \implies w \in L(\mathcal{A}^c) \), that is, \( w \notin L(\mathcal{A}) \implies w \notin \Sigma^* \setminus L(\mathcal{A}^c) \); and in Appendix E.3 taking care of establishing the size of \( \mathcal{A}^c \).

**Appendix E.1. Proof of \( w \in L(\mathcal{A}) \implies w \notin L(\mathcal{A}^c) \)**

We need to prove that for each \( w \in L(\mathcal{A}) \) it holds that \( w \notin L(\mathcal{A}^c) \). Take an arbitrary \( w \in L(\mathcal{A}) \) and let \( \rho^c \) be a macrorun of \( \mathcal{A}^c \) over \( w \). We are going to show that \( \rho^c \) is not accepting; thus, giving the arbitrary choice of \( \rho^c \), we have that each macrorun of \( \mathcal{A}^c \) over \( w \) is not accepting, hence \( w \notin L(\mathcal{A}^c) \). Similar to the macrorun in Definition 16 we can have only two types of macroruns: the one staying in \( 2^{|Q_N|} \) and the one jumping to \( 2^{|Q_N|} \times 2^{|Q_D|} \times 2^{|Q_D|} \).

If \( \rho^c \) visits only macrostates of the form \( R \in 2^{|Q_N|} \), then \( \rho^c = R_0R_1 \cdots \), where \( R_0 = I \). This means that \( \rho^c \) never visits any accepting macrostate \( (N,S,B,C) \in F^c \), so it trivially also does not visit accepting macrostates \( (N,S,B,C) \in F^c \) infinitely often, that is \( \rho^c \) is not accepting.

If \( \rho^c \) does not visit only macrostates of the form \( R \in 2^{|Q_N|} \), then we have that \( \rho^c \) is a macrorun of the form

\[
\rho^c = R_0 \cdots R_{\ell}(N_{\ell+1}, S_{\ell+1}, B_{\ell+1}, C_{\ell+1})(N_{\ell+2}, S_{\ell+2}, B_{\ell+2}, C_{\ell+2}) \cdots
\]

for some \( \ell \in \mathbb{N} \), where \( R_0 = I \). Let \( \rho \) be an arbitrary accepting run of \( \mathcal{A} \) over \( w \); such a run must exist since \( w \in L(\mathcal{A}) \). Since \( \rho \) is accepting, it has the following properties.

1. \( \rho[0] \in I \), due to the requirement that \( \rho \) has to be initial in order to be accepting; this implies that \( \rho[0] \in R_0 \).
2. \( \inf(\rho) \cap F \neq \emptyset \), by definition of accepting run, implies that there exists \( f \in \mathbb{N} \) such that \( f = \min \{ i \in \mathbb{N} \mid \rho[i] \in \inf(\rho) \cap F \} \), that is, \( f \) indicates the first moment an accepting state occurring infinitely often has been visited.
3. There exists \( j \in \mathbb{N} \) such that \( \rho[j] \in Q_D \) and \( \rho[i] \in Q_N \) for each \( 0 \leq i < j \).

This follows from the fact that \( F \subseteq Q_D \) and \( \inf(\rho) \cap F \neq \emptyset \); note that \( j \leq \min \{ i \in \mathbb{N} \mid \rho[i] \in F \} \leq f \).

We also have that for each \( 0 < i \leq \ell \), \( \rho[i] \in R_i \), since \( R_i = \delta^c(R_{i-1}, w[i-1]) = \delta^c(R_{i-1}, w[i-1]) \), by definition of \( \delta^c \), and \( \rho[i] \in \delta(\rho[i-1], w[i-1]) \) by the fact that \( \rho \) is a run.

At step \( \ell \), the states in \( R_\ell \) are split into the pseudo-macrostate \( (N_\ell, S_\ell, B_\ell, C_\ell) = (R_\ell \cap Q_N, (R_\ell \cap Q_D) \setminus F, R_\ell \cap F, \emptyset) \); the state \( \rho[\ell] \) belongs to only one of these components.

**Case \( \ell \geq j \)**: we have that \( \rho[\ell] \in Q_D \), thus \( \rho[\ell] \notin R_\ell \cap Q_N = N_\ell \). If \( \rho[\ell] \in Q_D \setminus F \), then \( \rho[\ell] \in (R_\ell \cap Q_D) \setminus F = S_\ell \) and \( \rho[\ell] \notin R_\ell \cap F = B_\ell \); otherwise, for \( \rho[\ell] \in F \subseteq Q_D \), we have that \( \rho[\ell] \notin (R_\ell \cap Q_D) \setminus F = S_\ell \) and \( \rho[\ell] \in R_\ell \cap F = B_\ell \). Clearly, \( \rho[\ell] \notin \emptyset = C_\ell \).
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Case \( \ell < j \): in this case we have that \( \rho[\ell] \in Q_N \), so we have that \( \rho[\ell] \in R_\ell \cap Q_N = N_\ell \), \( \rho[\ell] \notin (R_\ell \cap Q_D) \setminus F = S_\ell \), and \( \rho[\ell] \notin R_\ell \cap F = B_\ell \). Also, \( \rho[\ell] \notin \emptyset = C_\ell \).

By a simple proof by induction, we have that for each \( \ell < i < j \), we have that \( \rho[i] \in N_i \) since \( \rho[i] \in Q_N \) and the inductive hypothesis \( \rho[i] \in N_i = \delta_N(N_{i-1}, w[i-1]) \). The fact that \( \rho[i] \notin S_i \cup B_i \cup C_i \) is immediate by the fact that \( S_i \cup B_i \cup C_i \subseteq Q_D \) by definition.

Lastly, \( \rho \) jumps from \( \rho[j-1] \in Q_N \) to \( Q_D \) on reading the letter \( w[j-1] \). By definition of \( \delta^c \), it follows that \( \rho[j] \notin N_j \subseteq Q_N \) since \( \rho[j] \in \delta_j(\rho[j-1], w[j-1]) \subseteq Q_D \). Moreover, if \( B_{j-1} \neq \emptyset \), then \( \rho[j] \in C_j \) unless it is already in \( S_j \) or already in \( B_j \); otherwise, for \( B_{j-1} = \emptyset \), we have that \( \rho[j] \in B_j \) unless it is already in \( S_j \). Note that by definition of \( \delta^c \), the sets \( S_j, B_j, \) and \( C_j \) are pairwise disjoint, so \( \rho[j] \) belongs to exactly one of them.

In both cases, at the step \( l = \max\{\ell, j\} \), we have that \( \rho[l] \notin N_l \) and that \( \rho[l] \) belongs to exactly one between \( S_l, B_l, \) and \( C_l \).

By a simple induction, we can prove that for each \( l \leq i < f \), we have that \( \rho[i] \notin N_i \) and that \( \rho[i] \) belongs to exactly one set between \( S_i, B_i, \) and \( C_i \); the base case for \( i = 1 \) is exactly what we have just shown; for the inductive case, the fact that \( \rho[i] \notin N_i \) is trivial since \( \rho[i] \in Q_D \). Assume that \( \rho[i] \) belongs to exactly one set between \( S_i, B_i, \) and \( C_i \); if \( \rho[i] \in S_i \), then either \( \rho[i+1] \in \delta_D(S_i, w[i]) \setminus F = S_{i+1} \), or \( \rho[i+1] \in \delta_D(S_i, w[i]) \cap F \), thus it either belongs to \( C_{i+1} \) or to \( B_{i+1} \). If \( \rho[i] \in B_i \), then \( \rho[i] \notin S_i \), so \( \rho[i+1] \in B_{i+1} = \delta_D(B_i, w[i]) \setminus S_{i+1} \) unless \( \rho[i+1] \in S_{i+1} \); the latter case might occur when \( (\delta_D(S_i, w[i]) \cap F) \cap \delta_D(B_i, w[i]) \neq \emptyset \). Clearly \( \rho[i+1] \notin C_{i+1} \) by definition of \( \delta^c \). Lastly, if \( \rho[i] \in C_i \), then \( \rho[i] \notin S_i \) and \( \rho[i] \notin B_i \), thus \( \rho[i+1] \in C_{i+1} \) by definition of \( \delta^c \) unless it is already in \( S_{i+1} \) or in \( B_{i+1} \). This completes the inductive proof that for each \( l \leq i < f \), we have \( \rho[i] \notin N_i \) and that \( \rho[i] \) belongs to exactly one set between \( S_i, B_i, \) and \( C_i \).

Consider now the next step in the runs: from the fact that \( \rho[f-1] \notin N_{f-1} \) and that \( \rho[f-1] \) belongs to exactly one between \( S_{f-1}, B_{f-1}, \) and \( C_{f-1} \), we get that \( \rho[f] \notin N_f \) for the usual motivation and that \( \rho[f] \notin S_f \) because \( \rho[f] \in F \) by definition of \( f \) and \( S_f = \delta_D(S_{f-1}, w[f-1]) \setminus F \). Since \( \rho[f-1] \in S_{f-1} \cup B_{f-1} \cup C_{f-1} \), it follows that \( \rho[f] = \delta_D(\rho[f-1], w[f-1]) \) belongs to either \( B_f \) or \( C_f \). Let \( q_f = \rho[f] \).

By repeating the same inductive proof we used above, we can show that for each \( i \geq f \), we have that \( \rho[i] \notin N_i \) and that it belongs to either \( S_i, B_i, \) or \( C_i \). Due to the definition of the component \( S \) in \((N, S, B, C)\), we have that \( q_f \) can never be in \( S_i \) since \( S_i \subseteq Q_D \setminus F \) and \( q_f \in F \), thus \( q_f \) occurs infinitely often only in \( B_i \) or \( C_i \). We can generalize this result as follows.

Recall that, by definition of \( \delta^c \), the set \( S_i \) is obtained as \( S_{i+1} = \delta_D(S_i, w[i]) \setminus F \). Suppose that there is \( i > f \) such that \( \rho[i] \in S_i \); this implies that there is the minimum \( i' > i \) such that \( \rho[i'] \in F \) (since \( \inf(\rho) \cap F \neq \emptyset \)), for which we have that \( \rho[i''] \in S_{i''} \) for each \( i \leq i' < i' \) and \( \rho[i'] \notin S_{i'} \). This means that the finite fragment of \( \rho \) between \( \rho[i] \) and \( \rho[i'] \) “dies” in \( S_f \). Since the component \( S \) is a finite set that never gets expanded with new states (cf. the definition of \( \delta^c \)), the component \( S \) can only lose states in the step from \( S_k \) to \( S_{k+1} \): this happens.
when two states in $S_k$ have the same image under $\delta_D(\cdot, w[k])$, or when the $w[k]$-successor of a state in $S_k$ is an accepting state. This implies that only finitely many finite fragments of $\rho$ can die in $S$; however we have that $\rho$ is infinite, so $\rho$ must “leave” the component $S$ at some point and never visit states tracked by the $S$ component anymore. That is, there must exist $k \in \mathbb{N}$, with $k \geq f$, such that for each $k \geq k$, $\rho[k] \notin S_k$. This implies that for each $i \geq k$, we have that $\rho[i] \notin N_i \cup S_i$ and that $\rho[i]$ belongs to either $B_i$ or $C_i$.

If $\rho[k] \in B_k$, then we have that $\rho[i] \in B_i$ for each $i \geq k$. This can be proved by a trivial induction over $i$ making use of the fact that $B_{i+1} = \delta_D(B_i, w[i]) \setminus S_{i+1}$ and that $\rho[i+1] \notin S_{i+1}$. Thus, we also have that $B_i \neq \emptyset$ for each $i \geq k$. This implies that $\rho^c$ is not accepting, since $\rho^c$ has visited accepting macrostates $(N,S,\emptyset,C)$ at most $k$ times.

If $\rho[k] \in C_k$, then we have two cases: either $B_i \neq \emptyset$ for each $i \geq k$, or there is the minimal $k \geq k$ such that $B_k = \emptyset$. In the former case, we have as before that $\rho^c$ is not accepting, since $\rho^c$ has visited accepting macrostates $(N,S,\emptyset,C)$ at most $k$ times. In the latter case, we have that $\rho[k+1] \in B_{k+1}$; we already know that for each $i \geq k$, we have that $\rho[i] \notin N_i \cup S_i$ and that $\rho[i]$ belongs to either $B_i$ or $C_i$. Since $B_k$ is empty, this implies that $\rho[k] \in C_k$; by definition of $\delta_c$, we have that $C_{k+1} = (\delta_D(C_k, w[k]) \cup \delta_j(N_k, w[k]) \cup (\delta_D(S_k, w[k]) \cap F)) \setminus S_{k+1}$ and $C_{k+1} = \emptyset$. Since $\rho[k+1] \notin S_{k+1}$ and $\rho[k+1] \in \delta_D(C_k, w[k])$, we derive that $\rho[k+1] \in B_{k+1}$, as desired. Since $\rho[k+1] \in B_{k+1}$, as before we have that $B_i \neq \emptyset$ for each $i \geq k+1$. This implies that $\rho^c$ is not accepting, since $\rho^c$ has visited accepting macrostates $(N,S,\emptyset,C)$ at most $k+1$ times.

Therefore, given $w \in L(\mathcal{A})$, the arbitrary choice of the accepting run $\rho$ and of the macron run $\rho^c$ implies that no macron run of $\mathcal{A}^c$ is accepting, that is, $w$ is not accepted by $\mathcal{A}^c$, i.e., $w \notin L(\mathcal{A}^c)$, as required.

Appendix E.2. Proof of $w \notin L(\mathcal{A}) \implies w \in L(\mathcal{A}^c)$

We need to prove that for each $w \notin L(\mathcal{A})$ it holds that $w \in L(\mathcal{A}^c)$; we do this by showing that there exists an accepting macron run $\rho^c$ of $\mathcal{A}^c$ over $w$, with the help of the codeterministic DAG $G_{\mathcal{A},w}^c$ of $\mathcal{A}$ over $w$.

In order to be accepting, the macron run must be of the form:

$\rho^c = R_0R_1 \cdots R_\ell(N_{\ell+1}, S_{\ell+1}, B_{\ell+1}, C_{\ell+1})(N_{\ell+2}, S_{\ell+2}, B_{\ell+2}, C_{\ell+2}) \cdots$

for some $\ell \in \mathbb{N}$, where $R_0 = I$. By Definition 18 once the level $\ell$ is chosen, the reached macrostate and all its successors in $\rho^c$ are uniquely determined by the deterministic transition function $\delta_D^c$. According to Lemma 14 Property 2, there exists a stable level $s \geq 1$ such that all $F$-vertices after level $s$ are finite. Recall that by definition, a vertex $\langle q, i \rangle$ is finite if there is no $\omega$-branch starting from $\langle q, i \rangle$, so Lemma 14 Property 3 implies that all $F$-vertices after level $s$ have only finitely many descendants. By choosing accurately $\ell \geq s$ for the jump of $\rho^c$, we get that the macron run $\rho^c$ is accepting, as we show below.

We start by presenting few preliminary definitions and results we need in the proof.
Definition 19. Let $R$ be the set of runs of the LDBW $A$ over $w \in \Sigma^\omega$ and $B$ be the set of initial branches of $G^i_{A,w}$. We say that $M(\rho) \in B$ is the representative of $\rho$ in $G^i_{A,w}$, where $M : R \to B$ is a total mapping defined as follows.

- Let $\rho \in R$ be of the form $\rho = n_0n_1n_2\cdots$ where $n_0 \in Q_N \cap I$ and for each $i \in \mathbb{N}$, we have that $n_{i+1} \in \delta_N(n_i, w[i])$. Then we define $M(\rho) \in B$ as $M(\rho) = (N_0, 0)(N_1, 1)(N_2, 2)\cdots$, where $N_0 = I \cap Q_N$ and $N_{i+1} = \delta_N(N_i, w[i])$ for each $i \in \mathbb{N}$.

- Let $\rho \in R$ be of the form $\rho = n_0n_1\cdots d_j+1d_{j+2}\cdots$ where $n_0 \in Q_N \cap I$ and there is $j \in \mathbb{N}$ such that for each $0 \leq i < j$, we have that $n_{i+1} \in \delta_N(n_i, w[i])$, $d_{j+1} \in \delta_J(n_j, w[j])$, and $d_{k+1} = \delta_D(d_k, w[k])$ for each $k > j$. Then we define the branch $M(\rho) \in B$ step by step as follows. For each $0 \leq i \leq j$, we define $M(\rho)[i] = (N_i, i)$, where $N_0 = I \cap Q_N$ and $N_{i+1} = \delta_N(N_i, w[i])$.

Consider now the step $j+1$ and the vertex $(d_{j+1}, j+1)$. By Definition 17, the edge from $(N_j, j)$ to $(d_{j+1}, j+1)$ may have been removed: this happens if $d_{j+1}$ is the successor of another deterministic vertex in $G^i_{A,w}$. If $(N_j, j), (d_{j+1}, j+1) \notin E$, then we stop the construction of $M(\rho)$, that is, we just set $M(\rho) = (N_0, 0)(N_1, 1)\cdots(N_j, j)$. Otherwise, if $(N_j, j), (d_{j+1}, j+1) \in E$, then we just add $M(\rho)[j+1] = (d_{j+1}, j+1)$ as well as all successors $M(\rho)[k] = (d_k, k)$ for $k > j + 1$, where $d_{k+1} = \delta_D(d_k, w[k])$, as long as $(d_{k}, k), (d_{k+1}, k+1) \in E$. This results in the branch

$$M(\rho) = (N_0, 0)(N_1, 1)\cdots(N_j, j)(d_{j+1}, j+1)(d_{j+2}, j+2)\cdots(d_k, k)\cdots$$

that is possibly stopping in $(d_k, k)$ provided that $(d_{k}, k), (d_{k+1}, k+1) \notin E$.

- Lastly, let $\rho \in R$ be of the form $\rho = d_0d_1d_2\cdots$ where $d_0 \in Q_D \cap I$ and for each $i \in \mathbb{N}$, we have that $d_{i+1} \in \delta_D(d_i, w[i])$. Then we define $M(\rho) \in B$ as

$$M(\rho) = (d_0, 0)(d_1, 1)(d_2, 2)\cdots(d_k, k)\cdots$$

that is possibly stopping in $(d_k, k)$ provided that $(d_{k}, k), (d_{k+1}, k+1) \notin E$.

Lemma 15. For each infinite run $\rho$ of the LDBW $A$ over $w \in \Sigma^\omega$ such that $M(\rho)$ is finite, it holds that $\rho$ eventually merges with a run $\rho^*$ of $A$ over $w$ such that $M(\rho^*)$ is an $\omega$-branch.

Proof. Let $\rho \in R$ be an infinite run of $A$ over $w$ such that $M(\rho)$ is finite. In order for $M(\rho)$ to be finite, by Definition 19 we must have that either

- $\rho = n_0n_1\cdots n_jd_{j+1}d_{j+2}\cdots$ where $n_0 \in Q_N \cap I$ and there is $j \in \mathbb{N}$ such that for each $0 \leq i < j$, we have that $n_{i+1} \in \delta_N(n_i, w[i])$, $d_{j+1} \in \delta_J(n_j, w[j])$, and $d_{k+1} = \delta_D(d_k, w[k])$ for each $k > j$, or
• \( \rho = d_0 d_1 d_2 \cdots \) where \( d_0 \in Q_D \cap I \) and for each \( i \in \mathbb{N} \), we have that \( d_{i+1} \in \delta_D(d_i, w[i]) \).

Let \( \rho \) be a run of the first type. If \( M(\rho) \) is the finite branch \( \langle N_0, 0 \rangle \langle N_1, 1 \rangle \cdots \langle N_j, j \rangle \), then by Definition 19 we have that \( \langle N_j, j \rangle, \langle d_{j+1}, j+1 \rangle \notin E \); by Definition 17 this means that the edge from \( \langle N_j, j \rangle \) to \( \langle d_{j+1}, j+1 \rangle \) has been omitted due to the fact that there is another deterministic vertex \( (p_j, j) \in V_D \) such that \( p = P_j, d_{j+1} \in \delta_D(p, w[j]) \) and \( p((d_{j+1}, j+1)) > p((p_j, j)) \).

Analogously, if \( M(\rho) \) is the finite branch

\[
M(\rho) = \langle N_0, 0 \rangle \langle N_1, 1 \rangle \cdots \langle N_j, j \rangle \langle d_{j+1}, j+1 \rangle \cdots \langle d_k, k \rangle,
\]

then by Definition 19 we have that \( \langle (d_k, k), (d_{k+1}, k+1) \rangle \notin E \); as before, by Definition 17, this means that the edge from \( \langle d_k, k \rangle \) to \( \langle d_{k+1}, k+1 \rangle \) has been omitted due to the fact that there is another deterministic vertex \( (p_k, k) \in V_D \) such that \( p \in P_k, d_{k+1} \in \delta_D(p, w[k]) \), and \( p(\langle d_{k+1}, k+1 \rangle) > p(\langle p_k, k \rangle) \). These two cases can be analyzed together, with index \( k \) playing the role of \( j \) for the former case.

Since \( p_k \neq d_k \) (otherwise we would have the edge \( \langle (d_k, k), (d_{k+1}, k+1) \rangle \)), so \( M(\rho) \) would not have been blocked), by a backward analysis of the construction of \( G_{\mathcal{A}, w} \), we can identify another run \( \rho' \) such that \( \rho'[k] = p_k \), \( \rho'[k+1] = d_{k+1} \), and for each \( j > k \), \( \rho'[j] = \rho[j] \), that is, \( \rho' \) and \( \rho \) agree from position \( k+1 \) an immediate consequence of the fact that \( d_{k+1} \in Q_D \) and that \( \rho'[k+1] = d_{k+1} = \rho[k+1] \) by hypothesis. Since \( G_{\mathcal{A}, w} \) is codeterministic, \( \langle p_k, k \rangle \) has exactly one predecessor vertex: either \( \langle N_{k-1}, k-1 \rangle \) with \( \emptyset \neq N_{k-1} \subseteq 2^{Q_N} \), or \( \langle p_{k-1}, k-1 \rangle \) for some \( p_{k-1} \in Q_D \) such that \( p_k = \delta_D(p_{k-1}, w[k-1]) \).

In the latter case, we require \( \rho'[k-1] = p_{k-1} \). By going backward step by step, either we arrive at \( p_0 \in Q_D \cap I \) and we have that \( \rho' = p_0 p_1 \cdots p_k d_{k+1} d_{k+2} \cdots \), or at some step \( i \) the former case must occur, that is, the only predecessor or \( \langle p_i, i \rangle \) is \( \langle N_{i-1}, i-1 \rangle \) with \( \emptyset \neq N_{i-1} \subseteq 2^{Q_N} \). By Definition 17, it follows that there is \( n_{i-1} \in N_{i-1} \) such that \( p_i \in \delta_J(n_{i-1}, w[i-1]) \); still going backward, for we can choose \( n_{i-2} \in N_{i-2} \), \( n_{i-3} \in N_{i-3} \) until \( n_0 \in N_0 = Q_N \cap I \) such that \( n_j \in \delta_N(n_{i-1}, w[j]) \) for each \( 0 \leq j < i-1 \). The corresponding run \( \rho' \) is \( \rho' = n_0 n_1 \cdots n_{i-1} p_i p_{i+1} \cdots p_k d_{k+1} d_{k+2} \). Clearly, in both cases, we have that \( \rho \) and \( \rho' \) merge at \( d_{k+1} \). Moreover, we have that \( M(\rho') \neq M(\rho) \) since \( p_k \neq N_k \) and \( p_k \neq d_k \) depending on whether the missing edge that blocked \( M(\rho) \) is \( \langle (N_k, k), (d_{k+1}, k+1) \rangle \) or \( \langle (d_k, k), (d_{k+1}, k+1) \rangle \), respectively.

If \( M(\rho') \) is an \( \omega \)-branch, the proof is complete. Otherwise, for \( M(\rho') \) also being a finite branch, we just repeat the above analysis and get another run \( \rho'' \) that merges with \( \rho' \); this also means \( \rho \) merges with \( \rho'' \). Note that the step at which \( \rho'' \) and \( \rho' \) merge is after the step at which \( \rho' \) and \( \rho \) have merged; this is a direct consequence of the fact that \( M(\rho) \) was blocked at level \( k \), just before reaching \( \langle d_{k+1}, k+1 \rangle \), while \( M(\rho) \) was able to reach \( \langle d_{k+1}, k+1 \rangle \), so the level at which \( M(\rho') \) is blocked must be at least \( k+1 \). Since the number of merges we can perform is bounded by the priority of the vertex \( \langle d_{k+1}, k+1 \rangle \), we must eventually merge with a run \( \rho^* \) such that \( M(\rho^*) \) is an \( \omega \)-branch.
By Definition 17, we have that the priority of deterministic vertices is preserved by the edges between them; as we have seen above, the omission of an edge corresponds to a merge of the runs due to the fact that the edge should connect a vertex \(v_i\) with a vertex \(v_{i+1}\) with \(p(v_i) < p(v_{i+1})\), with the latter due to the presence of a vertex \(p_s \in V_D\) such that \((p_s, v_i) \in E\), thus \(p(v_i) = p(p_s)\). Since the priority is a function with domain \(\{1, 2, \ldots, |Q_D| + 1\}\) and \(Q_D\) is a finite set, we can only merge at most \(|Q_D| + 1\) many times. After all these merges, no other merge is possible otherwise the corresponding priority would be at most 0, which is impossible. On the last time, the corresponding run \(\rho \) merges with ensures that \(M(\rho^*)\) is an \(\omega\)-branch, as required by the statement of the lemma.

Suppose, for the sake of contradiction, that \(M(\rho^*)\) is still finite. This means that the last vertex of \(\rho\) and \(\rho'\) happened at \(d_{s+1} \in Q_D\), so \(M(\rho')\) blocked in a deterministic vertex, and each of the following blocks happened at levels higher and higher, which can only be deterministic as well. Since the last vertex \((d_z, z)\) of \(M(\rho^*)\) is deterministic, the only motivation for this block is the presence of another vertex \((p_z, z)\) such that \(p((p_z, z)) < p((d_z, z))\) and \(\delta_D(d_z, w[z]) = \delta_D(p_z, w[z])\). By the same reasoning as above, we can identify a run \(\rho_s\) of \(A\) over \(w\) such that \(\rho_s[z] = p_s\) and \(\rho_s[z + 1] = \delta_D(p_z, w[z]) = \delta_D(d_z, w[z]) = \rho^*[z + 1]\), contradicting the fact that \(\rho^*\) is the last possible run \(\rho\) can merge with.

By Lemma 14 Property 2 there are at most \(|Q\) \(\omega\)-branches in \(G^I_{\mathcal{A}, w}\); let \(\hat{\rho}_1, \cdots, \hat{\rho}_n\), be such \(\omega\)-branches and, for each of them, \(j_m \in \mathbb{N}\) be the level at which \(\hat{\rho}_m\) enters \(V_D\), that is, the branch \(\hat{\rho}_m\) is as follows:

\[
\hat{\rho}_m = \langle N_0, 0 \rangle \cdots \langle N_{j_m-1}, j_m - 1 \rangle \langle d_{j_m}, j_m \rangle \langle d_{j_m+1}, j_m + 1 \rangle \cdots
\]

where \(N_0 = I \cap Q_N\), \(N_{j+1} = \delta_N(N_i, w[i])\) for each \(i < j_m - 1\), \(d_{j_m} \in \delta_f(N_{j_m-1}, w[j_m - 1])\), and \(d_{j+1} = \delta_D(d_i, w[i])\) for each \(i \geq j_m\). Then \(\hat{\rho}_m\) is the representative of the run \(\rho = n_0n_1 \cdots n_{j_m-1}d_{j_m}d_{j_m+1} \cdots\) where \(n_i \in N_i\) for each \(0 \leq i < j_m\), \(n_{j+1} = \delta_N(n_{j}, w[j])\) for each \(0 \leq j < j_m - 1\), \(d_{j_m} \in \delta_f(N_{j_m-1}, w[j_m - 1])\), and \(d_{j+1} = \delta_D(d_i, w[i])\) for each \(i \geq j_m\). Note that \(j_m\) can also be 0; in this case, it means that \(\hat{\rho}_m\) is just \(\hat{\rho}_m = \langle d_0, 0 \rangle \langle d_1, 1 \rangle \cdots\), thus \(d_0 \in I \cap Q_D\) since \(\hat{\rho}_m\) is an initial branch.

Recall that \(s \geq 1\) is the stable level of \(G^I_{\mathcal{A}, w}\) such that all \(F\)-vertices after level \(s\) are finite (cf. Lemma 14 Property 3).

**Lemma 16.** Given an LDBW \(\mathcal{A}\), an \(\omega\)-word \(w \in \Sigma^\omega\), and the NBW \(\mathcal{A}^c\) constructed according to Definition 18 let

\[
\rho^c = R_0R_1 \cdots R_\ell(N_{\ell+1}, S_{\ell+1}, B_{\ell+1}, C_{\ell+1})(N_{\ell+2}, S_{\ell+2}, B_{\ell+2}, C_{\ell+2}) \cdots
\]

be the macrorun of \(\mathcal{A}^c\) over \(w\) jumping from the initial phase to the accepting phase exactly at step \(\ell = \max\{s+1, j_1, j_2, \cdots, j_n\}\). Then, for each run \(\rho\) of \(\mathcal{A}\) over \(w\) such that \(\rho[k] \in Q_D\) for some \(k \in \mathbb{N}\) and \(M(\rho)\) is an \(\omega\)-branch, it holds that \(\rho[i] \in S_i\) for each \(i > \ell\).
Proof. By Definition 18 at the jump from \( R_\ell \) to \((N_{\ell+1}, S_{\ell+1}, B_{\ell+1}, C_{\ell+1})\), the states in \( R_\ell \) are split into the pseudo-macrostate \((N_\ell, S_\ell, B_\ell, C_\ell) = (R_\ell \cap Q_N, (R_\ell \cap Q_D) \setminus F, R_\ell \cap F, \emptyset)\).

Consider now the \( \omega \)-branches of \( G_{A,w}^\ell \); let the set of vertices at level \( \ell \) in the \( \omega \)-branches be \( V_\ell = \{ \gamma[\ell] \mid \gamma \) is an \( \omega \)-branch of \( G_{A,w}^\ell \}\). This implies that \( V_\ell \) can be constructed according to Definition 18, let between these two sets can be empty.

Proof.

\[
\rho^\ell \colon R_0 R_1 \cdots R_\ell(N_{\ell+1}, S_{\ell+1}, B_{\ell+1}, C_{\ell+1})(N_{\ell+2}, S_{\ell+2}, B_{\ell+2}, C_{\ell+2}) \cdots
\]

be the macrorun of \( A^\infty \) over \( w \) jumping from the initial phase to the accepting phase exactly at step \( \ell = \max\{s + 1, j_1, j_2, \ldots, j_n\} \). Then, for each run \( \rho \) of \( A \) over \( w \) such that \( \rho[b] \in B_b \) for some \( b > \ell \) with \( B_{b-1} = \emptyset \), it holds that \( M(\rho) \) is finite.

**Proof.** Consider the usual pseudo-macrostate \((N_\ell, S_\ell, B_\ell, C_\ell) = (R_\ell \cap Q_N, (R_\ell \cap Q_D) \setminus F, R_\ell \cap F, \emptyset)\) used to split the states in \( R_\ell \) for the jump at step \( \ell \) from the initial to the accepting phase.

Let \( \rho \) be a run of \( A \) over \( w \) such that \( \rho[b] \in B_b \) and \( B_{b-1} = \emptyset \) for some \( b > \ell \). We can distinguish two cases, depending on whether \( \rho \) enters \( B \) just after the jump in \( \rho^\ell \).

**Case** \( b = \ell + 1 \). In this case, the set \( B_{b-1} = B_\ell \) is taken from the pseudo-macrostate \((N_\ell, S_\ell, B_\ell, C_\ell)\) that is used in the definition of \( \delta_j \). Since \( B_\ell = \emptyset \) by assumption, by Definition 18 we have that \( B_{\ell+1} = (\delta_D(C_\ell, w[\ell]) \cup \delta_j(S_\ell, w[\ell]) \cup (\delta_D(S_\ell, w[\ell]) \cap F)) \setminus S_{\ell+1} \). Given that by hypothesis we have that \( \rho[\ell + 1] \in B_{\ell+1} \), this implies that \( \rho[\ell + 1] \notin S_{\ell+1} = \delta_D(S_\ell, w[\ell]) \setminus F \), so \( \rho[\ell + 1] \) must belong to at least one of the sets \( \delta_D(C_\ell, w[\ell]), \delta_j(N_\ell, w[\ell]) \),
and \( \delta_D(S_{\ell}, w[\ell]) \cap F \). Since \( C_\ell = \emptyset \), we get that \( \delta_D(C_\ell, w[\ell]) = \emptyset \), so we must have \( \rho[\ell + 1] \in \delta_j(N_\ell, w[\ell]) \) or \( \rho[\ell + 1] \in \delta_D(S_{\ell}, w[\ell]) \cap F \). We analyze the two cases independently.

**Case** \( \rho[\ell + 1] \in \delta_j(N_\ell, w[\ell]) \). Assume, for the sake of contradiction, that \( M(\rho) \) is an \( \omega \)-branch. By definition of \( M \) (cf. Definition 18), it follows that \( M(\rho) \) is of the form

\[
M(\rho) = \langle N_0, 0 \rangle \langle N_1, 1 \rangle \cdots \langle N_\ell, \ell \rangle \langle d_{\ell+1}, \ell + 1 \rangle \langle d_{\ell+2}, \ell + 2 \rangle \cdots ,
\]

thus \( j_{M(\rho)} = \ell + 1 \). This, however, contradicts the definition of \( \ell \) itself, namely, that \( \ell = \max\{s + 1, j_1, j_2, \cdots, j_n \} \) where \( j_{M(\rho)} \in \{j_1, j_2, \cdots, j_n \} \) is the set of moments \( j_m \) at which each \( \omega \)-branch \( \gamma_m \) enters \( V_D \). Therefore, \( M(\rho) \) must be finite branch.

**Case** \( \rho[\ell + 1] \in \delta_D(S_{\ell}, w[\ell]) \cap F \). This means that \( \rho[b] \) is an accepting state. Suppose, for the sake of contradiction, that \( M(\rho) \) is an \( \omega \)-branch; by definition of \( M \) we have that \( M(\rho)[\ell + 1] = \langle \rho[\ell + 1], \ell + 1 \rangle \), that is, \( M(\rho)[\ell + 1] \) is an \( F \)-vertex. This however contradicts with the assumption that \( \ell > s \), where \( s \) is the stable level of \( G^l_{A,w} \) such that all \( F \)-vertices after level \( s \) (hence, also \( M(\rho)[\ell + 1] \)) are finite. Thus \( M(\rho) \) can only be finite branch.

In both cases, we have that \( M(\rho) \) is a finite branch, as required.

**Case** \( b > \ell + 1 \). Consider the state \( \rho[\ell] \); we have several cases depending on how \( \rho[\ell] \) is classified in \( (N_\ell, S_{\ell}, B_\ell, C_\ell) \). For sure, \( \rho[\ell] \notin C_\ell \), since \( C_\ell = \emptyset \) by Definition 18. It is possible that \( \rho[\ell] \in S_{\ell} \); in this case, it can only be that \( M(\rho) \) is a finite branch. Assume, for the sake of contradiction, that \( \rho[\ell] \in S_{\ell} \) and that \( M(\rho) \) is an \( \omega \)-branch. Since \( \ell > s \), we have for each \( i \geq \ell \) that \( M(\rho)[i] \) is not an \( F \)-vertex thus, by definition of \( M \), \( \rho[i] \notin F \). By Lemma 16, we also have that \( \rho[i] \in S_i \) for each \( i > \ell \). By Definition 18, this implies that \( \rho[i] \notin B_i \) for each \( i > \ell \); in particular we have that \( \rho[b] \notin B_b \) since \( b > \ell + 1 \), against the hypothesis that \( \rho[b] \in B_b \).

Therefore, it must be the case that if \( \rho[\ell] \in S_{\ell} \), then \( M(\rho) \) is finite.

Suppose that \( \rho[\ell] \in B_{\ell} \); then we have that either \( \rho[i] \in B_i \) for each \( \ell < i < b - 1 \) or \( M(\rho) \) is a finite branch. Suppose that it is not the case that \( \rho[i] \in B_{\ell} \) for each \( \ell < i < b - 1 \): this means that there is \( \ell < i < b - 1 \) such that \( \rho[i-1] \in B_{i-1} \) but \( \rho[i] \notin B_i \). Since \( \rho[i] = \delta_D(\rho[i-1], w[i-1]) \), by Definition 18 it follows that \( \rho[i] \notin B_i \) can only be justified by the fact that \( \rho[i] \in S_i \). Since \( \ell < i < b - 1 \), by the same argument by contradiction we used before for the case \( \rho[\ell] \in S_{\ell} \) we have that \( M(\rho) \) is finite, as required.

Assume that \( \rho[\ell] \in B_\ell \) and that \( \rho[i] \in B_i \) for each \( \ell < i < b - 1 \). By hypothesis, we have that \( \rho[b-1] \notin B_{b-1} \); since \( \rho[b-2] \in B_{b-2} \), as before this implies that \( \rho[b-1] \in S_{b-1} \). By the same argument by contradiction we used before for the case \( \rho[\ell] \in S_{\ell} \) we have that \( M(\rho) \) is finite, as required.
The last case is \( \rho(\ell) \in N_\ell \). Since \( \rho(b) \in B_b \) and \( B_{b-1} = \emptyset \), there must be \( \ell < j < b \) such that \( \rho(j) \in N_{j-1} \) while \( \rho(j) \notin N_j \); thus \( \rho(j) \notin Q_D \); in particular, we have that \( \rho(j) \in \delta_\ell(\rho(j-1),w[j-1]) \). Moreover, by the fact that \( A \) is an \( \omega \)-branch, for each \( i \geq j \) we have that \( \rho(i) \notin N_i \). For the same motivation as before, if \( \rho(j) \notin S_j \), or in general \( \rho(i) \notin S_i \) for some \( j \leq i < b - 1 \), then \( M(\rho) \) is finite.

Assume that \( \rho(j) \notin S_j \); since \( \rho(b) \notin N_j \), then either \( \rho(j) \in B_j \) or \( \rho(j) \in C_j \). If \( \rho(j) \in B_j \), then there is \( j < k < \ell - 1 \) such that \( \rho(k) \in B_k \) and \( \rho(k+1) \notin B_{k+1} \); such a \( k \) must exist since by hypothesis \( B_{\ell-1} = \emptyset \). As in all other cases, \( \rho(k+1) \notin B_{k+1} \) can only be due to \( \rho(k+1) \in S_{k+1} \), so \( M(\rho) \) is finite.

If \( \rho(j) \in C_j \), then, for the sake of contradiction, suppose that \( M(\rho) \) is an \( \omega \)-branch. Since \( M(\rho) \) is an \( \omega \)-branch, it follows that \( j_{M(\rho)} = j > \ell \); this, however, contradicts the fact that \( \ell = \max\{s + 1, j_1, j_2, \cdots, j_n\} \) where \( j_{M(\rho)} = \{j_1, j_2, \cdots, j_n\} \) since \( \{j_1, j_2, \cdots, j_n\} \) is the set of moments \( j_m \) at which each \( \omega \)-branch \( \gamma_m \) enters \( V_D \). Therefore, \( M(\rho) \) must be finite branch.

This completes the proof of the lemma, since we have shown that \( M(\rho) \) is a finite branch in all possible cases.

**Lemma 18.** Given an \( \omega \)-word \( w \in \Sigma^\omega \), and the NBW \( \mathcal{A}^c \) constructed according to Definition 18, let

\[
\rho^c = R_0R_1 \cdots R_\ell(N_{\ell+1},S_{\ell+1},B_{\ell+1},C_{\ell+1})(N_{\ell+2},S_{\ell+2},B_{\ell+2},C_{\ell+2}) \cdots
\]

be the macrorun of \( \mathcal{A}^c \) over \( w \) jumping from the initial phase to the accepting phase exactly at step \( \ell \) max\{\(s + 1, j_1, j_2, \cdots, j_n\}\}. Then, for each run \( \rho \) of \( A \) over \( w \) such that \( \rho(\ell + 1) \in B_{\ell+1} \), it holds that \( M(\rho) \) is finite.

**Proof.** There are two cases, depending on whether \( B_{\ell} = R_\ell \cap F \) is empty. If \( B_{\ell} = \emptyset \), then the result follows immediately by Lemma 17 so suppose that \( B_{\ell} \neq \emptyset \).

The hypothesis \( B_{\ell} \neq \emptyset \), by Definition 18, implies that \( B_{\ell+1} = \delta_D(B_{\ell},w[\ell]) \setminus S_{\ell+1} \), thus \( \rho(\ell) \notin F \). Similarly to the proof of Lemma 17, suppose, for the sake of contradiction, that \( M(\rho) \) is an \( \omega \)-branch; by definition of \( M \) we have that \( M(\rho)[\ell] = (\rho[\ell],\ell) \), that is, \( M(\rho)[\ell] \) is an \( F \)-vertex. This however contradicts with the assumption that \( \ell > s \), where \( s \) is the stable level of \( G_{\mathcal{A},w}^1 \) such that all \( F \)-vertices after level \( s \) (hence, also \( M(\rho)[\ell] \)) are finite. Thus \( M(\rho) \) can only be finite branch.

We have now all the results needed to prove that for each \( w \notin L(A) \) it holds that \( w \in L(\mathcal{A}^c) \). Recall that we are considering the macrorun

\[
\rho^c = R_0R_1 \cdots R_\ell(N_{\ell+1},S_{\ell+1},B_{\ell+1},C_{\ell+1})(N_{\ell+2},S_{\ell+2},B_{\ell+2},C_{\ell+2}) \cdots
\]

where \( R_0 = I \) and \( \ell = \max\{s + 1, j_1, j_2, \cdots, j_n\} \) as our candidate accepting run over \( w \). By means of the lemmas presented above, we can prove that, after
the step $\ell$, the $B$ component of $\rho^c$ becomes empty again and again, thus $\rho^c$ is accepting so $w \in L(A^c)$ as required.

If $B_i = \emptyset$ for each $i > \ell$, then the claim that the $B$ component of $\rho^c$ becomes empty again and again trivially holds. Suppose now that $B_i \neq \emptyset$ for some $i > \ell$; let $b = \min\{i > \ell \mid B_i \neq \emptyset\}$: this implies that $B_b$ is the first occurrence of a non-empty set for the component $B$. By inspecting the definition of $\delta^c$ in Definition 18, we have that for each $q \in B_b$ there is a run $\rho_q$ of $A$ over $w$ such that $\rho_q[b] = q$. If $b = \ell + 1$, then by Lemma 18 we know that $M(\rho_q)$ is finite. If $b > \ell + 1$, then we have that there means that $B_{b-1} = \emptyset$, thus Lemma 17 implies that $M(\rho_q)$ is finite.

Since in all cases $M(\rho_q)$ is a finite branch, Lemma 15 ensures that $\rho_q$ eventually merges with a run $\rho_q^*$ such that $M(\rho_q^*)$ is an $\omega$-branch. Lemma 16 ensures that $\rho_q^*$ is such that $\rho_q^*[i] \in S_i$ for each $i \geq \ell$. Since $\rho_q$ and $\rho_q^*$ merge, there exists $m_q \geq \ell$ such that $\rho_q[m_q] = \rho_q^*[m_q]$, thus $\rho_q[i] \in S_i$ for each $i \geq m_q$. By Definition 18, this implies that $\rho_q[i] \notin B_i$ for each $i \geq m_q$. Since this happens for all $q \in B_b$, we get that $B_m = \emptyset$, where $m = \max\{m_q \mid q \in B_b\}$: this is the case because the component $B$ never tracks new runs until all runs $\rho_q$ have left $B$ to reach the component $S$. Given the arbitrary choice of $b > \ell$, this means that the $B$ component of $\rho^c$ becomes empty again and again, that is, $\rho^c$ is accepting so $w \in L(A^c)$ as required.

**Appendix E.3. Proof of the size of $A^c$**

We need to prove that the NBW $A^c$ constructed according to Definition 18 has at most $2^{|Q|} + 2^{|Q_N|} \times 3^{|F|} \times 4^{|Q_D \setminus F|} \in O(4^{|Q|})$ states.

By the construction of $A^c$ given in Definition 18 in the worst case we have $2^{|Q|}$ macrostates for the initial phase; for the acceptance phase, we have at most $2^{|Q_N|} \times 3^{|F|} \times 4^{|Q_D \setminus F|}$ macrostates of the form $(N, S, B, C)$. This is due to the following motivations:

- for each $n \in Q_N$, we have that either $n \in N$ or $n \notin N$, for a total of $2^{|Q_N|}$ possible choices for the states in $Q_N$;
- for each $f \in F$, we have that $f \notin S$. Regarding $B$ and $C$, we have that either $f \in B$, or $f \in C$, or $f \notin B \cup C$. Note that by construction we have $B \cap C = \emptyset$, as well as $S \cap C = S \cap B = \emptyset$. This means that we have a total of $3^{|F|}$ possible choices for the states in $F$;
- for each $d \in Q_D \setminus F$, we have that either $d \in S$, or $d \in C$, or $d \in B$, or $d \notin S \cup B \cup C$, for a total of $4^{|Q_D \setminus F|}$ possible choices for the states in $Q_D \setminus F$.

This means that the overall number of macrostates is $2^{|Q|} + 2^{|Q_N|} \times 3^{|F|} \times 4^{|Q_D \setminus F|} \leq 2^{|Q|} + 4^{|Q_N|} \times 4^{|F|} \times 4^{|Q_D \setminus F|} = 2^{|Q|} + 4^{|Q_N| + |F| + |Q_D \setminus F|} = 2^{|Q|} + 4^{|P|} \in O(4^{|Q|})$, as required.