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Abstract: The Internet of things is a current major developing technology, which is a network of everyday physical objects that enhances the quality of lifestyle. Application of the internet of things encounters dealing with huge amount of data. One of the directions of big data is this huge amount of data with respect to the internet of things. As the name implies, big data refers to the data that cannot be analyzed by a traditional data processing software. The key challenge of this phenomenon is to use a proper way to analyse, which can provide useful features from the data absorbed by the perception layer of the internet of things in order to provide feedback to end users, which helps them in better decision making and improves the performance of the corresponding internet of things network. Analysis of big data in the internet of things is obviously a hard task. Data storages are distributed and there should be parallel data processing. Transmission of the data across the network can slow down because of the massive amount of data. In this regard, this paper focuses on how to analyze the massive and heterogeneous data of the internet of things in a proper way. At first, the internet of things and the big data are discussed separately with architectures, applications, challenges etc. Since these two technologies are interrelated, data analysis in the internet of things is discussed with various methodologies and challenges. Finally, the study discusses a proper framework that can analyze the big data in the internet of things (IOT) in an efficient way.
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I. INTRODUCTION

The Internet of things (IoT) is one of the most famous research challenges in the current world. The IoT implies a network of physical objects that are being used in day to day life. They are connected through the internet and allowed to collect and exchange data. Objects are connected by wires or in a wireless way. When they transfer data between each other, a unique address is needed for each object in order to differentiate them on the internet. Internet protocol (IP), which is an open protocol, provides unique addresses for internet connected devices. Internet is the fourth version of internet protocol, addresses. Because of the rapid development of the internet, this quantity has been getting limited. When the IoT came on to the stage, it has obviously become insufficient. As a result of that, protocol version 6 (IPv6) was introduced. It is a 128 bits address and theoretically addresses. The basic IoT architecture consists several layers. Bottom layer of the IoT architecture which is called Perception layer consists of components such as Sensors, RFID (Radio Frequency Identification) tags, bar code labels, GPS (Global Positioning System) devices, cameras etc. Data collection (sensing) is done on this layer. Then, there is the network layer which collects data from the lower layer and sends them to the internet. Middleware layer is the next layer which serves the management and storage of data. After that, there is the application layer. Its purpose is the final presentation of data. Finally, it has the business layer, which forms meaningful services by the data from the application layer. It is obvious that IoT sticks with a massive amount of data, which can be called big data. Big data refers to a large amount of structured or unstructured data that cannot be processed by a traditional application software. To gain values from data, the big data should be analyzed. Data scientists have defined four characteristics of the big data. They are volume (amount of data), variety (types of data), velocity (speed at which data are collected, stored, analyzed and visualized) and veracity (completeness and accuracy of data).

A. Batch Processing Method

Batch layer is responsible for deploying this method. It keeps the master copy of a dataset and pre-computes batch views on that dataset. Normally, this output is stored in a read only data base and updates replace the existing batch views. Queries run on those batch views instead of master dataset.

B. Stream Proceeding Method

This process is accomplished by the speed layer. It manages the low latency requests through real time data processing, which generates real time views. Those views are updated within a very short time period. It is responsible for filling gaps which are generated because of the batch layer. There is another layer which is called the serving layer, and it is responsible for indexing and exposing the views. It responds to low latency ad hoc queries.

II. RESEARCH ANALYSIS

The key challenge of this phenomenon is to use a proper way to analyse, which can provide useful features from the data absorbed by the perception layer of the internet of things in order to provide feedback to end users, which helps them in better decision making and improves the performance of the corresponding internet of things network. Analysis of big data in the internet of things is obviously a hard task. Trying to convert day to day systems into the
IoT is a major consideration today. Researches are being conducted to achieve this macro goal, which helps to distribute the practice of the internet of things. As previously mentioned, analysis of the big data is one of the major challenges on the way to achieve this goal. MongoDB stores data and ways for devices to behave in the form of three types of patterns which are accessed by the storm for real time processing. It is clear that, the IoT is expanding over various industries. For instance, it is becoming a part of the healthcare sector today. Therefore, a lot of studies are being conducted over the IoT integration with e-health. A literature survey with main challenges (i.e. data management, privacy, data mining, security, chaos of data) on this topic is done by [5]. The IoT can also be adapted to the manufacturing market, which can be a great advantage as described in [6]. It is a competitive advantage. Authors entered this goal by considering sensor system and mobile devices. As they discuss, embedded sensors in machines connect to cloud solutions. The predictive analysis can create an advantage. The study introduces a monitoring tool which is formed in the wireless sensor network. The monitoring tool consists of data acquisition device. It provides status of the machine, power consumption and failures. These devices are organized in star topology. Data which come from these devices are collected by a central gateway, which coordinates data transmission. The data packetizing process is also done by it. Then, the data are uploaded to the cloud for further processing. The proposed architecture supports a human operator to upload information which are aggregated in the cloud.

A novel architecture for this imagined technology, the IoT and data analysis of it. As a whole, this scenario can be classified into two major layers. First one is the bottom layer, which includes the IoT system. The other one is the top layer which consists of the cloud, architecture directly as shown in the figure 2. It causes to reduce the complexity and to increase the security. The agent layer consists of different kinds of agents

The user can configure this scenario according to his/her application. For example, the user may have a re-computational batch layer, which employs full re-computation on the master data set once a month. Then, there may be an incremental batch layer which operates once in every four hours. It only executes on the data which are not represented in the re-computational batch layer. Then the speed layer compensates data which are not represented in both batch layers. As a result of that, requirements for the layers are reduced. Another benefit is the gaining of both incremental and re-computation advantages. The bottom layer consists of different kinds of components. As the IoT objects in which objects are connected via communication protocols such as WiFi, Bluetooth and Zigbee are lying in the lower level. Most of these every-day objects do not include an internet connection ability. Objects which belong to a particular environment are connected to a particular environmental access point. They manage their objects while providing routing function. It uses less resources since it only executes new data rather than all the master data. On the other hand, the recovery from mistakes is ensured by the re-computational batch layer. In our system, data coming from agents are distributed using Hadoop distributed file system (HDFS) in the batch layer cluster. MapReduce is used for batch computation and MongoDB is used to store immutable master dataset. Thus, MapReduce executes the master dataset which is stored in the MongoDB in terms of map and reduce functions in a distributed and robust manner. As the batch layer cluster is connected to the serving layer. The serving layer uses as the database in our system. The serving layer is distributed in a cluster, and it has the ability to respond to ad-hoc queries in a low latency manner with regard to the indexing mechanism.

III. PROPOSED SYSTEM

Batch layer agent is responsible for forwarding data coming from all environmental access points to the batch layer (for master dataset).

Speed layer agent is responsible for forwarding data coming from all environmental access points to the speed layer.

Security agent

We have explored the feasibility of bringing multi-antenna benefits to single RF-chain wireless devices. Our findings are synthesized in a practical cross-layer design, that uses antenna index to carry extra bits and adaptive antenna hopping to ensure robustness/efficiency of communication. Decoding components are simple and built from existing WiFi/ZigBee modules. By integrating antenna hopping with the inherent modulation structures of such practical wireless systems, it is able to achieve multiple folds of capacity gain – even higher than existing theoretical prediction. Thus, it represents a viable and effective means of realizing multi-antenna networking between energy-constrained wireless devices.
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Ensures the safety of data. Employs the encryption and decryption and other security algorithms when necessary. Backup agent – Responsible for keeping backups and providing data when the master dataset fails. The user can configure this scenario according to his/her application. For example, the user may have a re-computational batch layer, which employs full re-computation on the master data set once a month. Then, there may be an incremental batch layer which operates once in every four hours. It only executes on the data which are not represented in the re-computational batch layer. Then the speed layer compensates data which are not represented in both batch layers. As a result of that, requirements for the layers are reduced. Another benefit is the gaining of both incremental and re-computation advantages. The bottom layer consists of different kinds of components. As the IoT objects in which objects are connected via communication protocols such as WiFi, Bluetooth and Zigbee are lying in the lower level. Most of these every-day objects do not include an internet connection ability. Objects which belong to a particular environment are connected to a particular environmental access point. They manage their objects while providing routing function. Its purpose is the final presentation of data. Finally, it has the business layer, which forms meaningful services by the data from the application layer. It is obvious that IoT sticks with a massive amount of data, which can be called big data. Big data refers to a large amount of structured or unstructured data that cannot be processed by a traditional application software.

Fig 2. Data packet flow

The number of agents and their features can be adjustable according to the application.

A. Batch Layer Agent
Responsible for forwarding data coming from all environmental access points to the batch layer (for master dataset).

B. Speed Layer Agent
Responsible for forwarding data coming from all environmental access points to the speed layer.

C. Security Agent
Ensures the safety of data. Employs the encryption and decryption and other security algorithms when necessary.

D. Backup Agent
Responsible for keeping backups and providing data when the master dataset fails.

IV. PERFORMANCE

A. Latency
Indexing mechanism reduces the latency in serving layer and speed layer. Speed layer is updated with low latency since it supports incremental algorithm.

B. Energy And Resource Consumption
Minimizes the power consumption of day to day objects in lower level in IoT model. Incremental sub layer of the batch layer uses less resources.

C. Scalability
Serving layer and speed layer are in distributed manner. Therefore, they achieve the scalability.

D. Reliability
Serving layer and speed layer are in distributed manner, which helps to replicate the data. Therefore, the fault tolerance can be achieved. On the other hand, recovery from mistakes are ensured by re-computational batch layer.

V. CONCLUSION

We find approaches of big data analysis in the IoT applications. When the IoT applications increase by interconnecting devices through the whole world, the complexity, cost and power consumption are increased. We propose a new way to build the data flow between IoT and big data analysis system, which supports to reduce them. We discussed not only the connection between IoT and cloud but also the analysis mechanism which uses the System architecture that consists of popular technologies (i.e. Apache, MongoDB, ElephantDB). Scalability, low latency and fault tolerance are some of the major factors that are considerable with respect to this scenario in the proposed architecture. They cause to increase performance of the big data analysis in IoT applications.
VI. FUTURE SCOPE

Framework that can analyze the big data in the internet of things in an efficient way. hence to enhance the security model.
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