SEMIELIAN ANALOGUES OF SCHANUEL CONJECTURE AND APPLICATIONS
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Abstract. In this article we study semi-abelian analogues of Schanuel conjecture. As showed by the first author, Schanuel conjecture is equivalent to the Generalized Period conjecture applied to 1-motives without abelian part. Extending her methods, the second, the third and the fourth authors have introduced the abelian analogue of Schanuel conjecture as the Generalized Period conjecture applied to 1-motives without toric part. As a first result of this paper, we define the semi-abelian analogue of Schanuel conjecture as the Generalized Period conjecture applied to 1-motives.

C. Cheng et al. proved that Schanuel conjecture implies the algebraic independence of the values of the iterated exponential and the values of the iterated logarithm, answering a question of M. Waldschmidt. The second, the third and the fourth authors have investigated a similar question in the setup of abelian varieties: the Weak Abelian Schanuel conjecture implies the algebraic independence of the values of the iterated abelian exponential and the values of an iterated generalized abelian logarithm. The main result of this paper is that a Relative Semi-abelian conjecture implies the algebraic independence of the values of the iterated semi-abelian exponential and the values of an iterated generalized semi-abelian logarithm.

Contents

1. Introduction 2
Acknowledgements 4
2. A generalized semi-abelian logarithm 4
2.1. Differential forms of the first kind 4
2.2. Differential forms of the second kind 5
2.3. Differential forms of the third kind 7
3. 1-motives and torsors 9
3.1. Motivic Galois groups of 1-motives 9
3.2. Torsors 13
4. Semi-abelian analogues of Schanuel conjecture 16
4.1. Extended Schanuel conjectures 16
4.2. Relative Semi-abelian conjectures 18
5. Proof of the main theorem 1.6 20
6. Application 24
6.1. Elliptic Weil pairing 26
6.2. Main theorem for semi-elliptic surfaces 27
6.3. Errata 28
References 28

2020 Mathematics Subject Classification. 11J81, 11J89, 14K20, 14K25.

Key words and phrases. semi-abelian analogue of Schanuel conjecture, linear disjointness, algebraic independence, semi-abelian exponential, generalized semi-abelian logarithm.
1. Introduction

In [23] C. Cheng et al. proved that Schanuel conjecture implies the algebraic independence of the values of the iterated exponential and the values of the iterated logarithm, answering a question of M. Waldschmidt. In [36] the second, the third and the fourth authors have investigated Waldschmidt’s question in the context of abelian varieties: more precisely, they first introduce after G. Vallée [39] an abelian analogue of Schanuel conjecture (see Conjecture 4.4) and a weak version of it, as a consequence of the Generalized Period conjecture applied to 1-motives without toric part. Secondly they show that the Weak Abelian conjecture (see Conjecture 4.3) implies the algebraic independence of iterated values of an abelian exponential on one hand and iterated values of a corresponding generalized abelian logarithm on the other hand.

The aim of this paper is to generalize further Waldschmidt’s question in the setup of semi-abelian varieties, which are extensions of abelian varieties by tori. Consider such an extension $G$ of an abelian variety $A$ by the torus $G_m$ defined over a sub-field $K$ of $\mathbb{C}$. As in the case of abelian varieties, we have a semi-abelian exponential map given explicitly in (2.14):

$$\exp_G : \text{Lie } G \mathbb{C} \rightarrow G(\mathbb{C}).$$

An inverse map for this semi-abelian exponential, called a semi-abelian logarithm $\log_G$ for $G$, is well-defined only locally and it might be expressed by integrating differentials of the first and the third kind on the abelian variety $A$ (see Definition 2.3):

$$\log_G : G(\mathbb{C}) \rightarrow \text{Lie } G \mathbb{C} \cong \text{Lie } A \mathbb{C} \times (\text{Lie } G_m, \mathbb{C})^s.$$  

Involving also the integration of differential forms of the second kind on $A$, we get a generalized semi-abelian logarithm $\tilde{\log}_G$ for $G$ (see Definition 2.4):

$$\tilde{\log}_G : G(\mathbb{C}) \rightarrow \text{Lie } A \mathbb{C} \times \text{Lie } A \mathbb{C} \times (\text{Lie } G_m, \mathbb{C})^s.$$

With this notation we state the Semi-abelian analogue of Schanuel conjecture 4.5 as the Generalized Period conjecture 1.2 applied to 1-motives. Then we introduce two relative versions of conjecture 4.5, called the Relative Semi-abelian conjecture 4.7 and the Explicit Relative Semi-abelian conjecture 4.10 respectively, see also Conjecture 1.3 below. We show in Proposition 4.12 that they are both consequences of the Generalized Period conjecture 1.2 that we recall now.

Let $\mathbb{Q}$ be the algebraic closure of $\mathbb{Q}$ in the field of complex numbers $\mathbb{C}$ and let $K$ be a sub-field of $\mathbb{C}$. Consider a smooth and quasi-projective algebraic variety $X$ defined over $K$. The periods of $X$ are the coefficients of the matrix which represents (with respect to $K$-bases) the canonical isomorphism between the algebraic De Rham cohomology $H^*_{\text{dR}}(X)$ and the singular cohomology $H^*_\text{sing}(X(\mathbb{C}), K) = H^*_\text{sing}(X(\mathbb{C}), \mathbb{Q}) \otimes_{\mathbb{Q}} K$ of $X$, given by the integration of differentials forms

$$\beta_X : H^*_{\text{dR}}(X) \otimes_K \mathbb{C} \rightarrow H^*_\text{sing}(X(\mathbb{C}), K) \otimes_K \mathbb{C}$$

$$\omega \mapsto \left[ \gamma \mapsto \int_\gamma \omega \right].$$

In Note 10 of [30], assuming $X$ to be a curve of any genus or an abelian variety and $K = \overline{\mathbb{Q}}$, A. Grothendieck has conjectured that any polynomial relation with rational coefficients between the periods of $X$ should have a geometrical origin. More precisely, any algebraic cycle on $X$ and on the products of $X$ with itself, will give rise to a polynomial relation with rational coefficients among the periods of $X$. Grothendieck has never published a precise statement of this conjecture. After early works in the context of 1-motives and their Mumford-Tate groups (by P. Deligne, J.L. Brylinski, ...), Y. André wrote down a precise statement for motives $M$.
and their motivic Galois groups $\text{Gal}_{\text{mot}}(M)$ recalled in §3.1 (see [1] and André’s letter [15, Appendix 2] for a nice overview about this beautiful conjecture):

**Conjecture 1.1** (Grothendieck Period conjecture). Let $M$ be a (pure or mixed) motive defined over $\overline{\mathbb{Q}}$, then

$$\text{tran.deg}_{\mathbb{Q}}(\text{periods}(M)) = \dim \text{Gal}_{\text{mot}}(M).$$

Here $\overline{\mathbb{Q}}(\text{periods}(M))$ is the field generated over $\overline{\mathbb{Q}}$ by the periods of $M$. More generally, for $S$ a set, a vector or a matrix we will denote $K(S)$ the field generated over a field $K$ by the elements or entries of $S$.

In the case of a motive associated to an algebraic variety $X$, the dimension of the motivic Galois group of this motive is strictly related to the existence of algebraic cycles on $X$ and on the products of $X$ with itself.

The dimension of the motivic Galois group bounds the transcendence degree from above (see André’s letter [15, Appendix 2]), hence Conjecture 1.1 is really about a lower bound. André has proposed the following conjecture which, thanks to results of P. Deligne [26, Proposition 1.6] and André [28,0.4], is a generalization of Grothendieck Period conjecture 1.1:

**Conjecture 1.2** (Generalized Period conjecture). Let $M$ be a (pure or mixed) motive defined over a sub-field $K$ of $\mathbb{C}$, then

$$\text{tran.deg}_{\mathbb{Q}}(\text{periods}(M)) \geq \dim \text{Gal}_{\text{mot}}(M).$$

In her PhD thesis, the first author showed that Schanuel conjecture 4.1 is equivalent to the Generalized Period conjecture 1.2 applied to 1-motives without abelian part, $M = [u : \mathbb{Z}^n \to \mathbb{G}_m], \mathbb{C}$, see [5, Cor 1.3 and §3].

Here, considering algebraic independence over the field generated by the periods of $G$, we show that the following conjecture is a consequence of the Generalized Period conjecture.

**Conjecture 1.3** (Relative Semi-abelian conjecture). Let $A$ be an abelian variety defined over $\overline{\mathbb{Q}}$. Let $G$ be an extension of $A$ by the torus $\mathbb{G}_m^n$, which corresponds to a point $Q = (Q_1, \ldots, Q_s) \in A^s(\overline{\mathbb{Q}})^s$, and denote $\Omega_G$ its matrix of periods. If $R = (R_1, \ldots, R_n)$ is a point in $G(\mathbb{C})^n$ above a point $P = (P_1, \ldots, P_n) \in A(\mathbb{C})^n$, then

$$\text{tran.deg}_{\overline{\mathbb{Q}}}(\Omega_G, R, \text{log}_{\mathbb{G}_m^n}(R)) \geq 2 \dim B_Q + \dim Z(1)$$

where $B_Q$ is $B \cap (A^n \times \{Q\})$ with $B$ the smallest algebraic subgroup of $A^n \times A^{\ast \times s}$ containing the point $(P, Q)$, and $Z(1)$ the algebraic subgroup of $\mathbb{G}_m^n$ introduced in Construction 3.4(3).

Then, our main result is that the Relative Semi-abelian conjecture 1.3 (also cited in the text as conjecture 4.7) implies the algebraic independence of the values of iterated semi-abelian exponential and the values of iterated generalized semi-abelian logarithms. To state explicitly our main Theorem we use the notion of algebraic independence of fields, which for algebraically closed fields coincides with that of linear disjointness, see for example [33], [23] and [36, Lemma 1].

**Definition 1.4.** Let $F$ be a field and $F_1, F_2$ be two extensions of $F$ contained in a larger field $L$. The field $F_1$ is said to be algebraically independent (or free) from $F_2$ over $F$ if any finite set of elements of $F_1$ that is algebraically independent over $F$, remains algebraically independent over $F_2$ (as a subset of $L$).

This definition, which seems non-symmetric, is actually symmetric in $F_1$ and $F_2$. If $F_1$ and $F_2$ are algebraically closed and algebraically independent over $F$, then $F_1 \cap F_2 = F$. 


Notation 1.5. As for the field $\mathbb{Q}$, we will denote with $\overline{K}$ the algebraic closure in $\mathbb{C}$ of any sub-field $K$ of $\mathbb{C}$.

Now, as in Conjecture 1.3, denote $\Omega_G$ the set of periods of $G$ and consider the following two towers of algebraically closed fields:

\begin{align*}
\mathcal{E}_0 &= \overline{\mathbb{Q}}, \\
\mathcal{E}_n &= \mathcal{E}_{n-1}\left(\exp_G(r) : r \in \text{Lie}_G(\mathcal{E}_{n-1})\right) \quad \text{for } n \geq 1, \\
\mathcal{L}_0 &= \overline{\mathbb{Q}}, \\
\mathcal{L}_n &= \mathcal{L}_{n-1}\left(\log_G(R) : R \in G(\mathcal{L}_{n-1})\right) \quad \text{for } n \geq 1.
\end{align*}

Let us define

$$\mathcal{E} = \bigcup_{n \geq 0} \mathcal{E}_n \quad \text{and} \quad \mathcal{L} = \bigcup_{n \geq 0} \mathcal{L}_n.$$

as two fields extensions of $\overline{\mathbb{Q}}$ contained in the larger field $\mathbb{C}$. Our main Theorem says:

**Theorem 1.6.** If the Relative Semi-abelian conjecture 1.3 (see also 4.7) is true, then $\mathcal{E}$ and $\mathcal{L}$ are algebraically independent over $\overline{\mathbb{Q}}$.

Since $\mathcal{E}$ and $\mathcal{L}$ are algebraically closed over $\overline{\mathbb{Q}}$, by [36, Lemma 1] we deduce from the above Theorem 1.6 that the fields $\mathcal{E}$ and $\mathcal{L}$ are linearly disjoint over $\overline{\mathbb{Q}}$.

After introducing generalized semi-abelian logarithms in Section 2 and relevant motives with their motivic Galois groups in Section 3, we discuss semi-abelian analogues of Schanuel conjecture in Section 4. The proof of Theorem 1.6 is given in Section 5 and in Section 6 we study in details the case of semi-elliptic surfaces. We end Section 6 correcting the table of dimensions of the motivic Galois group of the 1-motive $M = [u : \mathbb{Z} \to G]$, where $G$ is an extension of an elliptic curve by $\mathbb{G}_m$, given in [15§4], see Subsection 6.3.
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2. A generalized semi-abelian logarithm

Let $A$ be a $g$-dimensional abelian variety defined over a sub-field $K$ of $\mathbb{C}$. Denote by $A_{\mathbb{C}}$ the abelian variety obtained from $A$ extending the scalars from $K$ to the field of complex numbers. We will use similar notations $G_{\mathbb{C}}$, $G_{m,\mathbb{C}}$ for the other groups appearing.

2.1. Differential forms of the first kind. Let $\omega_1, \ldots, \omega_g$ be invariant differentials of the first kind on $A$ spanning the $g$-dimensional $K$-vector space $H^0(A, \Omega^1_A)$ of holomorphic differentials. Consider the abelian exponential $\exp_A : \text{Lie}A_{\mathbb{C}} \to A(\mathbb{C})$, whose kernel is the lattice $\text{H}_1(A(\mathbb{C}), \mathbb{Z})$ of rank $2g$ in the $g$-dimensional complex vector space $\text{Lie}A_{\mathbb{C}}$. Denote $z_i$, $i = 1, \ldots, g$, holomorphic functions on $\text{Lie}A_{\mathbb{C}}$, null at 0, such that

\begin{equation}
\tag{2.1}
dz_i = \exp_A^*(\omega_i), \quad i = 1, \ldots, g.
\end{equation}
If \( \{\theta_0(z), \theta_1(z), \ldots, \theta_d(z)\} \) is a basis of the global sections of \( L^{\otimes 3} \), with \( L \) any positive definite line bundle on \( A_\mathbb{C} \) (that is a basis of theta functions for the factor of automorphy of \( L^{\otimes 3} \)), we get a projective embedding:

\[
\exp_A : \text{Lie } A_\mathbb{C} \longrightarrow A(\mathbb{C}) \subseteq \mathbb{P}^d(\mathbb{C})
\]

\[
z \mapsto \exp_A(z) = [\theta_0(z) : \theta_1(z) : \cdots : \theta_d(z)].
\]

**Definition 2.1.** An abelian logarithm, denoted by \( \log_A \), is an inverse map of the abelian exponential which is given by integration, more precisely

\[
(2.2) \quad \log_A : A(\mathbb{C}) \longrightarrow \text{Lie } A_\mathbb{C}
\]

\[
P \longmapsto \log_A(P) = \left( \int_O^P \omega_1, \ldots, \int_O^P \omega_g \right)
\]

where \( O \) is the neutral element for the group law of the abelian variety \( A \).

There are several abelian logarithms since the map (2.2) depends on the path from \( O \) to \( P \) that we choose.

Fix a positive ample (Weil) divisor \( D \) on \( A \) not containing the origin. According to [41] there exists a unique holomorphic theta function \( \theta(z) \) on \( A_\mathbb{C} \) whose divisor is \( \exp_A^*(D) \), with value 1 at 0. By [3458 Thm 1] the map \( \phi_D : A \to \text{Pic}^0(A) = A^*, Q \mapsto \text{div}(\frac{\theta(z-q)}{\theta(z)}) \) is surjective, where \( q \) is any logarithm of \( Q \). For any \( \lambda \) in the lattice \( H_1(A(\mathbb{C}), \mathbb{Z}) \) the theta function satisfies a functional equation

\[
(2.3) \quad \frac{\theta(z + \lambda)}{\theta(z)} = \alpha(\lambda) e^{\pi H(z, \lambda) + \frac{\pi^2}{2} H(\lambda, \lambda)}.
\]

Here \( (H, \alpha) \) are the data associated to the linear class of the divisor \( D \), where \( H \) is an Hermitian form on \( \text{Lie } A_\mathbb{C} \) satisfying \( \text{Im}(H)(\lambda, \lambda') \subseteq \mathbb{Z} \) and \( \alpha : H_1(A(\mathbb{C}), \mathbb{Z}) \to \{ \xi \in \mathbb{C} ; |\xi| = 1 \} \) satisfies \( \alpha(\lambda + \lambda') = \alpha(\lambda) \alpha(\lambda') e^{2\pi \text{Im}(H)(\lambda, \lambda')} \) for \( \lambda, \lambda' \in H_1(A(\mathbb{C}), \mathbb{Z}) \). Starting from the above theta function we construct differentials of the second and the third kind on \( A \).

### 2.2. Differential forms of the second kind

For \( i = 1, \ldots, g \), consider the function

\[
(2.4) \quad h_i(z) = \frac{d}{dz_i} \left( \log(\theta(z)) \right) = \frac{1}{\theta(z)} \frac{d}{dz_i} (\theta(z)).
\]

Its differential \( dh_i(z) \) is the pull-back by \( \exp_A \) of a meromorphic form on \( A \), because the function \( h_i(z + \lambda) - h_i(z) \) does not depend on \( z \) by (2.3), for any \( \lambda \in \text{ker}(\exp_A) \). It also shows that for any \( p \in \text{Lie } A_\mathbb{C} \) the function \( h_i(z + p) - h_i(z) \) is periodic with respect to the lattice \( H_1(A(\mathbb{C}), \mathbb{Z}) \) and it is thus the pull-back of a rational function on \( A \). In particular \( dh_i(z) \) is a differential form of the second kind and by formula

\[
(2.5) \quad \exp_A^*(\eta_i) = dh_i(z)
\]

we define a differential form of the second kind \( \eta_i \) on \( A \), whose cohomology class in the first De Rham cohomology group \( H^1_{\text{dR}}(A) \) of the abelian variety \( A \), is invariant by translations. Observe that \( h_i(z + \lambda) - h_i(z) = \int_{\gamma_\lambda} \eta_i \), where \( \gamma_\lambda \) is the image by \( \exp_A \) of a path from 0 to \( \lambda \) in \( \text{Lie } A_\mathbb{C} \). We have that \( \eta_1, \ldots, \eta_g \) span the space of differential forms of the second kind exact and holomorphic ones. Then, \( \omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g \) is a basis of \( H^1_{\text{dR}}(A) \), which is a 2g-dimensional \( K \)-vector space. Recall that if \( K = \mathbb{C} \) then \( H^1_{\text{dR}}(A) = H^0(A, \Omega^1_A) \oplus H^1(A, \mathcal{O}_A) \), where \( H^1(A, \mathcal{O}_A) \) is isomorphic to the \( \mathbb{C} \)-vector space of differential forms of the second kind modulo holomorphic and exact ones.

Differential forms of the second kind on \( A \) are closely related to the universal vector extension of \( A \). Denote by \( A^\sharp \) this universal vector extension of the \( g \)-dimensional abelian
variety $A$. The extension $A^2$ is not the product $A \times \text{Lie} A_{\mathbb{C}}$, where $\text{Lie} A_{\mathbb{C}}$ is the complex conjugate of $\text{Lie} A_{\mathbb{C}}$ (i.e. the antiholomorphic tangent space of $A$ at the origin), but $A^2$ is birationally isomorphic to $A \times \text{Lie} A_{\mathbb{C}}$, with group law defined as

$$(P, W) + A^2(P', W') = (P + A P', W + W' + \mathcal{H}(P, P')),$$

where $\mathcal{H}$ is a factor system of the extension $A^2$. Then, $\text{Lie} A^2_{\mathbb{C}}$ is isomorphic to $\text{Lie} A_{\mathbb{C}} \times \text{Lie} A_{\mathbb{C}}$ and the factor system $\mathcal{H}$ satisfies

$$\mathcal{H}(\exp_A(z), \exp_A(z')) = h(z + z') - h(z) - h(z'),$$

where $h : \text{Lie} A_{\mathbb{C}} \to \text{Lie} A_{\mathbb{C}}$ is given in coordinate system as

$$z = \sum_{i=1}^{g} z_i \frac{\partial}{\partial Z_i} \mapsto h(z) = \sum_{i=1}^{g} h_i(z) \frac{\partial}{\partial Z_i},$$

with the functions $h_i(z)$ introduced in (2.4). The exponential map of $A^2$ is

$$\exp_A : \text{Lie} A^2_{\mathbb{C}} \to A^2_{\mathbb{C}}(\mathbb{C})$$

and its kernel is the lattice

$$H_1(A^2_{\mathbb{C}}(\mathbb{C}), \mathbb{Z}) = \sum_{j=1}^{2g} \mathbb{Z}(\omega_{1j}, \ldots, \omega_{gj}, -\eta_{1j}, \ldots, -\eta_{gj}) \subset \text{Lie} A^2_{\mathbb{C}},$$

where $\omega_{ij} = \int_{\gamma_j} \omega_i$ and $\eta_{ij} = \int_{\gamma_j} \eta_i$ with $\gamma_1, \ldots, \gamma_{2g}$ a basis of $H_1(A(\mathbb{C}), \mathbb{Z})$. This exponential map induces an isomorphism between $\text{Lie} A^2_{\mathbb{C}}/H_1(A^2_{\mathbb{C}}(\mathbb{C}), \mathbb{Z})$ and $A^2_{\mathbb{C}}(\mathbb{C})$.

Let $\eta_{i}^{A^2}$, $i = 1, \ldots, g$, be invariant differential forms on $A^2$, which induce the usual invariant differential forms on $\text{Lie} A_{\mathbb{C}}$ and which are defined modulo the addition of the pull-back of a differential form of the first kind on $A$. We complete $z_1, \ldots, z_g$ into a basis of $\text{Lie} A^2_{\mathbb{C}}$ with the complex coordinate functions $w_1, \ldots, w_g$ defined by

$$dw_i = \exp^* A^2_i(\eta_{i}^{A^2}).$$

The invariant differential form $\eta_{i}^{A^2}$ is the difference between the pull-back on $A^2$ of an invariant differential form on $\text{Lie} A_{\mathbb{C}}$ and the pull-back on $A^2$ of $\eta_i$. Identifying topologically $A(\mathbb{C})$ to $A(\mathbb{C}) \times \{0\} \subset A^2(\mathbb{C})$, and choosing a path inside $A(\mathbb{C})$ from the neutral element $O$ of $A$ to a point $P \in A(\mathbb{C})$, we verify the equality $\int_O^P \eta_{i}^{A^2} = \int_O^P \eta_i$.

**Definition 2.2.** A generalized abelian logarithm, denoted by $\tilde{\log}_A$, is a map defined as

$$\tilde{\log}_A : A(\mathbb{C}) \to \text{Lie} A_{\mathbb{C}} \times \text{Lie} A_{\mathbb{C}}$$

$$(P) \mapsto \tilde{\log}_A(P) = \left( \log_A(P), \int_O^P \eta_1, \ldots, \int_O^P \eta_g \right) = \left( \int_O^P \omega_1, \ldots, \int_O^P \omega_g, \int_O^P \eta_1, \ldots, \int_O^P \eta_g \right)$$

where $O$ is the neutral element for the group law of the abelian variety $A$.

As in the case of abelian logarithms, there are several generalized abelian logarithms depending on the choice of the path of integration.

A logarithm for the universal vector extension $A^2$ of $A$ is induced by a generalized abelian logarithm $\tilde{\log}_A$ of $A$. Indeed, for $P \in A(\mathbb{C})$ one views $\tilde{\log}_A(P)$ as an element of $\text{Lie} A_{\mathbb{C}} \times \text{Lie} A_{\mathbb{C}}$, for
identifying \( (\int_O^P \eta_1, \ldots, \int_O^P \eta_g) \) with \( h(p) \in \text{Lie} A_C \) by \((2.6)\), then
\[
\log_{A^t} : \quad A^t(C) \longrightarrow \text{Lie} A^t_C \cong \text{Lie} A_C \times \text{Lie} A_C \quad \mapsto \quad \text{Lie} A^t_C / H_1(A^t(C), \mathbb{Z})
\]
\[
(P, W) \quad \mapsto \quad \log_{AP}(P) + (0, W)
\]
gives a locally well-defined inverse map to the complex analytic isomorphism induced by \( \exp_{A^t} \):
\[
\text{Lie} A^t_C / H_1(A^t(C), \mathbb{Z}) \rightarrow A^t(C).
\]

2.3. **Differential forms of the third kind.** As explained in [2089] differentials of the third kind on \( A \) are closely related to extensions of \( A \) by \( G_m \). Consider an extension \( G \) of our abelian variety \( A \) by the torus \( G_m \), which is defined over the subfield \( K \) of \( C \). Via the isomorphism \( \text{Ext}^1(A, G_m) \cong \text{Pic}^0(A) = A^* \), it is equivalent to having the extension \( G \) or to have a divisor \( Q \) in \( \text{Pic}^0(A) \) or to have a point \( Q \) in \( \text{Pic}^0(K) \). We now complete the basis \( \omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g \) of \( \text{H}^1_{\text{dR}}(A) \) into a \( K \)-basis of the first De Rham cohomology group \( \text{H}^1_{\text{dR}}(G) \).

Let \( q \) be a logarithm in \( \text{Lie} A^*_C \) of the point \( Q \) and consider the function
\[
F_q(z) = \frac{\theta(z + q)}{\theta(z)} e^{-\sum_{i=1}^g h_i(q)z_i},
\]
which generalizes Serre’s function \([15, (1.6)]\), see also Table 1 in Section 6. Since \( \frac{F_q(z + \lambda)}{F_q(z)} \) is constant in \( z \) for any \( \lambda \in \text{H}^1(A(C), \mathbb{Z}) \), the differential form \( d \log(F_q(z)) \) is the pull-back via the abelian exponential of a differential form of the third kind \( \xi_Q \) on \( A \) whose residual divisor is \( \phi_D(-Q) \). One checks that the function \( \frac{F_q(z + z')}{F_q(z)} \) induces a rational map from \( A^2 \) to \( G_m \), which is a factor system for the extension \( G \) of \( A \) by \( G_m \) corresponding to the point \( Q \). If \( Q \) isn’t a torsion point of \( A^* \), the extension \( G \) is not the product \( A \times G_m \), but \( G \) is birationally isomorphic to \( A \times G_m \) with the group law twisted by the above factor system.

The exponential map of \( G \) is
\[
\exp_G : \quad \text{Lie} G_C \cong \text{Lie} A_C \times \text{Lie} G_m \subset A(C) \times \mathbb{C}^\times \cong G(C)
\]
\[
(z, t) \quad \mapsto \quad \left( \exp_A(z), e^t F_q(z) \right).
\]
Let \( \xi_Q^G \) be an invariant differential form on \( G \), which induces the usual invariant differential form on \( G_m \) and which is defined modulo the addition of the pull-back of a differential form of the first kind on \( A \). We complete \( z_1, \ldots, z_g \) into a basis of \( \text{Lie} G_C \) with the complex coordinate function \( t \) defined by
\[
dt = \exp_{A^t}^*(\xi_Q^G).
\]
Note that the pull-back \( \xi_Q^G \) of the invariant differential form \( \frac{dz}{Z} \) on \( G_m \), via the rational map \( G \cong A \times G_m \rightarrow G_m \), is not invariant on \( G \) and it satisfies
\[
\exp_G^*(\xi_Q) = \frac{d(e^t F_q(z))}{e^t F_q(z)} = dt + d \log \left( F_q(z) \right) = dt + \frac{1}{F_q(z)} \sum_{i=1}^g \frac{d}{dz_i} (F_q(z)) dz_i.
\]
We thus have \( \xi_Q^G = \xi_Q - \pi^* \xi_Q \), where \( \pi \) is the projection from the extension \( G \) to \( A \). For \( R = (P, e^t) \in G(C) \) and \( \exp_A(p) = P = \pi(R) \) we compute
\[
\int_O^P \xi_Q^G = \int_1^e \frac{dZ}{Z} - \int_O^P \xi_Q = \ell - \log \left( F_q(p) \right)
\]
modulo the kernel of $\exp_G$, since the integrals depend on the choice of a path of integration. Therefore,
\[
\log_G : G(\mathbb{C}) \to \text{Lie } G_{\mathbb{C}} \cong \text{Lie } A_{\mathbb{C}} \times \text{Lie } \mathbb{G}_{m, \mathbb{C}},
\]
\[
R \quad \mapsto \quad \log_G(R) = \left( \log_A(P), \int_{Q_1}^{R} \xi_Q^G \right)
\]
is an inverse map of the exponential of $G$.

Consider now an extension $G$ of our abelian variety $A$ by $\mathbb{G}^s_{m}$, which is defined over $K$. Via the isomorphism $A^{*s} = \text{Pic}^0(A)^s \cong \text{Ext}^1(A, \mathbb{G}^s_{m})$, having the extension $G$ is equivalent to having $s$ points $Q_1, \ldots, Q_s$ in $A^{*}(K)$. A basis of the first De Rham cohomology group $H^1_{dR}(G)$ of the extension $G$ is given by \{ $\pi^{*}\omega_1, \ldots, \pi^{*}\omega_g, \pi^{*}\eta_1, \ldots, \pi^{*}\eta_g, \xi_{Q_1}^G, \ldots, \xi_{Q_s}^G$ \}, where $\pi : G \to A$ is the projection underlying the extension $G$.

The extension $G$ is a semi-abelian logarithm depending on the choice of $s$ points $Q_1, \ldots, Q_s$ on the path from $G$, accordingly.

As before, there are several generalized semi-abelian logarithms depending on the choice of the path of integration. Given $\gamma_1, \ldots, \gamma_{2g}$ a basis of $H_1(A(\mathbb{C}), \mathbb{Z})$, we can lift these paths in $H_1(G(\mathbb{C}), \mathbb{Z})$, accordingly.

### Definition 2.3
A semi-abelian logarithm, denoted by $\log_{G^s}$, is an inverse map of the semi-abelian exponential which is given by integration, more precisely
\[
\log_G : G(\mathbb{C}) \to \text{Lie } G_{\mathbb{C}} \cong \text{Lie } A_{\mathbb{C}} \times \text{Lie } \mathbb{G}_{m, \mathbb{C}},
\]
\[
R \quad \mapsto \quad \log_G(R) = \left( \log_A(P), \int_{Q_1}^{R} \xi_Q^G \right)
\]
where $P = \pi(R)$ and $O$ is the neutral element for the group law of the semi-abelian variety $G$ or the abelian variety $A$, accordingly.

### Definition 2.4
A generalized semi-abelian logarithm, denoted by $\widetilde{\log}_{G^s}$, is a map defined by
\[
\widetilde{\log}_G : G(\mathbb{C}) \to \text{Lie } A_{\mathbb{C}} \times \text{Lie } A_{\mathbb{C}} \times \text{Lie } \mathbb{G}_{m, \mathbb{C}},
\]
\[
R \quad \mapsto \quad \widetilde{\log}_G(R) = \left( \widetilde{\log}_A(P), \int_{Q_1}^{R} \xi_Q^G \right)
\]
where $P = \pi(R)$ and $O$ is the neutral element for the group law of the semi-abelian variety $G$ or the abelian variety $A$, accordingly.

As before, there are several generalized semi-abelian logarithms depending on the choice of the path of integration.

We then form period matrices associated to $A$ and $G$:
\[
\Omega_A := \left( \int_{\gamma_i} \omega_i \quad \int_{\gamma_j} \eta_i \right)_{ji}, \quad \Omega_G := \left( \Omega_A \left( \frac{\xi^G_{j}}{\xi^G_{Q_k}} \right)_{jk} \right)_{0 \quad 2\pi \text{Id}_{s \times s}},
\]
some basic facts about 1-motives, their motivic Galois groups and related torsors.

Definition 3.1. A 1-motive $M = [u : X \to G]$ over an arbitrary scheme $S$ consists of:

- a group scheme $X$ over $S$, defined by a finitely generated free $\mathbb{Z}$-module, which is a locally constant group scheme for the étale topology,
- an extension $G$ of an abelian $S$-scheme $A$ by an $S$-torus $T_0$, which is defined over $S$,
- a morphism $u : X \to G$ of group schemes over $S$.

In this paper we will work with $S = \text{Spec}(K)$. With this hypothesis we think of $X$ as the character group of a torus defined over $K$, that is a finitely generated Gal($\overline{K}/K$)-module. We identify $X(\overline{K})$ with a finitely generated free $\mathbb{Z}$-module, denoted $\mathbb{Z}^{\text{rk}X}$. Since any morphism of $K$-schemes can be seen as a Gal($\overline{K}/K$)-equivariant morphism of the corresponding $\overline{K}$-schemes, having the group morphism $u : X \to G$ is equivalent to having a Gal($\overline{K}/K$)-equivariant group morphism

$$u : X(\overline{K}) \longrightarrow G(\overline{K})$$

from $\mathbb{Z}^{\text{rk}X}$ to the $\overline{K}$-rational points of $G$.

There is a more symmetrical definition of 1-motives. In fact, having the 1-motive $M = [u : X \to G]$ is equivalent to having the 7-tuple $(X, Y^v, A, A^*, v, v^*, \psi)$ where:

- $X$ is the character group of a $n$-dimensional torus;
- $Y^v$ is the character group of a $s$-dimensional torus $T_0$;
- $A^* \simeq \text{Ext}^1(A, \mathbb{G}_m)$ is the Cartier dual of the abelian variety $A$;
- $v : X \to A$ and $v^* : Y^v \to A^*$ are two group morphisms of $K$-group varieties. Having the group morphism $v$ is equivalent to having $n$ points $P_1, \ldots, P_n \in A(K)$, whereas having the group morphism $v^*$ is equivalent to having $s$ points $Q_1, \ldots, Q_s \in A^*(K)$ which parameterize the isomorphy class of the extension $G$ of $A$ by $T_0$;
- $\psi$ is a trivialization of the pull-back $(v, v^*)^*\mathcal{P}$ via $(v, v^*)$ of the Poincaré biextension $\mathcal{P}$ of $(A, A^*)$ by $\mathbb{G}_m$ (see [21, Chapter 2, §2.5, page 37 - 40]). Having this trivialization $\psi$ is equivalent to having $n$ points $R_1, \ldots, R_n \in G(K)$ whose images via the projection $G \to A$ are the $n$ points $P_1, \ldots, P_n$ respectively. Therefore having $\psi$ is equivalent to having the group morphism $u : X \to G$.

Remark 2.5. The $ns$ complex numbers $\int_{\partial O}^P \xi_{Q_k}$ are the abelian integrals of the third kind, which are computed explicitly in the elliptic case in [15, Prop 2.3]. The exponentials of the numbers $\int_{\partial O}^P \xi_{Q_k}$ are called the quasi-quasi-periods of $A$. According to formula (2.13) the integral $\int_{\partial O}^P \xi_{Q_k}^G$ breaks in two pieces $\int_1^{P_i} \frac{Z}{Z_k}$ and $\int_{\partial O}^P \xi_{Q_k}$, where $R_i = (P_i, e^{\xi_i})$.

For convenience, in this paper we will use small letters for semi-abelian logarithms of points on $G(\mathbb{C})$ which are written with capital letters, that is $\exp_G(r) = R \in G(\mathbb{C})$ for any $r \in \text{Lie} \ G_\mathbb{C}$.
We denote $Y(1)$ the torus whose character group is $Y^\vee$ and co-character group is $Y$. In particular, with notations as above $T_0 = Y(1)$.

Any 1-motive $M = [u : X \to G]$ is endowed with an increasing filtration $W_{\bullet}$, called the weight filtration of $M$:

$$W_0(M) = M, \quad W_{-1}(M) = [0 \to G], \quad W_{-2}(M) = [0 \to Y(1)].$$

If we set $Gr^W_{n} := W_n/W_{n-1}$, we have

$$Gr^W_{1}(M) = [X \to 0], \quad Gr^W_{1}(M) = [0 \to A], \quad Gr^W_{2}(M) = [0 \to Y(1)].$$

Let $x_1, \ldots, x_n$ be a base of $X \cong \mathbb{Z}^n$ and $M = [u : X \to G]$ be a 1-motive defined over $K$ such that $u(x_k) = R_k \in G(K)$, $k = 1, \ldots, n$, where $G$ is an extension of $A$ by $G_m^\times$ corresponding to $n$ points $Q_1, \ldots, Q_n \in A^\times(K)$. Denote by $P_1, \ldots, P_n$ the images of the $n$ points $R_1, \ldots, R_n$ via the projection $\pi : G \to A$. The periods of $M$ are, by definition, the coefficients of the matrix which represents the isomorphism between the De Rham and the Hodge realizations of $M$. That is $1$, $\omega_{ij}$, $\eta_{ij}$, $\int_\gamma \xi_{Q_k} G 2i\pi$, $\log_{G}(R_\ell)$ for $i = 1, \ldots, g$, $j = 1, \ldots, 2g$, $k = 1, \ldots, s$ and $\ell = 1, \ldots, n$, see [15, Prop 2.3], giving with notations (2.15):

$$\Omega_M := \begin{pmatrix} \log_{G}(R_1) \\ \vdots \\ \log_{G}(R_n) \\ 0 \end{pmatrix}.$$

Denote by $\mathcal{MM}_{\leq 1}(K)$ the tannakian sub-category with rational coefficients generated by the 1-motives defined over $K$, in Nori’s (tannakian) category of mixte motives, see [35]. The 1-motive $Z = Z(0) := [Z \to 0]$ induces the unit object $Q(0)$ of $\mathcal{MM}_{\leq 1}(K)$ and the 1-motive $G_m = Z(1) := [0 \to G_m]$ induces the object $Q(1)$ of $\mathcal{MM}_{\leq 1}(K)$. If $M$ is a 1-motive, we denote by $M^\vee \cong Hom(M, Z)$ its dual and by $ev_M : M \otimes M^\vee \to Z$ and $\delta_M : Z \to M^\vee \otimes M$ the morphisms of $\mathcal{MM}_{\leq 1}(K)$ characterizing this dual. The Cartier dual of $M$ is $M^* = M^\vee \otimes Q(1) = (Y^\vee, X, A^*, A, v^*, v, \psi \circ s)$, where $s$ is the morphism which exchange the factors.

**Notation 3.2.** In this section, the letters $X, A, A^*$, $T_0$ stands for the 1-motives $[X \to 0]$, $[0 \to A]$, $[0 \to A^*]$ and $[0 \to T_0]$, associated to the $\mathbb{Z}$-module $X$, the abelian varieties $A, A^*$ and the torus $T_0 = Y(1)$, respectively. Then, the sums + and tensor products $\otimes$ are taken in the category $\mathcal{MM}_{\leq 1}(K)$.

If $M_1, M_2, M_3$ are 1-motives, we set

$$Hom_{\mathcal{MM}_{\leq 1}(K)}(M_1 \otimes M_2, M_3) := Biext^1(M_1, M_2; M_3)$$

where $Biext^1(M_1, M_2; M_3)$ is the abelian group of isomorphism classes of biextensions of $(M_1, M_2)$ by $M_3$, see [25§10.2], [9, Definition 3.1.1] and [7, 8, 12, 13, 10, 11, 16, 17]. In particular, the isomorphism class of the Poincaré biextension $\mathcal{P}$ of $(A, A^*)$ by $G_m$ is the Weil pairing of $A$ [29]:

$$W_A : A \otimes A^* \to G_m.$$

The tannakian sub-category $\langle M \rangle^\otimes$ generated by the 1-motive $M$ is the full sub-category of $\mathcal{MM}_{\leq 1}(K)$ whose objects are sub-quotients of direct sums of $M^\otimes n \otimes M^\vee \otimes m$, and whose fibre functor is the restriction of the fibre functor of $\mathcal{MM}_{\leq 1}(K)$ to $\langle M \rangle^\otimes$. 
Definition 3.3. The motivic Galois group \( \mathcal{Gal}_{\text{mot}}(M) \) of \( M \) is the motivic affine group scheme \( \text{Sp}(\Lambda) \), where \( \Lambda \) is the commutative Hopf algebra of \( (M)^\otimes \) which is universal for the following property: for any object \( U \) of \( (M)^\otimes \), there exists a morphism \( \lambda_U : U^\vee \otimes U \rightarrow \Lambda \) functorial on \( U \), i.e. for any morphism \( f : U \rightarrow V \) in \( (M)^\otimes \) and \( f^t \) its transpose, the diagram

\[
\begin{array}{ccc}
V^\vee \otimes U & \xrightarrow{f \otimes 1} & U^\vee \otimes U \\
1 \otimes f \downarrow & & \downarrow \lambda_U \\
V^\vee \otimes V & \xrightarrow{1 \otimes \lambda} & \Lambda \\
\end{array}
\]

is commutative, see [28, Définition 8.13] and [27, Définition 6.1].

Two 1-motives \( M_i = [u_i : X_i \rightarrow G_i] \) over \( K \) (for \( i = 1, 2 \)) are isogeneous if there exists a morphism of complexes \( (f_X, f_G) : M_1 \rightarrow M_2 \) such that \( f_X : X_1 \rightarrow X_2 \) is injective with finite cokernel, and \( f_G : G_1 \rightarrow G_2 \) is surjective with finite kernel (see [14]). Since [25, Construction (10.1.3)] is true modulo isogenies, two isogeneous 1-motives have the same periods. Moreover, two isogeneous 1-motives build the same tamakian category and so they have the same motivic Galois group. Hence in this paper we can and will work modulo isogenies. In particular, we identify the abelian variety \( A \) with its Cartier dual \( A^* \).

The weight filtration \( W_* \) of \( M \), see (3.1), induces a filtration on its motivic Galois group \( \mathcal{Gal}_{\text{mot}}(M) \), see [37, Chapter IV §2]:

\[
\begin{align*}
W_0(\mathcal{Gal}_{\text{mot}}(M)) &= \mathcal{Gal}_{\text{mot}}(M) \\
W_1(\mathcal{Gal}_{\text{mot}}(M)) &= \{ g \in \mathcal{Gal}_{\text{mot}}(M) \mid (g - \text{id})W_n(M) \subseteq W_{n-1}(M), \forall n \} \\
W_2(\mathcal{Gal}_{\text{mot}}(M)) &= \{ g \in \mathcal{Gal}_{\text{mot}}(M) \mid (g - \text{id})W_n(M) \subseteq W_{n-2}(M), \forall n \} \\
W_3(\mathcal{Gal}_{\text{mot}}(M)) &= \{ \text{id} \}.
\end{align*}
\]

Clearly \( W_{-1}(\mathcal{Gal}_{\text{mot}}(M)) \) is unipotent. Denote by \( \text{UR}(M) \) the unipotent radical of \( \mathcal{Gal}_{\text{mot}}(M) \) and set \( \text{Gr}_n^W(\mathcal{Gal}_{\text{mot}}(M)) = W_n(\mathcal{Gal}_{\text{mot}}(M))/W_{n-1}(\mathcal{Gal}_{\text{mot}}(M)) \). In [15§3], the first author has proved:

- \( \text{Gr}_0^W(\mathcal{Gal}_{\text{mot}}(M)) = \mathcal{Gal}_{\text{mot}}(X+A+Y(1)) \) is reductive. In fact \( \mathcal{Gal}_{\text{mot}}(X+A+Y(1)) = \mathcal{Gal}_{\text{mot}}(A) \),
- \( \text{W}_{-1}(\mathcal{Gal}_{\text{mot}}(M)) = \ker [\mathcal{Gal}_{\text{mot}}(M) \rightarrow \mathcal{Gal}_{\text{mot}}(X+A+Y(1))] \) is the unipotent radical \( \text{UR}(M) \) of \( \mathcal{Gal}_{\text{mot}}(M) \). In particular,

\[
\dim \mathcal{Gal}_{\text{mot}}(M) = \dim \mathcal{Gal}_{\text{mot}}(A) + \dim \text{UR}(M),
\]

- \( \text{W}_{-2}(\mathcal{Gal}_{\text{mot}}(M)) = \ker [\mathcal{Gal}_{\text{mot}}(M) \rightarrow \mathcal{Gal}_{\text{mot}}(N)] \) setting \( N := (M + M^*)/\text{W}_{-2}(M + M^*) \),
- \( \text{Gr}_{-1}^W(\mathcal{Gal}_{\text{mot}}(M)) \) is the unipotent radical \( \text{W}_{-1}(\mathcal{Gal}_{\text{mot}}(N)) \) of \( \mathcal{Gal}_{\text{mot}}(N) \):

\[
0 \rightarrow \text{W}_{-2}(\mathcal{Gal}_{\text{mot}}(M)) \rightarrow \text{UR}(M) \rightarrow \text{UR}(N) \rightarrow 0.
\]

Consider the motive

\[
E = W_{-1}(\mathcal{End}(X + A + Y(1)));
\]

which is the direct sum of the pure motives \( E_{-1} := \text{Gr}_{-1}^W(E) = (X^\vee \otimes A) + (A^* \otimes Y) \) and \( E_{-2} := \text{Gr}_{-2}^W(E) = (X^\vee \otimes Y)(1) \) of weight \(-1\) and \(-2\) respectively. Recall that we have set \( \text{rk}(X) = n, \text{rk}(Y^\vee) = s \). As observed in [6§3.1, p.599], the composition of endomorphisms furnishes a ring structure on \( E \) which is given by the morphism \( PW : E \otimes E \rightarrow E \) of \( (M)^\otimes \) whose only non trivial component is

\[
E_{-1} \otimes E_{-1} \rightarrow (X^\vee \otimes A) \otimes (A^* \otimes Y) \rightarrow \mathbb{Z}(1) \otimes X^\vee \otimes Y = E_{-2},
\]
where the first arrow is the projection from $E_{-1} \otimes E_{-1}$ to $(X^V \otimes A) \otimes (A^* \otimes Y)$ and the second arrow is $n$s copies of the Weil pairing $W_A : A \otimes A^* \to \mathbb{Z}(1)$ of $A$, see (3.4) and [6, (2.8.4), p.598]. Because of definition (3.3) the product $PW : E_{-1} \otimes E_{-1} \to E_{-2}$ defines a biextension $\mathcal{B}$ of $(E_{-1}, E_{-1})$ by $E_{-2}$, whose pull-back $d^*\mathcal{B}$ via the diagonal morphism $d : E_{-1} \to E_{-1} \times E_{-1}$ is a $\Sigma - (X^V \otimes Y)(1)$-torsor over $E_{-1}$, see [22, Définition 5.4]. In [6, Example 2.8] the biextension $\mathcal{B}$ is constructed explicitly using $n$s copies of the Poincaré biextension $\mathcal{P}$ of $(A, A^*)$ by $\mathbb{G}_m$, $n$s copies of the Poincaré biextension $\mathcal{P}^*$ of $(A^*, A)$ by $\mathbb{G}_m$, $n^2$ copies of the trivial biextension of $(A, A)$ by $\mathbb{G}_m$ and $s^2$ copies of the trivial biextension of $(A^*, A^*)$ by $\mathbb{G}_m$. By [6, Lem 3.3, p.600] the $\Sigma - (X^V \otimes Y)(1)$-torsor $d^*\mathcal{B}$ induces a Lie bracket
\[
[\cdot, \cdot] : E \otimes E \to E
\]
on $E$ (an explicit description of this Lie bracket is given in [6, (2.8.4)]).

Observe that the motives $X^V \otimes A$ and $A^n$ coincide, the same remark applies to $A^* \otimes Y$ which coincide with $A^{**}$. For the ease of notation we will denote $T$ the motive $(X^V \otimes Y)(1)$. Thus the Lie bracket $[\cdot, \cdot]$ restricted to $(A^n \times A^{**}) \otimes (A^n \times A^{**})$ has image in $T$.

As explained in [6,3],

- to have the morphisms $v : X \to A$ and $v^* : Y^V \to A^*$ underlying the 1-motive $M$, defined by the points $P_1, \ldots, P_n \in A(K)$ and $Q_1, \ldots, Q_s \in A^*(K)$ respectively, is the same thing as to have the morphisms

\[
V : \mathbb{Z} \to A^n \\
1 \mapsto P := (P_1, \ldots, P_n) \quad \text{and} \quad V^* : \mathbb{Z} \to A^{**} \\
1 \mapsto Q := (Q_1, \ldots, Q_s),
\]
i.e. to have a point $(P, Q)$ of $E_{-1}(K) = (A^n \times A^{**})(K)$.

- having the morphism $u : X \to \Gamma$, that is having $n$ points $R = (R_1, \ldots, R_n)$ of $\Gamma$, whose images via the projection $\Gamma \to A$ are the points $P_1, \ldots, P_n$ respectively, is equivalent to having a point

\[
\tilde{R} \in (d^*\mathcal{B})_{(P, Q)}
\]
in the fibre of $d^*\mathcal{B}$ over the point $(P, Q)$ of $E_{-1}(K) = (A^n \times A^{**})(K)$. Recall that a point on a bundle is defined modulo its factor of automorphy. The bundle is split whenever this factor is trivial.

**Construction 3.4.** We will consider the following pure motives $B, Z'(1)$ and $Z(1)$, associated to the 1-motive $M$:

1. $B$ is the smallest abelian sub-variety (modulo isogenies) of $A^n \times A^{**}$ which contains the point $(P, Q) \in (A^n \times A^{**})(K)$. The pull-back

\[
i^*d^*\mathcal{B}
\]
of $d^*\mathcal{B}$ via the inclusion $i : B \hookrightarrow A^n \times A^{**}$, is a $\Sigma - T$-torsor over $B$, see [22, Définition 5.4].

2. $Z'$ is the smallest $\text{Gal}(\overline{K}/K)$-sub-module of $X^V \otimes Y$ such that the sub-torus $Z'(1)$ of $T$ contains the image of the Lie bracket $[\cdot, \cdot] : B \otimes B \to T$. The push-down $pr_*i^*d^*\mathcal{B}$ of the $\Sigma - T$-torsor $i^*d^*\mathcal{B}$ via the projection $pr : T \to T/Z'(1)$ is the trivial $\Sigma - T/Z'(1)$-torsor over $B$, i.e.

\[
pr_*i^*d^*\mathcal{B} = B \times (T/Z'(1)).
\]
Denote $\pi : pr_*i^*d^*\mathcal{B} \to T/Z'(1)$ the canonical projection. We still denote $\tilde{R}$ the points of $i^*d^*\mathcal{B}$ and of $pr_*i^*d^*\mathcal{B}$ living over $(P, Q) \in B$.

3. $Z$ is the smallest $\text{Gal}(\overline{K}/K)$-sub-module of $X^V \otimes Y$ containing $Z'$ and such that the sub-torus $(Z/Z')(1)$ of $T/Z'(1)$ contains $\pi(\tilde{R})$. 


We summarize the construction in the following diagram:

\[ T = T = T \xrightarrow{pr} T/Z'(1) \leftrightarrow (Z/Z')(1) \]

\[ \bigcirc \quad \bigcirc \quad \bigcirc \xrightarrow{\pi} \bigcirc \]

\[ \mathcal{B} \quad \leftrightarrow \quad d^*\mathcal{B} \quad \leftrightarrow \quad i^*d^*\mathcal{B} \quad \rightarrow \quad B \times (T/Z'(1)) \leftrightarrow B \times (Z/Z')(1) \]

\[ (A^n \times A^{**})^2 \xleftarrow{d} A^n \times A^{**} \xrightarrow{i} B = B = B. \]

Recall that we denote \( UR(M) \) the unipotent radical of \( \mathfrak{g}_{\text{al mot}}(M) \). By [6, Thm 0.1] the Lie algebra \( \text{Lie} \, UR(M) \) is the extension of \( B \) by \( Z(1) \) defined by the adjoint action of the Lie algebra \( (B, Z(1), [\, , \,]) \) over \( B + Z(1) \).

**Lemma 3.5.** Let \( K \subset \mathbb{C} \) be algebraically closed. One has \( \text{Gr}^W_{-1}(\text{Lie} \, \mathfrak{g}_{\text{al mot}}(M)) = B \subseteq A^n \times A^{**}, \text{W}_{-2}(\text{Lie} \, \mathfrak{g}_{\text{al mot}}(M)) = Z(1) \subseteq T \) and

\[ \dim_Q UR(M) = 2 \dim B + \dim Z(1). \]

In particular,

\[ \dim \mathfrak{g}_{\text{al mot}}(M) = \dim \mathfrak{g}_{\text{al mot}}(A) + 2 \dim B + \dim Z(1), \]

**Proof.** The computation of the graded parts of \( \text{Lie} \, \mathfrak{g}_{\text{al mot}}(M) \) is done in [6, Cor 3.10].

The image of the motivic Galois group \( \mathfrak{g}_{\text{al mot}}(M) \) via the fibre functor “Hodge realization” of the tannakian category \( \langle M \rangle^\otimes \), is the Mumford-Tate group \( MT(M) \). Since \( K \) is algebraically closed, by [3, Theorem 1.2.1] these two group schemes coincide. We then write

\[ \dim_Q UR(M) = \dim_Q UR(MT(M)) = \dim_Q \text{Lie} UR(MT(M)) = \dim_Q H_1(B, \mathbb{Q}) + \dim_Q H_1(Z(1), \mathbb{Q}) = 2 \dim B + \dim Z(1). \]

The second equality just combines the above and (3.6). \( \square \)

**Remark 3.6.** By definition, the motivic Galois group \( \mathfrak{g}_{\text{al mot}}(M) \) and the Mumford-Tate group \( MT(M) \) of a 1-motive \( M \) are the fundamental groups associated to \( M \), considering \( M \) as an object of two different tannakian categories: one is Nori’s tannakian category of mixed motives and the other is the tannakian category of mixed Hodge structures. In [3, Theorem 1.2.1] André proves that, via the fibre functor “Hodge realization”, these two group schemes \( \mathfrak{g}_{\text{al mot}}(M) \) and \( MT(M) \) coincide.

### 3.2. Torsors.

Let \( K \subset \mathbb{C} \) be algebraically closed, in particular we assume that the torii split. Recall that \( G \) is an extension of \( A \) by the torus \( T_0 \simeq \mathbb{G}_m^n \) defined over \( K \), which corresponds to points \( Q_1, \ldots, Q_s \in A^s(K) \). Consider \( n \) points \( R_1, \ldots, R_n \) of \( G(\mathbb{C}) \) living over the points \( P_1, \ldots, P_n \) in \( A(\mathbb{C}) \). As usual we will denote \( p_\ell \) and \( q_k \) logarithms of \( P_\ell \) and \( Q_k \). As in Construction 3.4 (1), denote by \( B \) the smallest abelian sub-variety \( B \) of \( A^n \times A^{**} \) containing the point \( (P_1, \ldots, P_n, Q_1, \ldots, Q_s) \). Restricting the second projection \( A^n \times A^{**} \to A^{**} \) to \( B \) we get a group morphism \( \pi : B \to A^{**} \). The image of \( \pi \) is the smallest abelian sub-variety of \( A^{**} \) containing the point \( Q = (Q_1, \ldots, Q_s) \), that we denote

\[ B_{v^*}. \]

Now \( \pi : B \to B_{v^*} \) is a surjective group morphism. If we denote \( B_O \) the fibre of \( B \) above the neutral element \( O \) of \( B_{v^*} \), that is

\[ B_O = B \cap (A^n \times \{O\}), \]
the abelian variety \( B \) is in fact a \( B_0 \)-torsor over \( B_\nu^* \). Observe that the fibre \( B_0 \) is itself an abelian variety. The fibre \( B_Q \) of \( B \) above the point \( Q = (Q_1, \ldots, Q_s) \in B_\nu^* \), namely
\[
(3.12) \quad B_Q = B \cap (A^n \times \{Q\}),
\]
is an algebraic variety but not necessarily a group variety. However it is the translate of the abelian variety \( B_0 \) by the point \( (P, Q) = (P_1, \ldots, P_n, Q_1, \ldots, Q_s) \):
\[
B_Q = B \cap (A^n \times \{Q\}) = (B + (P, Q)) \cap (A^n \times \{Q\}) = (B \cap (A^n \times \{O\})) + (P, Q) = B_O + (P, Q).
\]

Identifying \( A^n \times \{Q\} \) with \( A^n \) we get
\[
(3.13) \quad B_Q = B_O + P.
\]

Since \( B \) is endowed with a structure of \( B_0 \)-torsor over \( B_\nu^* \), we have
\[
(3.14) \quad \dim B = \dim B_\nu^* + \dim B_O = \dim B_\nu^* + \dim B_Q.
\]

**Remark 3.7.** Let \( F = \text{End}(A) \otimes_{\mathbb{Z}} \mathbb{Q} \) be the (possibly skew) field of endomorphisms of a simple, \( g \)-dimensional abelian variety \( A \). Then:

- the dimension of \( B \) is \( g \) times the dimension of the \( F \)-vector space generated modulo \( \sum_{j=1}^{2g} F(\omega_{1j}, \ldots, \omega_{jj}) \) by the points \( p_\ell q_k \), where \( \ell = 1, \ldots, n \), \( k = 1, \ldots, s \). Similarly, the dimension of \( B_\nu^* \) is \( g \) times the dimension of the \( F \)-vector space generated modulo \( \sum_{j=1}^{2g} F(\omega_{1j}, \ldots, \omega_{jj}) \) by the \( q_k \)'s. Then, the dimension of \( B_0 \) (and \( B_Q \)) is \( g \) times the dimension of the \( F \)-vector space generated by the images of the \( p_\ell \)'s modulo \( \sum_{j=1}^{2g} F(\omega_{1j}, \ldots, \omega_{jj}) + \sum_{k=1}^s F q_k \).

- if we set \( H_F = H_1(A^g(\mathbb{C}), \mathbb{Z}) \otimes_{\mathbb{Z}} F \) (2.7), the dimension of \( B \) is also equal to \( g \) times the dimension of the \( F \)-vector space generated by the generalized abelian logarithms \( \log_A(P_1), \ldots, \log_A(P_n), \log_A(Q_1), \ldots, \log_A(Q_s) \) modulo \( H_F \).

- if the \( n + s \) points \( P_1, \ldots, P_n, Q_1, \ldots, Q_s \) are \( F \)-linearly independent, then \( \dim B = (n + s)g \), \( \dim B_\nu^* = sg \), \( \dim B_O = ng \) and in particular \( \dim B_Q \) is maximal. If the points \( Q_1, \ldots, Q_s \) are \( F \)-linearly independent and the points \( P_1, \ldots, P_n \) belong to the \( F \)-vector space generated by \( Q_1, \ldots, Q_s \), then \( \dim B = \dim B_\nu^* = sg \), \( \dim B_Q = 0 \) and in particular \( \dim B_Q \) is minimal.

Recall that we assume \( K \) algebraically closed so that the torus \((X^Y \otimes \mathbb{Y})(1)\) is split isomorphic to \( \mathbb{G}_m^{ns} \). As in (3.9) and (3.10), having the \( n \) points \( R_1, \ldots, R_n \) of the extension \( G \) is equivalent to having a point \( \bar{R} \) in the fibre of the \( \mathbb{G}_m^{ns} \)-torsor \( i^*d^*B \) above \( (P, Q) \in B \). By (3.12) we can consider the pull-back via the inclusion \( I_Q^1 : B_Q \hookrightarrow B \) of the \( \mathbb{G}_m^{ns} \)-torsor \( i^*d^*B \) over \( B \):

\[
(3.15) \quad E' := I_Q^1 i^*d^*B,
\]

which is a \( \mathbb{G}_m^{ns} \)-torsor over \( B_Q \). The inclusion \( Z \hookrightarrow \mathbb{Z}^{ns} \) of modules induces the projection \( Pr : \mathbb{G}_m^{ns} \twoheadrightarrow \mathbb{Z}(1) \). Denote by

\[
(3.16) \quad E := Pr_* E' = Pr_* I_Q^1 i^*d^*B
\]
the push-down of the \( \mathbb{G}_m^{ns} \)-torsor \( E' \) via \( Pr \). We have that \( E \) is a \( \mathbb{Z}(1) \)-torsor over \( B_Q \). We still denote by \( \bar{R} \) the point of \( E \) living over \( P \in B_Q \). We can summarize the situation in the
following diagram:

\[
\begin{array}{ccccccc}
G^n_s & = & G^n_s & = & G^n_s & = & G^n_s \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ \\
B & \leftarrow & d^*B & \leftarrow & i^*d^*B & \leftarrow & E' \rightarrow E \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
(A^n \times A^{*s})^2 & \leftarrow & A^n \times A^{*s} & \leftarrow & B & \leftrightarrow & B_Q = B_Q.
\end{array}
\]

We have then

Lemma 3.8. Having the n-tuple \( R = (R_1, \ldots, R_n) \) of points of the extension \( G \) is equivalent to having a point \( \tilde{R} \) in the fibre of the \( Z(1) \)-torsor \( E \) above the point \( P \) of \( B_Q \). By construction this \( Z(1) \)-torsor \( E \) over \( B_Q \) is the smallest torsor (with respect to pull-backs and push-downs) defined over \( K \) and containing the point \( \tilde{R} \).

Proof. The abelian sub-varieties \( B \subset A^n \times A^{*s} \) and \( B_{v^*} \subset A^{*s} \) are defined over \( K \). Since \( Q \in A^{*s}(K) \), we have that \( B_Q \) is defined over \( K \). Hence the torsor \( E \) is defined over \( K \).

Then \( B_Q \) is a \( B_{G} \)-torsor, it is the smallest torsor defined over \( K \) and containing \( P \). Furthermore, \( Z(1) \) is the smallest sub-torus of \( G^n_s \) such that the torsor \( E \) over \( B_Q \), contains \( \tilde{R} \) and is defined over \( K \). Therefore, \( E \) is the smallest such torsor with respect to pull-backs and push-downs. \( \square \)

We now want to make a link between the \( Z(1) \)-torsor \( E \) over \( B \) and the semi-abelian variety \( G \). Since the biextension \( B \) is constructed using \( ns \) copies of the \( n \)-tuple \((A, A^*)\) by \( G_{m} \) and \( ns \) copies of the Poincaré biextension \( P \) of \((A, A^*)\) by \( G_{m} \), the pull-back \( i_Q^*d^*B \) of the \( G_{m}^{ns} \)-torsor \( d^*B \) over \( A^n \times A^{*s} \) via the inclusion \( i_Q : A^n \times \{Q\} \rightarrow A^n \times A^{*s} \) is in fact an extension of \( A^n \) by \( G_{m}^{ns} \). More precisely, if \( v^* : Z^s \rightarrow A^* \) (resp. \( V^* : Z \rightarrow A^{*s} \) as in (3.8)) is the group morphism defined by \( Q = (Q_1, \ldots, Q_s) \) which characterizes the extension \( G \) of \( A \) by \( G_{m}^{s} \), then the extension \( i_Q^*d^*B \) of \( A^n \) by \( G_{m}^{ns} \) corresponds to the group morphism \((v^*)^n : (Z^s)^n \rightarrow A^{ns} \) (resp. \((V^*)^n : Z^n \rightarrow A^{ns} \)) defined by the n-tuple \((Q, \ldots, Q)\). In particular we have the following equivalent commutative diagrams

\[
\begin{array}{cccccc}
Z^s & \overset{v^*}{\rightarrow} & A^* & Z & \overset{V^*}{\rightarrow} & A^{*s} \\
d_{Z^s} & \downarrow & d_{A^*} & d_Z & \downarrow & (d_{A^*})^s \\
(Z^s)^n & \overset{(v^*)^n}{\rightarrow} & A^{ns} & Z^n & \overset{(V^*)^n}{\rightarrow} & A^{ns}
\end{array}
\]

where we have denoted by \( d_{Z^s}, d_Z, d_{A^*} \) the diagonal morphisms. Therefore the extension \( i_Q^*d^*B \) of \( A^n \) by \( G_{m}^{ns} \) is just \( G^n \):

\[
i_Q^*d^*B = G^n.
\]

By (3.12) we have an inclusion \( I_Q^2 : B_Q \hookrightarrow A^n \times \{Q\} \simeq A^n \) and we can consider the pull-back of the extension \( G^n \) via this inclusion. This pull-back \( I_Q^2G^n \) is a \( G_{m}^{ns} \)-torsor over \( B_Q \). Since the diagram of inclusions

\[
\begin{array}{ccc}
B_Q & \overset{i_Q}{\rightarrow} & B \\
I_Q^2 & \downarrow & \downarrow i \\
A^n \times \{Q\} & \overset{i_Q}{\rightarrow} & A^n \times A^{*s}
\end{array}
\]

is commutative, we have

\[
I_Q^2G^n = I_Q^2i_Q^*d^*B = I_Q^1i^*d^*B = E'.
\]
If we denote by \( In : Z(1) \into \G_m^{ns} \) the inclusion such that the composition \( Pr \circ In \) with the projection \( Pr : \G_m^{ns} \to Z(1) \) is the identity, we can summarize the situation with a diagram:

\[
\begin{array}{cccc}
\G_m^{ns} & = & (\G_m^*)^n & = & \G_m^{ns} \\
\circ & \downarrow & \circ & \downarrow & \circ \\
B & \leftarrow & d^*B & \leftarrow & G^n \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
(A^n \times A^{ss})^2 & \leftarrow & A^n \times A^{ss} & \leftarrow & \{Q\} \\
\end{array}
\]

(3.17)

**Lemma 3.9.** The torsor \( E \) is embedded inside \( G^n \).

**Proof.** Denote by \( U \) a complement to the sub-module \( Z \) of \( Z^{ns} \). In particular \( \G_m^{ns} = Z(1) \times U(1) \). The morphism \( Pr : \G_m^{ns} \to Z(1) \) is the projection to the first factor. By [31, Expos\' e VII, 1.4, (1.4.4)] \( H^1(B_Q, \G_m^{ns}) \cong \text{Ext}^1(Z[B_Q], \G_m^{ns}) \) and since \( \text{Ext}^1(Z[B_Q], \G_m^{ns}) \) is additive in the variable \( \G_m^{ns} \), we have that \( H^1(B_Q, \G_m^{ns}) \cong H^1(B_Q, Z(1)) \times H^1(B_Q, U(1)) \). In particular, the \( \G_m^{ns} \)-torsor \( E' \) is isomorphic to the torsor \( I_n^*E \times \tilde E' \), where \( \tilde E' \) is the push-down (via the inclusion \( U(1) \into \G_m^{ns} \)) of a \( U(1) \)-torsor. By the diagram (3.17) we have an inclusion of the \( \G_m^{ns} \)-torsor \( E' \) inside \( G^n \). Therefore we get inclusions of torsors \( E \into I_n^*E \into E' \into G^n \). □

Via the inclusion of \( E \) in \( G^n \) furnished by the above lemma, the points \( \tilde R = (R_1, \ldots, R_n) \) can be identified. Denote by \( \tilde E \) the pull-back via the translation by \( R \), \( \text{Tr}_R : G^n \to G^n \), \( S \into S + R \), of the \( Z(1) \)-torsor \( E \) over \( B_Q \):

\[
\tilde E := \text{Tr}_R^{-1} E = E - R.
\]

It is an extension of the abelian variety \( B_Q \) by the torus \( Z(1) \).

**Remark 3.10.** Since \( B \) is defined over \( K \), the fibre \( B_Q \) is defined over \( K \) and so is the extension \( E \).

### 4. Semi-abelian analogues of Schanuel conjecture

We first write down various special cases of the Generalized Period conjecture applied to semi-abelian varieties, which extend the famous Schanuel conjecture. Then we consider relative versions of these conjectures above the fields generated by the periods of the semi-abelian varieties. We dub these as weakening of the previous statements. In this section \( K \) is an algebraically closed sub-field of \( \C \).

#### 4.1. Extended Schanuel conjectures.

Consider the well known Schanuel conjecture:

**Conjecture 4.1** (Schanuel conjecture). If \( x_1, \ldots, x_n \) are complex numbers which are \( Q \)-linearly independent, then

\[
\text{tran.deg}_Q \mathbb{Q}(x_1, \ldots, x_n, e^{x_1}, \ldots, e^{x_n}) \geq n.
\]

In [5, Cor 1.3 and §3] the first author showed that the Schanuel conjecture is equivalent to the Generalized Period conjecture 1.2 applied to a 1-motive defined over \( K = \mathbb{Q}(e^{x_1}, \ldots, e^{x_n}) \) without abelian part, that is \([u : \mathbb{Z}^n \to \mathbb{G}_m] \).

The elliptic analogue of Schanuel conjecture is the Generalized Period conjecture 1.2 applied to the 1-motive \([u : \mathbb{Z}^n \to E] \) defined over \( K \) and with \( E \) an elliptic curve, see [5, Thm 1.2].
Conjecture 4.2 (Elliptic analogue of Schanuel conjecture). Let $E$ be an elliptic curve, defined over $\mathbb{C}$, and with field of endomorphisms $F = \text{End}(E) \otimes \mathbb{Z}$. Let $\omega_1, \omega_2, \eta_1, \eta_2$ be the periods and quasi-periods of $E$, respectively. Let $g_2 = 60 G_4$ and $g_3 = 140 G_6$, where $G_4$ and $G_6$ are the Eisenstein series of weight 4 and 6. Let $\varphi(z)$ and $\zeta(z)$ be the Weierstrass functions relative to the lattice $\mathbb{H}(E(\mathbb{C}), \mathbb{Z})$). If $p_1, \ldots, p_n$ are $n$ points of $\text{Lie} E(\mathbb{C})/\langle F \omega_1 + F \omega_2 \rangle$ which are $F$-linearly independent, then the transcendence degree over $\mathbb{Q}$ of the field
\[
\mathbb{Q}(g_2, g_3, \varphi(p_1), \ldots, \varphi(p_n), \omega_1, \omega_2, \eta_1, \eta_2, p_1, \ldots, p_n, \zeta(p_1), \ldots, \zeta(p_n))
\]
is at least $2n + \frac{4}{\dim F}$.

The only known case of this conjecture is proved by Chudnovsky in [24, Chap.7, Cor.5.4], for $n = 0$ and $E$ with complex multiplications.

The abelian analogue of Schanuel conjecture is the Generalized Period conjecture 1.2 applied to a 1-motive defined over $K$ without toric part, that is $[u : \mathbb{Z}^n \to A]$ with $A$ an abelian variety, see [39]. Before we state it, we establish a lemma computing the dimension of an abelian variety in terms of dimensions of vector spaces.

Let $A$ be an abelian variety, defined over $K$ and of dimension $g$. Poincaré's complete reducibility theorem [34, Chap.IV, §19, Thm.1] allows to write $A \sim A_1^{i_1} \times \cdots \times A_m^{i_m}$ up to isogeny, with the $A_i$'s simple, defined over $K$ and pairwise non-isogenous. Denote $g_i = \dim A_i$, $F_i = \text{End}(A_i) \otimes \mathbb{Q}$, $\pi_{ij} : A \to A_i$, $i = 1, \ldots, m$, $j = 1, \ldots, r_i$, the projections of $A$ on the $j$-th factor $A_i$ of $A_1^{i_1}$ and $\pi_i = (\pi_{i1}, \ldots, \pi_{ir_i})$ the projection of $A$ on $A_i^{i_1}$.

Lemma 4.3. With these notations, the dimension of the smallest abelian subvariety of $A^n$ containing a given point $P = (P_1, \ldots, P_n)$ of $A^n(\mathbb{C})$ is $\sum_{i=1}^m n_i g_i$, where $n_i$ is the dimension of the $F_i$-vector space generated in $A_i$ by the points $\pi_{i1}(P_1), \ldots, \pi_{ir_i}(P_1), \ldots, \pi_{i1}(P_n), \ldots, \pi_{ir_i}(P_n)$.

Proof. The smallest abelian subvariety $B$ of $A^n$ containing $P$ is isogenous to $B_1 \times \cdots \times B_m$, where $B_i$ is the smallest abelian subvariety of $A_i^{i_1}$ containing the point $(\pi_i(P_1), \ldots, \pi_i(P_n))$. Then $B_i$ is isogenous to $A_i^{n_i}$ with $n_i$ the dimension of the $F_i$-vector space generated in $A_i$ by the points $\pi_{i1}(P_1), \ldots, \pi_{ir_i}(P_1), \ldots, \pi_{i1}(P_n), \ldots, \pi_{ir_i}(P_n)$, because there is a bijection between equations of $B_i$ and $F_i$-linear relations between those points. Thus, the dimension of the variety $B$ is $\dim B = \sum_{i=1}^m \dim B_i = \sum_{i=1}^m n_i g_i$. \hfill \Box

Conjecture 4.4 (Abelian analogue of Schanuel conjecture). Let $A$ be an abelian variety, defined over $K$ and of dimension $g$. Denote by $\Omega_A$ its matrix of periods. If $P_1, \ldots, P_n$ are $n$ points of $A(K)$, then with notations as above we have that
\[
\text{tr.deg}_{\mathbb{Q}}(\Omega_A, \tilde{\log}_A(P_1), \ldots, \tilde{\log}_A(P_n)) \geq 2 \sum_{i=1}^m n_i g_i + \text{dim } \text{Gal}_{\text{mot}}(A).
\]

If $L$ is the field of definition of the abelian variety $A$, the above estimation is the strongest for $K = \bar{L}(P_1, \ldots, P_n)$. Note that, if the points $\pi_{i1}(P_1), \ldots, \pi_{ir_i}(P_1), \ldots, \pi_{i1}(P_n), \ldots, \pi_{ir_i}(P_n)$ are $F_i$-linearly independent in $A_i$, the dimension $n_i$ is maximal and equal to $n r_i$. If this occurs for all $i = 1, \ldots, m$, then $\sum_{i=1}^m n_i g_i = n g$.

The semi-abelian analogue of Schanuel conjecture is the Generalized Period conjecture 1.2 applied to the 1-motive $M = [u : \mathbb{Z}^n \to \bar{G}]$ defined over $K$ and with $G$ an extension of an abelian variety $A$ by a torus $\mathbb{G}_m^s$. Before we state it, we need to compute the dimensions of the 1-motives introduced in Construction 3.4 (1) and (3).

According to Lemma 4.3 applied to the point $(P, Q)$ of $(A^n \times A^s)(\mathbb{C})$, with $A$ and $A^s$ isogeneous to $A_1^{n_1} \times \cdots \times A_m^{n_m}$, the dimension of the smallest sub-abelian variety $B$ of $A^n \times A^s$...
containing \((P,Q)\) is equal to

\[
\dim B = \sum_{i=1}^{m} d_i g_i,
\]

where \(d_i\) is the dimension of the \(F_i\)-vector space generated in \(A_i\) by the points \(\pi_{ij}(P)\) and \(\pi_{ij}^*(Q)\), \(j = 1, \ldots, r_i, \ell = 1, \ldots, n\) and \(k = 1, \ldots, s\), with the notations \(\pi_{ij}\) introduced before Lemma 4.3 and \(\pi_{ij}^*\) the analogue for \(A^*\). The maximal value of \(d_i\) is \((n + s)r_i\), obtained when all the points \(\pi_{ij}(P)\) and \(\pi_{ij}^*(Q)\) are assumed \(F_i\)-linearly independent. When this occurs for \(i = 1, \ldots, m\), then \(\dim B = \sum_{i=1}^{m} (n + s)r_i g_i = (n + s)g\) (see Remark 3.7 for other explicit computations of the dimension of \(B\)).

The dimension of the torus \(Z(1)\) in Construction 3.4 (3) is denoted

\[
\dim Z(1) = t.
\]

The maximal value of \(t\) is clearly \(ns\).

**Conjecture 4.5** (Semi-abelian analogue of Schanuel conjecture). Let \(A\) be an abelian variety, defined over \(K\) and of dimension \(g\). Denote by \(G\) the extension of \(A\) by the torus \(\mathbb{G}_m^s\) which corresponds to \(s\) points \(Q_1, \ldots, Q_s\) of \(A^*(K)\), and denote by \(\Omega_G\) its matrix of periods. Let \(R_1, \ldots, R_n\) be \(n\) points of \(G(K)\) and \(P_1, \ldots, P_n\) their projections on \(A(K)\). With notations as above we have

\[
\text{tr.deg}_{\mathbb{Q}} K(\Omega_G, \log G(R_1), \ldots, \log G(R_n)) \geq 2 \sum_{i=1}^{m} d_i g_i + t + \dim \text{Gal}_{\text{mot}}(A).
\]

If \(L\) is the field of definition of the abelian variety \(A\), the above estimation is the strongest for \(K = \overline{L}(Q_1, \ldots, Q_s, R_1, \ldots, R_n)\).

Using the notation of the above conjecture, consider the 1-motive \(M = [u : \mathbb{Z}^n \to G]\) defined over \(K\), where the group morphism \(u\) is defined by the \(n\) points \(R_1, \ldots, R_n\) of \(G(K)\).

**Proposition 4.6.** Conjecture 4.5 is the Generalized Period conjecture 1.2 applied to the 1-motive \(M\).

**Proof.** By (3.2) the periods of \(M\) are the elements of \(\Omega_G\) and the generalized semi-abelian logarithms \(\log G(R_1), \ldots, \log G(R_n)\). Applying the Generalized Period conjecture 1.2 to the 1-motive \(M\), we get that

\[
\text{tr.deg}_{\mathbb{Q}} K(\Omega_G, \log G(R_1), \ldots, \log G(R_n)) \geq \dim \text{Gal}_{\text{mot}}(M).
\]

Since by Lemma 3.5 \(\dim \text{Gal}_{\text{mot}}(M) = 2 \dim B + \dim Z(1) + \dim \text{Gal}_{\text{mot}}(A)\), the equalities (4.1) and (4.2) allow then to conclude that Conjecture 4.5 and Conjecture 1.2 applied to \(M\) coincide. \(\Box\)

### 4.2. Relative Semi-abelian conjectures.

We now turn to relative versions of the above conjectures that we will need for our main Theorem 1.6. We use the terminology “relative conjecture” because we are considering the relative transcendence degree of a field over a sub-field.

Recall that the notations \(Z(1)\) and \(B_Q\) have been introduced in Construction 3.4 and §3.2.

**Conjecture 4.7** (Relative Semi-abelian conjecture). Let \(A\) be an abelian variety defined over \(\mathbb{C}\) and of dimension \(g\). Let \(G\) be an extension of \(A\) by the torus \(\mathbb{G}_m^s\) which corresponds to \(s\) points \(Q_1, \ldots, Q_s\) of \(A^*(\mathbb{C})\), and denote by \(\Omega_G\) its matrix of periods. Let \(R_1, \ldots, R_n\) be \(n\) points of \(G(\mathbb{C})\). Then

\[
\text{tr.deg}_{\mathbb{Q}(\Omega_G)} \mathbb{Q}(\Omega_G, R_1, \ldots, R_n, \log G(R_1), \ldots, \log G(R_n)) \geq 2 \dim B_Q + \dim Z(1).
\]
In the context of Conjecture 4.5, here we have taken $K = \mathbb{Q}(R_1, \ldots, R_n)$.

**Remark 4.8.** If $s = 0$, and so in particular $R_i = P_i \in A(K)$ for $i = 1, \ldots, n$, under the hypothesis of Conjecture 4.7 the above inequality becomes

$$\text{trans.deg}_{\mathbb{Q}(\Omega_A)} \mathbb{Q}(\Omega_A, P_1, \ldots, P_n, \log_A(P_1), \ldots, \log_A(P_n)) \geq 2 \dim B_Q$$

which is the Weak Abelian Schanuel conjecture so called in [39] and [36, Conjecture 3].

A weak version of the Relative Semi-abelian conjecture 4.7 is

**Conjecture 4.9** (Weak Relative Semi-abelian conjecture). Let $G$ be a semi-abelian variety defined over $\overline{\mathbb{Q}}$ and denote by $\Omega_G$ its matrix of periods. Let $r$ be a point of $\text{Lie} \, G_\mathbb{C}$, then the transcendence degree over $\mathbb{Q}(\Omega_G)$ of the field generated by $r$ and $\exp_G(r)$ is at least the dimension of the smallest translate in $G$ of an algebraic group defined over $\overline{\mathbb{Q}}$ and which contains $\exp_G(r)$.

To deduce this statement from Conjecture 4.7, it suffices to observe that the transcendence degree over $\mathbb{Q}(\Omega_G)$ of the field generated by the integrals of the second kind is bounded above by $\dim B_Q$ and moreover $\dim B_Q + \dim Z(1)$ is the dimension of the torsor $E$ by Lemma 3.8.

We now compute the dimension of $B_Q$, which is equal to $\dim B - \dim B_{v*}$. With the same notations as in §3.1, applying Lemma 4.3 to $B_{v*}$ we get

$$\dim B_{v*} = \sum_{i=1}^{m} s_i g_i$$

with $s_i$ the dimension of the $F_i$-vector space generated in $A_i$ by the points $\pi_{ij}^*(Q_k)$, $j = 1, \ldots, r_i, k = 1, \ldots, s$. Together with (4.1), this gives

$$\dim B_Q = \sum_{i=1}^{m} (d_i - s_i) g_i = \sum_{i=1}^{m} c_i g_i,$$

where $c_i = d_i - s_i$ turns out to be the dimension of the $F_i$-vector space generated in $A_i$ by the points $\pi_{ij}(P_k)$ and $\pi_{ij}^*(Q_k)$, $j = 1, \ldots, r_i, \ell = 1, \ldots, n, k = 1, \ldots, s$ modulo the one generated by the $\pi_{ij}^*(Q_k)$'s.

Recalling the definition of $t$ in (4.2), we get as a corollary of Conjecture 4.7:

**Conjecture 4.10** (Explicit Relative Semi-abelian conjecture). With notations as above and as in Conjecture 4.7, we have

$$\text{trans.deg}_{\mathbb{Q}(\Omega_G)} \mathbb{Q}(\Omega_G, R_1, \ldots, R_n, \log_G(R_1), \ldots, \log_G(R_n)) \geq 2 \sum_{i=1}^{m} c_i g_i + t.$$ 

**Remark 4.11.** If $g = 0$ and $n = 1$, and so in particular $R_1 = R = (\tau_1, \ldots, \tau_s) \in G_\mathbb{C}^n(K)$, the above inequality becomes

$$\text{trans.deg}_{\mathbb{Q}(2\pi)} \mathbb{Q}(2i\pi, \tau_1, \ldots, \tau_s, \log(\tau_1), \ldots, \log(\tau_s)) \geq t,$$

where $t$ is the dimension of the $\mathbb{Q}$-vector space generated by $\log(\tau_1), \ldots, \log(\tau_s)$ in $\mathbb{C}/2\pi \mathbb{Q}$. This is Schanuel conjecture (up to the transcendency of $\pi$).

**Proposition 4.12.** The Relative Semi-abelian conjecture 4.7 and, in particular, the Explicit Relative Semi-abelian conjecture 4.10 are consequences of the Generalized Period conjecture 1.2.
Proof. Let $x_1, \ldots, x_n$ be generators of the character group $\mathbb{Z}^n$. Consider the 1-motive $M = [u : \mathbb{Z}^n \to G]$ with $u(x_\ell) = R_\ell$ for $\ell = 1, \ldots, n$. By (3.2) the periods of $M$ are the elements of $\Omega_G$ and the generalized semi-abelian logarithms $\log_G(R_1), \ldots, \log_G(R_n)$. Applying the Generalized Period conjecture 1.2 to $M$ we get

$$\text{tran.deg}_Q \mathbb{Q}(\Omega_G, R_1, \ldots, R_n, \log_G(R_1), \ldots, \log_G(R_n)) \geq \dim \mathcal{S}_{al}^{mot}(M).$$

Since the extension $G$ is defined over $\overline{\mathbb{Q}}$, Grothendieck Period conjecture 1.1 gives

$$(4.6) \quad \text{tran.deg}_Q \mathbb{Q}(\Omega_G) = \dim \mathcal{S}_{al}^{mot}(G) = \dim \mathcal{S}_{al}^{mot}(A) + \dim \text{UR}(G),$$

where the second equality is (3.6) applied to the motive $[0 \to G]$. Again by (3.6),

$$\dim \mathcal{S}_{al}^{mot}(M) = \dim \mathcal{S}_{al}^{mot}(A) + \dim \text{UR}(M)$$

and so

$$(4.7) \quad \text{tran.deg}_Q \mathbb{Q}(\Omega_G, R_1, \ldots, R_n, \log_G(R_1), \ldots, \log_G(R_n)) \geq \dim \text{UR}(M) - \dim \text{UR}(G).$$

Applying Lemma 3.5 to $M$, we get that $\dim \text{UR}(M) = \dim Z(1) + 2 \dim B$. Then applying Lemma 3.5 to the Cartier dual of $G$, which is the 1-motive $M^*/W_{-2}M^* = [v^* : Y^* \to A^*]$, we get that $\dim \text{UR}(G) = \dim \text{UR}(M^*/W_{-2}M^*) = 2 \dim B_{v^*}$, where $B_{v^*}$ is defined in (3.11) (observe that we have the first equality because $G$ and its Cartier dual define the same tannakian category, and so they have the same motivic Galois group). Finally the inequality (4.7) together with the equalities (3.14), (4.5) and (4.2) give the conclusion. 

Remark 4.13. In the context of the Explicit Relative Semi-abelian conjecture 4.10, assume $n = s = 1$ and $P = Q$. Under these hypotheses the three 1-motives $[0 \to G], M/W_{-2}M = [v : Z \to A]$ and $M^*/W_{-2}M^* = [v^* : Z \to A^*]$ are isogeneous. Hence the periods $\Omega_G$ of $[0 \to G]$, which are the periods $\Omega_A$ of $A$ and the 2g abelian integrals of the third kind $\int_{\gamma_j} \xi_Q^j$ for $j = 1, \ldots, 2g$, generate the same field over $\overline{\mathbb{Q}}$ as the periods of $M/W_{-2}M$, which are the periods $\Omega_A$ of $A$ and the 2g abelian integrals of the first and the second kind $\int_{\gamma_i} \omega_i, \int_{\gamma_i} \eta_i$ for $i = 1, \ldots, g$. Conjecture 4.7 then reduces to

$$\text{tran.deg}_Q \mathbb{Q}(\Omega_G, R, \int_{\gamma_i} \xi_Q^i) \geq \dim Z(1)$$

with $\dim Z(1) = 1$ or 0.

5. Proof of the main theorem 1.6

Let $G$ be an extension of a $g$-dimensional abelian variety $A$ by the torus $G_m^s$, which is defined over $\overline{\mathbb{Q}}$ and which corresponds to the points $Q_1, \ldots, Q_s$ of $A^*(\overline{\mathbb{Q}})$.

By convention, $\exp_G \log_G(R) = R$. Given a suitable set $S$, we denote $\exp_G(S)$ (resp. $\log_G(S), \log_G(S)$) the set of elements $\exp_G(r)$ for $r \in S$ (resp. $\log_G(R), \log_G(R)$ for $R \in S$). By induction we can rewrite the two towers $\mathcal{E}_n$ (1.2) and $\mathcal{L}_n$ (1.3) in the following way

$$\mathcal{E}_n = \mathcal{Q}, \quad \mathcal{E}_n = \mathcal{Q} \left( \exp_G(\text{Lie } G_C(\mathcal{E}_{n-1})) \right) \quad \text{for } n \geq 1,$$

$$\mathcal{L}_n = \mathcal{Q}, \quad \mathcal{L}_n = \mathcal{Q} \left( \Omega_G, \log_G(G(\mathcal{L}_{n-1})) \right) \quad \text{for } n \geq 1.$$

We have to prove that if Relative Semi-abelian conjecture 4.7 is true, then $\mathcal{E} = \cup_{n \geq 0} \mathcal{E}_n$ and $\mathcal{L} = \cup_{n \geq 0} \mathcal{L}_n$ are algebraically independent over $\overline{\mathbb{Q}}$. It is enough to prove that $\mathcal{E}_m$ and $\mathcal{L}$ are algebraically independent over $\overline{\mathbb{Q}}$ for all $m$. We proceed by contradiction: if $\mathcal{E}_m$ and $\mathcal{L}$
are not algebraically independent, there exists $n$ such that $\mathcal{E}_m$ and $\mathcal{L}_n$ are not algebraically independent. We choose such a $n$ minimal. Clearly $m,n \geq 1$.

As $\mathcal{E}_m$ and $\mathcal{L}_n$ are not algebraically independent over $\overline{\mathbb{Q}}$, there exists elements $\ell_1, \ldots, \ell_h$ of $\mathcal{L}_n$, algebraically independent over $\overline{\mathbb{Q}}$ which are algebraically dependent over $\mathcal{E}_m$ i.e. there exists a finite subset $\{e_1, \ldots, e_k\}$ of elements of $\mathcal{E}_m$ such that $\ell_1, \ldots, \ell_h$ are algebraically dependent over $\overline{\mathbb{Q}}(e_1, \ldots, e_k)$.

Lemmas 2 and 3 of [36] are still true if we replace abelian varieties with semi-abelian varieties since their proofs are based on the construction of the two towers $\{\mathcal{E}_n\}_n$ and $\{\mathcal{L}_n\}_n$. Applying [36, Lemma 2] to $\{e_1, \ldots, e_k\} \subseteq \mathcal{E}_m$, there exists a finite subset $A \subseteq \mathcal{E}_{m-1}$ such that $A \cup \{e_1, \ldots, e_k\}$ is algebraic over the field $\overline{\mathbb{Q}}(\exp_G(A^{g+s}))$. On the other hand by [36, Lemma 3] applied to $\{\ell_1, \ldots, \ell_h\} \subseteq \mathcal{L}_n$, there exists a finite subset $C \subseteq \mathcal{L}_n^{g+s}$ with $\exp_G(C) \subseteq G(\mathcal{L}_{n-1})$ such that the set $\{\text{components of } \exp_G(C)\} \cup \{\ell_1, \ldots, \ell_h\}$ is algebraic over the field $\overline{\mathbb{Q}}(\Omega_G, C)$.

Let $|A^{g+s}| = n_1$ and $|C| = n_2$. Consider the point $$r_1 := (r_{11}, r_{12}, \ldots, r_{1n_1}) \in (\text{Lie } G\mathcal{C})^{n_1} \cong (\text{Lie } A\mathcal{C} \times \text{Lie } G^s_{m, \mathcal{C}})^{n_1}$$ with $r_{1i} \in A^{g+s}$ for $i = 1, \ldots, n_1$. Using $r_1$ we construct the 1-motive $M_1 = [u_1 : \mathbb{Z} \to G^{n_1}]$, where $u_1(1) = R_1 = \exp_{G^{n_1}}(r_1)$. Similarly, consider the point $$r_2 := (r_{21}, r_{22}, \ldots, r_{2n_2}) \in (\text{Lie } G\mathcal{C})^{n_2} \cong (\text{Lie } A\mathcal{C} \times \text{Lie } G^s_{m, \mathcal{C}})^{n_2}$$ with $r_{2i} \in C$ for $i = 1, \ldots, n_2$, and let $M_2$ be the 1-motive $[u_2 : \mathbb{Z} \to G^{n_2}]$, where $u_2(1) = R_2 = \exp_{G^{n_2}}(r_2)$. Fix an extended logarithm $\log_{G^{n_1}}(R_1)$ of the point $R_1$. With these notations, we construct the two fields $$K_1 := \overline{\mathbb{Q}}(R_1, \log_{G^{n_1}}(R_1)), \quad K_2 := \overline{\mathbb{Q}}(\Omega_G, R_2, \log_{G^{n_2}}(R_2)).$$

Observe that the fields generated by $\Omega_G$, $\Omega_{G^{n_2}}$ and $\Omega_{G^{n_1}}$ are the same. By [36, Lemma 2], $\{\text{components of } r_1\} \cup \{e_1, \ldots, e_k\}$ is algebraic over $\overline{\mathbb{Q}}(\text{components of } R_1)$ and this implies the following two facts

$$\overline{\mathbb{Q}}(e_1, \ldots, e_k) \subseteq K_1, \quad K_1 = \overline{\mathbb{Q}}(R_1, \log''_{G^{n_1}}(R_1)),$$

where $\log''_{G^{n_1}}(R_1)$ are the integrals of the second kind associated to the point $R_1$. By [36, Lemma 3], $\{\text{components of } R_2\} \cup \{\ell_1, \ldots, \ell_h\}$ is algebraic over the field $\overline{\mathbb{Q}}(\Omega_G, R_2)$ and this implies that

$$\overline{\mathbb{Q}}(\ell_1, \ldots, \ell_h) \subseteq K_2, \quad K_2 = \overline{\mathbb{Q}}(\Omega_G, \log_{G^{n_2}}(R_2)).$$

By Relative Semi-abelian conjecture 4.7 we have

$$\text{trans.deg}_{\overline{\mathbb{Q}}(\Omega_G)} K_1(\Omega_G) \geq \dim Z^1(1) + 2 \dim B^1_{\mathbb{Q}}, \quad (5.3)$$

$$\text{trans.deg}_{\overline{\mathbb{Q}}(\Omega_G)} K_2(\Omega_G) \geq \dim Z^2(1) + 2 \dim B^2_{\mathbb{Q}}, \quad (5.4)$$

where $Z^i(1), B^i_{\mathbb{Q}}$ are the pure motives attached as in Construction 3.4 and (3.12) to the 1-motives $M_i$ for $i = 1, 2$. Since $\text{trans.deg}_{\overline{\mathbb{Q}}(\Omega_G)} K_1(\Omega_G) \leq \text{trans.deg}_{\overline{\mathbb{Q}}} K_1$, the inequality (5.3) entails:

$$\text{trans.deg}_{\overline{\mathbb{Q}}} K_1 \geq \dim Z^1(1) + 2 \dim B^1_{\mathbb{Q}}, \quad (5.5)$$

By (3.16) and Lemma 3.8 having the point $u_1(1) = R_1$ of $G^{n_1}$ is equivalent to having a point $\tilde{R}_1$ of the $Z^1(1)$-torsor $E_1$ over $B^1_{\mathbb{Q}}$. Thanks to Lemma 3.8, the torsor $E_1$ is defined
over \( \overline{\mathbb{Q}} \) and therefore we have
\[
\text{trans.deg}_\mathbb{Q} \overline{\mathbb{Q}}(\mathbf{R}_1) = \text{trans.deg}_\mathbb{Q} \overline{\mathbb{Q}}(\tilde{\mathbf{R}}_1) \leq \text{dim} \, E_1 = \text{dim} \, Z^1(1) + \text{dim} \, B^1_Q.
\]
As in (3.13) the algebraic variety \( B^1_Q \) is the translation of the abelian variety \( B^1_Q \) whose dimension is an upper bound for the transcendence degree of the field generated by the abelian integrals of the second kind associated to its points. Therefore
\[
\text{trans.deg}_\mathbb{Q} K_1 \leq \text{dim} \, Z^1(1) + 2 \, \text{dim} \, B^1_Q.
\]
Because of (5.5) we can conclude
\[
\text{trans.deg}_\mathbb{Q} K_1 = \text{dim} \, Z^1(1) + 2 \, \text{dim} \, B^1_Q.
\]
Again, as in (3.13), the algebraic variety \( B^2_Q \) is the translation of the abelian variety \( B^2_Q \) whose dimension is an upper bound for the transcendence degree of the field generated by the abelian integrals of the second kind associated to its points. Therefore
\[
\text{trans.deg}_\mathbb{Q} K_2 \leq \text{dim} \, Z^2(1) + 2 \, \text{dim} \, B^2_Q.
\]
Remembering (5.4) we can conclude
\[
\text{trans.deg}_\mathbb{Q}(\Omega_G) K_2 = \text{dim} \, Z^2(1) + 2 \, \text{dim} \, B^2_Q.
\]
Consider now the point
\[
\mathbf{r}_3 := (\mathbf{r}_1, \mathbf{r}_2) \in (\text{Lie} \, G_{\mathbb{C}})^{n_1+n_2} \cong (\text{Lie} \, A_{\mathbb{C}} \times \text{Lie} \, G_{m,\mathbb{C}}^{s,n_1+n_2}),
\]
and construct the 1-motive \( M_3 = [u_3 : \mathbb{Z} \to G^{n_1+n_2}] \), where \( u_3(1) = \mathbf{R}_3 = \exp_{G^{n_1+n_2}}(\mathbf{r}_3) = (\mathbf{R}_1, \mathbf{R}_2) \). By Conjecture 4.7 we have that
\[
\text{trans.deg}_\mathbb{Q}(\Omega_G) K_3 \geq \text{dim} \, Z^3(1) + 2 \, \text{dim} \, B^3_Q,
\]
where \( K_3 := \mathbb{Q}(\Omega_G, \mathbf{R}_3, \log_{G^{n_1+n_2}}(\mathbf{R}_3)) \) and \( Z^3(1), B^3_Q \) are the pure motives attached as in Construction 3.4 and (3.12) to the 1-motive \( M_3 \). Observe that by (5.1) and (5.2)
\[
K_3 := \mathbb{Q}(\Omega_G, \mathbf{R}_1, \log_{G^{n_1}}(\mathbf{R}_1), \log_{G^{n_2}}(\mathbf{R}_2)).
\]
Since by construction \( K_3 = K_1 K_2 \), we get
\[
\text{trans.deg}_\mathbb{Q}(\Omega_G) K_1 K_2 \geq \text{dim} \, Z^3(1) + 2 \, \text{dim} \, B^3_Q.
\]
Now from Lemma 5.1 (that we will show at the end of this proof), equalities (5.6), (5.7) and inequality (5.8), we get
\[
\text{trans.deg}_\mathbb{Q}(\Omega_G) K_1 K_2 \geq \text{trans.deg}_\mathbb{Q} K_1 + \text{trans.deg}_\mathbb{Q}(\Omega_G) K_2.
\]
Adding \( \text{trans.deg}_\mathbb{Q} \mathbb{Q}(\Omega_G) \) to both sides of this last inequality, we obtain
\[
\text{trans.deg}_\mathbb{Q} K_1 K_2 \geq \text{trans.deg}_\mathbb{Q} K_1 + \text{trans.deg}_\mathbb{Q} K_2,
\]
that is
\[
\text{trans.deg}_\mathbb{Q} K_1 K_2 = \text{trans.deg}_\mathbb{Q} K_1 + \text{trans.deg}_\mathbb{Q} K_2.
\]
Therefore the fields $K_1$ and $K_2$ are algebraically independent over $\overline{Q}$. But this is a contradiction to our assumption that $\ell_1, \ldots, \ell_k \in K_2$ (5.2) are algebraically dependent over $\overline{Q}(e_1, \ldots, e_k) \subseteq K_1$ (5.1). This finishes the proof of our Main Theorem 1.6.

**Lemma 5.1.** With the above notations

$$\dim Z^3(1) + 2 \dim B^3_Q = \dim Z^1(1) + \dim Z^2(1) + 2(\dim B^1_Q + \dim B^2_Q).$$

**Proof.** By Lemma 3.8 and (3.18), the $Z^i(1)$-torsor $E_i$ over $B^i_Q$ is the smallest translate of a semi-abelian sub-variety $\tilde{E}_i$ of $G^{a_i}$, defined over $\overline{Q}$, which contains the point $R_i$ (for $i = 1, 2, 3$). Recall that $\tilde{E}_i$ is an extension of the abelian variety $B^i_Q = B^i_Q - \pi(R_i)$ by the torus $Z^i(1)$ (here $\pi : G^{a_i} \to A^{a_i}$ is the projection underlying the semi-abelian variety $G^{a_i}$). In particular we have

$$\dim E_i = \dim Z^i(1) + \dim B^i_Q.$$  

By definition $R_3 = (R_1, R_2) \in E_1 \times E_2$, which implies that

$$E_3 \subset E_1 \times E_2 \quad \text{and} \quad \tilde{E}_3 \subset \tilde{E}_1 \times \tilde{E}_2.$$  

Since $B^i_Q = \pi(E_i)$, we have that $B^3_Q \subset B^1_Q \times B^2_Q$ and so

$$\dim B^3_Q \leq \dim B^1_Q + \dim B^2_Q.$$  

Similarly, we have $Z^3(1) \subset Z^1(1) \times Z^2(1)$ and so

$$\dim Z^3(1) \leq \dim Z^1(1) + \dim Z^2(1).$$  

In order to prove our Lemma, it suffices to check that

$$\dim \tilde{E}_3 = \dim \tilde{E}_1 + \dim \tilde{E}_2$$  

since, together with (5.9), (5.11) and (5.12), it will imply

$$\dim B^3_Q = \dim B^1_Q + \dim B^2_Q,$$

$$\dim Z^3(1) = \dim Z^1(1) + \dim Z^2(1).$$

As observed in Remark 3.10 and Lemma 3.8, for $i = 1, 2, 3$ both $E_i$ and $\tilde{E}_i = E_i - R_i$ are defined over $\overline{Q}$ and thus $E_i(\overline{Q}) \neq \emptyset$. By (5.10) the group sub-variety $\tilde{E}_3$ of the product $\tilde{E}_1 \times \tilde{E}_2$ fits into an exact sequence of group varieties defined over $\overline{Q}$

$$0 \to \tilde{E}_3 \xrightarrow{\lambda} \tilde{E}_1 \times \tilde{E}_2 \xrightarrow{\lambda} \tilde{E}' \to 0,$$

where the group morphism $\lambda$ is $(\lambda_1, \lambda_2)$, with $\lambda_i \in \text{Hom}(\tilde{E}_i, \tilde{E}')$ for $i = 1, 2$. In particular $\lambda(a, b) = \lambda_1(a) + \lambda_2(b)$. Since $\tilde{E}_3 = \text{Tr}_{R_3}(E_3) = E_3 - R_3$, the morphism $\lambda \circ \text{Tr}_{R_3}|_{E_1 \times E_2} = (\lambda_1 \circ \text{Tr}_{R}(E_1), \lambda_2 \circ \text{Tr}_{R}(E_2)) : E_1 \times E_2 \to \tilde{E}'$ vanishes on $E_3$.

Fix a point $S = (S_1, S_2) \in E_3(\overline{Q})$ which is a specialisation of $R_3$. Since $S - R_3$ belongs to $\tilde{E}_3$, the point $\lambda(S - R_3)$ is zero in $\tilde{E}'$, i.e. $\lambda_1(S_1 - R_1) + \lambda_2(S_2 - R_2) = 0$. Recall that $A \subseteq \mathcal{E}_{n-1}$ and so $\lambda_1(S_1 - R_1) \in \tilde{E}'(\mathcal{E}_{m})$. On the other hand, the subset $\mathcal{C}$ is such that $\exp_G(\mathcal{C}) \subseteq G(\mathcal{L}_{n-1})$ and so $\lambda_2(S_2 - R_2) \in \tilde{E}'(\mathcal{L}_{n-1})$. From the choice of the pair $(m, n)$, $\mathcal{E}_m$ and $\mathcal{L}_{n-1}$ are algebraically independent over $\overline{Q}$, and so $\mathcal{E}_m \cap \mathcal{L}_{n-1} = \overline{Q}$. Hence the point $T = \lambda_1(S_1 - R_1) = -\lambda_2(S_2 - R_2)$ belongs to $\tilde{E}'(\overline{Q})$.

The equality $T = \lambda_1(S_1 - R_1)$ is expressed by polynomial equations in some projective embeddings of $\tilde{E}'$ and $\tilde{E}_1 \times \tilde{E}_2$. These equations hold for any specialization of $R_1$. Thus $T = \lambda_1(S_1 - R_1)$ for any specialization $R_1$ of $R_1$. In particular, for $R_1 = S_1$ we get $T = 0$ and $R_i \in S_i + \ker \lambda_i$ for $i = 1, 2$. Since $E_i$ is the smallest translate of a semi-abelian variety
Table 1. Analogies between an elliptic curve and an abelian variety

| elliptic curve $E$ | abelian variety $A$ |
|---------------------|---------------------|
| 1                   | $g$                 |
| $\gamma_1, \gamma_2$ | $\gamma_1, \ldots, \gamma_2g$ |
| $\omega$            | $\omega_1, \ldots, \omega_9$ |
| $\eta$              | $\eta_1, \ldots, \eta_9$ |
| $[\varphi(z) : \varphi'(z) : 1]$ | $\exp_A(z)$ |
| $\zeta(z)$          | $h_1(z), \ldots, h_g(z)$ |
| $\sigma(z)$         | $\theta(z)$ |
| $f_q(z) = \frac{\sigma(z + q)}{\sigma(z)} e^{-\zeta(q)z}$ | $F_q(z) = \frac{\theta(z + q)}{\theta(z)} e^{-\sum_{i=1}^g h_i(q)z}$ |

defined over $\overline{\mathbb{Q}}$ and containing $\mathbb{R}_4$, we deduce $E_i \subset S_i + \ker \lambda_i$. But then $\tilde{E}_i \subset \ker \lambda_i$ and thus $\tilde{E}_1 \times \tilde{E}_2 \subset \ker \lambda = \tilde{E}_3$ for $i = 1, 2$. Together with (5.10) it follows that $\tilde{E}_3 = \tilde{E}_1 \times \tilde{E}_2$ and in particular we get the expected formula (5.13).

6. Application

Let $E \simeq \mathbb{C}/\Lambda$ be an elliptic curve defined over $\mathbb{C}$ and $E^*$ its dual. We identify $E^*$ with $\mathbb{C}/\Lambda^*$, where $z^* \in \mathbb{C}$ is viewed as a $\mathbb{C}$-antilinear form $z \to z^*(z) = \overline{z}^*$ on $\mathbb{C}$ and

$$\Lambda^* = \{\lambda^* \in \mathbb{C}; \text{Im}(\overline{\Lambda^*}) \subset \mathbb{Z}\}.$$

Let $\omega_1, \omega_2, \eta_1, \eta_2$ be the periods and the quasi-periods of $E$, and let $\varphi(z), \zeta(z)$ and $\sigma(z)$ be the Weierstrass functions relative to the lattice $\Lambda = H_1(E(\mathbb{C}), \mathbb{Z})$.

Write $\Lambda = \mathbb{Z}\omega_1 + \mathbb{Z}\omega_2$ and $\Lambda^* = \mathbb{Z}\omega_1^* + \mathbb{Z}\omega_2^*$ with $\omega_1, \omega_1^* \in \mathbb{R}$ and $\text{Im}(\overline{\Lambda^*}) \subset \mathbb{Z}$, and $\text{Im}(\overline{\Lambda}) \subset \mathbb{Z}$. We identify the real Lie algebra $\text{Lie}E_{\mathbb{R}}$ of $E$ (resp. $\text{Lie}E_{\mathbb{R}}^*$) with $\Lambda \otimes_{\mathbb{Z}} \mathbb{R}$ (resp. $\Lambda^* \otimes_{\mathbb{Z}} \mathbb{R}$). For $z = \alpha_1\omega_1 + \alpha_2\omega_2 \in \text{Lie}E_{\mathbb{R}}$ and $z^* = \alpha_1^*\omega_1^* + \alpha_2^*\omega_2^* \in \text{Lie}E_{\mathbb{R}}^*$, one computes easily

$$\alpha_1 = \frac{1}{\omega_1} \left(\text{Re}(z) - \frac{\text{Re}(\omega_2)}{\text{Im}(\omega_2)} \text{Im}(z)\right)$$

and similarly for $\alpha_1^*$ and $\alpha_2^*$. Thus, the duality product is

$$\langle z, z^* \rangle := \text{Im}(\overline{z}z^*) = \text{Re}(z)\text{Im}(z^*) - \text{Re}(z^*)\text{Im}(z) = \alpha_1^*\alpha_2 - \alpha_2^*\alpha_1.$$

We may identify $E^*$ and $E$ via the map $\rho : z^* \mapsto z^*\text{Im}(\omega_1\omega_2)$.

In Table 1 we summarize the correspondence between the usual data for an abelian variety $A$ and an elliptic curve $E$, which is the elliptic analogue of the function $F_q(z)$ defined in (2.10). The logarithmic differential of this function is the pull-back via the exponential map of a differential of the third kind $\xi_Q$ on $E$. Serre’s function has quasi-quasi periods equal to the exponentials of the elliptic integrals of the third kind $\int_{\gamma_i} \xi_Q = \eta_i q - \omega_i \zeta(q)$ for $i = 1, 2$ (see [40, Appendix II by J.-P. Serre] and [15, (1.8)])

Note that in the abelian case the function $\theta(z)$ is chosen so that $\theta(0) = 1$ and the factor of automorphy of the function $\frac{\theta(z + \rho(z))}{\theta(z)\theta(\rho(z))}$ coincides with the factor of automorphy of the Poincaré line bundle $\mathcal{P}$. In the elliptic case the function $\sigma(z)$ differs from this choice by a rational function on $E$ and satisfies $\sigma(0) = 0$, as we will see now.
The Poincaré biextension $\mathcal{P}$ of $(E, E^*)$ by $\mathbb{G}_m$ is the line bundle defined as

$$\mathcal{P} := (\text{Lie } E_{\mathbb{C}} \times \text{Lie } E_{\mathbb{C}}^*)/(\Lambda \times \Lambda^*)$$

where the action of $(\lambda, \lambda^*) \in \Lambda \times \Lambda^*$ is given by $(z, z^*, t) \mapsto (z + \lambda, z^* + \lambda^*, t \cdot a(\lambda, \lambda^*, z, z^*))$, with the factor of automorphy

$$a(\lambda, \lambda^*, z, z^*) = e^{\pi(\lambda \lambda^* + z \lambda^* + \lambda^* z)} = e^{\pi(\lambda \lambda^* + z \lambda^* + \lambda^* z)} ,$$

since $\text{Im}(\lambda \lambda^*) \in \mathbb{Z}$, see [21 §2.5, pages 37-41].

**Lemma 6.1.** For $z = \alpha_1 \omega_1 + \alpha_2 \omega_2 \in \text{Lie } E_{\mathbb{R}}$, the number $\eta(z) = \alpha_1 \eta_1 + \alpha_2 \eta_2$ reads

$$\eta(z) = \frac{\eta_1}{\omega_1} z - \frac{2i \pi}{\text{Im}(\omega_1 \omega_2)} \text{Im}(z) .$$

The function $\sigma(z)$ is a theta function with factor of automorphy

$$\psi^{\lambda}(\lambda z) = \psi(\lambda) e^{\frac{2i \pi}{\text{Im}(\omega_1 \omega_2)} \left( z^{\omega_1} - \overline{\lambda} z - \frac{\pi A \lambda (\lambda^*)}{\text{Im}(\omega_1 \omega_2)} \right)} = \psi(\lambda) e^{\frac{2i \pi}{\text{Im}(\omega_1 \omega_2)} \left( z^{\omega_1} - \overline{\lambda} z - \frac{\pi A \lambda (\lambda^*)}{\text{Im}(\omega_1 \omega_2)} \right)} ,$$

where $\pi A := \eta_1 \text{Im}(\omega_2) - \pi$ and $\psi(\lambda) = \begin{cases} +1 & \text{if } \lambda \in 2\Lambda \\ -1 & \text{otherwise} \end{cases}$.

**Proof.** By the definition of $\eta(z)$ and (6.1), we have

$$\eta(z) = \frac{\eta_1}{\omega_1} \left( \text{Re}(z) - \frac{\text{Re}(\omega_2)}{\text{Im}(\omega_2)} \text{Im}(z) \right) + \frac{\eta_2}{\text{Im}(\omega_2)} \text{Im}(z)$$

$$= \frac{\eta_1}{\omega_1} \text{Re}(z) + \frac{\eta_2 \omega_1 - \eta_1 \text{Re}(\omega_2)}{\text{Im}(\omega_2)} \text{Im}(z)$$

$$= \frac{\eta_1}{\omega_1} z - \frac{\eta_2 \omega_1 - \eta_1 \omega_2}{\text{Im}(\omega_1 \omega_2)} \text{Im}(z)$$

which gives the result using Legendre’s formula (see [32, Chap.18, §1, pp.241]). The factor of automorphy of the sigma function is given in [32, Chap.18, §1, Thm 1]).

**Corollary 6.2.** The theta function

$$\tilde{\theta}(z) = \sigma(z) e^{\frac{\pi A z^2}{2 \text{Im}(\omega_1 \omega_2)}}$$

is such that $\tilde{\theta}(z + \rho(z^*)) / \tilde{\theta}(z) \theta(z \rho(z^*))$ is a meromorphic section of the pull-back $(\exp_E \times \exp_{E^*})^* \mathcal{P}$ of the Poincaré biextension on $\text{Lie } E_{\mathbb{R}} \times \text{Lie } E_{\mathbb{R}}^*$. Explicitly, this meromorphic section is given by

$$\text{Lie } E_{\mathbb{C}} \times \text{Lie } E_{\mathbb{C}}^* \longrightarrow \mathbb{G}_m$$

$$(z, z^*) \mapsto \frac{\sigma(z + \rho(z^*))}{\sigma(z) \sigma(\rho(z^*))} e^{\frac{\pi A z^2}{2 \text{Im}(\omega_1 \omega_2)}} .$$

**Proof.** The factor of automorphy of the trivial theta function $e^{\frac{\pi A z^2}{2 \text{Im}(\omega_1 \omega_2)}}$ is $e^{\frac{\pi A \lambda (\lambda^*)}{2 \text{Im}(\omega_1 \omega_2)}}$. Thus, by the above Lemma the factor of automorphy of the theta function $\tilde{\theta}(z) = \sigma(z) e^{\frac{\pi A z^2}{2 \text{Im}(\omega_1 \omega_2)}}$ is $\psi(\lambda) e^{\frac{\pi A \lambda (\lambda^*)}{2 \text{Im}(\omega_1 \omega_2)}}$.

The factor of automorphy of the theta function $\tilde{\theta}(z) / \tilde{\theta}(z \rho(z^*))$ on $\mathbb{C}^2$ relatively to $\Lambda \times \Lambda^*$ is

$$\frac{\psi(\lambda + \rho(\lambda^*))}{\psi(\lambda) \psi(\rho(\lambda^*))} \times e^{\frac{\pi (\sigma(z + \rho(z^*)) + (\lambda + \lambda^*)(\rho(z^*) + \lambda^*)}{2 \text{Im}(\omega_1 \omega_2)}} - \frac{\pi A \lambda (\lambda^*)}{\text{Im}(\omega_1 \omega_2)} ,$$

$$\frac{\psi(\lambda + \rho(\lambda^*))}{\psi(\lambda) \psi(\rho(\lambda^*))} \times e^{\frac{\pi (\sigma(z + \rho(z^*)) + (\lambda + \lambda^*)(\rho(z^*) + \lambda^*)}{2 \text{Im}(\omega_1 \omega_2)}} - \frac{\pi A \lambda (\lambda^*)}{\text{Im}(\omega_1 \omega_2)} .$$
which is equal to
\[ e^{i\pi\text{Im}(\bar{z}x)} \times e^{\pi(\text{Re}(\bar{z}x) + \bar{x}z + xz^2)}. \]

We recognise the factor of automorphy (6.3), so that \( \frac{\bar{\theta}(z + \rho(x))}{\bar{\theta}(z)} \) is a meromorphic section of the pull-back \((\exp_E \times \exp_{E^*})^*\mathcal{P}\) of the Poincaré biextension on \(\text{Lie } E_{\mathbb{R}} \times \text{Lie } E_{\mathbb{R}}^*\).

Observe that the theta functions \(\theta(z)\) and \(\bar{\theta}(z)\) have the same factor of automorphy and so their ratio \(\frac{\bar{\theta}(z)}{\theta(z)}\) is a rational function on \(E\).

### 6.1 Elliptic Weil pairing

In §3.1 we have introduced the biextension \(\mathcal{B}\) constructed using one copy of the Poincaré biextension \(\mathcal{P}\) of \((E, E^*)\) by \(\mathbb{G}_m\), one copy of the Poincaré biextension \(\mathcal{P}^*\) of \((E^*, E)\) by \(\mathbb{G}_m\), one copy of the trivial biextension of \((E, E)\) by \(\mathbb{G}_m\) and one copy of the trivial biextension of \((E^*, E^*)\) by \(\mathbb{G}_m\). The pull-back \(d^*\mathcal{B}\) via the diagonal morphism \(d : E \times E^* \to (E \times E^*)^2\) is isomorphic to the line bundle \(\mathcal{P} \otimes \mathcal{P}^{-1}\), since \(\mathcal{P}^* = s^*\mathcal{P}^{-1}\) with \(s : E^* \times E \to E \times E^*\) the morphism which exchange the factors.

In particular by (6.3) the factor of automorphy of \(\mathcal{P} \otimes \mathcal{P}^{-1}\) is

\[ (6.5) \quad a_0(\lambda, \lambda^*, z, z^*) = a(\lambda, \lambda^*, z, z^*)a(\lambda, \lambda^*, z, z^*)^{-1} = e^{2i\pi\text{Im}(z\bar{x} + xz^2)}. \]

According to [4 §3.3]:

**Definition 6.3.** The Lie realization of the Weil pairing (3.4) of the elliptic curve \(E\) is

\[ \mathcal{W}_E : \text{Lie } E_{\mathbb{C}} \times \text{Lie } E_{\mathbb{C}}^* \longrightarrow \mathbb{G}_m \]

\[ (z, z^*) \longmapsto e^{2i\pi\text{Im}(z\bar{x} + xz^2)}. \]

Extending the function \(\eta(z)\) in (6.4) to \(\mathbb{C}\) by \(\mathbb{R}\)-bilinearity, consider the following two variables function

\[ (\mathbb{C} \setminus \Lambda)^2 \longrightarrow \mathbb{C} \]

\[ (z, q) \longmapsto \tilde{f}(z) := \frac{\sigma(z + q)}{\sigma(z)}e^{-\eta(q)z}. \]

Observe that the ratio \(f_q(z)/\tilde{f}(z)\) is just the exponential function \(e^{(\eta(q)-\eta(q))z}\), which is a trivial theta function in \(z\). The ratio \(\tilde{f}(z)/\tilde{f}(z)\) is \(\frac{\eta(z)q}{\eta(z)}\) well defined on \(\mathbb{C}\)^2. Moreover if \(z = \alpha_1 + \alpha_2 \in \text{Lie } E_{\mathbb{R}}, z^* = \alpha_1^* + \alpha_2^* \in \text{Lie } E_{\mathbb{R}}^*\), by Lemma 6.1, (6.2) and Legendre’s formula (see [32, Chap.18, §1, pp.241]), we have

\[ \tilde{f}(z) = e^{\eta(z)z}z = e^{\eta(z)z} = e^{2i\pi\text{Im}(z\bar{x} + xz^2)}. \]

The restriction to \(\Lambda \times \Lambda^*\) of the logarithm of this ratio, that is \(\log(\tilde{f}(z))/\tilde{f}(z)\), takes values in \(2i\pi\mathbb{Z}\). With the notations of [25, Lemma (10.2.3.4)], the Hodge realization of the Weil pairing of \(E\) is this restriction,

\( \langle , \rangle_{\mathbb{Z}} : \text{Lie } E_{\mathbb{C}} \times \text{Lie } E_{\mathbb{C}}^* \longrightarrow 2i\pi\mathbb{Z} \)

and the restriction to \(\Lambda \times \Lambda^*\) of the ratio \(\tilde{f}(z)/\tilde{f}(z)\) is a trivialization of the restriction to \(\Lambda \times \Lambda^*\) of the pull-back \((\exp_E \times \exp_{E^*})^*\mathcal{P}\) of the Poincaré biextension on \(\text{Lie } E_{\mathbb{C}} \times \text{Lie } E_{\mathbb{C}}^*\).

**Remark 6.4.** Let \(N \in \mathbb{N}\). If \(P\) and \(Q\) are \(N\)-torsion points of \(E\) and \(p, q\) their logarithms, then \(\mathcal{W}_E(p, q)^N\) is an \(N\)-th root of unity which does not depend on the choice of \(p\) and \(q\), by Legendre relation. It is the \(N\)-th Weil pairing of the points \(P\) and \(Q\) (see [32, Chap.18, §1, pp.243-245] or [38, Chap.3, §8]).
Consider a 1-motive \( M = [u : \mathbb{Z} \to G] \) defined over a sub-field \( K \) of \( \mathbb{C} \), where \( G \) is an extension of the elliptic curve \( E \) by \( \mathbb{G}_m \) corresponding to the point \( Q \in E^*(K) \), and \( u(1) = R = \exp_G(p, t) = (P, e^t f_q(p)) \) is a point of \( G(K) \) living above \( P \in E(K) \).

With notations of Construction 3.4 (1), \( B \) is the smallest abelian sub-variety of \( E \times E^* \) containing the point \((P, Q) \in (E \times E^*)(K) \). We have that:

- \( \dim B = 2 \) if and only if the points \( P \) and \( Q \) are End(\( E \)) \( \otimes \mathbb{Z} \) \( \mathbb{Q} \)-linearly independent;
- \( \dim B = 1 \) if and only if \( P \) and \( Q \) are End(\( E \)) \( \otimes \mathbb{Z} \) \( \mathbb{Q} \)-linearly dependent but not both torsion points;
- \( \dim B = 0 \) if and only if \( P \) and \( Q \) are torsion points.

Recall that by [18] and [19] the restriction of the Poincaré biextension \( \mathcal{P} \) to \( B \) is trivial if and only if one of the two following conditions happens: \( \dim B = 0 \) (that is \( P \) and \( Q \) are torsion points) or there exists an antisymmetric group morphism \( g : E \to E^* \) and an integer \( N \) such that \( g(P) = NQ \) (and \( \dim B = 1 \) if \( P \) or \( Q \) is not torsion).

By Construction 3.4 (2), \( Z'(1) \) is the sub-torus of \( \mathbb{G}_m \) containing the image of the Lie bracket \([\cdot, \cdot] : B \otimes B \to \mathbb{G}_m \) in loc.cit. According to [6, (2.8.4)] and [4, Lemma 3.4(ii)], for \((s_1, t_1), (s_2, t_2) \in \text{Lie} \mathcal{B}_C \) we have

\[
[(s_1, t_1), (s_2, t_2)] = W_E(s_1, t_2) \cdot W_{E^*}(t_1, s_2) = W_E(s_1, t_2) \cdot W_E(s_2, t_1)^{-1}
\]

and so

\[
Z'(1) = \left\{ e^{2\pi i \text{Im}(\alpha \bar{t}_2 - \bar{s}_1)} \mid (s_1, t_1), (s_2, t_2) \in \text{Lie} \mathcal{B}_C \right\} \subseteq \mathbb{G}_m.
\]

Looking at the factor of automorphy (6.5) of \( d^* \mathcal{B} \) we observe that the torus \( Z'(1) \) contains the values of the factor of automorphy of the torsor \( i^* d^* \mathcal{B} \). Thus, quotienting the fibre of \( i^* d^* \mathcal{B} \) by \( Z'(1) \), we get the trivial torsor that we have denoted \( pr_1 i^* d^* \mathcal{B} \) in Construction 3.4 (2). We have \( \dim Z'(1) = 0 \) if and only if one of the following conditions happens: \( \dim Z' = 1 \) or \( \dim Z' = 0 \). As before, this happens if and only if \( P \) and \( Q \) are torsion points (\( \dim B = 0 \)), or \( g(P) = NQ \) with \( g : E \to E^* \) an antisymmetric group morphism (\( \dim B = 1 \)).

By Construction 3.4 (3), the torus \( Z(1) \) is the smallest sub-torus of \( \mathbb{G}_m \) containing \( Z'(1) \) and such that the sub-torus \( (Z/Z')(1) \) of \( \mathbb{G}_m/Z'(1) \) contains \( \pi(\tilde{R}) \). With our hypothesis the dimension of the torus \( Z(1) \) is 0 or 1. Since \( \dim Z(1) = \dim Z'(1) + \dim(Z/Z')(1) \), we have three cases:

- \( \dim Z(1) = 0 \) implies \( \dim Z'(1) = 0 = \dim(Z/Z')(1) \). The condition \( \dim Z'(1) = 0 \) implies that \( i^* d^* \mathcal{B} = B \times \mathbb{G}_m \). Moreover the subsequent condition \( \dim(Z/Z')(1) = 0 \) implies that \( \tilde{R} = \pi(\tilde{R}) \) is a root of unity.
- \( \dim Z(1) = \dim(Z/Z')(1) = 1 \) and \( \dim Z'(1) = 0 \). As before, \( \dim Z'(1) = 0 \) implies that the torsor \( i^* d^* \mathcal{B} \) is trivial. Moreover the subsequent condition \( \dim(Z/Z')(1) = 1 \) implies that \( \tilde{R} = \pi(\tilde{R}) \) is not a root of unity.
- \( \dim Z(1) = \dim Z'(1) = 1 \) and \( \dim(Z/Z')(1) = 0 \). We have \( \dim Z'(1) = 1 \) and even if \( \dim Z(1) = 0 \) if the torsor \( i^* d^* \mathcal{B} \) is not trivial. The subsequent condition \( \dim(Z/Z')(1) = 0 \) implies that \( \pi(\tilde{R}) \) is a root of unity.

6.2. Main theorem for semi-elliptic surfaces. Let \( E \) be an elliptic curve defined over \( \overline{\mathbb{Q}} \) and consider an extension \( G \) of \( E \) by \( \mathbb{G}_m \) which corresponds to a point \( Q \) of \( E^*(\overline{\mathbb{Q}}) \). In this setting the semi-abelian exponential map (2.11) becomes

\[
\exp_G : \text{Lie} G_C \to G(\mathbb{C}) \subset (\mathbb{P}^2 \times \mathbb{P}^1)(\mathbb{C})
\]

\[
(z, t) \mapsto \left( [\varphi(z) : \varphi'(z) : 1], [e^t f_q(z) : 1] \right).
\]

The semi-elliptic version of Conjecture 4.9 is
**Conjecture 6.5** (Weak Relative Semi-elliptic conjecture). Let $E$ be an elliptic curve defined over $\overline{\mathbb{Q}}$. Let $G$ be an extension of $E$ by the torus $\mathbb{G}_m$, which corresponds to a point $Q$ of $E^*(\overline{\mathbb{Q}})$, and denote by $\Omega_G$ its period matrix. Let $(z,t)$ be a point of $\text{Lie}G_C \simeq \mathbb{C}^2$. Then the transcendence degree over $\mathbb{Q}(\Omega_G)$ of the field generated by $z$, $t$, $\wp(z)$ and $e^{\ell f_q}(z)$ is at least the dimension of the smallest algebraic subgroup containing a translate of the point $\exp_G(z,t)$ by an algebraic point.

Consider now the following fields $E = \bigcup_{n \geq 0} E_n$ and $L' = \bigcup_{n \geq 0} L'_n$, with

\[ E_0 = \overline{\mathbb{Q}}, \quad E_n = \mathbb{Q}\left(\wp(z), e^{\ell f_q}(z) \mid z, t \in E_{n-1}\right) \quad \text{for } n \geq 1, \]

\[ L'_0 = \overline{\mathbb{Q}}, \quad L'_n = \mathbb{Q}\left(\Omega_G, z, t \mid \wp(z), e^{\ell f_q}(z) \in L'_{n-1}\right) \quad \text{for } n \geq 1, \]

where the entries of $\Omega_G$ are the periods $\omega_1, \omega_2, \eta_1, \eta_2$ of $E$, plus the periods $\eta_1 q - \omega_1 \zeta(q), \eta_2 q - \omega_2 \zeta(q)$ (see [15, Prop 2.3]). A variant of our main Theorem 1.6 gives

**Corollary 6.6.** If Weak Relative Semi-elliptic conjecture 6.5 is true, then $E$ and $L'$ are algebraically independent over $\overline{\mathbb{Q}}$.

6.3. **Errata.** In [15§4] the first author furnishes a table of dimensions of the motivic Galois group of the 1-motive $M = [u: \mathbb{Z} \to G]$, where $G$ is an extension of an elliptic curve $E$ by $\mathbb{G}_m$. Unfortunately the second to last line is wrong and a case is missing. We give here the corrected and complete Table 2.

In Lemma 3 of [36] one should read $\mathcal{C} \subset L'_n^g$ instead of $\mathcal{C} \subset L^g_{n,2}$. Accordingly, the definition of $u_2$ has to be replaced by the concatenation of the elements of $\mathcal{C}$. Also, to have the proof of Theorem 1 in this reference work smoothly, one can define $L_0$ as $\overline{\mathbb{Q}}$ rather than $\overline{\mathbb{Q}}(\tilde{\Lambda}_A)$. This in turn gives that our earlier choice $L_0 = \overline{\mathbb{Q}}(\tilde{\Lambda}_A)$ works eventually.
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