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Most calculations of the gravitational wave signal from merging compact binaries limit attention to the leading-order quadrupole when constructing models for detection or parameter estimation. Some studies have claimed that if additional “higher harmonics” are included consistently in the gravitational wave signal and search model, binary parameters can be measured much more precisely. Using the lalinference Markov-chain Monte Carlo parameter estimation code, we construct posterior parameter constraints associated with two distinct nonprecessing black hole-neutron star (BH-NS) binaries, each with and without higher-order harmonics. All simulations place a plausible signal into a three-detector network with Gaussian noise. Our simulations suggest that higher harmonics provide little information, principally allowing us to measure a previously unconstrained angle associated with the source geometry well but otherwise improving knowledge of all other parameters by a few percent for our loud fiducial signal ($\rho = 20$). Even at this optimistic signal amplitude, different noise realizations have a more significant impact on parameter accuracy than higher harmonics. We compare our results with the “effective Fisher matrix” introduced previously as a method to obtain robust analytic predictions for complicated signals with multiple significant harmonics. We find generally good agreement with these predictions; confirm that intrinsic parameter measurement accuracy is nearly independent of detector network geometry; and show that uncertainties in extrinsic and intrinsic parameters can to a good approximation be separated. For our fiducial example, the individual masses can be determined to lie between $7.11 - 11.48 M_\odot$ and $1.77 - 1.276 M_\odot$ at greater than 99% confidence, accounting for unknown BH spin. Assuming comparable control over waveform systematics, measurements of BH-NS binaries can constrain the BH and perhaps NS mass distributions. Using analytic arguments to guide extrapolation, we anticipate higher harmonics should provide little new information about nonprecessing BH-NS binaries, for the signal amplitudes expected for the first few detections. Though our study focused on one particular example – higher harmonics – any study of subdominant degrees of freedom in gravitational wave astronomy can adopt the tools presented here ($V/V_{\text{prior}}$ and $D_{KL}$) to assess whether new physics is accessible (e.g., modifications of gravity; spin-orbit misalignment) and if so precisely what information those new parameters provide.
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I. INTRODUCTION

Ground based gravitational wave detector networks (notably LIGO [1] and Virgo [2]) are sensitive to the relatively well understood signal from the lowest-mass compact binaries $M = m_1 + m_2 \leq 16 M_\odot$ [3–14]. Strong signals permit high-precision constraints on binary parameters, particularly when the binary precesses. When interpreting plausible data from ground-based instruments via Bayesian inference, a detailed model for these constraints can require the simulation of tens of millions of binary waveforms, to adequately sample the high-dimensional model space [15–21]. The results of these calculations is a model for a strongly correlated, often highly multimodal, and generically broadly-distributed posterior in 15 dimensions. A simple procedure to reliably estimate the performance of these detailed calculations is critical, to interpret and communicate their results; to validate the estimate itself; and to allow the broader astrophysical community to predict how informative future gravitational wave surveys will be.

One general algorithm is widely used to estimate the performance of these detailed calculations: the Fisher information matrix [22–26]. Derived as a locally Gaussian approximation to the posterior, the Fisher matrix approximation is expected to work well when observations provide tight constraints on all parameters [27]. When valid, this easily-understood and calculated approximation can be applied both to simple test problems and to the full multi-detector likelihood, by incorporating information about detector network geometry [28]. Repeated theoretical and practical investigations, however, have suggested the Fisher matrix must be calculated with care, to avoid numerical pathologies (e.g., associated with the sampling rate of the signal; see Cho et al. [22], henceforth denoted COOKL); used with care, as it becomes ill-conditioned and numerically unstable in the presence of strong degeneracies; and applied with care, only to sources in the appropriate “strong-signal” limit [27].

COOKL implicitly proposed three idealizations which, together, convert the Fisher matrix to a more robust low-dimensional calculation, particularly for nonprecessing binaries. First and foremost, for strong sources with well-localized sky locations, ignore the sky location parameters: these (and other) extrinsic, geometrical parameters almost perfectly separate from intrinsic parame-
Second, for nonprecessing sources, assume the network has nearly equal sensitivity to both polarizations: only for a handful of source orientations will asymmetric preferential sensitivity to one polarization or another bias our conclusions about intrinsic parameters. Finally, this paper pioneered an “effective Fisher matrix” approach, eliminating observationally irrelevant scales by suitably smoothing the local ambiguity function. Using these approximations, COOKL provided concrete predictions for the performance of Bayesian parameter estimation codes, for three selected cases.

In this work, we compare these predictions against direct and comprehensive Bayesian parameter estimation methods which, by systematically comparing all possible candidate signals to data, construct a posterior probability distribution [15–21]. Despite the considerable idealizations involved, the predictions of COOKL work surprisingly well. Moreover, by repeated concrete calculations, we corroborate their conclusions about the information communicated via higher harmonics from BH-NS binaries.

Even for nonprecessing binaries inspiralling along a quasicircular orbit, the gravitational wave signal from merging compact binaries remains surprisingly complicated, as source multipoles contribute to the gravitational wave signal, at several different harmonics of the orbital frequency. Though the gravitational mass quadrupole dominates, these remaining “higher harmonics” influence the accessible signal, contributing noticeably to the overall signal amplitude and influencing parameter estimation accuracy [22–24]. Using concrete examples, COOKL argued that while higher harmonics do provide additional information about BH-NS binaries, for observationally plausible signal amplitudes that information is principally geometric, encoding the source orientation relative to the line of sight, and does not significantly improve the measurement of intrinsic parameters (masses and spins) for BH-NS binaries.

A. Context and prior work

In the context of ground-based detectors, some studies outside and within the LIGO scientific collaboration have compared the predictions of the Fisher matrix to parameter recovery strategies, including maximum likelihood [23–25, 30] and detailed MCMC calculations. Usually, these studies investigate measurement error, using large-scale simulations to determine (for example) how often the maximum-likelihood point lies within the predicted confidence intervals derived from a Fisher matrix or MCMC prediction. In this paper, we emphasize a related problem: modeling the shape of the parameter estimation capabilities of a full Bayesian inference analysis. This will justify using the effective Fisher matrix approach to predict the parameter estimation capabilities of advanced detectors. Of course, it will be critical to enable Bayesian parameter estimation pipelines to run on the longer signals of advanced detectors, but such work is outside the scope of this paper.

As described in [22], signal models including both higher harmonics or spin have been extensively applied to parameter estimation problems for ground-based [15, 29] and space-based [32, 33] detectors. In the absence of precession, higher harmonics are known to break degeneracies and improve sky localization, particularly for LISA [34, 35]. Our results suggest that higher harmonics provide little useful additional information about BH-NS binaries.

B. Executive summary and outline

In this work, we describe how well the parameters of the nonprecessing signals studied in [22] can be recovered when inserted into a realistic three-detector network, both with and without higher harmonics.

Our work builds upon a large, community-wide effort...
to construct and validate parameter estimation strategies for ground-based gravitational-wave networks, culminating in the lalinfERENCE code [15] employed in this work. In turn, this code implements parameter estimation strategies that have previously been extensively applied to gravitational wave parameter estimation [15–21].

Using a fixed source sky location and distance, we generate random noise for each detector; insert a signal into each detector; and systematically compare the set of detector data with all plausible compact binaries in a broad prior range, allowing both the BH and NS to have spin. We explicitly use identical noise realizations to compare signals with and without higher harmonics, to isolate their effect on the posterior distribution and evaluate what additional information higher harmonics provide.

For the masses considered here, higher harmonics principally provide additional constraints on the source geometry, but not its intrinsic properties. In particular, they do not significantly improve the measurement of the masses and spins of our fiducial binary, but instead break a degeneracy between the polarization angle and orbital phase of the binary at some reference point, thereby improving the measurement of these parameters.

We use several techniques to compare the posteriors of simulations with different noise realizations to one another and to effective Fisher matrix predictions. These include a prior volume ratio, $V/V_{\text{prior}}$, as a measure of amount of information being extracted from the signal, a specialized version of the KL-divergence, $D_{KL}$, to compare the similarity of two distributions, and the mutual information, $I(A,B)$, as a measure of the correlations between two subsets of parameters. From the prior volume, we find that the higher harmonics provide more information than would an equivalent increase in SNR, but that it is still rather modest, the change in volume being comparable to the differences between different noise realizations. From $D_{KL}$ and inspection of marginalized posteriors, we find that simulations with different noise realizations produce posteriors that are similar to one another and to the highly idealized effective Fisher matrix predictions provided in COOKL. From the mutual information, we find that after marginalizing over time and polarization angle, there is a strong separation into intrinsic and extrinsic parameters with only very weak correlations between the two.

We also make two observations about the computational cost of Bayesian parameter estimation using amplitude-corrected waveforms. First, to perform calculations which include the low frequency portions of the higher harmonics, one needs to generate waveforms at lower orbital frequencies than for restricted waveforms. Second, to fully resolve the highest harmonics during the late inspiral, one needs to use a higher sample rate to avoid aliasing. These effects mean that, to properly include amplitude corrections, one ostensibly needs much longer waveforms with many more samples, and this could increase the computational cost of parameter estimation by one or two orders of magnitude. Fortunately, as discussed briefly in Sec. II A and in more detail in Appendix B, we find that doing parameter estimation on amplitude-corrected waveforms with sample rates and low frequency limits appropriate for restricted waveforms has a negligible effect on any parameter estimation results.

There are, of course, some limitations to this work. For one thing, the computational cost of waveform generation limits our MCMC computations to producing $N_{\text{eff}} \approx 10^4$ independent samples. This introduces an error $\propto 1/\sqrt{N_{\text{eff}}}$ in our confidence intervals and other results. Additionally, we have only used a single post-Newtonian waveform model (SpinTaylorT4), while it is well-known there are systematic biases between different PN models [1, 36, 37]. While these errors can change specific quantitative results, they will not affect our qualitative conclusions that higher harmonics will provide a small improvement to the measurement of some extrinsic parameters but essentially no improvement to the measurement of intrinsic parameters for BH-NS binaries, and that the effective Fisher matrix method of COOKL provides a reasonably accurate prediction of the results of full Bayesian parameter estimation methods. Lastly, this work is limited to studying two physical binary systems rather than fully exploring a larger parameter space. However, by verifying this these cases in detail, we argue that the effective Fisher matrix approach can be used to efficiently explore the importance of physical effects such as spins, higher harmonics and tidal effects across any and all regions of parameter space.

Our paper is organized as follows. In Sec. II we describe the waveform model, the specific BH-NS configurations and detector network being studied, and issues related to choices of parameter space coordinates. In Sec. III we review parameter estimation via Bayes’ theorem for gravitational wave data analysis, we describe the lalinfERENCE_mcmc code that is our Bayesian parameter estimation pipeline, and we introduce the quantitative techniques we will use to compare our results. In Sec. IV we examine the results of our simulations in detail, emphasizing the similarities between various results, illustrating the effect of higher harmonics, and showing how intrinsic and extrinsic parameters decouple after marginalizing over time and polarization phase. In Sec. V we compare our simulations to the predictions of the effective Fisher matrix and argue the latter is an inexpensive proxy for the former. In Sec. VI we argue that the binary configurations we consider are, in a sense, “typical”, and we briefly discuss some implications that can be inferred for other regions of parameter space. Lastly, our conclusions can be found in Sec. VII and we

---

2 We effectively treat both objects as black holes, a priori allowing spins up to the Kerr limit on both bodies. Due to the mass ratio $\simeq 7$, the spin of the smaller body is suppressed by a factor $\simeq 49$ relative to the larger body and has a negligible effect on our predictions, prior or posterior.
relegate several technical discussions to the appendices.

II. WAVEFORMS AND COORDINATE CHOICES

A. Compact binary waveform model

Following [22], we construct the post Newtonian (pN) gravitational wave signal from a BH-NS binary using the lalsimulation SpinTaylorT4 code [38]. Based on previous implementations [5, 6], this time-domain code solves the orbital dynamics of an adiabatic, quasicircular inspiralling binary using the “TaylorT4” method [4] for the phase evolution and (orbit-averaged) precession equations for the angular momenta [39]. The orbital phase and frequency evolution includes non-spinning corrections to 3.5pN order and spin corrections to 2.5pN order.3 The precession equations are given to 2pN order.

At each time, the gravitational wave signal measured by a distant observer is constructed from the orbital phase, orbital frequency and the orientations of the spins and orbital plane. The leading-order (“restricted”) expression contains only the dominant second harmonic of the orbital phase. A more complete expression includes “higher harmonics” or “amplitude corrections”. For quasi-circular, precessing binaries, an expression for the signal including higher harmonics is implemented in lalsimulation4 up to 1.5pN order [7, 39, 42].

We evolve the orbital dynamics of the binary by specifying “initial” conditions at 100 Hz, then integrating the evolution equations forwards and backwards in time. At high frequency, this binary evolution is terminated prior to merger, either when it reaches the “minimum energy circular orbit”, or when the orbital frequency ceases to increase monotonically. The stopping frequencies of our injected signals (which stop due to the minimum energy condition) are shown in Table I. At low frequency, we investigated the effect of several different starting conditions, ensuring that we include the entirety of every harmonic above the lower gravitational-wave frequency cutoff of our detectors, which we take to be 30 Hz in this work. In our preferred simulations, indicated by stars (*) in Table III, the data contains the gravitational wave signal from a binary starting with a fixed initial orbital frequency of 6 Hz,5 low enough to guarantee all higher harmonics employed here do not begin near the detector’s sensitive band. The parameter estimation strategy fixes the initial orbital frequency at 15 Hz in the absence of higher harmonics (only the second harmonic is present) or 6 Hz if higher harmonics (up to the fifth harmonic) are present.

Our simulations presented in the main text sample the signal at 4096 Hz. From Table I, an attentive reader may deduce that this sample rate is not sufficient to resolve the higher harmonics of the spin-aligned binary during the very late inspiral. However, the aliased portion of the signal, being higher order amplitude corrections, is suppressed by one or more powers of ν, and the detectors have poor sensitivity at these high frequencies. As such, this aliasing has a negligible impact on our results. To further justify our undersampling, in Appendix B we compare our results in the main text to results that use a higher sampling rate to eliminate aliasing. In a similar spirit, Appendix B also shows how a higher choice of lower frequency cutoff, while leaving out a portion of the higher harmonic signal, would drastically decrease the computational cost of our MCMC simulations without changing the results in any significant way.

We note that existing models of compact binary coalescences are imperfect, and there is extensive ongoing research to compute further PN corrections and construct inspiral-merger-ringdown waveforms that leverage information from numerical relativity simulations. In Appendix B we briefly investigate how systematics from different waveform models could affect our results. Much more extensive studies of systematic errors from different waveform models can be found in [4, 36, 37], among others.

B. Fiducial binary and detector network

Following COOKL, we investigate two fiducial non-precessing binaries (one non-spinning, one spin-aligned) along a single line of sight and at a specific sky location; see Table II for the intrinsic parameters and Table III for the extrinsic parameters. For our MCMC simulations, we consider a three-detector network consisting of the first generation Hanford (H1) and Livingston (L1) LIGO detectors and the Virgo detector (V1). For each detector we use an analytic estimate of the design (one-sided) power spectral density (PSD):

\[ S_{H1}(f) = S_{L1}(f) = 9 \times 10^{-46} \left[ \left( \frac{4.49}{150} f \right)^{-56} + 0.16 \left( \frac{f}{150} \right)^{-4.52} + 0.52 + 0.32 \left( \frac{f}{150} \right)^2 \right], \]

\[ S_{V1}(f) = 10.2 \times 10^{-46} \left[ \left( \frac{7.87}{500} f \right)^{-4.8} + \frac{6}{17} \frac{500}{f} + \left( \frac{f}{500} \right)^2 \right]. \]
| type           | \(m_1\) | \(m_2\) | \(t\) | \(\phi_{\text{ref}}\) | \(\psi\) | \(\chi\) | \(M_c\) | \(\eta\) | \(f_{\text{MECO}}\) |
|----------------|--------|--------|------|--------------------|--------|--------|--------|--------|----------|
| no spin        | 10     | 1.4    | \(\pi/4\) | 0     | \(\pi/2\) | 2.228  | 0.0    | 2.994  | 0.1077   | 559      |
| aligned spin   | 10     | 1.4    | \(\pi/4\) | 0     | \(\pi/2\) | 2.228  | 1.0    | 2.994  | 0.1077   | 1926     |

TABLE I: Fiducial source parameters for the non-spinning and aligned-spin binaries. We adopt the chirp mass \(M_c\) and symmetric mass ratio \(\eta\) instead of individual masses. The orbital phase \(\phi_{\text{ref}}\) is defined at 100 Hz. The (constant) orbital angular momentum direction is specified by the polar angles \((\iota, \psi)\), where the propagation direction \(\hat{n}\) is the reference axis (i.e., \(\cos L = \hat{L} \cdot \hat{n}\)). The black hole’s spin is parameterized by \(\chi = S_1/m_1^2\). The post-Newtonian signals used in the text terminate at a gravitational-wave frequency (of the second harmonic) \(f_{\text{MECO}}\), the smaller of the “minimum energy circular orbit” (hence the acronym) and the frequency at which \(\dot{\omega} < 0\). The values shown are derived from the same kind of lalsimulation output used in our simulations, albeit estimated from data evaluated at a 32 kHz sampling rate for this table, rather than the 4kHz sampling rate adopted for our MCMC calculations.

\[
\begin{array}{cccccc}
D & t & DEC & RA & \Delta t_{\text{LH}} & \Delta t_{\text{VH}} \\
\text{Mpc} & \text{s} & \text{ms} & \text{ms} \\
23.1 & 894383679.0 & 0.5747 & 0.6485 & -3.93 & 5.98
\end{array}
\]

TABLE II: Source location: Source geocenter event time and sky location. For a sense of scale, this table also provides the time differences between different detector sites, implied by that sky location and event time.

The lalinferrference code adopts these widely-used choices as fiducial analytic models for gaussian noise in the initial LIGO and Virgo detectors;\(^6\) both correspond favorably to the best reported initial detector performance \([13, 40]\). We assume all detectors have no sensitivity below 30 Hz and follow the above formulae from 30 Hz to the Nyquist frequency. No degeneracies exist: the source location corresponds to a delay of several milliseconds between each detector pair, larger than the timing uncertainty in each interferometer. The source sky location and orientation produce a comparable signal amplitude in each interferometer; for example, for the nonspinning event, the individual detector SNRs are roughly 11.4 (H1), 14.2 (L1), and 8.66 (V1), depending on noise realization.

In each MCMC simulation, we generate a random, synthetic noise realization for each instrument such that their PSDs match Eqs. (1-2). We label different noise realizations with the value of a random seed used in their generation. To isolate the effects of different noise realizations from the more interesting effects of spin and higher harmonics, we use identical noise realizations for simulations with different injected signals. In addition, we also do noiseless simulations - that is, the data stream being analyzed is just a signal with no synthetic noise - as another baseline for comparison. When higher harmonics and/or spins were present in the signal, we performed parameter estimation with a signal model that included them; when absent, our signal model omitted them.

---

\(^6\) The LIGO noise model was first described by \([43]\) and is available as lalinspiral:XALLIGOIPsd. The Virgo noise model is available as lalinspiral:LALVirgoPSD.

We also emphasize that the effective Fisher matrix results predicted in COOKL and here assume an idealized network of two co-located detectors with equal sensitivity to plus and cross polarizations and a PSD equal to \(S_{HH}\). Therefore, the rather good agreement between the two methods is especially encouraging considering one uses a simple, idealized network and the other a fully realistic one.

C. The importance of coordinate choices

In general, the waveform from a quasicircular compact binary is parameterized by its component masses \((m_1, m_2)\), the distance from binary to observer \(d\), the time of arrival \(t\), the orbital phase at some fiducial point in the evolution \(\phi_{\text{ref}}\), the orientation of its orbital angular momentum \(\hat{L}_N\) relative to the line of sight (which can be described by the inclination and polarization angles \((\iota, \psi)\)), the spin angular momenta of each body \(S_1, S_2\), and the binary’s location on the observer’s sky (DEC, RA). When convenient, we reparametrize the component masses in terms of the total mass \((M = m_1 + m_2)\), the symmetric mass ratio \(\eta = m_1 m_2/M^2\), and the chirp mass \(M_c = M \eta^{3/5}\). We describe the BH spin with the parameter \(\chi\), such that \(S_{\text{BH}} = m_2^2 \chi \hat{L}_N\). The allowed range of this parameter is \(-1 \leq \chi \leq 1\) due to the Kerr limit and the fact that the spin could be aligned or anti-aligned with the orbital angular momentum.

Our previous study COOKL demonstrated that subtle coordinate choices can have a dramatic effect on the ambiguity function. For good coordinate choices, nearby points in parameter space should result in waveforms that appear as similar as possible to the detectors. The or-
bital phase constant and the orientations of the spin and the orbital angular momenta must be specified at some reference point during the binary’s evolution. Waveforms that have similar orientations and phasing where the detector is most sensitive will appear more similar to each other than waveforms that happen to coincide at some much higher or lower frequency not around peak sensitivity. For this reason, we choose \( \phi_{\text{ref}} \) to be the orbital phase at 100 Hz, which is approximately the peak of the SNR integrand for an inspiral-only waveform in initial LIGO.

In addition to choosing coordinates describing the loudest portion of the waveform, it is also desirable to choose coordinates for which a parameter space metric is nearly flat. There is a well-known method for metric-based placement of non-spinning inspiral templates based on the work of Owen and Sathyaprakash [47–49]. They find that the overlap (or “distance”) \( \mathcal{O}(h(\lambda, h(\lambda + \delta \lambda)) \) between two nearby waveforms with parameter separation \( \delta \lambda \) is determined by a metric whose definition coincides with that of the Fisher matrix

\[
\mathcal{O}(h(\lambda, h(\lambda + \delta \lambda))) = 1 - g_{ij}(\lambda)\delta \lambda^{i}\delta \lambda^{j},
\]

(3)

\[
g_{ij}(\lambda) = -\frac{1}{2} \frac{\partial^{2} \mathcal{O}}{\partial \lambda^{i}\partial \lambda^{j}} \approx \left( \frac{\partial h(\lambda)}{\partial \lambda^{i}} \frac{\partial h(\lambda)}{\partial \lambda^{j}} \right) = \Gamma_{ij}.
\]

(4)

To lay a template bank covering the mass plane, one typically uses so-called “chirp time” parameters [17]

\[
\tau_{0} = \frac{5}{256} \frac{(\pi f_{\text{ref}})^{-8/3}}{M^{5/3} \eta} = \frac{5}{256} \frac{(\pi f_{\text{ref}})^{-8/3}}{M^{5/3} c^{5/3}},
\]

(5)

\[
\tau_{3} = \frac{4}{4} \frac{\pi (\pi M f_{\text{ref}})^{-2/3}}{2\pi f_{\text{ref}} \eta} = \frac{1}{8} \frac{\pi f_{\text{ref}}}{(\pi f_{\text{ref}}M c)^{2/3} \eta^{3/5}}.
\]

(6)

These are the leading and 1.5pN coefficients for the pN prediction of the time it will take an adiabatic, quasicircular inspiral to evolve from \( f_{\text{ref}} \) to coalescence. In this work, we use \( f_{\text{ref}} = 100 \) Hz, which is the point at which we define our extrinsic parameters. The advantage of this parameterization is that the metric becomes very nearly flat in these coordinates. Since the metric is equivalent to the Fisher matrix, the Fisher matrix will be nearly constant in an appreciable region around the injected parameters, and the posterior probability distribution will be nearly Gaussian in this parameterization. We therefore re-evaluated our analytic and simulation results in several coordinate systems. We find that the posteriors have surprisingly simple form in the coordinates \((M, 1/\eta^2, \chi)\) and give results in this parameterization as well. For the high-amplitude signal explored in this work, the posterior distribution is tightly confined: coordinate-induced nongaussianities and noise-realization-dependent parameter errors rarely occur. For weaker signals with broader and more noise-realization-dependent posteriors, our experience suggests alternative coordinates will significantly improve the resemblance between Fisher matrix estimates and MCMC posteriors.

Recently, [50] have developed a generalized template metric approach which can be used to place spin-aligned templates. Rather than using the chirp times as coordinates, they use an 8-dimensional space of \( \psi_{k} \), the pN coefficients of the stationary-phase approximation pN inspiral waveform. They then use a principal component analysis to find the dominant eigendirections (of which they only need two) in this space and lay template along those directions. In principle, it might also be interesting to display our results in a coordinate system of three or more principal eigendirections for the spin-aligned space as in [50], but finding such coordinates and relating them to the physically interesting parameters is well outside the scope and focus of this paper.

III. PARAMETER ESTIMATION METHODS

A. Bayes’ theorem for GW parameter estimation

We begin this section by reviewing the basics of how Bayes’ theorem can be applied to quantify how much support any stretch of gravitational wave data \( \{d\} \) provides for the hypotheses \( H_{1} \), that a signal of a specific form is present, or \( H_{0} \), that the data contains only noise, and to estimate the likely parameters if a signal is present. This is largely to clarify notation and terminology, and we refer the reader to [15, 28, 51] and references therein for more information.

For sufficiently short time intervals, gravitational-wave detector data in the absence of a signal can be approximated as a Gaussian, stationary, random process characterized by a power spectrum \( S_{h} \), which we take to be either of Eqs. (12). In the limit of a long, continuous time duration, the relation describing the noise is:

\[
\langle n^{*}(f)n(f) \rangle = \frac{1}{2} S_{h}(\{f\} \delta(f-f^\prime),
\]

(7)

The power spectrum can also be used to define an inner product between any two signals (such as a data stream and a template waveform) for a single detector:

\[
\langle a|b \rangle = 2 \int_{-\infty}^{\infty} df \langle a^{*}(f)b(f) S_{h}(\{f\}) \rangle.
\]

(8)

Note that this defines a complex-valued inner product, while most of the gravitational-wave data analysis is written in terms of a real-valued inner product. In fact, as in COOKL, we use the complex-valued inner product for our effective Fisher matrix computations; however, our MCMC runs use a real-valued inner product acting on real-valued signals \( a(t), b(t) \), which is simply the real part of Eq. (8). All of the equations in this work involve inner products of real-valued signals with themselves, in which

---

7 For the non-precessing binaries considered here, the reference point is only relevant for the orbital phase, as the angular momenta have constant orientations.
case the real- and complex-valued inner products coincide, so we will use a common notation for either inner product. Also, while we have written the inner product as an integral over the entire real-valued frequency range, the discreteness of our signals and the low-frequency limits of our detectors mean that in practice the integration is over the frequencies \([-f_{\text{Nyq}}, -f_{\text{low}}] \cup [f_{\text{low}}, f_{\text{Nyq}}]\).

By our assumptions, in the absence of a signal the noise will follow a Gaussian distribution such that louder noise realizations (as measured by the inner-product-induced norm) are less probable according to

\[
p(d|H_0) \propto \exp\left(-\frac{\langle d|d \rangle}{2}\right).
\]

where \(d(t)\) is the timeseries in a single detector. For a multidetector network, the posterior probability is the product of many such factors, one for each detector.

Bayes’ Theorem relates the (“posterior”) probability distribution \(p(\lambda|\{d\}|H_1)\) to the conditional probability density or likelihood, \(p(\{d\}|\lambda,H_1)\), of the data given the signal parameters \(\lambda\); the prior probability \(p(\lambda|H_1)\), describing knowledge about the parameters within the model \(H_1\) before the data is analyzed; and the total probability of the observed data given our signal model hypothesis, \(p(\{d\}|H_1)\):

\[
p(\{d\}|H_1) = \int d\lambda p(\lambda|H_1) p(\{d\}|\lambda,H_1).
\]

In the second line we have normalized by the probability of the null hypothesis \(p(\{d\}|H_0)\) to eliminate sampling-dependent dimensional factors present in \(p(\{d\}|H_1)\) and the likelihood \(p(\{d\}|\lambda,H_1)\).

The user is free to quantify their prior assumptions about the parameters, \(p(\lambda|H_1)\) as they see fit. We typically use uniform priors over some broad range. The actual priors used for these runs are described in the next subsection.

For each detector, we assume the data takes the form \(d = h(\lambda) + n\) for some noise realization \(n\), and we ask how likely it is to observe \(d\). Using Eq. (9), we can compute the likelihood for a single detector

\[
p(\{d\}|\lambda,H_1) \propto \exp\left(-\frac{\langle d - h(\lambda)|d - h(\lambda) \rangle}{2}\right).
\]

and similarly for a multidetector network. In practice, with lalinference_mcmc, we work an expression which explicitly does not depend on the sampling rate or length of data being examined, the likelihood ratio \(L\):

\[
L \equiv p(\{d\}|\lambda,H_1)/p(\{d\}|H_0) = e^{-\langle h(\lambda)-d|h(\lambda)-d \rangle/2}/e^{-\langle d|d \rangle/2},
\]

where the former expression applies in general and the latter to a single detector.

To quantify our overall confidence that a signal was present, with any allowed parameter values (and to properly normalize our posterior) we compute the evidence \(Z^8\):

\[
Z(d|H_1) = \int d\lambda p(\lambda|H_1) p(\{d\}|\lambda,H_1) = \int d\lambda p(\lambda|H_1) L(\lambda|\{d\}).
\]

For multidetector networks, the posterior probability or likelihood of the network is simply the product of these quantities for each of the individual detectors due to the fact that probabilities interact multiplicatively.

B. MCMC parameter estimation: lalinference_mcmc

Several general strategies have been developed to estimate posterior distributions \(p(\lambda|\{d\},H_1)\) and evidence \(Z\) given data \([22, 57]\). Here we use the lalinference_mcmc code to estimate the posterior parameter distribution consistent with a candidate data stream and a given noise model \([15, 31]\). A detailed description of the lalinference code, including its jump proposals and parallel tempering method, is far beyond the scope of this paper. In brief, the current lalinference code iteratively explores the parameter space, relying on detailed balance to construct a sequence of samples \(x_k\) for \(k = 1 \ldots \infty\) that converges in distribution to the true posterior distribution \([52]\). Though each element \(x_k\) of the chain is randomly distributed, neighboring elements are strongly correlated: the chain “wanders” through the posterior. As a result, the whole chain contains fewer effectively independent samples from the posterior than would naively be supposed from its length. To estimate the number of independent samples, we use the correlation length, defined on a parameter-by-parameter basis as the smallest nonzero \(s\) so

\[
1 + \sum_{k=1}^{s} 2C(k) \leq s
\]

where \(C(k) = \langle x_k x_{k+q} \rangle / \langle x^2 \rangle\) is the autocorrelation function of the sequence. In terms of this number, the effective sample size \(N_{\text{eff}} \equiv N/s\) for \(N\) the chain length. As used in this work, the lalinference_mcmc code terminated when roughly \(N_{\text{eff}} \simeq 10^4\) independent samples

---

\(^8\) In this convention, \(Z\) is more properly called an evidence ratio or a Bayes factor for the signal hypothesis versus the null hypothesis, rather than the standard notion of evidence \(\int d\lambda p(\{d\}|\lambda,H_1) p(\lambda|H_1)\). Our expression has the distinct advantage of being a dimensionless quantity, independent of the sampling rate or number of samples and fits naturally with our use of likelihood ratio.
were present in the posterior chain.\textsuperscript{9} We additionally required the sequences $x_k$ of each individual parameter to satisfy standard convergence criteria (e.g., the Gelman-Rubin $R$ statistic).

The procedure must start from some prior assumptions about the parameters, and these priors can have some influence on the details of the posterior. We assume a source could lie at any orientation and any distance within 100 Mpc,\textsuperscript{10} uniform in volume and angle, with random masses ($m_1, m_2$) uniformly distributed in mass between $1M_\odot - 30M_\odot$ with $m_1 + m_2 \leq 35M_\odot$ and anywhere inside a time window of length $\Delta T = 0.1$ s. When (aligned) spin is included, we allow both objects’ dimensions, spin, and any–anti aligned with the orbital angular momentum. This two-spin model space includes one more parameter than the analytic predictions in CUTOKL, which did not allow the smaller body to have internal angular momentum $\lesssim m_2^2$ to lie between $[0, 1]$ uniformly, either aligned or antialigned with the orbital angular momentum. This two-spin model space includes one more parameter than the analytic predictions in CUTOKL, which did not allow the smaller body to have internal angular momentum $\lesssim m_2^2$ to lie between $[0, 1]$ uniformly, either aligned or antialigned with the orbital angular momentum. Due to the high mass ratio, the smaller body’s internal angular momentum $|S_k| \lesssim m_2^2$ is expected to have a relatively small effect on the radiated signal \textsuperscript{58} [59].

We note that these priors are quite broad and uninformative, rather than being concentrated around the injected parameters. The prior on time of arrival (uniform in a range of length 0.1 s) may seem rather restrictive. In practice, however, parameter estimation will usually be performed after a search pipeline has claimed a likely detection; this time window is broad compared to the typical time resolution of a compact binary inspiral search pipeline.

Once the run has produced the targeted number of effectively independent samples, we can extract a number of results from the computed posterior. For example, we can find the maximum log-likelihood and the parameter values at this peak. We can produce one- or two-dimensional marginalized posteriors by integrating over the other parameters, and using them to find confidence intervals for various parameters. We can also use plots near the maximum log-likelihood to compute approximate covariance and Fisher matrices that describe this region. All of these results can be compared between different runs and also with similar quantities produced via the effective Fisher matrix. The rest of this section describes several analytic techniques we use to facilitate such comparisons.

C. Prior volume ratio

Motivated by a locally Gaussian approximation, we define a characteristic parameter volume fraction:

$$V/V_{\text{prior}} \equiv \frac{Z(d|H_1)}{\max\mathcal{L}(\lambda|\{d\})}.$$ \hspace{1cm} (17)

In the limit that the posterior can be approximated by a Gaussian of the form $\mathcal{L}(\lambda)p(\lambda) \propto \exp(-\delta\lambda\mathcal{L}_{ab}\delta\lambda^b)$ in the neighborhood of $\lambda_s$, where the local maximum’s location and shape is dominated by the likelihood $\mathcal{L}$ and not the prior $p$, then the prior volume ratio is simply

$$V/V_{\text{prior}} = \int d\delta\lambda \frac{p(\lambda|H)}{\max\mathcal{L}_s} L_{ab}\delta\lambda^b \approx \frac{\sqrt{|\Gamma|}}{(2\pi)^{N/2}} P(\lambda_s),$$ \hspace{1cm} (18)

where $|\Gamma|$ represents the determinant and $N$ the number of parameters. Because the definition is explicitly the product of the prior times a function $\leq 1$ with support concentrated in high-probability regions, the volume fraction characterizes the fraction of a priori plausible signals that are consistent with the data $\{d\}$. We can define a recovered network SNR from the max log-likelihood (ratio) as:

$$\rho_{\text{rec}} \equiv \sqrt{2\max\ln \mathcal{L}(\lambda|\{d\})}.$$ \hspace{1cm} (19)

To characterize how rapidly the prior volume ratio changes with $\rho_{\text{rec}}$, we define a characteristic “effective dimension” as \textsuperscript{60}

$$D_{\text{eff,rec}}(\rho_{\text{rec}}) \equiv -\frac{d\ln(V/V_{\text{prior}})}{d\ln \rho_{\text{rec}}}.$$ \hspace{1cm} (20)

Intuitively, the effective dimension is the number of parameters which can be constrained relative to their prior range. For example, suppose we had a Gaussian posterior whose width in every parameter was significantly narrower than the prior. Then, the prior volume ratio would be given by Eq. (18), and we would have $D_{\text{eff}} = N$. Now, suppose we added one or more parameters which have absolutely no effect on the posterior. Then, we would simply recover the prior on those parameters for any $\rho_{\text{rec}}$. We would have the same $D_{\text{eff}}$ as before, even though $N$ has increased by adding unmeasurable parameters.

\textsuperscript{9} This termination condition was chosen to produce reasonably-well-determined confidence intervals in each parameter. For example, to construct 90% confidence intervals requires identifying a region is of order $p/\sqrt{N_{\text{eff}}}$.

\textsuperscript{10} The maximum distance adopted is conventional for low-mass sources in \texttt{lalinferece_mcmc}. As described in Appendix \texttt{C} near Eq. (??), combined with the mass prior, this relatively small maximum distance allows enough rare distant and high-mass signals to significantly influence averages over the prior, including the average log likelihood. In particular, the evidence will depend on this arbitrary choice, in our opinion nonphysically. We strongly recommend subsequent calculations adopt a significantly larger maximum distance, in significant excess of the horizon distance for all sources allowed by the mass prior, to ensure comparable and astrophysically relevant evidence calculations.

A detection-weighted prior on the source distance and horizon distance for all sources allowed by the mass prior, to significantly larger maximum distance, in significant excess of the horizon distance for all sources allowed by the mass prior, to ensure comparable and astrophysically relevant evidence calculations.
Our non-spinning waveform model has 9 parameters and the spin-aligned model has 11. In justifying our prior range in Sec. III B we argued that the spin of the smaller body is strongly suppressed, and so we might expect to be unable to constrain it significantly (this turns out to be the case). Furthermore, as will be discussed at length, their priors. Therefore, we expect the following values for $D_{\text{eff}}$ for our various waveform models:\textsuperscript{11}

\[
D_{\text{eff}}(\rho \simeq 20) = \begin{cases} 
8 & \text{Zero spin, no} \\
9 & \text{Zero spin, with} \\
9 & \text{Aligned spin, no} \\
10 & \text{Aligned spin, with}
\end{cases}
\] (21)

where “no” indicates a model without higher harmonics and “with” a model including higher harmonics. At lower SNR, certain parameters will become poorly measured or unmeasurable, and $D_{\text{eff}}$ will drop. We provide more details about the effective dimension in Appendix C. In particular, we compute $D_{\text{eff}}$ via thermodynamic integration and find it’s behavior changes around a network SNR $\rho_{\text{rec}} \simeq 10$, indicating this is when parameter estimation begins to significantly degrade.

Both the recovered signal amplitude $\rho_{\text{rec}}$ and effective dimension $D_{\text{eff,rec}}$ depend on the noise realization. For example, for a fixed physical signal and random noise realizations, the recovered signal amplitude is a $\chi^2$-distributed random variable, with $2N_D$ degrees of freedom, where $N_D$ is the number of detectors, normalized so $\langle \rho^2 \rangle = N_D$ in the absence of signal. To provide an invariant measure of signal strength and the local density of states, we use “noiseless” data $\{d\}_0$ where the data $d = h(\lambda_*)$ for some parameters $\lambda_*$. In particular, we define the intrinsic network amplitude ($\rho_*$) by

\[
\rho(\lambda_*) \equiv \sqrt{2 \max_\lambda \ln \mathcal{L}(\lambda|d = h(\lambda_*))}.
\] (22)

\section{D. Comparing two distributions’ shapes}

On physical grounds, we want to understand how tightly individual gravitational wave measurements will constrain parameters. In particular, we want to compare the shapes of the nearly-Gaussian posterior probability distributions, both to each other and to analytic approximations derived using the effective Fisher matrix. Because these distributions will be approximately Gaussian, we can compare shapes using a locally Gaussian approximation.\textsuperscript{12} Specifically, we compare two distributions with covariance matrices $\Sigma = K^{-1}$ and $\Sigma_* = K_*^{-1}$ by computing the quantity

\[
D_{KL}(K, K) = \frac{1}{2} \left[ \ln ||K||/||K|| + \text{Tr}[K_*^{-1}(K - K_*)] \right] .
\] (23)

As described in Appendix A, this expression is a special case of a more general expression, the KL divergence, which has been extensively applied to the theory and practice of Markov Chain Monte Carlo; see [53] and references therein. In this work, we will not exploit the statistical significance of $D_{KL}$, treating the expression above solely as a phenomenological measure of distribution similarity. For one-dimensional distributions $K = 1/\sigma^2$ and $K_* = 1/\sigma_*^2$, this expression reduces to [60]:

\[
D_{KL}(\sigma, \sigma) = \ln \frac{\sigma}{\sigma_*} - \frac{1}{2} + \frac{\sigma_*^2}{2 \sigma^2} \equiv (\ln \sigma/\sigma_*)^2 + O(\ln \sigma/\sigma_*)^3
\] (24)

where in the last line we take a limit of small $\ln(\sigma/\sigma_*)$. For multidimensional distributions which share the same principal axes, $D_{KL}(K, K)$ separates into a sum of one-dimensional $D_{KL}$:

\[
D_{KL}(K, K) = \sum_q D_{KL}(\sigma_q, \sigma_q)
\]

More generally, however, the quantity $D_{KL}$ in Eq. (23) severely penalizes correlations with different principal axes. As a concrete example, if $K_*$ is a two-dimensional symmetric matrix, without loss of generality of the form

\[
K_* = \begin{bmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{bmatrix},
\]

and $K = RK_*R^{-1}$ is a rotation of that matrix by an angle $\theta$, then

\[
D_{KL}(K, K) = \frac{2(\lambda_1 - \lambda_2)^2 \sin^2 \theta}{\lambda_1 \lambda_2}
\] (25)

As a result, in the physically common case $\lambda_1 \gg \lambda_2$, a slightly misaligned error ellipsoid $K$ with similar scales as $K_*$ can have a large $D_{KL} \simeq 2\theta^2 \lambda_1/\lambda_2$.

Due to the computational limits of our MCMC results, each parameter $x$ has only $N_{\text{eff}}(x)$ independent elements.

\textsuperscript{11} Another simple way to predict the effective dimension $D_{\text{eff}}$ is to compute a Fisher matrix and simply count the number of eigenvalues that are smaller than the associated prior range.

\textsuperscript{12} In more general cases with less-Gaussian posteriors, similarity between two one-dimensional posteriors is often quantified via a Kolmogorov-Smirnov (KS) test. We adopt the KL-divergence method due to its more attractive scaling with dimension and its clear treatment of differing correlations.
Our best estimate for the sample standard deviation, 
\[ \hat{\sigma}^2 = \frac{1}{N-1} \sum (x - \bar{x})^2, \]
has sampling error. Assuming a Gaussian distribution, this estimator has a relative mean-squared error\(^{13}\)
\[ \frac{\langle (\hat{\sigma}^2 - \sigma^2)^2 \rangle}{\sigma^4} \approx \frac{2}{(N-1)^{1/4}}. \] (26)
In particular, the standard deviation calculated from a relatively small number of effective samples \(N_{\text{eff}} \approx 10^3 - 10^4\) can vary noticeably between different Markov chains, by tens of percent at least. These statistical fluctuations from different MCMC realizations produce errors that add in quadrature with the statistical fluctuations associated with different noise realizations, described below. These statistical fluctuations limit our ability to distinguish between two distributions with too-similar widths (\(\ln \sigma/\sigma_* \lesssim 1/\sqrt{N}\)) and hence too-small \(D_{KL}(D_{KL} \lesssim 1/N)\).

Motivated by more detailed discussions (see, e.g., Eqs. (33-36) in O’Shaughnessy [60] and Appendix A), we anticipate that we choose between two hypotheses \(H_1\) (a gaussian with covariance \(K\)) and \(H_2\) (a gaussian with covariance \(K_*\)) with \(N_{\text{eff}}\) samples if the two Gaussian distributions have KL divergence above an \(N_{\text{eff}}\)-dependent threshold:
\[ D_{KL} \gtrsim \frac{10}{N_{\text{eff}}} \times d \] (27)
where the \(d\) in the numerator is the number of dimensions in \(K\). The factor 10 was chosen via a Monte Carlo over two one-dimensional gaussian distributions, to reduce the false alarm probability to less than \(10^{-4}\). Similarly, two samples will have distinguishable width if \(D_{KL}(\sigma_1, \sigma_2)\) is greater than roughly twice this threshold.

Though fully accounting for finite-MCMC-length effects, the above condition does not account for detector noise. If we construct the posterior for a special data realization – exactly zero noise – the best-fit parameters will be the physical parameters \(\lambda\) and the posterior will have a locally Gaussian shape set by \(K_*\). Each noise realization shifts the best-fit point and changes the associated posterior’s shape. In the Gaussian limit, the best-fit parameters \(\lambda\) are consistent with a Gaussian defined by \(K_*\), centered on the physical parameters; the best-fit signal amplitude \(\hat{\rho}\) differs from the physical signal amplitude \(\rho\) by a random number of order unity; and the posterior covariance \(K\) therefore differs from \(K_*\) by two effects: change in \(\rho\) and \(K\). In the first case, because the posterior scales as \(K \propto \rho^2\) (i.e., \(\sigma \propto 1/\rho\)), fluctuations in the signal amplitude directly produce fluctuations in \(\sigma\) and \(K\). In the large-\(\rho\) limit, we anticipate and Monte Carlo simulations confirm that the \(D_{KL}\) between the intrinsic and sample-estimated \(K\) will fluctuate. Substituting in two proportional \(d\)-dimensional covariance matrices \(K_* \rho_*^2\) and \(K \rho^2\) into Eq. (28), we find that fluctuations in the scale factor (\(\rho\)) have relatively little effect:
\[ D_{KL}(K_* \rho_*^2, K \rho^2) = -\frac{1}{2} \ln(\rho/\rho_*)^{2d} + \frac{d}{2} (\rho/\rho_*)^2 \approx d \left( \frac{\delta \rho}{\rho_*} \right)^2 \] (28)
Each of the \(N_D\) detectors contributes a comparable noise in the signal amplitude, so \(\delta \rho\) is \(\chi^2\) distributed with \(\langle \delta \rho^2 \rangle = N_D\). As a result, random fluctuations due to the noise realization produce unavoidable changes in the posterior’s shape relative to the noiseless posterior, characterized by a typical \(D_{KL}\) of order
\[ \langle D_{KL}(K_* \rho_*^2, K \rho^2) \rangle \approx d N_D/\rho^2 \approx 0.0675(N_D/3)(d/9)(\rho/20)^{-2} \] (29)
Any value of \(D_{KL}\) comparable to or smaller than this expression suggests the two distributions have effectively indistinguishable shapes. This uncertainty adds (linearly) to the error expected from finite \(N_{\text{eff}}\); for \(N_{\text{eff}} \gtrsim 10^3\), this expression is the dominant source of error.

Conversely, to be confident two distributions have different shapes, we want \(D_{KL}\) between those two covariances to be several standard deviations away. Again using a one-dimensional Gaussian Monte Carlo to select the prefactor, we consider two distributions to be clearly distinguishable if
\[ D_{KL}(K_*, K) \gtrsim \frac{4N_D}{\rho^2} \times d \] (30)
where the coefficient insures a probability less than \(10^{-4}\).

Finally, our approach to diagnosing posterior differences is both qualitatively and quantitatively useful only when the posterior is locally Gaussian. A gaussian with covariance \(K^{-1}\) is only a good approximation in a small region. Roughly speaking, when error ellipsoids approximated by \(K\) are sufficiently long and narrow, the locally Gaussian approximation can break down, simply because the covariance \(K^{-1}\) changes from point to point. In the worst case, ubiquitous in the limit of low signal amplitude, the error “ellipsoids” are not ellipsoidal. Less catastrophically, the principal axes and eigenvalues of \(K\) can vary rapidly over the signal space; as a result, when the best-fit parameters \(\lambda\) are far from the physical values, the posterior’s covariance \(K\) will differ significantly from the predicted (zero-noise) limit. This second challenge
can be mitigated or completely eliminated by adopting a different coordinate system to parameterize the binary. For the systems explored in this work, a local gaussian approximation is effective, so alternative coordinate systems only marginally improve our already good agreement.

Strong nongaussianities can also arise from edge effects which restrict a posterior to be defined to a narrow range. We do not modify our procedure to account for edge effects, e.g. from the upper bound on the mass ratio or black hole spin.

### E. Quantifying multidimensional correlations

COOKL suggested that the posterior for nonprecessing binaries largely separates into purely intrinsic and purely extrinsic parameters, even in the presence of higher harmonics, when the posterior is marginalized over polarization and event time. If true, this powerful constraint implies posteriors can be understood using far fewer correlations.

Motivated by information theory, we quantify the degree of correlation between two subspaces $A,B$ using the mutual information $I$. For the case of a multidimensional Gaussian with subspaces $A$ and $B$, the mutual information of the two subspaces is

$$I(A,B) = \frac{1}{2} \ln \left| \frac{\left| \Sigma_A \right| \left| \Sigma_B \right|}{\left| \Sigma \right|} \right|,$$

where $\Sigma_A$ and $\Sigma_B$ are projections of the full covariance matrix $\Sigma$ onto the $A,B$ subspaces, respectively. This expression provides a way to evaluate the degree of correlation between two parameter subspaces that does not change under local linear transformation.

To illustrate how this measure of similarity compares with another often-used measure, the correlation coefficient, we apply Eq. (31) to a two-dimensional covariance matrix of the form

$$\Sigma = \begin{bmatrix} \sigma_A^2 & \sigma_{ABC}^2 \\ \sigma_{ABC}^2 & \sigma_B^2 \end{bmatrix},$$

$$I(A,B) = \frac{1}{2} \ln \frac{1}{1 - c_{AB}^2}.$$  

It is clear that $I(A,B)$ will be zero if $A$ and $B$ are completely uncorrelated, and larger values indicate a greater degree of correlation. The mutual information is unbounded and diverges in the case where $A$ and $B$ are perfectly correlated or anti-correlated.

Using a finite number of samples produces errors in $\Sigma$ and hence in $I$. For our purposes, the information $I$ will indicate an identifiable correlation if

$$I \gtrsim \frac{10 \left[ \text{dim}(A) + \text{dim}(B) \right]}{N_{\text{eff}}}.$$  

This rule of thumb was found empirically by performing a Monte Carlo with a simple two-dimensional toy model, finding a cutoff which ensures two uncorrelated subspaces are claimed as correlated with a false alarm probability of $10^{-4}$, and scaling properly with $N_{\text{eff}}, \text{dim}(A)$ and $\text{dim}(B)$.

### F. Bounded parameters and truncated distributions

In the above discussion of numerical and analytic posteriors, we have implicitly assumed all parameter combinations are allowed. In fact, many parameters are defined over a bounded nonperiodic domain, such as $\eta \in [0,1/4]$, and $|\chi| \leq 1$ (but not $\phi \in [0,2\pi]$). In the limit of high signal amplitude, the posterior will resemble a truncated Gaussian $p(x)\theta_D(x)$ where $\theta_D(x)$ is a suitable step function to limit $x$ to the allowed parameter region $D$ and $p(x)$ is a Gaussian over the parameters $x$. Many of our posterior distributions have this property. For example, because we specify an extremal black hole spin $\chi = 1$, our posterior distributions cannot be Gaussian into the regime $\chi > 1$.

Even though the $D_{KL}$ expression was derived using Gaussian distributions, it provides an equally well-posed scheme to compare any two covariances $\Sigma, \Sigma_\ast$. We therefore apply it unchanged when comparing any pair of predictions, such as for distributions that are truncated due to bounded parameters.

Truncation becomes more of an issue when comparing the predicted posterior distributions involving spin. Because the signal is highly degenerate, limits on $\chi$ constrain the extent of the three-dimensional distribution in $\mathcal{M}_C,\eta,\chi$. By contrast, Fisher matrix calculations of the kind described in COOKL do not include this prior. As a result, due to truncation, even if the Gaussian $p(x)$ in $p(x)\theta_D(x)$ and the Fisher matrix prediction are identical, because the covariance of the distribution $p(x)\theta_D$ differs from the covariance of $p(x)$, truncation introduces additional systematic differences between the effective Fisher matrix approximation and the results of detailed calculations.

We note that for our fiducial binaries $\eta = 0.1077$ is right in the middle of its domain, well away from the boundaries. As such, the bounds on $\eta$ do not affect our results. However, if we were to study, for example, an equal mass binary then the $\eta$ distribution would be truncated much like the spin distribution is in this case.

### IV. PARAMETER ESTIMATION RESULTS

For our fiducial binaries, one with and one without BH spin, we generate target inspiral signals with and without higher harmonics, using a specific sky location and event time; see Tables I and II for details. Each signal is injected into random Gaussian noise, then systematically compared with a source model from the same waveform family (SpinTaylorT4) including identical physics: 

### TABLE III: Simulation results

| Source          | Harmonics | Seed | $\rho_{\text{inj}}$ | $\rho_{\text{rec}}$ | $\ln Z$ | $\ln V/V_{\text{prior}}$ | $N_{\text{eff}}$ |
|-----------------|-----------|------|---------------------|---------------------|---------|----------------------|------------------|
| Zero spin       | no        | -    | 20.33 20.64         | 20.33 20.64         | 180.    | -33.4                | 7517             |
| Zero spin       | no        | -*   | 20.33 20.64         | 179.                | -34.2   | 9347                 |
| Zero spin       | 1234      |      | 20.33 20.5          | 176.                | -34.2   | 10697                |
| Zero spin       | 1234*     |      | 20.33 19.42         | 156.                | -32.5   | 7501                 |
| Zero spin       | no        | 56789| 20.33 20.34         | 172.                | -34.8   | 10403                |
| Zero spin       | no        | 56789*| 20.33 21.65         | 207.                | -27.3   | 10000                |
| Zero spin       | with      | -    | 21.03 21.33         | 191.                | -36.3   | 8027                 |
| Zero spin       | with      | -*   | 21.03 21.34         | 191.                | -36.9   | 7348                 |
| Zero spin       | with      | 1234 | 21.03 21.76         | 200.                | -37.    | 7511                 |
| Zero spin       | with      | 1234*| 21.03 20.38         | 170.                | -36.9   | 6523                 |
| Zero spin       | with      | 56789| 21.03 20.67         | 177.                | -36.6   | 11358                |
| Zero spin       | with      | 56789*| 21.03 22.12         | 204.                | -40.4   | 22843                |
| Aligned spin    | no        | -    | 22.34 22.67         | 222.                | -34.6   | 9841                 |
| Aligned spin    | no        | -*   | 22.34 22.66         | 223.                | -34.2   | 10174                |
| Aligned spin    | 1234      |      | 22.34 22.81         | 225.                | -35.1   | 8670                 |
| Aligned spin    | 1234*     |      | 22.34 21.90         | 206.                | -32.8   | 126040               |
| Aligned spin    | no        | 56789| 22.34 24.89         | 272.                | -37.5   | 10508                |
| Aligned spin    | no        | 56789*| 22.34 22.62         | 220.                | -35.5   | 10003                |
| Aligned spin    | with      | -    | 22.88 23.19         | 230.                | -38.9   | 4289                 |
| Aligned spin    | with      | -*   | 22.88 23.20         | 232.                | -37.    | 1737                 |
| Aligned spin    | with      | 1234 | 22.88 23.67         | 240.                | -40.1   | 8569                 |
| Aligned spin    | with      | 1234*| 22.88 22.65         | 217.                | -39.5   | 10866                |
| Aligned spin    | with      | 56789| 22.88 25.4          | 279.                | -43.3   | 10715                |
| Aligned spin    | with      | 56789*| 22.88 23.37         | 237.                | -34.9   | 34921                |

The columns for $\rho_{\text{inj}}$, $\rho_{\text{rec}}$, $\ln Z$, and $\ln V/V_{\text{prior}}$ provide the injected and recovered signal-to-noise ratio, the evidence, and volume fraction, respectively. The evidence, volume fraction, and signal amplitude are related by $\rho_{\text{rec}}^2/2 = \ln Z/(V/V_{\text{prior}})$. For each binary, two independent MCMC posteriors were constructed with zero noise ("-") and with different noise realizations ("-*"); the nonzero difference between their $\ln Z$ and their $\ln(V/V_{\text{prior}})$ suggests how robust our estimates of these quantities are, as described at length in Appendix A. Finally, $N_{\text{eff}}$ is the effective number of independent samples in our calculations.
### Table IV: One-dimensional parameter errors

| Source                        | Harmonics | Seed | $\sigma_{M_c}$ | $\sigma_{\eta}$ | $\sigma_{\chi}$ | $\sigma_{\psi_+}$ | $\sigma_{\psi_-}$ | $\sigma_t$ | $\sigma_{RA}$ | $\sigma_{DEC}$ | $\sigma_A$ | $\sigma_{\psi}$ |
|-------------------------------|-----------|------|----------------|-----------------|-----------------|-----------------|-----------------|-----------|-------------|----------------|----------|---------------|
| Zero spin no                  | -         |      | 2.13 $\times 10^3$ | 1.40 $\times 10^3$ | 0.095           | 1.8             | 0.32            | 0.48       | 0.73        | 1.0           |         |               |
| Zero spin no                  | -         | *   | 2.15 $\times 10^3$ | 1.39 $\times 10^3$ | 0.095           | 1.8             | 0.31            | 0.49       | 0.74        | 1.1           |         |               |
| Zero spin no                  | 1234      |      | 2.26 $\times 10^3$ | 1.40 $\times 10^3$ | 0.098           | 1.8             | 0.28            | 0.48       | 0.69        | 0.96          |         |               |
| Zero spin no                  | 1234*     |      | 2.35 $\times 10^3$ | 1.57 $\times 10^3$ | 0.10            | 1.8             | 0.36            | 0.6        | 0.9         | 1.4           |         |               |
| Zero spin no                  | 56789     |      | 2.57 $\times 10^3$ | 1.52 $\times 10^3$ | 0.1             | 1.8             | 0.32            | 0.53       | 0.76        | 1.2           |         |               |
| Zero spin no                  | 56789*    |      | 2.11 $\times 10^3$ | 1.43 $\times 10^3$ | 0.1             | 1.7             | 0.43            | 2.9        | 1.3         | 6.8           |         |               |
| Zero spin with -              | -         |      | 1.97 $\times 10^3$ | 1.25 $\times 10^3$ | 0.091           | 0.67            | 0.26            | 0.42       | 0.67        | 0.81          |         |               |
| Zero spin with -              | -         | *   | 1.94 $\times 10^3$ | 1.24 $\times 10^3$ | 0.09            | 0.67            | 0.26            | 0.42       | 0.65        | 0.79          |         |               |
| Zero spin with 1234           | 1234      |      | 1.90 $\times 10^3$ | 1.16 $\times 10^3$ | 0.088           | 0.67            | 0.23            | 0.4        | 0.63        | 0.70          |         |               |
| Zero spin with 1234*          | 1234*     |      | 2.12 $\times 10^3$ | 1.35 $\times 10^3$ | 0.099           | 0.55            | 0.28            | 0.49       | 0.75        | 0.98          |         |               |
| Zero spin with 56789          | 56789     |      | 2.34 $\times 10^3$ | 1.33 $\times 10^3$ | 0.095           | 0.75            | 0.24            | 0.43       | 0.69        | 0.87          |         |               |
| Zero spin with 56789*         | 56789*    |      | 2.04 $\times 10^3$ | 1.40 $\times 10^3$ | 0.099           | 0.45            | 0.32            | 0.53       | 0.66        | 1.1           |         |               |
| Aligned spin no               | -         |      | 6.19 $\times 10^3$ | 7.89 $\times 10^3$ | 0.088           | 1.8             | 0.37            | 0.41       | 0.63        | 0.71          |         |               |
| Aligned spin no               | -         | *   | 6.33 $\times 10^3$ | 8.28 $\times 10^3$ | 0.087           | 1.8             | 0.4             | 0.4        | 0.62        | 0.70          |         |               |
| Aligned spin no               | 1234      |      | 5.50 $\times 10^3$ | 7.12 $\times 10^3$ | 0.088           | 1.8             | 0.39            | 0.49       | 0.67        | 0.82          |         |               |
| Aligned spin no               | 1234*     |      | 6.04 $\times 10^3$ | 7.00 $\times 10^3$ | 0.087           | 1.6             | 0.28            | 0.43       | 0.72        | 0.85          |         |               |
| Aligned spin no               | 56789     |      | 4.70 $\times 10^3$ | 4.34 $\times 10^3$ | 0.077           | 1.8             | 0.26            | 0.37       | 0.57        | 0.59          |         |               |
| Aligned spin no               | 56789*    |      | 6.83 $\times 10^3$ | 8.54 $\times 10^3$ | 0.095           | 1.8             | 0.3             | 0.4        | 0.62        | 0.68          |         |               |
| Aligned spin with -           | -         |      | 5.26 $\times 10^3$ | 5.94 $\times 10^3$ | 0.087           | 0.63            | 0.24            | 0.33       | 0.55        | 0.50          |         |               |
| Aligned spin with -           | -         | *   | 5.38 $\times 10^3$ | 6.19 $\times 10^3$ | 0.087           | 0.63            | 0.25            | 0.34       | 0.55        | 0.51          |         |               |
| Aligned spin with 1234        | 1234      |      | 4.73 $\times 10^3$ | 5.05 $\times 10^3$ | 0.082           | 0.62            | 0.21            | 0.36       | 0.59        | 0.55          |         |               |
| Aligned spin with 1234*       | 1234*     |      | 4.84 $\times 10^3$ | 4.87 $\times 10^3$ | 0.089           | 0.64            | 0.21            | 0.32       | 0.56        | 0.47          |         |               |
| Aligned spin with 56789       | 56789     |      | 3.91 $\times 10^3$ | 4.12 $\times 10^3$ | 0.072           | 0.38            | 0.3             | 0.42       | 0.54        | 0.71          |         |               |
| Aligned spin with 56789*      | 56789*    |      | 7.23 $\times 10^3$ | 10.0 $\times 10^3$ | 0.095           | 0.92            | 0.43            | 0.39       | 0.6         | 0.64          |         |               |

As illustrated strikingly by Figure 1, our zero-spin simulations consistently produce tightly-confined, highly-Gaussian, similarly-shaped posteriors in $M_c, \eta, \chi$. Small but nonzero differences in shape, size and position do exist between different noise realizations. Quantitatively, however, these shape differences have comparable magnitude to the effects expected when comparing different noise fluctuations, as seen by the corresponding column in Table III. Similarly, even for the 99.9% confidence intervals in the left panel of Figure 2, our aligned-spin simulations roughly agree. Over this relatively large region of parameter space, particularly in mass ratio, the posterior distribution is not Gaussian in $M_c, \eta, \chi$ coordinates at this confidence level. Even in these coordinates, however, as illustrated using the 90% confidence intervals in Figure 3, most of the probability is adequately approximated by some locally-Gaussian approximation, times a cutoff at $\chi = 1$. Strictly speaking, this cutoff forces the local distribution to be locally non-Gaussian and forces the local covariance to be both noise-realization-dependent and different from our analytic calculations. In practice, ignoring these subtleties and treating the posterior as locally Gaussian, however, we find all posteriors have surprisingly similar one-, two-, and three-dimensional covariances $\Sigma$, as quantified in Table IV.

Figure 2 also illustrates the value of well-chosen coordinates. As seen in the left panel of Figure 2 using
harmonics provide minimal new information about intrinsic parameters. In fact, the differences between the zero-spin, zero-noise posterior in $M_{c}, \eta$ calculated with and without harmonics are at best comparable to the fluctuations seen between different data realizations; see Table [IV] for the one-dimensional measurement errors, Table [V] for comparisons between simulations using $D_{KL}$, and Table [VI] for a comparison using $V/V_{\text{prior}}$.

With aligned spin, higher harmonics seem to provide some additional information. For example, Figure [X] shows the two-dimensional posteriors in $M_{c}, \eta$ for three starred data realizations (black, red, blue) both with (dotted) and without (solid) higher harmonics; each pair of contours differ slightly in direction and extent. These distributions are manifestly similar: the presence of higher have less of an effect than a change of noise realization (e.g., a change in $\rho$ of order unity). Physically, though higher harmonics provide information, different data realizations shift the error ellipsoids' positions, orientations, and scales so much that their marginal impact cannot be easily isolated. In all cases, however, higher harmonics seem to provide minimal additional information about our two fiducial sources' intrinsic parameters.

By contrast, as illustrated by Figure [IV] higher harmonics do provide geometric information, improving our knowledge about the source position and orientation relative to the line of sight. Higher harmonics are known to break almost-perfect degeneracies present in the leading-order gravitational wave signal [33–35]. This signal can be represented in a compact complex form as

$$h = h_\perp - ih_\times = -e^{-2i\psi} \frac{8\mu v^2}{d_L} \sqrt{\frac{\pi}{5}} \left( e^{-2i\psi_{\text{orb}}} Y_{22}^{(-2)}(\iota, 0) + e^{2i\psi_{\text{orb}}} Y_{2-2}^{(-2)}(\iota, 0) \right)$$

where $Y_{lm}^{(s)}$ are spin-weighted spherical harmonics and we note that$^{14}$:

$$Y_{22}^{(-2)}(\iota, 0) = \frac{1}{2} \sqrt{\frac{5}{\pi}} \cos^4 \left( \frac{\iota}{2} \right) = \frac{1}{8} \frac{5}{\pi} (1 + \cos \iota)^2$$

$$Y_{2-2}^{(-2)}(\iota, 0) = \frac{1}{2} \sqrt{\frac{5}{\pi}} \sin^4 \left( \frac{\iota}{2} \right) = \frac{1}{8} \frac{5}{\pi} (1 - \cos \iota)^2$$

For most orientations, either one or the other spin-weighted harmonic dominates this sum$^{15}$. Our two sources have $\iota = \pi/4$, so the $(2, 2)$ mode dominates by a factor $\cos^4(\pi/8)/\sin^4(\pi/8) \approx 34$. This means that to a good approximation the gravitational wave signal depends on $\psi$ and $\phi_{\text{ref}}$ principally through $\psi + \phi_{\text{ref}}$ and on $d_L$ and $\iota$ through $(1 + \cos \iota)^2/d_L$. More generally, in the absence of higher harmonics, to a first approximation the

14 The azimuthal argument of $Y_{22}^{(-2)}$ is degenerate with $\phi_{\text{ref}}$, so we can set it to zero without loss of generality.

15 Only when the binary is nearly edge-on, i.e. $\iota \approx \pi/2$, are the two comparable.
FIG. 2: 99.9% confidence intervals in mass plane for aligned-spin binary: For our fiducial aligned-spin signal injected into distinct realizations of Gaussian noise (colors, as described in the caption to Figure 1), the contours show the 99.9% confidence intervals from each calculation in our various coordinates for the mass plane. Contour styles are as described in Figure 1. This figure conveys three key points. First, the similarity between the blue solid and dotted contours shows higher harmonics provide little additional information about intrinsic parameters. Second, measurements of spinning binaries can at best weakly distinguish the individual masses in BH-NS binaries. For comparison, the solid points and associated \((m_1, m_2)\) pairs show where those points lie in the \(M_c, \eta\) plane. For our loud fiducial signal, the NS mass is constrained to lie well within the range allowed from prior experience. Third, suitable coordinates can simplify all posterior probability distributions, independent of noise realization.

distance, inclination, polarization, and orbital phase enter into the signal via 
\[
e^{-2i(\psi \pm \phi_{ref})} (1 \pm \cos \iota)^2 / d_L.
\]
This functional form explains the two-dimensional correlations between \((\psi, \phi_{ref})\) and \((\iota, d_L)\) shown in Figure 4.

When higher harmonics are included in the signal, the expression for \(h\) in Eq. (35) generalizes to a sum over many multipoles \(h_{\ell m} Y_{\ell m} (-2, 0, 0)\), each with a distinct angular dependence. Unlike the leading-order case, several terms contribute to the overall amplitude for our fiducial case \(\iota = \pi/4\) (and in general), with each harmonic having a different dependence on \(\iota\) and \(\phi_{ref}\). As a result, a signal including higher harmonics communicates additional information about its orientation, as illustrated by the dotted curves in Figure 4. As with intrinsic parameters, however, the amount of information we gain about source orientation seems to depend on the specific noise realization.

C. Bounding the relative impact of higher harmonics

Including gravitational wave content beyond the leading-order quadrupole provides greater signal power and hence on average provides stronger constraints on source physics. Using selected low-dimensional examples, we have used the correlation matrix \(\Sigma\) to suggest that higher harmonics provide relatively little new information about source physics. In this section, we argue that our information census has already identified all ways that higher harmonics can improve our understanding of this source.

To define the relative impact of higher harmonics invariantly, we use \(V/V_{prior}\) as computed via Eq. (17). This quantity is a ratio of characteristic (parameter) volumes: the volume consistent with observations and the prior volume. It is straightforward to calculate from our simulations and does not require any assumptions such as approximate Gaussianity. By comparing measurements with and without higher harmonics, we can quantify their

\[16\] For sufficiently strong sources, we could assume the Fisher matrix provides a valid approximation to the posterior and compute the prior volume ratio from its determinant, as in Eq. (18). However, we do not rely on this assumption and instead compute it directly from the evidence.
FIG. 3: 90% confidence intervals for aligned-spin binary: For our fiducial aligned-spin signal injected into distinct realizations of Gaussian noise (colors, as described in the caption to Figure 1), the contour shows the 90% confidence intervals from each calculation in the $M_c, \eta$ plane (left panel) and the $\eta, \chi$ plane (right panel). Contour styles are as described in Figure 1 as previously, the heavy black solid and dashed curves show revised analytic predictions using the COOKL method, provided in Table VII.

relative impact. The results of these comparison are summarized in Tables III and IV.

To provide a sense of scale, the numerical increase in evidence and decrease in $V/V_{prior}$ can be estimated using the signal amplitude $\rho$ and the expected number of measurable dimensions $D_{eff}$. A model with higher harmonics has a higher signal amplitude $\rho$ in any noise realization; for the nonspinning model with zero noise and hence 8 or 9 parameters, $\rho$ is 21.03 versus 20.32, respectively [Table III]. The evidence scales as $Z \propto e^{-D_{eff} \exp(\rho^2/2)}$ [Eqs. (20, 17, 19)]; for example, $\Delta \ln Z \approx 7.5$ between the nonspinning model with and without higher harmonics, in zero noise. This expression crudely explains the large evidence differences between scenarios with and without higher harmonics, up to systematic errors in our calculation of $\ln Z$ explained in Appendix C. Similarly, the prior volume scales as

$$\Delta \ln (V/V_{prior}) \approx -D_{eff} \Delta \ln \rho \approx -D_{eff} \Delta \rho / \rho \quad (38)$$

This expression suggests that the volume fraction $V/V_{prior}$ deceases relatively little because the amplitude increases little; for example, this expression suggests $\Delta \ln (V/V_{prior}) \approx 0.3$ for the zero-spin binary in zero noise. In fact, higher harmonics have a much more significant effect on $V/V_{prior}$ than this estimate would suggest: $\Delta \ln (V/V_{prior}) \approx -3$ (zero spin) or perhaps $-4$ (aligned spin). Higher harmonics provide more information than the increase in SNR would suggest by breaking degeneracies in the Fisher matrix. For this system, though, our experience with most one- and two-dimensional distributions [Table IV and Figures 1, 3, and 4] suggests the broken degeneracy is between two largely uninteresting parameters (the polarization angle $\psi$ and the reference orbital phase $\phi_{ref}$) with small improvements in measurability distributed among the other parameters.

Because $\ln (V/V_{prior})$ changes by less than 3 in our simulations, higher harmonics cannot improve the product of uncertainty in parameters by more than a factor $e^{-3} \approx 20$. By contrast, for the systems simulated, higher harmonics improve our ability to measure one polarization combination (here, $\psi$), reducing $\sigma_{\psi}$ by about a factor of 3 [Table IV]—roughly 1/3 of all of the available information content. The remaining factor is distributed among small changes in the remaining 8 parameter combinations, at the tens of percent level or less (i.e., set by $(\ln 20/3)/d$). These results strongly suggest higher harmonics have little global impact, bounding above the extent to which higher harmonics can modify global correlations for these strong nonprecessing signals.

Similar conclusions can be drawn from almost all of our simulations with noise: comparing simulations with the same noise realization and physics with and without higher harmonics, usually $\ln (V/V_{prior})$ changes by less than of order 3. That said, a few pairs of simulations have claimed prior volume differences that are
**FIG. 4: Higher harmonics provide information about geometry:** For zero-spin binaries (blue) and aligned-spin binaries (red), a comparison of 90% confidence intervals derived with and without higher harmonics (dotted, solid, respectively). Though the plotted results are obtained without noise, similar results are obtained with each noise realization. *Top left panel:* Posterior in \( \psi \) (the angle of \( \hat{L} \) projected onto the plane of the sky) and \( \phi_{\text{orb}} \) (the orbital phase at 100 Hz). In the absence of higher harmonics, \( \phi_{\text{orb}} + \psi \) is strongly constrained by observations but \( \phi_{\text{orb}} - \psi \) is unconstrained. When higher harmonics are included, the range of possible values of \( \phi_{\text{orb}} - \psi \) is significantly reduced. *Top right panel:* Posterior in \( d \) (distance to the source) and \( \cos \iota \) for \( \iota \) the inclination. The heavy black curve shows an analytic approximation to the 90% confidence interval [Eq. (42)]. Except for limiting cases (\( \cos \iota \simeq \pm 1, 0 \)) or special sky locations, higher harmonics provide relatively little new information about the source orientation and distance. Our results are consistent with prior work [20, 21, 28, 61–63]. *Bottom left panel:* Posterior in \( \psi + \phi_{\text{orb}} \) versus \( t - t_{\text{inj}} \). While higher harmonics improve our ability to measure the previously unconstrained \( \psi - \phi_{\text{orb}} \), they do not significantly improve our ability to measure time or the other phase (\( \phi_{\text{orb}} + \psi \)). *Bottom right panel:* Posterior distribution for the source position on the plane of the sky. Higher harmonics slightly improve our ability to isolate the direction to the source, reducing the 90% confidence interval sky area by tens of percent. The improved sky area is smaller in part because higher harmonics increase the signal amplitude and thus improve our ability to identify the source’s location. While a source with higher harmonics has larger amplitude (\( \rho^2 \) larger by about 3%), the increased amplitude alone does not explain the significantly smaller sky area. The center of our recovered distributions and the actual source sky location (green dot) are offset by about 0.01 rad. This is due to an error in the injection routines, see Footnote ??.
| Source               | Harmonics Seed | $D_{KL}(\mathcal{M}_c,\eta)$ | $D_{KL}(\mathcal{M}_c,\eta,\chi)$ | $D_{KL}(\mathcal{M}_c,\eta)$ | $D_{KL}(\mathcal{M}_c,\eta,\chi)$ |
|---------------------|----------------|-----------------------------|----------------------------------|-----------------------------|----------------------------------|
| Zero spin no -      | 0.00128        | 0.0411                      |                                  | 0.0128                      | 0.0411                           |
| Zero spin no -*     | 0              | 0.0285                      |                                  | 0              | 0.0321                           |
| Zero spin no 1234   | 0.0157          | 0.00261                     |                                  | 0.0157          | 0.00261                          |
| Zero spin no 1234*  | 0.0321          | 0.0462                      |                                  | 0.0321          | 0.0462                           |
| Zero spin no 56789  | 0.0733          | 0.0193                      |                                  | 0.0733          | 0.0193                           |
| Zero spin no 56789* | 0.0209          | 0.0886                      |                                  | 0.0209          | 0.0886                           |
| Zero spin with -    | 0.0229          | 0.0299                      |                                  | 0.0229          | 0.0299                           |
| Zero spin with -*   | 0.0235          | 0.0339                      |                                  | 0.0235          | 0.0339                           |
| Zero spin with 1234 | 0.0718          | 0.00941                     |                                  | 0.0718          | 0.00941                          |
| Zero spin with 1234*| 0.00202         | 0.0338                      |                                  | 0.00202         | 0.0338                           |
| Zero spin with 56789| 0.112           | 0.0288                      |                                  | 0.112           | 0.0288                           |
| Zero spin with 56789*| 0.0305          | 0.122                       |                                  | 0.0305          | 0.122                            |
| Aligned spin no -   | 0.00391         | 0.0984                      |                                  | 0.00427         | 2.29                             |
| Aligned spin no -*  | 0              | 0.123                       |                                  | 0              | 2.31                             |
| Aligned spin no 1234| 0.0272          | 0.16                        |                                  | 0.140           | 2.12                             |
| Aligned spin no 1234*| 0.110           | 0.0959                      |                                  | 0.163           | 2.07                             |
| Aligned spin no 56789| 1.17            | 0.44                        |                                  | 1.82            | 2.13                             |
| Aligned spin no 56789*| 0.0112          | 0.0971                      |                                  | 0.0833          | 2.51                             |
| Aligned spin with - | 0.216           | 0.0734                      |                                  | 0.265           | 2.3                              |
| Aligned spin with -*| 1.45            | 0.0733                      |                                  | 1.68            | 2.21                             |
| Aligned spin with 1234| 0.512           | 0.0465                      |                                  | 0.609           | 2.19                             |
| Aligned spin with 1234*| 0.724           | 0.044                       |                                  | 0.898           | 2.02                             |
| Aligned spin with 56789| 1.31            | 0.0807                      |                                  | 3.10            | 1.8                              |
| Aligned spin with 56789*| 0.0661          | 0.511                       |                                  | 0.163           | 3.12                             |

TABLE V: Comparing simulations: For each simulation, a comparison of that simulation’s shape with either (a) some other similar simulation’s shape (columns $D_{KL}(\mathcal{M}_c,\eta)$ and $D_{KL}(\mathcal{M}_c,\eta,\chi)$), either (zero spin, no, −∗) or (aligned spin, no, −∗), or (b) the corresponding effective Fisher matrix provided in Table VIII. For zero spin, the first three rows show differences consistent with noise fluctuations [Eq. (29)]; for aligned spin, differences are more substantial and coordinate-system dependent, but not above the conditions needed to distinguish between distributions [Eq. (30)].

significantly larger than this value; most notably, the zero spin 56789* realizations with and without noise have $\Delta \ln(\mathcal{V}/\mathcal{V}_{\text{prior}}) \approx -27.3 + 40.4 \approx 13$. While these pairs of simulations have large prior volume differences, follow-up comparisons show no clear sign that higher harmonics have any significant impact. For example, these simulations have nearly regular one- and two-dimensional parameter distributions (Table IV and Figures 1 and 4).

D. Posteriors separate into intrinsic and extrinsic variables, after maximizing in time and phase

COOKL claimed that the posterior for nonprecessing binaries largely separates into purely intrinsic and purely extrinsic parameters, even in the presence of higher harmonics, when the posterior is marginalized over polarization and event time. In Table VI we use mutual information [Eq. (31)] to quantify correlations between intrinsic parameters ($\mathcal{M}_c,\eta,a$) and extrinsic parameters,
ters \((\ln L, \cos t, \phi_{\text{orb}}, RA, DEC\) and \(t, \psi)\).\(^{17}\) To provide a sense of scale, we expect numerical and sampling error could introduce random values of \(I \approx 10^{-3} (N_{\text{eff}}/10^4)^{-1}\) [Eq. (24)]. By contrast, a strongly-coupled Fisher and covariance matrix will have \(I\) greater than or of order unity [Eq. (31)].

When all intrinsic parameters are included in the covariance matrix, strong correlations exist between intrinsic and extrinsic parameters, as show by mutual information of order unity in the \(I(A, B + C)\) and \(I(A', B + C)\) columns. These correlations reflect the well-understood strong correlations between time, orbital phase, polarization, and the best-fitting intrinsic parameters. In fact, as claimed in COOKL, most correlations between intrinsic and extrinsic parameters are intimately tied to measuring time or phase. Marginalizing over these variables vastly reduces the correlations between intrinsic and the remaining extrinsic variables, both with and without spin, as can be seen by examining the \(I(A, B + \psi)\) (marginalize over time) and \(I(A, B)\) columns (marginalize over time and phase).

V. COMPARING PARAMETER ESTIMATION TO THE EFFECTIVE FISHER MATRIX

A. Effective Fisher matrix predictions

COOKL calculated an effective Fisher matrix using a specific post-Newtonian approximation that neglected the quadrupole-monopole \([64]\), self-spin \([65]\) and 2.5PN spin-orbit terms \(^{18}\) \([66, 67]\). These terms have since been added to the lalsimulation code, and so they are included in this work. Table VII provides a revised effective Fisher matrix, including their effect. Table VIII compares our revised effective Fisher matrix (with the new spin terms) in the aligned-spin case to the effective Fisher matrix computed with the older waveform model. The waveform model is unchanged for non-spinning binaries.

To provide a benchmark for comparison, we have calculated the KL divergence between the effective Fisher matrices derived with and without higher harmonics:

\[
D_{KL}(M_c, \eta|\text{zero spin}) = 0.019 \quad (39)
\]

\[
D_{KL}(M_c, \eta|\text{aligned spin}) = 0.38 \quad (40)
\]

\[
D_{KL}(M_c, \eta, \chi|\text{aligned spin}) = 0.46 \quad (41)
\]

In other words, the effective Fisher matrix suggests higher harmonics will marginally influence the posterior correlations between intrinsic parameters, with shape changes comparable to the typical fluctuations between noise realizations seen in our study [Table VII]. In the non-spinning case, both noise fluctuations and the influence of higher harmonics are small. When including spin as a parameter, both noise fluctuations and higher harmonics have a larger impact on the posterior shape.

B. Comparing predicted and calculated intrinsic parameter distributions

As described above, our simulations produce (one-, two-, and three-dimensional) posterior distributions of intrinsic parameters that are similar to one another. The heavy black solid and dotted curves in Figures 1 and 3 compare the predictions of the effective Fisher matrix, scaled to \(\rho = 20\), to the results of our simulations. Table VIII provides a quantitative comparison between each two- and three-dimensional covariance matrix \(\Sigma_{ab}\) and the corresponding two- and three-dimensional effective Fisher matrix \(K_e\), via \(D_{KL}\) [Eq. (23)]. For a sense of scale, any two two-dimensional Monte Carlo posteriors that sample the same distribution should differ by less than \(D_{KL} \approx 2 \times 10^{-3}\) [Eq. (27)], while any two independent noise realizations should have two-dimensional posteriors which differ by less than \(D_{KL} \approx 0.015\) [Eq. (30)].

In the absence of spin, as demonstrated qualitatively via the heavy black curves in Figure 1 and quantitatively by the \(D_{KL}\) in Table VII, our effective Fisher matrix predictions agree remarkably well with the simulated results, despite the substantial simplifications they employ.

By contrast, when spin is included as a parameter, the predictions of the effective Fisher matrix seem to fare more poorly, particularly in capturing multiparameter correlations; see the heavy black curves in Figure 2. To some extent, as anticipated in Section III D our poor performance reflects poorly chosen coordinates. In our coordinates, the confidence intervals are long and non-ellipsoidal, being distorted by significant changes to the metric across substantial ranges of parameter space, whereas the effective Fisher matrix contours are always ellipsoidal by construction. The large \(D_{KL}\) values provided in Table VII for aligned-spin binaries indicate that the effective Fisher matrix and simulations have covariances with different principal axes. Due to the extremely large ratio of eigenvalues in three dimensions \((\approx 10^5)\), even an extremely small relative misalignment \(\theta\) between the predicted and simulated correlation leads to a large \(D_{KL} \approx 10^3\theta^2\). To a lesser extent, both the one and two-dimensional correlations are negatively influenced by the hard cutoff in \(\chi\). Given the sensitivity of \(D_{KL}\) to misalignment, one could argue that the COOKL procedure is performing rather well even for the aligned-spin case.

\(^{17}\) From experience and following prior work, we change variables, eliminating distance in favor of the signal amplitude \(\rho\).

\(^{18}\) But again, we have not included 3PN and 3.5PN SO terms, which were implemented in lalsimulation after this work as well underway.
TABLE VI: Mutual information between intrinsic and extrinsic variables tied to time and phase: The mutual information $I$ between intrinsic variables (represented as either $A \equiv (\tau_0, \tau_3)$ or $A' = A + \chi$) and extrinsic variables (represented as either $B = (d_L, \cos \iota, \phi_{orb}, RA, DEC)$ or some of $C = (t, \psi)$). After marginalizing over time and/or phase, covariances have extremely weak correlations between extrinsic and intrinsic parameters.

| Source          | Harmonics Seed | $I(A, B + C)$ | $I(A, B + \psi)$ | $I(A', B + C)$ | $I(A', B + \psi)$ | $I(A', B)$ |
|-----------------|----------------|---------------|------------------|----------------|------------------|-------------|
| Zero spin       | no             | 0.87          | 0.02             | 0.02           | -                | -           |
| Zero spin       | with           | 0.76          | 0.02             | 0.02           | -                | -           |
| Zero spin       | no *           | 0.86          | 0.01             | 0.01           | -                | -           |
| Zero spin       | with *         | 0.78          | 0.06             | 0.02           | -                | -           |
| Zero spin       | no 1234        | 0.78          | 0.01             | 0.01           | -                | -           |
| Zero spin       | with 1234      | 0.68          | 0.04             | 0.04           | -                | -           |
| Zero spin       | no 1234*       | 0.92          | 0.04             | 0.04           | -                | -           |
| Zero spin       | with 1234*     | 1.61          | 0.68             | 0.05           | -                | -           |
| Zero spin       | no 56789       | 0.83          | 0.01             | 0.01           | -                | -           |
| Zero spin       | with 56789     | 0.69          | 0.04             | 0.04           | -                | -           |
| Zero spin       | no 56789*      | 0.97          | 0.09             | 0.09           | -                | -           |
| Zero spin       | with 56789*    | 1.06          | 0.25             | 0.16           | -                | -           |
| Aligned spin    | no             | 0.84          | 0.08             | 0.06           | 0.94             | 0.06        | 0.06       |
| Aligned spin    | with           | 1.08          | 0.52             | 0.04           | 0.75             | 0.09        | 0.05       |
| Aligned spin    | no *           | 0.86          | 0.05             | 0.05           | 0.99             | 0.05        | 0.05       |
| Aligned spin    | with *         | 1.13          | 0.53             | 0.04           | 0.79             | 0.09        | 0.05       |
| Aligned spin    | no 1234        | 0.91          | 0.16             | 0.14           | 0.99             | 0.15        | 0.15       |
| Aligned spin    | with 1234      | 1.58          | 1.11             | 0.09           | 0.77             | 0.21        | 0.06       |
| Aligned spin    | no 1234*       | 0.75          | 0.06             | 0.06           | 0.84             | 0.06        | 0.06       |
| Aligned spin    | with 1234*     | 1.56          | 1.06             | 0.10           | 0.77             | 0.20        | 0.06       |
| Aligned spin    | no 56789       | 0.68          | 0.09             | 0.06           | 0.72             | 0.06        | 0.06       |
| Aligned spin    | with 56789     | 2.24          | 1.50             | 0.23           | 1.31             | 0.56        | 0.15       |
| Aligned spin    | no 56789*      | 0.66          | 0.03             | 0.03           | 0.78             | 0.03        | 0.03       |
| Aligned spin    | with 56789*    | 1.13          | 0.38             | 0.18           | 1.08             | 0.17        | 0.17       |

TABLE VII: Effective fitting parameters: Following the tables in COOKL, this table provides $\hat{\Gamma}_{\text{eff}}$, a locally quadratic fit to a specific, idealized ambiguity function (the “effective Fisher matrix”); the correlation coefficients derived from $\hat{\Gamma}_{\text{eff}}$; the eigenvalues of $\hat{\Gamma}$; and the one-dimensional covariances $\sigma_a = \sqrt{\Sigma_{aa}}$ for $\Sigma = (20)^{\hat{\Gamma}_{\text{eff}}}$. Including many more significant figures than shown above, the data used in our own calculations is available on request. Due to the orders-of-magnitude difference between eigenvalues ($\gamma_i$) shown, many significant figures are required to reproduce our calculations in full.

| Source          | Zero spin | Aligned spin |
|-----------------|-----------|--------------|
| Harmonics       | no        | with         |
| Parameter       | $M_c$     | $\eta$       | $M_c$ | $\eta$       | $\chi$ | $M_c$ | $\eta$ | $\chi$ |
| $(\hat{\Gamma}_{ij})_{\text{eff}}$ | M | 5688 | -900 | 6017 | -9611 | 6044 | -246.5 | -1414 | 7073 | -603.8 | -1718 |
| $\eta$          | -         | 15197        | -     | 16928 | -     | 379.9 | 146.8 | -646.2 | 275.0 |
| $\chi$          | -         | -             | -     | -     | -     | 354.3 | -     | -448.1 | -     |
| $c_{ij}$        | M | 1.00 | 0.957 | 1.00 | 0.952 | 1.00 | -0.950 | 0.997 | 1.00 | -0.936 | 0.995 |
| $\eta$          | -         | 1.00          | -     | 1.00  | -     | 1.00  | -0.957 | -1.00 | 1.00 | -0.949 | -     |
| $\chi$          | -         | -             | -     | -     | -     | -     | 1.00  | -     | -     | 1.00 |
| $\sigma_i \times 10^3$ | 2.29 | 1.40 | 2.11 | 1.26 | 7.98 | 8.94 | 35.5 | -6.44 | 6.49 | 28.5 |
| $\gamma_i$      | 20533     | 352.34        | 22524 | 420.43 | 6389 | 387.9 | 1.792 | 7553 | 610.9 | 2.798 |

C. Geometric parameters

Including source orientation and distance, the posterior is well-known to have several correlations which cannot be captured with a locally Gaussian approximation in conventional coordinates. Nonetheless, the posterior over geometric parameters can be well-approximated us-
ing a few simple network-independent expressions:

\[ A(\theta) \equiv \sqrt{\left| Y_{22}^{(-2)}(\theta, 0) \right|^2 + \left| Y_{22}^{(-2)}(\theta, 0) \right|^2} \]  

(42a)

\[ \frac{dp(r, \iota)}{dr \cos \iota} \propto r^2 e^{-r^2 \rho^2 / 2} \left[ 1 - \frac{2 \rho^2 \iota^2}{\pi^2} \frac{A(\iota)^2}{A(\iota)^2 - \rho^2 (\iota, \pi/4)} \right] \]  

(42b)

where \( P \), an inner product evaluated over all orientations, is provided by Eq. (28) in COOKL. The seemingly-complicated expression appearing in the exponential is nothing more than

\[ \frac{1}{2} \left[ \langle h|h \rangle + \langle h'|h' \rangle - 2 \langle h|h' \rangle \right] \]  

(43)

evaluated by re-expressing \( h' = \rho \hat{h} A(\iota)/A(\pi/4) \) where \( h' \) is normalized (\( \langle h|h' \rangle = 1 \)); performing a similar replacement for \( h \); and replacing the overlap \( \langle h|h' \rangle \) between normalized complex-valued states by \( P \). As illustrated using one contour (the heavy black curve) in Figure 4, this distribution accurately approximates the source distance and orientation posterior in the absence of higher harmonics. This agreement occurs despite considerable differences in the two models: our simulations use a realistic three-detector configuration and include all correlations with sky position, while COOKL assume an idealized network and omit any correlation with sky location.

Similar network-independent approximations can reproduce features seen in other correlations. As a concrete example, using a well-chosen reference frequency we expect and Figure 4 confirms that the posterior in \( \psi, \phi_{\text{ref}} \) is concentrated near hyperplanes of either constant \( \psi_{\pm} \equiv \psi \pm \phi_{\text{ref}} \), depending on which harmonic dominates. Specifically, in the absence of higher harmonics, the marginalized posterior \( p(\psi_+, \psi_-) d\psi_+ d\psi_- \), defined by marginalizing all other degrees of freedom

\[ p(\psi_+, \psi_-) d\psi_+ d\psi_- \equiv \int_\lambda p(\psi, \phi_{\text{ref}}, \lambda) d\lambda \]  

(44)

can be approximated by a one-dimensional Gaussian distribution depending on either \( \psi_+ \) or \( \psi_- \) in the neighborhood of one such hyperplane. For the solid curves shown in the top left panel of Figure 4 and the covariance provided in Table IV, a good local approximation is given by

\[ p(\psi_+) \propto e^{-\rho^2 \Gamma_{\psi_+}^2 \psi_+^2 / 2} \]  

for this case

(45a)

\[ \Gamma_{\psi_+} \equiv \frac{2}{\rho^2} \frac{\partial^2}{\partial \psi_+^2} \ln \int \int p(\psi, \phi_{\text{ref}}, \lambda) d\lambda \]  

(45b)

In the large-signal-amplitude limit, we can calculate \( \bar{\Gamma}_{\psi_+} \) by using the known functional form of the waveform emitted along the orbital angular momentum direction \( h(t, \iota, \lambda) \) on all intrinsic parameters:

\[ \bar{\Gamma}_{\psi_+} = \frac{4 - \sum ab \neq \psi \Gamma_{\psi a} \Gamma_{\psi b} [\Gamma_{ab}]^{-1}}{\rho^2} \]  

\[ = \frac{4 - 4 \langle \partial h(h) \langle \partial h(h) \rangle^{-1} \langle h(h) \rangle}{\rho^2} \]  

(46)

where \( [\Gamma_{ab}]^{-1} = (\partial h(h))^{-1} \) is the inverse of the submatrix not involved with \( \psi_{\pm} \). For the post-Newtonian approximation adopted in the text, we find \( \bar{\Gamma}_{\psi_+} \approx 0.27 - 0.28 \), which adequately reproduce the observed widths in Table IV and Figure 4. \( \sigma_+ \approx 1/\sqrt{\bar{\Gamma}_p} \approx 0.095 \). This approximation holds independent of the network’s relative sensitivity to the two polarizations. Finally and similarly, the posterior probability distribution in \( t \) and \( \psi_+ \) can be approximated by a Gaussian.

Our ability to correctly reproduce the source orientation distribution, as well as to correctly model the intrinsic parameter distribution of nonspinning binaries, suggests that the COOKL approach correctly approximates the posterior distribution. In particular, for the examples shown here, multidetector physics is not needed to model the posterior distribution to a zeroth approximation.

\[ \text{FIG. 5: Reference inclination is typical.} \]  

The vertical black line shows the source inclination (\( \iota = \pi/4 \)) adopted in this work. For comparison, the curve shows the relative probability \( p(\iota) \propto \int d\phi h(\iota, \phi)^3 \sin \iota \) of different inclinations \( \iota \) for a binary detected by an idealized network with isotropic sensitivity to both polarizations. Finally, the red line at \( \iota \approx 1 \) indicates the approximate angle above which both the (2, 2) and (2, −2) modes influence the signal amplitude by more than a fractional change in \( 1/\rho^2 \) for \( \rho \approx 20 \); for inclinations smaller than the red line, the signal can be described as nearly circularly polarized for network amplitudes \( \rho \lesssim 20 \). Source inclinations closer to \( \iota \approx 0, \pi \) will be even better described by a single circular polarization than the systems explored in this work. By contrast, the \( \approx 18\% \) of all orientations between \( \iota \approx 1 \) and \( \pi - 1 \) contain significant contributions from both left- and right-handed emission.

19 To a first approximation, the signal can be approximated as circularly polarized; the relative sensitivity to one or another linear polarization is irrelevant.
VI. GENERALIZING THE RESULTS

Though we present a detailed analysis of only two specific systems, certain aspects of our results can be generalized to make inferences about the parameter estimation prospects for a broader range of binary systems. In this section, we argue that the binary location and orientation we consider are, in a sense, “typical” of detectable binaries.

As gravitational wave emission is strongest along the orbital angular momentum axis, most nonprecessing binaries will be detected nearly face-on and hence be dominated by circularly-polarized emission. The inclination distribution for detected, nonprecessing binaries, which follows from Eq. (42) is plotted in Fig. 3. This figure shows that the distribution is strongly biased towards small inclination. By contrast, higher harmonics have their greatest impact near the orbital plane, since the odd harmonics are proportional to \( \sin \iota \).

We expect that higher harmonics can have a significant influence on the posterior if they changes the max log-likelihood ratio by \( \geq 1 \). From Eq. (19), this is equivalent to increasing the square of SNR by \( \geq 2 \). We have the following formulae for the SNR-squared from restricted waveforms, from first-order amplitude-corrected waveforms, and the fractional increase from amplitude cor-

\[
\rho_{0PN}^2 = ||h_{22}||^2 \left( \left| Y_{22}^{(-2)} \right|^2 + \left| Y_{22}^{(-2)} \right|^2 \right),
\]

(47)

\[
\rho_{5PN}^2 = \rho_{0PN}^2 \left( 1 + \Delta \ln \rho^2 \right),
\]

(48)

\[
\Delta \ln \rho^2 = \frac{1}{\rho_{0PN}^2} \left[ ||h_{21}||^2 \left( \left| Y_{21}^{(-2)} \right|^2 + \left| Y_{22}^{(-2)} \right|^2 \right) + ||h_{33}||^2 \left( \left| Y_{33}^{(-2)} \right|^2 + \left| Y_{31}^{(-2)} \right|^2 \right) + ||h_{31}||^2 \left( \left| Y_{31}^{(-2)} \right|^2 + \left| Y_{33}^{(-2)} \right|^2 \right) \right].
\]

(49)

Note that \( ||h_{\ell m}||^2 \equiv ||h_{\ell m}||^2 \), we have used the fact that \( ||h_{\ell m}||^2 = ||h_{\ell m}||^2 \), and we have assumed that different \( h_{\ell m} \) modes are orthogonal.\(^{20} \) The fractional increase in SNR can be written as a combination of prefactors, a ratio of frequency moments of the PSD, and ratios of \( Y_{\ell m}^{(-2)} \)'s to make the dependence on inclination and mass parameters more explicit. In particular,

\[
\Delta \ln \rho^2 = \mathcal{I} \left[ \frac{1}{9} \mathcal{Y}(2,1) + \frac{135}{224} \mathcal{Y}(3,3) + \frac{1}{2016} \mathcal{Y}(3,1) \right],
\]

(50)

with

\[
\mathcal{I} = (\pi M)^{3/2} \delta^2 \int \frac{f^{\gamma} df}{\int f^{\gamma} df} \simeq 0.05 ,
\]

(51)

\[
\mathcal{Y}(\ell, m) = \frac{\left| Y_{\ell m}^{(-2)}(\iota, 0) \right|^2 + \left| Y_{\ell m}^{(-2)}(\iota, 0) \right|^2}{\left| Y_{22}^{(-2)}(\iota, 0) \right|^2 + \left| Y_{22}^{(-2)}(\iota, 0) \right|^2} .
\]

(52)

where \( \delta = (m_1 - m_2)/M = \sqrt{1 - 4\iota} \) and the approximate numerical value for \( \mathcal{I} \) was computed assuming our initial LIGO and Virgo three-detector network. The \( \mathcal{Y} \) functions appearing in Eq. (50) all peak at \( \iota = \pi/2 \), are symmetric about that point, and approach zero as \( \iota \to 0, \pi \).

We can write our condition for when higher harmonics to significantly affect the posterior as \( \Delta \ln \mathcal{L} = \rho_{0PN}^2 \Delta \ln \rho^2/2 \geq 1 \). Eqs. (50)-(52) quantify how the influence of higher harmonics scales with inclination, mass ratio and total mass, showing that they become less important for face-on, nearly equal mass and lower total mass, as is well known. Higher harmonics can influence our posterior for almost any inclination, so long as \( \iota \) is in the approximate range \([0.1, \pi - 0.1]\), as illustrated in Fig. 4.

For the sky location of our binary, we intentionally chose a location so that the signal amplitude at each detector site was of comparable strength. To demonstrate our source sky location was representative, we distributed

\(^{20} \) This assumption works very well for the masses considered here, but may break down at very high mass, when the modes may be only a few cycles long.
each of $10^6$ points distributed uniformly across the sky and evaluated the optimality of orientation for each detector in the network at that sky location. Specifically, for each sky location, we compute the “amplitude factor” at each of the LIGO and Virgo detector sites

$$0 \leq A \equiv \sqrt{\frac{F_1^2}{4} \left(1 + \cos^2 \iota \right)^2 + F_\times^2 \cos^2 \iota \leq 1}.$$ (53)

Used in the “effective distance”, this expression is the ratio of the observed signal amplitude in a detector to the amplitude of the same signal if it were optimally oriented. The values $A_1$, $A_2$ and $A_3$ denote the amplitude factors of the first-, second- and third-best oriented detectors. So, for example, $A_2/A_1 = 0.5$ ($A_3/A_1 = 0.5$) means that the signal was half as loud in the second- (third-) best detector as it was in the most favorably oriented one. In Fig. (7), we plot the cumulative histograms of $A_2/A_1$ and $A_3/A_1$. The vertical lines represent the values of these ratios for our injected signals (roughly 0.8 and 0.7, respectively). First, note that the amplitude factor ratios of our injected signals are quite close to the mean of the distribution. In addition, the second- (third-) best oriented detector will have at least half the signal amplitude of the best oriented detector for 90% (70%) of the sky. Comparable angular response $A_3$ in all detectors is the norm; a signal in the blind spot of one or more detectors is the exception. Note that we have carefully framed this point in terms of an amplitude factor which does not refer to the PSD of any detector. If, for example, one detector is far less sensitive than the others then one would get the best parameter estimation performance when both of the sensitive detectors have large amplitude factors, with little regard for the amplitude factor in the insensitive detector. At any rate, our main point is that the location and orientation of our fiducial signal is not in the blind spot of any detector in the LIGO-Virgo network, and that this will be the case for the majority of signals. This is true irrespective of the relative sensitivity of each detector in the network.

**VII. CONCLUSIONS**

In this work we investigate the prospects of parameter estimation for gravitational waves from BH-NS binaries. We perform full Markov-chain Monte Carlo parameter estimation studies with simulated Gaussian noise for the three-detector network of the initial LIGO and Virgo interferometers. Additionally, we predict the performance of these full parameter estimation runs using a simple analytic estimate based on an effective Fisher matrix method for an idealized detector network. We generally find that the effective Fisher matrix predictions agree with the full parameter estimation results to a reasonable accuracy.

Our primary conclusion is that amplitude corrections do not significantly improve the measurement of the masses and spins of the binary. Instead, their main effect is to improve the measurement of the astrophysically uninteresting source orientation, by breaking an approximate degeneracy between polarization angle and binary orbital phase at some reference point. By contrast, black hole spin is highly degenerate with all astrophysically interesting parameters (e.g., masses) and must be included and carefully calibrated, given the significant systematic uncertainties in spinning waveforms.

We use several analytic tools to study the posterior distributions of our MCMC results and compare them to the effective Fisher distribution. By computing a prior volume ratio, we argue that higher harmonics principally break the $\psi - \phi_{\text{ref}}$ degeneracy, providing marginal improvements in the measurements of other parameters. By computing $D_{KL}$, a form of the KL-divergence, we conclude that our MCMC results for different noise realizations are self-consistent, and consistent with the effective Fisher matrix predictions. Using the mutual information, we show that the intrinsic parameters decouple from the extrinsic parameters after marginalizing over time and polarization angle.

While the results presented here are limited to a single mass ratio, binary location and orientation, we argue that they can be generalized to describe parameter estimation performance for a broader class of BH-NS signals. In particular, we show that the sky location of our signal is “typical”, and that the LIGO-Virgo detector network would have a similar response (in which all three detec-
tors have a comparable signal strength) across a very large fraction of the sky. In addition, we show that the binary inclination to line of sight we considered is typical of detectable signals, and we show approximately but quantitatively how the importance of higher harmonics will vary with SNR and inclination.

We propose the use of the effective Fisher matrix, as applied in COOKL, as a computationally efficient way to predict parameter estimation performance, to suggest which physical effects are most important to include in waveform models for various regions of parameter space, and to provide guidance about the capabilities of future detectors.

Our study also introduces the prior volume $V/V_{\text{prior}}$, a powerful global tool to assess when the data constrains additional parameters. The application of $V/V_{\text{prior}}$ requires considerable care, being derived from the sometimes difficult-to-compute evidence $Z$. Any study of subdominant degrees of freedom in gravitational wave astronomy can adopt the tools presented here ($V/V_{\text{prior}}$ and $D_{KL}$) to assess whether new physics is accessible (e.g., modifications of gravity; spin-orbit misalignment) and if so precisely what information those new parameters provide.

Lastly, we make a somewhat technical point about the computational cost of performing parameter estimation with amplitude corrected waveforms. To fully and correctly include the effect of amplitude corrections requires a higher sampling rate and a lower starting frequency than restricted waveforms, which can significantly increase the computational cost of using amplitude corrected waveforms in parameter estimation. Using the same sample rate and starting frequency for amplitude corrected waveforms as for restricted waveforms will result in aliasing and missing low-frequency portions of the higher harmonics. However, we find that such effects have a minimal impact on the recovered posterior distributions, and so one could reasonably perform parameter estimation with amplitude corrected waveforms for the same computational cost as restricted waveforms.

Appendix A: Comparing two distributions’ shapes

In the text, we use an extremely simple diagnostic to distinguish between two distributions: their covariance matrix. For any two nearly-Gaussian distributions characterized by $K$, so each has the form

$$p_{\text{orig}}(x|\mu, K) = \frac{|K|^{1/2}}{(2\pi)^{d/2}} e^{-(x-\mu)K(x-\mu)/2}$$

in the neighborhood of some mean, we have

$$D_{KL} \equiv \int \frac{p_\ast \ln p_\ast}{p} = \frac{1}{2} \int p \left[ \ln ||K_\ast||/|K| \right] - (x-\mu)K(x-\mu) + (x-\mu_\ast)K_\ast(x-\mu_\ast) \right]$$

$$= \frac{1}{2} \ln ||K_\ast||/|K| + (\mu - \mu_\ast)K_\ast(\mu - \mu_\ast) + \text{Tr}[(K_\ast - K)K_\ast^{-1}] \right]. \quad (A2)$$

In this work, we parallel-transport both distributions to a common mean; we therefore neglect the middle term in the above expression.

While the KL divergence has many desirable statistical properties, for our purposes, the greatest utility of the KL divergence is the ease with which Eq. $\text{(A2)}$ can be evaluated and interpreted, allowing us to employ concrete examples to characterize what factors produce a large $D_{KL}$. For example, if $K_\ast$ and $K$ are related by a rotation $R = \exp(-i\theta_K L_k)$ through a small angle $\theta_K$, where $L_k$ are suitable rotation group generators, then

$$D_{KL}(K_\ast, K) = \frac{1}{2} \text{Tr}[K_\ast^{-1}RK_\ast R^{-1} - 1]]$$

$$\simeq \frac{1}{2} \text{Tr}[-i\theta_K K_\ast^{-1}[L_k, K_\ast]$$

$$- \frac{1}{2} \theta_k \theta_q K_\ast^{-1}[L_q, [L_q, K_\ast]] + \ldots]$$

$$\simeq \frac{1}{4} \text{Tr}[\theta_k \theta_q K_\ast^{-1}[L_k, [L_q, K_\ast]] + \ldots] \quad (A3)$$

because the rotation group generators $L_k$ are traceless. Combined with the concrete example provided in the text, this general expression suggests that in many dimensions $D_{KL}$ is extremely sensitive to small misalignments between $K, K_\ast$, scaling as $\theta^2 \lambda_+ / \lambda_- \text{ for } \lambda_+ \text{ the largest and smallest eigenvalues of } K_\ast$, respectively.
Appendix B: Sensitivity to PN model, sampling rate and starting frequency

It is well-known that the agreement between various PN waveform models is not perfect, and that these differences can lead to biases in recovered parameters, for example see [4]. A detailed study of the biases from waveform uncertainty is beyond the scope of this work. However, we do offer up an example of the level to which waveform systematics can influence our results. In particular, our current estimate for the effective Fisher matrix differs from the original COOKL result, because we adopt an updated model for how the spin influences the orbit. Table VIII provides our revised effective Fisher matrix. Implicitly, this table illustrates how sensitively our results depend on post-Newtonian order, particularly spin effects.

The calculations provided in the main text were performed with 4096 Hz sampling. Ideally, the sample rate used should be high enough such that the Nyquist frequency is greater than the highest frequency obtained by the highest harmonic in the waveform. Table I provides the highest gravitational frequency from the leading-order quadrupole emission. When higher harmonics are included, we should sample at a substantially higher frequency, in direct proportion to the harmonics used. In particular, the spin-aligned waveform with higher harmonics contains a physical signal up to $(5/2) 1926 \text{Hz} \approx 4815 \text{Hz}$, and so 16384 Hz is the lowest power-of-two sampling which will completely avoid any aliasing. Unfortunately for laiinference_mcmc, the computational cost of likelihood evaluations is proportional to the number of waveform samples, and thus increases linearly with the sampling rate.

Furthermore, the waveform length scales with the lower frequency as $f_{\text{low}}^{-8/3}$ (see Eq. (5)). Therefore, a waveform for which the 5th harmonic is present all the way down to $f_{\text{low}}$ will be a factor $(5/2)^{-8/3} \approx 11.5$ longer than an equivalent waveform for which we only need the 2nd harmonic down to $f_{\text{low}}$. Therefore, starting at a sufficiently low frequency such that all higher harmonics are entirely in-band can increase the cost of both waveform generation and likelihood evaluations by more than an order of magnitude! As described in Sec. 4.1, we generate longer waveforms such that the highest (5th) harmonic is entirely in-band.

Are such expensive computations necessary to resolve the marginal impact from higher harmonics? To estimate how much sampling rate and lower frequency impacts our results, we calculated the local ambiguity function versus intrinsic parameters for the zero spin binary following COOKL, for several choices of sampling rate and lower frequency limit in Figure 8.

For the initial LIGO noise curve, we found that $f_{\text{min}} \geq 30 \text{Hz}$ and $f_{\text{amp}} > 2 \text{kHz}$ was required for zero spin templates, with and without higher harmonics. In the case of aligned spin, although the theoretical lower limit of the sampling rate is 16384 kHz for the higher order waveforms, we found that the local ambiguity function was well recovered by using the sampling rate of 4096 kHz. Moreover, as demonstrated in the text, this sampling rate produces good agreement with our theoretical predictions. Conversely, to illustrate the pathologies that arise when undersampling a signal, we have performed simulations with $f_{\text{amp}} = 1 \text{kHz}$. Despite the aliasing high of physical frequencies, the detectors’ poor sensitivity to high frequencies could de facto allow computation at such a low sampling rate. Despite the relatively small amount of signal power associated with high frequency, aliasing produced noticeable modulations and biases in our posteriors. No lower sampling rate should be employed, without explicitly filtering away high frequency content.

Appendix C: Effective dimension and prior volume versus signal amplitude

Parallel-tempered markov-chain Monte Carlo has been described at length before, both in general [69, 70] and in the context of ground- and space-based gravitational wave astronomy; see, e.g., [71–74] [15–21] and references therein. In this appendix, we describe how we reprocessed the multiple MCMC chains to evaluate the effective dimension ($D_{\text{eff}}$). As described in the text, the excellent agreement between our numerical result and the theoretically-expected value for this quantity gave us additional confidence our simulations had converged. Inevitably, we also touch upon an independent method we adopted to evaluate the evidence (thermodynamic integration). As described in the text, relatively accurate evidence integrals were critical in allowing us to rule out significant impact of higher harmonics beyond the relatively trivial effect described in the text.

1. Review of parallel tempering and thermodynamic integration

The laiinference_mcmc code evolves several parallel MCMC chains simultaneously, each with a likelihood of the form

$$L(\beta) \equiv L^\beta$$  \hspace{1cm} (C1)

where $T = 1/\beta$ is called the chain’s “temperature”. The low-temperature likelihoods resemble our targeted, physical distribution while high-temperature likelihoods correspond to weaker signal strength and enable efficient exploration of the entire parameter space.

Theoretically speaking, parallel-tempered chains allow us to calculate the evidence $Z$ [Eq. (15)] and $V/V_{\text{prior}}$ [Eq. (17)] using “thermodynamic integration” [52]. Thermodynamic integration for the evidence relies
on the following relation:

\[ Z(\beta) = \int \mathcal{L}^\beta \rho(\lambda) d\lambda \]  
\[ \frac{d \ln Z}{d \beta} = \frac{1}{Z} \int \rho(\lambda) \mathcal{L}^\beta \ln \mathcal{L} = \langle \ln \mathcal{L} \rangle_\beta \]  
\[ \ln Z(\beta) = \int_0^\beta d\beta \langle \ln \mathcal{L} \rangle_\beta \]  

where \( \langle X \rangle_\beta \equiv \int X \mathcal{L}^\beta \rho(\lambda) d\lambda / Z \). The averages appearing in each integrand can be calculated from each simulations' samples. By definition, the prior ratio \( V / V_{\text{prior}}[\beta] \) can be calculated directly from the temperature-dependent evidence \( Z(\beta) \) and the temperature-independent peak likelihood:

\[ \ln(V / V_{\text{prior}})[\beta] = \ln Z(\beta) - \beta \max_\lambda \ln \mathcal{L}(\{d\}) \]  

Because the recovered signal amplitude \( \rho_{\text{rec}} \) can differ from the zero-noise signal amplitude \( \rho \) by a number of order unity, we always calculate the second maximum directly from the samples. Alternatively, this expression can be rewritten as a ther-

| Waveform Harmonics | Previous | with | Current | no | with |
|---------------------|----------|-----|---------|----|-----|
| Parameter           | \( \eta \) | \( \chi \) | \( \eta \) | \( \chi \) | \( \eta \) | \( \chi \) |
| \( (\hat{\Gamma}_{ij})_{\alpha\beta} \) | \( M_c \) | 5935 | -1821 | -1431 | 6044 | -246.5 | -1414 | 7073 | -603.8 | -1718 |
| \( \gamma_i \)     | \( M_c \) | -1.00 | -0.939 | 0.995 | 1.00 | 0.956 | 0.997 | 1.00 | -0.936 | 0.995 |

FIG. 8: Marginalized ambiguity contours (where the normalized overlap is 0.99) of intrinsic parameters with various lower limits and sampling rates for the zero spin waveforms with higher harmonics. Left panel: The injected signal starts at 12 Hz and the templates at 12 (black), 30 (blue), and 40 Hz (red). No additional information is added below 30 Hz. Right panel: Contours are calculated by using the sampling rate of 8192 (Black), 4096 (blue), 2048 (red), and 1024 Hz (green) with a fixed starting frequency of 30 Hz. \( f_{\text{samp}} \geq 2 \text{ kHz} \) is required for the zero spin case.
FIG. 9: Thermodynamic integration: Illustration of thermodynamic integration, using samples from zero-noise simulations with zero-spin and no harmonics (black); zero spin and with harmonics (red); aligned spin and no harmonics (blue); and aligned spin with harmonics (green). Top panel: Plot of \( \langle \ln L \rangle \) versus \( \beta \), a monotonically increasing function needed to compute the thermodynamic integral for the evidence \( Z \) [Eq. (2)]. For comparison, a solid line shows \( \rho(\beta)^2/2 + d \ln \rho(\beta) \) where \( d \) is the number of parameters (9 or 11) and where \( \rho(1) \) is the signal amplitude. Bottom panel: A plot of the derived evidence \( \ln Z(\beta) \) versus \( \beta \) derived from the thermodynamic integral using the temperature chains shown above. For comparison, the points show evidence derived from direct integration over the posterior. Direct integration evidence is consistently larger. While the small difference between these two integrals is consistent with discretization error in the thermodynamic integral, associated with in the sharp step in \( \langle L \rangle \) near \( \beta \approx 0.15 \), a detailed analysis of the differences between these two evidence calculations is beyond the scope of this work.

The thermodynamic integral:

\[
\ln(V/V_{\text{prior}})[\beta] = \int_0^\beta d\beta \langle \ln L/\mathcal{L}_{\text{max}} \rangle_\beta
\]  

(C4)

As a concrete example, the top panel of Figure 9 shows the functional form of the integrand \( \langle \ln L \rangle_\beta \) appearing in both thermodynamic expressions for \( Z(\beta) \) and \( V/V_{\text{prior}} \). The default temperature chain shown in Figure 9 has a sparse temperature grid; to confirm our results and control our error, we have performed followup simulations. Combining the temperature spacing and functional forms used here, we expect the thermodynamic evidence to be accurate to within \( \Delta \ln Z \lesssim 5 \). For small \( N_{\text{eff}} \), as is often the case for slow simulations, this uncertainty is dominated by chain placement and by slow convergence of the average of \( \langle \ln L \rangle_\beta \) near the critical temperatures where this average changes by \( \approx \rho^2/2 \).

2. Effective dimension versus amplitude

Each parallel-tempered chain represents a different signal amplitude: using our definition [Eq. (19)],

\[
\rho_{\text{rec}}(\beta) = \rho_{\text{rec}}(1) \sqrt{\beta} \]  

(C5a)

\[
\rho(\beta) = \rho(1) \sqrt{\beta} \]  

(C5b)

Also, from first principles we can calculate the relative change \( \delta \rho/\rho \) that any physical effect will have on the gravitational wave signal. As a function of temperature, our simulations lose their ability to discriminate between coarser and coarser details, until in the limit \( \beta \to 0 \) they recover the prior. In other words, the low-temperature chains will probe large amplitude and a large \( D_{\text{eff}} \) [Eq. (20)]; higher-temperature simulations smooth out fine de-
tails using a lower amplitude $\rho_{\text{rec}}$ and may have a significantly lower $D_{\text{eff}}$.

The prior volume can be calculated by thermodynamic integration both using the likelihood (above) or the effective dimension [Eq. (20)]:

$$d \ln(V/V_{\text{prior}}) = \langle \ln \mathcal{L}/\mathcal{L}_{\text{max}} \rangle_\beta d\beta = -D_{\text{eff}} d\ln \rho \quad (C6)$$

As a concrete example, Figure 10 shows the prior volume versus $\rho(\beta)$. When $\rho(\beta) > 8$, the function $\ln(V/V_{\text{prior}})$ is nearly linear versus $\ln \rho$; the slope is $-D_{\text{eff}}$. Different physical systems have different numbers of parameters, some of which may not be measurable (e.g., $\psi_+ \ldots$). As a result, each curve has a distinct slope at high temperature, set by the number of measurable parameters at $\rho \sim 10 \ldots 20$ [Eq. (21)].

At sufficiently high temperatures and low amplitudes, the evidence physically should converge to nearly equal odds – equivalently, because the signal cannot be distinguished from noise. In this regime, $V/V_{\text{prior}}$ follows the dashed line in Figure 10. Below this threshold, the form of $\ln(V/V_{\text{prior}})$ versus $\ln \rho$ should be universal, set by the definition of the signal amplitude $\rho$ and completely unrelated to the physical dimension of the problem.
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