A TRIANGULATED HULL AND A NAKAYAMA CLOSURE OF THE STABLE MODULE CATEGORY INSIDE THE HOMOTOPY CATEGORY

SEBASTIAN NITSCHE

Abstract. The stable module category has been realized as a subcategory of the unbounded homotopy category of projective modules by Kato. We construct the triangulated hull of this subcategory inside the homotopy category. This can also be used to characterize self-injective algebras. Moreover, we extend this construction to a subcategory closed under an induced Nakayama functor. Both of these categories are shown to be preserved by stable equivalences of Morita type. As an application, we study the Grothendieck group of this triangulated hull and compare it with the stable Grothendieck group.

Introduction

When studying the representation theory of finite dimensional algebras, one often considers three associated categories. The abelian category of finitely generated modules, the derived module category which is a triangulated category and the stable module category. Over a self-injective algebra, the stable module category also has a triangulated structure. However, in general, the stable module category is neither abelian nor triangulated.

In [7], Kato gives an equivalence \( \text{mod} A \to \mathcal{L}_A \) between the stable module category and a full subcategory \( \mathcal{L}_A \) of the unbounded homotopy category of projective modules \( K(\text{proj} A) \). This category \( \mathcal{L}_A \) can be enlarged to a triangulated category inside \( K(\text{proj} A) \). We define two triangulated subcategories of \( K(\text{proj} A) \) via orthogonality conditions such that they both have \( \mathcal{L}_A \) as a subcategory; cf. Definition 1.6.

The category \( \mathcal{H}_P(\text{proj} A) \) has objects which do not have non-zero morphisms to bounded complexes of projective-injective modules. The category \( \mathcal{H}_{st}(\text{proj} A) \) has objects which do not have non-zero morphisms to bounded complexes of strongly projective-injective modules. In summary, we will obtain the following chain of subcategories. With the exception of \( \text{mod} A \cong \mathcal{L}_A \), all of these are triangulated categories.

\[
\mathcal{L}_A \hookrightarrow \mathcal{H}_P(\text{proj} A) \hookrightarrow \mathcal{H}_{st}(\text{proj} A) \hookrightarrow K(\text{proj} A)
\]

While \( \mathcal{H}_{st}(\text{proj} A) \) is a larger category than \( \mathcal{H}_P(\text{proj} A) \), it is closed under a functor \( \nu_K \) which is induced by the Nakayama functor \( \nu_A \); cf. Definition 4.3. If \( A \) has finite global dimension, \( \nu_K \) is equivalent to the derived Nakayama functor between the bounded homotopy categories \( K^b(\text{proj} A) \to K^b(\text{proj} A) \).

Our result is as follows.

**Theorem A** (Theorem 2.9, Theorem 4.6). Let \( A \) be a finite dimensional algebra.

1. The category \( \mathcal{H}_P(\text{proj} A) \) is the smallest triangulated subcategory of \( K(\text{proj} A) \) that contains \( \mathcal{L}_A \) and is closed under isomorphisms.
2. The category \( \mathcal{H}_{st}(\text{proj} A) \) is the smallest triangulated subcategory of \( K(\text{proj} A) \) that contains \( \mathcal{L}_A \) and is closed under \( \nu_K \) and under isomorphisms.
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As an application of the first result, we discuss the Grothendieck group of the triangulated category $\mathcal{H}_P(\text{proj } A)$. We define an alternative Grothendieck group $G^P_0(A)$ of $\text{mod } A$ via perfect exact sequences instead of short exact sequences; cf. Definition 3.2. Thereby, a short exact sequence is said to be perfect exact if the induced sequence under the functor $\text{Hom}_A(\dashv, A)$ is exact as well.

**Theorem B** (Theorem 3.3). The equivalence $\text{mod } A \rightarrow \mathcal{L}_A$ induces an isomorphism

$$G^P_0(A) \simeq G_0(\mathcal{H}_P(\text{proj } A)).$$

In contrast to the known Grothendieck group, $G^P_0(A)$ can be non-zero even for algebras of finite global dimension. We additionally see, that $G^P_0(A)$ is preserved by stable equivalences that preserve perfect exact sequences up to projective direct summands; cf. Theorem 3.4.

Regarding the second result of Theorem A, a result by Fang, Hu and Koenig found in [4, Theorem 4.3] implies that $\mathcal{H}_{stp}(\text{proj } A)$ is a characteristic subcategory of $K^b(\text{proj } A)$ if $A$ has finite global dimension and $\nu$-dominant dimension at least 1; cf. Corollary 4.11. We also provide a variation of this consequence for algebras of arbitrary global dimension; cf. Theorem 4.13.

Additionally, we show that a stable equivalence of Morita type preserves the categories $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{stp}(\text{proj } A)$.

**Theorem C** (Theorem 6.5). Suppose $\text{AM}_B$ and $BN_A$ are bimodules that induce a stable equivalence of Morita type such that $M$ and $N$ do not have any non-zero projective bimodule as direct summand.

1. Applying $- \otimes_AM$ componentwise induces an equivalence of categories $\mathcal{L}_A \rightarrow \mathcal{L}_B$.
   If $A$ and $B$ are self-injective, this is an equivalence of triangulated categories.
2. Applying $- \otimes_AM$ componentwise induces an equivalence of triangulated categories

   $$\mathcal{H}_P(\text{proj } A) \rightarrow \mathcal{H}_P(\text{proj } B).$$
3. Applying $- \otimes_AM$ componentwise induces an equivalence of triangulated categories

   $$\mathcal{H}_{stp}(\text{proj } A) \rightarrow \mathcal{H}_{stp}(\text{proj } B).$$

In case that $A$ is a self-injective algebra, $\text{mod } A$ is already a triangulated category. Therefore, $\mathcal{L}_A$ is a triangulated subcategory of $K(\text{proj } A)$ and all previously mentioned subcategories coincide. In this sense, the above constructions are compatible with the existing structure of $\text{mod } A$ and $K(\text{proj } A)$. We show, that this characterizes the property of $A$ to be self-injective. In the following, $K_{tac}(\text{proj } A)$ denotes the full subcategory of totally acyclic complexes in $K(\text{proj } A)$.

**Theorem D** (Theorem 5.3). The following are equivalent for a finite dimensional algebra $A$.

1. $A$ is self-injective.
2. $\mathcal{L}_A$ is a triangulated subcategory of $K(\text{proj } A)$.
3. $\mathcal{L}_A = \mathcal{H}_P(\text{proj } A)$.
4. $\mathcal{L}_A$ is closed under taking shifts in $K(\text{proj } A)$.
5. $\mathcal{L}_A = K_{tac}(\text{proj } A)$.

If one of the above conditions holds, the functor $\text{mod } A \rightarrow \mathcal{L}_A$ is an equivalence of triangulated categories. Furthermore, we have $K_{tac}(\text{proj } A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj } A) = \mathcal{H}_{stp}(\text{proj } A)$.

This article is structured as follows. In a first section, we recall some necessary notation and the construction of the category $\mathcal{L}_A$. Furthermore, we introduce the definition of the categories $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{stp}(\text{proj } A)$ in Definition 1.6. In Section 2, we show that $\mathcal{H}_P(\text{proj } A)$ is the smallest triangulated subcategory of $K(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. The following Section 3 studies the Grothendieck group of $\mathcal{H}_P(\text{proj } A)$. In Section 4, we show that $\mathcal{H}_{stp}(\text{proj } A)$ is the smallest triangulated subcategory of $K(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms. Section 5 is dedicated to the special case of self-injective algebras. Finally, we show that a stable equivalence preserves the categories $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{stp}(\text{proj } A)$ in Section 6.
1. Preliminaries

Let $A$ and $B$ be finite dimensional $k$-algebras over a field $k$. We assume that $A$ and $B$ do not have any semisimple direct summands.

Let $\text{mod } A$ be the category of finitely generated right $A$-modules. We write $\text{proj } A$ and $\text{inj } A$ for the full subcategory of projective and injective $A$-modules respectively. The corresponding categories of left $A$-modules are denoted by $A$-$\text{mod}$, $A$-$\text{proj}$ and $A$-$\text{inj}$. If not specified otherwise, modules are finitely generated right modules.

Given morphisms $f : X \to Y$ and $g : Y \to Z$ in a category, we denote the composite of $f$ and $g$ by $fg : X \to Z$. On the other hand, we write $\mathcal{G} \circ \mathcal{F}$ for the composite of two functors $\mathcal{F} : \mathcal{C} \to \mathcal{D}$ and $\mathcal{G} : \mathcal{D} \to \mathcal{E}$ between categories.

Let $\mathcal{A}$ be an additive category and $\mathcal{S}$ be a full subcategory of $\mathcal{A}$. We write $\mathcal{A}^{-1}\mathcal{S}$ for the full subcategory of $\mathcal{A}$ consisting of all objects $X$ in $\mathcal{A}$ such that $\text{Hom}_{\mathcal{A}}(X, Z) = 0$ for all $Z \in \mathcal{S}$. Analogously, we define the category $\mathcal{S}^{-1}$.

We write $D(-) := \text{Hom}_k(-, k) : \text{mod } A \to A$-$\text{mod}$ for the $k$-duality. Recall that the functor $(-)^* := \text{Hom}_A(-, A) : \text{mod } A \to A$-$\text{mod}$ restricts to an equivalence $(-)^* : \text{proj } A \to A$-$\text{proj}$. Similarly, the Nakayama functor $\nu_A := D \text{Hom}_A(-, A) : \text{mod } A \to \text{mod } A$ restricts to an equivalence $\nu_A : \text{proj } A \to \text{inj } A$. The quasi-inverse is given by $\nu_A^{-1} = (D(-))^*$.

Denote the full category of projective-injective $A$-modules by $\mathcal{P}_A$. We say that an $A$-module $Z$ is strongly projective-injective if $\nu^k Z$ is projective for all $k \in \mathbb{Z}_{\geq 0}$. The full subcategory of strongly projective-injective $A$-modules will be denoted by $\text{stp } A$. Note that strongly projective-injective modules are projective-injective. The following variation of dominant dimension has been introduced in [4, Definition 2.4].

**Definition 1.1.** Let $0 \to A \to I^0 \to I^1 \to I^2 \to \cdots$ be a minimal injective resolution of $A$. The $\nu$-dominant dimension of $A$ is defined as the largest $d \in \mathbb{Z}_{\geq 0}$ such that $I^k$ is strongly projective-injective for all $k < d$. We set $d = \infty$ if $I^k$ is strongly projective-injective for all $k \geq 0$. We denote the $\nu$-dominant dimension of $A$ by $\nu$-$\dim A$.

The stable module category $\mathcal{mod} A$ is the category with the same objects as $\text{mod } A$ and with morphisms $\text{Hom}_A(X, Y) := \text{Hom}_A(X, Y)/\text{PHom}_A(X, Y)$ for $X, Y \in \text{mod } A$. A morphism $f : X \to Y$ is an element of $\text{PHom}_A(X, Y)$ if there exists a $P \in \text{proj } A$ such that $f$ factors through $P$. We say that $A$ and $B$ are stably equivalent, if there exists an equivalence $\mathcal{mod} A \to \mathcal{mod} B$.

An element $F^* = (F^k)_{k \in \mathbb{Z}} \in \mathcal{C}(\text{mod } A)$ in the category of complexes will be written as a cochain complex with differential $(d^k)_{k \in \mathbb{Z}} := (d^k_F)_{k \in \mathbb{Z}}$ as follows.

$$\cdots \to F^{-2} \xrightarrow{d^{-2}} F^{-1} \xrightarrow{d^{-1}} F^0 \xrightarrow{d^0} F^1 \xrightarrow{d^1} F^2 \to \cdots$$

We denote the cohomology of $F^*$ in degree $k \in \mathbb{Z}$ by $H^k(F^*) := \ker d^k / \text{Im } d^{k-1}$. For $n \in \mathbb{Z}$, truncation $\tau_{\leq n} F^*$ of $F^*$ is defined as follows.

$$\cdots \to F^{n-2} \xrightarrow{d^{n-2}} F^{n-1} \xrightarrow{d^{n-1}} F^n \to 0 \to 0 \to \cdots$$

We often abbreviate $F^{\leq n} := \tau_{\leq n} F^*$ and similarly for $F^{\geq n} := \tau_{\geq n} F^*$. We also use the notation $F^{<n}$ to indicate that $F^k = 0$ for $k > n$. An $A$-module $X$ will be identified with the complex $X \in \mathcal{C}(\text{mod } A)$ consisting of $X$ concentrated in degree zero.

By componentwise application, the equivalence $(-)^* : \text{Hom}_A(-, A) : \text{proj } A \to A$-$\text{proj}$ can be extended to an equivalence $(\cdot)^* : \mathcal{C}(\text{proj } A) \to \mathcal{C}(A$-$\text{proj}) : F^* \to F^{*, *}$.

Here, we write $F^*_k := F^{k,*} := (F^k)^*$ as the chain complex with $d^{k,*}_F := d^{k,*}_F$ for $k \in \mathbb{Z}$.

$$\cdots \to F^*_2 \xrightarrow{d^2} F^*_1 \xrightarrow{d^1} F^*_0 \xrightarrow{d^0} F^*_{-1} \xrightarrow{d^{-1}} F^*_{-2} \to \cdots$$
We denote the homology of $F^*_X$ in degree $k \in \mathbb{Z}$ by $H_k(F^*_X) = \ker(d^*_k)/\operatorname{Im}(d^*_{k-1})$. In this sense, we use both chain complexes and cochain complexes in our notation. However, we reserve the notation of chain complexes for dualized cochain complexes.

Similarly to $(-)^*$, the functors $D$ and $\nu$ also induce equivalences $D : \mathcal{C}^{\text{mod}} A \to \mathcal{C}(A^{\text{mod}})$ and $\nu : \mathcal{C}(\text{proj } A) \to \mathcal{C}(\text{inj } A)$ respectively.

Let $\mathcal{A}$ be an additive subcategory of $\text{mod } A$. We write $\mathcal{K}(\mathcal{A})$ for the homotopy category of complexes over $\mathcal{A}$. If $\mathcal{A}$ is an abelian category, $\mathcal{D}(\mathcal{A})$ denotes the derived category. We write $\mathcal{C}^-(\mathcal{A}), \mathcal{K}^-(\mathcal{A})$ and $\mathcal{D}^-(\mathcal{A})$ for the subcategory consisting of left bounded complexes in $\mathcal{C}(\mathcal{A}), \mathcal{K}(\mathcal{A})$ and $\mathcal{D}(\mathcal{A})$ respectively. Similarly, we write $\mathcal{C}^+(\mathcal{A}), \mathcal{K}^+(\mathcal{A})$ and $\mathcal{D}^+(\mathcal{A})$ for right bounded complexes. The subcategory of left and right bounded complexes is denoted by $\mathcal{C}^b(\mathcal{A}), \mathcal{K}^b(\mathcal{A})$ or $\mathcal{D}^b(\mathcal{A})$. By $\mathcal{C}^{+, b}(\mathcal{A}), \mathcal{K}^{+, b}(\mathcal{A})$ and $\mathcal{D}^{+, b}(\mathcal{A})$ we denote the subcategory of left bounded complexes that are bounded in cohomology. Similarly, the subcategories $\mathcal{C}^{+, b'}(\text{proj } A), \mathcal{K}^{+, b'}(\text{proj } A)$ and $\mathcal{D}^{+, b'}(\text{proj } A)$ consist of the left bounded complexes $F^*$ with bounded homology $H_*(F^*)$. The analogue categories for right bounded complexes are defined similarly. Finally, we write $\mathcal{K}_{\text{tac}}(\text{proj } A)$ for the full subcategory of $\mathcal{K}(\text{proj } A)$ consisting of totally acyclic complexes.

In [7], Kato constructs an equivalence $\text{mod } A \to \mathcal{L}_A$ between the stable module category and a full subcategory $\mathcal{L}_A$ of $\mathcal{K}(\text{proj } A)$.

**Definition 1.2** (Kato). Let $\mathcal{L}_A$ be the full subcategory of $\mathcal{K}(\text{proj } A)$ defined as follows.

$$\mathcal{L}_A = \{ F^* \in \mathcal{K}(\text{proj } A) \mid H^{< 0}(F^*) = 0, H_{\geq 0}(F^*) = 0 \}$$

Let $X \in \text{mod } A$. We sketch the construction of a complex $F^*_X \in \mathcal{L}_A$. See [8, Lemma 2.9] for more details.

Choose $\tau_{\leq 0} F^*_X$ as the minimal projective resolution of $X$ and complete $F^*_{Y X} \to F^*_{X Y} [1]$ to the minimal projective resolution $\tau_{\geq 1} F^*_X$ of $\text{Tr}(X)$. Splicing these two projective resolutions together gives a complex $F^*_X \in \mathcal{L}_A$. In particular, $\tau_{\leq 1} F^*_X$ is the minimal projective resolution of $X^*$. Moreover, $F^0_Y$ is the projective cover of $X$ and $F^1_Y$ the projective cover of $X^*$. If $X$ is simple, $\nu(F^*_X)$ is the injective hull of $X$.

For $X \to Y$ in $\text{mod } A$, we lift $f$ to a morphism between projective resolutions $\tau_{\leq 0} F^*_X \to \tau_{\leq 0} F^*_Y$ in non-negative degrees. Similarly, we lift $f$ to a morphism $\tau_{\geq 1} F^*_X \to \tau_{\geq 1} F^*_Y$ such that the lifts coincide in degree $-1$ and $0$. Together, this gives a a morphism $F^*: F^*_X \to F^*_Y$ in $\mathcal{L}_A$.

In [7, Theorem 2.6] it was shown that this defines an equivalence $\text{mod } A \to \mathcal{L}_A$ in the setting of commutative rings. However, the proof still works in the same way for arbitrary finite dimensional algebras. In the future, we will often use this equivalence without further comment.

**Theorem 1.3** (Kato). The mapping $X \to F^*_X$ defines a functor $\mathcal{F} : \text{mod } A \to \mathcal{K}(\text{proj } A)$. The functor $\mathcal{F}$ restricts to an equivalence

$$\mathcal{F} : \text{mod } A \overset{\sim}{\to} \mathcal{L}_A$$

with quasi-inverse $H^0(\tau_{\leq 0}(-)) : \mathcal{L}_A \to \text{mod } A$.

We will also need the following class of short exact sequences.

**Definition 1.4.** A short exact sequence $0 \to X \to Y \to Z \to 0$ in $\text{mod } A$ is called perfect exact if the induced sequence $0 \to X^* \to Y^* \to Z^* \to 0$ is exact in $\text{proj } A$.

Under the equivalence $\mathcal{F} : \text{mod } A \to \mathcal{L}_A$, perfect exact sequences correspond to distinguished triangles in $\mathcal{K}(\text{proj } A)$ and vice versa. The following proposition is based on [8, Proposition 3.6].

**Proposition 1.5** (Kato). Suppose given a sequence $X \to Y \to Z$ in $\text{mod } A$ such that $Y$ has no projective direct summand. The following are equivalent.

1. There exists a projective module $P$ and morphisms $p$ and $q$ such that

$$0 \to X \xrightarrow{(f, p)} Y \oplus P \xrightarrow{q} Z \to 0$$

is a perfect exact sequence in $\text{mod } A$. 


(2) The sequence $F^*_X \xrightarrow{r} F^*_Y \xrightarrow{s} F^*_Z \rightarrow$ is a distinguished triangle in $K(\text{proj } A)$.

Recall that $\mathcal{P}_A$ denotes the category of projective-injective $A$-modules. The subcategory of strongly projective-injective $A$-modules is denoted by $\text{stp } A$. We introduce the following subcategories of $K(\text{proj } A)$ with a left bound on cohomology and a right bound on homology.

**Definition 1.6.** We denote by $\mathcal{H}(\text{proj } A)$ the full subcategory of $K(\text{proj } A)$ consisting of all complexes $F^* \in K(\text{proj } A)$ such that there exist $l, r \in \mathbb{Z}$ with $H^l(F^*) = 0$ and $H^{r+1}(F^*) = 0$.

We denote by $\mathcal{H}_P(\text{proj } A)$ the full subcategory of $\mathcal{H}(\text{proj } A)$ consisting of all complexes in $\mathcal{K}(\text{proj } A) = \{ F^* \in K(\text{proj } A) : \text{Hom}_{K(\text{proj } A)}(F^*, Z^*) = 0 \text{ for all } Z^* \in K^b(\mathcal{P}_A) \}$.

We denote by $\mathcal{H}_{\text{stp}}(\text{proj } A)$ the full subcategory of $\mathcal{H}(\text{proj } A)$ consisting of all complexes in $\mathcal{K}^b(\text{stp } A) = \{ F^* \in K(\text{proj } A) : \text{Hom}_{K(\text{proj } A)}(F^*, Z^*) = 0 \text{ for all } Z^* \in K^b(\text{stp } A) \}$.

**Remark 1.7.**

1. Note that $\mathcal{H}(\text{proj } A)$ is a triangulated subcategory of $K(\text{proj } A)$. As perpendicular categories, $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ are triangulated subcategories of $\mathcal{H}(\text{proj } A)$. Furthermore, $\mathcal{H}(\text{proj } A)$, $\mathcal{H}_P(\text{proj } A)$ and $\mathcal{H}_{\text{stp}}(\text{proj } A)$ are closed under isomorphisms in $K(\text{proj } A)$.

2. We have a chain of subcategories $\mathcal{H}_P(\text{proj } A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj } A) \subseteq \mathcal{H}(\text{proj } A) \subseteq K(\text{proj } A)$. Furthermore, $\mathcal{L}_A \subseteq \mathcal{H}(\text{proj } A)$ by letting $l = 0$ and $r = 0$ in the definition of $\mathcal{H}(\text{proj } A)$. In this sense, the boundary conditions of $\mathcal{H}(\text{proj } A)$ can be seen as a weaker version of those in $\mathcal{L}_A$. They will be used in Lemma 2.5. In particular, the smallest triangulated subcategory of $K(\text{proj } A)$ that contains $\mathcal{L}_A$ must be contained in $\mathcal{H}(\text{proj } A)$.

3. In general, complexes in $\mathcal{H}(\text{proj } A)$ are neither left bounded nor right bounded. However, we have $\mathcal{H}(\text{proj } A) \simeq K^b(\text{proj } A)$ if and only if $\text{gldim } A < \infty$.

In fact, every complex in $\mathcal{H}(\text{proj } A)$ can be truncated on the right to obtain a projective resolution in $\text{mod } A$. Thus, the complex must split eventually, if it is unbounded on the left and $\text{gldim } A < \infty$. Similarly, every complex in $\mathcal{H}(\text{proj } A)$ can be truncated on the left to obtain a projective resolution in $\text{mod } A$ after applying $(-)^*$. Moreover, every projective resolution of a left or right $A$-module occurs in this way.

4. Note that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{H}(\text{proj } A)$ if $A$ has no projective-injective modules. In particular, we have that $\mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A) \simeq K^b(\text{proj } A)$ is the bounded derived category of $A$ if additionally $\text{gldim } A < \infty$. The same holds for $\mathcal{H}_{\text{stp}}(\text{proj } A)$ and $\mathcal{H}(\text{proj } A)$ if $A$ has no strongly projective-injective modules.

The categories discussed in this article can be visualized as follows. Note that the inclusion $\mathcal{L}_A \hookrightarrow \mathcal{H}_P(\text{proj } A)$ will be verified in Lemma 2.2. In general, this chain of subcategories has a proper inclusion at every position. However, we will see later in Theorem 5.3 that $\mathcal{K}_{\text{tac}}(\text{proj } A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj } A) = \mathcal{H}_{\text{stp}}(\text{proj } A)$ if and only if $A$ is self-injective.

$$
\begin{array}{cccc}
\mathcal{K}_{\text{tac}}(\text{proj } A) & \hookrightarrow & \mathcal{L}_A & \hookrightarrow \mathcal{H}_P(\text{proj } A) \hookrightarrow \mathcal{H}_{\text{stp}}(\text{proj } A) \hookrightarrow \mathcal{H}(\text{proj } A) \hookrightarrow K(\text{proj } A) \\
\uparrow & & \uparrow & & \uparrow \\
\text{mod } A & & & & \end{array}
$$

For now, we discuss $\mathcal{H}_P(\text{proj } A)$ in more detail in the next section. Later, in Section 4, we return to the category $\mathcal{H}_{\text{stp}}(\text{proj } A)$.

2. A Triangulated Hull

The aim of this section is to show that $\mathcal{H}_P(\text{proj } A)$ is the smallest triangulated subcategory of $K(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. In order to prove this, we have to verify that $\mathcal{L}_A$ is contained in $\mathcal{H}_P(\text{proj } A)$ and that a complex $F^* \in \mathcal{H}_P(\text{proj } A)$ is an element of any triangulated subcategory of $K(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. The first assertion follows from the next two results. For the second assertion, we then proceed as follows.

Initially, we observe that a complex is in $\mathcal{K}(\mathcal{P}_A)$ if and only if its cohomology is in $\mathcal{P}_A$; cf. Lemma 2.3. Next, we reduce the problem in Lemma 2.5 to projective resolutions of modules in $\mathcal{P}_A$. As a further
reduction step, we see in Lemma 2.7 that it is enough to consider simple modules in \( \perp \mathcal{P}_A \). Finally, we show in Lemma 2.8 that the assertion holds for projective resolutions of simple modules in \( \perp \mathcal{P}_A \).

We start with the following lemma. In an exact degree, a complex in \( K(\text{mod} \, A) \) has no non-zero morphism to a projective module or from an injective module. The same holds for the dual complex in \( K(A\text{-proj}) \).

**Lemma 2.1.** Let \( F^\bullet \in K(\text{mod} \, A) \) and \( k \in \mathbb{Z} \).

1. If \( \text{H}^k(F^\bullet) = 0 \) then \( \text{Hom}_{K(\text{mod} \, A)}(F^\bullet, Z[-k]) = 0 \) for \( Z \in \text{inj} \, A \).
2. If \( \text{H}^k(F^\bullet) = 0 \) then \( \text{Hom}_{K(\text{mod} \, A)}(Z[-k], F^\bullet) = 0 \) for \( Z \in \text{proj} \, A \).

Now, assume that \( F^\bullet \in K(\text{proj} \, A) \).

1. If \( \text{H}_k(F^\bullet) = 0 \) then \( \text{Hom}_{K(\text{proj} \, A)}(Z[-k], F^\bullet) = 0 \) for \( Z \in \text{proj} \, A \) with \( Z^* \in \text{A-inj} \).
2. If \( \text{H}_k(F^\bullet) = 0 \) then \( \text{Hom}_{K(\text{proj} \, A)}(F^\bullet, Z[-k]) = 0 \) for \( Z \in \text{proj} \, A \).

**Proof.** Ad (1) and (2). Suppose given a morphism of complexes \( f^\bullet : F^\bullet \to Z[-k] \). In particular, we have \( d^{k-1} f^k = 0 \).

\[
\begin{array}{ccccccccccc}
\cdots & F^{k-1} & \xrightarrow{d^{k-1}} & F^k & \xrightarrow{d^k} & F^{k+1} & \cdots \\
\downarrow{f^{k-1}} & & \downarrow{f^k} & & \downarrow{f^{k+1}} & & \downarrow{f^*} \\
\cdots & 0 & \to & Z & \to & 0 & \cdots \\
\end{array}
\]

By assumption, we have \( \text{ker} \, d^k = \text{Im} \, d^{k-1} \subseteq \text{ker} \, f^k \). Thus, there exists a morphism \( g : F^k/ \text{ker} \, d^k \to Z \) such that the following diagram commutes.

\[
\begin{array}{ccc}
F^k & \xrightarrow{d^k} & F^{k+1} \\
\pi \downarrow & & \downarrow{f^k} \\
f^k/ \text{ker} \, d^k & \xrightarrow{\tilde{f}^k} & F^{k+1} \\
\downarrow{g} & & \\
Z & & \\
\end{array}
\]

Since \( Z \) is injective, there exists a morphism \( h : F^{k+1} \to Z \) with \( \tilde{f}^k \, h = g \). We obtain

\[
d^k \, h = \pi \, \tilde{f}^k \, h = \pi \, g = f^k
\]

so that \( f^* = 0 \). This shows part (1). Part (2) follows dually.

Ad (1') and (2'). Since \( \text{Hom}_{K(\text{proj} \, A)}(Z[-k], F^\bullet) \simeq \text{Hom}_{K(A\text{-proj})}(F^*_\bullet, Z^*[-k]) \), part (1') follows from part (1) applied to left \( A \)-modules.

Similarly, since \( \text{Hom}_{K(\text{proj} \, A)}(F^\bullet, Z[-k]) \simeq \text{Hom}_{K(A\text{-proj})}(Z^*[-k], F^*_\bullet) \), part (2') follows from part (2) applied to left \( A \)-modules. \( \square \)

We extend the previous result to morphisms between complexes. In particular, this lemma shows that \( \mathcal{L}_A \) is contained in \( \mathcal{H}_P(\text{proj} \, A) \).

**Lemma 2.2.** Let \( F^\bullet \in K(\text{proj} \, A) \).

1. If \( \text{H}^\bullet(F^\bullet) = 0 \), then \( \text{Hom}_{K(\text{mod} \, A)}(F^\bullet, Z^\bullet) = 0 \) for all \( Z^\bullet \in K^b(\text{inj} \, A) \).
2. If \( \text{H}_\bullet(F^\bullet) = 0 \), then \( \text{Hom}_{K(\text{proj} \, A)}(F^\bullet, Z^\bullet) = 0 \) for all \( Z^\bullet \in K^b(\text{proj} \, A) \).
3. If \( \text{H}_\bullet(F^\bullet) = 0 \), then \( \text{Hom}_{K(\text{proj} \, A)}(Z^\bullet, F^\bullet) = 0 \) for all \( Z^\bullet \in K^b(\text{proj} \, A) \) with \( Z^\bullet \in K^b(A\text{-inj}) \).
4. If \( \text{H}^\bullet(F^\bullet) = 0 \), then \( \text{Hom}_{K(\text{proj} \, A)}(Z^\bullet, F^\bullet) = 0 \) for all \( Z^\bullet \in K^b(\text{proj} \, A) \) with \( Z^\bullet \in K^b(A\text{-proj}) \).
5. If \( F^\bullet \in \mathcal{L}_A \), then \( F^\bullet \in \mathcal{H}_P(\text{proj} \, A) \).
Claim. Let $Z^* \in \mathcal{K}^b(\text{mod}
obreak{A})$. We have $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^*) = 0$ if $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^k) = 0$ for all $k \in \mathbb{Z}$.

Suppose that $Z^*$ is non-zero. Since $Z^*$ is bounded, there exists an $l \in \mathbb{Z}$ such that $Z^l \neq 0$ and $Z^k = 0$ for $k < l$. Moreover, there exists an $r \in \mathbb{Z}$ such that $Z^r \neq 0$ and $Z^k = 0$ for $k > r$.

We proceed by induction on the number of non-zero terms of $Z^*$.

Suppose that $l = r$. Then $Z^* = Z^l$ and $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^l) = 0$ by assumption.

Suppose that $l < r$. By induction, we can assume that $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^{<r}) = 0$. Thus, there exist homotopy maps $h^k : F^k \to Z^k$ for $k \leq r$ such that

$$h^k Z^k \geq d^k_F h^{k+1} = f^k,$$

for $k < r$.

Consider the following diagram.

$$
\begin{array}{cccccccc}
\ldots & \to & F^{r-2} & \xrightarrow{d^r_F} & F^{r-1} & \xrightarrow{d^r_F} & F^r & \xrightarrow{d^r_F} & F^{r+1} & \xrightarrow{d^r_F} & \ldots \\
\ldots & \to & Z^{r-2} & \xrightarrow{d^r_Z} & Z^{r-1} & \xrightarrow{d^r_Z} & Z^r & \xrightarrow{d^r_Z} & 0 & \xrightarrow{d^r_Z} & \ldots \\
& & f^{r-1} & & f^r & & f^r & & \ldots & & f^r \\
& & h^{r-1} & & h^r & & h^r & & \ldots & & h^r \\
\end{array}
$$

Note that

$$d^r_Z(f^r - h^r d^r_Z) = f^{r-1} d^r_Z - f^{r-1} d^{r-1}_Z + h^{r-1} d^{r-2}_Z - d^{r-1}_Z = 0$$

so that $f^r - h^r d^r_Z$ induces a morphism of complexes $F^* \to Z^*$. However, $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^*) = 0$ by assumption. This yields a homotopy map $h^{r+1} : F^{r+1} \to Z^*$ with

$$d^r_F h^{r+1} = f^r - h^r d^r_Z \iff d^r_F h^{r+1} + h^r d^r_Z = f^r.$$

In conclusion, we obtain $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^*) = 0$.

By Lemma 2.1.(1,2'), we have $\text{Hom}_{\mathcal{K}(\text{mod}
obreak{A})}(F^*, Z^k) = 0$ for $k \in \mathbb{Z}$ in the situation of part (1) and (2) respectively. Hence, part (1) and (2) follow from the claim above. Note that for $Z^* \in \mathcal{K}(\text{proj}
obreak{A})$, we have $\text{Hom}_{\mathcal{K}(\text{proj}
obreak{A})}(Z^*, F^*) = 0$ if and only if $\text{Hom}_{\mathcal{K}(\text{proj}
obreak{A})}(F^*, Z^*) = 0$. Thus, (1') and (2') follow from the versions of (1) and (2) for left $A$-modules respectively.

Finally, let $F^* \in \mathcal{L}_A$ and $Z^* \in \mathcal{K}^b(\mathcal{P}_A)$. By definition, we have $H^k(F^*) = 0$ for $k < 0$ and $H_k(F^*) = 0$ for $k \geq 0$. In particular, $F^* \in \mathcal{H}(\text{proj}
obreak{A})$. Furthermore, Lemma 2.1.(1) shows $\text{Hom}_{\mathcal{K}_b(\text{proj}
obreak{A})}(F^*, Z^k) = 0$ for $k < 0$ and Lemma 2.1.(2') shows that $\text{Hom}_{\mathcal{K}_b(\text{proj}
obreak{A})}(F^*, Z^k) = 0$ for $k \geq 0$. Now, the claim above gives $\text{Hom}_{\mathcal{K}(\text{proj}
obreak{A})}(F^*, Z^*) = 0$ so that $F^* \in \mathcal{K}^b(\mathcal{P}_A)$. Together, we obtain $F^* \in \mathcal{H}(\text{proj}
obreak{A})$ which shows part (3).

The next several results aim to show that a complex $F^* \in \mathcal{H}(\text{proj}
obreak{A})$ is contained in any triangulated subcategory of $\mathcal{K}(\text{proj}
obreak{A})$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. We start with the following important observation about complexes in $\mathcal{H}(\text{proj}
obreak{A})$ and $\mathcal{H}(\text{proj}
obreak{A})$.

Lemma 2.3. Let $F^* \in \mathcal{K}(\text{mod}
obreak{A})$.

(1) $F^* \in \mathcal{K}(\mathcal{P}_A)$ if and only if $H^k(F^*) \in \mathcal{P}_A$ for all $k \in \mathbb{Z}$.

(2) $F^* \in \mathcal{K}(\text{stp}
obreak{A})$ if and only if $H^k(F^*) \in \mathcal{P}_A$ for all $k \in \mathbb{Z}$.

(1') $F^* \in \mathcal{K}(\nu^{-1}\mathcal{P}_A)$ if and only if $H^k(F^*) \in \nu^{-1}\mathcal{P}_A$ for all $k \in \mathbb{Z}$.

(2') $F^* \in \mathcal{K}(\text{stp}
obreak{A})$ if and only if $H^k(F^*) \in \text{stp}
obreak{A}$ for all $k \in \mathbb{Z}$.

Proof. Let $\mathcal{I}$ be a full subcategory of $\text{inj}
obreak{A}$. We show that we have $F^* \in \mathcal{K}^b(\mathcal{I})$ if and only if $H^k(F^*) \in \mathcal{I}$ for all $k \in \mathbb{Z}$. Letting $\mathcal{I} = \mathcal{P}_A$ we obtain part (1) and letting $\mathcal{I} = \text{stp}
obreak{A}$ we obtain part (2).

Suppose that $F^* \in \mathcal{K}^b(\mathcal{I})$. We fix a $k \in \mathbb{Z}$ with $H^k(F^*) \neq 0$. Let $Z \in \mathcal{I}$ and suppose given a morphism $f : H^k(F^*) \to Z$. 
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Consider the following commutative diagram. The morphism $\alpha$ exists since $Z$ is injective.

Since $d^k \pi \alpha = 0$, this yields a morphism of complexes $\pi \alpha : F^* \to Z[-k]$. By assumption, there exists a homotopy map $h : F^{k+1} \to Z$ with $d^k h = \pi \alpha$. We have

$0 = \iota d^k h = \iota \pi \alpha = p f$

so that $f = 0$.

Conversely, let $H^k(F^*) \in \mathcal{I}$ for all $k \in \mathbb{Z}$. Suppose given a morphism of complexes $F^* \xrightarrow{f} Z^*$ with $Z^*$ in $K^b(\mathcal{I})$. Let $r \in \mathbb{Z}$ be maximal such that $Z^r \neq 0$. By applying a shift $[-r]$ we may assume that $r = 0$. We show that $f^* = 0$ by induction on the number of non-zero terms of $Z^*$.

Suppose that $Z^k = 0$ for $k \neq 0$. We have $d^{-1}_F f^0 = f^{-1} d^{-1}_Z = 0$ so that there exists a morphism $\alpha : F^0 / \text{Im} d^{-1}_F \to H^0(F^*)$ with $f^0 = \pi \alpha$. This results in a morphism $g = i \alpha : H^0(F^*) \to Z^0$ such that the following diagram commutes.

By assumption, $g = 0$. Hence $\iota f^0 = \iota \pi \alpha = p \iota \alpha = p g = 0$. This yields a morphism of complexes as follows.

Since $Z^0$ is injective, this morphism must be zero in $\mathcal{K}(\text{mod } A)$ by Lemma 2.1.(1) so that there exists a morphism $h : F^1 \to Z^0$ with $d^0 h = f^0$. This implies that $f^* : F^* \to Z^*$ is zero as well.

For the induction step, we consider the complex $\tau_{<0} Z^* = Z^{<0}$. By induction hypothesis, we may assume that $\text{Hom}_{\mathcal{K}(\text{mod } A)}(F^*, Z^{<0}) = 0$. Hence there exist homotopy maps $h^k : F^k \to Z^{k-1}$ for $k \leq 0$.
such that $h^{k-1}d^k_{Z^2} + d^k_F h^k = f^{k-1}$.

\[ \cdots \rightarrow F^{-2} \xrightarrow{d^2_{F}} F^{-1} \xrightarrow{d^{-1}_{F}} F^{0} \xrightarrow{d^{0}_{F}} F^{1} \rightarrow \cdots \]

\[ \cdots \rightarrow Z^{-2} \xrightarrow{d^{-2}_{Z}} Z^{-1} \xrightarrow{d^{-1}_{Z}} Z^{0} \rightarrow 0 \rightarrow \cdots \]

Note that

\[ d^{k-1}_{F} \left( f^{0} - h^{0}d^{0}_{Z} \right) = f^{-1}d^{0}_{Z} - f^{-1}d^{-1}_{Z} + h^{-1}d^{2}_{Z}d^{-1}_{Z} = 0 \]

so that $f^{0} - h^{0}d^{0}_{Z}$ induces a morphism of complexes $F^{*} \rightarrow Z^{0}$.

Now we are in the same situation as above and we can conclude that there exists a morphism $F^{1} \xrightarrow{h^{1}} Z^{0}$ such that $d^{k}_{F} h^{k} = f^{0} - h^{0} d^{0}_{Z}$. However, this yields $h^{0}d^{0}_{Z} + d^{k}_{F} h^{k} = f^{0}$. Thus $f^{*} = 0$.

It remains to show part (1') and part (2'). Let $C$ be either $\nu^{-1}P_{A}$ or $stp\ A$. In both cases, $I := D C$ is a full subcategory of $A$-inj. In particular, we can apply the arguments above for $I$.

Suppose given $Z^{*} \in \mathcal{K}^{b}(C)$. Note that $D Z^{*} \in \mathcal{K}^{b}(I)$ and

\[ Hom_{\mathcal{K}^{b}(mod\ A)}(Z^{*}, F^{*}) \simeq Hom_{\mathcal{K}^{b}(A-mod)}(D F^{*}, D Z^{*}). \]

Thus, the arguments above for left $A$-modules show that there exists a $Z^{*} \in \mathcal{K}^{b}(C)$ which satisfies $Hom_{\mathcal{K}^{b}(mod\ A)}(Z^{*}, F^{*}) \neq 0$ if and only if there is a $AZ \in I$ with $Hom_{A}(A^{H^{k}}(D F^{*}), AZ) \neq 0$. Since $D(\_)$ is exact, we have

\[ Hom_{A}(A^{H^{k}}(D F^{*}), AZ) \simeq Hom_{A}(A^{D(H^{k}(F^{*}))}AZ) \simeq Hom_{A}(D(Z), H^{k}(F^{*}), A). \]

Using that $D Z \in D I \simeq C$, we are done. \qed

For a given complex $F^{*} \in \mathcal{H}(proj\ A)$, we want to construct a complex in $\mathcal{L}_{A}$ which is related to $F^{*}$ via distinguished triangles; cf. Lemma 2.5. This is done by removing non-zero cohomology of $F^{*}$ with projective resolutions. Using the boundary conditions in the definition of $\mathcal{H}(proj\ A)$, there are only finitely many positions we have to consider until we arrive at a complex in $\mathcal{L}_{A}$. The distinguished triangles that arise during the proof also give a way to calculate the class of $F^{*}$ in the Grothendieck group of $\mathcal{H}(proj\ A)$.

Because it will be needed later, we first state the induction step in a more general lemma.

**Lemma 2.4.** Suppose given $F^{*} \in \mathcal{H}(proj\ A)$. Let $k \in \mathbb{Z}$ be minimal with $H^{k}(F^{*}) \neq 0$. Let $H$ be a submodule of $H^{k}(F^{*})$ with $P^{*}$ a projective resolution of $H$. Then there exists a distinguished triangle $P^{*}[-k] \rightarrow F^{*} \rightarrow C^{*} \rightarrow$ such that the following holds.

1. We have $H^{j}(C^{*}) = 0$ for $j < k$ and $\tau_{\geq k} C^{*} = \tau_{\geq k} F^{*}$.
2. There is a short exact sequence $0 \rightarrow H \rightarrow H^{k}(F^{*}) \rightarrow H^{k}(C^{*}) \rightarrow 0$. In particular, we have $H^{k}(C^{*}) = 0$ if $H = H^{k}(F^{*})$.
3. Suppose that $F^{*} \in \mathcal{L}_{A}$ with $k = 0$. Then we also have $C^{*} \in \mathcal{L}_{A}$. In this setting, we have a short exact sequence $0 \rightarrow H \rightarrow H^{0}(\tau_{\leq 0} F^{*}) \rightarrow H^{0}(\tau_{\leq 0} C^{*}) \rightarrow 0$.

**Proof.** We have an injective morphism $f : H \rightarrow Cok d^{-1}_{F}$ since $H$ is a submodule of $H^{k}(F^{*})$ which embeds into $Cok d^{-1}_{F}$. Since $k$ is minimal such that $H^{k}(F^{*}) \neq 0$, we know that $H^{j}(F^{*}) = 0$ for $j < k$.

Hence, we can lift $f$ to a morphism of complexes $f^{*} : P^{\leq 0}[-k] \rightarrow F^{*}$. In particular, we have $f^{0} d^{k}_{F} = 0$ since $f$ factors through $H^{k}(F^{*})$.

\[ \cdots \rightarrow P^{\leq 2} \xrightarrow{d^{2}_{P}} P^{\leq 1} \xrightarrow{d^{1}_{P}} P^{0} \rightarrow 0 \rightarrow 0 \rightarrow \cdots \]

\[ \cdots \rightarrow F^{k_{-2}} \xrightarrow{d^{k_{-2}}_{F}} F^{k_{-1}} \xrightarrow{d^{k_{-1}}_{F}} F^{k} \xrightarrow{d^{k}_{F}} F^{k+1} \xrightarrow{d^{k+1}_{F}} F^{k+2} \rightarrow \cdots \]

\[ P^{\leq 0}[-k] \rightarrow F^{*} \rightarrow \cdots \]
We write $C^* := C(f)^*$ for the mapping cone. The distinguished triangle $P^*[−k] → F^* → C^* →$ induces a long exact sequence of cohomology.

$$\cdots → H^{j−1}(F^*) → H^{j−1}(C^*) → H^j(P^*[−k]) → H^j(F^*) → H^j(C^*) → H^{j+1}(P^*[−k]) → \cdots$$

Since $H^{<k−1}(F^*) = 0$ and $H^{<k}(P^*[−k]) = 0$, we obtain that $H^{<k−1}(C^*) = 0$. Using that $H^{k−1}(F^*) = 0$ and $H^k(P^*[−k]) ≃ H$ embeds into $H^k(F^*)$, we also have $H^{k−1}(C^*) = 0$. In particular, we obtain the short exact sequence $0 → H → H^k(F^*) → H^k(C^*) → 0$ since $H^{k+1}(P^*[−k]) = 0$. This shows part (1) and (2).

For part (3), suppose that $F^* ∈ L_A$ and $k = 0$. We have that $H^{<0}(C^*) = 0$ by part (1). The distinguished triangle $P^* → F^* → C^* →$ from above induces a componentwise split exact sequence $0 → P^*[1] → C^* → F^* → 0$. Consider the long exact sequence of homology.

$$\cdots → H_j(P^*[1]) → H_j(C^*) → H_j(F^*) → \cdots$$

Thus, we have $H_{≥0}(C^*) = 0$ and we obtain $C^* = C(f)^* ∈ L_A$. Since $τ_{≥0}C^* = τ_{≥0}F^*$, we have

$$N := \text{Cok}(H^0(F^*) → H^0(τ_{≤0}F^*)) \simeq \text{Im}(d_F^0) \simeq \text{Im}(d_C^0) \simeq \text{Cok}(H^0(C^*) → H^0(τ_{≤0}C^*))$$.

Let $\tilde{H} ≃ \text{Ker}(H^0(τ_{≤0}F^*) → H^0(τ_{≤0}C^*))$. Consider the following commutative diagram with exact rows and columns.

$$
\begin{array}{cccccc}
0 & 0 & 0 & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow & H & \rightarrow & H^0(F^*) & \rightarrow & H^0(C^*) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & \tilde{H} & \rightarrow & H^0(τ_{≤0}F^*) & \rightarrow & H^0(τ_{≤0}C^*) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & 0 & 0 & \rightarrow & N & \rightarrow & N & \rightarrow & 0 \\
\end{array}
$$

We obtain $H ≃ \tilde{H}$ and the short exact sequence $0 → H → H^0(τ_{≤0}F^*) → H^0(τ_{≤0}C^*) → 0$. □

**Lemma 2.5.** Let $T$ be a triangulated subcategory of $K(\text{mod } A)$ that contains $L_A$ and is closed under isomorphisms. The following holds for a complex $F^* ∈ H(\text{proj } A)$ with integers $l ≤ r$ such that $H^<l(F^*) = 0$ and $H_{>l}(F^*) = 0$.

1. If $T$ contains the minimal projective resolution of $H^k(F^*)$ for all $k < r$, then $F^* ∈ T$.
2. We abbreviate $G^* := \mathcal{F}(H^r(τ_{≤r}F^*)) ∈ L_A$. For $l ≤ k < r$ let $P^*_k$ be the minimal projective resolution of $H^k(F^*)$. We have $[F^*] = ∑_{k=l}^{r−1} (−1)^k[P_k^*] + (−1)^r[G^*]$ in $G_0(\mathcal{H}(\text{proj } A))$.

**Proof.** Suppose that $F^* ≠ 0$. By definition of $H(\text{proj } A)$, there always exist $l, r ∈ Z$ with $H^<l(F^*) = 0$ and $H_{>r}(F^*) = 0$. We can choose $r ∈ Z$ such that $l ≤ r$. We proceed by induction on $N := r − l$.

If $N = 0$, that is $l = r$, then $H^<r(F^*) = 0$ and $H_{>r}(F^*) = 0$. Thus, $F^*[r] ∈ L_A$ and we have $F^* ∈ T$. Furthermore, $[F^*] = (−1)^r[F^*[r]] = (−1)^r[G^*]$ since $H^r(τ_{≤r}F^*) = H^0(τ_{≤0}(F^*[r]))$.

We consider the case $N > 0$, that is $l < r$. By Lemma 2.4, we have a distinguished triangle $P^*[−l] → F^* → C^* →$ with $P^*$ the minimal projective resolution of $H^l(F^*)$. Moreover, $H^j(C^*) = 0$ for $j ≤ l$ and $τ_{≥l}C^* = τ_{≥l}F^*$. In particular, this means $H^<l+1(C^*) = 0$ and $H_{>l}(C^*) = 0$. Hence, by induction, we have $C^* ∈ T$ and $[C^*] = ∑_{k=l+1}^{r−1} (−1)^k[P_k^*] + (−1)^r[G^*]$ since $H^k(C^*) ≃ H^k(F^*)$ for $k ≥ l + 1$. Using that $P^*[−l] → F^* → C^* →$ is a distinguished triangle with $P^* ∈ T$, we conclude that $F^* ∈ T$ since $T$ is closed under isomorphisms. Moreover, we have

$$[F^*] = (−1)^l[P^*] + [C^*] = ∑_{k=l}^{r−1} (−1)^k[P_k^*] + (−1)^r[G^*].$$

□
Next, we note the following observation about morphisms ending in injective $A$-modules. This will be used with $\mathcal{I} = \mathcal{P}_A$ in this section, as well as with $\mathcal{I} = \text{stp} A$ in Section 4.

**Lemma 2.6.** Let $\mathcal{I}$ be a full subcategory of $\text{inj} A$. The following are equivalent for $X \in \text{mod} A$.

(i) $X \in \mathcal{I}^\perp$.

(ii) $S \in \mathcal{I}^\perp$ for every composition factor $S$ of $X$.

**Proof.** Ad (i) $\Rightarrow$ (ii). Let $S$ be a composition factor of $X$. Suppose given an injective module $I$ together with a morphism $S \xrightarrow{f} I$.

Since $S$ is a composition factor of $X$, there exists a submodule $M$ of $X$ such that $S \hookrightarrow X/M$. Using that $I$ is injective, we obtain a morphism $X/M \xrightarrow{g} I$ such that the following diagram commutes.

$$
\begin{array}{ccc}
S & \xrightarrow{f} & X/M \\
\downarrow & & \downarrow \\
I & \xleftarrow{g} & \end{array}
$$

If $f$ is non-zero then the composite map $X \to X/M \xrightarrow{g} I$ is non-zero as well.

Ad (ii) $\Rightarrow$ (i). Suppose given an $A$-module $I$ together with a non-zero morphism $f : X \to I$.

Let $S$ be in the socle of $\text{Im} f \simeq X/\ker f$. Then $S$ is a composition factor of $X$ and the composite $S \hookrightarrow \text{Im} f \hookrightarrow I$ is non-zero. \hfill $\Box$

It remains to show that a projective resolution of a module in $\mathcal{I}^\perp$ is an element of any triangulated category that contains $\mathcal{L}_A$ and is closed under isomorphisms. Since a short exact sequence of $A$-modules induces a distinguished triangle of projective resolutions in $\mathcal{K}(\text{proj} A)$, it suffices to consider simple modules.

**Lemma 2.7.** Let $\mathcal{T}$ be a triangulated subcategory of $\mathcal{K}(\text{mod} A)$ that is closed under isomorphisms. Suppose $X$ is an $A$-module with minimal projective resolution $P^{\leq 0}$. The following holds.

1. If $\mathcal{T}$ contains the minimal projective resolution of every composition factor $S$ of $X$, then we have $P^{\leq 0} \in \mathcal{T}$.
2. Let $n := l(X)$ and suppose $Q_i^{\leq 0}$ are the minimal projective resolutions of the composition factors of $X$. Then $[P^{\leq 0}] = \sum_{i=1}^n [Q_i^{\leq 0}]$ in $G_0(\mathcal{H}(\text{proj} A))$.

**Proof.** We show the assertions by induction on the length of $X$. Let $l(X) = 1$. Then $X$ is simple and $P^{\leq 0} \in \mathcal{T}$ by assumption.

Let $l(X) > 1$. Then there exist $A$-modules $S$ and $Y$ with $l(S) = 1$ and $l(Y) < l(X)$ such that there is a short exact sequence

$$
0 \to S \to X \to Y \to 0.
$$

By assumption and induction respectively, the minimal projective resolutions $Q^{\leq 0}$ of $S$ and $R^{\leq 0}$ of $Y$ are contained in $\mathcal{T}$. Furthermore, assertion (2) holds for $R^{\leq 0}$. Using the horseshoe lemma, the short exact sequence of modules induces a short exact sequence of projective resolutions. This, in turn, induces a distinguished triangle in $\mathcal{K}(\text{proj} A)$.

$$
Q^{\leq 0} \to P^{\leq 0} \to R^{\leq 0} \to \cdots
$$

Thus, we have $P^{\leq 0} \in \mathcal{T}$ since $\mathcal{T}$ is closed under isomorphisms. Moreover, the distinguished triangle implies $[P^{\leq 0}] = [Q^{\leq 0}] + [R^{\leq 0}]$. \hfill $\Box$

**Lemma 2.8.** Suppose $S$ is a simple $A$-module with minimal projective resolution $P^{\leq 0}$. Let $I$ be the injective hull of $S$ together with a short exact sequence $0 \to S \to I \to C \to 0$ in $\text{mod} A$.

If $S \in \mathcal{P}_A$, then there exists a distinguished triangle $P^{\leq 0} \to F_I^* \to F_C^* \to$ in $\mathcal{K}(\text{proj} A)$. In particular, $P^{\leq 0} \in \mathcal{T}$ for any triangulated subcategory $\mathcal{T}$ of $\mathcal{K}(\text{proj} A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms.
Proof. Let $I$ be the injective hull of $S$ with embedding $f : S \to I$. Consider $F^*_I \in \mathcal{L}_A$. By assumption, $I$ is not projective so that $F^*_I$ is non-zero. Our aim is to construct a morphism of complexes $f^* : P^{\leq 0} \to F^*_I$ with $C(f)^* \in \mathcal{L}_A$.

\[
\begin{array}{cccccc}
\cdots & P^{r-2} & \rightarrow & P^{r-1} & \rightarrow & P^0 & \rightarrow & 0 & \rightarrow & \cdots & P^{\leq 0} \\
\downarrow & f^{r-2} & \downarrow & f^{r-1} & \downarrow & f^0 & & & \downarrow & f^* \\
\cdots & I^{r-2} & \rightarrow & I^{r-1} & \rightarrow & I^0 & \rightarrow & I^1 & \rightarrow & \cdots & F^*_I
\end{array}
\]

The morphism $d^0_F$ factors through $I$ via a morphism $i : I \to F^*_I$. Since $S$ is simple, the composite map $S \xrightarrow{f} I \xrightarrow{i} F^*_I$ is either injective or zero. If $fi$ is injective, there exists a morphism $p : F^*_I \to I$ with $f = (fi)p$ since $i$ is an injective module. As a consequence, we have $f = f(i)p = f(ip)^n$ for all $n > 0$. Since $S$ is simple, $I$ is indecomposable and thus the composite $ip$ is either an automorphism or $(ip)^n$ is zero for some $n > 0$. If $ip$ is an automorphism, $i$ is split so that $I$ is projective-injective as a direct summand of $F^*_I$. However, $I$ is not projective-injective by assumption. If $(ip)^n = 0$, we also have $f = f(ip)^n = 0$. A contradiction in both cases. Thus, the composite $fi$ cannot be injective and must be zero.

This yields $S \rightarrow \text{Ker}(i) \simeq \text{Ker}(I \to \text{Im} d^0_F) \simeq \text{Ker}(H^0(\tau_{\leq 0} F^*_I) \to F^*_I / \text{Ker}(d^0_F)) \simeq H^0(F^*_I)$. Since $f$ is non-zero, $S$ is isomorphic to a submodule of $H^0(F^*_I)$. Using Lemma 2.4, we obtain a distinguished triangle $P^{\leq 0} \xrightarrow{f^*} F^*_I \rightarrow C(f)^* \rightarrow$ with $C(f)^* \simeq F^*_C \in \mathcal{L}_A$. \hfill $\square$

We are now ready to show the main result of this section.

Theorem 2.9. Let $A$ be a finite dimensional $k$-algebra.

The category $\mathcal{H}_P(\text{proj} A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj} A)$ that contains the category $\mathcal{L}_A$ and is closed under isomorphisms.

Proof. By Lemma 2.2.(3), we have that $\mathcal{L}_A \subseteq \mathcal{H}_P(\text{proj} A)$. By Remark 1.7.(1), $\mathcal{H}_P(\text{proj} A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj} A)$ that is closed under isomorphisms. Together, we obtain that $\mathcal{H}_P(\text{proj} A)$ is a triangulated category containing $\mathcal{L}_A$.

Suppose that $\mathcal{T}$ is another triangulated subcategory of $\mathcal{K}(\text{mod} A)$ that contains $\mathcal{L}_A$ and is closed under isomorphisms. We show that $\mathcal{H}_P(\text{proj} A) \subseteq \mathcal{T}$.

Recall that $\mathcal{H}_P(\text{proj} A) \subseteq \mathcal{K}^b(\mathcal{P}_A)$. By Lemma 2.3 and Lemma 2.5 it suffices to show that the minimal projective resolution of every $A$-module $X \in \mathcal{P}_A$ is an element of $\mathcal{T}$. Moreover, by Lemma 2.7 it suffices to show that the minimal projective resolution of every composition factor of $X$ is an element of $\mathcal{T}$. Let $S$ be such a composition factor. Then $S$ is an element of $\mathcal{P}_A$ by Lemma 2.6. Using Lemma 2.8, we now obtain that the minimal projective resolution of $S$ is an element of $\mathcal{T}$. \hfill $\square$

Instead of defining $\mathcal{H}_P(\text{proj} A)$ as a subcategory of $\mathcal{K}^b(\mathcal{P}_A)$, we also can consider right perpendicular categories.

Remark 2.10. The following are equivalent for a complex $F^* \in \mathcal{K}(\text{proj} A)$.

1. $F^* \in \mathcal{K}^b(\mathcal{P}_A)$.
2. $H^k(F^*) \in \mathcal{P}_A$ for all $k \in \mathbb{Z}$.
3. $H^k(F^*) \in (\nu^{-1}\mathcal{P}_A)\perp$ for all $k \in \mathbb{Z}$.
4. $F^* \in \mathcal{K}^b(\nu^{-1}\mathcal{P}_A)\perp$.

In particular, we have $F^* \in \mathcal{H}_P(\text{proj} A)$ if and only if $F^* \in \mathcal{K}^b(\nu^{-1}\mathcal{P}_A)\perp$ and $F^* \in \mathcal{H}(\text{proj} A)$.

In fact, the equivalence of (1) and (2), as well as the equivalence of (3) and (4) were shown in Lemma 2.3. The equivalence of (2) and (3) follows from the natural isomorphism

$$\text{Hom}_A(X, \nu P) \simeq D \text{Hom}_A(P, X)$$

for all $P \in \text{proj} A$ and $X \in \text{mod} A$. 
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We close this section with a characterization of \( \mathcal{H}_P(\text{proj } A) \) inside \( \mathcal{H}(\text{proj } A) \) in case that \( A \) has dominant dimension at least one.

**Remark 2.11.** Let \( \text{domdim } A \geq 1 \) and \( F^* \in \mathcal{H}(\text{proj } A) \). Then \( F^* \in \mathcal{H}_P(\text{proj } A) \) if and only if \( \nu(\text{H}^k(F^*)) = 0 \) for all \( k \in \mathbb{Z} \).

In fact, we have \( F^* \in \mathcal{H}_P(\text{proj } A) \) if and only if \( \text{H}^k(F^*) \in \mathcal{P}_A \) for all \( k \in \mathbb{Z} \) by Lemma 2.3.(1). However, under the assumption \( \text{domdim } A \geq 1 \), we have \( \mathcal{P}_A = \mathcal{P}_A^\perp \). Thus, \( \text{H}^k(F^*) \in \mathcal{P}_A \) if and only if \( (\text{H}^k(F^*))^\perp = 0 \).

### 3. Grothendieck Group

We recall the definition of the stable Grothendieck group as stated in [10].

**Definition 3.1.** Let \( L \) be the free abelian group generated by the isomorphism classes of objects in \( \text{mod } A \) without projective direct summands. Let \( R \) be the subgroup of \( L \) generated by the classes

\[ [X]_{st} = [Y]_{st} + [Z]_{st} \]

where \( 0 \to X \oplus P \to Y \oplus Q \to Z \to 0 \) is a short exact sequence with \( P, Q \in \text{proj } A \) and where \( X \) and \( Y \) may be zero.

The **stable Grothendieck group** \( G_0^{st}(A) \) of \( A \) is defined as the quotient \( L/R \).

Martínez-Villa has shown in [10, Theorem 2.1] that stably equivalent algebras without nodes and without semisimple summands have isomorphic stable Grothendieck groups.

We consider the Grothendieck group \( G_0(\mathcal{H}_P(\text{proj } A)) \) of the triangulated category \( \mathcal{H}_P(\text{proj } A) \). Using the equivalence \( F : \text{mod } A \to \mathcal{L}_A \), we obtain a Grothendieck group \( G_0^P(\text{proj } A) \) for the stable module category which is defined via perfect exact sequences. We show that \( G_0^P(\text{proj } A) \) is invariant under stable equivalences which preserve perfect exact sequences.

**Definition 3.2.** Let \( L \) be the free abelian group generated by the isomorphism classes of objects in \( \text{mod } A \) without projective direct summands. Let \( R' \) be the subgroup of \( L \) generated by the classes

\[ [X] - [Y] + [Z] \]

where \( 0 \to X \to Y \oplus P \to Z \to 0 \) is a perfect exact sequence with \( P \in \text{proj } A \).

The group \( G_0^P(\text{proj } A) \) is defined as the quotient \( L/R' \).

**Theorem 3.3.** The equivalence \( F : \text{mod } A \to \mathcal{L}_A \) induces an isomorphism

\[ G_0^P(\text{proj } A) \simeq G_0(\mathcal{H}_P(\text{proj } A)). \]

**Proof.** By Proposition 1.5, every perfect exact sequence \( 0 \to X \to Y \oplus P \to Z \to 0 \) in \( \text{mod } A \) with \( P \) projective induces a distinguished triangle \( F_X^* \to F_Y^* \to F_Z^* \to \text{in } \mathcal{L}_A \subseteq \mathcal{H}_P(\text{proj } A) \) and vice versa. Hence, the natural map \( \sigma : G_0^P(\text{proj } A) \to G_0(\mathcal{H}_P(\text{proj } A)) \) given by \( [X] \mapsto [F_X^*] \) is well-defined. Since split exact sequences are perfect exact, \( \sigma \) is a group homomorphism.

Suppose given \( X \in \text{mod } A \). Let \( S_1, \ldots, S_n \) be the composition factors of \( X \). For \( 1 \leq k \leq n \), let \( S_k \hookrightarrow I_k \) be the injective hull of \( S_k \) together with a short exact sequence \( 0 \to S_k \to I_k \to C_k \to 0 \) in \( \text{mod } A \). Note that the modules \( I_k \) and \( C_k \) are uniquely determined by \( X \) up to isomorphism. Throughout the proof, we write \( I_X := \bigoplus_{k=1}^n I_k \) and \( C_X := \bigoplus_{k=1}^n C_k \) for a given \( A \)-module \( X \). If \( X \) is the zero module, we set \( I_X = 0 \) and \( C_X = 0 \).

**Claim 1.** Let \( X \in \mathcal{P}_A \) with minimal projective resolution \( P^* \). We have \( ([I_X] - [C_X])\sigma = [P^*] \).

**Proof of claim 1.** Let \( Q_k^* \) be the minimal projective resolution of \( S_k \) for \( 1 \leq k \leq n \). By Lemma 2.7.(2), we have \( [P^*] = \sum_{k=1}^n [Q_k^*] \). For all \( 1 \leq k \leq n \) we additionally have that \( [Q_k^*] = [F_{I_k}^*] - [F_{C_k}^*] \) by Lemma 2.8. Together, we obtain

\[ ([I_X] - [C_X])\sigma = \sum_{k=1}^n [I_k]\sigma - [C_k]\sigma = \sum_{k=1}^n [F_{I_k}^*] - [F_{C_k}^*] = \sum_{k=1}^n [Q_k] = [P^*]. \]
This proves the claim.

Suppose given a complex $G^\ast \in \mathcal{H}_P(\text{proj } A)$. Let $l \in \mathbb{Z}$ such that $H^{\leq l}(G^\ast) = 0$. Let $r \in \mathbb{Z}_{\geq 1}$ such that $H_{\geq r}(G^\ast) = 0$. We aim to define a map

$$\delta' : \mathcal{H}_P(\text{proj } A) \to G_0^0(A) : G^\ast \mapsto \sum_{k=l}^{r-1} (-1)^k ([I_{H^k}(G^\ast)] - [C_{H^k}(G^\ast)]) + (-1)^r [H^r(\tau_{\geq r}G^\ast)].$$

Claim 2. Suppose given $F_X^\ast \in \mathcal{L}_A$ for $X \in \text{mod } A$ with $H^0(F_X^\ast)$ non-zero. Suppose given a submodule $H$ of $H^0(F_X^\ast)$ together with a short exact sequence $0 \to H \to X \to N \to 0$. We have $[X] = [I_H] - [C_H] + [N]$ in $G_0^0(A)$.

If $H = H^0(F_X^\ast)$, then we have $[X] = [H^0(\tau_{\leq 0}F_X^\ast)] = [I_H] - [C_H] - [H^1(\tau_{\leq 1}F_X^\ast)]$ in $G_0^0(A)$.

Proof of claim 2. We proceed by induction on the number of composition factors of $H$.

Suppose that $S := H$ is simple. Let $I \in \text{mod } A$ be the injective hull of $S$. Since $S$ is a submodule of $X$, there exists an injective module $J \in \text{mod } A$ such that $I \oplus J$ is the injective hull of $X$. Let $P^\ast$ be the minimal projective resolution of $S$. By Lemma 2.4.(2,3), we have the following distinguished triangle

$$P^\ast \xrightarrow{u^\ast} F_X^\ast \to F_N^\ast \to \ldots$$

and a short exact sequence $0 \to S \to H^0(F_X^\ast) \to H^0(F_N^\ast) \to 0$. Additionally, we have the following distinguished triangle by Lemma 2.8 with $w^\ast : P^\ast \to F_I^\ast$ induced by the embedding $S \hookrightarrow I$. Note that $S \in \mathcal{P}_A$ since $H^0(F_X^\ast) \in \mathcal{P}_A$.

$$P^\ast \xrightarrow{(w^\ast, 0)} F_I^\ast \oplus F_J^\ast \to F_C^\ast \oplus F_J^\ast \to \ldots$$

The embedding $S \hookrightarrow I \oplus J$ factors through the embedding $S \hookrightarrow X$ via an injective morphism $X \to I \oplus J$. This induces a morphism of complexes $(v_1^\ast, v_2^\ast) : F_X^\ast \to F_I^\ast \oplus F_J^\ast$ such that $u^\ast(v_1^\ast, v_2^\ast) = (w^\ast, 0)$ in $K(\text{proj } A)$. Let $K^\ast := C((v_1^\ast, v_2^\ast))^\ast$ be its mapping cone. By [8, Theorem 3.9], we have that $K^\ast \in \mathcal{L}_A$.

We obtain the following distinguished triangle.

$$F_X^\ast \xrightarrow{(v_1^\ast, v_2^\ast)} F_I^\ast \oplus F_J^\ast \to K^\ast \to \ldots$$

Now, the octahedral axiom gives another distinguished triangle.

$$F_N^\ast \to F_C^\ast \oplus F_J^\ast \to K^\ast \to \ldots$$

By Proposition 1.5 the two triangles above induce perfect exact sequences such that

$$[X] - [N] = [I] + [J] - [H^0(\tau_{\leq 0}K^\ast)] - ([C] + [J] - [H^0(\tau_{\leq 1}K^\ast)]) = [I] - [C].$$

This verifies the claim in the case that $S = H$ is simple. Now, suppose that $H$ has $n > 1$ many composition factors. Let $0 \to U \to H \to T \to 0$ be a short exact sequence in $\text{mod } A$ with $T$ a simple module. Let $X := \text{Cok}(U \to X)$. By induction, we may assume that we have $[X] = [I_U] - [C_U] + [X]$ in $G_0^0(A)$. Consider the following commutative diagram with exact rows.

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & U & \longrightarrow & H & \longrightarrow & T & \longrightarrow & 0 \\
| & & | & & | & & | & & | \\
0 & \longrightarrow & U & \longrightarrow & X & \longrightarrow & X & \longrightarrow & 0 \\
| & & | & & | & & | & & | \\
0 & \longrightarrow & 0 & \longrightarrow & N & \longrightarrow & N & \longrightarrow & 0 \\
\end{array}
\]

Since $0 \to H \to X \to N \to 0$ is a short exact sequence, we obtain another short exact sequence $0 \to T \to X \to N \to 0$. By Lemma 2.4.(2,3), we also have a short exact sequence of the form $0 \to U \to H^0(F_X^\ast) \to H^0(F_N^\ast) \to 0$. Thus, $T$ is a submodule of $H^0(F_X^\ast)$. Using that $T$ is simple, we can show as above that $[X] = [I_T] - [C_T] + [N]$. Since $[I_H] = [I_U] + [I_T]$ and $[C_H] = [C_U] + [C_T]$, combining all equations yields $[X] = [I_H] - [C_H] + [N]$ in $G_0^0(A)$.

If $H = H^0(F_X^\ast)$, we have that $H^0(F_N^\ast) = 0$ and $\tau_{\geq 0}F_X^\ast = \tau_{\geq 0}F_N^\ast$ by Lemma 2.4.(1,2). Since $H^0(F_N^\ast) = 0$, we know that $F_N^\ast[1] \in \mathcal{L}_A$. By Proposition 1.5, the distinguished triangle $F_N^\ast \to 0 \to F_N^\ast[1] \to$ now
results in a perfect exact sequence \( 0 \to N \to P \to H^0(\tau_{\leq 0}(F_N^*[1])) \to 0 \) for some \( P \in \text{proj} \ A \). Thus, we obtain \([N] = -[H^1(\tau_{<1}F_N^*)] = -[H^1(\tau_{<1}F_N)] \) in \( G^0(A) \). In conclusion, \([X] = [I_H] - [C_H] + [N] = [I_H] - [C_H] - [H^1(\tau_{\leq 1}F_N)] \). This proves the claim.

**Claim 3.** Suppose given a complex \( G^* \in \mathcal{H}_P(\text{proj} \ A) \). Let \( l \in \mathbb{Z} \) such that \( H^{<l}(G^*) = 0 \). Let \( r_1 \in \mathbb{Z}_{\geq l} \) such that \( H^{\geq r_1}(G^*_r) = 0 \). We write \( X_k := H^k(\tau_{\leq k}G^*) \). Then the element

\[
\sum_{k=l}^{r_1-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_1} [X_{r_1}]
\]

in \( G^0(A) \) is independent of the choice of \( l \) and \( r_1 \) provided \( H^{<l}(G^*) = 0 \) and \( H^{\geq r_1}(G^*_r) = 0 \). That is, for every \( r_2 \geq r_1 \), we have

\[
(-1)^{r_1} [X_{r_1}] = \sum_{k=r_1}^{r_2-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2} [X_{r_2}].
\]

**Proof of claim 3.** The independence of \( l \) of the sum above follows from \( I_{H^k(G^*)} = 0 \) and \( C_{H^k(G^*)} = 0 \) for \( k < l \). We show that

\[
0 = \sum_{k=r_1}^{r_2-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2} [X_{r_2}] - (-1)^{r_1} [X_{r_1}].
\]

by induction on \( r_2 \in \mathbb{Z}_{r_2} \). For \( r_2 = r_1 \) there is nothing to show. For the induction step, we may assume that the equation holds for some \( r_2 \geq r_1 \). We obtain

\[
\sum_{k=r_1}^{r_2} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r_2+1} [X_{r_2+1}] - (-1)^{r_1} [X_{r_1}]
\]

\[
= (-1)^{r_2} ([I_{H^r(G^*)}] - [C_{H^r(G^*)}]) + (-1)^{r_2+1} [X_{r_2+1}] - (-1)^{r_2} [X_{r_2}].
\]

Note that \( H^{\geq r_2}(G^*_r) = 0 \) and \( H^{\geq r_2}((F_{X_{r_2}}^*[-r_2])^*) = H^{\geq 0}((F_{X_{r_2}}^*)^*) = 0 \). Furthermore, we have \( H^{\geq r_2}(\tau_{\leq r_2}F_{X_{r_2}}^*) \simeq X_{r_2} \simeq H^{\geq 0}(\tau_{\leq r_2}G^*) \). Since projective resolutions are unique up to isomorphism in \( \mathcal{K}(\text{proj} \ A) \), this implies that \( \tau_{\leq r_2}G^* \simeq \tau_{\geq r_2}(F_{X_{r_2}}^*[-r_2]) \) in \( \mathcal{K}(\text{proj} \ A) \). In particular, we have \( H^{\geq r_2}(G^*) \simeq H^{\geq r_2}(F_{X_{r_2}}^*[-r_2]) = H^0(F_{X_{r_2}}^*) \). Using claim 2, we obtain

\[
[I_{H^r(G^*)}] - [C_{H^r(G^*)}] = [H^0(\tau_{<0}F_{X_{r_2}}^*)] + [H^1(\tau_{\leq 1}F_{X_{r_2}}^*)]
\]

\[
= [H^0(\tau_{\leq r_2}G^*)] + [H^{r_2+1}(\tau_{\leq r_2+1}G^*)]
\]

\[
= [X_{r_2}] + [X_{r_2+1}].
\]

Thus, we have

\[
(-1)^{r_2} ([I_{H^r(G^*)}] - [C_{H^r(G^*)}]) + (-1)^{r_2+1} [X_{r_2+1}] - (-1)^{r_1} [X_{r_1}]
\]

\[
= (-1)^{r_2} ([X_{r_2}] + [X_{r_2+1}]) + (-1)^{r_2+1} [X_{r_2+1}] - (-1)^{r_2} [X_{r_2}] = 0.
\]

This proves the claim.

Suppose given a complex \( G^* \in \mathcal{H}_P(\text{proj} \ A) \). Let \( l \in \mathbb{Z} \) such that \( H^{<l}(G^*) = 0 \). Let \( r \in \mathbb{Z}_{\geq l} \) such that \( H^{\geq r}(G^*_r) = 0 \). We define a map \( \delta' \) as follows.

\[
\delta' : \mathcal{H}_P(\text{proj} \ A) \to G^0(A) : G^* \mapsto \sum_{k=l}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^{r}[H^r(\tau_{\leq r}G^*)].
\]

By claim 3 this definition is independent of the choice of \( l \) and \( r \).

**Claim 4.** Suppose given a distinguished triangle \( G^* \to K^* \to L^* \to \) in \( \mathcal{H}_P(\text{proj} \ A) \). We have that \( ([G^*] - [K^*] + [L^*])\delta' = 0 \) in \( G^0(A) \).

**Proof of claim 4.** Let \( l \in \mathbb{Z} \) such that \( H^{<l}(G^*) = 0 \), \( H^{<l}(K^*) = 0 \) and \( H^{<l}(L^*) = 0 \). Let \( r \in \mathbb{Z}_{\geq l} \) such that \( H^{\geq r}(G^*_r) = 0 \), \( H^{\geq r}(K^*_r) = 0 \) and \( H^{\geq r}(L^*_r) = 0 \). The distinguished triangle induces a split short
exact sequence of complexes $0 \to \tau_{<r}G^* \to \tau_{\leq r}\tilde{K}^* \to \tau_{\leq r}L^* \to 0$ with $\tilde{K}^* \simeq K^*$ in $\mathcal{K}(\text{proj } A)$. Note that $[H^r(\tau_{\leq r}\tilde{K}^*)] = [H^r(\tau_{\leq r}K^*)]$. This results in the following long exact sequence of cohomology.

$$0 \to H^r(G^*) \to H^r(K^*) \to \cdots \to H^{-1}(L^*) \to H^r(\tau_{\leq r}G^*) \to H^r(\tau_{\leq r}\tilde{K}^*) \to H^r(\tau_{\leq r}L^*) \to 0$$

Recall that for $X \in \text{mod } A$ the modules $I_X$ and $C_X$ are uniquely determined up to isomorphism by the composition factors of $X$. The long exact sequence of cohomology now implies that

$$\sum_{k=1}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [I_{H^k(K^*)}] + [I_{H^k(L^*)}] - [C_{H^k(G^*)}] + [C_{H^k(K^*)}] - [C_{H^k(L^*)}]) + (-1)^r ([I_{\text{Im}(\delta)}] - [C_{\text{Im}(\delta)}]) = 0$$

We write $X := H^r(\tau_{\leq r}G^*)$ and $\tilde{X} := H^r(\tau_{\leq r}G^*)/\text{Im}(\delta) \simeq \text{Ker}(H^r(\tau_{\leq r}K^*) \to H^r(\tau_{\leq r}L^*))$. Note that $\text{Im}(\delta) \simeq \text{Cok}(H^{-1}(K^*) \to H^{-1}(L^*)) \to H^r(G^*) \simeq H^0(F_X^*)$. Thus, Lemma 2.4.(1,3) implies $\tau_{\geq 0}F_X^* = \tau_{\geq 0}F_{\tilde{X}}^*$ so that $X^* \simeq \tilde{X}^*$. Moreover, $[H^r(\tau_{\leq r}G^*)] = [X] = [I_{\text{Im}(\delta)}] - [C_{\text{Im}(\delta)}] + [\tilde{X}]$ by claim 2. Together with the above, we obtain

$$([G^*] - [K^*] + [L^*])\tilde{\sigma}^r = \sum_{k=1}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [I_{H^k(K^*)}] + [I_{H^k(L^*)}] - [C_{H^k(G^*)}] + [C_{H^k(K^*)}] - [C_{H^k(L^*)}])$$

$$+ (-1)^r ([H^r(\tau_{\leq r}G^*)] - [H^r(\tau_{\leq r}K^*)] + [H^r(\tau_{\leq r}L^*)])$$

$$= - (-1)^r ([I_{\text{Im}(\delta)}] - [C_{\text{Im}(\delta)}]) + (-1)^r ([H^r(\tau_{\leq r}G^*)] - [H^r(\tau_{\leq r}K^*)] + [H^r(\tau_{\leq r}L^*)])$$

It remains to show that the short exact sequence $0 \to \tilde{X} \to H^r(\tau_{\leq r}\tilde{K}^*) \to H^r(\tau_{\leq r}L^*) \to 0$ is perfect exact. The componentwise split sequence $0 \to \tau_{\geq r+1}L^* \to \tau_{\geq r+1}\tilde{K}^* \to \tau_{\geq r+1}G^* \to 0$ induces the following short exact sequence.

$$0 \to H_{r+1}(\tau_{\geq r+1}L^*) \to H_{r+1}(\tau_{\geq r+1}\tilde{K}^*) \to H_{r+1}(\tau_{\geq r+1}G^*) \to 0$$

Recall that $H_{\geq r}(L^*) = 0$. Thus, we have

$$H_{r+1}(\tau_{\geq r+1}L^*) \simeq \text{Cok}(L^*_{r+2} \to L^*_{r+1}) \simeq \text{Ker}(L^*_r \to L^*_r) \simeq H^r(\tau_{\leq r}L^*)^*$.

Similarly for the other two terms. This results in the following short exact sequence.

$$0 \to H^r(\tau_{\leq r}L^*)^* \to H^r(\tau_{\leq r}\tilde{K}^*)^* \to X^* \to 0$$

Since $X^* \simeq \tilde{X}^*$, we obtain that $0 \to \tilde{X} \to H^r(\tau_{\leq r}\tilde{K}^*) \to H^r(\tau_{\leq r}L^*) \to 0$ is a perfect exact sequence. This proves the claim.

Using claim 4, the map $\tilde{\sigma}^r$ induces a map

$$\tilde{\sigma} : G_0(\mathcal{H}_P(\text{proj } A)) \to G_0^P(A) : [G^*] \mapsto \sum_{k=1}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}]) + (-1)^r [H^r(\tau_{\leq r}G^*)].$$

We show that $\sigma \tilde{\sigma} = \text{id}_{G_0^P(A)}$ and $\tilde{\sigma} \sigma = \text{id}_{G_0(\mathcal{H}_P(\text{proj } A))}$. Then $\sigma$ and $\tilde{\sigma}$ are mutually inverse isomorphisms.

For $X \in \text{mod } A$, we have $[X]\sigma \tilde{\sigma} = [F_X^*] \tilde{\sigma} = [H^0(\tau_{\leq 0} F_X^*)] = [X]$ since we can choose $l = r = 0$ in the definition of $\tilde{\sigma}$. On the other hand, suppose given $G^* \in \mathcal{H}_P(\text{proj } A)$. Let $P^*_k$ be the minimal projective resolution of $H^k(G^*)$ for $l \leq k \leq r - 1$ where $l, r \in \mathbb{Z}$ with $H^l(G^*) = 0$ and $H_{\geq r}(G^*) = 0$. Let $X_r := H^r(\tau_{\leq r}G^*)$. Using claim 1, we have $([I_{H^k(G^*)}] - [C_{H^k(G^*)}])\sigma = [P^*_k]$. By Lemma 2.5.(2), we have $[G^*] = \sum_{k=1}^{r-1} (-1)^k [P^*_k] + (-1)^r [F^*_X]$. Together, we obtain

$$[G^*]\tilde{\sigma} \sigma = \sum_{k=1}^{r-1} (-1)^k ([I_{H^k(G^*)}] - [C_{H^k(G^*)}])\sigma + (-1)^r [X_r]\sigma$$

$$= \sum_{k=1}^{r-1} (-1)^k [P^*_k] + (-1)^r [F^*_X] = [G^*].$$

□
Let $\eta : 0 \to X \to Y \oplus P \to Z \to 0$ be a perfect exact sequence in $\text{mod} A$ without split summands such that $P$ is projective and $Y$ has no projective direct summand. We say that a stable equivalence $\alpha : \text{mod} A \to \text{mod} B$ preserves the perfect exact sequence $\eta$ if there exists a perfect exact sequence $0 \to \alpha(X) \to \alpha(Y) \oplus \tilde{P} \to \alpha(Z) \to 0$ in $\text{mod} B$ with $\tilde{P} \in \text{proj} B$. Similar to the stable Grothendieck group, a stable equivalence that preserves perfect exact sequences also induces an isomorphism on the level of $G^P_0(A)$.

### Theorem 3.4
Let $\alpha : \text{mod} A \to \text{mod} B$ be a stable equivalence such that $\alpha$ and its quasi-inverse preserve perfect exact sequences. Then $\alpha$ induces an isomorphism $G^P_0(A) \cong G^P_0(B)$.

**Proof.** By assumption, every perfect exact sequence $0 \to X \to Y \oplus P \to Z \to 0$ in $\text{mod} A$ with $P$ projective induces a perfect exact sequence

$$0 \to \alpha(X) \to \alpha(Y) \oplus \tilde{P} \to \alpha(Z) \to 0$$

with $\tilde{P} \in \text{proj} B$.

Hence, the natural map $G^P_0(A) \to G^P_0(B)$ given by $[X] \mapsto [\alpha(X)]$ is well-defined. Since $\alpha$ is an equivalence, this map is an isomorphism. \hfill \Box

Note that $G^s_0(A) = 0$ if $\text{gldim} A < \infty$. In fact, we have $[\Omega(X)] = -[X]$ by setting $Y = 0$ in the definition of $G^s_0(A) = 0$. If $\Omega^n(X)$ is projective for some $n \geq 1$, we obtain $[X] = 0$.

In general, $G^s_0(A)$ and $G^P_0(A)$ are not isomorphic. In particular, $G^P_0(A)$ can be non-zero even in case of finite global dimension. However, the following holds.

### Remark 3.5
We have a surjective group homomorphism

$$G^P_0(A) \to G^s_0(A) : [X] \mapsto [X]_{st}.$$

If $A$ is self-injective, this is an isomorphism.

In fact, every perfect exact sequence in the definition of $G^P_0(A)$ is also a short exact sequence of the form stated in the definition of $G^s_0(A)$. If $A$ is self-injective, every short exact sequence is perfect exact. After potentially removing a split exact sequence starting in a projective module, every short exact sequence is of the form as stated in Definition 3.2.

We close this section with a remark on generating systems of $G^P_0(A)$.

### Remark 3.6
By construction, $G^P_0(A)$ is generated by the indecomposable modules in $\text{mod} A$. Thus, $G_0(\mathcal{H}_P(\text{proj} A))$ is generated by $[F^\ast]$ for $F^\ast \in \mathcal{L}_A$ indecomposable by Theorem 3.3.

However, in general $G^P_0(A)$ is not generated by the non-projective simple modules in $\text{mod} A$. In comparison, every simple minded system over $A$ is a generating system of $G^P_0(A)$ as was shown in [9, Lemma 2.3]. In particular, this holds for the simple $A$-modules.

### 4. A Nakayama closure

In general, the triangulated category $\mathcal{H}_P(\text{proj} A)$ discussed in Section 2 is neither characteristic in $\mathcal{K}(\text{proj} A)$, nor in $\mathcal{H}(\text{proj} A)$. In particular, for algebras of finite global dimension, the category is not closed under the derived Nakayama functor. However, the category $\mathcal{H}_P(\text{proj} A)$ can be enlarged to the category $\mathcal{H}_{\text{stp}}(\text{proj} A)$ by replacing the projective-injective modules with strongly projective-injective modules.

In this section, we consider an equivalence $\nu_R : \mathcal{K}^{+, b}(\text{proj} A) \to \mathcal{K}^{-, b}(\text{proj} A)$ induced by the Nakayama functor. In case that $\text{gldim} A < \infty$, we retrieve the derived Nakayama functor $K^b(\text{proj} A) \to K^b(\text{proj} A)$. Our aim is to show that $\mathcal{H}_{\text{stp}}(\text{proj} A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj} A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_R$ and under isomorphisms. Assuming that $A$ can be embedded into a strongly projective-injective module, we give conditions under which $\mathcal{H}_{\text{stp}}(\text{proj} A)$ is characteristic in $\mathcal{H}(\text{proj} A)$.

For the main proof, we will be able to reuse most of the results of Section 2. The main new technical result in Lemma 4.5 shows that a projective resolution of a simple module in $\mathcal{L}(\text{stp} A)$ is contained in any triangulated subcategory that contains $\mathcal{L}_A$ and is closed under $\nu_R$ and under isomorphisms.
**Lemma 4.1.** Let $X$ be an $A$-module and $Z \in \mathcal{P}_A$. Then $\text{Hom}_A(\nu^{-1}X, Z) \simeq \text{Hom}_A(X, \nu Z)$ as $k$-vector spaces.

**Proof.** Let $I^* \in \mathcal{K}^+(\text{inj } A)$ be an injective presentation of $X$.

$$X \xrightarrow{d_1} I^0 \xrightarrow{d_2} I^1$$

Applying $\nu^{-1}$ componentwise, we obtain a sequence $Q^* \in \mathcal{K}^+(\text{proj } A)$.

$$\nu^{-1}X \leftarrow \nu^{-1}I^0 \xrightarrow{d_2} \nu^{-1}I^1$$

Note that we have $X = \ker(d_1)$ and $\nu^{-1}X = \ker(d_2)$ since $\nu^{-1}$ is left exact.

**Claim.** We have $\text{Hom}_A(X, Z) \simeq \text{Hom}_{\mathcal{K}(\text{inj } A)}(I^*, Z)$ and $\text{Hom}_A(\nu^{-1}X, Z) \simeq \text{Hom}_{\mathcal{K}(\text{proj } A)}(Q^*, Z)$ for $Z \in \text{proj } A$.

Suppose given $Y \in \text{mod } A$ and a sequence $0 \to Y \to C^0 \to C^1$ in mod $A$ with $\text{Ker}(C^0 \xrightarrow{d} C^1)$. This gives a complex $C^* \in \mathcal{K}(\text{mod } A)$ with $C^k = 0$ for $k \notin \{0, 1\}$. We show that this implies $\text{Hom}_A(Y, Z) \simeq \text{Hom}_{\mathcal{K}(\text{mod } A)}(C^*, Z)$.

Let $f$ be a non-zero morphism in $\text{Hom}_A(Y, Z)$. Since $Z$ is injective, there is a morphism $\phi^0 : C^0 \to Z$ such that the following diagram commutes.

$$
\begin{array}{ccc}
Y & \xrightarrow{\iota} & C^0 \\
\downarrow{f} & & \downarrow{\phi^0} \\
\phi^0 & \circ & Z
\end{array}
$$

Set $\phi^k = 0$ for all $k \neq 0$. We obtain $\phi^* \in \text{Hom}_{\mathcal{K}(\text{mod } A)}(C^*, Z)$.

Let $C^0 \xrightarrow{\phi^0} Z$ be another morphism such that $f = \iota \phi^0$. Then $\iota(\phi^0 - \phi^0) = 0$ and we obtain the following morphism of complexes.

$$
\begin{array}{ccc}
Y & \xrightarrow{\iota} & C^0 \\
\downarrow & & \downarrow{\phi^0 - \phi^0} \\
0 & \to & Z
\end{array}
$$

By Lemma 2.1.(1) this yields $\phi^0 - \phi^0 = 0$ so that $f\phi^0 = \phi^0$. Thus, $f \mapsto f\psi := \phi^*$ defines a $k$-linear map

$$\text{Hom}_A(Y, Z) \xrightarrow{\psi} \text{Hom}_{\mathcal{K}(\text{mod } A)}(C^*, Z).$$

It remains to show that $\psi$ is an isomorphism. Suppose that $\phi^* = f\psi = 0$ in $\mathcal{K}(\text{mod } A)$. In this case, there exists a morphism $h : C^1 \to Z$ such that $dh = \phi^0$. However, this implies

$$0 = \iota dh = \iota \phi^0 = f$$

so that $\psi$ is injective. Now, suppose given a morphism $\phi^* \in \text{Hom}_{\mathcal{K}(\text{mod } A)}(C^*, Z)$. Setting $f := \iota \phi^0 \in \text{Hom}_A(Y, Z)$, we obtain $f\psi = \phi^*$ so that $\psi$ is surjective. This concludes the proof of the claim.

We obtain the following sequence of isomorphisms using that $\nu : \mathcal{K}(\text{proj } A) \to \mathcal{K}(\text{inj } A)$ is an equivalence.

$$
\begin{align*}
\text{Hom}_A(\nu^{-1}X, Z) & \simeq \text{Hom}_{\mathcal{K}(\text{proj } A)}(Q^*, Z) \\
& \simeq \text{Hom}_{\mathcal{K}(\text{inj } A)}(I^*, \nu Z) \\
& \simeq \text{Hom}_A(X, \nu Z)
\end{align*}
$$

The next lemma provides one part of the functor $\nu_{\mathcal{K}} : \mathcal{K}^{+, -b}(\text{proj } A) \to \mathcal{K}^{+, -b}(\text{proj } A)$. Recall that the equivalence $\nu : \text{proj } A \to \text{inj } A$ given by the Nakayama functor $\nu(-) = D((-)^*)$ induces an equivalence $\mathcal{K}(\text{proj } A) \to \mathcal{K}(\text{inj } A)$ via $F^* \mapsto (\nu F^k)_{k \in \mathbb{Z}}$.  
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Lemma 4.2. The equivalence of triangulated categories

\[ \nu : \mathcal{K}(\text{proj} A) \xrightarrow{\sim} \mathcal{K}(\text{inj} A) \]

induced by the Nakayama functor restricts to an equivalence of triangulated categories

\[ \mathcal{K}^{+, b'}(\text{proj} A) \xrightarrow{\sim} \mathcal{K}^{+, b}(\text{inj} A) \]

Proof. Recall that \( \nu(X) = \text{D}(X^*) \) for an \( A \)-module \( X \). Suppose given \( P^* \in \mathcal{K}^{+, b'}(\text{proj} A) \). Thus, we have \( P^* \in \mathcal{K}^{-b}(A\text{-proj}) \) and we obtain \( \text{D}(P^*) = \nu P^* \in \mathcal{K}^{+, b}(\text{inj} A) \) since \( \text{D} \) is exact.

Recall that \( \nu^{-1}(X) = (\text{D}(X))^* \) for an \( A \)-module \( X \). Suppose given \( I^* \in \mathcal{K}^{+, b}(\text{inj} A) \). Applying \( \text{D}(-) \) to \( I^* \) componentwise, we obtain a complex \( \text{D} I^* \in \mathcal{K}^{-b}(A\text{-proj}) \) since \( \text{D} \) is exact. In particular, \( \text{D} I^* \) is bounded in cohomology so that \( (\text{D} I^*)^* = \nu^{-1} I^* \in \mathcal{K}^{+, b}(\text{proj} A) \).

In conclusion, \( \nu \) restricts to an equivalence \( \mathcal{K}^{+, b'}(\text{proj} A) \xrightarrow{\sim} \mathcal{K}^{+, b}(\text{inj} A) \).

Definition 4.3. We say that a triangulated subcategory \( T \) of \( \mathcal{K}(\text{mod} A) \) is closed under \( \nu_\mathcal{K} \) if the restriction of \( \nu_\mathcal{K} \) to the full subcategory with objects in \( T \cap \mathcal{K}^{+, b'}(\text{proj} A) \) has an essential image in \( T \).

Remark 4.4. Recall that \( \mathcal{H}(\text{proj} A) \) is the full subcategory of \( \mathcal{K}(\text{proj} A) \) consisting of all complexes \( F^* \in \mathcal{K}(\text{proj} A) \) such that there exist \( l, r \in \mathbb{Z} \) with \( H^0(l)(F^*) = 0 \) and \( H^r(F^*) = 0 \). In particular, \( \mathcal{K}^{+, b'}(\text{proj} A) \) and \( \mathcal{K}^{-, b}(\text{proj} A) \) are subcategories of \( \mathcal{H}(\text{proj} A) \).

(1) Let \( \text{gldim} A < \infty \). Then \( \mathcal{H}_{\text{stp}}(\text{proj} A) = \{ K^b(\text{stp} A) \cap \mathcal{K}^b(\text{proj} A) \} \) and \( \nu_\mathcal{K} \) is equivalent to the derived Nakayama functor \( \mathcal{K}^b(\text{proj} A) \xrightarrow{\sim} \mathcal{K}^b(\text{proj} A) \).

(2) If \( A \) is self-injective, we will see that \( \mathcal{H}_{\text{stp}}(\text{proj} A) = \mathcal{H}(\text{proj} A) = \mathcal{L}_A \); cf. Theorem 5.3. Furthermore, the restriction of \( \nu_\mathcal{K} \) to \( \mathcal{H}_{\text{stp}}(\text{proj} A) \cap \mathcal{K}^{+, b'}(\text{proj} A) \) is zero, since all non-zero complexes in \( \mathcal{H}_{\text{stp}}(\text{proj} A) \) are unbounded. Thus, \( \mathcal{L}_A \) is trivially closed under \( \nu_\mathcal{K} \) in this case.

We aim to show that \( \mathcal{H}_{\text{stp}}(\text{proj} A) \) is the smallest triangulated subcategory of \( \mathcal{K}(\text{proj} A) \) that contains \( \mathcal{L}_A \) and is closed under \( \nu_\mathcal{K} \) and under isomorphisms. It remains to verify that a projective resolution \( P^{<0} \) of a simple module \( S \in \{ \text{stp} A \} \) is an element of every triangulated category that contains \( \mathcal{L}_A \) and is closed under \( \nu_\mathcal{K} \) and under isomorphisms. Our strategy is as follows.

We consider a complex \( Q^* \in \mathcal{K}(\text{proj} A) \) such that \( \nu_\mathcal{K}(Q^{<0}) \cong P^{<0} \) and \( Q^{<0} \) is a projective resolution of \( \nu^{-1} S \). Furthermore, \( \nu^{-1} S \) embeds into \( Q^1 \). If \( Q^1 \) is not injective, the result follows from Lemma 2.8. Otherwise, we inductively construct new simple modules \( S_k \) which embed into \( \nu^{-k}(Q^1) \). By assumption, \( \nu(Q^1) \) cannot be strongly projective-injective, so that this procedure terminates with a \( \nu^{-k}(Q^1) \) which is not injective.

Lemma 4.5. Let \( T \) be a triangulated subcategory of \( \mathcal{K}(\text{proj} A) \) that contains \( \mathcal{L}_A \) and is closed under \( \nu_\mathcal{K} \) and under isomorphisms.

Suppose \( S \) is a simple \( A \)-module with minimal projective resolution \( P^{<0} \). If \( S \in \{ \text{stp} A \} \), then we have \( P^{<0} \in T \).

Proof. Suppose that \( S \) is injective. Then we have \( S^* = 0 \), otherwise \( S \) is projective and thus strongly projective-injective, a contradiction. Hence, \( F^*_S \) is the minimal projective resolution of \( S \) which is contained in \( \mathcal{L}_A \).
For the remainder of the proof we assume that $S$ is not injective. Let $S \hookrightarrow \nu Q^1 \rightarrow \nu Q^2$ be the minimal injective presentation of $S$ with $Q^1, Q^2 \in \text{proj } A$.

Extend $Q^1 \rightarrow Q^2$ to an element $Q'[2] \in \mathcal{L}_A$. Then the truncation $Q'^{\leq 0}$ is the minimal projective resolution of $\nu^{-1} S = \ker (Q^1 \rightarrow Q^2)$.

$$
\cdots \longrightarrow Q^{-1} \longrightarrow Q^0 \longrightarrow Q^1 \longrightarrow Q^2 \longrightarrow \cdots
$$

Note that $Q'^{> 0} \in K^{+, b}(\text{proj } A)$. Applying $\nu_K$ yields $\nu_K(Q'^{> 0}) \simeq P^{\leq 0}$ in $K^{-, b}(\text{proj } A)$ since $\nu Q'^{> 0}$ is an injective resolution of $S$. Hence, $Q'^{> 0} \in \mathcal{T}$ implies $P^{\leq 0} \in \mathcal{T}$ since $\mathcal{T}$ is closed under isomorphisms. Moreover, we have the distinguished triangle

$$
Q'^{> 0} \rightarrow Q' \rightarrow Q'^{\leq 0} \rightarrow Q'^{> 0}[1]
$$

so that $Q'^{> 0} \in \mathcal{T}$ if and only if $Q'^{\leq 0} \in \mathcal{T}$ since $\mathcal{T}$ is closed under isomorphisms. It remains to show that $Q'^{\leq 0} \in \mathcal{T}$. If $\nu^{-1} S = 0$, we have $Q'^{\leq 0} = 0$ and we are done at this point.

Note that $\dim \text{Hom}_A(S, \nu Q^1) = 1$ and $\dim \text{Hom}_A(S, I) = 0$ for any injective module $I \not\simeq \nu Q^1$ since $S$ is simple. Suppose that $\nu Q^1$ is projective-injective. Otherwise, $S \in \perp \mathcal{P}$ and thus $P^{\leq 0} \in \mathcal{T}$ by Lemma 2.8. By assumption, $\nu Q^1$ is not strongly projective-injective.

Claim. It suffices to consider the case that $Q^1 \in \text{proj } A$ is not injective.

Assume that $Q^1 \in \mathcal{P}_A$. For every $Z \in \mathcal{P}_A$ with $Z \not\simeq Q^1$, that is $\nu Z \not\simeq \nu Q^1$, we have

$$
\dim \text{Hom}_A(\nu^{-1} S, Q^1) = \dim \text{Hom}_A(S, \nu Q^1) = 1
$$

by Lemma 4.1. Therefore, there exists a unique composition factor $S_0$ of $\nu^{-1} S$ with an embedding into $Q^1$. Furthermore, every other composition factor $S'$ of $\nu^{-1} S$ lies in $\perp \mathcal{P}_A$.

By Lemma 2.8 this means that the minimal projective resolution of every composition factor which is not isomorphic to $S_0$ is an element of $\mathcal{T}$. Therefore, by Lemma 2.7, the minimal projective resolution $Q'^{\leq 0}$ of $\nu^{-1} S$ is an element of $\mathcal{T}$ if the minimal projective resolution of $S_0$ is an element of $\mathcal{T}$. Note that $S_0 \in \perp \text{stp } A$. If not, then $Q^1$ must be strongly projective-injective and therefore $\nu Q^1$ as well so that $S \not\in \perp (\text{stp } A)$.

Now we can repeat the process described above for $S_0$ instead of $S$ and $Q^1$ instead of $\nu Q^1$. Inductively, for $k \geq 0$, this results in a simple module $S_k \in \perp (\text{stp } A)$ which is a composition factor of $\nu^{-1}(S_{k-1})$. Furthermore, $S_k$ embeds into $\nu^{-k}(Q^1)$. Since $A$ is finite dimensional and $Q^1$ is not strongly projective-injective, there exists a $k \in \mathbb{Z}$ such that $\nu^{-k}(Q^1)$ is projective but not injective. Thus, it suffices to show that the minimal projective resolution of $S_k$ lies in $\mathcal{T}$. This concludes the proof of the claim.

As a result, we can assume that $Q^1$ is not injective. We show that $\nu^{-1} S \in \perp \mathcal{P}_A$. If not, there is a $Z \in \mathcal{P}_A$ such that $\dim \text{Hom}(\nu^{-1} S, Z) \neq 0$. However, using that $\nu Q_1$ is the injective hull of $S$, we have

$$
\dim \text{Hom}(\nu^{-1} S, Z) \simeq \dim \text{Hom}(S, \nu Z) = 0
$$

since $Z \not\simeq Q^1 \not\in \mathcal{P}_A$, that is $\nu Z \not\simeq \nu Q^1$. This yields $\nu^{-1} S \in \perp \mathcal{P}_A$. Hence, the minimal projective resolution $Q'^{\leq 0}$ of $\nu^{-1} S$ is an element of $\mathcal{T}$ by Lemma 2.8. \qed

We are now ready to prove the main result of this section.

**Theorem 4.6.** Let $A$ be a finite dimensional $k$-algebra.

The category $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is the smallest triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms.

**Proof.** Note that $\mathcal{H}_{\mathcal{P}}(\text{proj } A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj } A) \subseteq \mathcal{H}(\text{proj } A)$ and $\text{stp } A \subseteq \mathcal{P}_A$. By Lemma 2.2.(3), we have that $\mathcal{L}_A \subseteq \mathcal{H}_{\mathcal{P}}(\text{proj } A) \subseteq \mathcal{H}_{\text{stp}}(\text{proj } A)$. Furthermore, $\mathcal{H}_{\text{stp}}(\text{proj } A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj } A)$ that is closed under isomorphisms by Remark 1.7.
We show that $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$ is closed under $\nu_K$. Let $F^* \in \mathcal{H}_{\text{stp}}(\text{proj}\, A) \cap K^{\perp, b'}(\text{proj}\, A)$. Since we have $\nu_K(K^b(\text{stp}\, A)) \approx K^b(\text{stp}\, A)$, this implies $\nu_K(F^*) \in \perp K^b(\text{stp}\, A)$. Since $K^{\perp, b'}(\text{proj}\, A) \cap \perp K^b(\text{stp}\, A)$ is contained in $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$, we obtain $\nu_K(F^*) \in \mathcal{H}_{\text{stp}}(\text{proj}\, A)$. In conclusion, $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$ is a triangulated category that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms.

Suppose that $T$ is another triangulated subcategory of $K(\text{proj}\, A)$ that contains $\mathcal{L}_A$ and is closed under $\nu_K$ and under isomorphisms. We show that $\mathcal{H}_{\text{stp}}(\text{proj}\, A) \subseteq T$.

By Lemma 2.3 and Lemma 2.5 it suffices to show that the minimal projective resolution of every $A$-module $X \in \perp (\text{stp}\, A)$ is an element of $T$. Moreover, by Lemma 2.7 it suffices to show that the minimal projective resolution of every composition factor of $X$ is an element of $T$. Let $S$ be such a composition factor. Then $S$ is an element of $\perp (\text{stp}\, A)$ by Lemma 2.6. Using Lemma 4.5, we now obtain that the minimal projective resolution of $S$ is an element of $T$.

Similarly as for $\mathcal{H}_P(\text{proj}\, A)$, we can characterize $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$ using right perpendicular categories; cf. Remark 2.10.

**Remark 4.7.** The following are equivalent for a complex $F^* \in K(\text{proj}\, A)$.

1. $F^* \in \perp K^b(\text{stp}\, A)$.
2. $H^k(F^*) \in \perp (\text{stp}\, A)$ for all $k \in \mathbb{Z}$.
3. $H^k(F^*) \in (\text{stp}\, A)^+$ for all $k \in \mathbb{Z}$.
4. $F^* \in K^b(\text{stp}\, A)^+$.

In particular, we have $F^* \in \mathcal{H}_{\text{stp}}(\text{proj}\, A)$ if and only if $F^* \in K^b(\text{stp}\, A)^+$ and $F^* \in \mathcal{H}(\text{proj}\, A)$.

We also note the following for the Auslander-Reiten quiver of $D^b(\text{mod}\, A)$.

**Remark 4.8.** Suppose that $A$ has finite global dimension. An Auslander-Reiten triangle in $K^b(\text{proj}\, A)$ is of the following form; cf. [5, Theorem 1.4].

$$\nu(F^*)[-1] \to G^* \to F^* \to$$

Thus, $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$ is the union of some Auslander-Reiten components in $\mathcal{H}(\text{proj}\, A) \approx K(\text{proj}\, A)$.

We observe the following for the case of $\mathcal{H}_P(\text{proj}\, A) = \mathcal{H}_{\text{stp}}(\text{proj}\, A)$.

**Lemma 4.9.** We have $\mathcal{H}_P(\text{proj}\, A) = \mathcal{H}_{\text{stp}}(\text{proj}\, A)$ if and only if $P_A = \text{stp}\, A$.

**Proof.** Suppose that $P_A = \text{stp}\, A$. Then we have $\perp K^b(P_A) = \perp K^b(\text{stp}\, A)$ so that $\mathcal{H}_P(\text{proj}\, A) = \mathcal{H}_{\text{stp}}(\text{proj}\, A)$.

On the other hand, suppose that $\mathcal{H}_P(\text{proj}\, A) = \mathcal{H}_{\text{stp}}(\text{proj}\, A)$. In particular, this means that $\perp K^b(P_A) = \perp K^b(\text{stp}\, A)$. Assume that $Z \in P_A$ is indecomposable and not an element of $\text{stp}\, A$. Then we have $\text{soc}(Z) \not\approx \text{soc}(Z')$ for all $Z' \in \text{stp}\, A$ indecomposable. We obtain $\text{Hom}_A(\text{soc}(Z), Z') = 0$ for all $Z' \in \text{stp}\, A$ indecomposable. Hence, $\text{soc}(Z) \in \perp (\text{stp}\, A)$. Using Lemma 2.3, the assumption $\perp K^b(P_A) = \perp K^b(\text{stp}\, A)$ implies that $\text{soc}(Z) \in P_A$. However, we have $\text{Hom}_A(\text{soc}(Z), Z) \neq 0$, a contradiction.

Let $e$ be a basic idempotent element in $A$ such that $\text{add}(eA) = \text{stp}\, A$. The algebra $eAe$ is called an associated self-injective algebra; cf. [3, Section 4]. We give a characterization of $\mathcal{H}_{\text{stp}}(\text{proj}\, A)$ inside $\mathcal{H}(\text{proj}\, A)$ using the algebra $eAe$.

**Lemma 4.10.** Let $e$ be a basic idempotent element in $A$ such that $\text{add}(eA) = \text{stp}\, A$ and suppose that $F^* \in K(\text{mod}\, A)$. Then $F^* \in \perp K^b(\text{stp}\, A)$ if and only if $(Fe)^* \in K(\text{mod}\, eAe)$ is acyclic.

Suppose that $F^* \in \mathcal{H}(\text{proj}\, A)$. Then $F^* \in \mathcal{H}_{\text{stp}}(\text{proj}\, A)$ if and only if $(Fe)^* \in K(\text{mod}\, eAe)$ is acyclic.

**Proof.** We use that $(Fe)^* \in K(\text{mod}\, eAe)$ is acyclic if and only if $H^k((Fe)^*) = 0$ for all $k \in \mathbb{Z}$. Since $eA$ is a projective left $A$-module, the functor $- \otimes_A eA$ is exact. Thus, we have $H^k((Fe)^*) \simeq H^k(F^*)e$. By assumption, $\nu(eA) \simeq eA$ so that

$$H^k(F^*)e \simeq \text{Hom}_A(eA, H^k(F^*)) \simeq D\text{Hom}_A(H^k(F^*), \nu(eA)) \simeq D\text{Hom}_A(H^k(F^*), eA).$$

Note that $\text{Hom}_A(H^k(F^*), eA) = 0$ if and only if $H^k(F^*) \in \perp (\text{stp}\, A) = \perp (\text{add}(eA))$. Furthermore, we have $H^k(F^*) \in \perp (\text{stp}\, A)$ for all $k \in \mathbb{Z}$ if and only if we have $F^* \in \perp K^b(\text{stp}\, A)$ by Lemma 2.3. \qed
In [4, Theorem 4.3], Fang, Hu and Koenig show that a derived equivalence $D^b(\text{mod } A) \to D^b(\text{mod } B)$ restricts to an equivalence $K^b(\text{stp } A) \to K^b(\text{stp } B)$, provided the two given algebras have $\nu$-dominant dimension at least one. In particular, the associated self-injective algebras are derived equivalent in this setting.

Recall that $H(\text{proj } A) \simeq K^b(\text{proj } A) \simeq D^b(\text{mod } A)$, if $\text{gldim } A < \infty$. We have the following corollary of [4, Theorem 4.3] for our situation.

**Corollary 4.11.** Let $A$ and $B$ be derived equivalent $k$-algebras, both of $\nu$-dominant dimension at least 1. Assume that $A$ and $B$ have finite global dimension.

Then any derived equivalence $K^b(\text{proj } A) \to K^b(\text{proj } B)$ restricts to an equivalence of triangulated subcategories $\mathcal{H}_{\text{stp}}(\text{proj } A) \to \mathcal{H}_{\text{stp}}(\text{proj } B)$.

In particular, $\mathcal{H}_{\text{stp}}(\text{proj } A) = \mathcal{H}_{\mathcal{P}}(\text{proj } A)$ is a characteristic subcategory of $K^b(\text{proj } A)$.

We aim to state a similar result for equivalences $H(\text{proj } A) \to H(\text{proj } B)$ without a restriction on the global dimension of $A$. We follow the strategy used in [4]. As the main tool for proving the above theorem, they introduce the following subcategory.

$$\mathcal{X}_A := \left\{ P^* \in K^b(\text{stp } A) | P^* \simeq \nu_A(P^*) \text{ in } D^b(\text{mod } A) \right\}$$

Suppose that $A$ has $\nu$-dominant dimension at least 1. By [4, Proposition 4.2], $K^b(\text{stp } A)$ is the smallest triangulated full subcategory of $K^b(\text{proj } A)$ that contains $\mathcal{X}_A$ and is closed under taking direct summands.

Furthermore, we need a way to restrict an equivalence $H(\text{proj } A) \to H(\text{proj } B)$ to bounded complexes. For this, we adapt the characterization of $K^b(\text{proj } A)$ inside $K^{-b}(\text{proj } A)$. A complex $X^* \in K^{-b}(\text{proj } A)$ is an element of $K^b(\text{proj } A)$ if and only if for all $Y^* \in K^{-b}(\text{proj } A)$ there exists an $N \in \mathbb{Z}$ such that $\text{Hom}_{K(\text{proj } A)}(X^*, Y^*[n]) = 0$ if $n < N$.

**Lemma 4.12.** Let $X^* \in H(\text{proj } A)$.

1. We have $X^* \in K^{+, b}(\text{proj } A)$ if for all $Y^* \in H(\text{proj } A)$ there exists an $N \in \mathbb{Z}$ such that $\text{Hom}_{H(\text{proj } A)}(X^*, Y^*[-n]) = 0$ if $n < N$.

2. We have $X^* \in K^{-b}(\text{proj } A)$ if for all $Y^* \in H(\text{proj } A)$ there exists an $N \in \mathbb{Z}$ such that $\text{Hom}_{H(\text{proj } A)}(Y^*[n], X^*) = 0$ if $n < N$.

3. Suppose that $X \in K^b(\text{stp } A)$. Let $Y^* \in H(\text{proj } A)$. Then there exists an $N \in \mathbb{Z}$ such that $\text{Hom}_{H(\text{proj } A)}(Y^*[n], X^*) = 0$ and $\text{Hom}_{H(\text{proj } A)}(X^*, Y^*[-n]) = 0$ if $n < N$.

**Proof.** Ad (1). It suffices to show, that $X^*$ is bounded on the left.

We assume that $X^*$ is unbounded on the left. Since $X^* \in H(\text{proj } A)$, there exists an $N_0 \in \mathbb{Z}$ such that $H^n(X^*) = 0$ for $n < N_0$. Furthermore, there exists an $N < N_0$ such that $\text{ker}(d^N_X)$ is not projective for $n < N$. Otherwise the complex $X^*$ would be isomorphic to a complex which is left bounded by removing split direct summands.

Let $\{S_1, \ldots, S_l\}$ be a complete set of pairwise non-isomorphic simple $A$-modules. For their direct sum, we write $S := \bigoplus_{i=1}^l S_i$. Let $Y^*$ be the minimal projective resolution of $S$. Note that $Y^*$ is an element of $H(\text{proj } A)$. We show that $\text{Hom}_{H(\text{proj } A)}(X^*, Y^*[-n]) \neq 0$ for $n < N$.

Let $n < N$. We write $X := H^n(\tau_{\leq n} X^*) = \text{Ker}(d^{n+1}_X) \in \text{mod } A$ using that $n + 1 \leq N < N_0$. Suppose that $f$ is the composite of the natural projection $p : X \to X/\text{rad}(X)$ and the natural embedding $X/\text{rad}(X) \to S$. Since $H^k(X^*) = 0$ and $H^k(Y^*[-n]) = 0$ for $k < n$, the morphism $f$ lifts to a
morphism \( f^* \) of complexes.

\[
\begin{array}{ccccccccc}
X^* & \longrightarrow & X^{n-1} & \longrightarrow & X^n & \longrightarrow & X^{n+1} & \longrightarrow & \cdots \\
\downarrow{f^*} & & \downarrow{f^{-1}} & & \downarrow{f^0} & & \downarrow{\widehat{f}} & & \downarrow{\text{S}} \\
Y^*[-n] & \longrightarrow & Y^{-1} & \longrightarrow & Y^0 & \longrightarrow & 0 & \longrightarrow & \cdots
\end{array}
\]

Assume that \( f^* = 0 \). This implies that \( f \) factors through the projective cover \( P \) of \( X/\text{rad}(X) = \text{Im}(f) \). Since \( p \) is surjective, we obtain a morphism \( g : P \rightarrow X \).

Using that \( X/\text{rad}(X) \simeq P/\text{rad}(P) \), we obtain that \( g \) is surjective so that \( X \) is a direct summand of \( P \). This is a contradiction to the choice of \( \ker(d_X^{n+1}) = X \) as non-projective. Therefore, the morphism \( f^* : X^* \rightarrow Y^*[-n] \) is non-zero.

Ad (2). We have \( X^* \in \mathcal{K}^{-,b}(\text{proj} \ A) \) if and only if \( X^*_i \in \mathcal{K}^{+,b}(\text{A-proj}) \).

We rename \( X^*_i \) as \( U^k \) via \( U^k := X^*_k \in \mathcal{K}^{+,b}(\text{A-proj}) \) so that \( U^*[1] \) shifts the complex to the left. In contrast, \( X^*[1] \) is a shift to the right.

\[
U^* = X^*_i : \quad \cdots \longrightarrow U^{-1} = X^*_1 \longrightarrow U^0 = X^*_0 \longrightarrow U^1 = X^*_1 \longrightarrow \cdots
\]

\[
U^*[1] = X^*_i[-1] : \quad \cdots \longrightarrow U^{-1} = X^*_1 \longrightarrow U^0 = X^*_0 \longrightarrow U^1 = X^*_1 \longrightarrow \cdots
\]

Since part (1) also holds for left \( A \)-modules, it suffices to show that for all \( V^* \in \mathcal{H}(\text{A-proj}) \) there exists an \( N \in \mathbb{Z} \) such that we have \( \text{Hom}_{
abla A}(U^*, V^*[-n]) = 0 \) if \( n < N \).

Let \( V^* \in \mathcal{H}(\text{A-proj}) \) and write \( V^k = Y^*_k \in \mathcal{K}^{+,b}(\text{A-proj}) \) for a complex \( Y^* \in \mathcal{H}(\text{proj} \ A) \). Without loss of generality we may assume that \( X^i = 0 \) for \( k > 0 \). Let \( l \in \mathbb{Z}_{\geq 0} \) such that \( X^k = 0 \) for \( k < -l \).

Let \( N_1 \in \mathbb{Z} \) such that \( H^n(Y^*) = 0 \) for all \( n < N_1 \). Using that \( X^{>0} = 0 \), Lemma 2.2.(1) implies that \( \text{Hom}_{\nabla A}(Y^*[n], X^*) = 0 \) if \( n < N_1 \).

\[
Y^*[n] \quad \cdots \longrightarrow Y^{-l-1} \longrightarrow Y^{-l} \longrightarrow Y^{-l+1} \longrightarrow \cdots \longrightarrow Y^n \longrightarrow Y^{n+1} \longrightarrow \cdots
\]

\[
X^* \quad \cdots \longrightarrow 0 \longrightarrow X^{-l} \longrightarrow X^{-l+1} \longrightarrow \cdots \longrightarrow X^{-1} \longrightarrow X^0 \longrightarrow 0
\]

Let \( N_2 \in \mathbb{Z} \) such that \( H_{-n}(Y^*) = 0 \) for \( n < N_2 \). Using that \( X^k = 0 \) for \( k < -l \), Lemma 2.2.(1') implies that \( \text{Hom}_{\nabla A}(X^*, Y^*[-n + l]) = 0 \) if \( n < N_2 \). Note that \( X^*_i \in \mathcal{K}^{b}(A\text{-inj}) \) since \( X^* \in \mathcal{K}^{b}(\text{stp} \ A) \).

\[
\begin{array}{cccccc}
X^* & \longrightarrow & X^{-l} & \longrightarrow & X^{-l+1} & \longrightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
Y^*[-n + l] & \longrightarrow & Y^{-n} & \longrightarrow & Y^{-n+1} & \longrightarrow & \cdots
\end{array}
\]

Let \( N := \min\{N_1, N_2 - l\} \). Then \( \text{Hom}_{\nabla A}(Y^*[n], X^*) = 0 \) and \( \text{Hom}_{\nabla A}(X^*, Y^*[-n]) = 0 \) if \( n < N \).
In [13, Proposition 5.2] Rickard has shown that any standard derived equivalence commutes with the Nakayama functor. It seems unclear whether the same holds true for an equivalence between \( \mathcal{H}(\text{proj} \ A) \) and \( \mathcal{H}(\text{proj} \ B) \). Therefore, we add a further assumption in contrast to [4, Theorem 4.3]. In case that \( \text{gcdim} \ A < \infty \), we are in the situation of [4, Theorem 4.3] where the additional steps of the following theorem are not needed.

**Theorem 4.13.** Suppose given two finite dimensional \( k \)-algebras \( A \) and \( B \) both with \( \nu \)-dominant dimension at least 1. Let \( \alpha : \mathcal{H}(\text{proj} \ A) \to \mathcal{H}(\text{proj} \ B) \) be a triangulated equivalence such that there is a natural isomorphism \( \nu_B(\alpha(X^*)) \simeq \alpha(\nu_A X^*) \) for all \( X \in \mathcal{K}^b(\text{stp} \ A) \).

Then \( \alpha \) restricts to an equivalence \( \mathcal{K}^b(\text{stp} \ A) \simeq \mathcal{K}^b(\text{stp} \ B) \). Moreover, \( \alpha \) restricts to an equivalence between \( \mathcal{H}_F(\text{proj} \ A) = \mathcal{H}_{\text{stp}}(\text{proj} \ A) \) and \( \mathcal{H}_F(\text{proj} \ B) = \mathcal{H}_{\text{stp}}(\text{proj} \ B) \).

**Proof.** Suppose given \( X^* \in \mathcal{K}^b(\text{stp} \ A) \). By Lemma 4.12.(3), there is an \( N \in \mathbb{Z} \) such that we have \( \text{Hom}_{\mathcal{H}(\text{proj} \ A)}(Y^*[n], X^*) = 0 \) and \( \text{Hom}_{\mathcal{H}(\text{proj} \ A)}(X^*, Y^*[-n]) = 0 \) for all \( n < N \) and \( Y^* \in \mathcal{H}(\text{proj} \ A) \).

Let \( n < N \) and \( Z^* \in \mathcal{H}(\text{proj} \ B) \). Since \( \alpha \) is an equivalence, there exists a \( Y^* \in \mathcal{H}(\text{proj} \ A) \) with \( \alpha(Y^*) = Z^* \). We have the following.

\[
\text{Hom}_{\mathcal{H}(\text{proj} \ B)}(Z^*[n], \alpha(X^*)) \simeq \text{Hom}_{\mathcal{H}(\text{proj} \ A)}(Y^*[n], X^*) = 0
\]

\[
\text{Hom}_{\mathcal{H}(\text{proj} \ B)}(\alpha(X^*), Z^*[-n]) \simeq \text{Hom}_{\mathcal{H}(\text{proj} \ A)}(X^*, Y^*[-n]) = 0.
\]

Hence, by Lemma 4.12.(1, 2), we obtain \( \alpha(X^*) \in \mathcal{K}^b(\text{stp} \ B) \).

Now, suppose that \( X^* \in \mathcal{X}_A \). By assumption, we have \( \alpha(X^*) \simeq \alpha(\nu_A(X^*)) \simeq \nu_B(\alpha(X^*)) \), which implies that \( \alpha(X^*) \in \mathcal{X}_B \). In conclusion, we have shown, that \( \alpha(\mathcal{X}_A) \subseteq \mathcal{X}_B \). By [4, Proposition 4.2], we therefore obtain \( \alpha(K^b(\text{stp} \ A)) \subseteq K^b(\text{stp} \ B) \).

Let \( \beta \) be a quasi-inverse of \( \alpha \). Repeating the arguments above, we obtain \( \beta(K^b(\text{stp} \ B)) \subseteq K^b(\text{stp} \ A) \).

Together, we can conclude that \( \alpha \) induces an equivalence \( K^b(\text{stp} \ A) \simeq K^b(\text{stp} \ B) \).

Recall that \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \) is the full subcategory of \( \mathcal{H}(\text{proj} \ A) \) with objects in \( \frac{1}{\nu}(K^b(\text{stp} \ A)) \). Hence, \( \alpha \) also induces an equivalence \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \simeq \mathcal{H}_{\text{stp}}(\text{proj} \ B) \). Since \( \nu \)-domdim \( A \geq 1 \) and \( \nu \)-domdim \( B \geq 1 \), we have \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) = \mathcal{H}_F(\text{proj} \ A) \) and \( \mathcal{H}_{\text{stp}}(\text{proj} \ B) = \mathcal{H}_F(\text{proj} \ B) \); cf. Lemma 4.9. \( \Box \)

5. Self-injective algebras

In this short section, we discuss the case of self-injective algebras. Recall that the category \( \text{mod} \ A \) is triangulated, if \( A \) is self-injective.

**Lemma 5.1.** Let \( A \) be self-injective.

Then \( \mathcal{L}_A \) is a triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \) and \( \mathcal{F} : \underline{\text{mod} \ A} \to \mathcal{L}_A \) is an equivalence of triangulated categories.

**Proof.** If \( A \) is self-injective, \( \text{Hom}_A(\cdot, \cdot) \) is exact so that we have

\[
\text{H}^{<0}(F^*) = 0 \Leftrightarrow \text{H}^{<0}(F^*_X) = 0
\]

\[
\text{H}^{\geq 0}(F^*) = 0 \Leftrightarrow \text{H}^{\geq 0}(F^*_X) = 0.
\]

Together, we obtain that \( \mathcal{L}_A = \{ F^* \in \mathcal{K}(\text{proj} \ A) \ | \ \text{H}^k(F^*) = 0, k \in \mathbb{Z} \} \). Hence, \( \mathcal{L}_A \) is closed under shifts. As another consequence, a morphism \( f^* : F^* \to G^* \) in \( \mathcal{L}_A \) is a quasi-isomorphism and therefore \( C(f)^* \in \mathcal{L}_A \). In conclusion, \( \mathcal{L}_A \) is a triangulated subcategory of \( \mathcal{K}(\text{proj} \ A) \). It remains to show that \( \mathcal{F} \) is triangulated.

Suppose given \( X \in \underline{\text{mod} \ A} \) with \( F^*_X \in \mathcal{L}_A \). Then

\[
\cdots \to F_{\Omega^{-1}(X)}^{-2} \to F_{\Omega^{-1}(X)}^{-1} \to F_{\Omega^{-1}(X)}^0 \to 0
\]

is a projective resolution of \( \Omega^{-1}(X) \). Therefore, we have that \( \text{H}^{-1}(\tau_{\leq -1} F_{\Omega^{-1}(X)}^*[1]) \simeq X \) so that \( F_X \cong F_{\Omega^{-1}(X)}^{-1}[-1] \) or equivalently \( F_X[1] \cong F_{\Omega^{-1}(X)}^0 \). Hence, \( \mathcal{F} \) commutes with the shift.
If $A$ is self-injective, every short exact sequence is perfect exact. Moreover, every distinguished triangle in \text{mod}\ A is induced by a short exact sequence. Therefore, Proposition 1.5 shows that $\mathcal{F}$ maps distinguished triangles in \text{mod}\ A to distinguished triangles in $\mathcal{L}_A$. 

Recall that $\mathcal{K}_{\text{tac}}(\text{proj} \ A)$ denotes the category of totally acyclic complexes in $\mathcal{K}(\text{proj} \ A)$. That is, $F^* \in \mathcal{K}_{\text{tac}}(\text{proj} \ A)$ if $H^i(F^*) = 0$ and $H_0(F^*_{-1}) = 0$.

**Lemma 5.2.** Suppose given $F^* \in \mathcal{L}_A$. We have $F^* \in \mathcal{K}_{\text{tac}}(\text{proj} \ A)$ if $F^*[k] \in \mathcal{L}_A$ for all $k \in \mathbb{Z}$. In particular, the category $\mathcal{K}_{\text{tac}}(\text{proj} \ A)$ is the largest subcategory of $\mathcal{L}_A$ that is triangulated as a subcategory of $\mathcal{K}(\text{proj} \ A)$.

**Proof.** Suppose given $F^* \in \mathcal{L}_A$ with $F^*[k] \in \mathcal{L}_A$ for all $k \in \mathbb{Z}$. We have the following for all $k \in \mathbb{Z}$.

\[
H^k(F^*) = H^{-1}(F^*[k + 1]) = 0
\]

In conclusion, $F^* \in \mathcal{K}_{\text{tac}}(\text{proj} \ A)$.

Let $\mathcal{T}$ be a subcategory of $\mathcal{L}_A$ that is triangulated. In particular, $\mathcal{T}$ is closed under shifts. Now, the above shows that $\mathcal{T}$ is contained in $\mathcal{K}_{\text{tac}}(\text{proj} \ A)$. 

The connection between the different categories discussed so far can be visualized as follows.

\[
\mathcal{K}_{\text{tac}}(\text{proj} \ A) \hookrightarrow \mathcal{L}_A \hookrightarrow \mathcal{H}_P(\text{proj} \ A) \hookrightarrow \mathcal{H}_{\text{stp}}(\text{proj} \ A) \hookrightarrow \mathcal{H}(\text{proj} \ A) \hookrightarrow \mathcal{K}(\text{proj} \ A)
\]

With the exception of $\mathcal{L}_A$, all of these categories are triangulated for all finite dimensional algebras. Moreover, in general, all inclusions are proper. However, some of these categories coincide if and only if $A$ is self-injective.

**Theorem 5.3.** The following are equivalent for a finite dimensional algebra $A$.

1. $A$ is self-injective.
2. $\mathcal{L}_A$ is a triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$.
3. $\mathcal{L}_A = \mathcal{H}_P(\text{proj} \ A)$.
4. $\mathcal{L}_A$ is closed under taking shifts in $\mathcal{K}(\text{proj} \ A)$.
5. $\mathcal{L}_A = \mathcal{K}_{\text{tac}}(\text{proj} \ A)$.

If one of the above conditions holds, $\mathcal{F} : \text{mod} \ A \rightarrow \mathcal{L}_A$ is an equivalence of triangulated categories. Furthermore, we have $\mathcal{K}_{\text{tac}}(\text{proj} \ A) = \mathcal{L}_A = \mathcal{H}_P(\text{proj} \ A) = \mathcal{H}_{\text{stp}}(\text{proj} \ A)$.

**Proof.** It was shown in Lemma 5.1 that condition (2) holds if $A$ is self-injective. The implication from (2) to (3) holds by Theorem 2.9. Since $\mathcal{H}_P(\text{proj} \ A)$ is a triangulated subcategory of $\mathcal{K}(\text{proj} \ A)$, condition (3) implies condition (4). By Lemma 5.2, the implication (4) $\Rightarrow$ (5) holds as well.

We verify the implication (5) $\Rightarrow$ (1). An algebra $A$ is self-injective if and only if every finitely generated module is reflexive; cf.[1, IV. Proposition 3.4]. Let $X \in \text{mod} \ A$. We show that $X$ is reflexive, that is $(X^*)^* \simeq X$. We have

\[
X^* = (H^0(\tau_{\leq 0} F_X^*))^* \simeq H_0(\tau_{\leq 0} F_X^{*,*}) \simeq H_1(\tau_{\geq 1} F_X^{*,*})
\]

since $(-)^* = \text{Hom}_A(-, A)$ is left exact and $F_X^* \in \mathcal{L}_A$.

\[
\cdots \rightarrow F_2^* \rightarrow F_1^* \rightarrow F_0^* \rightarrow F_{-1}^* \rightarrow \cdots
\]

\[
\xrightarrow{X^*}
\]

Using that $H^0(F_X^*) = 0$ since $F_X^* \in \mathcal{L}_A = \mathcal{K}_{\text{tac}}(\text{proj} \ A)$, we similarly obtain

\[
(X^*)^* = (H_1(\tau_{\geq 1} F_X^{*,*}))^* \simeq H^1(\tau_{\geq 1} F_X^{*,*}) \simeq H^0(\tau_{\leq 0} F_X^*) = X.
\]

In conclusion, all conditions are equivalent. It was shown in Lemma 5.1 that $\mathcal{F} : \text{mod} \ A \rightarrow \mathcal{L}_A$ is an equivalence of triangulated categories if $A$ is self-injective. Furthermore, in this case we have $\text{stp} \ A = \mathcal{P}_A = \text{proj} \ A$ so that $\mathcal{H}_{\text{stp}}(\text{proj} \ A) = \mathcal{H}_P(\text{proj} \ A)$. 

\[
\square
\]
In this section we aim to show that a stable equivalence of Morita type \( \text{mod } A \to \text{mod } B \) induces equivalences between \( \mathcal{H}_P(\text{proj } A) \to \mathcal{H}_P(\text{proj } B) \) and \( \mathcal{H}_{\text{stp}}(\text{proj } A) \to \mathcal{H}_{\text{stp}}(\text{proj } B) \).

We recall the definition of stable equivalences of Morita type and begin by collecting some technical properties.

**Definition 6.1** (Broué). Let \( _AM_B \) and \( _BN_A \) be bimodules such that \( _AM, _BM, _BN \) and \( _NA \) are projective. We say that \( M \) and \( N \) induce a stable equivalence of Morita type if

\[
_AM \otimes_B N_A \simeq A \oplus P \quad \text{and} \quad _BN \otimes_A M_B \simeq A \oplus Q
\]
as bimodules such that \( _AP_A \) and \( _BQ_B \) are projective bimodules.

**Lemma 6.2.** Suppose \( _AM_B \) and \( _BN_A \) are bimodules that induce a stable equivalence of Morita type such that \( M \) and \( N \) do not have any non-zero projective bimodule as direct summand.

The following holds for \( X \in \text{mod } A \).

1. \( X \otimes_A M \) is projective-injective as a \( B \)-module if \( X \in \mathcal{P}_A \).
2. \( X \otimes_A M \) is strongly projective-injective as a \( B \)-module if \( X \in \text{stp } A \).

**Proof.** Ad (1). We use that \( - \otimes_A M \) is right adjoint to \( - \otimes_B N \); cf. [2, Lemma 4.1].

If \( X \in \text{mod } A \) is injective, \( \text{Hom}_B(-, X \otimes_A M) \simeq \text{Hom}_A(- \otimes_B N, X) \) is an exact functor since \( - \otimes_B N \) is exact. Thus, \( X \otimes_A M \in \text{inj } B \).

If \( X \in \text{proj } A \), then \( X \otimes_A M \) is a projective \( B \)-module since \( M_B \in \text{proj } B \). Therefore, we have \( X \otimes_A M \in \mathcal{P}_B \) if \( X \in \mathcal{P}_A \).

Ad (2). Let \( X \in \text{stp } A \). Using [2, Lemma 4.1] again, we have a natural isomorphism \( \nu^k_B(X \otimes_A M_B) \simeq \nu^k_A(X \otimes_A M_B) \) as shown in [3, Lemma 3.3] so that \( \nu^k_B(X \otimes_A M_B) \) is a projective \( B \)-module for \( k \in \mathbb{Z} \). Thus, \( X \otimes_A M_B \in \text{stp } B \).

For part (3) of the following lemma, recall that \( \text{stp } A \subseteq \mathcal{P}_A \).

**Lemma 6.3.** Suppose \( _AM_B \) and \( _BN_A \) are bimodules that induce a stable equivalence of Morita type such that \( M \) and \( N \) do not have any non-zero projective bimodule as direct summand. The following holds.

1. \( X \otimes_A M \in \mathcal{P}_B \) if \( X \in \mathcal{P}_A \).
2. \( X \otimes_A M \in \mathcal{P}(\text{stp } A) \) if \( X \in \mathcal{P}(\text{stp } A) \).
3. \( X \otimes_A M \otimes_B N \simeq X \otimes \text{stp } A \) if \( X \in \mathcal{P}(\text{stp } A) \).

**Proof.** Ad (1) and (2). We use that \( - \otimes_A M \) is left adjoint to \( - \otimes_B N \) by [2, Lemma 4.1]. For \( Z \in \mathcal{P}_B \) or \( Z \in \text{stp } B \) we have

\[
\text{Hom}_B(X \otimes_A M, Z) \simeq \text{Hom}_A(X, Z \otimes_B N) = 0
\]
since \( Z \otimes_B N \in \mathcal{P}_A \) or \( Z \otimes_B N \in \text{stp } A \) respectively by Lemma 6.2.

Ad (3). We have

\[
X \otimes_A M \otimes_B N \simeq X \otimes_A (A \oplus P_A) \simeq X \otimes (X \otimes_A P_A).
\]

By [6, Lemma 3.1.(2,3)] we know that \( X \otimes_A P_A \in \text{stp } A \). On the other hand, by part (2) we have \( X \otimes_A M \in \mathcal{P}(\text{stp } B) \). Similarly, we also have \( Y \otimes_B N \in \mathcal{P}(\text{stp } A) \) for all \( Y \in \mathcal{P}(\text{stp } B) \). Together we obtain \( X \otimes_A M \otimes_B N \in \mathcal{P}(\text{stp } A) \). Thus, \( X \otimes_A P_A \) must be zero and \( X \otimes_A M \otimes_B N \simeq X \).

**Lemma 6.4.** Suppose \( _AM_B \) and \( _BN_A \) are bimodules that induce a stable equivalence of Morita type such that \( M \) and \( N \) do not have any non-zero projective bimodule as direct summand.

The following holds for a complex \( F^* \in K(\text{proj } A) \) and all \( k \in \mathbb{Z} \).

1. \( H^k(F^* \otimes_A M) = 0 \) if \( H^k(F^*) = 0 \).
2. \( H_k((F^* \otimes_A M)^*) = 0 \) if \( H_k(F^*) = 0 \).
Proof. Using that \( - \otimes_A M \) is an exact functor, we have \( H^k(F^* \otimes_A M) \simeq H^k(F^*) \otimes_A M \).

Because of [2, Lemma 4.1], we have a natural isomorphism \( (F^* \otimes_A M)^* \simeq N \otimes_A F^*_t \) as shown in [3, Lemma 3.3]. Using that \( N \otimes_A - \) is an exact functor, we obtain

\[
H_k((F^* \otimes_A M)^*) \simeq H_k(N \otimes_A F^*_t) \simeq N \otimes_A H_k(F^*_t).
\]

In general, a stable equivalence of Morita type does not induce an equivalence between \( \mathcal{H}(\text{proj} \ A) \) and \( \mathcal{H}(\text{proj} \ B) \). Similarly, it does not induce an equivalence between \( \mathcal{K}(\text{proj} \ A) \) and \( \mathcal{K}(\text{proj} \ B) \). However, we have the following main result of this section.

**Theorem 6.5.** Suppose \( _A M_B \) and \( \varphi N_A \) are bimodules that induce a stable equivalence of Morita type such that \( M \) and \( N \) do not have any non-zero projective bimodule as direct summand.

1. Applying \( - \otimes_A M \) componentwise induces an equivalence of categories \( \mathcal{L}_A \to \mathcal{L}_B \). If \( A \) and \( B \) are self-injective, this is an equivalence of triangulated categories.
2. Applying \( - \otimes_A M \) componentwise induces an equivalence of triangulated categories \( \mathcal{H}_P(\text{proj} \ A) \to \mathcal{H}_P(\text{proj} \ B) \).
3. Applying \( - \otimes_A M \) componentwise induces an equivalence of triangulated categories \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \to \mathcal{H}_{\text{stp}}(\text{proj} \ B) \).

**Proof.** Ad (1). Note that \( - \otimes_A M \) induces a functor \( \mathcal{K}(\text{proj} \ A) \to \mathcal{K}(\text{proj} \ B) \) by componentwise application. Now, Lemma 6.4 shows that \( - \otimes_A M \) induces a well-defined functor \( \mathcal{L}_A \to \mathcal{L}_B \). Consider the following diagram.

\[
\begin{array}{ccc}
\text{mod } A & \overset{- \otimes_A M \sim}{\longrightarrow} & \text{mod } B \\
\mathcal{F} & \downarrow & \mathcal{F} \\
\mathcal{L}_A & \overset{- \otimes_A M}{\longrightarrow} & \mathcal{L}_B
\end{array}
\]

Recall that the quasi-inverse of \( \mathcal{F} \) is given by \( H^0(\tau_{\leq 0}(-)) \); cf. Theorem 1.3. Let \( F^* \in \mathcal{L}_A \). Since \( - \otimes_A M \) is exact, we have \( H^0(\tau_{\leq 0}(F^* \otimes_A M)) \cong H^0(\tau_{\leq 0}F^*) \otimes_A M \) so that the diagram commutes. This shows that \( - \otimes_A M \) induces an equivalence of categories \( \mathcal{L}_A \to \mathcal{L}_B \).

Furthermore, if \( A \) and \( B \) are self-injective, the equivalence \( \mathcal{F} \) is triangulated by Lemma 5.1. Thus, this diagram shows that the functor \( - \otimes_A M \) induces an equivalence of triangulated categories \( \mathcal{L}_A \to \mathcal{L}_B \).

Ad (2) and (3). By Lemma 6.4, the functor \( - \otimes_A M \) induces a functor \( \mathcal{H}(\text{proj} \ A) \to \mathcal{H}(\text{proj} \ B) \). Since \( - \otimes_A M \) is applied componentwise, this is a triangulated functor.

Suppose given \( F^* \in \mathcal{H}_P(\text{proj} \ A) \). We verify that \( F^* \otimes_A M \in \mathcal{H}_P(\text{proj} \ B) \). By Lemma 2.3 it suffices to show that \( H^k(F^* \otimes_A M) \simeq H^k(F^*) \otimes_A M \) is an element of \( \mathcal{H}_P \) for \( k \in \mathbb{Z} \). However, this holds by Lemma 6.3.(1) since \( H^k(F^*) \in \mathcal{H}_P \) by Lemma 2.3. In conclusion, \( - \otimes_A M \) induces a functor \( \mathcal{H}_P(\text{proj} \ A) \to \mathcal{H}_P(\text{proj} \ B) \).

Similarly, \( - \otimes_A M \) induces a functor \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \to \mathcal{H}_{\text{stp}}(\text{proj} \ B) \). It remains to show that these are equivalences of triangulated categories. Recall that \( \mathcal{H}_P(\text{proj} \ A) \) is contained in \( \mathcal{H}_{\text{stp}}(\text{proj} \ A) \).

Let \( F^* \in \mathcal{H}_{\text{stp}}(\text{proj} \ A) \) with \( r \in \mathbb{Z} \) such that \( H_{2r}(F^*) = 0 \). We verify that we have a natural isomorphism \( F^* \otimes_A M \otimes_B N \simeq F^* \) by induction on \( N := \{ j \in \mathbb{Z}_{>0} \mid H^j(F^*) \neq 0 \} \). Since \( F^* \in \mathcal{H}(\text{proj} \ A) \), we know that \( H^*(F^*) \) is left bounded and therefore \( N < \infty \). We write \( G^* := F^* \otimes_A M \otimes_B N \).

Let \( N = 0 \). Then \( F^*[r] \in \mathcal{L}_A \) and the assertion holds by part (1) since \( - \otimes_A M \) commutes with the shift.

Let \( N > 0 \) and \( k \in \mathbb{Z}_{>0} \) minimal such that \( H^k(F^*) \neq 0 \). By Lemma 2.4, we have a distinguished triangle

\[
P^*[−k] \to F^* \to C^* \to
\]

with \( P^* \) a projective resolution of \( H^k(F^*) \). Moreover, \( H^j(C^*) = 0 \) for \( j \leq k \) and \( \tau_{>k}C^* = \tau_{>k}F^* \).
Applying $- \otimes_A M \otimes_B N$ to this triangle, we obtain a new distinguished triangle.

$$P^*[-k] \otimes_A M \otimes_B N \to G^* \to C^* \otimes_A M \otimes_B N \to$$

By Lemma 6.3.(3), we have $H^k(F^*) \otimes_A M \otimes_B N \simeq H^k(F^*)$ since $H^k(F^*) \in \mathcal{D}(stp A)$ by Lemma 2.3. Hence, we have a natural isomorphism $P^* \otimes_A M \otimes_B N \simeq P^*$ in $K(proj A)$ and obtain the following distinguished triangle.

$$P^*[-k] \to G^* \to C^* \otimes_A M \otimes_B N \to$$

By induction, we can assume that there is a natural isomorphism $C^* \otimes_A M \otimes_B N \simeq C^*$. This induces another distinguished triangle.

$$\begin{array}{ccc}
P^*[−k] & \longrightarrow & G^* \longrightarrow C^* \\
\downarrow & & \downarrow \\
P^*[−k] & \longrightarrow & F^* \longrightarrow C^* \\
\end{array}$$

The induced morphism now yields a natural isomorphism $G^* = F^* \otimes_A M \otimes_B N \simeq F^*$. □
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