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Abstract—We present the problem of two-terminal source coding with Common Sum Reconstruction (CSR). Consider two terminals, each with access to one of two correlated sources. Both terminals want to reconstruct the sum of the two sources under some average distortion constraint, and the reconstructions at two terminals must be identical with high probability. In this paper, we develop inner and outer bounds to the achievable rate distortion region of the CSR problem for a doubly symmetric binary source. We employ existing achievability results for Steinberg’s common reconstruction and Wyner-Ziv’s source coding with side information problems, and an achievability result for the lossy version of Körner-Marton’s modulo-two sum computation problem.
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I. INTRODUCTION

Consider the two-terminal source coding setup in Fig. 1 where the terminals operate the encoder-decoder pairs $(E_1, D_1)$ and $(E_2, D_2)$. Let $\{X_{1,i}, X_{2,i}\}_{i=1}^{\infty}$ be a sequence of independent and identically distributed (i.i.d.) pairs of random variables, and let $(X_1, X_2)$ have the same joint distribution as $(X_{1,i}, X_{2,i})$. We denote by $X^n_1$ and $X^n_2$ the first $n$ observations of $X_1$ and $X_2$. The sequences $X^n_1$ and $X^n_2$ are observed separately at the two terminals (e.g., both/only $E_1$ and $D_1$ observe $X^n_1$). The two encoders respectively use rates $R_1$ and $R_2$ to encode $X^n_1$ and $X^n_2$. The decoders produce $\hat{Z}^n_1$ and $\hat{Z}^n_2$, two reconstructions of the sum $Z^n = X^n_1 + X^n_2$, which satisfy $\mathbb{E}[d(Z^n, \hat{Z}^n_1)] \leq D$ and $\mathbb{E}[d(Z^n, \hat{Z}^n_2)] \leq D$ for some distortion measure $d(\cdot, \cdot)$ and $D \geq 0$. We obtain the “Two-terminal Source Coding with Common Sum Reconstruction” (CSR) problem by adding the constraint that with high probability $\hat{Z}^n_1$ and $\hat{Z}^n_2$ must be equal, i.e., both decoders must produce a Common Reconstruction (CR) of the sum $Z^n = X^n_1 + X^n_2$. The goal of this paper is presentation of inner and outer bounds to the achievable rates distortion region (to be defined formally later) in the CSR problem, consisting of achievable rates distortion triples $(R_1, R_2, D)$, when $(X_1, X_2)$ is a Doubly Symmetric Binary Source (DSBS) and $d(\cdot, \cdot)$ is Hamming distortion measure. The summation in this case is modulo-two.

One may make the following two important observations about the CSR problem. First, since $X_1$ and $X_2$ are correlated, the decoders may use $X^n_1$ and $X^n_2$ as side information at $D_1$ and $D_2$ respectively. Due to the availability of decoder side information, the encoders can lower the required rates $R_1$ and $R_2$. Second, decoders only need to reconstruct the sum $X^n_1 + X^n_2$. The recovery of $X^n_1$ (at $D_2$) and $X^n_2$ (at $D_1$) is not needed. Reconstructing the sum should not take a larger bit-rate than the rate required for reconstructing the individual sources.

The CSR problem is motivated by its application to algorithms that require computation of the average of correlated random variables. Examples include distributed counterparts of Stochastic Gradient Descent (SGD), power iteration and Lloyd’s (k-means) algorithm [1]. In practice, algorithms such as butterfly all-reduce [2] facilitate the computation of averages over a large number of compute nodes. For example, let the two terminals in Fig. 1 be two compute nodes optimizing some function with synchronous SGD, and let $X_1$ and $X_2$ be two (scalar) stochastic gradients of the function computed by the $i$th node. Two stochastic gradients are correlated since they are noisy estimates of the gradient of the function. In synchronous SGD, each compute node wants to update its optimizing variable using the average gradient $(X_1 + X_2)/2$. Fig. 1 presents a suitable communication setup for this two-terminal setting. The butterfly all-reduce algorithm employs the two-terminal communication setup as a basic building block, and uses it recursively to extend the sum computation to an arbitrary number of compute nodes. A similar mechanism can be employed for distributed counterparts of power iteration and Lloyd’s algorithm as well. Both algorithms require mean computation, and depending on the underlying dataset, one may observe correlations in the vectors that participate in the mean computation.

Fig. 1: The dashed line separates the two terminals. The decoder outputs $\hat{Z}^n_1$ and $\hat{Z}^n_2$, two reconstructions of $Z^n = X^n_1 + X^n_2$. The CSR problem is obtained by adding the constraint that $\hat{Z}^n_1 = \hat{Z}^n_2$ with high probability.
The remainder of the paper is organized as follows. In Sec. II we formally define the CSR problem. In Sec. III we develop an inner bound to the achievable CSR rate distortion region by considering existing achievability results for Steinberg’s CR problem [3]. In Sec. IV we develop a new achievability result for the “lossy” version of the Körner-Marton modulo-two sum problem [4], and use this new achievability result to obtain another inner bound. In Sec. V we develop an outer bound by considering Wyner-Ziv’s problem of source coding with side information [5]. In Sec. VI we compare the inner bounds and the outer bound for different DSBS sources. Finally, in Sec. VII we present concluding remarks.

II. DEFINITIONS AND NOTATIONS

Since in this paper we focus on binary sources, we present the formal definition of the CSR problem for binary sources as follows. For a positive integer $N$, let $[N]$ denote the index set \{1,\ldots,N\}, and let $F_2$ denote the finite field of order 2. An $(n,N_1,N_2,D,\epsilon)$-CSR coding scheme consists of two encoding functions $E_1:F^n_2\rightarrow [N_1]$ and $E_2:F^n_2\rightarrow [N_2]$, and two decoding functions $D_1:F^n_2\times [N_2]\rightarrow F^n_2$ and $D_2:F^n_2\times [N_1]\rightarrow F^n_2$, such that for $Z_1^n = D_1(X^n_1,E_2(X^n_2))$, $Z_2^n = D_2(X^n_2,E_1(X^n_1))$ and $Z^n = X^n_1 + X^n_2$, we have $E[d(Z^n,Z_1^n)] \leq D$ and $E[d(Z^n,Z_2^n)] \leq D$, and $\Pr(Z_1^n \neq Z_2^n) \leq \epsilon$, where $d(\cdot,\cdot)$ is the Hamming distortion measure. A specific CSR coding scheme is denoted by the four mappings $(E_1,E_2,D_1,D_2)$.

A scalar triple $(R_1,R_2,D)$ is called CSR-achievable if for every $\epsilon > 0$ and $n$ sufficiently large there exists an $(n, 2^n(R_1+\epsilon), 2^n(R_2+\epsilon), D, \epsilon)$-CSR coding scheme. We denote by $R_{CSR} \subset \mathbb{R}^3$ the set of all CSR-achievable triples.

A source $(X,Y)$ is a DSBS$(p)$ if $X$ and $Y$ are binary sources that satisfy $\Pr(X = 0,Y = 0) = \Pr(X = 1,Y = 1) = (1-p)/2$ and $\Pr(X = 0,Y = 1) = \Pr(X = 1,Y = 0) = p/2$ for some $0 \leq p \leq 1/2$. We denote the binary entropy function by $h(\cdot)$, i.e., $h(p) = -p \log_2 p - (1-p) \log_2 (1-p)$, and the binary convolution operator by $\ast$, i.e., $p \ast q = p(1-q) + (1-p)q$.

III. INNER BOUND WITH STEINBERG’S CR PROBLEM

A set $\mathcal{R} \subset \mathbb{R}^3$ provides an inner bound to $R_{CSR}$ if $\mathcal{R} \subseteq R_{CSR}$. An inner bound to $R_{CSR}$ can easily be obtained by considering Steinberg’s CR problem [3] presented in Fig. 2.

Steinberg’s problem adds one constraint to the problem of source coding with side information considered by Wyner and Ziv in [5]. The constraint is that with high probability the encoder is able to reconstruct the decoder output. In Fig. 2 the function triple $(E,\mathcal{D},\psi)$ constitutes a CR code, where $E$ encodes $X^n$ with rate $R$, and $D$ reconstructs $X^n$ with the help of side information $Y^n$, such that $E[d(X^n,\hat{X}^n)] \leq D$ and $\psi(X^n) = \hat{X}^n$ with high probability. The last constraint limits the decoder’s ability to exploit fully the side information $Y^n$, since $Y^n$ is not available at the encoder. Other variants of Steinberg’s problem have also been considered. For example, in [6] the authors generalize Steinberg’s CR problem to allow the encoder and decoder reconstructions to be different within some fidelility constraint, and in [7] the authors consider an encoder that observes side information that is different from the side information available to the decoder.

For a DSBS$(p)$ source $(X,Y)$, the rate distortion function for Steinberg’s problem in Fig. 2 is given by $R_{CSR}(D)$ where $R_{CSR}(D) = h(p \ast D) - h(D)$ for $0 \leq D \leq \frac{1}{2}$ and $R_{CSR}(D) = 0$ for $\frac{1}{2} \leq D$. We refer the reader to [3] for more details. An inner bound to $R_{CSR}$ can be obtained by considering two CR codes as we summarize next.

Proposition 1. Let $(X_1,X_2)$ be a DSBS$(p)$ with $0 \leq p \leq \frac{1}{2}$,

$$R_A = \left\{ (R_1,R_2,D) | R_1 \geq R_{CSR}(D_1), R_2 \geq R_{CSR}(D_2), D \geq D_1 + D_2 \right\},$$

and

$$R_B = \left\{ (R_1,R_2,D) | R_1 \geq 0, R_2 \geq 0, D \geq p \right\}.$$

Then, the convex hull $\text{conv}(R_A \cup R_B)$, is a subset of $R_{CSR}$ and provides an inner bound to $R_{CSR}$.

The proof of Proposition 1 can be sketched as follows. First, note that the triples in $R_A$ are CSR-achievable, since for $D \geq p$, the decoders can deterministically set $\hat{Z}_1^n = \hat{Z}_2^n = 0$, requiring zero rates for $R_1$ and $R_2$. Second, we show later that all triples in $R_A$ are also CSR-achievable. Then, any triple in $\text{conv}(R_A \cup R_B)$ is CSR-achievable by time-sharing between triples in $R_A$ and $R_B$. To see that all triples in $R_A$ are CSR-achievable, let $(E_1,D_2,\psi_1)$ and $(E_2,D_1,\psi_2)$ be two independent CR codes such that $E[d(X_1^n,\hat{X}_1^n)] \leq D_1$ and $E[d(X_2^n,\hat{X}_2^n)] \leq D_2$. Let the two codes be applied to the CSR setup as shown in Fig. 3. Due to the use of the two CR codes we have $\hat{Z}_1^n = \hat{Z}_2^n$ with high probability. Since the two CR codes are selected independently, and due to the Markov chain $X_1 - (X_1,X_2) - X_2$, the quantization...
Fig. 4: Lossy Körner-Marton problem. The decoder reconstructs $Z^n = X^n + Y^n$ as $\hat{Z}^n$ under some fidelity criterion.

Fig. 5: Application of LKM problem to CSR.

errors $X_1 + \hat{X}_1$ and $X_2 + \hat{X}_2$ are independent of each other, and $\mathbb{E}[X_1 + X_2 + \hat{X}_1 + \hat{X}_2] \leq D_1 + D_2$. Therefore, $\mathbb{E}[d(Z^n, \hat{Z}_i^n)] \leq D_1 + D_2 + \delta$ where $\delta$ is due to the event that $\psi_1(X_1^n) \neq \hat{X}_1^n$, and $\delta$ can be made arbitrarily small with the choice of $(E_1, D_2, \psi_1)$. A similar sequence of arguments apply to $\mathbb{E}[d(Z^n, \hat{Z}^n)_2]$. This completes the sketch of the proof of Proposition 1. Note that the decoders reconstruct individual sources, and the decoders do not exploit the fact that only the sum of the sources has to be reconstructed. Therefore, $R_A$ and $\text{conv}(R_A \cup R_B)$ provide only inner bounds to $R_{\text{CSR}}$.

IV. INNER BOUND WITH LOSSY KÖRNER-MARTON (LKM) PROBLEM

Another inner bound to $R_{\text{CSR}}$ can be obtained by considering the Lossy Körner-Marton (LKM) problem presented in Fig. 4. In the LKM problem, the decoder wishes to reconstruct the sum $Z^n = X^n + Y^n$ as $\hat{Z}^n$ under some fidelity criterion. The LKM problem is a generalization of the (lossless) Körner-Marton problem [4]. When $(X, Y)$ is a DSBS($p$) and $d(\cdot, \cdot)$ is Hamming distance, the authors of [4] exploit the linearity of the sum modulo-two computation $Z^n = X^n + Y^n$ and demonstrate that with high probability the decoder can reconstruct $Z^n$ (losslessly) if and only if $R_1 \geq h(p)$ and $R_2 \geq h(p)$. In more recent work, the authors of [8] develop inner and outer bounds to the set of achievable rate pairs $(R_1, R_2)$ in the lossless case when $(X, Y)$ is an asymmetric binary source. The authors of [9] show that the result in [4] applies to larger class of binary distributions.

The LKM problem can be formally defined as follows. An $(n, N_1, N_2, D)$-LKM coding scheme consists of two encoding functions $E_1 : \mathbb{F}_2^n \rightarrow [N_1]$ and $E_2 : \mathbb{F}_2^n \rightarrow [N_2]$, and a decoding function $D : [N_1] \times [N_2] \rightarrow \mathbb{F}_2^n$, such that for $Z^n = X^n + Y^n$ and $\hat{Z}^n = D(E_1(X^n), E_2(Y^n))$ we have $\mathbb{E}[d(Z^n, \hat{Z}_i^n)] \leq D$, where $d(\cdot, \cdot)$ is Hamming distortion. A specific LKM coding scheme is denoted by the three mappings $(E_1, E_2, D)$. A scalar triple $(R_1, R_2, D)$ is called LKM-achievable if for every $\epsilon > 0$ and sufficiently large $n$ there exists an $(n, 2^{(R_1+\epsilon)}, 2^{(R_2+\epsilon)}, D)$-LKM coding scheme. We denote by $R_{\text{LKM}} \subset \mathbb{R}^3$ the set of all LKM-achievable triples.

Fig. 5 shows how the LKM coding scheme can be applied to obtain an inner bound to the CSR problem. The two decoders in Fig. 5 are identical and they are located at the two terminals. With Fig. 5 we observe that every triple in $R_{\text{LKM}}$ is CSR-achievable, i.e., $R_{\text{LKM}} \subseteq R_{\text{CSR}}$. Note that $R_{\text{LKM}}$ provides only an inner bound to $R_{\text{CSR}}$ since the decoders in Fig. 5 do not exploit the fact that at least one of the sources is available to each decoder with full fidelity. For example, in CSR $D_1$ has access to $X_1^n$ (cf. Fig. 1), although in Fig. 5 $D_1$ observes $X_1^n$ only with a rate $R_1$.

To the best of our knowledge, a tight bound for $R_{\text{LKM}}$, i.e., lossy Körner-Marton problem, has not yet been proposed. In [10]–[12], the authors obtain inner bounds to $R_{\text{LKM}}$ for Gaussian sources under squared distortion, and the bounds have been shown to be tight for some special cases. The authors of [13] present an inner bound for a generalized version of the LKM problem setup that includes an arbitrary number of linear combinations of the sources. The authors employ joint typicality-based encoding and decoding functions to obtain the inner bound. In contrast, in this paper we employ minimum distance-based encoding and decoding functions. The authors of [13] do not evaluate the inner bound for the special case of the binary-Hamming LKM problem.

We consider the LKM problem for the special case of binary sources. In Sec. IV-A we propose an LKM coding scheme, and in Sec. IV-B we characterize the achievable rate distortion region in the proposed scheme, assuming $(X, Y)$ is a DSBS($p$). As a corollary we obtain an inner bound to $R_{\text{CSR}}$.

A. Proposed coding scheme

The proposed scheme is defined by two matrices $U \in \mathbb{F}_2^{n \times n}$ and $V \in \mathbb{F}_2^{n \times n}$. For a column vector $z^n \in \mathbb{F}_2^n$, let $U z^n$ and $V z^n$ be the products of the matrices with $z^n$ in $\mathbb{F}_2$. Let $C = \{z^n \in \mathbb{F}_2^n \mid U z^n = 0\}$, where $0$ is the all-zeros column vector of length-$m$, and let $Q(x^n) = \arg \min_{z^n \in C} \text{wt}(x^n + z^n)$, where $x^n + z^n$ is the element-wise sum in $\mathbb{F}_2$ and $\text{wt}(\cdot)$ is the Hamming weight of the input. Since $Q(\cdot)$ searches for the element in $C$ closest to the input, we refer to $Q(\cdot)$ as the quantizing function and to $C$ as the quantizing codebook. Let $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ and $g : \mathbb{F}_2^n \times \mathbb{F}_2^n \times \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ be defined as $f(x^n) = V Q(x^n)$, i.e., composition of $V$ with $Q$, and $g(x^r, y^r, s^m) = \arg \min_{z^n \in \mathbb{F}_2^n} \text{wt}(z^n)$

\[s.t. \quad U z^n = s^m, \quad V z^n = x^r + y^r.\]

In the proposed scheme, the function $f$ is used by the encoders and $g$ by the decoder. In comparison to the encoder in [4], $f$ consists of an additional quantization step that employs the linear codebook $C$. The linearity of the codebook dovetails with the linear structure of the sum computation, thereby making a rate reduction possible, as we will see in Sec. IV-B.

B. Achievability of the proposed coding scheme

The proposed scheme can be used to show the achievability of the rate region summarized in Proposition 2.
Proposition 2. Let \((X, Y)\) be a DSBS\((p)\) with \(0 \leq p \leq \frac{1}{2}\), and \(R_C = \{(R_1, R_2, D) \mid R_1, R_2 \geq h(p + q \ast q) - h(q), D \geq q \ast q, 0 \leq q \leq \frac{1}{2}\}\). For every scalar triple (\(R_1, R_2, D\)) \(\in R_C\), there exist a pair of matrices \((U, V)\) (as defined in Sec. IV-A) such that the triple is LKM-achievable with the coding scheme \((E_1, E_2, D)\) in Sec. IV-A

Furthermore, the convex hull \(\text{conv}(R_C \cup R_B)\), where \(R_B\) is as defined in Proposition 1 is a subset of \(R_{CSR}\) and provides an inner bound to \(R_{CSR}\).

The proof of Proposition 2 can be sketched as follows. Let \(U\) be the \(m \times n\) parity check matrix of a ‘good’ linear rate distortion code for a uniform source that incurs average distortion \(q\). Such a source code will have \(m \approx nh(q)\) [14], [15] Theorem 4. Let \(D_X^n \in F_2^m\) and \(D_Y^n \in F_2^m\) be two length-\(n\) dither sequences sampled independently from the i.i.d. Bernoulli\((\frac{1}{2})\) distribution. Both dither sequences are also known to the decoder. The encoders respectively compute, and send to the decoder, \(f(X^n + D_X^n)\) and \(f(Y^n + D_Y^n)\). Let \(\hat{X}^n = Q(X^n + D_X^n)\) and \(\hat{Y}^n = Q(Y^n + D_Y^n)\). The encoders send \(V\hat{X}^n\) and \(V\hat{Y}^n\) to the decoder, each using \(r\) bits (recall \(V\) is an \(r \times n\) matrix). Let \(W_X^n\) and \(W_Y^n\) be the quantization errors of the two sequences, i.e., \(W_X^n = X^n + \hat{X}^n + D_X^n\) and \(W_Y^n = Y^n + \hat{Y}^n + D_Y^n\). Adding dither prior to quantization makes \(W_X^n\) and \(W_Y^n\) independent. To see that \(W_X^n\) and \(W_Y^n\) are not always independent without dither, consider the limiting case \(p = 0\). In this case \(X^n = Y^n\) and \(W_X^n = Q(X^n) + X^n = Q(Y^n) + Y^n = W_Y^n\) with probability 1. Adding dither makes the two quantizer inputs \(X^n + D_X^n\) and \(Y^n + D_Y^n\) independent, which is important to making \(W_X^n\) and \(W_Y^n\) independent and obtaining the rate expression in Proposition 2.

The decoder knows \(V\hat{X}^n, V\hat{Y}^n, D_X^n, D_Y^n\) and computes \(V\hat{X}^n + V\hat{Y}^n + VD_X^n + VD_Y^n = VZ^n\), where \(Z = \hat{X}^n + \hat{Y}^n + D_X^n + D_Y^n\). Observing that we can reexpress \(Z\) as \(Z = X^n + W_X^n + Y^n + W_Y^n\), and by observing that \(Z^n, W_X^n, W_Y^n\) are jointly independent, the marginal statistics of \(Z\) are Bernoulli\((p + q \ast q)\). Similarly, \(E[d(Z, \hat{Z})] \approx q \ast q\). Per Lemma in [5], there exists a matrix \(V\) such that \(Z\) can be recovered from \(VZ^n\) if \(r > h(p + q \ast q)\). However, this rate can be reduced if the decoder employs \(D_X^n\) and \(D_Y^n\) as side information. Specifically, let \(UZ^n = UX^n + UY^n + UD_X^n + UD_Y^n = US^n\), where \(S^n \in F_2^m\). The decoder computes \(\hat{Z} = g(V\hat{X}^n, V\hat{Y}^n, S^n)\). Since there exist only around \(2^{(1-h(q))n}\) length-\(n\) sequences that satisfy \(UZ^n = S^n\), we only require that \(r > h(p + q \ast q) - h(q)\) to obtain \(\hat{Z} = Z\) with high probability. Therefore, we conclude that all triples in \(R_C\) are LKM-achievable, i.e., \(R_C \subseteq R_{LKM}\).

By following the time-sharing argument as in Proposition 1, we have that all triples in \(\text{conv}(R_C \cup R_B)\) are CSR-achievable, showing that \(\text{conv}(R_C \cup R_B) \subseteq R_{CSR}\). A similar time-sharing argument is used in [5] when obtaining the rate distortion function of a binary source with decoder side information.

V. OUTER BOUND WITH WYNER-ZIV PROBLEM

A set \(R \subseteq \mathbb{R}^3\) provides an outer bound to \(R_{CSR}\) if \(R_{CSR} \subseteq R\). An outer bound to \(R_{CSR}\) can be obtained by waiving the CR constraint in the CSR problem. Specifically, reconsider the problem setup in Fig. 1 without the CR constraint. We refer to this new problem as the “Two-terminal Sum Estimation” (TSE) problem. Let the achievable rate distortion region for TSE problem be \(R_{TSE} \subseteq \mathbb{R}^3\), with \(R_{TSE}\) consisting of the triples \((R_1, R_2, D)\) that produce the decoder outputs that satisfy \(E[d(Z^n, \hat{Z}_n)] \leq D\) and \(E[d(Z^n, \hat{Z}_n)] \leq D\). Due to the waiving of the CR constraint we have that \(R_{CSR} \subseteq R_{TSE}\).

When \(X_1\) and \(X_2\) take values in \(F_2\) and \(d(\cdot, \cdot)\) is Hamming distance, one can characterize \(R_{TSE}\) by considering two parallel source coding with side information problems, i.e., two Wyner-Ziv (WZ) systems [5]. With reference to Fig. 1 the first WZ system is from \(E_1\) to \(D_2\) and the second WZ system is from \(E_2\) to \(D_1\). In the first system, \(E_1\) encodes \(X_1^n\) and sends to \(D_2\) with a rate \(R_1\). Decoder \(D_2\) uses \(X_2^n\) as side information to reconstruct \(X_1^n\) as \(\hat{X}_1^n\), and \(D_2\) outputs \(\hat{Z}_2^n = \hat{X}_1^n + X_2^n\). The second WZ system works in a similar manner with \(E_2\) using a rate \(R_2\) to send to \(D_1\), and \(D_1\) outputting \(\hat{Z}_1^n = X_1^n + X_2^n\).

Let \(g(D) = h(p \ast D) - h(d)\) if \(0 \leq D < p\) and \(g(D) = 0\) if \(p \leq D\). Let \(R_{WZ}(D)\) be the minimum rate required by the WZ scheme for decoder \(D_{(j)} \in \{1, 2\}\), to produce \(\hat{Z}_j\), satisfying \(E[d(Z, \hat{Z})] \leq D\). In [5], the authors show that \(R_{WZ}(D) = E_c(e(d))(g(D))\), the lower convex envelope of \(g(D)\) (see Sec. II-A [5] and Example 1 in [5]).

Note that when using the WZ scheme the decoders do not exploit the fact that only the sum of the sources, \(Z = X_1 + X_2\), needs to be reconstructed. Although, this may make one think that the WZ scheme does not provide a tight bound for \(R_{TSE}\). This is not the case as we will see next. For example, considering \(D_1\), it can be shown that there exists no scheme which with it is possible for \(D_1\) to obtain an reconstruction of \(Z\), say \(\hat{Z}_1 \in F_2\), with a rate \(R_{WZ}(D)\), such that \(E[d(Z, \hat{Z}_1)] \leq D' < D\). To see this, assume there exists such a scheme. Then, \(d(X_2, (X_1 + \hat{Z}_1)) = d(X_2 + X_1 + \hat{Z}_1) = d(Z, \hat{Z}_1)\), which yields \(E[d(X_2, (X_1 + \hat{Z}_1))] \leq D' < D\). This result contradicts the WZ converse, since such a result would imply that \((X_1 + \hat{Z}_1)\), which can be computed at \(D_1\), is a better reconstruction of \(X_2\) that can be obtained with rate \(R_{WZ}(D)\). A similar sequence of arguments is applicable to the reconstruction of \(Z_2\) at \(D_2\) as well. Therefore, the two WZ systems can be used to obtain a tight characterization of \(R_{TSE}\) when \(X_1\) and \(X_2\) are in \(F_2\), and \(d(\cdot, \cdot)\) is Hamming distance.

The outer bound to \(R_{CSR}\) can be summarized as follows.

Proposition 3. Let \((X_1, X_2)\) be a DSBS\((p)\) with \(0 \leq p \leq \frac{1}{2}\). Then, \(R_{TSE} = \{(R_1, R_2, D) \mid R_1, R_2 \geq R_{WZ}(D), D \geq 0\}\) and since \(R_{CSR} \subseteq R_{TSE}\), \(R_{TSE}\) is an outer bound to \(R_{CSR}\).

The characterization of \(R_{TSE}\) in Proposition 3 directly follows from the results in [5]. In general, it can be shown that the two WZ systems can be used to characterize \(R_{TSE}\) as long as the distortion measure takes the form \(d(a, \lambda(b, c)) = d(a + b, c)\) for some function \(\lambda\). Both Hamming (for binary inputs) and squared distortion measures are of this form. In related work, the authors of [16] study WZ theory for a general function of correlated sources. The authors present findings similar to Proposition 3 (see therein \(X_7\) in Table 1 and Theorem 3).
VI. Numerical Comparison of Bounds

Fig. 6 illustrates the inner and outer bounds (solid lines) in Propositions 1, 2, and 3 for the special case $R_1 = R_2$ when $(X_1, X_2)$ is a DSBS($p$). Let $G(q) = h(p + q) - h(q)$ as defined in [5] and [3]. Non-solid lines in the three cases correspond to $G(q)$ plotted against $q + q$, $h(p + q + q) - h(q)$ plotted against $q + q$, and $G(q)$ plotted against $q$, respectively. In each case the straight portion of the solid line (i.e., the large $D$ portion) is tangent to the corresponding non-solid line. This results from time-sharing with the zero-sum-rate point. The inner and outer bounds get tighter as $p$ decreases (e.g., the bounds are tighter in right-hand figure compared to the left-hand figure).

Recall that an optimal scheme for the CSR problem will (1) exploit fully the sources observed at each terminal as side information when reconstructing the sum, and will (2) exploit the fact that only the sum of the sources needs to be reconstructed. Out of the two requirements, only (1) applies to the inner bound obtained with Steinberg’s problem, and only (2) applies to the inner bound obtained with LKM problem. We observe in the figures that the inner bound with Steinberg’s problem gives a slightly tighter bound than that with LKM problem (i.e., the red plots are slightly below the green plots).

VII. Conclusion

In this paper we present the problem of two-terminal source coding with Common Sum Reconstruction (CSR), in which two terminals want to reconstruct separately the sum of two correlated sources under the constraint that the two reconstructions must be identical with high probability. In practice, the CSR problem setup can be observed in algorithms such as butterfly all-reduce [2]. We develop two inner and outer bounds to the achievable rate distortion region of the CSR problem for a doubly symmetric binary source. Specifically, we develop two inner bounds using the achievability results for Steinberg’s common reconstruction and lossy version of Körner-Marton’s modulo-two sum computation problems. We develop an outer bound using Wyner-Ziv’s source coding with side information problem.
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