Parametric optimization of Liquid Flow Process by ANOVA Optimized DE, PSO & GA Algorithms
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Abstract: Control of liquid level & flow are the most interest domain in process control industry. Generally process parameter of the liquid flow system is varied frequently during the operation. So the selection of the level of process parameters i.e. input variables seems to be important for achieving the optimum flow rate. In the present work focus is given on the identification of the proper combination of the input parameters in liquid flow rate process. Flow sensor output, pipe diameter, liquid conductivity & viscosity have been taken as input parameter; flow rate obtained from test is taken as response parameter. Till now several researchers have been performed various optimization methods for optimized the parameters of the process plant. But still computational time & convergence speed of the applied optimization techniques for the modelling of the nonlinear process system is still an open challenge for the modern research. In this research we proposed three evolutionary algorithms are used to optimize the process parameters of the nonlinear model implemented by ANOVA to mitigate the unbalance, convergence speed and reduce the total computational time. Overall research performed into three stage, in first phase nonlinear equation ANOVA has been used for mathematical model for the process, In second stage three evolutionary algorithms: GA, PSO & DE are applied for parametric optimization of liquid flow process to maximize the response parameter & in last phase comparative study performed on simulated results based on confirmed test & validated our proposed methodology.

Index Terms: Liquid Flow model; ANOVA; Particle swarm optimization; differential Evolution; Genetic Algorithm.

1. Introduction

Control of liquid flow in process industry is a really difficult task as flow rate of liquid is depending a number of attributes like flow sensor (contact type or non contact type) , pipe diameter & properties of the liquid used in process industry. Generally model of liquid flow control process is a one of the best example of real non linear & time lagging process. To get the optimal liquid flow there should be proper setting of input parameters otherwise irregular change of input process parameters may cause damage of the whole system.

In modern research a conventional controller used to get optimum flow rate by tuning of input process parameters. The main drawback of this type of conventional controller is very time consuming & needs a large set of experimental datasets[1]. To overcome this problem a computational intelligent controller used to determine the optimal process parameters for which we get target liquid flow in a process industry. Main advantage of the computational intelligent controller is once the model is designed with the help of training experimental dataset we can easily finding out the value of optimal input process variable for testing output without wasting a large number of datasets & time lagging.
There are a number of computational intelligent controllers used in different process industry to achieve the better results. Some of them are predicting of thermal conductivity in a nanofluids [2], predicting in Fault detection of electric switch machine [3] forecasting of load & energy management system [4], measurement of turbidity [5], liquid flow model [6], prediction of temperature & discharge of hot water from solar parabolic collector [7], etc. There are a several research has been performed by using different types flow sensor in process industries by taking the consideration of small response time, linearity & high measuring accuracy. Conventionally in process industries flow rate is measured by the Contact type anemometer [8], Ultrasonic flow meter [9,10], venturi meter [11] etc.

Now the performance of the flow sensor depending upon the number of input variables like the properties of liquid characteristics, pipe diameter, temperature etc. So it is a great challenge how to improve the performance of the flow sensor in process industry. Hence it needed computational algorithm to optimize the process parameters so that calculated output flow rate best fitted with the experimental outcome.

A number researcher has been carried out many Advance control strategies for the liquid flow control process. A feed forward neural network model proposed to predict the liquid flow. A significant accuracy 97.06% accuracy obtained from this model[12]. An optimized fuzzy logic controller (FLC) proposed to achieved the optimum process parameters in anemometer type flow sensor based process system[13]. Highest accuracy obtained from the proposed model was 92.08% for triangular based membership function. An intelligent FLC proposed to predict liquid flow rate in a given test dataset obtained the maximum accuracy about to 92.28%[10]. Proposed model utilized in ultrasonic flow sensor based process system. Moreover an empirical model: ANOVA & RSM was used to make a relation between process output & input variables from given train dataset obtained from the experimental set up & finally optimized genetic algorithm used to predict liquid flow rate for a given set of input [14].From the result analysis it was seen that RSM based GA algorithm best fitted the experimental result. An ANN model used to made a non linear relationship between input & output variables of training result in liquid flow model & Genetic algorithm used to optimized the process parameters to make the model best fitted [15]. Best accuracy obtained by Rank parent selected GA-ANN model about 98.42%. An ANFIS model investigated to predict the flow rate in flow rate process model [16].Best ANFIS model provides accuracy about 97.857%. An ANN optimized Flower pollination algorithm used to predict the liquid flow model[17]. Maximum accuracy obtained from the testing datasets about 99.25%.Improved versions of original Elephant Swarm Water Search Algorithm (ESWSA) studied the liquid flow control process with non linear, multivariable, boundary conditions & fluctuation of complex features[18]. An improved hybrid HPSOGWO algorithm proposed to predict the flow rate & compare the performance with other two algorithm PSO & GWO[19]. Applied hybrid algorithm outperformed with the accuracy of 99.962%. Hybrid FA-ANN & PSO-ANN model was proposed to predict liquid flow model[20].

For improving better computational time, precision, convergence speed, better investigation & proper parameters tuning for taking care of all this, estimation of a highly accurate model for describing a liquid flow control process is still an open problem to us. Due to restriction of process parameter & interaction between the input process variable & response it is difficult to obtain the real time quality response from the system. In such cases metaheuristics or bio inspired optimization technique can effectively solve the real time predictive problem for the online measurements. Due to global optimization methods and scale well to higher dimensional problems solving capability here we proposed three different evolution optimization techniques. To represent the non linear model of a liquid flow process here we used mathematical ANOVA.

From the Simulation results it is seen that proposed optimization techniques are effective & feasible for meet the real-time control requirements of the liquid flow control process. The rest of this paper is organized as follows: after introduction, modeling of the liquid flow control described in section 2 mathematical description is briefly introduced in Section 3. Proposed methodology is described in Section 4 described the results & discussion and finally conclusions are presented in Section 5 & section 6 respectively.

## 2. Experimental Set Up

The experimental work is carried out with the Flow & level measurement & control set up [14](model no. WFT - 20-I) shown in Fig.1. For this work, total 134 sample data has been attended which consist of four independent variables sensor output voltage , pipe diameter ,liquid (water) conductivity & viscosity .Among these 17 number of datasets are utilized for the testing purpose shown in Table1.

| Sensor output | Diameter | Conductivity | Viscosity | Flow rate |
|---------------|----------|--------------|-----------|-----------|
| 0.218         | 0.024    | 0.606        | 0.8982    | 0.0008    |
| 0.221         | 0.025    | 0.616        | 0.7797    | 0.0008    |
| 0.225         | 0.025    | 0.616        | 0.8982    | 0.0016    |
| 0.232         | 0.025    | 0.597        | 0.7797    | 0.0016    |
| 0.234         | 0.02     | 0.615        | 0.8982    | 0.0024    |
| 0.237         | 0.027    | 0.622        | 0.7797    | 0.0024    |
| 0.238         | 0.03     | 0.6085       | 0.7254    | 0.0024    |

Table 1:Experimental Testing datasets for liquid flow control process [17]
Parametric optimization of Liquid Flow Process by ANOVA Optimized DE, PSO & GA Algorithms

3. Modeling of liquid Flow process

In this section overall methodology of the present research explained. Non linear mathematical equation formulations explained after the flowchart of the research.

A. Flowchart of proposed research

In present research we formulated a non linear mathematical model: ANOVA from 117 numbers of training datasets. Mathematical formulation of ANOVA explains in later subsection. Three evolutionary algorithms: Genetic Algorithm (GA), Particle swarm Optimization (PSO) & Differential Evolution (DE) were used finding out the co-efficient value of the proposed ANOVA model when objective function reached to optimum. For this purpose we changed the parameters of all mentioned algorithms. Finally we determine the calculated output flowrate corresponding to each set testing input datasets. For the identification of best algorithm in this research we used different statistical metrics like root mean square (RMSE), Mean absolute error (MAE), Mean absolute percentage error (MAPE), accuracy & computational time etc. Overall process explains in Fig. 2.

B. Mathematical Model

Due to nonlinear characteristics of liquid flow rate and liquid level process it is very difficult to determine the process input variables like pipe diameter, pipe diameter & change in liquid properties to achieved the optimum liquid flow rate & liquid level using conventional controller techniques. Hence we need computational intelligence tools to optimized the non linear mathematical like RSM & ANOVA [21,22]. In this work, at first we have used popular nonlinear power equations: Analysis of Variance (ANOVA) to describe the mathematical relationship between input variables & response of liquid flow control process. In the mathematical model flow rate ($F$) can be expressed in term of sensor output ($E$), pipe diameter ($D$) & liquid properties as follows:

$$F = \mu_1 E^\mu_2 D^\mu_3 k^\mu_4 n^\mu_5$$  \hspace{1cm} (1)

Where, $\mu_1$, $\mu_2$, $\mu_3$, $\mu_4$ and $\mu_5$ are the coefficients the mathematical model. Now computational intelligence techniques are used to get the optimum values of this co efficient from the experimental dataset. Here three different metaheuristics optimization techniques are applied as a computational intelligence tool to achieve the optimum value of the process variable, process fit with the experimental one & difference between measured and simulated flow rate is

| 0.239 | 0.025 | 0.616 | 0.8982 | 0.0032 |
|-------|-------|-------|--------|--------|
| 0.241 | 0.027 | 0.622 | 0.7797 | 0.0042 |
| 0.245 | 0.024 | 0.6065 | 0.7254 | 0.0032 |
| 0.247 | 0.024 | 0.616 | 0.8982 | 0.0044 |
| 0.247 | 0.025 | 0.622 | 0.7797 | 0.0044 |
| 0.25 | 0.025 | 0.6065 | 0.7254 | 0.0044 |
| 0.256 | 0.025 | 0.616 | 0.8982 | 0.0044 |
| 0.254 | 0.024 | 0.622 | 0.7797 | 0.0056 |
| 0.259 | 0.03 | 0.606 | 0.7254 | 0.0064 |
| 0.265 | 0.027 | 0.622 | 0.7797 | 0.0072 |

Fig.1. Experimental set up for present research [14]
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minimized. So in this research we used RMSE [23] as a objective function for the metaheuristic which is needed to be minimized.

\[
RMSE(A) = \sqrt{\frac{\sum_{i=1}^{N} f(E_i,D_i,k_i,X)^2}{N}}
\] (2)

Where, \(N\) is the number of the experimental data, \(X\) is the set of the estimated parameters.

For ANOVA based modelling, the error function \((E_i,D_i,n_i,k_i,X)\) and set of parameters \(X\) can be expressed as

\[
f(E_i,D_i,n_i,k_i,X) = \mu_1\cdot E^\mu_2 \cdot D^\mu_3 \cdot k^\mu_4 \cdot n^\mu_5 - F
\] (3)

\[
X = \{\mu_1, \mu_2, \mu_3, \mu_4, \mu_5\}
\] (4)

Where, \(F\) is the experimental data.

Fig. 2. Flowchart for the present research
4. Proposed Methodology

Before elaborating the proposed methodology basic Differential Evolution (DE), Particle Swarm Optimization (PSO) & Genetic Algorithm (GA) are elaborated initially.

A Differential Evolution calculation (DE)

It is a stochastic, populace based improvement calculation for taking care of nonlinear advancement issue [24]. The calculation was presented by Storn and Price in 1996 [25]. A fundamental variation of the DE calculation works by having a populace of applicant arrangements (called specialists). These specialists are moved around in the inquiry space by utilizing straightforward numerical formulae to join the places of existing operators from the populace [26]. On the off chance that the new position of a specialist is an improvement, at that point it is acknowledged and frames some portion of the populace; generally the new position is just disposed of. The procedure is rehashed and by doing so it is trusted, however not ensured, that a palatable arrangement will inevitably be found[27].

B Particle swarm streamlining (PSO)

Particle swarm optimization technique is a heuristic technique inspired by the interaction of group of animals[28,29]. The process starts with random variables each of which again represents the possible solution of the optimization problem. Each of the variable represent by two parameters: position & velocity. Position of the variable indicates the deviation from the ideal optimum solution while the velocity indicates the motion of a variable around the search space. Social performance of PSO depending upon the two important parameters: individual best position (Plbest) & global best position (Gbest) of each swarm. PSO have been effectively utilized in different research field like: renewable energy[30,31], nanoparticles [32], mathematical modelling [33], nuclear energy field [34] etc.

C. Genetic Algorithm (GA):

The GA has a place with a group of computational models propelled by Darwin’s generation and natural selection hypothesis [35,36]. The GA utilizes the essential propagation administrators, for example, hybrid and transformation to deliver the hereditary organization of a populace. Some trade and reordering of chromosomes, creating posterity that contain a mix of data from each parent, is frequently alluded to as hybrid due to the route strands of chromosomes traverse during the trade. Decent variety in the populace is accomplished by change. A regular hereditary calculation methodology makes the accompanying strides: A populace of applicant answers (called specialists). These specialists are moved around in the inquiry space by utilizing straightforward numerical formulae to join the places of existing operators from the populace [26]. On the off chance that the new position of a specialist is an improvement, at that point it is acknowledged and frames some portion of the populace; generally the new position is just disposed of. The procedure is rehashed and by doing so it is trusted, however not ensured, that a palatable arrangement will inevitably be found[27].

5. Result Analysis

The parameters setting for every calculation in the examination is portrayed as pursues:

1. For GA, crossover percentage (pc) 0.7, Extra range factor for crossover (γ) 0.4, mutation percentage (pm) 0.3& mutation rate (mu) is 0.1 respectively.
2. For DE, the mutation factor (F) 0.5, crossover rate (C) 0.9 & maximum iteration number 200.
3. For PSO, inertia weight (w) 1, inertia weight damping factor (w_damp) 0.99, personal learning co-efficient (c_1) 1.5 & Global learning co efficient (c_2) 2 according to the earlier work.

For all the algorithms we choose maximum iteration number 5000 and population 100 respectively. For a liquid flow model, search space is confined to 5 dimensional function optimization problems to look through ideal estimations of {μ₁, μ₂, μ₃, μ₄, μ₅} already shown in equation no. 4. The search range for the optimization of liquid flow based model is (−15, 15).

A. Computational Efficiency Test

Computational time is one of the major criteria for evaluating the effectiveness of the bio inspired optimization technique applied in a particular process parametric optimization. In this subsection we have taken the average execution time taken by each algorithm for each of the problems for a fixed number of iteration 5000, population 100 & 10 times run the program. Table 2 shows a comparative study based on average execution time. From Table 2 It has been observed that GA based ANOVA model performed best by means of average computational time. Graphically visualized
Table 2 Comparative study based on computational time

| Method | Average computational time |
|--------|----------------------------|
| DE     | 146.1244 Sec               |
| PSO    | 165.7174Sec                |
| GA     | 119.0112Sec                |

Table 3. Estimated optimal parameters by using DE, PSO & GA based modeling of liquid flow control process

| Method | µ₁ | µ₂ | µ₃ | µ₄ | µ₅ |
|--------|----|----|----|----|----|
| DE     | 13.9440 | 11.3317 | -1.3593 | -5.0136 | -0.7676 |
| PSO    | 15.00 | 10.0466 | -1.0550 | -3.6296 | -0.6247 |
| GA     | 15.00 | 8.4074 | 0.7271 | -1.3846 | -0.7300 |

Table 4. Comparative study based on Mean absolute error (MAE) in DE, PSO & GA

| Method | Mean absolute percentage Error (MAPE) | Mean Absolute Error(MAE) |
|--------|--------------------------------------|--------------------------|
| DE     | 15.79 | 0.040                      |
| PSO    | 16.60 | 0.036                      |
| GA     | 20.41 | 0.059                      |

Fig. 3. Comparative study based on Computational time

B. Accuracy Test

Accuracy test is another statistical criteria which indicates the calculated value is how close to the measured value under the different experimental conditions. In accuracy test we have used two error indicator indexes: Mean absolute error (MAE) & mean absolute percentage error (MAPE) to measure the error between experimental and the simulated current data, defined as Eqns. (5) and (6)

\[
IAE = |F_{measured} - F_{calculated}| \tag{5}
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{IAE}{F_{measured}} \tag{6}
\]

Moreover, mean Absolute Error (TAE) can be defined as:

\[
MAE = \frac{\sum_{i=1}^{n} (AE_i)}{n} \tag{7}
\]

Where, \(n\) is the number of experimental dataset, \(F_{measured}\) & \(F_{calculated}\) are the experimental and estimated value of liquid flow rate. The best optimization algorithm always produced least RMSE for all different runs. The coefficient of the non linear models is obtained from DE, PSO & GA Matlab code shown in Table 3.
The prediction error can be calculated using Root Mean Square Error (RMSE) which can be defined as follows:

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left( \frac{X_{\text{exp}} - X_{\text{cali}}}{X_{\text{exp}}} \right)^2} \times 100\%
\] (8)

Accuracy = (100 - RMSE) %

Where, \(X_{\text{exp}}\) is experimental value, \(X_{\text{cali}}\) is calculated value and \(m\) is number of training data. From Table 4 describes DE offers least mean absolute Percentage error (MAPE) while PSO gives least mean absolute error (MAE). It has been also observed from Table 5 that PSO optimization has least RMSE error & maximum accuracy. Fig .6. Show the relative errors vs. different liquid flow rate measurement instances for DE, PSO & GA based modeling respectively. It can be seen that proposed DE optimization having least relative error than other optimization techniques.

Table 5. Comparative study based on Root mean square error (RMSE) & Accuracy

| Method | RMSE | Accuracy |
|--------|------|----------|
| DE     | 0.0481 | 99.9519  |
| PSO    | 0.0442 | 99.9558  |
| GA     | 0.0492 | 99.9508  |

Fig .4. Comparative study based on MAPE & Accuracy

Fig .5. Comparative study based on RMSE & MAE
Comparative study between calculated values obtained from GA, DE & PSO with experimental values of the outputs shown in Fig. 7. Characteristics graph represent how all this three evolutionary algorithm calculated flow rate fitted with the experimental flowrate. However among all this EA, GA optimization provides better calculated flowrate with respect to experimental flowrate. Fig. 8. Represent the graph between deviation \( \frac{X_{\text{exp}} - X_{\text{Cal}}}{X_{\text{exp}}} \) & experimental flowrate where the deviation is minimum between the flowrate of 250Lpm to 500 Lpm, DE have least deviation with flowrate.

![Graph 1](image1.png)

**Fig. 6.** Relative errors for GA, PSO & DE based modeling of liquid flow control process

![Graph 2](image2.png)

**Fig. 7.** Comparisons of the characteristics of the experimental data and estimated liquid flow rate using DE, PSO & GA based model
C. Score scheme

To identify the best algorithm among applied three evolutionary algorithms we used score system in present research. Generally scoring system applied in result analysis when a significant variation is taken place between all the proposed algorithms. Here we observed that all the statistical metrics in subsection we cannot conclude which algorithm is better in most of statistical criterion for that we used scoring value in Table 6.

Table 6. Performance based on scoring scheme

| Algorithm | RMSE | Accuracy | MAPE | MAE | Computational time | Overall score |
|-----------|------|----------|------|-----|--------------------|--------------|
| DE        | 1    | 1        | 1.5  | 1   | 1                  | 5.5          |
| PSO       | 1    | 1        | 1.5  | 1   | 0                  | 4.5          |
| GA        | 1    | 1        | 0    | 1   | 2                  | 5            |

6. Conclusions

Modeling & optimization of liquid level & flow control in a process industry is an interesting task for the researchers. In this study, our aim is to optimize the power equation model of ANOVA which is used to make a nonlinear relation between the input & output of the process variables. In next step we need to find out the optimal values of the coefficient of the ANOVA models using Evolutionary algorithms (DE, PSO & GA) so that estimated liquid flow rate fit best with the experimental results & provides the minimum objective function of flow rate. In Final step we perform different statistical analysis which is shown in section 5. From the result analysis we get the following conclusion : in respect to computation time Genetic algorithm is more effective, in respect to MAE , RMSE & Accuracy PSO show the more effective output & finally DE shows the better result in respect to MAPE & Relative error. That’s all the evolution algorithm not provides accurate result in all statistical result analysis aspect. However all the algorithms can predict the liquid flow rate with satisfactory accuracy more than 99.95%. From Table 6 It is seen that on the basis of performance score DE algorithm performs better than other two, although there are a small deviation between performance score of mentioned all three algorithms.

More accurate modeling can be designed by considering the other type of contact type liquid flow sensor & further tuning can be done by metaheuristic optimization techniques to achieve better stability & accuracy are the future aspect.
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