Abstract

The purpose of feeder-level energy disaggregation is to decouple the net load measured at the feeder-head into various components. This technology is vital for power system utilities since increased visibility of controllable loads enables the realization of demand-side management strategies. However, energy disaggregation at the feeder level is difficult to realize since the high-penetration of embedded generation masks the actual demand and different loads are highly aggregated. In this paper, the solar energy at the grid supply point is separated from the net load at first via either an unsupervised upscaling method or the supervised gradient boosting regression tree (GBRT) method. To deal with the uncertainty of the load components, the probabilistic energy disaggregation models based on multi-quantile recurrent neural network model (multi-quantile long short-term memory (MQ-LSTM) model and multi-quantile gated recurrent unit (MQ-GRU) model) are proposed to disaggregate the demand load into controlled loads (TCLs), non-thermodynamically controlled loads (non-TCLs), and non-controllable loads. A variety of relevant information, including feeder measurements, meteorological measurements, calendar information, is adopted as the input features of the model. Instead of providing point prediction, the probabilistic model estimates the conditional quantiles and provides prediction intervals. A comprehensive case study is implemented to compare the proposed model with other state-of-the-art models (multi-quantile convolutional neural network (MQ-CNN), quantile gradient boosting regression tree (Q-GBRT), Quantile Light gradient boosting machine (Q-LGB)) from training time, reliability, sharpness, and overall performance aspects. The result shows that the MQ-LSTM can estimate reliable and sharp Prediction Intervals for target load components. And it shows the best performance among all algorithms with the shortest training time. Finally, a transfer learning algorithm is proposed to overcome the difficulty to obtain enough training data, and the model is pre-trained via synthetic data generated from a public database and then tested on the local dataset. The result confirms that the proposed energy disaggregation model is transferable and can be applied to other feeders easily.

Keywords: Probabilistic energy disaggregation, behind-the-meter PV generation, quantile regression, deep neural network, machine learning, electricity distribution networks;

1. Introduction

1.1. Motivation

Demand response (DR) plays a critical role in the future smart grid, introducing flexibility and controllability in the end-use consumers' power consumption patterns. As a result, peak demands are reduced, and the mismatch between generation and demand is minimized. In incentive-based DR schemes, the utility would control specific loads directly during a certain period for load shaping. So, understanding the portion of controllable loads is vital for the utility to design DR strategies.

Loads can be divided into critical loads and controllable loads [1]. Meanwhile, controllable loads can be further divided into thermostatically controlled loads (TCLs) and non-thermodynamically controlled loads (non-TCLs). TCLs (e.g., heating, ventilation and air conditioning (HVAC), air conditioner (AC), heat pumps, furnace, and refrigerators) occupy 30-40% of the overall demand load [2], and TCLs are widely adopted for their thermal inertia capability. Recent research shows that by optimizing the operation of HVAC systems, 45% of energy would be saved [3]. Moreover, Electric Vehicles (EVs) have high flexibility to schedule the charging/discharging slot, and this characteristic can benefit DR by shaving the peak load. In addition, the high penetration of embedded generation (e.g., solar photovoltaic) masks the ground truth demand. However, most DR frameworks are planned for pure load, the poor visibility of the actual load caused by embedded generation influences the efficiency of the existing DR schemes. Hence, it is essential to increase the visibility of the load components by disaggregating the net load measured at feeder/substation level into renewable energy generation, TCLs, and non-TCLs.

1.2. Literature Review

Artificial intelligence (AI) based feeder-level energy disaggregation approaches are introduced in [4-13] (see Table 1); the objective of this method is to decouple the feeder-level net demand into load components. Above approaches can be further divided into model-based [9-11] and measurement-based [4-8] methods.

The model-based method is presented in [9-11], which combines the ZIP load model with artificial neural network algorithms. Synthetic data is built based on the ZIP/exponential load model, and then Monte Carlo simulation is used to generate synthetic training and validation data. By changing the weights of load components and voltage, a few active power and reactive power measurements are obtained, which are used for model training/validation. Moreover, a two-layer feedforward shallow neural network is built to estimate the portion of each load category from the total load demand measured at the substation level [10]. A multi-modal long short-term memory (LSTM) model is introduced in [9] to identify the time-varying ZIP load and induction motor (IM) model parameters. The accuracy of the algorithm is increased by considering different modalities of the input data. The advantage of this method is that the dataset can be easily constructed, referring to the ZIP/ exponential load model. The limitation of this approach is that the dataset used in the case study is synthetic, and the trained model cannot be used in a real-world case.

Unlike the model-based method that uses a synthetic dataset, the
measurement-based approach utilizes real-world smart meter measurements. Ledva et al. [5] proposed an online learning method to separate air conditioners demand (AC demand) from the demand load. Household-level smart meter measurements provided by the Pecan Street Dataport [14] are aggregated to build a feeder-level load. Then an online learning algorithm, Dynamic Fixed based method is presented in [6]. Substation, feeder, and smart meter problem. By training offline model with historical datasets with partial labels, measurements provided by the Pecan Street Dataport [14] are aggregated to demand (AC demand) from the demand load. Household-level smart meter measurement-based approach utilizes real-world smart meter measurements. Unlike traditional demand load, the generation of solar energy is highly related to solar irradiance data and meteorological data. In [8], a regional nonintrusive load monitoring (regional NILM) algorithm is proposed to disaggregate solar energy by decoupling the solar energy from the net load [4, 8]. Nonetheless, these approaches only focus on separating solar energy, and other load components remain unseparated from their research.

Another research area that correlates to the proposed method is a probabilistic estimation. Probabilistic estimation was used in power system and energy discipline with great success, i.e. load forecasting [18-22], locational marginal prices forecasting [23], and wind forecasting tasks [24]. Probabilistic estimation utilizes a variety of approaches such as quantile regression (QR), quantile GBRT (Q-GBRT), regression neural network (QRNN) methods to estimate the results in the forms of quantiles prediction intervals (PIs), etc. As a typical uncertainty quantification approach, PIs set the upper and the lower bounds to quantify the level of uncertainty, and the corresponding PI nominal confidence (PINC) is provided as well (for instance, PINC equals 95% with 0.975 as upper bound and 0.025 as lower bound).

1.3. Contribution

In this paper, a feeder-level probabilistic energy disaggregation scheme is proposed. Detailed novelties of this work are listed as follows:

1. The scheme utilizes a multi-quantile long short-term memory neural network (MQ-LSTM) to disaggregate various load components (TCLs, Non-TCLs, PV generation, and other loads). The proposed model enables both online and offline modes, and a variety of features are selected as the input variables of the proposed model, including feeder measurement, meteorological measurement, calendar and holiday information, and solar irradiance measurement. The proposed model is also compared with other state-of-the-art quantile regression models (multi-quantile gated recurrent unit (MQ-GRU), multi-quantile convolutional neural network (MQ-CNN), quantile gradient boosting regression tree (Q-GBRT) [15], multi-layer perceptron (MLP) neural network [16], Gaussian mixture modelling (GMM) [17]. Nonetheless, these approaches only focus on separating solar energy, and other load components remain unseparated from their research.

Researchers further work on increasing the visibility of behind-the-meter (BTM) solar energy by decoupling the solar energy from the net load [4, 8]. Unlike traditional demand load, the generation of solar energy is highly related to solar irradiance data and meteorological data. In [8], a regional nonintrusive load monitoring (regional NILM) algorithm is proposed to disaggregate solar energy and electric vehicles (EVs) loads from the substation demand. The data used for the case study is a combination of three data sources (substation demand dataset, solar energy dataset, and EV dataset), where each component is separated individually using their proposed three-stage disaggregation framework. The substation demand is first forecast via empirical mode decomposition (EMD), then the solar energy is estimated by matching the linear correlation between the solar irradiance and the PV outputs. Finally, the EVs load is estimated via the limited activation matching pursuit (LAMP) method. [4] views the energy disaggregation as a partially labelled dictionary learning problem. By training offline model with historical datasets with partial labels, the system can efficiently separate three categories of load that includes solar energy. However, in practical application, the situation is more complex than the case study they implemented. There are more than three categories of load are aggregated at the same time. Other solar energy disaggregation methods include linear regression, Kalman filter [12, 13], gradient boosting regression tree (GBRT) [15], multi-layer perceptron (MLP) neural network [16], Gaussian mixture modelling (GMM) [17]. Nonetheless, these approaches only focus on separating solar energy, and other load components remain unseparated from their research.

Another research area that correlates to the proposed method is a probabilistic estimation. Probabilistic estimation was used in power system and energy discipline with great success, i.e. load forecasting [18-22], locational marginal prices forecasting [23], and wind forecasting tasks [24]. Probabilistic estimation utilizes a variety of approaches such as quantile regression (QR), quantile GBRT (Q-GBRT), regression neural network (QRNN) methods to estimate the results in the forms of quantiles prediction intervals (PIs), etc. As a typical uncertainty quantification approach, PIs set the upper and the lower bounds to quantify the level of uncertainty, and the corresponding PI nominal confidence (PINC) is provided as well (for instance, PINC equals 95% with 0.975 as upper bound and 0.025 as lower bound).

1.3. Contribution

In this paper, a feeder-level probabilistic energy disaggregation scheme is proposed. Detailed novelties of this work are listed as follows:

1. The scheme utilizes a multi-quantile long short-term memory neural network (MQ-LSTM) to disaggregate various load components (TCLs, Non-TCLs, PV generation, and other loads). The proposed model enables both online and offline modes, and a variety of features are selected as the input variables of the proposed model, including feeder measurement, meteorological measurement, calendar and holiday information, and solar irradiance measurement. The proposed model is also compared with other state-of-the-art quantile regression models (multi-quantile gated recurrent unit (MQ-GRU), multi-quantile convolutional neural network (MQ-CNN), quantile gradient boosting regression tree (Q-GBRT), and quantile light gradient boosting machine (Q-LGB)). In previous data-driven methods, only one or two components are separated from the netload.

2. A Discrete Wavelet Transform (DWT)-based data denoising method is adopted to filter out the noise which exists in the power measurements.
(3) Two solar energy separation methods are proposed, utilizing the unsupervised upscaling method or the supervised gradient boosting method to separate the solar energy generated by the rooftop PVs from the net load measured at the grid supply point (GSP) on a real-time basis.

(4) A transfer learning model is introduced to transfer the energy disaggregation model trained with a public dataset to a local dataset. The transferability overcomes the problem of the data shortage.

2. The Preliminaries

2.1. Problem Statement

The target of this paper is to disaggregate the overall feeder-level load demand into four components, which are: TCLs, non-TCLs, renewable generation, and other loads (OL) in both real-time and offline mode (See Fig. 1(a)). From Fig. 1(b), the percentages of different loads under the feeder demand are presented, referring to [4]. From the figure, it is found that AC occupies 33% of the overall demand load. In this paper, air conditioner and furnace are selected as the TCLs, and EVs are considered as non-TCL load. Rooftop PVs are considered as embedded generation. Assuming the feeder-level net load is measured as $\text{Net}_t^{\text{feeder}}$, the problem can be expressed by the following formula:

$$\text{Net}_t^{\text{feeder}} = L_t^{\text{feeder}} + G_t^{PV} + e_t$$

(1-1)

$$L_t^{\text{feeder}} = L_t^{\text{TCL}} + L_t^{\text{non-TCL}} + L_t^{\text{OL}} + G_t^{PV} + e_t$$

(1-2)

$$L_t^{\text{TCL}} = L_t^{\text{AC}} + L_t^{\text{FR}} + L_t^{\text{TV}} + L_t^{\text{F}} + e_t$$

(1-3)

where $L_t^{\text{feeder}}$ is the actual demand load, $L_t^{\text{TCL}}$ is the TCLs demand, $L_t^{\text{non-TCL}}$ is the non-TCLs demand, $L_t^{\text{OL}}$ is OL demand, $G_t^{PV}$ is the PV generation, $L_t^{\text{AC}}$ is the AC demand, $L_t^{\text{FR}}$ is the furnace demand, $L_t^{\text{TV}}$ is the EVs demand, and $e_t$ is the random noise.

Hidden Markov Model (HMM), Recurrent Neural Network (RNN), and K-Nearest Neighbors (KNN). But when the situation comes to feeder level or substation level, the load curve is highly aggregated and contains hundreds even millions of household-level load curve; the characteristic of the single appliance is difficult to be detected with power measurements only. Meanwhile, load forecasting technology aims to make a prediction of demand load with both long-term and short-term horizon, given historical demand load data.

2.3. Input Variables and Data Analysis

Input variables of the energy disaggregation system are classified into four categories, including feeder measurement, meteorological measurement, time measurement, and solar irradiance, as shown in Table 2. Meanwhile, all input variables can be divided into two categories, which are numerical variables and categorical variables. Numerical variables represent the values that can be measured and placed in logical order. By contrast, categorical variables take values that are names or tags, and the number of potential values is often limited to a fixed series. These categorical variables cannot be recognized by DNN models and must be converted into a numerical form. The conversion method adopted in this work is one-hot encoding. Instead of providing a single integer only, one-hot encoding provides a set of binary variables. A detailed description of the input variables is presented as follows:

### Table 2: Input variables of the energy disaggregation model.

| Feature type | Description | Mark |
|--------------|-------------|------|
| **Feeder measurement** | Feeder active power flow | Four weeks (672) lagging values and current value |
| Past temperature values | Four weeks (672) lagging values and current value |
| Humidity | Humidity in current time step |
| Wind speed | Wind speed in current time step |
| Pressure | Pressure in current time step |
| Weather | 10 binary values for each weather condition |
| Solar irradiance | Cloud cover |
| DNI | Cloud cover rate in current time step |
| **Calendar information** | Day type |
| 2 binary values for each type of day (weekday/weekend) |
| Holiday | 4 binary values for a normal day or current/previous/after day is a holiday |
| Season | 4 binary values for each season in one year |
| Month | 12 binary values for each month in one year |
| Hour | 24 binary values for each hour in one day |
| **Solar irradiance for PV separation** | GHI |
| GHI in current time step |
| DNI | DNI in current time step |
| DHI | DHI in current time step |
| Latitude | Latitude of the PV site |
| Longitude | Longitude of the PV site |

2.3.1. Feeder-level Demand and Appliance Load Data

The feeder models used for this research are selected from standard feeder models provided by GridLAB-D [25]. The feeder types are classified depending on the residence description, ranging from light rural to moderate urban (with apparent power from 948 kW to 17021 kW). To construct the feeder-level demand load data, individual household-level smart meter data from Pecan Street Dataport (Dataport) [14] are added up to match the capacity of the feeder model. Dataport is the world’s largest residential energy dataset, and it contains more than 700 houses, and each house measures around 20 electrical appliances in Texas, US. Moreover, the interval resolution of the smart meter data is 15 minutes. In this work, a total number of 3691 houses are aggregated to match the R2-25.00-1 feeder model (demand capacity is 17021 kW). As the demand load from the individual houses is added together, feeder-level appliance demands, including AC, furnace, EV, and PV, are also obtained. It is noticed that the furnace in the Texas area not only plays the role of a heating system to provide heat during winter but is also used to circulate cooled air during other seasons.
2.3.2. Meteorological Measurement

Both the demand load and PV generation are correlated with meteorological data strongly, so it is vital to include meteorological measurements into the input variables. In this paper, meteorological data resources from the geographical point N 30° 15’ 59.9976”, W 97° 43’ 59.9880” is used (Austin, Texas, US), the data is provided by National Centres for Environmental Information (NCEI) [18]. Numerical variables, ambient temperature \( T \), humidity \( HM \), pressure \( P \), wind speed \( WS \), cloud cover \( C \) are chosen from the NCEI dataset. For ambient temperature, 672 variables are generated, spanning the last week and current temperature measurements:

\[
T = [T_{t-24h}, T_{t-48h}, \ldots, T_{t-648h}, T_{t-672h}] 
\]

Fig. 2 shows the correlation between \( T \) and different loads at the feeder level. From the figure, it is observed that TCLs are highly influenced by temperature and relevant weather variables (e.g., humidity, wind speed). AC has a positive correlation with temperature; as \( T \) increases, the power consumption of AC rises as well. Since the furnace has a dual role (heating and circulating) in this research when \( T < 13^\circ C \), the correlation between \( T \) and furnace demand load is negative, and when \( T > 18^\circ C \), the correlation turns to positive. Meanwhile, \( T \) has little influence on the non-TCL demand (such as EV) as the curve is flat throughout different temperature periods.

Moreover, categorical meteorological data, weather description WD also has an extraordinary impact on the demand load. 10 different weather conditions are described in the NCEI dataset, which is: Mist, Clouds, Snow, Clear, Rain, Drizzle, Haze, Thunderstorm, Fog, Dust.

\[
\begin{align*}
\text{Mist} & : T < 0^\circ C \\
\text{Clouds} & : 0^\circ C < T < 5^\circ C \\
\text{Snow} & : T < 0^\circ C \\
\text{Clear} & : T > 10^\circ C \\
\text{Rain} & : 10^\circ C < T < 15^\circ C \\
\text{Drizzle} & : T < 10^\circ C \\
\text{Haze} & : T < 15^\circ C \\
\text{Thunderstorm} & : T > 20^\circ C \\
\text{Fog} & : T < 15^\circ C \\
\text{Dust} & : T > 20^\circ C
\end{align*}
\]

2.3.3. Calendar Data and Holiday Information

Calendar data and holiday information is another vital factor that influences consumers’ behaviours and the electricity events that happened inside their houses. As shown in Table 2, time information variables include:

- Day of the month \( M \)
- Hour of the day \( H \)
- Month of the year \( Y \)
- Season \( S \)
- Holiday \( H_{\text{holiday}} \)

Fig. 3 shows the correlation temperature and various loads (Data source: Pecan Street Dataport [4]).

2) Season. Seasonal variation (Spring, Summer, Autumn, Winter) is also a critical factor that influences the demands, and consumers prefer different electricity appliances during different seasons. For instance, AC is typically used during summer for cooling, and the heating system is more preferred in winter for heating purpose. In this paper, four binary variables \( S_1, S_2, S_3, S_4 \) are used to represent the season, e.g., \([0,0,0,1]\) is used to represent spring. Fig. 4 uses the Stats-Violin plot to show the distributions of the load demand of different load components in four seasons. From the figure, it is found that the power consumption of AC load in summer and autumn is much larger than it in spring or winter. As for the furnace, since it plays a dual role as a heating system and air circulation device, the demand for the furnace is high in both summer and winter. The distribution of EV does not show any difference among various seasons, which shows that the EV charging/discharging activities are not influenced by seasons significantly. Finally, solar energy generation is influenced by the season significantly as the PVs generate more power during summer and autumn.

In Section 3.4, we will explain the influence of the season on energy generation and demand.

3) The Hour of the day \( H \) and the month of the year \( M \). 24 binary variables and 12 binary variables are used to represent hour and month, respectively.

2.3.4. Solar Irradiance Measurement for Solar Energy Separation

Rooftop PV generation is highly correlated with solar irradiance measurement. The irradiance measurements and weather data at the exact location are obtained from the National Climatic Data Center (NCDC) [27]. Satellite-driven data include Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI), latitude, longitude, etc.

3. Energy Disaggregation Scheme

3.1. System Overview

The framework of the proposed multi-quantile RNN energy disaggregation system contains two modes, which as online and offline, which are shown in the block diagram of Fig. 5. In the offline mode, the energy disaggregation model is trained with a historical dataset, and offline analysis is also implemented for grid planning purpose. In online mode, the real-time net load measurement is disaggregated into individual load components.

3.1.1. Offline Mode

The offline mode has two functions: (1) training the DNN model and uploading the trained model parameters to the cloud server; (2) analysing the load components of historical feeder demand. Typically, the offline mode should be operated by the power utility or relevant third parties to build the energy disaggregation models.
Step 1: Historical data loading. Historical data is loaded from the historical database. This database contains historical data for meteorological measurements, calendar/holiday information, solar irradiance, and smart meter telemetry. The historical smart meter data contains both household-level and appliance-level power consumption data, so the smart meter data can be aggregated to generate feeder-level demand load, as stated in Section 2.3.1. It is noticed that for an area where smart meter data is not available, a transfer learning approach should be utilized, which will be introduced in Section 5.3.

Step 2: Training the PV separation model. Given historical data as mentioned above as input, historical PV generation as outputs, a gradient boosting (GB) machine learning model is trained to implement the solar energy disaggregation task. After the training process, the trained model, as well as model parameters, are uploaded into the cloud server, where the online PV separation is implemented. The trained offline model can also be used for data analysis and grid planning purpose, given historical data.

Step 3: Training load disaggregation model. Step 3 trains the offline model to implement demand load disaggregation. There are two points of difference compared to Step 2. Firstly, the input variables and outputs of the models are different. Comparing to the PV separation model, the load disaggregation model does not require solar irradiance data. In contrast, holiday information is added to the inputs as manual activities are highly influenced by such special events. Secondly, instead of taking PV generation as input, the load disaggregation model takes the portions of each load component as outputs. Furthermore, the trained model and model parameters are also uploaded to the cloud server for online estimation purpose.

### 3.1.2. Online Mode

In online mode, the power utility would like to use the online server to analyse the load components on a real-time basis. The models that are trained in offline mode are uploaded to the online server, so the utility can implement online computing without training the models at the same time.

Step 1: Real-time measurements collection. The utility receives the real-time feeder demand measurement from the feeder-level smart meter or supervisory control and data acquisition (SCADA) system. Meanwhile, the utility can also access the real-time meteorological measurement provided by the local weather station. The real-time calendar data are generated by the system or online server such as Google Calendar [28]. Moreover, holiday data are provided by the local government. All real-time measurements are synchronized and preprocessed (normalization for numerical variables and one-hot encoding for categorical variables) before feeding into the online server. In addition, the noise that exists in the feeder measurement and communication would influence the performance of the disaggregation server. Hence, a data denoising method is adopted to filter out noise. A detailed description of the denoising method is introduced in the followings section. Finally, real-time satellite solar irradiance data provided by NCDC [21] is also obtained to separate solar energy components. All real-time data is also saved into a historical database to update the offline models.

Step 2: Real-time PV generation separation. Before disaggregating the feeder demand into individual load components, the PV generation components are separated from the net load as the negative loads would impact the detection of other positive loads. The online PV separator receives denoised feeder demand as well as other real-time measurements as inputs. It is noticed that the holiday information is not needed for the PV separator as human activities do not influence PV generations. The outputs of the PV separator are PV generation and demand at the current timestep.

Step 3: Real-time Energy disaggregation. The estimated load of the PV separator is then fed into an online energy disaggregation server along with real-time meteorological measurement and calendar/holiday information. The online load disaggregation server obtains the DNN model and model parameters from the offline mode, in order to disaggregate the estimated demand load into three components, which are: TCLs, Non-TCLs, and OLS.

### 3.2. Data Denoising

The theory of the DWT-based denoising technique is to decompose the original signal into the high frequency and low-frequency components, and then thresholding the high-frequency components for denoising purpose, before reconstructing the de-noised signal. Assume $y_i$ represents the original noisy data, while $e_i$ is the white Gaussian noise, and $\sigma$ shows the intensity of the noise. A detailed introduction of DWT is presented in Appendix A. The purpose of the
signal denoising is to remove noise and find the best estimation of the underlying signal \( x(\cdot) \):

\[
y(\cdot) = x(\cdot) + \sigma e_{\cdot}, \quad i = 1, \ldots, n
\]

where \( n \) is the total sample numbers of the discrete form of the signal. A two-level DWT decomposition process is shown in Fig. 6. The denoising approach includes three steps: signal decomposition, denoising, and reconstruction.

**Step 1. Decomposition.** The decomposition process utilizes two pairs of high-pass and low-pass filters. The noisy signal \( y(\cdot) \) can be treated as the initial approximation signal. By passing \( y(\cdot) \) through a series of high-pass and low-pass filters, the detail coefficients are given via a high-pass filter, and the approximation coefficients are given via a low-pass filter. At each decomposition level, the decomposed signals are downsampled by two to satisfy Nyquist’s criterion. The 4th level decomposition functions are:

\[
A(k) = \sum x(n) h(2k - n)
\]

\[
D(k) = \sum x(n) g(2k - n)
\]

where \( x(n) \) represents the input signal, \( h \) and \( g \) are low-pass and high-pass filters, respectively. And \( k \) is the number of total decomposition levels. After passing each pair of filters, downsampling by two is implemented to compute the lower-level detail coefficients \( D(k) \) and approximation coefficients \( A(k) \), respectively.

**Step 2. Thresholding.** The detail coefficients \( D(k) \) are shrunk by adopting a thresholding function \( Thr \). Thresholding can be divided into hard and soft thresholding. In this paper, the soft thresholding is adopted, the magnitude of thresholding function \( Thr \) is given by (6):

\[
Thr = \delta_{mad} \sqrt{2 \ln(N)}
\]

\[
\delta_{mad} = \frac{MAD}{0.6745}
\]

where \( MAD \) is the median value of wavelet coefficients, and \( N \) is the total amount of coefficients. After the threshold is determined, the soft thresholding function is applied to reduce the magnitude of the coefficient as (8):

\[
\hat{D} = \begin{cases} 
D - Thr & \text{if } |x| \geq Thr \\
D + Thr & \text{if } |x| \leq -Thr \\
0 & \text{else}
\end{cases}
\]

The soft thresholding is adopted, the magnitude of thresholding function \( Thr \) is given by (6):

\[
Thr = \delta_{mad} \sqrt{2 \ln(N)}
\]

\[
\delta_{mad} = \frac{MAD}{0.6745}
\]

where \( \delta_{mad} \) is the standard deviation of the noise and can be calculated via (7):

\[
\delta_{mad} = \frac{MAD}{0.6745}
\]

where \( MAD \) is the median value of wavelet coefficients, and \( N \) is the total amount of coefficients. After the threshold is determined, the soft thresholding function is applied to reduce the magnitude of the coefficient as (8):

\[
\hat{D} = \begin{cases} 
D - Thr & \text{if } |x| \geq Thr \\
D + Thr & \text{if } |x| \leq -Thr \\
0 & \text{else}
\end{cases}
\]

**Step 3. Reconstruction.** The shrunk coefficients detail coefficients \( \hat{D}(k) \) and approximation coefficients \( A(k) \) are reconstructed again via Inverse Discrete Wavelet Transform (IDWT) to the denoised signal. The down-sampling function in the decomposition is replaced by the up-sampling function in reconstruction.

### 3.3. Behind-the-Meter Solar Energy Detection – Two Methods

Referring to Step O-1 in Fig. 5, a PV separator should be trained to detect the BTM solar energy and separate the solar energy \( G_{PV} \) and ground truth demand load \( L_{feeder} \) from the net load \( Net_{feeder} \), see Equation (1-1). In this work, two solar energy detection algorithms are proposed, which are an unsupervised upscaling method (UM), and a supervised gradient boosting regression tree (GBRT)-based algorithm.

#### 3.3.1. Method I: Unsupervised Upscaling Method

As shown in Fig. 7 (a), the PV generation highly correlates with the ambient temperature \( T \) and solar irradiance. More solar energy is generated given larger \( GHI \) and higher \( T \). Moreover, Fig. 7 (b) plots the PV generation and \( GHI \) in one week together. From the figure, it is observed that the shape of the PV generation curve is highly overlapping with the curve of \( GHI \) at the same area. The unsupervised learning approach utilizes real-time \( GHI \) measurement and historical feeder measurements only to estimate the PV outputs.

#### 3.3.1.1. Estimate PV Capacity by Edge Detection

The PV capacity \( C \) under the feeder is first estimated via an edge detection method. Assuming the load demand under the feeder keeps stable, given historical feeder demand before PVs installed \( P_{\text{without } PV} \) and feeder demand after PVs installed \( P_{\text{with } PV} \), the mismatching between \( P_{\text{without } PV} \) and \( P_{\text{with } PV} \) can be calculated by (9):

\[
Error = P_{\text{without } PV} - P_{\text{with } PV}
\]

As shown in Figure 7(c), the PV capacity \( C \) is equal to the maximum of \( Error \) throughout the whole year approximately:

\[
C \approx \max (Error)
\]

#### 3.3.1.2. Estimate PV Output

The PV output is estimated via normalized \( GHI \) and PV capacity \( C \):

\[
P_{\text{with } PV} = C \cdot GHI
\]

The unsupervised method is easy to implement and does not require training the model, and only a few measurements are needed. This method is highly suitable for areas that lack smart meters. The unsupervised method does not consider other relevant variables such as temperature, cloud cover rate, so the model cannot provide an exact estimation.

#### 3.3.2. Method II: Supervised Gradient Boosting -based Method

The supervised GBRT-based solar energy detection algorithm requires training the machine learning model in offline mode before uploading the model to the cloud server in the online mode. Apart from \( GHI \), and feeder demand measurements, historical PV outputs, as well as other variables introduced in Table 2 and Figure 4, are also adopted as input features. For areas where historical PV outputs are not available, a synthetic data generation approach introduced in [15] can be used to generate training data. The approach can generate PV outputs via System Advisor Model (SAM) simulation software [29] and combines the synthetic PV outputs with historical demand load data to simulate the feeder with solar energy penetrated.

The core component, the GBRT algorithm, is a kind of machine learning algorithm that produces a prediction model from a series of weak prediction models [30]. Usually, the GBRT algorithm contains three elements: a differentiable loss function for optimization, a squared error is adopted as the loss function for regression task; a weak prediction model to make a prediction, a decision tree is used as the weak model in GBRT; and an additive model that can add all weak models together and minimize the losses, see Algorithm 1.
In this work, one-week historical load demand in Section 4.3 is then used as input variables of the energy disaggregation model. The purpose of the model is to separate demand load components (e.g., electric furnaces, Non-TCLs (EV) and OL, as illustrated in § 4.3.1.1.).

The LSTM model. LSTM is a variation of a recurrent neural network; it can process sequences of data and learn long-term dependencies. The LSTM unit enables the LSTM neural network to make probabilistic predictions by determining the values to be updated, see (18). Also, \( x_t \) and \( h_{t-1} \) are passed into a tanh function to squash values between \([-1,1]\) to create a new candidate cell state value \( C_{t} \), see (19). Finally, the new cell state \( C_{t+1} \) is determined given \( i_t \) and \( C_t \), shown in (18-20):

\[
\begin{align*}
    i_t &= \sigma(W_{ir}[x_t, h_{t-1}]+b_{ir}) \\
    C_t &= \tanh(W_{ic}[x_t, h_{t-1}] + b_{ic}) \\
    f_t &= \sigma(W_{if}[x_t, h_{t-1}] + b_{if}) \\
    C_{t+1} &= f_t \odot C_t + i_t \odot C_t
\end{align*}
\]

Finally, the output of the cell and the hidden state is determined by the output gate \( o_t \):

\[
\begin{align*}
o_t &= \sigma(W_{oi}[x_t, h_{t-1}] + b_{oi}) \\
h_t &= o_t \odot \tanh(C_t)
\end{align*}
\]

\( W_{fr}, W_{ir}, W_{ic}, W_{if}, C_t, h_t, b_t, b_{fr}, b_{ic}, b_{if}, b_{oi}, b_{if} \) are weight matrices; and \( b_{fr}, b_{ic}, b_{if}, b_{oi} \) are the bias. Typically, a fully connected layer \( z_{t,a} \) is connected between the LSTM layer and output layer \( f_t(x_t) \). The function of the fully connected layer is to convert \( h_{t,a} \) into proper output size. Hence, the output of the MQ-LSTM neural network is:

\[
\begin{align*}
z_{t,a} &= \sigma(W_{ha} \odot h_t + b_{ha}) \\
f_t(x_t) &= W_{or} \odot z_{t,a} + b_{or}
\end{align*}
\]

The MQ-LSTM model is optimized by minimising the quantile optimization function \( E_t \):

\[
E_t = \frac{1}{N} \sum_{a=1}^{A} \rho_t(\gamma_t - f_t(x_t))
\]

where \( N \) is the total number of data, \( \gamma_t \) is the \( t \)th ground truth value.

### 4.3.3. Model Description

The techniques introduced in previous sections are combined to construct the energy disaggregation model. The model takes the MQ-LSTM as the core component, the variables introduced in Table 2 are adopted as the input variables of the model. Since multiple types of independent variables are considered, three input layers are designed. As shown in Fig. 8, the input layers take the demand load sequence \( L_t \), temperature sequence \( T \), and other variables as input, respectively. LSTM layers are then applied to the three input layers to process the sequence data, and a one-hot encoder is adopted to transfer categorical variables (e.g., the hour of the day, the season of the year) into numerical data. Then a concatenate is used to merge three input layers together. Two fully connected layers are designed to enable the network to better extract features and learn the input data. A quantile layer evaluates multiple outputs for different quantiles.

![Fig. 8. The main structure of the MQ-LSTM-based energy disaggregation algorithm.](image-url)
4. Evaluation Criteria

4.1. Software and Hardware Platform

To implement the proposed simulation case study, a variety of open access packages and libraries based on Python 3.7 are adopted. PyWavelets package [32] is adopted to implement the DWT-based data denoising method. Scikit-learn package [33], LightGBM package [34] are used for implementing Q-GBRT and Q-LGB algorithms, respectively. Moreover, TensorFlow 2 [35] is utilized as the platform to construct a quanitle deep neural network. As for hardware, the simulation and computation are implemented on a high computation ability computer equipped with a Core i7-7700HQ CPU, NVIDIA GTX 1060 GPU 2.80 GHz (8 cores), and 8 GB RAM.

4.2. Performance Metrics

In this paper, four categories of point prediction metrics are used to evaluate the performance of solar energy separator, and three probability density prediction metrics are adopted to assess the efficiency of the energy disaggregation model.

4.2.1. Metrics for Point Prediction

To assess the performance of the proposed energy separator, four performance metrics are adopted, which are Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Rooted Mean Squared Error (RMSE), and $R^2$. Detailed formulas are shown as follows:

1. Normalized Mean Absolute Error (nMAE):
   \[ nMAE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{c} \right] \]  
   \[ (26) \]

2. Normalized Rooted Mean Squared Error (nRMSE):
   \[ nRMSE = \frac{1}{c} \sqrt{\frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{N}} \]  
   \[ (27) \]

3. R-Square ($R^2$):
   \[ R^2 = 1 - \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2} \]  
   \[ (28) \]

4. Pearson Correlation Coefficient ($\rho$):
   \[ \rho = \frac{\sum_{i=1}^{N} (y_i - \bar{y})(\hat{y}_i - \bar{\hat{y}})}{\sqrt{\sum_{i=1}^{N} (y_i - \bar{y})^2 \sum_{i=1}^{N} (\hat{y}_i - \bar{\hat{y}})^2}} \]  
   \[ (29) \]

The value of $R^2$ and $\rho$ are between -1 and 1, the closer the value to 1, the stronger correlation between the two variables.

4.2.2. Metrics for Probability Density Prediction

Traditional performance metrics, as introduced above, are usually used to evaluate points prediction results, and they cannot assess the probability density prediction results precisely. Hence, to better evaluate the performance of algorithms, both the reliability and sharpness of PIs are thoroughly investigated.

4.2.2.1. Reliability Aspect

Reliability indicates whether the quantile regression model can capture the targets into their predicted PIs efficiently. Prediction interval coverage probability (PICP) and absolute average coverage error (AACE) are introduced to assess the reliability of the model.

1. PICP: As an essential metric adopted to assess probability density prediction, PICP indicates the probability that ground truth values are within the prediction interval (between lower and upper boundary). The values of PICP ranges from 0% to 100%, and the more significant PICP value represent more ground truth values fall into the predicted interval. The formula to calculate PICP is:
   \[ PICP = \frac{1}{N} \sum_{i=1}^{N} \epsilon_i \]
   \[ \epsilon_i = \begin{cases} 1, & y_i \in [L_i, U_i] \\ 0, & y_i \notin [L_i, U_i] \end{cases} \]  
   \[ (30) \]
   where $N$ is the number of testing data, $\epsilon_i$ is the Boolean value, $L_i$ is the lower boundary, and $U_i$ is the upper boundary.

2. Absolute Average Coverage Error (AACE): AACE indicates the deviation of PICP to PINC, the expected PICP value. The equation of AACE is:
   \[ AACE = |PICP - PINC| \]  
   \[ (31) \]
   where PINC = 1 - $a$, and $a$ is nominal proportions. Smaller AACE represents a more precise coverage probability provide by PIs.

4.2.2.2. Sharpness Aspect

The performance of the model cannot be thoroughly investigated with reliability metrics only since a more comprehensive PI can include more target points in it and achieves a higher PICP value. However, a wide PI has poor performance in tracking the variation and fluctuation of the target curve. Hence, the sharpness of the PIs is also extremely important for probabilistic estimation. Proposed by Winkler in 1972 [36], Winkler Score (WS) is used to assess the width of the interval with a penalty once the observation is outside the interval. WS is defined as:
   \[ WS = \left\{ \begin{array}{ll} \Delta_l & y_i \leq L_i \\ \Delta_l + 2(U_i - y_i)/\alpha & y_i < L_i \\ \Delta_l + 2(y_i - U_i)/\alpha & y_i > U_i \end{array} \right. \]  
   \[ (32) \]
   where $\Delta_l$ is the width of PIs at time point $i$ and $\Delta_l = U_i - L_i$. As for WS, lower scores are associated with narrower intervals and better estimation of the PIs provided. Finally, the reliability and sharpness are combined to present a comprehensive metric named Score:
   \[ Score = \frac{WS}{PICP} \]  
   \[ (33) \]
   A smaller value of Score indicates the model has a better performance in both reliability and sharpness.

5. Case Study

To evaluate the proposed energy disaggregation model, two case studies are introduced in this section. The first case study compares the proposed MQ-LSTM algorithm with other advanced quantile regression models. The second case study investigates the transferability of the proposed energy disaggregation model.

5.1. Benchmark Models

Following state-of-the-art algorithms are adopted in the case studies:

1. Multi-Quantile Gated Recurrent Unit (MQ-GRU) [19];
2. Multi-Quantile Convolutional Neural Network (MQ-CNN) [37];
3. Quantile Light Gradient Boosting Machine (Q-LGB) [34];
4. Quantile Gradient Boosting Regression Tree (Q-GBRT) [19].

5.2. Case Study I: Comparison of the Proposed Algorithms with Other Methods

The interval resolution of the data adopted in this case study is 5 min, and a denoising level 2 is applied to the original data to filter out noises that existed in the measurements. Moreover, four weeks historical feeder load demand, as well as temperature record, are adopted as input variables to enable the LSTM neural network helpful extract information from the past. As for the dataset for training, the dataset is constructed referred to Section 2.3.1, and the data is split into a training dataset (1st January 2018 to 1st August 2018), validation data set (2nd August 2018 to 15th September), and testing dataset (16th September to 31st December 2018), respectively.

5.2.1. Solar Energy Separation

In the case study, both the performance of supervised and unsupervised solar energy separation methods is evaluated. Given the net load measured at the feeder side, the solar energy separator aims to estimate the PV generation on a real-time basis. Figure 9 presents a comprehensive analysis of the two algorithms. The estimating curves evaluated by two models, as well as the ground truth PV generation, are shown in Figure 9(c). The actual value is shown in light blue shading, while the red solid curve and orange solid curve represent the estimating results from the GBRT and UM models, respectively. From the
figure, the values estimated by the GBRT method tracks the ground truth values with high accuracy, while the UM method cannot estimate the peak values generated by the PV. The evaluation metrics of the two methods are shown in the radar chart (Fig. 9 (a)) and Table 4, and the best metrics are highlighted with grey shading. It is observed that the GBRT method is superior to the UM method in all metrics. The nRMSE values of UM and GBRT are 12.41% and 4.68%, while the RMSE values of UM and GBRT methods are 1.54 MW and 0.58 MW, respectively. Moreover, the nMAE values of UM and GBRT methods are 6.44% and 2.55%. Meanwhile, the correlation metrics, R2 and ρ, provide clearer evidence that the GBRT method is far superior compared to the UM method. Figure 9 (b) utilizes a scatter plot to visualize the correlation of estimated values with the ground truth values. R2 and ρ of the GBRT method reach 96% and 95%, which means the estimating values are highly correlated with the actual values, while R2 and ρ of UM are 73% and 54% only. Although the GBRT method has superior performance, it requires pretraining the model before adopting it to real-time application. Meanwhile, UM has lower accuracy but high flexibility.

Table 3

| Algorithms   | nRMSE (%) | RMSE (MW) | nMAE (%) | R²   | ρ    |
|--------------|-----------|-----------|----------|------|------|
| Unsupervised Algorithm | 12.41     | 1.54      | 6.44     | 0.73 | 0.54 |
| GBRT Algorithm | 4.68      | 0.58      | 2.55     | 0.96 | 0.95 |

Fig. 9. (a) Radar chart of performance metrics to two PV separation algorithms; (b) Scatter plot of estimated PV power versus ground truth PV energy for unprocessed upscaling and gradient boosting methods, with the Pearson correlation. (c) Comparison of solar energy estimated by the PV separator and ground truth value.

5.2.2. Load Components Disaggregation

The estimated demand load $L_{feeder}$ is then fed into the energy disaggregation model to obtain the power consumption of individual appliances: AC, furnace, and EV. To thoroughly investigate the performance of the proposed model it is compared with MQ-GRU, MQ-CNN, Q-LGB, and Q-GBRT algorithms in four metrics: PICP, WS, Score, and training time.

The training time of each algorithm is shown in Table 5; both the proposed MQ-LSTM, MQ-GRU, and MQ-CNN are trained on a GPU-based Tensorflow platform, while Q-LGB, Q-GBQT models are trained on a computer without GPU used. GPUs are suitable for training deep neural network models because they can process multiple computations at the same time. The computer installs many cores, which allows it to better and faster compute multiple parallel processes. Although a high computation ability CPU (Core i7-7700HQ CPU) is adopted, it still takes nearly 275 min (4.6 h) to finish the evaluation of the Q-GBRT model. The training time of the Q-GBRT model is much longer than other algorithms, which demonstrates that the Q-GBRT model is less practical and flexible in application. In contrast, the training time of the Q-LGB model is less than the Q-GBRT model, while it only takes 37.22 min to finish the training process on average. When it turns to GPU-based training models, the training time of the proposed MQ-LSTM is 93% less than the time of the Q-GBRT model. And the training time of MQ-GRU and MQ-CNN are all shorter than 25 min. From the result, apart from the Q-GBRT model, the training time of all other models are considerable in industrial application.

The reliability of the probabilistic models is assessed by metrics PICP and AACE, respectively. The comparison results are shown in Fig. 11 as well as Table 6. In Fig. 11, the PICCPs of five algorithms to three applied load are the plot. In an ideal situation, the value of PICP is equal to PINC, as shown in the solid red curve (1:1 line). From the figure, among all curves, the curve of the proposed MQ-LSTM is closest to the ideal curve, meaning that the MQ-LSTM model is better than other benchmarks for energy disaggregation task, and it can produce reliable Pls. The maximum AACEs of the Pls evaluated by the MQ-LSTM model, which is the metric to show the deviation between PICP and PINC, are 2.79%, 8.10%, and 10.12% for AC, Furnace, EV load, respectively. As for AC load, the other four algorithms also show merit reliability as the maximum AACEs of MQ-GRU, MQ-CNN, Q-LGB, Q-GBRT are 5.42%, 8.30%, 18.63%, and 12.63%, respectively. However, the reliability of Pls provided by MQ-CNN and Q-LGB for Furnace load is considerably low as these algorithms overestimate PICP, the disaggregation result is unreliable for the power system industry. Furthermore, as for EV load, Pls evaluated by both five algorithms are well-calibrated as all five curves overlap with the ideal curve precisely. To summarize, the reliability of Pls provided by MQ-LSTM is higher than any other algorithm for the different load task.

The sharpness is assessed by metric WS, as indicated in the boxplots in Fig. 11 and Table 6. From the figure, MQ-CNN is obviously the bluntest model. The average WS of its Pls, is 2.70, 3.70, and 5.10 for AC, Furnace, and EV loads. Meanwhile, the Q-LGB and Q-GBRT are the sharpest model among all algorithms, and the sharpness of MQ-LSTM and MQ-GRU is among the models mentioned above. However, it should be noticed that the sharpness should be analyzed along with reliable performance, which can be visualized via metric Score.

From Table 5, by comparing the Score of each model for different PINC, the more miniature value Score is, the better probabilistic estimation the model can provide. It is noticed that the Score value of the proposed MQ-LSTM is the smallest among most cases and PICPs, except for EV cases. The MQ-LSTM model achieves the best performance in disaggregating AC load component. The Score of MQ-LSTM reduced 37.82% and 18.37% when PINC is 95%, compared to the Scores of MQ-CNN and Q-LGB models, respectively. The superior of MQ-LSTM is even more apparent when disaggregating Furnace load component. From the table, we can find that the deviation between other models and the proposed MQ-LSTM increases with the decrease of PINC. When PINC reaches 20%, the values of Score for other algorithms are almost double the value of MQ-LSTM. This result demonstrates that the proposed method has distinct estimation performance in different quantiles when disaggregating Furnace load from the overall demand load. However, when it comes to the EV

![Figure 10. PI reliability diagrams: PICP of five algorithms as a function of PI nominal coverage.](image-url)

![Figure 11. Boxplot of the Winkler Score.](image-url)
case, the performance of Q-LGB turns better than MQ-LSTM with the reduction of PINC.

Fig. 12 presents the PIs evaluated by the proposed MQ-LSTM model with different confidence levels and the actual appliance load curve (AC, Furnace, and EV loads). As for AC load, it is observed almost all actual curves are between the upper and lower bounds. The solid yellow line, which represents the median estimation, tracks the variation of AC demand load precisely. Meanwhile, the width of PIs, especially 95% PI, are the smallest among all appliance loads. The estimation of the Furnace load is quite similar to the AC components, as the Furnace in Austin, Texas area plays dual roles: heating and circulating air during the usage of AC. Hence, the demand load curve of the furnace is correlated to the curve of AC demand. Most of the ground truth data are within estimated PIs; the median curve of PIs overlaps with the actual furnace load curves. However, the width of PIs is wider than the PIs of estimated AC loads. This demonstrates the reliability of the MQ-LSTM model for Furnace load has equal performance as it has for AC loads, but the sharpness of the model on Furnace is not as good as it is for AC loads. As for EV loads, the component is harder to be separated from the overall demand load for two reasons: Firstly, the portion of EV load is relatively small compared to the portion of AC load or Furnace load; secondly, the average operation duration of EVs is also shorter than other cases. From Fig.12, the PIs estimated by MQ-LSTM are compared with the actual EV load curve; from the figure, it is found that although the model cannot estimate the exact load curve, most operation duration durations are estimated precisely.

The probability density curves obtained by the proposed MQ-LSTM are presented in Fig. 13. The actual values of different load components during the time are investigated, the grey shading curves are the probability density function (PDF) with 95% confidence level, and the red vertical line is the actual value of a specific hour, while the black dash vertical line shows the maximum probability point of the probability density curve. First of all, all selected actual values are in the middle of the PDFs. As for AC and Furnace load components, the maximum probability points almost overlap with the actual values, except for 1pm and 2 pm, and the model has the highest accuracy when estimating the maximum and minimum values of the target loads. However, the PDF graph for EV load is not in good shape, as the maximum probability point of the PDF is not as high as expected, and the shape of the PDF is not strictly following the Gaussian distribution.

Fig. 14 shows the estimation results of all quantile regression models for three load components from 23rd September 2018 to 28th September 2018. The figure provides a more detailed view of the performance of the individual energy disaggregation models. The colour shadings are the estimated PIs between 90-quantile and 10-quantile, and the solid red curve is the ground truth curve of the load component, while other colour solid curves are the median values of estimated PIs. From the figure, it is found that the ground truth curve is within the PIs of all models, and the PIs of MQ-LSTM and MQ-GRU can track the fluctuations of the actual values with high accuracy. Among all PIs, the PIs provided by the MQ-CNN has the most significant interval, while the widths of Q-LGB and Q-GBRT are relatively small, but the errors between PIs of these two models and the actual values are also considerably higher. To summarise, the proposed MQ-LSTM energy disaggregation algorithm has superior performance in both reliability and sharpness for all load components investigated in this paper.

5.3. Case Study IV: Transferability of Proposed Scheme

One major issue of the proposed energy disaggregation method is that the model requires historical feeder-level demand load data to train the machine learning/neural network models before adopting them for industrial application. However, such kind of data is not always available for most areas, and the issue limits a broader application. Hence, it is essential to investigate the transferability of the proposed energy disaggregation model. The transfer learning process is shown in Fig. 15, as a transductive transfer learning problem (source data labels are available, but target data labels are unavailable [38]), the deep neural network model is pre-trained, with data in the source domain, the difference between the distributions of the source domain and target domain can be minimized by modifying the source domain (adjusting the portions of different load components, adjusting seasonal and trend, etc.). The source data is also normalized and resampled to fit the target data. Then the model is fine-tuned with the training set of the target domain, and the model is tested with the testing set of the target domain.
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Fig. 12. PIs of the MQ-LSTM energy disaggregation model with various confidence levels for AC, Furnace, EV loads.
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Fig. 13. Probability density curves obtained by MQ-LSTM energy disaggregation model for AC, Furnace, EV loads.
Table 5
Probabilistic energy disaggregation evaluation metrics.

| PINC (%) | Appliance | Metrics | MQ-LSTM | MQ-GRU | MQ-CNN | Q-LGB | Q-GBRT |
|----------|-----------|---------|---------|---------|---------|-------|--------|
|          |           | PICP (%) | 95.23   | 96.35   | 94.44   | 80.282 | 88.77  |
|          |           | WS      | 5.81    | 5.39    | 7.71    | 4.997  | 4.56   |
| 95%      | AC        | AACE (%) | 80.40   | 1.35    | 0.56    | 0.147  | 6.23   |
|          |           | Score   | 5.08    | 5.60    | 8.17    | 6.223  | 5.14   |
|          |           | PICP (%) | 97.80   | 89.93   | 67.60   | 82.00  | 89.20  |
|          |           | WS      | 3.61    | 3.51    | 9.61    | 4.12   | 3.57   |
|          | Furnace   | AACE (%) | 2.80    | 5.07    | 27.40   | 13.00  | 5.73   |
|          |           | Score   | 3.69    | 3.91    | 14.22   | 5.03   | 4.00   |
|          |           | PICP (%) | 97.00   | 97.33   | 98.40   | 89.40  | 90.40  |
|          |           | WS      | 7.15    | 7.69    | 8.12    | 7.02   | 7.56   |
|          | EV        | AACE (%) | 2.00    | 2.33    | 3.40    | 5.60   | 4.60   |
|          |           | Score   | 7.37    | 7.90    | 8.26    | 7.85   | 8.37   |
|          | Furnace   | PICP (%) | 85.46   | 82.47   | 80.71   | 78.66  | 83.33  |
|          |           | WS      | 7.52    | 4.05    | 4.22    | 3.48   | 3.54   |
| 85%      | AC        | AACE (%) | 86.46   | 2.53    | 4.29    | 3.64   | 1.67   |
|          |           | Score   | 4.17    | 4.91    | 5.23    | 4.43   | 4.25   |
|          |           | PICP (%) | 79.56   | 72.76   | 47.92   | 53.89  | 59.11  |
|          |           | WS      | 3.48    | 4.46    | 6.53    | 3.96   | 4.49   |
|          | Furnace   | AACE (%) | 5.44    | 12.24   | 37.08   | 31.11  | 25.89  |
|          |           | Score   | 4.37    | 6.13    | 13.63   | 7.35   | 7.6    |
|          |           | PICP (%) | 84.29   | 78.24   | 80.94   | 79.44  | 78.21  |
|          |           | WS      | 6.29    | 6.55    | 7.41    | 6.32   | 6.91   |
|          | EV        | AACE (%) | 6.71    | 6.76    | 4.06    | 3.56   | 6.79   |
|          |           | Score   | 7.46    | 8.37    | 9.15    | 7.96   | 8.83   |
|          | Furnace   | PICP (%) | 72.56   | 65.38   | 62.88   | 51.37  | 57.37  |
|          |           | WS      | 2.81    | 3.24    | 3.48    | 2.70   | 2.67   |
| 70%      | AC        | AACE (%) | 2.56    | 4.62    | 7.12    | 18.63  | 12.63  |
|          |           | Score   | 3.88    | 4.96    | 5.33    | 5.25   | 4.65   |
|          |           | PICP (%) | 62.38   | 52.29   | 32.89   | 36.74  | 46.82  |
|          |           | WS      | 3.04    | 3.59    | 4.57    | 2.77   | 2.80   |
|          | Furnace   | AACE (%) | 7.62    | 17.71   | 37.20   | 31.26  | 23.18  |
|          |           | Score   | 4.87    | 6.86    | 13.93   | 7.54   | 5.97   |
|          |           | PICP (%) | 67.82   | 55.06   | 72.87   | 31.36  | 59.60  |
|          |           | WS      | 5.36    | 5.45    | 5.86    | 8.50   | 5.1    |
|          | EV        | AACE (%) | 2.18    | 14.94   | 2.87    | 18.64  | 10.40  |
|          |           | Score   | 7.90    | 9.91    | 8.04    | 9.71   | 8.60   |
|          | Furnace   | PICP (%) | 42.43   | 36.58   | 36.97   | 25.94  | 45.86  |
|          |           | WS      | 2.05    | 2.29    | 2.56    | 1.94   | 1.90   |
| 40%      | AC        | AACE (%) | 2.49    | 3.42    | 3.03    | 14.06  | 4.14   |
|          |           | Score   | 4.83    | 6.27    | 6.92    | 7.46   | 5.30   |
|          |           | PICP (%) | 35.53   | 25.66   | 15.76   | 22.27  | 23.85  |
|          |           | WS      | 2.21    | 2.83    | 2.98    | 1.85   | 1.08   |
|          | Furnace   | AACE (%) | 4.47    | 14.54   | 24.24   | 17.73  | 16.15  |
|          |           | Score   | 8.21    | 11.03   | 18.90   | 8.31   | 7.88   |
|          |           | PICP (%) | 29.88   | 20.83   | 26.40   | 34.46  | 24.46  |
|          |           | WS      | 4.09    | 4.05    | 4.33    | 3.77   | 4.02   |
|          | EV        | AACE (%) | 10.12   | 19.17   | 13.60   | 5.54   | 15.54  |
|          |           | Score   | 13.69   | 19.42   | 16.40   | 10.93  | 16.45  |

Fig. 14. Comparison of the results of energy disintegration implemented by various algorithms. The solid curve is the median estimate, the color shading is the range between the estimate curve of quantiles 10 and 90, while the red solid curve is the ground truth load.
Table 6
Performance of transfer learning.

| Appliance/Metric | 95%    | 85%    | 70%    | 40%    |
|------------------|--------|--------|--------|--------|
| PINC (%)         | AC     | Furnace| EV     | AC     | Furnace| EV     |
| PIP (%)          | 91.55  | 89.35  | 97.92  | 82.18  | 80.61  | 88.54  |
| WS               | 10.97  | 16.00  | 8.61   | 6.97   | 12.83  | 6.85   |
| AAACE (%)        | 3.15   | 8.65   | 12.26  | 3.28   | 4.39   | 3.54   |
| Score            | 11.99  | 17.90  | 12.79  | 8.48   | 15.91  | 7.73   |

In this case study, the semi-synthetic data set constructed from Austin, Texas data of Dataport between 2018 and 2019 (sampling frequency is 1 Min) is used as the public training dataset, and the New York data from the Dataport during 2019 (sampling frequency is 15 Min) is used as the local data to be disaggregated (testing dataset). Since the geographical location, sampling frequency, climate condition, portion of load components are all different, we can view the two datasets are entirely different, and the result would be reliable. An investigation about the installation rate of AC, Furnace, and EV in the local area is implemented to obtain the portion of different load component roughly. Referring to the investigation result, the training dataset is adjusted to make the training dataset more like the testing data. Like Case Study I, the solar energy component is separated at the first stage and followed by the demand load components to be disaggregated from the overall demand load.

Table 6 presents the performance metrics of the transfer learning model. Comparing to the results concluded in Table 5, the results of the transfer learning model are not as good as the typical energy disaggregation model, as the WS, AACE, and Score are more significant than the results in Case Study I. However, referring to Fig. 16, the probabilistic models can still provide precise estimation results as most of the actual values are within the estimated PIs with narrow widths. The results show that the proposed MQ-LSTM-based energy disaggregation model has good transferability; by selecting a suitable source domain, the model can be well-trained and adopted to other feeder models.

6. Conclusions

Understanding the load components under the grid supply point can aid the power system utility in implementing demand-side management and shaving the peak load. In this paper, a probabilistic feeder-level energy disaggregation model based on MQ-LSTM deep neural network is proposed. The purpose of the proposed model is to disaggregate the net load into four components: renewable energy generation (rooftop PVs in this case), TCLs (AC and Furnace loads), Non-TCLs (EV load chosen as a case study), and other loads. The solar energy generated by the rooftop PVs is separated at first by adopting either GBRT method, the unsupervised method shows more flexibility and does not require a training dataset to train the model. Then other load components are disaggregated via the proposed MQ-LSTM algorithm; the proposed model considers a variety of relevant variables as input features, including current and historical demand load and temperature, meteorological measurement, calendar information, Four state-of-the-art probabilistic machine learning/ deep learning models: MQ-GRU, MQ-CNN, Q-LGB, Q-GBRT algorithms are adopted as the benchmarks. Two case studies thoroughly investigate the performance of the proposed model and benchmark models in four aspects: reliability (PICP, AAACE), sharpness (WS), training time and overall performance (Score). The case studies confirm that the proposed model has superior performance in disaggregating different load components. As for AC and Furnace loads, the model not only can provide reliable and sharp PIs, but also can estimate the precise load curves. When it turns to EV load, although the detailed load curve is not available, the probabilistic model can estimate the intervals with high accuracy. Moreover, the transferability of the proposed model is studied as well since it is unrealistic to obtain a large amount of labelled data for training. The model is pretrained with a public dataset (source domain) then tested with local data (target domain). The results show that the proposed model is transferable to a different area with a different interval resolution as well as different portions of load components.

Future work includes two aspects: (1) Develop an unsupervised learning model, such that training dataset is not required; (2) Increase the accuracy of the transfer learning model by adopting a larger source domain.
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