Image representation and denoising using squared eigenfunctions of Schrödinger operator
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Abstract

This paper extends to two dimensions the recent signal analysis method based on the semi-classical analysis of the Schrödinger operator. The generalization uses the separation of variables technique when writing the eigenfunctions of the Schrödinger operator. The algorithm is described and the effect of some parameters on the convergence of this method are numerically studied. Some examples on image reconstruction and denosing are illustrated.
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1 Introduction

A new signal analysis method has been proposed in [17]. The idea consists in decomposing the signal using a family of a spatially shifted and localized functions, which are given by the squared $L^2$-normalized eigenfunctions associated to the discrete spectrum of the one dimensional semi-classical Schrödinger
operator, where the signal is considered as a potential of this operator. It has been shown in [10, 17] that the discrete spectrum consisting of negative eigenvalues and the associated squared $L^2$-normalized eigenfunctions can be used to reconstruct, estimate and analyze the signal. This method has been denoted in [17] SCSA for Semi-Classical Signal Analysis. Besides its interesting localization property, the SCSA method has proved its performance in some applications. For instance, interesting results have been obtained when applying the SCSA method to the analysis of arterial blood pressure signals [15, 16, 17] and to the analysis of the performance of turbomachinery [7]. Moreover, it has been shown in [19], that the SCSA method can cope with noisy signals, making this method a potential tool for denoising. The filtering property of the SCSA method is currently under study through in-vivo experiments with Magnetic Resonance Spectroscopy data [18].

In this paper, the SCSA method is extended to two dimensions (2D). This extension is useful for image representation and denoising. The considered approach consists in using separation of variables method when writing the squared $L^2$-normalized eigenfunctions of a 2D semi-classical Schrödinger operator, where the image is considered as a potential of this operator. The problem consists then in solving the spectral problem for 1D Schrödinger operators and in combining the results for the reconstruction, estimation and denoising of images with an appropriate formula inspired from semi-classical analysis theory [11, 13]. This formula can be written as the product of the squared $L^2$-normalized eigenfunctions in both directions. The idea of using 1D transforms for 2D reconstruction is often used in image processing [5, 12], the 2D Fourier transform is an example [21]. As in the 1D case, the convergence of this formula when the semi-classical parameter converges to zero is proved for image reconstruction. We will also show that this method can be used for image denoising and we will illustrate the results through some examples.

In section 2, the 1D SCSA method is described. Then, in section 3, the 2D SCSA formula is presented followed by the convergence analysis when the semi-classical parameter goes to 0. In section 4, an algorithm based on the spectral problems of 1D Schrödinger operators and tensor product is introduced. The analysis of some parameters and the use of this algorithm for image representation is illustrated in section 5. First results on image denoising based on 2D SCSA approach are presented in section 6. Finally the last section summarizes and discusses the obtained results.
2 Preliminary (SCSA in 1D case)

In this section, we recall the idea behind the SCSA method [10, 17]. Let us consider the following one dimensional semi-classical Schrödinger operator:

\[
\mathcal{H}_{1, h}(V_1) \psi = -h^2 \frac{d^2 \psi}{dx^2} - V_1 \psi, \quad \psi \in H^2(\mathbb{R}),
\]

where \( h \in \mathbb{R}^*_+ \) is the semi-classical parameter [3], and \( V_1 \) is a positive real valued function belonging to \( C^\infty(\Omega_1) \) where \( \Omega_1 \subset \mathbb{R} \) is compact. Here \( H^2(\mathbb{R}) \) denotes the Sobolev space of order 2. Then, the potential \( V_1 \) can be represented using the following proposition.

**Proposition 2.1.** [10] Let \( V_1 \in C^\infty(\Omega_1) \) be a positive real valued function, where \( \Omega_1 \subset \mathbb{R} \) is compact. Then, \( V_1 \) can be represented using the following formula:

\[
V_{1, h, \gamma, \lambda}(x) = -\lambda + \left( \frac{h}{L_{1, \gamma}^d} \sum_{k=1}^{K_h^\lambda} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x) \right)^{\frac{1}{1+2\gamma}},
\]

where \( h \in \mathbb{R}^*_+ \), \( \gamma \in \mathbb{R}_+ \), \( \lambda \in \mathbb{R}^*_+ \), and \( L_{1, \gamma}^d \) is the suitable universal semi-classical constant given by:

\[
L_{1, \gamma}^d = \frac{1}{2\sqrt{\pi}} \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma + \frac{3}{2})},
\]

where \( \Gamma \) is the Gamma function.

Moreover, \( \mu_{k,h} \) are the negative eigenvalues of the operator \( \mathcal{H}_{1, h}(V_1) \) with \( \mu_{1,h} < \cdots < \mu_{K_h^\lambda,h} < \lambda \), \( K_h^\lambda \) is the number of negative eigenvalues smaller than \( \lambda \), and \( \psi_{k,h} \) are the associated \( L^2 \)-normalized eigenfunctions such that:

\[
\mathcal{H}_{1, h}(V_1) \psi_{k,h} = \mu_{k,h} \psi_{k,h}, \quad k = 1, \cdots, K_h^\lambda
\]

If a signal is interpreted as a potential \( V_1 \) of the Schrödinger operator, then the formula (2) can be used for signal analysis and reconstruction. Indeed the efficiency of the proposed signal estimation method and the influence of the parameters \( \lambda, \gamma \) and \( h \) have been studied in [10]. In particular, as it is described in [10] and [17], the semi-classical parameter \( h \) plays a key role in this approach. In fact, when \( h \) decreases, the estimation \( V_{1, h, \gamma, \lambda} \) improves.
Since the study of the Schrödinger operator in the case where $h$ tends to 0 is referred to the semi-classical analysis [3], this justifies the name Semi-Classical Signal Analysis that we give to this method [10, 17].

Let us point out that the formula given in (2) is still valid in the case where $\lambda = 0$ and it gives good results. For example, the following formula:

$$V_{1,h,\frac{1}{2},0}(x) = 4h \sum_{k=1}^{K_1^h} (-\mu_{k,h})^\frac{3}{2} \psi_{k,h}^2(x),$$

was successfully used in the analysis of arterial blood pressure signal in [15, 16, 17], and the analysis of the performance of turbo machines in [7].

3 A Two-dimensional Schrödinger operator: Asymptotic results

From now on, we consider the following 2D semi-classical Schrödinger operator associated to a potential $V_2$:

$$\mathcal{H}_{2,h}(V_2)\psi = -h^2 \Delta \psi - V_2 \psi, \quad \psi \in H^2(\mathbb{R}^2),$$

where $\Delta := \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ is the 2D Laplacian operator, $h \in \mathbb{R}_+^*$ is the semi-classical parameter [3], and $V_2$ is a positive real valued function belonging to $C^{\infty}(\Omega_2)$ where $\Omega_2 \subset \mathbb{R}^2$ is compact. $H^2(\mathbb{R}^2)$ is the sobolev space of order 2.

Then, inspired from semi-classical properties of the 2D Schrödinger operator [11], [13], the extension of the SCSA formula to the 2D case is given by the following theorem.

**Theorem 3.1.** Let $V_2$ be a positive real valued $C^{\infty}$ function on a bounded open set $]a, b[ \times ]c, d[ \subset \mathbb{R}^2$ considered as potential of Schrödinger operator (4). Then, for any pair $(\Omega_2, \lambda)$ such that $\Omega_2$ is compact and

$$\left\{ \begin{array}{l}
\lambda < \inf(V_2(a, c), V_2(b, d)), \\
V_2([a, b[ \times ]c, d[) \subset -\lambda, +\infty[, \\
-\lambda \text{ is not a critical value of } V_2, \text{(for more details see [11])}
\end{array} \right.$$  \hspace{1cm} (5)

and, uniformly for $(x, y) \in \Omega_2$, we have

$$V_2(x, y) = -\lambda + \lim_{h \to 0} \left( \frac{h^2}{L_{2,\gamma}} \sum_{k=1}^{K_2^h} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x, y) \right)^\frac{1}{1+\gamma},$$

(6)
where \( \gamma \in \mathbb{R}_+^* \), and \( L_{2,\gamma}^d \) is the suitable universal semi-classical constant given by

\[
L_{2,\gamma}^d = \frac{1}{2\pi} \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma + 2)},
\]

and \( \Gamma \) refers to the standard Gamma function.

Moreover, \( \mu_{k,h} \) and \( \psi_{k,h} \) denote the negative eigenvalues with \( \mu_1,h < \cdots < \mu_{K^\lambda,h} < \lambda \), \( K^\lambda_h \) is a finite number of the negative eigenvalues smaller than \( \lambda \), and associated \( L^2 \)-normalized eigenfunctions of the operator \( \mathcal{H}_{2,h}(V_2) \) such that:

\[
\mathcal{H}_{2,h}(V_2) \psi_{k,h} = \mu_{k,h} \psi_{k,h}, \quad k = 1, \cdots, K^\lambda_h.
\]

We propose to show the convergence of formula (6) when the semi-classical parameter \( h \) converges to 0. The proof is a generalization of the one proposed in [10].

The following results are used to prove theorem 3.1. The next theorem is a generalization to 2D, of Theorem 4.1 proposed by Helffer and Laleg in [10] which is a suitable extension of Karadzhov’s theorem on the spectral function [13].

**Theorem 3.2.** Let \( V_2 \) be a real valued \( C^\infty \) function considered as potential of the Schrödinger operator (4) on a bounded open set \( ]a,b[ \times ]c,d[ \). Let \( e^\gamma_h \), known as spectral function, be defined by:

\[
e^\gamma_h(\lambda, x, y, x', y') = \sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h}) \chi_+ \psi_{k,h}(x, y) \psi_{k,h}(x', y'),
\]

when \( h \to 0 \). \( \mu_{k,h} \) and \( \psi_{k,h} \) refer to the decreasing negative eigenvalues less than \( \lambda \), and associated \( L^2 \)-normalized eigenfunctions of the operators \( \mathcal{H}_{2,h}(V_2) \) respectively.

Then, for any pair \( (\Omega_2, \lambda) \) satisfying (5), we have:

\[
e^\gamma_h(\lambda, x, y, x, y) = (2\pi)^{-2} (\lambda + V_2(x, y))^{1+\gamma} c_\gamma h^{-2} + \mathcal{O}(h^\gamma), \quad h \to 0,
\]

uniformly in \( \Omega_2 \), where

\[
c_\gamma = \int_{\mathbb{R}^2} (1 - \eta^2 - \eta'^2)^\gamma_+ d\eta d\eta',
\]

and \( (\cdot)_+ \) refers to the positive part.
Theorem 3.3. [11] Let $V_2$ be a real valued function considered as potential of the Schrödinger operator (4) belonging to $C^\infty(\mathbb{R}^2)$, with

$$-\infty < \inf_{|x|\to+\infty} V_2 < \liminf_{|y|\to+\infty} V_2.$$  

(11)

Let $\lambda \in ]\inf_{|x|\to+\infty} V_2,\liminf_{|y|\to+\infty} V_2[\text{ and suppose that } -\lambda \text{ is not a critical value for } V_2 \text{ and } h \text{ be a semi-classical parameter. We denote by:} \]

$$S_\gamma(h,\lambda) = \sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h})^\gamma, \quad \gamma \geq 0,$$

(12)

the Riesz means of the decreasing eigenvalues $\mu_{k,h}$ less than $\lambda$ of the Schrödinger operators $H_{2,h}(V_2)$. Then for $\gamma > 0$, we have:

$$S_\gamma(h,\lambda) = \frac{1}{h^2} \left( L_{2,\gamma}^d \int_{\mathbb{R}^2} (\lambda + V_2(x,y))^{1+\gamma} dx dy + O(h^{2+\gamma}) \right), \quad h \to 0, \quad (13)$$

where $(\cdot)_+$ is the positive part and $L_{2,\gamma}^d$, known as the suitable universal semi-classical constant, is given by (7).

Proof. of theorem 3.1

We will obtain the proof by using a suitable extension of Karadzhov’s theorem [13] on the spectral function (Theorem 3.2) and some Riesz means connected to a Lieb-Thirrings conjecture proposed by Helffer and Robert [11] (Theorem 3.3).

First, by combining the formulas (9) and (10), we find: $\forall (x,y) \in \Omega_2$

$$\sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x,y) = (2\pi h)^{-2} (\lambda + V_2(x,y))^{1+\gamma} c_\gamma + O(h^{2+\gamma}) \quad (14)$$

where $h \to 0$, and $(\cdot)_+$ is the positive part, and

$$c_\gamma = \int_{\mathbb{R}^2} (1 - \eta^2 - \eta'^2)^{\gamma}_+ d\eta d\eta'.$$  

(15)

Now, let’s find a simple expression for $c_\gamma$. By integrating the right part of the equation (14) over $x$ and $y$, we get:
\[ \int_{\Omega^2} \left( \sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x,y) \right) dx \, dy = \sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h})^\gamma, \quad h \to 0 \\
= S_\gamma(h, \lambda), \quad h \to 0. \]

We also have:

\[ \int_{\Omega^2} h^{-2} (\lambda + V_2(x,y))^{1+\gamma} (2\pi)^{-2} c_\gamma dx \, dy + \mathcal{O}(h^{2+\gamma}) = \int_{\Omega^2} \sum_{\mu_{k,h} \leq \lambda} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x,y) dx \, dy, \quad h \to 0 \]
\[ = S_\gamma(h, \lambda), \quad h \to 0. \]

Therefore, for \( \gamma > 0 \), and by using Theorem 3.3 we obtain:

\[ \int_{\Omega^2} h^{-2} (\lambda + V_2(x,y))^{1+\gamma} (2\pi)^{-2} c_\gamma dx \, dy + \mathcal{O}(h^{2+\gamma}) = \frac{L_{2,\gamma}^{cl}}{h^2} \int_{\Omega^2} (\lambda + V_2(x,y))^{1+\gamma} dx \, dy + \mathcal{O}(h^{2+\gamma}), \quad h \to 0. \]

Which implies:

\[ (2\pi)^{-2} c_\gamma = L_{2,\gamma}^{cl}, \]
\[ = \frac{1}{2^2 \pi \Gamma(\gamma + 1)} \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma + 2)} \]

Finally, when the semi-classical parameter \( h \) converges to 0, and as the potential \( V_2 \) is positive, then the 2D SCSA formula is given by: \( \forall (x, y) \in \Omega_2 \)

\[ V_2(x, y) = -\lambda + \lim_{h \to 0} \left( \frac{h^2}{L_{2,\gamma}^{cl}} \sum_{k=1}^{K_h^\lambda} (\lambda - \mu_{k,h})^\gamma \psi_{k,h}^2(x,y) \right)^{\frac{1}{1+\gamma}}. \]

\ifeq
\[ \square \]
4 New algorithm for image representation based on 2D SCSA formula

In image processing, for some geometrical and topological reasons, it is common and more practical to consider a separation of variables approach to extend the 1D transforms to 2D [5, 12]. This is the case for example with 2D Fourier transform, which can be written using the tensor product of the 1D complex exponential [21] or more recently the Ridgelet transform [4] based on the tensor product of 1D wavelet transform. The separation of variables principle allows the design of efficient and fast algorithms where the representation of the image is done row by row and column by column respectively.

The reconstruction of an image using formula (6) requires the computation of eigenvalues and eigenfunctions in 2D which is known to be complex and time consuming. Therefore for sake of simplicity, we propose, in this section, to use the separation of variables principle by splitting the 2D operator into two 1D operators and to solve the eigenvalues problems for these 1D operators.

4.1 Principle in continuous case

Let us define, for \((x_0, y_0) \in \Omega_2\) the following 1D operators,

\[
\mathcal{A}_{x_0, h}(V_2(x_0, y)) \varphi_{x_0}(y) = -h^2 \frac{\partial^2 \varphi_{x_0}(y)}{\partial y^2} - \frac{1}{2} V_2(x_0, y) \varphi_{x_0}(y),
\]

(16)

\[
\mathcal{B}_{y_0, h}(V_2(x, y_0)) \phi_{y_0}(x) = -h^2 \frac{\partial^2 \phi_{y_0}(x)}{\partial x^2} - \frac{1}{2} V_2(x, y_0) \phi_{y_0}(x),
\]

(17)

such that at fixed \((x, y) = (x_0, y_0)\), the summation of the operators \(\mathcal{A}_{x_0, h}\) and \(\mathcal{B}_{y_0, h}\) gives the 2D Schrödinger operator \(\mathcal{H}_{2, h}\) evaluated at \((x_0, y_0)\).

\[
\mathcal{H}_{2, h}(V_2(x, y)) \psi(x, y) \big|_{x=x_0, y=y_0} = \mathcal{A}_{x_0, h}(V_2(x_0, y)) \varphi_{x_0}(y) \big|_{y=y_0} + \mathcal{B}_{y_0, h}(V_2(x, y_0)) \phi_{y_0}(x) \big|_{x=x_0}.
\]

(18)

We also define the following spectral problems,

\[
\mathcal{A}_{x_0, h}(V_2(x_0, y)) \varphi_{x_0, n, h}(y) = \kappa_{x_0, n, h} \varphi_{x_0, n, h}(y),
\]

(19)

\[
\mathcal{B}_{y_0, h}(V_2(x, y_0)) \phi_{y_0, m, h}(x) = \rho_{y_0, m, h} \phi_{y_0, m, h}(x),
\]

(20)
where $\kappa_{x_0,n,h}$ and $\varphi_{x_0,n,h}$ for $n = 1, \cdots, N_h^\lambda$ (resp. $\rho_{y_0,m,h}$ and $\phi_{y_0,m,h}$ for $m = 1, \cdots, M_h^\lambda$) are the decreasing negative eigenvalues and associated $L^2$-normalized eigenfunctions of the operator (16) (resp. (17)) and $N_h^\lambda$ (resp. $M_h^\lambda$) is the number of negative eigenvalues less than $\lambda$.

Multiplying (19) by $\phi_{y_0,m,h}(x)$ and (20) by $\varphi_{x_0,n,h}(y)$ and adding the results gives

$$\{A_{x_0,h}(V_2(x_0, y)) + B_{y_0,h}(V_2(x, y_0))\} \varphi_{x_0,n,h}(y)\phi_{y_0,m,h}(x) = (\kappa_{x_0,n,h} + \rho_{y_0,m,h})\varphi_{x_0,n,h}(y)\phi_{y_0,m,h}(x),$$

(21)

In particular for $x = x_0$ and $y = y_0$ and using (8) and (18) we have:

$$\varphi_{x_0,n,h}(y_0)\phi_{y_0,m,h}(x_0) = \psi_{k,h}(x_0, y_0),$$

(22)

$$\kappa_{x_0,n,h} + \rho_{y_0,m,h} = \mu_{k,h},$$

(23)

with $k = 1, \cdots, K_h^\lambda$, $n = 1, \cdots, N_h^\lambda$ and $m = 1, \cdots, M_h^\lambda$ and $K_h^\lambda = N_h^\lambda \times M_h^\lambda$.

So formula (6) can be written as follows,

$$V_2(x_0, y_0) = -\lambda + \lim_{h \to 0} \left( \frac{h^2}{2\gamma} \sum_{n=1}^{N_h^\lambda} \sum_{m=1}^{M_h^\lambda} (\lambda - (\kappa_{x_0,n,h} + \rho_{y_0,m,h})) \varphi_{x_0,n,h}(y_0)\phi_{y_0,m,h}(x_0) \right)^{\frac{1}{1+\gamma}},$$

(24)

This formula shows that the 2D function $V_2$ can be estimated at $(x_0, y_0)$ from a tensor products resulting from solving spectral problems for 1D Schrödinger operators.

### 4.2 Application to images

We denote $I$ an image on space of square matrices $\mathcal{M}_{N \times N}(\mathbb{R}^+)$. The discretization of the eigenvalue problem (8) is given by the following eigenvalue problem,

$$H_{2,h}(I) \psi_{i,j,k,h} = \mu_{i,j,k,h} \psi_{i,j,k,h},$$

(25)

where $\mu_{i,j,k,h}$ and $\psi_{i,j,k,h}$ for $k = 1, \cdots, K_h^\lambda$ with $K_h^\lambda < N \times N$, refer to the negative eigenvalues with $\mu_{i,j,1,h} < \cdots < \mu_{i,j,K_h^\lambda,h} < \lambda$ and associated $l^2$-normalized eigenvectors respectively of the 2D discretized semi-classical Schrödinger operator $H_{2,h}$ and $i, j = 1, \cdots, N$ refer to the $i^{th}$ row and $j^{th}$ column of the matrix respectively.
To solve the 2D eigenvalue problem (25) and as described in the previous subsection, the idea consists in solving 1D eigenvalues problems. This means for the image, solving the problem rows by rows and columns by columns which simplifies the computations in terms of complexity and computation time and especially allows for parallel computing.

In discrete case, the operators (16) and (17) are given respectively by:

\[
A_{i,h}(I[i,:])\varphi_i = -h^2 D_2 \varphi_i - \text{diag} \left( \frac{1}{2} I[i,:] \right) \varphi_i, \tag{26}
\]

\[
B_{j,h}(I[:,j])\phi_j = -h^2 D_2 \phi_j - \text{diag} \left( \frac{1}{2} I[:,j] \right) \phi_j, \tag{27}
\]

where \( D_2 \) is a second order differentiation matrix obtained using the Fourier pseudo-spectral method [2, 25], \( \text{diag} \left( \frac{1}{2} I[i,:] \right) \) and \( \text{diag} \left( \frac{1}{2} I[:,j] \right) \) are the diagonal matrix of the 1D signal for the \( i \)th row and \( j \)th column respectively.

Then the associated spectral problems are given by,

\[
A_{i,h}(I[i,:])\varphi_{i,n,h} = \kappa_{i,n,h} \varphi_{i,n,h}, \tag{28}
\]

\[
B_{j,h}(I[:,j])\phi_{j,m,h} = \rho_{j,m,h} \phi_{j,m,h}, \tag{29}
\]

In particular, for the pixel \([i,j]\), we solve the eigenvalue problem (28) (resp. (29)), and then we take all the negative eigenvalues \( \kappa_{i,n,h} \) (resp. \( \rho_{j,m,h} \)) and the \( j \)th (resp. \( i \)th) associated \( \ell^2 \)-normalized eigenvectors \( \varphi_{i,n,h} \) for \( n = 1, \ldots, N_h \) (resp. \( \phi_{j,m,h} \) for \( m = 1, \ldots, M_h \)). Hence, we obtain,

\[
\varphi_{i,n,h}[j] \phi_{j,m,h}[i] = \psi_{k,h}[i,j], \tag{30}
\]

\[
\kappa_{i,n,h} + \rho_{j,m,h} = \mu_{k,h}, \tag{31}
\]

Then, based on the Theorem 3.1, the reconstruction of the image is done pixel by pixel as it is often the case in image processing as follows:

**Proposition 4.1.** Let \( I \in \mathcal{M}_{N \times N}(\mathbb{R}_+) \) be a positive real valued square matrix. Then, the representation of \( I \) using the SCSA method is given by the following formula: \( \forall (i,j) \in \{(1,2,\cdots,N)^2\} \),

\[
l_{h,\gamma,h[i,j]} = -\lambda + \left( \frac{\kappa^2}{h^2} \sum_{n=1}^{N} \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{m=1}^{M} (\kappa_{i,n,h} + \rho_{j,m,h}) \varphi_{i,n,h}[j] \bar{\varphi}_{j,m,h}[i] \right)^{-\frac{1}{\gamma}}, \tag{32}
\]
where \( h \in \mathbb{R}^*_+, \gamma \in \mathbb{R}_+, \lambda \in \mathbb{R}_- \), and \( L^2_{2,\gamma} \), known as the suitable universal semi-classical constant, is given by (7). Moreover, \( \kappa_{i,n,h} \) (resp. \( \rho_{j,m,h} \)) are the negative eigenvalues of the one dimensional semi-classical Schrödinger operator given by (26), (resp. (27)) with \( \kappa_{i,1,h} < \cdots < \kappa_{i,N^\lambda_h,h} < \lambda \) (resp. \( \rho_{j,1,h} < \cdots < \rho_{j,M^\lambda_h,1} < \lambda \)). \( N^\lambda_h \) (resp. \( M^\lambda_h \)) is the number of the negative eigenvalues smaller than \( \lambda \), and \( \varphi_{i,n,h} \) (resp. \( \phi_{j,m,h} \)) are the associated \( l^2 \)-normalized eigenvectors.

4.3 Algorithm description

The reconstruction of the pixel \([i, j]\) requires solving one dimensional eigenvalue problems corresponding to the row \( i \) and the column \( j \) respectively. The element \([i, j]\) is then considered twice, which justifies the \( \frac{1}{2} \) in the potential’s one dimensional operators.

The approach is summarized in the following steps,

**Step 1**: solve the eigenvalues problem (28) with a potential \( \frac{1}{2} I[i, :] \), and then take all the negative eigenvalues \( \kappa_{i,n,h} \) and the \( j^{th} \) associated \( l^2 \)-normalized eigenvectors of \( \varphi_{i,n,h} \) for \( n = 1, \cdots, N^\lambda_h \).

**Step 2**: solve the eigenvalues problem (29) with a potential \( \frac{1}{2} I[: , j] \), and then take all the negative eigenvalues \( \rho_{j,m,h} \) and the \( i^{th} \) associated \( l^2 \)-normalized eigenvectors of \( \phi_{j,m,h} \) for \( m = 1, \cdots, M^\lambda_h \).

**Step 3**: reconstruct the image using formula (32).

The figure below illustrates the principle of the proposed algorithm.
The image

For the $i^{th}$ row

$$
\begin{pmatrix}
\frac{1}{2}[i, 1] \\
\vdots \\
\frac{1}{2} I[i, j] \\
\vdots \\
\frac{1}{2} I[i, N]
\end{pmatrix}\begin{pmatrix}
\kappa_{i,1,h} & \kappa_{i,2,h} & \cdots & \kappa_{i,N_h,h} & 0 & 0 \\
\varphi_{i,1,h}[1] & \varphi_{i,2,h}[1] & \cdots & \varphi_{i,N_h,h}[1] & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\varphi_{i,1,h}[j] & \varphi_{i,2,h}[j] & \cdots & \varphi_{i,N_h,h}[j] & 0 & 0 \\
\varphi_{i,1,h}[N] & \varphi_{i,2,h}[N] & \cdots & \varphi_{i,N_h,h}[N] & 0 & 0
\end{pmatrix}
$$

For the $j^{th}$ column

$$
\begin{pmatrix}
\frac{1}{2}[1, j] \\
\vdots \\
\frac{1}{2} I[i, j] \\
\vdots \\
\frac{1}{2} I[N, j]
\end{pmatrix}\begin{pmatrix}
\rho_{j,1,h} & \rho_{j,2,h} & \cdots & \rho_{j,M_h,h} & 0 & 0 \\
\phi_{i,1,h}[1] & \phi_{i,2,h}[1] & \cdots & \phi_{i,M_h,h}[1] & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\phi_{i,1,h}[i] & \phi_{i,2,h}[i] & \cdots & \phi_{i,M_h,h}[i] & 0 & 0 \\
\phi_{i,1,h}[N] & \phi_{i,2,h}[N] & \cdots & \phi_{i,M_h,h}[N] & 0 & 0
\end{pmatrix}
$$

Fig. 0. Principle behind the 2D SCSA algorithm.
Based on the above discussions, the proposed algorithm may be stated as follows.

**Algorithm 1:** The 2D SCSA algorithm

**Input:** The image to be analyzed

**Output:** Estimated image

Following are the steps of the algorithm:

**Step 1:** Initialize $h$, $\lambda$ and $\gamma$.

**Step 2:** Discretize the Laplace operator $D_2$.

**Step 3:** Solve 1D eigenvalue problems (26) and (27) (for all rows $i$ and columns $j$ with $i, j = 1, \cdots, N$ respectively).

**Step 4:** Reconstruct the image using formula (32)

5 Numerical results

Formula (32), depends on three parameters: $\lambda$, $\gamma$ and $h$. $\lambda$ gives information on the part of the signal to reconstruct [10]. For sake of simplicity, we propose to take $\lambda = 0$ in the following. Only the semi-classical parameter $h$ affects the computed eigenvalues and eigenfunctions since the operator depends on its values. Also, it is well-known that the number of negative eigenvalues depends on $h$ such that as $h$ decreases $N_h$ and $M_h$ increases [10]. In practice, like the Fourier method, and for practical reasons, there is a trade-off between the number of elementary functions and the desired reconstruction accuracy. From the implementation point of view, it is better to have a good representation of the image with a small enough number of eigenvalues. So we will choose $h$ large enough to have a good reconstruction with a small number of eigenvalues. Moreover, it has been shown that in 1D SCSA method, the parameter $\gamma$ may improve the approximation of the signal for a given small number of negative eigenvalues [10]. This means that for a given $h$ (i.e $N_h$, $M_h$), the estimation of the signal can be improved by changing the value of $\gamma$.

The experiments have been carried out on academic functions of two variables and standard testing images for most state-of-art algorithms and the effect of the parameters $\gamma$ and $h$ has been studied numerically. In the following some of this experiments are presented.
Example 1.
In this example, we consider the following function:

\[ V_2(x, y) = \sin\left(\frac{1}{2}x^2 + \frac{1}{4}y^2 + 3\right) \cos(2x + 1 - e^y) + 1. \]  

(33)

for \((x, y) \in [-1, 3] \times [-1, 3]\). In discrete case \(V_2\) is given by \(I\) where \(x_i = nT_s\) and \(y_j = mT_s\) for \(n, m = -50, \cdots, 150\) with \(T_s = 0.02\) and \(i, j = 1, \cdots, N\).

Before estimating \(I\), we study the influence of the design parameters \(h\) and \(\gamma\). By taking different values of \(h\) and \(\gamma\), and by estimating the variation of the mean square errors between \(I\) and the estimation \(I_{h,\gamma,0}\),

\[
MSE = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} (I[i,j] - I_{h,\gamma,0}[i,j])^2}{N \times N},
\]

(34)

where \(N\) is the number of discrete points, we found the existence of a minimum at \(h = 6 \times 10^{-3}\) and \(\gamma = 4\) as illustrated in Figure 1(a). Then, we estimate \(I\) using \(I_{h,\gamma,0}\) with these optimal parameter values (see Figure 1(b)). In particular, we show in Figure 1(c) the original signal \(I[20,:]\) and the estimated one \(I_{0.006,4.0}[20,:]\).

Moreover, we have shown in Figure 1(d) the relative error between the function and its estimation.

Remark 1. We tested the algorithm for several examples. The obtained optimal value for \(\gamma\) is \(\gamma = 4\).

Example 2.
In this example, we consider a 440 \(\times\) 440 pixels image, see Figure 2(a). One can note the good reconstruction of this image in Figure 2(b), for \(h = 0.21\) and \(\gamma = 4\). The relative error is shown in Figure 2(c).

Example 3.
In this example, we consider a 512 \(\times\) 512 pixels Lena image \(^1\), see Figure 3(a). Figure 3(b) illustrates the variation of the mean square error (34) for different values of \(h\) and \(\gamma\). The optimal values of \(h\) and \(\gamma\) are read 0.2 and 4 respectively. Then, the image has been reconstructed using formula (32) as illustrated in figures 3(c) and 3(d) respectively.

Figure 4 shows the behavior of the number of negative eigenvalues for all rows and columns. It is clear that this number decreases when \(h\) increases.

The figures 5(a) and 5(b) illustrate the localization property of the first \(L^2\)-normalized eigenfunctions which corresponds to the largest peak in the image.

\(^1\)http://www.ece.rice.edu/~wakin/images/
Figure 1: Example 1: $V_2(x, y) = \sin(\frac{x^2}{2} + \frac{y^2}{4}) \cos(2x + 1 - e^y) + 1$. (a) The variation of $\|I - I_{h,0}\|^2$. (b) $I_{0.006,4,0}[i,j]$. (c) $I[20,:]$ and $I_{0.006,4,0}[20,:]$ with $j = 1, \cdots, N$. (d) The relative error between the real function and its estimation.

The last $L^2$-normalized eigenfunction is given in figures 5(c) and 5(d). It contains several peaks, they represent the details in the image.
Image denoising based on the SCSA approach

As described in the introduction, the novelty of this work is the way we select the set of adaptive functions for image representation and denoising. Comparing to the existing methods, the proposed method uses only negative eigenvalues and associated squared $L^2$-normalized eigenfunctions of the semi-classical Schrödinger operator, where the image is considered as a potential of this operator. This quantities which depend only on the image, represent the two main features which account for the performance improvement. It has been also shown in the previous section that good results are obtained with a small number of negative eigenvalues (i.e.; for $h$ large enough), this comes from the localization property of the eigenfunctions and the pertinent information that they contain. In fact the first eigenfunction gives a good localization of the largest peak in the image, the second for the two peaks that follow the largest peak, then as the order of the eigenfunctions increases, the oscillations become more important (see figure 5) so they gives information of the smaller details in the image. This is a well-known results, indeed, in [23] we show that the eigenfunctions corresponding to less significant eigenvalues are oscillating having asymptotically a sine behavior describing the details of the signal. If the signal is noisy, these eigenfunctions will describe the noise components. So removing these components helps to reduce the noise. However, because of the nonlinearity of the method, instead of a naive truncation, which may lead to loose information about the signal (since all the eigenfunctions contain information about the signal), an alternative consists in increasing the semi-classical parameter value leading to reduce the number of eigenfunctions and
We are going to show the efficiency and the stability of this method through some numerical results. The experiments have been carried out on 2D images which are standard testing images of most state-of-the-art denoising algorithms. The images are contaminated by additive Gaussian white noise with zero mean and different levels of standard deviation $\sigma$ (i.e.; different values of signal-to-noise ratio (SNR)), the noise is added using the command Matlab `imnoise`.

As a first step and by using only the visual performance, we will show through geometric image that in the denoising process, the SCSA method preserves the edges even at high level of noise as illustrated in figures 6, 7 and 8.

In the following, some results obtained are presented. The objective perfor-
Figure 4: Number of negative eigenvalues.

Figure 5: (a) and (b) First eigenfunction, (c) and (d) Last eigenfunction of Lena’s image.
Figure 6: (a) Original image, (b) Noisy image ($\sigma = 7.5$, SNR $= 24.65$ dB), (c) Denoised image.

Figure 7: (a) Original image, (b) Noisy image ($\sigma = 30$, SNR $= 12.58$ dB), (c) Denoised image.

The performance measures used are defined as follows: let $I$ the noise-free image of size $N \times N$ and $\tilde{I}$ be the denoised image.

- **Mean Square Error**

\[
MSE = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( I[i,j] - \tilde{I}[i,j] \right).
\]  

(35)

- **Peak-Signal-to-Noise Ratio (PSNR)**

\[
PSNR = 10 \log_{10} \left( \frac{L^2}{MSE} \right),
\]  

(36)
Figure 8: (a) Original image, (b) Noisy image (\(\sigma = 50\), SNR = 8.27 dB), (c) Denoised image.

where \(L\) is the dynamic values of the pixels, which is 1 or 255 and MSE is the mean square error.

- Mean Structural SIMilarity index (MSSIM)

\[
\text{MSSIM} = \frac{1}{N} \sum_{i=1}^{N} \text{SSIM}(i, i),
\]

\[
\text{SSIM}(i, j) = \frac{(2\mu_i \mu_j + \epsilon_1)(2\sigma_{ij} + \epsilon_2)}{(\mu_i^2 + \mu_j^2 + \epsilon_1)(\sigma_i^2 + \sigma_j^2 + \epsilon_2)},
\]

where \(\mu_i\) and \(\mu_j\) are the standard deviation of \(x\) and \(y\), \(\sigma_{ij}\) is the covariance between \(i\) and \(j\), \(\epsilon_1\) and \(\epsilon_2\) ensure the stability when either \((\mu_i^2 + \mu_j^2)\) or \((\sigma_i^2 + \sigma_j^2)\) is close to zero. The SSIM is defined over a local window centered at \([i, j]\) and an average over such windows gives a single measure for the entire image, named as Mean SSIM (MSSIM) [27].

Figures 9(a) and 9(b) show the original image of Lena and the noisy one. The standard deviation \(\sigma\) is equal to 75 and the corresponding SNR is equal to 11.24 dB.

Figures 10(a), 10(b) and 10(c) show that the optimal value of \(h\) is equal to 1.65. Figure 11(b) illustrates the denoising of the Lena’s image using the optimal value of \(h\). However, the use of an \(h\) smaller than the optimal value, does not filter completely the noise, but helps to reconstruct the noisy image (see figure 11(a)).

Figure 12 shows a zoom of the denoising result of Lena image obtained by the proposed method for \(\sigma = 75\) and \(h = 1.65\). We can see that the proposed method
Figure 9: (a) Original image of Lena, (b) Noisy image for $\sigma = 75$ (SNR = 11.24 dB).

Figure 10: Mean square error (Fig. (a)), PSNR (Fig. (b)) and MSSIM (Fig. (c)) for different value of $h$.

provides better visual quality and the edges and textures of the image are better preserved.

The histogram of the original image of Lena, the noisy ($\sigma = 75$) and the de-noised one are illustrated, respectively, in figure 13. Figure 13(b), which represents the histogram of the noisy image, has the shape of the Gaussian function. Using the SCSA method in the denoising process (figure 13(c)), the shape of the original image (figure 13(a)) is obtained even at high level of noise.

The quantitative first results of the proposed algorithm are compared to the state-of-the-art models which are Total Variation [6, 26, 29] and K-SVD [1, 8, 28]. All the parameters of these methods are set as what have been suggested to be the optimal one in the original paper. For our approach, the optimal values of $\lambda$
and $\gamma$ are 0 and 4, then for this values, the optimal value of $h$ has been chosen such that we use only the most significant eigenfunctions and associated negative eigenvalues. Table 1 shows the obtained results for Lena’s image.
Figure 13: The histogram of, (a) Original image of Lena, (b) Noisy image \((\sigma = 75)\), (c) Denoised image.

| Noise variance | Proposed method | TV | K-SVD |
|----------------|----------------|----|-------|
| \(\sigma\)    | \(h\) | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
| 20            | 0.550 | 32.1 | 0.995 | 31.3 | 0.843 | 29.7 | 0.857 |
| 30            | 0.800 | 30.1 | 0.991 | 29.6 | 0.809 | 27.8 | 0.805 |
| 40            | 0.975 | 28.7 | 0.987 | 28.3 | 0.779 | 26.2 | 0.750 |
| 50            | 1.000 | 27.5 | 0.983 | 27.2 | 0.756 | 25.0 | 0.747 |
| 100           | 2.100 | 24.4 | 0.971 | 22.8 | 0.678 | 21.5 | 0.559 |

Table 1: The PSNR (in dB) and SSIM results of the denoised images at different noise levels by TV, K-SVD, and proposed method.

7 Discussion and conclusion

A new image representation and analysis method has been proposed in this paper inspired from semi-classical results of the Schrödinger operator. The image is represented using spatially shifted and localized functions that are given by the squared \(L^2\)-normalized eigenfunctions of the Schrödinger operator associated to negative eigenvalues. We have shown that this approximation becomes exact when the semi-classical parameter \(h\) converges to zero. However the number of eigenfunctions increases when \(h\) decreases, so we have shown through some numerical results that a relatively small number of eigenfunctions \(\text{(large enough \(h\))}\) is enough to reconstruct the image which makes this method very interesting for image processing applications like coding.

Moreover, thanks to its interesting properties, this method seems to be also useful for image denoising. The main idea is to choose an appropriate value for
the semi-classical parameter $h$ to filter the noise. The denoising property of the SCSA is under consideration along with the comparison of the SCSA to standard image processing methods.

Acknowledgments

This work was conducted when the first author was visiting the Estimation, Modeling and Analysis Group at the Computer, Electrical and Mathematical Sciences and Engineering (CEMSE) division at King Abdullah University of Science and Technology (KAUST). She would like to thank KAUST for its support and generous hospitality.

References

[1] M. Aharon, M. Elad, and A. M. Bruckstein, "The K-SVD: an algorithm for designing of overcomplete dictionaries for sparse representation" IEEE Transaction on Signal Processing, Volume 54, Number 11, (2006), 4311–4322.

[2] J. P. Boyd, Chebyshev and Fourier Spectral Methods. Dover Publication, Inc., 2nd edition, (2000).

[3] M. Dimassi and J. Sjöstrand, Spectral asymptotics in the semi-classical limit, Cambridge U Press, (1999).

[4] M.N. Do and M. Vetterli, The finite ridgelet transform for image representation, IEEE Transaction on Image Processing, Volume 12, Number 1 (2003), 16 – 28.

[5] D.E. Dudgeon and G. Lorentz, Constructive approximation, Comprehensive studies in mathematics, Springef-Varlag, Volume 303, (1993).

[6] M. Elad and M. Aharon, Image denoising via sparse and redundant representations over learned dictionaries, IEEE Transaction on Image Processing, Volume 303, Number 12 (2006), 3736 – 3745.

[7] F. Eleiwi, T. M. Laleg Kirati, S. Khelladi and F. Bakir, A semi-classical signal analysis method for the analysis of turbomachinery flow unsteadiness, Word Academy of Science, Engineering and Technology, Volume 59 (2011), 215–218.
[8] Y. He, T. Gan, W. Chen and H. Wang, *Adaptive denoising by singular value decomposition*, IEEE Signal Processing Letters, **Volume 18, Number 4** (2011), 215–218.

[9] B. Helffer, Semi-classical analysis for the Schrödinger operator and application, Lecture notes in mathematics, Springer.

[10] B. Helffer and T.M. Laleg-Kirati, *On semi-classical questions related to signal analysis*, Asymptotic Analysis Journal, **Volume 75, Number 3-4** (2011), 125–144.

[11] B. Helffer and D. Robert, *Riesz means of bound states and semiclassical limit connected with a Lieb-Thirring’s conjecture I*, Asymptotic Analysis Journal, **Volume 3** (1990), 91–103.

[12] A. K. Jain, Fundamentals of digital image processing, Prentice-Hall, (1989).

[13] G. E. Karadzhov, *Semi-classical asymptotic of spectral function for some Schrödinger operator*, Math. Nachr., **Volume 128** (1986), 103–114.

[14] T. Kato, Perturbation theory for linear operator, Classics in Mathematics, Springer, (1980).

[15] T.M. Laleg-Kirati, C. Médigue, F. Cottin and M. Sorine, *Arterial blood pressure analysis based on scattering transform II*, In Proc. EMBC, Sciences and technologies for health, Lyon, France (2007), 3618–3629.

[16] T.M. Laleg-Kirati, C. Médigue, Y. Papelier, F. Cottin and A. Van de Louw, *Validation of a semi-classical Signal analysis method for Stroke volume variation assessment: a comparison with the PiCCO technique*, Annals of Biomedical Engineering, **Volume 38, Number 12** (2010), 3618–3629.

[17] T.M. Laleg-Kirati, E. Crépeau and M. Sorine, *Semi-classical signal analysis*, Mathematics of Control, Signals, and Systems (MCSS) Journal, **Volume 25, Issue 1** (2013), 37–61.

[18] T.M. Laleg-Kirati, Z. Kaisserli, S. Alghamdi, A. Coum, G. Gambarota and H. Serrai, *Magnetic Resonance Spectroscopy data de-noising using the Semi-Classical Signal Analysis approach: Application to in-vitro MRS data*, 5Th KAIMRC Annual Scientific Forum, KSA (September 9-10, 2014).

[19] D.Y. Liu and T.M. Laleg-Kirati, *Mathematical properties of a semi-classical signal analysis method: noisy signal case*, 1st International Conference on Systems and Computer Science, Villeneuve dasceq, France (2012).
[20] C. Louchet and L. Moisan  *Total variation as local filter*,  *SIAM Journal on Imaging Sciences*, **Volume 4, Number 2** (2011), 651–694.

[21] S. Mallat,  *A wavelet tour of signal processing : The sparse way*, Third Edition, Elsevier, (2009).

[22] E. Nadernejad, Sara Sharifzadeh and S. Forchhammer *Using anisotropic diffusion equations in pixon domain for image denoising*,  *springer-Verlag London*, DOI 10.1007/s11760-012-0356-7.

[23] A. Pankov  *Introduction to spectral theory of Schrödinger operators*, http://www.math.nsysu.edu.tw/ amen/posters/pankov.pdf.

[24] T. Ramond,  *Analyse semiclassique, résonances et contrôle de l’équation de Schrödinger*. Université Paris Sud, (UMR CNRS 8628), France, Juin 2005.

[25] L. N. Trefethen,  *Spectral methods in Matlab*. Society for Industrial and Applied Mathematics, 2000.

[26] Y. Wang, J. Guo, W. F. Chen, and W. Zhang.  "Image denoising using modified Perona-Malik model based on directional Laplacian,"  *Signal Processing*, **Volume 93, Number 9** (2013), 2548-2558.

[27] Z. Wang, A.C. Bovik, H.R. Sheikh, and E.P. Simoncelli,  "Image quality assessment: from error visibility to structural similarity,"  *IEEE Transaction on Image Processing*, **Volume 4, Number 13** (2004), 1–14.

[28] R. Yan, L. Shao, L. Liu, and Y. Liu,  "Natural image denoising using envolved local adaptive filter"  *Signal Processing*, 103 (2014), 36–44.

[29] J. Zhang, K. Chen and B. Yu,  "An iterative lagrange multiplier method for constrained Total-Variation-based image denoising,"  *SIAM Journal on Numerical Analysis*, **Volume 50, Number 3** (2012), 983–1003.

[30] L. Zhang, W. Dong, D. Zhang, and G. Shi,  "Two-stage image denoising by principal component analysis with local pixel grouping",  *Pattren Recognition Elsevier*, **Volume 43**, (2010), 1531 – 1549.