Forecast model of airport haze visibility and meteorological factors based on SVR-RBF model
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Abstract: All kinds of meteorological elements near the airport directly affect the dissipation process of fog, which also affects the visibility. The correlation analysis of temperature, humidity, dew point temperature, air pressure, wind speed and other meteorological factors with visibility Runway Visual Range (RVR) and Meteorological Optical Visual Range (MOR) was carried out by SPSS. It was found that the four variables, TEMP, RH, WS2A and PAINS, had great influence. In this paper, the above four variables are selected as inputs to nonlinear fit the RVR value of visibility. Combined with Radial Basis Function (RBF), it is found that SVM-RBF model has better generalization ability and fitting degree.

1. Introduction

With the development of industrialization, more and more pollutants are emitted, and the frequency of haze is more frequent. Haze not only seriously affects people's health and quality of life, but also brings huge problems to the transportation industry, especially to the safety of flights. With the popularity of airports and the increasing number of flights taken by people, the safety of navigation is particularly important. Therefore, it is of great significance for the development of aviation industry and people's travel safety to accurately predict the laws of fog dispersal and the changing trend of visibility at airports.

Since the 1950s, people at home and abroad have begun to pay attention to the prediction methods of visibility. From the initial linear regression to nonlinear regression, the prediction effect has been greatly improved, and the prediction effect of neural grid model has been improved a lot. However, most of the previous studies selected PM2.5, PM10 and relative humidity which are directly related to visibility as input variables. The measurement of PM2.5 and PM10 has a large error. Therefore, the prediction effect of the obtained model for other input data may not be very ideal. Therefore, it is necessary to screen a variety of meteorological elements to find out the ones that have great impact on visibility. How to select the relevant variables and establish a simulation prediction model of airport visibility is the focus of this paper.

As we all know, haze is related to near surface meteorological factors such as temperature, pressure, humidity and wind, and haze determines the magnitude of theoretical visibility, so visibility is closely
related to near surface meteorological factors. In this paper, the AMOS data of Changsha Huanghua Airport on March 13 and 14, 2020 are used. Ten kinds of ground observation data and two kinds of visibility are shown in Table 1.

| Major categories | Subclass | Meaning | Remarks |
|------------------|----------|---------|---------|
| pressure         | PAINS    | air pressure of the station QFE aircraft landing area QNH maximum pressure QNH corrected sea level pressure |
| temperature      | TEMP     | temperature DEWPOINT dew point |
| humidity         | RH       | relative humidity RVR average RVR value per minute ≤2000 |
| visibility       | MOR      | average MOR value per minute ≤10000 |
| brightness       | LIGHT    | Light data WS2A average wind speed in 2 minutes WD2A average wind direction in 2 minutes CW2A average vertical wind speed in 2 minutes |
| windspeed        | CREATEDATE | create time for observation record, universal time LOCALDATE is the corresponding Beijing time |
| site             | SITE     | is the name of the observation point |

2. Modeling

2.1 Data processing and analysis
The direct cause of visibility change is the change of atmospheric aerosols, and meteorological conditions play a significant role in the formation, distribution, maintenance and change of aerosols, especially the formation and change of secondary aerosols are greatly affected by meteorological conditions. It is difficult to determine the size of each type of aerosol under different weather conditions due to the influence of various meteorological factors on the development of visibility. Therefore, we
first use the linear regression method commonly used in mathematics to find the influence model of different meteorological elements on visibility.[1]

First of all, in the two-day data, the meteorological elements related to wind and visibility are four groups per minute, and the other data are one group per minute. Therefore, the amount of these twelve kinds of data is different. It is necessary to delete redundant data to normalize the quantity. The initial time of each minute is used as the screening standard, and the meteorological elements containing four groups of data in one minute are reserved as one of the initial time. In order to ensure the synchronization and equivalence of all meteorological data, the two-day data are integrated together for more flexible processing and fitting. There are many meteorological factors that affect visibility, which need to be screened. We use the correlation analysis in SPSS to select the main influencing factors, and fit the correlation between various meteorological elements and visibility as follows:

| Table 2 | Correlation between visibility and meteorological elements |
|---------|-----------------------------------------------------------|
| RVR    | MOR  | WD2A  | CW2A  | LIGHTS | PAINS | QFE  | TEMP | RH (%) | DEWPOINT | WS2A | QNH |
| RVR    | 1    | 0.767 | -0.351 | 0.563  | 0.001  | 0.182 | -0.015 | 0.668   | -0.6     | -0.044 | 0.536 |
|        |      |       |        |        |        |       |       |        |          |       |     |
|        |      |       |        |        |        |       |       |        |          |       |     |
| MOR    | 0.767 | 1     | -0.073  | 0.617  | 0.222  | 0.159 | -0.055 | 0.866   | -0.485   | 0.628  | -    |
|        |       |       |        |        |        |       |       |        |          |       |     |
|        |       |       |        |        |        |       |       |        |          |       |     |

It can be seen from Table 2 that the correlation between RVR and MOR is 0.767, and the correlation between each variable and the two has the same characteristics, which is easy to simplify the problem. RVR is used as the judgment standard of visibility. There were significant correlations between RVR and TEMP (0.668), Rh (-0.600), CW2A (0.563), WS2A (0.563) and WD2A (-0.351), and the significance of these variables was less than 0.05. LIGHTS (0.953), QFE (0.432), QHN (0.450) were more significant than 0.05, which were not suitable for input. Although the significance of DEWPOINT was less than 0.05, the correlation (-0.044) was too small to be used as an input variable. The correlation of PAINS was 0.182. Although it was small, it was only a variable that could be screened in the barometric elements, so it was also used as an input variable. From Figure 1, it can be seen that WD2A oscillates violently and is not suitable as input variable. The correlation between WS2A and CW2A, which are both wind speed variables, is 0.887. It can be seen from figure 3 that the change trend of the two is basically consistent. Considering that the influence of average wind speed is more obvious, WS2A is selected as the input variable. Considering the above factors, TEMP, RH, WS2A and PAINS were selected as input variables and RVR as output variables. Only data with RVR < 3000, that is, low visibility, were considered in model selection.
2.2 Model selection
First of all, the linear regression model is considered, with four variables of TEMP, RH, WS2A and PAINS as the input and RVR as the output. The accuracy of SPSS linear regression model is only 55.6%, which indicates that the linear model is not suitable for prediction because of its poor fitting degree. Therefore, the nonlinear relationship between the variables and RVR must be considered.

Support Vector Machine (SVM) is a kind of generalized linear classifier which classifies data by supervised learning. Its decision boundary is the maximum margin hyperplane to solve the learning samples.[2]

SVM can be extended to regression problems to obtain Support Vector Regression (SVR), and the kernel function is introduced to linearize the nonlinear variables to obtain the regression results.
Among them:

\[ f(x) = \sum_{i=1}^{M} \alpha_i h_i k(x, y) + b \]  

(1)

Among them:

- \( M \): The number of support vector machines
- \( \alpha_i \): Lagrange coefficient of the \( i \)th support vector
- \( h_i \): class identification of the \( i \)th support vector
- \( k(x, y) \): kernel function

For kernel function, Radial Basis Function (RBF) kernel, also called Gaussian kernel function, is chosen. Gaussian kernel function is to get new samples by changing the characteristic data of samples according to certain rules, and the new samples can be classified better according to the new characteristic data. Because the characteristic data of new samples and the characteristic data of original samples have certain regular corresponding relationship, according to the distribution and classification of new samples, the classification of original samples is obtained. The expression of Gaussian kernel function is as follows:

\[ k(x, y) = \exp(-\gamma \| x - y \|^2) \]  

(2)

Among them:

- \( x, y \): for sample or vector
- \( \gamma \): is a super parameter
- \( \| x - y \| \): the norm of \( x - y \), which can be understood as a module when the dimensionality is low

The \( k(x, y) \) function represents the relationship between \( x \) and \( y \) and returns a value. The Gaussian kernel function first maps the original data point \( (x, y) \) to a new sample \( (x', y') \); then the new feature vector dot product \( (x' \cdot y') \), return the result of the dot product; first map the \( m \times n \) data set to the \( m \times m \) data set, \( m \) represents the number of samples, \( n \) represents the feature type of the original sample. The number is large, therefore, the samples of the new data set obtained are also high-dimensional, and the process of ascending makes the linearly inseparable meteorological data linearly separable. Finally, the relationship between RVR and TEMP, RH, WS2A and PAINS is the SVR-RBF model:\n
\[ f(x) = \sum_{i=1}^{M} \alpha_i h_i \exp(-\gamma \| x - y \|^2) + b \]  

(3)

Among them:

- \( f(x) \): here is the visibility RVR
- \( x \): the four-dimensional vector of (TEMP, RH, WS2A, PAINS)
- \( y \): denotes the correlation vector with inner product 1 of \( X \)
- \( b \): constant
M: there are 754 support vector machines and 754 corresponding $\alpha$ and $h$ groups.

3. Result analysis
Among them, $\gamma$ can be adjusted as the fitting parameter, and the fitting results of different $\gamma$ are shown in the figure below.

![Figure 3 different fitting results of $\gamma$ values from 0.005 to 10](image)

The neural network model is selected as the control test. The selected parameters are shown in Table 4-3, and the fitting diagram is shown in Figure 4.

| Table 3 Neural network model parameters |
|-----------------------------------------|
| Parameters  | Value |
| Input       | 1     |
| Units_1     | 10    |
| Units_2     | 10    |
| Units_3     | 10    |
| Output      | 1     |
| Hidden      | 3     |
| layers      |       |
It can be seen from Figure 3 that with the increase of $\gamma$ value, the fitting effect is closer to the actual value. When $\gamma$ is 10, the fitting result is very close to the actual value. It can be seen from Figure 4 that the simulation effect of the neural network is not very good and cannot be used as the calculation model. Therefore, we take $\gamma = 10$ as the coefficient of the final SVR-RBF model, and make further analysis.

The accuracy of SVR-RBF model is 96% after linear fitting, and the data correlation between them is 99.7%. It shows that the relationship between the predicted visibility and the selected meteorological elements is relatively accurate, but more than 700 parameters are selected, which results in a large amount of calculation and long calculation time. The fitting degree between the calculated data and the original data is shown in Table 4.

| V1 (Original value) | V1 (Calculated value) |
|---------------------|-----------------------|
| Pearson correlation | 1                     | 0.997                 |
| Significance        | 0.000                 |                       |
| Number of samples   | 777                   | 777                   |
| Pearson correlation | 0.997                 | 1                     |
| Significance        | 0.000                 |                       |
| Number of samples   | 777                   | 777                   |

4. Conclusion

In this paper, based on the two-day AMOS data of Changsha Huanghua Airport, the fitting prediction model between RVR and various meteorological elements is found through linear analysis and nonlinear analysis. Through linear analysis, TEMP, RH, WS2A and PAINS which are closely related to RVR are selected as input variables and RVR as output variables. Through the linear regression analysis, the fitting degree of the linear model is not high, and the accuracy rate is only 55.6%. In the nonlinear model using support vector machine, Gaussian kernel function (RBF), that is, SVR-RBF model, is selected as kernel function. It is found that when the parameter $\gamma = 10$, the accuracy rate of prediction results and real value reaches 96%, and the data correlation between them reaches 99.7%, indicating that the prediction model has a high degree of fitting. Compared with the hidden three-layer neural network, it is found that the prediction effect is not obvious. The prediction accuracy of RVR-RBF model is high, but the related calculation parameters are as high as 754 groups, which is the place to be solved and improved in the future.
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