A non-linear control method for active magnetic bearings with bounded input and output

Danh Huy Nguyen, Tung Lam Nguyen, Duc Chinh Hoang
School of Electrical Engineering, Hanoi University of Science and Technology, Vietnam

ABSTRACT
Magnetic bearing is well-known for its advantage of reducing friction in rotary machines and is placing conventional bearings where high-speed operations and cleanliness are essential. It can be shown that the AM is a nonlinear system due to the relation between the magnetic force and current/rotor displacement. In this paper, a mathematical model of a 4-DOF AMB supported by four dual electric magnets is presented. The control objective is placed in a view of control input saturation and output limitation that are meaningful aspect in practical applications. Backstepping algorithm based control strategy is then adopted in order to achieve the high dynamic performance of the bearing. The control is designed in such a way that it takes input and output constraints into account by flexibly using hyperbolic tangent and barrier Lyapunov functions. Informative simulation studies are carried out to understand the operations of the machine and evaluate the controller quality.
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1. INTRODUCTION
AMB is one of the magnetic suspension methods which enables rotor shaft in rotary machines to be lifted off without mechanical support by actively controlling the electromagnet [1]. Absence of mechanical contact results in friction reduction. Thus, speed or acceleration of supported components can be increased significantly when comparing with conventional bearing in use. Authors in [2] has listed many advantages of AMB such as the absence of lubrication and contaminating wear, high speed rotation, low bearing losses, etc. These benefits allow AMB to be integrated into electrical motor which can rotate upto 200000 rpm [3] and be applicable as ultra-high speed spindle in machine tools [4, 5]. AMB can also be adopted in vacuum and cleanroom systems [6] or equipment with harsh working condition like turbo machinery [7, 8]. Design and different structures of magnetic bearings have been presented in [2, 9]. It can be seen that the system is highly non-linear, and can become very complex. Thus the challenge lies in developing control scheme of bearing so that it assures high performance features, especially nanometer accuracy [10] since the gap between rotor shaft and bearings can be extremely tiny. Poor design of controller may result in rotor unbalances and internal damping which in turns create vibration in machines, crack in motor shaft and failure at the end [11, 12]. The classical PID algorithm have been widely used to control AMB system due to its simplicity, adaptability and maturity [13, 14]. As AMB is a non-linear system, other methods like feedback linearisation or sliding mode control can also be applied [10, 15]. With an effort to eliminate uncertainties in plant modelling, Bonffito et al propose an offset free control for AMB based on classical model predictive control [16].
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It is evident that in previously mentioned research, hard limitation on control input and output is omitted [17-20]. Control saturation might result in control degradation and violation of output constraint leads to system mechanical failure. In this paper, we have adopted backstepping control algorithm to regulate and stabilize the operation of AMB. The backstepping method has been employed in robotics [21], process control [22], space applications [23, 24], and in AMB systems [25]. It is proven to be suitable with strict-feedback system and to have the flexibility of removing instability while avoiding cancellation of potentially useful nonlinearities [21]. The contribution of the paper can be named is the consideration of bounded system input and output in control design. This paper is organized as the following. The mathematical model of AMB is first developed in Section 2. Controller design process is presented in Section 3. In Section 4 simulation results are provided together with the discussions. Finally, Section 5. concludes this paper.

2. MATHEMATICAL MODEL OF A DUEL COILS MAGNETIC ACTUATOR

It is fundamental that the magnetic force is proportional to the current square. Thus, regulating the current can result in the force change. It is assumed that the rotor shaft has already been elevated along z axis in vertical direction by another system. The system includes 2 pairs of the same electromagnets along x and y axes in horizontal directions, ones of each pair are placed in the opposite position as illustrated in Figure 1.

Each pair, then produce the forces of attraction \( F_1 \& F_2 \) and \( F_3 \& F_4 \) which are adjusted by regulating the currents \( i_1, i_2, i_3 \) and \( i_4 \) respectively so that the shaft can be kept balance in the space within those magnets. Assuming that \( (x_1, i_1), (x_2, i_2), (x_3, i_3), (x_4, i_4) \) are the positions and currents of electromagnets 1, 2, 3, and 4 respectively. The expression of the magnetic forces is given as

\[
F_1 = \frac{\mu_g N^2 i_1^2 A_g}{4x_1^4}, \quad F_2 = \frac{\mu_g N^2 i_2^2 A_g}{4x_2^4}, \quad F_3 = \frac{\mu_g N^2 i_3^2 A_g}{4x_3^4}, \quad F_4 = \frac{\mu_g N^2 i_4^2 A_g}{4x_4^4}
\]

(1)

where \( K \) is a coefficient and calculated as \( K = \frac{\mu_g N^2 A_g}{x} \), where \( \mu_g \) is the permeability of air, \( N \) is the number of turns in each coil, and \( A_g \) is the cross-section area of the electromagnet. It is assumed that the inertia and geometric rotating axes of the rigid rotor coincide to each other, hence, the central point \( G \) is the mass center of the rotor and \( m \) as its mass. The \( x \) axis direction forces (1) exerted on rotor result in translational and rotational motions such that \( x \) and \( \theta_y \) DOF’s force and torque equations are given as (2) and (3) respectively:

\[
m(\ddot{x}_g) = (F_1 - F_2) + (F_3 - F_4)
\]

(2)
Deriving form (8) and (9), the currents are represented as:

\[ I_r \dot{\theta}_y = -I_a \omega \dot{\theta}_x + (F_1 - F_2).D_u - (F_3 - F_4).D_l \]  \hspace{1cm} (3)

Where \( I_a \) and \( I_r \) are the total moments of inertia about axial and radial direction axes \( z, x \) and \( y \) through the rotor’s mass centre or center of weight, respectively, \( \theta_y \) is the rotor angle over \( y \) axis, \( D_u \) is the distance form the top electromagnets to rotor central \( G \), \( D_l \) is the distance form the bottom electromagnets to rotor central \( G \), \( -I_a \omega \dot{\theta}_x \) is the reinforced torque of rotor, as shown in Figure 1. If the distance between rotor and the magnet at stable position is \( x_0 \), movement of rotor within the top two magnets is \( x_u \) and that within the bottom two magnets is \( x_l \), the distances \( x_1, x_2, x_3, x_4 \) between rotor and each magnet can be calculated as with respect to the top two magnets: \[
\begin{align*}
{x_1} &= x_0 - x_u \\
{x_2} &= x_0 + x_u
\end{align*}
\]
and with respect to the bottom two magnets:
\[
\begin{align*}
{x_3} &= x_0 - x_l \\
{x_4} &= x_0 + x_l
\end{align*}
\]

It is found that the AMB 4th order system with two pairs of electromagnets arranged as in Figure 1 can be separated into two magnet systems, or simplified to two 2nd order systems. In that case, with an assumption of very small \( \theta_y \), the movement of rotor is represented as, wrt. the two upper magnets:
\[
x_u = x_g + D_u \dot{\theta}_y
\hspace{1cm} (4)
\]
and for the two lower magnets:
\[
x_l = x_g - D_l \dot{\theta}_y
\hspace{1cm} (5)
\]

Taking 2nd order derivatives of (4), and combining with (2) and (3), we have
\[
\ddot{x}_u = \ddot{x}_g + D_u \ddot{\theta}_y
\hspace{1cm} (6)
\]
where \( a_u = K_4 \left( \frac{1}{m} + \frac{D_u^2}{I_r} \right) \). It is noted that the coupling term related to \( \theta_x \) and \( \theta_y \) is omitted. The coupling effects is considered as system disturbances. Applying the same procedure, from (5):
\[
\ddot{x}_l = \ddot{x}_g - D_l \ddot{\theta}_y
\hspace{1cm} (7)
\]
where \( a_l = K_4 \left( \frac{1}{m} + \frac{D_l^2}{I_r} \right) \). On the other hand, applying Kirchhoff’s voltage law for each coil, we have the following equations:
\[
\begin{align*}
u_1 &= R_1 i_1 + L_s \frac{di_1}{dt} + \frac{K}{2} \frac{d}{dt} \left( \frac{i_1}{x_1} \right), \quad u_2 &= R_2 i_2 + L_s \frac{di_2}{dt} + \frac{K}{2} \frac{d}{dt} \left( \frac{i_2}{x_2} \right) \\
u_3 &= R_3 i_3 + L_s \frac{di_3}{dt} + \frac{K}{2} \frac{d}{dt} \left( \frac{i_3}{x_3} \right), \quad u_4 &= R_4 i_4 + L_s \frac{di_4}{dt} + \frac{K}{2} \frac{d}{dt} \left( \frac{i_4}{x_4} \right)
\end{align*}
\hspace{1cm} (8)
\]
\[
\begin{align*}
i_1 &= \frac{2(x_0 - x_u)}{2L_s(x_0 - x_u) + K} (u_1 - R_1 - \frac{K v_u i_1}{2(x_0 - x_u)^2}), \quad i_2 = \frac{2(x_0 + x_u)}{2L_s(x_0 + x_u) + K} (u_2 - R_2 + \frac{K v_u i_2}{2(x_0 + x_u)^2}) \\
i_3 &= \frac{2(x_0 - x_l)}{2L_s(x_0 - x_l) + K} (u_3 - R_3 - \frac{K v_l i_3}{2(x_0 - x_l)^2}), \quad i_4 = \frac{2(x_0 + x_l)}{2L_s(x_0 + x_l) + K} (u_4 - R_4 + \frac{K v_l i_4}{2(x_0 + x_l)^2})
\end{align*}
\hspace{1cm} (9)
\]

Deriving form (8) and (9), the currents are represented as:

\[ i_1 = \frac{2(x_0 - x_u)}{2L_s(x_0 - x_u) + K} (u_1 - R_1 - \frac{K v_u i_1}{2(x_0 - x_u)^2}), \quad i_2 = \frac{2(x_0 + x_u)}{2L_s(x_0 + x_u) + K} (u_2 - R_2 + \frac{K v_u i_2}{2(x_0 + x_u)^2}), \]
\[ i_3 = \frac{2(x_0 - x_l)}{2L_s(x_0 - x_l) + K} (u_3 - R_3 - \frac{K v_l i_3}{2(x_0 - x_l)^2}), \quad i_4 = \frac{2(x_0 + x_l)}{2L_s(x_0 + x_l) + K} (u_4 - R_4 + \frac{K v_l i_4}{2(x_0 + x_l)^2}), \]

ISSN: 2088-8694
The derivative of (14) is
\[
\dot{v}_u = a_u \left( \frac{i_1}{x_0 - x_u} \right)^2 - a_u \left( \frac{i_2}{x_0 + x_u} \right)^2
\]
(12)

Similarly, (5), (11) provides the mathematical model of the two lower magnets:
\[
\begin{align*}
\dot{x}_1 &= v_1 \\
\dot{v}_1 &= a_l \left( \frac{i_3}{x_0 - x_1} \right)^2 - a_l \left( \frac{i_4}{x_0 + x_1} \right)^2 \\
\dot{i}_3 &= \frac{2(x_0 - x_1)}{2L_s(x_0 - x_1) + K} (u_3 - R_i x_3 - K v_i i_3) \\
\dot{i}_4 &= \frac{2(x_0 + x_1)}{2L_s(x_0 + x_1) + K} (u_4 - R_i x_4 + K v_i i_4)
\end{align*}
\]
(13)

In summary, the system model of AMB studied in this work consists of (12) and (13) and will be used in the subsequent sections to design controller and investigate the operation.

3. CONTROLLER DESIGN

It is assumed that the speed can be estimated as derivative of position, the effect of rotor speed on system operation is negligible, and magnetizing currents are taken as control input.

3.1. Control law of the two upper electromagnets

Step 1: Find the controller to enable the position \(x_u\) of the rotor track desired set point at the stable value which is 0 (along 0x axis). If \(z_1\) is the difference between the rotor position and the stable one: \(z_1 = x_u\), and its derivative is \(\dot{z}_1 = \dot{x}_u = v_u\). Considering the following barrier Lyapunov candidate function:

\[
V_1 = \frac{1}{2} \ln \left( \frac{k_b^2}{k_b^2 - z_1^2} \right)
\]
(14)

where \(k_b\) is the limit of \(z_1\). It is clear that \(V_1(z_1)\) is radially unbounded as \(z_1\) approaches \(k_b\) or \(-k_b\). The Barrier Lyapunov function is used to reduce the error in rotor shaft position when comparing with the desired value, so as it would prevent the rotor shaft move too far away with a large distance which is greater than the air gap. This would lead to the collision between the rotor and the magnets, then damage the system. The derivative of (14) is

\[
\dot{V}_1 = \frac{z_1 \dot{z}_1}{k_b^2 - z_1^2}
\]
(15)

Based on Lyapunov stability, it is required that \(\dot{V}_1 \leq 0\), thus virtual control function can be selected as

\[
v_{udk} = - \left( \frac{k_b^2}{k_b^2 - z_1^2} \right) k_1 z_1
\]
(16)

where \(k_1\) is a positive constant. Then, \(\dot{V}_1 = \frac{z_1 \dot{v}_{udk}}{k_b^2 - z_1^2} = -k_1 z_1^2 \leq 0\) satisfies the stable condition. Let \(v_{udk} = \alpha_1\), we have:

\[
\dot{v}_{udk} = \dot{\alpha}_1 = \frac{\partial \alpha_1}{\partial z_1} \dot{z}_1 = (-k_1 k_b^2 + 3k_1 z_1^2) \dot{z}_1
\]
(17)
Thus, \( v_u \) is the virtual control which facilitates \( x_u \) reach the set points.

**Step 2:** Identify virtual control to regulate \( v_u \) to match \( v_{udk} \). If deviation of \( v_u \) from \( v_{udk} \) is \( z_2 \):

\[
z_2 = v_u - v_{udk} = v_u - \alpha_1
\]

(18)

Or it can be represented as \( v_u = v_{udk} + z_2 \). Derivative of (18) results in:

\[
\dot{z}_2 = \dot{v}_u - \dot{\alpha}_1 = \dot{v}_u - \frac{\partial \alpha_1}{\partial z_2} \dot{z}_u
\]

(19)

The Lyapunov candidate function in this step is chosen as: \( V_2 = V_1 + \frac{1}{2} z_2^2 \), we then differentiate both side to get:

\[
\dot{V}_2 = -k_1 z_1^2 + \frac{z_1 z_2}{k_b - z_1} + z_2(\dot{v}_u - \dot{\alpha}_1)
\]

(20)

In order to have \( \dot{V}_2 \leq 0 \), the virtual control function is selected as \( \dot{v}_{udk} = \alpha_2 = -k_2 z_2 + \dot{\alpha}_1 - \frac{z_1}{k_b - z_1} \), where \( k_2 \) is a positive constant. Substitute \( \dot{v}_{udk} \) in (3.1.) for \( \dot{v}_u \) in (20), we have:

\[
\dot{V}_2 = -k_1 z_1^2 + \frac{z_1 z_2}{k_b - z_1} + z_2(-k_2 z_2 + \dot{\alpha}_1 - \frac{z_1}{k_b - z_1}) = -k_1 z_1^2 - k_2 z_2^2
\]

(21)

In (21) shows that \( \dot{V}_2 \leq 0 \) as required for stability. Therefore, \( \dot{v}_u \) as virtual control law is identified. It is a function of \( i_1 \) and \( i_2 \) based on (12):

\[
\dot{v}_u = a_u \left( \frac{i_1}{x_0 - x_u} \right)^2 - a_u \left( \frac{i_2}{x_0 + x_u} \right)^2
\]

(22)

Let \( \alpha_u = \alpha_2/a_u \), from the above equation, it can be shown that \( \dot{\alpha}_u = \frac{\partial \alpha_u}{\partial z_1} \dot{z}_1 + \frac{\partial \alpha_u}{\partial \dot{v}_u} \dot{\dot{v}}_u \).

**Step 3:** Design the current control law such that current \( i \) would match the set point \( i_d \). As presented in Step 2, the virtual control law \( \dot{v}_u \) is a function of 2 currents \( i_1 \) and \( i_2 \), which are equivalent to electromagnetic forces of the two magnets. The fact that these two magnets operate simultaneously to maintain electromagnetic forces leads to higher energy consumption. Thus, a control scheme of switching on and off the two currents sequentially is employed to achieve energy savings as the following:

**Case 1:** \( x_u < 0 \) and \( \dot{i}_2 = 0 \), it is shown that

\[
\dot{i}_{1d} = (x_0 - x_u) \sqrt{\alpha_u}
\]

(23)

On the other hand: \( \dot{i}_{1d} = \frac{\partial i_{1d}}{\partial z_1} \dot{z}_1 + \frac{\partial i_{1d}}{\partial \dot{v}_u} \dot{\dot{v}}_u \), where \( \dot{v}_u = a_u \left( \frac{i_1}{x_0 - x_u} \right)^2 \). Call \( z_{v1} \) is the deviation between \( i_1 \) and set point \( i_{1d} \), i.e.: \( z_{v1} = i_1 - i_{1d} \). Differentiating both side of Equation 3.1., we get: \( \dot{z}_{v1} = \dot{i}_1 - \dot{i}_{1d} \). In order to limit the input signal, i.e. current, within a bounded range, the current variable is provided as

\[
\begin{cases}
\dot{i}_1 = I_1 \\
\dot{i}_1 = i_m \tanh \left( \frac{\nu}{i_m} \right)
\end{cases}
\]

(24)

where \( i_m \) is the magnitude of current range, and \( \nu \) is the coefficient of \( \tanh() \). Consider the Lyapunov candidate function in this step as: \( V_3 = V_2 + \frac{1}{2} z_{v1}^2 \), the derivative of this Equation is:

\[
\dot{V}_3 = \dot{V}_2 + z_{v1} \left( I_1 - \frac{\partial i_{1d}}{\partial z_1} \dot{z}_1 - \frac{\partial i_{1d}}{\partial \dot{v}_u} \dot{\dot{v}}_u \right)
\]

(25)

Based on (25) and the condition that \( \dot{V}_3 \leq 0 \), the control law \( I_1 \) is selected as

\[
I_1 = -k_{v1} z_{v1} + \frac{\partial i_{1d}}{\partial z_1} \dot{z}_1 + \frac{\partial i_{1d}}{\partial \dot{v}_u} \dot{\dot{v}}_u
\]

(26)
where \( k_{v1} \) is a positive constant. Substitute this \( I_1 \) in (25), we have

\[
\dot{V}_3 = \dot{V}_2 + z_{v1} \left( -k_{v1} z_{v1} + \frac{\partial i_{1d}}{\partial \dot{z}_1} \dot{z}_1 + \frac{\partial i_{1d}}{\partial v_u} V_u \right) - \frac{\partial i_{1d}}{\partial \dot{z}_1} \dot{z}_1 - \frac{\partial i_{1d}}{\partial v_u} V_u
\]

(27)

It can be seen from (27) that \( \dot{V}_3 \leq 0 \) which satisfies stable condition. Thus, with \( x_u > 0 \), \( I_1 \) as in (26) is the control law to stabilize the upper part of the rotor.

\textbf{Case 2:} \( x_u > 0 \) with respect to \( i_1 = 0 \). The condition implies that: \( i_{2d} = (x_0 + x_u) \sqrt{-\alpha_u} \) where \( \dot{i}_u = -a_u \left( \frac{V}{z_0 + x_u} \right)^2 \). Call \( z_{i2} \) is the deviation between \( i_2 \) and set point \( i_{2d} \): \( z_{i2} = i_2 - i_{2d} \). Differentiating both side of (3.1.), we get \( \dot{z}_{i2} = i_2 - \dot{i}_{2d} \).

Similar to case 1:

\[
\begin{align*}
\dot{i}_2 &= I_2 \\
i_2 &= i_m \tanh \left( \frac{v}{i_m} \right)
\end{align*}
\]

(28)

The Lyapunov candidate function in this case is \( V_4 = V_2 + \frac{1}{2} z_{i2}^2 \). The derivative of this Lyapunov function is:

\[
\dot{V}_4 = \dot{V}_2 + z_{v2} \left( I_2 - \frac{\partial i_{2d}}{\partial \dot{z}_1} \dot{z}_1 - \frac{\partial i_{2d}}{\partial v_u} \dot{v}_u \right)
\]

(29)

With the condition of \( \dot{V}_4 \leq 0 \), the control function \( I_2 \) is selected as:

\[
I_2 = -k_{v2} z_{v2} + \frac{\partial i_{2d}}{\partial \dot{z}_1} \dot{z}_1 + \frac{\partial i_{2d}}{\partial v_u} \dot{v}_u
\]

(30)

where \( k_{v2} \) is a positive constant. Substitute the selected \( I_2 \) in (29), we have:

\[
\begin{align*}
\dot{V}_4 &= \dot{V}_2 + z_{v2} \left( -k_{v2} z_{v2} + \frac{\partial i_{2d}}{\partial \dot{z}_1} \dot{z}_1 + \frac{\partial i_{2d}}{\partial v_u} \dot{v}_u \right) - \frac{\partial i_{2d}}{\partial \dot{z}_1} \dot{z}_1 - \frac{\partial i_{2d}}{\partial v_u} \dot{v}_u \\
&= \dot{V}_2 - k_{v2} z_{v2}^2
\end{align*}
\]

(31)

In (31) shows obviously that \( \dot{V}_4 \leq 0 \) which satisfies stable condition, and the control law \( I_2 \) selected can stabilize the upper part of the rotor.

3.2. Control law of the two lower electromagnets

The design procedure is similar to that of two upper electromagnets as presented in a). It also includes 3 steps as the following:

\textbf{Step 1:} Identify position control \( x_l \) to reach the stable position, which is 0 (along \( 0x \) axis). Let \( z_3 \) be the deviation between rotor shaft and the stable position, i.e.: \( z_3 = x_l \), \( \dot{z}_3 = \dot{x}_l = v_l \) The barrier Lyapunov candidate function is \( V_5 = \frac{1}{4} \ln \left( \frac{k^2}{k^2 - z_3^2} \right) \). The virtual control is chosen as \( v_{ldk} = -\left( k_3^2 - z_3^2 \right) k_3 z_3 \) where \( k_3 \) is a positive constant. Similarly, it can be proven that this control law renders \( \dot{V}_5 \leq 0 \). Let \( v_{ldk} = \alpha_3 \), and compute its time derivative

\[
\dot{v}_{ldk} = \dot{\alpha}_3 = \frac{\partial v_{ldk}}{\partial z_3} \dot{z}_3 = \left( -k_3 k_3^2 + 3k_3 z_3^2 \right) \dot{z}_3
\]

(32)

\textbf{Step 2:} Select virtual control so that \( v_l \) would be able to reach \( v_{ldk} \). Let the difference between \( v_l \) and \( v_{ldk} \) be \( z_4 = v_l - v_{ldk} = v_l - \alpha_3 \). Or \( v_l = v_{ldk} + z_3 \). In this step, the Lyapunov candidate function is \( V_6 = V_5 + \frac{1}{2} z_4^2 \). We pick the virtual control to satisfy that \( \dot{V}_6 \leq 0 \) as:

\[
v_{ldk} = \alpha_4 = -k_4 z_4 + \dot{\alpha}_3 = -\frac{z_3}{k_3^2 - z_3^2}
\]

(33)
where $k$ is a positive constant. In (13) provides the calculation of $\dot{i}_1$ from $i_3$ and $i_4$ as:

$$\dot{i}_1 = a_1 \left( \frac{i_3}{x_0 - x_l} \right)^2 - a_1 \left( \frac{i_4}{x_0 + x_l} \right)^2$$

(34)

Let $\alpha_l = \alpha_3/a_1$, we have $\dot{\alpha}_l = \frac{\partial \alpha_3}{\partial z_3} \dot{z}_3 + \frac{\partial \alpha_3}{\partial \dot{v}_l} \dot{v}_l$

**Step 3:** The switching scheme of currents supplied to lower magnets are

**Case 1:** $x_l < 0$ and $i_4 = 0$ implies that: $i_{3d} = (x_0 - x_l) \sqrt{\alpha_l}$ And thus, $\dot{i}_{3d} = \frac{\partial \alpha_3}{\partial z_3} \dot{z}_3 + \frac{\partial \alpha_3}{\partial \dot{v}_l} \dot{v}_l$. Let $z_{c3}$ is the deviation of $i_3$ from set point $i_{3d}$, we have: $z_{c3} = i_3 - i_{3d}$. Using tanh to limit $i_3$ in the required range:

$$\begin{cases} \dot{i}_3 = I_3 \\ i_3 = i_m \tanh \left( \frac{z_{c3}}{a_3} \right) \end{cases}$$

(35)

Barrier Lyapunov function in this step is $V_7 = V_6 + \frac{1}{2} z_{c3}^2$. In order to render $\dot{V}_7 \leq 0$, virtual control $I_3$ is selected as

$$I_3 = -k_{c3} z_{c3} + \frac{\partial i_{3d}}{\partial z_3} \dot{z}_3 + \frac{\partial i_{3d}}{\partial \dot{v}_l} \dot{v}_l$$

(36)

where $k_{c3}$ is a positive constant.

**Case 2:** $x_l > 0$ and $i_3 = 0$ yields $i_{4d} = (x_0 + x_l) \sqrt{\alpha_l}$ and its derivatives is $\dot{i}_{4d} = \frac{\partial i_{4d}}{\partial z_3} \dot{z}_3 + \frac{\partial i_{4d}}{\partial \dot{v}_l} \dot{v}_l$, where $\dot{v}_l = -a_1 \left( \frac{i_4}{x_0 + x_l} \right)^2$. Applying the analogous design, then selecting virtual control $I_4$ is shown as below

$$I_4 = -k_{c4} z_{c4} + \frac{\partial i_{4d}}{\partial z_3} \dot{z}_3 + \frac{\partial i_{4d}}{\partial \dot{v}_l} \dot{v}_l$$

(37)

where $k_{c4}$ is a positive constant.

4. SIMULATION AND DISCUSSION

Numerical simulation parameters used in the study are presented as: Rotor mass $m=5$kg; number of coil turns $N=400$ turns; nominal air gap $x_0=0.001$m; maximum position error $b_o=0.001$m; initial position of upper rotor shaft $x_u=0.001$m; initial position of lower rotor shaft $x_l=0.001$m; self inductance $L_s = 0.001$H; cross section area of iron core $A_y = 0.001$m$^2$; permeability of air gap $\mu_{a}=1.256 \times 10^{-6}$H/m; moment of inertia $I_s=2.900 \times 10^{-2}$kg.m$^2$; distance from rotor central to upper magnets $D_a=4.166 \times 10^{-2}$m; distance from rotor central to lower magnets $D_b=7.602 \times 10^{-2}$m. Controller’s coefficients are of $k_1 = 11; k_2 = 1700; k_{v1} = 700; k_{c2} = 10000; k_3 = 10; k_4 = 1600; k_{c3} = 700; k_{c4} = 10000$. In the paper, to emphasize the ability of handling input and output constraints of the proposed controller, the rotor shaft is driven to equilibrium position and accelerating to 1000rpm. This simulation procedure implies the effects of coupling term related to $\theta_x$ and $\theta_y$ can be eliminated.

Case study 1: current limit is $i_m = 3$A. As shown in Figure 2a and 2b, the upper and lower body of the AMB can be regulated from its deviation to the stable position within 0.01 second. Duration to reach the zero displacement lower body is also around 0.01 second, however the overshoot is a little bit more, i.e. around $5\mu$m, it is clear that the value is well below the threshold define by $b_o$. Meanwhile the duration of central displacement is corrected within the same interval and the overshoot is slightly smaller than that of lower body.

Case study 2: current limit is $i_m = 2$A. The current limit is reduced to 2A in this case, but the initial displacement of the rotor shaft is kept the same. It is clearly observed that the settling times of the upper body and lower body in Figure 2a and Figure 2b are slightly longer that those in case one in Figure 3a, 3b respectively. It is due to the fact that controllers need to take more effort to stabilise the system with smaller current fed thanks to the use of the hyperbolic tangent function in the design. The peak currents supplied to the AMB electromagnetics are all less than the provided limit as shown in both two cases as illustrated in Figure 4 and Figure 5. These peak values for lower magnets are also less than those of the upper ones. When the current limit is decreased, it is observed that there is more oscillation of current response. The cause can be explained as less magnetic forces provided to the system.
Figure 2. Rotor displacement, (a) Upper body displacement, and (b) Lower body displacement

Figure 3. Rotor displacement, (a) Upper body displacement, and (b) Lower body displacement

Figure 4. Current responses, (a) Upper magnets, and (b) Lower magnets

Figure 5. Current responses, (a) Upper magnets, and (b) Lower magnets
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5. CONCLUSIONS

In this paper, a 4th order AMB has been modeled as two 2nd order subsystem with magnetizing current is treated as control input. The backstepping method is adopted in control design for the obtained model. The controllers have been built and validated via simulation in different case studies in a view of input saturation and bounded output. It is shown that our proposed approach is able to facilitate the AMB regulate gap deviations as desire and thus stabilizes the system. Future work include practical implementation of the whole system, it would enable further investigation of the proposed works thoroughly for real-life applications.
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