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Abstract. We show that introducing an exponential cut-off on a suitable Sobolev norm facilitates the proof of quasi-invariance of Gaussian measures with respect to Hamiltonian PDE flows and allows us to establish the exact Jacobi formula for the density. We exploit this idea in two different contexts, namely the periodic fractional Benjamin–Bona–Mahony (BBM) equation with dispersion $\beta > 1$ and the periodic one-dimensional quintic defocusing nonlinear Schrödinger equation (NLS). For the BBM equation we study the transport of the cut-off Gaussian measures on fractional Sobolev spaces, while for the NLS equation we study the measures based on the modified energies introduced by Planchon–Visciglia and the third author. Moreover, for the BBM equation we also show almost sure global well-posedness for data in $C^\alpha(T)$ for arbitrarily small $\alpha > 0$ and invariance of the Gaussian measure associated with the $H^{\beta/2}(T)$ norm.

1 Introduction

1.1 The setting. This work fits in the line of research initiated in [30] (inspired by the previous work [9, 31, 32, 33] on an integrable equation) aiming to study the transport of Gaussian measures under the flow of non-integrable partial differential equations, in particular their invariance and quasi-invariance. We say that a measure $\mu$ is invariant under a (reversible) flow map $\{\Phi_t\}_{t \in \mathbb{R}}$ if $\mu \circ \Phi_t = \mu$ for any $t \in \mathbb{R}$ and it is quasi-invariant if $\mu \circ \Phi_t$ is absolutely continuous w.r.t. $\mu$.

Our main aim here is to show that the introduction of an exponential weight suppressing large values of a suitable Sobolev norm (not necessarily conserved by the flow) is an efficient tool in the study of absolute continuity of the transported measure. Indeed it makes the proofs easier and allows us to give more information on the resulting Radon–Nikodim derivatives, establishing the so-called Jacobi formula for the density as a limit of finite-dimensional functions. We present the theory via two notable examples, namely the Benjamin–Bona–Mahony (BBM) equation with dispersion $\beta > 1$ and the periodic quintic defocusing non-
linear Schrödinger equation (NLS), demonstrating that in this way we can improve on the previous analyses of [30] and [26] respectively.

The result of [30] was extended to more involved models in [8, 12, 14, 15, 10, 11, 17, 20, 21, 22, 23, 24, 26, 28, 13]. We believe that, beyond the BBM and NLS equation, the idea of an exponential cut-off introduced in the present paper may be relevant in the context of some of these works and, more generally, in the study of quasi-invariant measures for Hamiltonian PDEs. We also refer to the recent paper [4] where quantitative quasi-invariance of certain Gaussian measures are exploited in questions of the long time behaviour of solutions for dispersive PDE’s.

First of all we introduce the main objects we shall deal with, namely Gaussian measures on Sobolev spaces. We warn the reader that we will use two slightly different definitions of Gaussian measures for the BBM and the NLS equations, with however similar or equal notations.

We denote by $H^\sigma(\mathbb{T}) = H^\sigma$ the Sobolev space of real or complex valued functions (used respectively for the BBM and the NLS equation) equipped with the norm

\begin{equation}
||u||_{H^\sigma} = \left(\sum_{n \in \mathbb{Z}} (1 + |n|^{2\sigma})|\hat{u}(n)|^2\right)^{\frac{1}{2}}
\end{equation}

(here and further $\hat{u}(n)$ denotes the $n$-th Fourier coefficient of the function $u$). Let $\{h_n\}_{n > 0}$, $\{l_n\}_{n > 0}$ be two independent sequences of independent standard Gaussian random variables. Let $g_0$ be a standard Gaussian random variable independent on anything else and set

$$
\begin{cases}
\frac{1}{\sqrt{2}} (h_n + il_n) & n \in \mathbb{N}, \\
\frac{1}{\sqrt{2}} (h_n - il_n) & -n \in \mathbb{N}.
\end{cases}
$$

Let $\beta > 1$, $s \geq 0$ and denote by $\gamma_s$ the Gaussian measure on $H^s$ induced by the random Fourier series

\begin{equation}
\phi_s(x) = \sum_{n \in \mathbb{Z}} \frac{g_n}{(1 + |n|^{2s+\beta})^{\frac{1}{2}}} e^{inx}.
\end{equation}

This measure will be central in the analysis of the BBM equation. Observe that throughout the paper we will systematically omit the dependence of $\gamma_s$ on the parameter $\beta$ in the notations.

For NLS we have complex solutions, so we consider a sequence of complex standard Gaussian random variables $\{g_n\}_{n \in \mathbb{Z}}$ and for integers $k \geq 2$ the Fourier series

\begin{equation}
\phi_{2k}(x) = \sum_{n \in \mathbb{Z}} \frac{g_n}{(1 + |n|^{4k})^{\frac{1}{2}}} e^{inx}.
\end{equation}

We indicate by $\gamma_{2k}$ the induced measure on $H^{2k - \frac{1}{2}} := \bigcap_{\varepsilon > 0} H^{2k - \frac{1}{2} - \varepsilon}$. 

1.2 The BBM equation. For $\beta > 1$, we consider the fractional BBM equation, posed on the one dimensional flat torus $\mathbb{T} := \mathbb{R}/2\pi\mathbb{Z}$:

\begin{equation}
\hat{\partial}_t u + \partial_x |D_x|^{\beta} u + \partial_x u + \partial_x (u^2) = 0, \quad u(0, x) = u_0(x),
\end{equation}

where $u$ is real valued and

$$|D_x|^{\beta}(u)(x) := \sum_{n \neq 0} |n|^{\beta} \hat{u}(n)e^{inx}.$$ 

It turns out that the Sobolev spaces introduced above are natural for the study of the global Cauchy problem for (1.4). This is because the $H^{\beta/2}$ norm is formally preserved by the BBM equation.

We refer to [30] for the modelling arguments leading to the derivation of (1.4). Using the arguments of [30], we can show the global well-posedness in the Sobolev spaces $H^s(\mathbb{T}), s \geq \beta/2$. We denote by $\Phi_t$, $t \in \mathbb{R}$ the associated flow and write $u(t) = \Phi_t u(0)$.

1.3 Invariance of $\gamma_0$. The measure $\gamma_0$ is special because we expect that it is invariant under $\Phi_t$ thanks to the $H^{\beta/2}$ conservation. The difficulty here is that for $\beta$ close to 1 the flow defined in [30] is by far not well-defined on $H^s$, $s < \frac{\beta}{2} - \frac{1}{2}$, which is the Sobolev regularity of $\gamma_0$-typical initial data. However, given $\beta > 1$, we will be able to define locally in time a flow on $C^\alpha$ for $0 < \alpha < \frac{\beta}{2} - \frac{1}{2}$ (see Section 2). Then, thanks to a well-known argument by Bourgain [2], we will promote the local flow to a global one, $\gamma_0$-almost surely, using the invariance of the $\gamma_0$ measure.

**Theorem 1.1.** Let $\beta > 1$. Equation (1.4) is globally well-posed for $\gamma_0$-almost all initial data. Moreover, the measure $\gamma_0$ is invariant under the resulting flow.

Here we can exploit one standard characterisation of the support of $\gamma_0$, namely that $\bigcap_{0 < \alpha < \frac{\beta-1}{2}} C^\alpha$ is a full $\gamma_0$-measure set. Thus combining Theorem 1.1 and the Poincaré recurrence theorem, we have for all $\beta > 1$ recurrence of the solutions with respect to the $C^\alpha$ topology, $\alpha \in (0, \frac{\beta}{2} - \frac{1}{2})$, almost surely with respect to $\gamma_0$.

**Corollary 1.2.** Let $\beta > 1$ and $\alpha \in (0, \frac{\beta-1}{2})$. For $\gamma_0$-almost all $u_0 \in C^\alpha$, there exists a diverging sequence of times $\{t_n\}_{n \in \mathbb{N}}$ such that

$$\lim_{n \to \infty} \|\Phi_{t_n} u_0 - u_0\|_{C^\alpha} = 0.$$
1.4 Quasi-invariance of $\gamma_s$. When $s > 0$ we can still study the transport of $\gamma_s$ introducing suitable weights. In order to prove the quasi-invariance of the Gaussian measure $\gamma_s$, we use a rigid cut-off on the $H^{\beta/2}$ norm, which is a conserved quantity (see (3.1) below), and an additional exponential weight. We define the measure for $s > \beta/2$

\begin{equation}
\rho_s(du) := \mathbb{1}_{\{\|u\|_{H^{\beta/2}} \leq R\}}(u) \exp(-\|u\|_{H^{\beta}}^2)\gamma_s(du), \quad r > 2.
\end{equation}

We stress that we will not keep track of the dependence of $\rho_s$ on the parameters $R$, $r$ and $\beta$ in the notations.

In the following theorem we cover the case $\beta \in (1, 2]$. As explained in [30], the classical result of Ramer [27] applies for $\beta > 2$.

**Theorem 1.3.** Let $\beta \in (1, 2]$, $s > \frac{\beta}{2}$ such that $s + \beta/2 > 3/2$. Let also $r > 2$. The measures $\rho_s$ are quasi-invariant along the flow of (1.4). The densities $f_s(t, u)$ of the transported measures are in $L^p(\rho_s)$ for all $t \in \mathbb{R}$ and $p < \infty$. Moreover if $s > \frac{3}{2}$

\begin{equation}
f_s(t, u) := \exp\left(-\|\Phi_t u\|_{H^{\beta}}^2 - \frac{1}{2}\|\Phi_t u\|_{H^{\beta+\frac{\beta}{2}}}^2 + \|\Phi_t u\|_{H^{\beta+\frac{\beta}{2}}}^2 + \frac{1}{2}\|u\|_{H^{\beta+\frac{\beta}{2}}}^2\right).
\end{equation}

As we shall see in Proposition 7.1 and Proposition 7.2 below $f_s(t, u)$ can be obtained as the natural limit of the corresponding finite-dimensional densities associated with the finite-dimensional truncations of (1.4) (and this convergence can be used to define it).

It should be pointed out that in the expression for $f_s(t, u)$ there is an important cancellation in

\begin{equation}
-\frac{1}{2}\|\Phi_t u\|_{H^{\beta+\frac{\beta}{2}}}^2 + \frac{1}{2}\|u\|_{H^{\beta+\frac{\beta}{2}}}^2
\end{equation}

because each term (1.7) is not well-defined on the support of $\gamma_s$. Therefore, it is a part of the statement of Theorem 1.3 that (1.7) is well-defined $\gamma_s$ almost surely. The same considerations are valid also for the NLS equation; see Theorem 1.5 below.

Note that the statement of Theorem 1.3 covers the full range $\beta \in (1, 2)$, $s \geq 1$. The restriction $s > \beta/2$ is needed in order to take advantage of the exponential cut-off. Indeed for $s \leq \beta/2$ the exponential cut-off gives no benefits, as the rigid cut-off on the $H^{\beta/2}$ norm imposes already a stronger restriction (probably these cases can be dealt with more complicated probabilistic techniques, as in [13]). We believe the assumption $s > \frac{3}{2}$ for the densities is merely technical and brings no special meaning. For $s \in (\frac{\beta}{2}, \frac{3}{2}]$ indeed the proofs of Proposition 7.4 and Proposition 7.5 below get more involved and here we decided to put the focus elsewhere and not to burden the paper with technicalities, keeping the proofs at their easiest possible level.
By varying the parameter $R$, we get the following corollary of Theorem 1.3. This result is new for $\beta \in (1, 4/3]$; for the case $\beta > 4/3$ we refer to [30].

**Corollary 1.4.** Under the assumptions of Theorem 1.3, the measure $\gamma_s$ is quasi-invariant under the flow $\Phi_t$.

As mentioned, the restriction $\beta > 1$ is natural for at least two reasons. The first one is that for $\beta \leq 1$ the measure $\gamma_0$ is no longer supported by classical functions and therefore the extension of Theorem 1.1 to $\beta \leq 1$ would require renormalisation arguments and this is a qualitatively different situation. The second reason is that it is not known whether (1.4) is globally well-posed for $\beta < 1$. It is however known that (1.4) is globally well-posed for $\beta = 1$ (see [19]) and we plan to study the extension of Theorem 1.3 to the case $\beta = 1$ in a future work.

### 1.5 The quintic NLS equation.

We prove similar results for the defocusing quintic NLS on $\mathbb{T}$:

$$(1.8) \quad i\partial_t u + \partial_x^2 u = |u|^4 u, \quad u(0,x) = u_0(x).$$

The $L^2$ norm of the solution $\|u\|_{L^2}$ and the energy

$$(1.9) \quad E_1(u) = \frac{1}{2} \|u\|_{H^1}^2 + \frac{1}{6} \|u\|_{L^6}^6$$

are formally conserved by the flow. Therefore we can control the $H^1$ norm as

$$\|u(t)\|_{H^1}^2 \lesssim \|u(0)\|_{L^2}^2 + E_1(u(0)).$$

This a priori estimate allows us to construct global solutions for all initial data in $H^1$, for which a local well-posedness theory is available by standard methods. Again, we denote the flow with $\Phi_t$, $t \in \mathbb{R}$ and write $u(t) = \Phi_t u(0)$.

The quintic NLS (1.8) is not an integrable system, which in particular means that we have no conserved quantities at our disposal to control higher order Sobolev norms. However, in [25], [26] a countable family of modified energies has been introduced. The derivative along the flow of the modified energies is not zero, but it presents however some smoothing (see (4.18)), which makes them still useful in order to control the growth in time of the Sobolev norms of the solutions.
1.6 Quasi-invariance of $\gamma_{2k}$. In order to study the transport property of the Gaussian measure $\gamma_{2k}$, we again study auxiliary weighted measures of the Gibbs type, constructed with the modified energies of [26]. We also use a rigid cut-off on the conserved quantities introduced above, i.e., mass and energy, along with an exponential cut-off on the $H^{2k-1}$ norm. We set

$$(1.10) \quad \mu_{2k}(du) := 1_{\{1\|u\|_{L^2} + E_1(u) \leq R\}}(u) \exp(-R_{2k}(u) - \|u\|_{H^{2k-1}}^{2r}) \gamma_{2k}(du),$$

where $R_k$ is a suitable functional (see Theorem 4.4). Also in this case the parameters $R$ and $r$ will be always omitted in the notations.

We prove the following statement.

**Theorem 1.5.** Let $k \geq 2$ be an integer. There exists $r(k) > 0$ sufficiently large such that for all $r > r(k)$ the measures $\mu_{2k}$ are quasi-invariant along the flow of (1.8). For all $t \in \mathbb{R}$, there exists $p = p(|t|) > 1$ such that the densities $f_{2k}(t, u)$ of the transported measures are in $L^p(\mu_{2k})$. Moreover

$$(1.11) \quad f_{2k}(t, u) := \exp(-\|\Phi_1 t u\|_{H^{2k-1}}^{2r} - E_{2k}(\Phi_1 t u) + \|u\|_{H^{2k-1}}^{2r} + E_{2k}(u)).$$

Again by varying the parameter $R$, we obtain another proof of the following result of [26].

**Corollary 1.6 ([26]).** The measure $\gamma_{2k}$, $k \geq 2$, is quasi-invariant under the flow $\Phi_t$.

1.7 Comments on the method. The way a Gaussian measure transforms under the action of a given map is traditionally a very important topic in probability theory, starting from the classical works by Cameron–Martin [5] for constant shifts, by Girsanov [16] for non-anticipative maps (i.e., adapted shifts) and by Ramer [27] for a certain class of anticipative maps (non-adapted shifts). Malliavin calculus brought further developments to the subject [6, 7, 34], essentially establishing Jacobi formulas for Gaussian measures in functional spaces for more general classes of maps. Recently the paper by Debussche–Tsutsumi [8] (see also [10]) presented an approach to the density in many respects similar to ours, which however looks very much dependent on the dispersive nature of the equation under consideration, whereas dispersion plays no role in our method. Indeed all the aforementioned classical results can be read in terms of the properties of the generator of the transformation, which is required to be of the Hilbert–Schmidt class (for a comprehensive survey see [34]). This strong requirement is often violated in many cases of interest in the realm of dispersive PDEs, as it happens for either the flow maps studied in our work. Therefore the present method, elaborating on the previous paper [30], is a candidate to be a genuine extension of the Ramer theorem to flow maps with not necessarily Hilbert–Schmidt generators.
We will see that the presence of the exponential weight makes the analysis of the evolution of the measure much easier, since it improves the integrability properties of the measure and, more importantly, it helps us to control the time derivative of the evolution of the measure under the flow. On the other hand, once we compute this time derivative, we also need to control the contribution coming by the lack of conservation of the exponential weight, which is non-trivial. In order to close the argument we need to balance these two competing effects in a suitable manner.

It is indeed worth mentioning that an a priori cut-off on a quantity which is not conserved is a highly non-trivial object, as the contribution to the measure evolution can exhibit a very singular behaviour. For instance, a (whatever smooth) compactly supported cut-off would be extremely hard to control. However, for the exponential weight considered here, the additional contribution coming from the lack of conservation can be controlled by suitable energy estimates and by invoking the elementary inequality

$$\sup_{x \geq 0} x^a e^{-\frac{x^2}{p}} \leq C p^{\frac{a}{2}}$$

for an appropriate positive constant $a \leq 2r$, where $C$ is independent of $p \geq 1$ ($p$ is chosen large).

Of course the situation would be very different if we would work with conserved quantities, in which case it would be substantially equivalent using a rigid (smooth) cut-off or an exponential one. This was, for instance, observed by Bourgain in [3] (see the remark on page 124) to construct the Gibbs measure for the one-dimensional periodic NLS, which requires a cut-off on the (conserved) $L^2$ norm of the solution.

Using the exponential cut-off idea for the BBM equation, we extend to $\beta > 1$ the quasi-invariance result of [30], concerning $\beta > 4/3$. Notably the restriction $\beta > 1$ is the border line of the well-posedness theory.

In the context of the NLS equation, the exponential weights allow us to construct quasi-invariant measures which enjoy a few more properties than the ones in [26]. More precisely, besides the quasi invariance, we can provide an explicit formula for the density (see (1.11)) and prove $L^p$ properties of the Radon–Nikodym derivatives.

It is possible to cover also the case $k = 1$ with the techniques developed in this paper. However, since the time derivative of the corresponding quasi-energy $\mathcal{E}_2$ satisfies a slightly weaker estimate than (4.18) (see [26, Theorem 1.4]), a more technical argument would be needed, which again we preferred to skip.
1.8 Organisation of the paper. The rest of the paper is organised as follows. The deterministic estimates are presented in the next three sections. In Section 2 we establish a local well-posedness result for the BBM equation in low-regularity Hölder spaces. In Section 3 we prove two useful deterministic estimates in Sobolev spaces for the BBM equation. In Section 4 we present analogous deterministic estimates in Sobolev spaces for the NLS equation as long as what we need on the modified energies introduced in [26]. In Section 5 we construct the flow for the BBM equation for $\gamma_0$-almost all initial data and prove Theorem 1.1. In Section 6 we prove the quasi-invariance part of Theorem 1.3, and in Section 7 we complete it with the density for $s > \frac{3}{2}$. In Section 8 we prove the quasi-invariance part of Theorem 1.5 and then in Section 9 we find the explicit density, completing the proof of Theorem 1.5.

1.9 Notations. A centred ball of radius $R$ in the $H^s$ topology is denoted by $B^s(R)$. We drop the superscript for $s = 0$ (balls of $L^2$). We will sometimes write $C^{\beta/2}$ when $s = \beta/2$. In Section 2 and Section 5 we deal also with a centred ball of radius $R$ in the $C^a$ topology, denoted by $B^a(R)$. In general a Greek letter superscript always refers to a ball in Hölder spaces, with the exception of $C^{\beta/2}$ that is used for balls in Sobolev spaces (this exception is due to the fact that $\beta$ is special for us, being the dispersion parameter in the BBM equation (1.4)). For two quantities $X$ and $Y$, we write $X \lesssim Y$ if there is a uniform constant $c > 0$ such that $X \leq cY$ for every choice of $X, Y$. We write $X \asymp Y$ if $Y \lesssim X \lesssim Y$. We underscore the dependency of $c$ on the additional parameter $a$ writing $X \lesssim_a Y$. Also $C, c$ always denote constants that often vary from line to line within a calculation. We denote by $P_N$ the orthogonal projection defined by

$$P_N(u) = \sum_{|n| \leq N} \hat{u}(n)e^{inx}$$

(recall that $\hat{u}(n)$ is the $n$-th Fourier coefficient of $u \in L^2$). By convention, $P_\infty = \text{Id}$. Also, we denote the Littlewood–Paley projector by $\Delta_0 := P_1$, $\Delta_j := P_{2^j} - P_{2^{j-1}}$, $j \in \mathbb{N}$. We use the standard notation $[A, B] := AB - BA$ to denote the commutator of the operators $A, B$. We will denote the flow of either the BBM or NLS equation by $\Phi_t$ (and the truncated flow by $\Phi_t^N$), where the difference will always be clear by the context.
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2 Local well-posedness in Hölder spaces

Let \( \alpha \in (0, 1) \). We define as usual

\[
\|f\|_{C^\alpha} := \|f\|_{L^\infty} + \sup_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}}.
\]

Let

\[
L_\beta := \frac{\partial^x}{1 + |D_x|^\beta}.
\]

The following statement follows by a basic application of the Littlewood–Paley theory (see, e.g., [1]).

**Lemma 2.1.** Let \( N \in \mathbb{N} \cup \{0\} \), \( \beta > 1 \), \( \alpha \in (0, 1) \) and \( \varepsilon \in [0, \min(\alpha, \beta - 1)) \).

We have

\[
\|L_\beta f\|_{C^\alpha} \lesssim \|f\|_{C^{\alpha-\varepsilon}}.
\]

As a consequence

\[
\|L_\beta (fg)\|_{C^\alpha} \lesssim \|f\|_{C^{\alpha-\varepsilon}} \|g\|_{L^\infty} + \|f\|_{C^{\alpha-\varepsilon}} \|g\|_{L^\infty}.
\]

Indeed, one can easily prove that the statement holds when \( \varepsilon = 0 \), for all \( \beta' > 1 \). Then the self-improved estimate (2.2) follows taking \( 1 < \beta' < \beta \) and writing

\[
L_\beta = \frac{L_\beta}{L_{\beta'}} L_{\beta'},
\]

since the operator \( \frac{L_\beta}{L_{\beta'}} \) gives a \( \varepsilon = \beta - \beta' \) regularization.

Note that (2.2) implies, by Taylor expansion of the exponential

\[
\|e^{-tL_\beta f}\|_{C^\alpha} \leq e^{C|t|} \|f\|_{C^\alpha}.
\]

Now we study the truncated equation

\[
\partial_t u + \partial_i |D_x|^{\beta} u + \partial_x u + \partial_\lambda P_N((P_N u)^2) = 0, \quad u(0, x) = u_0(x).
\]

Thanks to [30] we can show that (2.5) is globally well-posed in the Sobolev spaces \( H^\sigma(\mathbb{T}) \), \( \sigma \geq \beta/2 \). We denote by \( \Phi_t^N \) the associated flow. Recall that \( \Phi_t^{N=\infty} = \Phi_t \).

In the next proposition, we shall show that (2.5) is locally well-posed in \( C^\alpha \), for all \( \alpha \in (0, 1) \), and thus we will extend locally in time \( \Phi_t^N \) to Hölder spaces.
**Proposition 2.2.** Let $\alpha \in (0, 1)$. There exists a sufficiently small constant $c > 0$ (independent of $N$) such that the following holds. Let $K > 0$ and $u(0)$ be such that $\|u(0)\|_{C^\alpha} \leq K$. There is a unique solution of (2.5) $u(t) \in C([0, T]; C^\alpha)$, $T := \frac{c}{1 + K}$. Moreover

$$\sup_{t \in [0, T]} \|\Phi_t u(0)\|_{C^\alpha} \leq 2K.$$ 

The same holds also for the equation (1.4) (i.e., the case $N = \infty$).

**Proof.** We rewrite (2.5) as

$$\partial_t u + L_\beta u + L_\beta P_N((P_N u)^2) = 0,$$

and its Duhamel formulation is

$$u(t) = e^{-t L_\beta} u(0) - \int_0^t e^{-(t-s)L_\beta} L_\beta P_N((P_N u)^2)(s) ds. \quad (2.6)$$

Using the estimates (2.2)-(2.3) a solution to (2.6) can constructed as the fixed point of the map

$$F_{u(0)} : u \mapsto e^{-t L_\beta} u(0) - \int_0^t e^{-(t-s)L_\beta} L_\beta P_N((P_N u)^2) ds. \quad (2.7)$$

Indeed, we take $u \in C([0, T]; C^\alpha)$ such that

$$\sup_{t \in [0, T]} \|u(t)\|_{C^\alpha} \leq 2K.$$ 

Using (2.3), (2.4), the bound

$$\|P_N u\|_{C^{\alpha-\epsilon}} \leq C \|P_N u\|_{C^\alpha} \quad (C \text{ independent on } N \in \mathbb{N} \cup \{\infty\}), \quad (2.8)$$

and the Minkowski integral inequality, we can estimate (recall that $T = \frac{c}{1 + K}$)

$$\|F_{u(0)}(u)\|_{L^\infty([0, T]; C^\alpha)} \leq e^{CT} \|u(0)\|_{C^\alpha} + CTE^{CT} \|P_N u\|^2_{L^\infty([0, T]; C^\alpha)} \leq 3K + CTK^2 \leq 2K,$$

provided $KT$ (and therefore $c$) is small enough. Thus $F_{u(0)}$ maps any centred ball of radius $2K$ in the $C([0, T]; C^\alpha)$ topology into itself. To show that it contracts the distances, we note that

$$(P_N u)^2 - (P_N v)^2 = (P_N u + P_N v)(P_N u - P_N v)$$

so given $u, v$ with

$$\sup_{t \in [0, T]} \|u(t)\|_{C^\alpha}, \sup_{t \in [0, T]} \|v(t)\|_{C^\alpha} \leq 2K,$$
again by (2.3), (2.4), (2.8) and the Minkowski integral inequality we get
\[
\| F_{u(0)}(u) - F_{u(0)}(v) \|_{L^\infty([0,T];C^\alpha)} \\
\leq CTe^{CT} \| P_N u + P_N v \|_{L^\infty([0,T];C^\alpha)} \| P_N u - P_N v \|_{L^\infty([0,T];C^\alpha)} \\
\leq CT \| P_N u - P_N v \|_{L^\infty([0,T];C^\alpha)} \leq \frac{1}{2} \| u - v \|_{L^\infty([0,T];C^\alpha)},
\]
provided \( c > 0 \) is small enough. This allows us to use the contraction theorem to prove the existence of the solution. The uniqueness statement can be obtained by similar arguments. \( \square \)

We also need some stability results for the flow map \( \Phi^N_t \) associated to the local solutions from Proposition 2.2. Recall that we write simply \( \Phi^t \) instead of \( \Phi^\infty_t \) and \( (2.9) \)
\[
B^\alpha(K) := \{ f \in C^\alpha : \| f \|_{C^\alpha} \leq K \}.
\]
The proofs of the next two lemmas are straightforwardly adapted from that of Proposition 2.2 so we omit them.

**Lemma 2.3.** Let \( 0 < \alpha' < \alpha < 1 \). There exists a sufficiently small constant \( c > 0 \) and such that the following holds. Let \( K > 0 \) and \( T = \frac{c}{1+K} \). Then for all \( N \in \mathbb{N} \)
\[
(2.10) \quad \sup_{|t| \leq T} \sup_{u(0) \in B^\alpha(K)} \| \Phi^t u(0) - \Phi^t_N u(0) \|_{C^{\alpha'}} \lesssim KN^{\alpha'-\alpha}.
\]

**Lemma 2.4.** Let \( \alpha \in (0, 1) \). There exists a sufficiently small constant \( c > 0 \) and such that the following holds. Let \( K > 0 \) and \( T = \frac{c}{1+K} \). Then
\[
(2.11) \quad \sup_{|t| \leq T} \sup_{u(0) \in B^\alpha(K)} \| \Phi^t u(0) - \Phi^t u(0) \|_{C^{\alpha}} \leq 4 \| u(0) - v(0) \|_{C^{\alpha}}.
\]

We conclude the section proving an approximation result, which tells us how to construct the actual flow \( \Phi^t \) on a time interval \( t \in [0, T] \) (now \( T \) may be large) on which the approximated flow \( \Phi^N_t \) is suitably bounded for some sufficiently large value of \( N \). Notice that in Proposition 2.5 it is in principle not necessary to assume that (2.12) holds for all sufficiently large \( N \), but only for a given value of \( N \), say \( N = N \), large enough. On the other hand, since this \( N \) depends on the input parameters (in particular \( K \)) in a complicated way, in order to verify (2.12) in practical situations, we will rather need to prove its validity for all \( N \) sufficiently large.

**Proposition 2.5.** Let \( 0 < \nu' < \nu < 1 \), \( K, T > 0 \) and \( \varepsilon \in (0, K) \). Let \( A \subset B^\nu(K) \) (see (2.9)). There exists \( N \) sufficiently large (depending on \( \nu, \nu', \varepsilon, K, T \)) such that the following holds. If
\[
(2.12) \quad \sup_{t \in [0, T]} \sup_{u(0) \in A} \| \Phi^N_t u(0) \|_{C^{\alpha}} \leq K,
\]
then the flow $\Phi_t u(0)$ is well defined on $t \in [0, T]$ for all $u(0) \in A$. Moreover

$$\sup_{t \in [0, T]} \| \Phi_t u(0) - \Phi_t^N u(0) \|_{C^\nu} \leq \epsilon, \quad \forall u(0) \in A.$$  

**Proof.** Let $J$ be the smallest integer such that $J \geq T$, where $c$ is given by Proposition 2.2 (possibly taking the smallest of such $c$). Clearly

$$T(2K + 1)c^{-1} \leq J < T(2K + 1)c^{-1} + 1.$$  

We partition the interval $[0, T]$ into $J - 1$ intervals of length $\frac{c}{2K + 1}$ and a last, possibly smaller interval. The goal is to compare the approximated flow $\Phi_t^N u(0)$ and $\Phi_t u(0)$ (which exists only locally) on these small intervals and gluing local solutions. Let

$$\nu' < b_J < \cdots < b_2 < b_1 < b_0 = \nu.$$  

We proceed by induction over $j = 0, \ldots, J$. Assuming that $\Phi_t u(0)$ is well defined on $[0, (j + 1)\frac{c}{2K + 1}]$ and that

$$\sup_{t \in [0, \frac{c}{2K + 1}]} \| \Phi_t u(0) - \Phi_t^N u(0) \|_{C_{\nu_j}} \leq N^{-\kappa_j},$$  

for some $\kappa_j > 0$, we will show that $\Phi_t u(0)$ is well-defined on $[0, (j + 1)\frac{c}{2K + 1}]$ and that

$$\sup_{t \in [0, (j + 1)\frac{c}{2K + 1}]} \| \Phi_t u(0) - \Phi_t^N u(0) \|_{C_{\nu_{j+1}}} \leq N^{-\kappa_{j+1}},$$  

for a suitable $\kappa_{j+1} > 0$, provided $N$ is sufficiently large. In particular, we take $N$ so large in such a way that we also have $N^{-\kappa_{j+1}} \leq \epsilon$. Using the induction procedure up to $j = J$, the statement would then follow.

The induction base $j = 0$ is covered by Proposition 2.2 and by the fact that $A \subset B^\nu(K)$.

Regarding the induction step, we only need to prove (2.15). Assuming indeed that (2.15) is proved, using the assumption (2.12) and the triangle inequality, we have

$$\sup_{t \in [0, (j + 1)\frac{c}{2K + 1}]} \| \Phi_t u(0) \|_{C_{\nu_{j+1}}} \leq K + N^{-\kappa_{j+1}} < K + \epsilon < 2K.$$  

So we can use Proposition 2.2 (with $2K$ in place of $K$) to show that $\Phi_t u(0)$ is well-defined on $[0, (j + 2)\frac{c}{2K + 1}]$.

So, it remains to show (2.15). If the sup in (2.15) is attained for $t \in [0, \frac{c}{2K + 1}]$, then (2.15) follows by (2.14) simply taking $\kappa_{j+1} = \kappa_j$. On the other hand, if the
sup is attained for \( t \in [j \frac{c}{2K+1}, (j + 1) \frac{c}{2K+1}] \), using the group property of the flow, we need to prove that

\[
\sup_{t \in [0, \frac{c}{2K+1}]} \| \Phi_t \Phi_{j \frac{c}{2K+1}} u(0) - \Phi_t^N \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}} \leq N^{-\kappa_j+1}.
\]  
(2.16)

To do so we decompose

\[
\| \Phi_t \Phi_{j \frac{c}{2K+1}} u(0) - \Phi_t^N \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}}
\leq \| \Phi_t \Phi_{j \frac{c}{2K+1}} u(0) - \Phi_t \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}}
\]  
(2.17)

\[
+ \| \Phi_t \Phi_{j \frac{c}{2K+1}}^N u(0) - \Phi_t^N \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}}
\]  
(2.18)

and we will handle these two terms separately.

To prove (2.16) for the term (2.17) we first note that by the induction assumption (2.14) and by the assumption (2.12) we have for \( N \) large enough

\[
\| \Phi_{j \frac{c}{2K+1}} u(0) \|_{C^{\beta_j}} \leq K + N^{-\kappa_j} < K + \varepsilon.
\]

Using this fact and the assumption (2.12), we are allowed to apply the stability estimate (2.11) with \( \alpha = b_j \), which leads to

\[
\sup_{t \in [0, \frac{c}{2K+1}]} \| \Phi_t \Phi_{j \frac{c}{2K+1}} u(0) - \Phi_t \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}}
\leq \| \Phi_{j \frac{c}{2K+1}} u(0) - \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}} \leq N^{-\kappa_j},
\]  
(2.19)

where in the last inequality we used the induction assumption (2.14). Thus, we arrive at

\[
\text{r.h.s. of (2.19)} \leq \frac{1}{2} N^{-\kappa_{j+1}} < \frac{\varepsilon}{2},
\]  
(2.20)

for \( \kappa_j \geq \kappa_{j+1} > 0 \), provided that \( N \) is sufficiently large.

To prove (2.16) for the term (2.18) we use the stability estimate (2.10) with \( \alpha = b_j, \alpha' = b_{j+1} \) and initial datum \( \Phi_{j \frac{c}{2K+1}}^N u(0), \) that is allowed recalling the assumption (2.12). Thus for \( b_j - b_{j+1} \geq \kappa_{j+1} > 0, \) we arrive at

\[
\sup_{t \in [0, \frac{c}{2K+1}]} \| \Phi_t \Phi_{j \frac{c}{2K+1}}^N u(0) - \Phi_t^N \Phi_{j \frac{c}{2K+1}}^N u(0) \|_{C^{\beta_{j+1}}} \leq KN^{b_{j+1} - b_j} < \frac{1}{2} N^{-\kappa_{j+1}},
\]

provided that \( N \) is sufficiently large (in particular such that (2.20) holds). Choosing \( \kappa_{j+1} = \max(\kappa_j, b_j - b_{j+1}) \), this concludes the proof of Proposition 2.5. \[\square\]
3 Control of Sobolev norms for the BBM equation

Using the conservation of the $H^{\beta/2}$ norm we can prove sub-quadratic growth for higher order Sobolev norms. More precisely, pairing in $L^2$ equation (2.5) with $P_N u$, we obtain that any solution $u$ satisfies

\begin{equation}
\|P_N u(t)\|_{H^{\beta/2}} = \|P_N u(0)\|_{H^{\beta/2}};
\end{equation}

we refer to [30, Lemma 2.4] for details.

**Proposition 3.1.** Let $\beta > 1$, $\sigma > \beta/2$ and $\alpha > 0$ such that

\begin{equation}
1 + \alpha < \beta, \quad \sigma - \alpha > \beta/2.
\end{equation}

Let $R > 0$. Then any solution of (2.5) with initial datum $u(0)$ such that $\|u(0)\|_{H^{\beta/2}} \leq R$ satisfies for all $t \in \mathbb{R}$

\begin{equation}
\left| \frac{d}{dt} \|P_N u(t)\|^2_{H^{\sigma}} \right| \lesssim R^{1+\theta} \|P_N u(t)\|^{2-\theta}_{H^{\sigma}}, \quad \theta := \frac{2\alpha}{2\sigma - \beta} \in (0, 1).
\end{equation}

**Remark 3.2.** From (3.3) one can deduce polynomial growth for the higher Sobolev norms of the solution. More precisely, for all $u(0)$ such that $\|u(0)\|_{H^{\beta/2}} \leq R$ one has

\begin{equation}
\|P_N u(t)\|_{H^s} \leq C_R |t|^{1/\theta} \|P_N u(0)\|_{H^{\sigma}}.
\end{equation}

Better polynomial estimates for large $s$ can be obtained by the smoothing inequality (3.18), however we will not pursue this matter any further.

**Proof.** Let $\Lambda(\beta) := \sqrt{1 + |D_x|^{2\beta}}$. From (2.5) we have

\begin{equation}
\partial_t \Lambda(\sigma) P_N u(t) = -\frac{\Lambda(\sigma)}{1 + |D_x|^\beta}(\partial_x P_N u(t) + \partial_x P_N((P_N u(t))^2)).
\end{equation}

Since

\begin{align*}
\int \left( \frac{\Lambda(\sigma)}{1 + |D_x|^\beta}(\partial_x P_N u(t)) \right) \Lambda(\sigma) P_N u(t) &= \int \left( \left( \partial_x \frac{\Lambda(\sigma)}{\Lambda(\beta/2)} P_N u(t) \right) \right) \frac{\Lambda(\sigma)}{\Lambda(\beta/2)} P_N u(t) \\
&= \frac{1}{2} \int \partial_x \left( \left( \frac{\Lambda(\sigma)}{\Lambda(\beta/2)} P_N u(t) \right)^2 \right) = 0,
\end{align*}

pairing (3.5) in $L^2$ with $\Lambda(\sigma) P_N u$ gives us

\begin{equation}
\frac{d}{dt} \|P_N u(t)\|^2_{H^{\sigma}} = -\frac{1}{\pi} \int (\Lambda(\sigma) P_N u(t)) \left( \frac{\Lambda(\sigma)}{1 + |D_x|^\beta} \partial_x ((P_N u(t))^2) \right);
\end{equation}
note that on the right hand side we can write \( \partial_s ((P_N u)^2) \) in place of \( P_N \partial_s ((P_N u)^2) \) by orthogonality. We rewrite the identity (3.6) as

\[
(3.7) \quad \frac{d}{dt} \| P_N u(t) \|^2_{H^s} = -\frac{1}{\pi} \int \left( \frac{\Lambda(\alpha)}{\Lambda(\alpha)} P_N u(t) \right) \left( \frac{\Lambda(\alpha) \partial_s (P_N u(t))^2}{1 + |D_s|^\beta} \Lambda(\sigma) ((P_N u(t))^2) \right).
\]

Since \( \alpha + 1 < \beta \) we have that \( \frac{\Lambda(\alpha) \partial_s}{1 + |D_s|^\beta} \) is bounded on \( L^2 \), so that (3.7) gives

\[
(3.8) \quad \left| \frac{d}{dt} \| P_N u(t) \|^2_{H^s} \right| \lesssim \| P_N u(t) \|^2_{H^{s-a}} \| (P_N u(t))^2 \|_{H^s}.
\]

By (3.1) and (3.2) there is \( \theta \in (0, 1) \) such that

\[
(3.9) \quad \sigma - \alpha = \sigma(1 - \theta) + \frac{\beta}{2} \theta.
\]

Thus we can interpolate

\[
(3.10) \quad \| P_N u(t) \|_{H^{s-a}} \lesssim \| P_N u(t) \|_{H^s}^{1 - \theta} \| P_N u(t) \|^\theta_{H^{s+2}} \lesssim R^\theta \| P_N u(t) \|_{H^s}^{1 - \theta},
\]

where in the last estimate we used \( \| P_N u(t) \|_{H^{s+2}} = \| P_N u(0) \|_{H^{s+2}} \lesssim R \) (see (3.1)). Finally

\[
(3.11) \quad \| (P_N u(t))^2 \|_{H^s} \lesssim \| P_N u(t) \|_{H^s} \| P_N u(t) \|_{L^\infty} \lesssim \| P_N u(t) \|_{H^s} \| P_N u(t) \|_{H^{s+2}} \lesssim R \| P_N u(t) \|_{H^s},
\]

where we used again \( \| P_N u(t) \|_{H^{s+2}} \lesssim R \) in the last bound. Plugging (3.10)–(3.11) into (3.8) gives the desired inequality (3.3).

We also have \( \frac{\beta}{2} \)-smoothing for the time derivative of the \( H^{s+\beta/2} \) norm.

**Proposition 3.3.** Let \( \beta > 1 \) and \( s > 1/2 \). The solutions of (2.5) satisfy for all \( t \in \mathbb{R} \)

\[
(3.12) \quad \left| \frac{d}{dt} \| P_N u(t) \|^2_{H^{s+\beta/2}} \right| \lesssim \| P_N u(t) \|^3_{H^s} + \| P_N u(t) \|^2_{H^s} \| \partial_s P_N u(t) \|_{L^\infty}.
\]

**Proof.** As in the previous proof we set \( \Lambda(\beta) := \sqrt{1 + |D_s|^{2\beta}} \) and write

\[
\frac{d}{dt} \| P_N u(t) \|^2_{H^{s+\beta/2}} = -\frac{1}{\pi} \int \left( \Lambda(s + \beta/2) P_N u(t) \right) \left( \frac{\Lambda(s + \beta/2)}{1 + |D_s|^\beta} \partial_s ((P_N u(t))^2) \right).
\]

This is nothing but (3.6) with \( \sigma = s + \beta/2 \). We rewrite this identity as

\[
\frac{d}{dt} \| P_N u(t) \|^2_{H^{s+\beta/2}} = -\frac{1}{\pi} \int (M_1(D_s) \Lambda(s) P_N u(t)) (\Lambda(s) \partial_s ((P_N u(t))^2))
\]

with

\[
M_1(D_s) := \frac{1 + |D_s|^{2s+\beta}}{(1 + |D_s|^\beta)(1 + |D_s|^{2s})}.
\]
Thus, writing
\[ M_1(D_x) = 1 + M_2(D_x), \]
where
\[ M_2(D_x) := - \frac{|D_x|^{2s} + |D_x|^\beta}{(1 + |D_x|^\beta)(1 + |D_x|^{2s})}, \]
we decompose
\[ \frac{d}{dt} \| P_N u(t) \|^{2}_{H^{s+\beta/2}} = I_1 + I_2, \]
where
\[ I_1 := - \frac{1}{\pi} \int (\Lambda(s) P_N u(t)) \Lambda(s) \partial_x ((P_N u(t))^2) \]
\[ = - \frac{2}{\pi} \int (\Lambda(s) P_N u(t)) \Lambda(s) ((\partial_x (P_N u(t))) P_N u(t)) \]
and
\[ I_2 := \frac{1}{\pi} \int (M_2(D_x) \Lambda(s) P_N u(t)) \Lambda(s) ((\partial_x (P_N u(t)))^2) \]
\[ = \frac{1}{\pi} \int (\Lambda(s) P_N u(t)) M_2(D_x) \partial_x \Lambda(s) ((P_N u(t))^2). \]

Since \( \beta > 1 \) and \( 2s > 1 \), we immediately see that \( M_2(D_x) \partial_x \) is bounded on \( L^2 \). Thus we can estimate
\[ |I_2| \lesssim \| P_N u(t) \|_{H^s} \| (P_N u(t))^2 \|_{H^s} \]
\[ \lesssim \| P_N u(t) \|^2_{H^s} \| P_N u(t) \|_{L^{\infty}} \lesssim \| P_N u(t) \|^3_{H^s}, \]
where we used \( s > 1/2 \) in the second inequality. On the other hand, using
\[ \Lambda(s) ((\partial_x (P_N u(t))) (P_N u(t))) \]
\[ = (\Lambda(s) \partial_x P_N u(t)) P_N u(t) + [\Lambda(s), P_N u(t)] \partial_x P_N u(t) \]
we can rewrite \( I_1 \) as
\[ I_1 = \bar{I}_1 - \frac{2}{\pi} \int (\Lambda(s) P_N u(t)) [\Lambda(s), P_N u(t)] \partial_x P_N u(t), \]
where
\[ \bar{I}_1 := - \frac{2}{\pi} \int (\Lambda(s) P_N u(t)) (\Lambda(s) \partial_x P_N u(t)) (P_N u(t)). \]

Integrating by parts in (3.15) allows us to rewrite
\[ \bar{I}_1 := \frac{2}{\pi} \int |\Lambda(s) P_N u(t)|^2 \partial_x P_N u(t), \]
so that
\[ |\bar{I}_1| \lesssim \| P_N u(t) \|^2_{H^s} \| \partial_x P_N u(t) \|_{L^{\infty}}. \]
Thus it remains to bound the second contribution in (3.14). To do so we use the following commutator estimate \cite{18}, valid for $f$ periodic:

$$\|[[\Lambda(s), f]]g\|_{L^2} \lesssim (\|f\|_{L^\infty} + \|\partial_x f\|_{L^\infty})\|g\|_{H^{s-1}} + \|f\|_{H^s} \|g\|_{L^\infty}.$$ 

This gives us

$$\|[[\Lambda(s), P_N u(t)]\partial_x P_N u(t)]\|_{L^2} \lesssim (\|P_N u(t)\|_{L^\infty} + \|\partial_x P_N u(t)\|_{L^\infty})\|\partial_x P_N u(t)\|_{H^{s-1}} + \|P_N u(t)\|_{H^s} \|\partial_x P_N u(t)\|_{L^\infty},$$

whence

$$\left|\int (\Lambda(s)P_N u(t))[\Lambda(s), P_N u(t)]\partial_x P_N u(t)\right| \lesssim \|P_N u(t)\|^3_{H^s} + \|P_N u(t)\|^2_{H^s} \|\partial_x P_N u(t)\|_{L^\infty},$$

that concludes the proof. \hfill \Box

We conclude the section with a further deterministic bound, whose proof is very close to that of Proposition 3.3. We define, as usual,

$$\|f\|_{W^{1, \infty}} = \|f\|_{L^\infty} + \|\partial_x f\|_{L^\infty}.$$ 

**Lemma 3.4.** Let $\beta > 1$. We have for $s > 1/2$

$$\left|\frac{d}{dt}\|P_N \Phi_t^N u\|^2_{H^{s+\beta/2}}\right| \lesssim \|P_N \Phi_t^N u\|_{W^{1, \infty}} \|P_N \Phi_t^N u\|^2_{H^s},$$

$$\left|\frac{d}{dt}(\|\Phi_t u\|^2_{H^{s+\beta/2}} - \|P_N \Phi_t^N u\|^2_{H^{s+\beta/2}})\right| \lesssim (\|\Phi_t u\|_{W^{1, \infty}} + \|P_N \Phi_t^N u\|_{W^{1, \infty}})(\|\Phi_t u\|_{H^s} + \|P_N \Phi_t^N u\|_{H^s})$$

$$\times \|\Phi_t u - P_N \Phi_t^N u\|_{H^s} + (\|\Phi_t u\|^2_{H^s} + \|P_N \Phi_t^N u\|^2_{H^s})\|\Phi_t u - P_N \Phi_t^N u\|_{W^{1, \infty}},$$

(3.18)
and for \( s > \frac{1}{2} + \frac{\beta}{2} \)

\[
(3.20) \quad \left| \frac{d}{dt} \| P_n \Phi_t^N u \|_{H^s}^{2r} \right| \lesssim_r \| P_n \Phi_t^N u \|_{H^s}^{2r-2} \| P_n \Phi_t^N u \|_{W_1,\infty} \| P_n \Phi_t^N u \|_{H^s}^{2r-\frac{\beta}{2}},
\]

\[
\left| \frac{d}{dt} (\| \Phi_t u \|_{H^s}^{2r} - \| P_n \Phi_t^N u \|_{H^s}^{2r}) \right| 
\lesssim_r (\| \Phi_t u \|_{W_1,\infty} + \| P_n \Phi_t^N u \|_{W_1,\infty}) \times (\| \Phi_t u \|_{H^s}^{2r-\frac{\beta}{2}} + \| P_n \Phi_t^N u \|_{H^s}^{2r-\frac{\beta}{2}})(\| \Phi_t u \|_{H^s}^{2r-2} - \| P_n \Phi_t^N u \|_{H^s}^{2r-2})
\]

\[
(3.21) \quad + (\| \Phi_t u \|_{W_1,\infty} + \| P_n \Phi_t^N u \|_{W_1,\infty})(\| \Phi_t u \|_{H^s}^{2r-\frac{\beta}{2}} + \| P_n \Phi_t^N u \|_{H^s}^{2r-\frac{\beta}{2}}) \times (\| \Phi_t u \|_{H^s}^{2r-2} + \| P_n \Phi_t^N u \|_{H^s}^{2r-2}) \| \Phi_t u - P_n \Phi_t^N u \|_{H^s}^{2r-\frac{\beta}{2}}
\]

\[
\times (\| \Phi_t u \|_{H^s}^{2r-\frac{\beta}{2}} + \| P_n \Phi_t^N u \|_{H^s}^{2r-\frac{\beta}{2}}) \| \Phi_t u - P_n \Phi_t^N u \|_{W_1,\infty};
\]

the estimates hold for all \( t \in \mathbb{R} \) and for all \( N \in \mathbb{N} \cup \{ \infty \} \).

**Proof.** Note that (3.20) follows by (3.18). The proof of (3.18) is the same as (3.12), except that we do not estimate the \( L^\infty \) norm with the \( H^s \) norm in (3.13).

The arguments leading to (3.19)–(3.21) are essentially the same. We prove (3.19) and explain the modifications needed to prove (3.21). As in the proof of Proposition 3.3, we use (3.6) with \( \sigma = s \) and \( \sigma = s + \beta/2 \) to compute the \( \frac{d}{dt} \).

We have

\[
(3.22) \quad \pi \frac{d}{dt} \| P_n \Phi_t^N u \|_{H^s}^{2r+\frac{\beta}{2}} := - \int (M(D_x)P_n \Phi_t^N u) \partial_x M(D_x)((P_n \Phi_t^N u)^2),
\]

where

\[
M(D_x) := \left( \frac{1 + |D_x|^{2s+\beta}}{1 + |D_x|^{\beta}} \right)^{1/2}.
\]

We rewrite the integral in (3.22)

\[
2 \int (M(D_x)P_n \Phi_t^N u)M(D_x)((\partial_x P_n \Phi_t^N u)P_n \Phi_t^N u)
\]

\[
(3.23) \quad = 2 \int (M(D_x)P_n \Phi_t^N u)(M(D_x)\partial_x P_n \Phi_t^N u)P_n \Phi_t^N u
\]

\[
+ (M(D_x)P_n \Phi_t^N u)M(D_x), P_n \Phi_t^N u)\partial_x P_n \Phi_t^N u.
\]

Integrating by parts we can rewrite the first term on the right hand side of (3.23) as

\[
\int (M(D_x)P_n \Phi_t^N u)(M(D_x)P_n \Phi_t^N u)\partial_x P_n \Phi_t^N u.
\]
Thus we have rewritten the right hand side of (3.22) as

\[
- \int (M(D_x)P_N \Phi_t^N u)(M(D_x)P_N \Phi_t^N u) \partial_x P_N \Phi_t^N u
- 2(M(D_x)P_N \Phi_t^N u)[M(D_x), P_N \Phi_t^N u] \partial_x P_N \Phi_t^N u.
\]

Decomposing a trilinear operator \( L(a, b, c) \) as

\[
L(a, b, c) = L(aN, bN, cN) = L(a - aN, b, c) + L(aN, b - bN, c) + L(aN, bN, c - cN)
\]

and using (3.22)–(3.24) we have rewritten the left hand side of (3.19) as

\[
2\pi |A(t) + B(t) + C(t)|,
\]

where

\[
A(t) = \frac{1}{\pi} \int (M(D_x)(\Phi_t u - P_N \Phi_t^N u))(M(D_x)\Phi_t u) \partial_x \Phi_t u
+ \frac{2}{\pi} \int (M(D_x)(\Phi_t u - P_N \Phi_t^N u))[M(D_x), \Phi_t u] \partial_x \Phi_t u
\]

and \( B(t), C(t) \) are defined in the analogous way, according to the decomposition (3.25). Noting that

\[
M(n) \simeq 1 + |n|^s,
\]

we use the Cauchy–Schwartz inequality and the commutator estimates [18]

\[
||[M(D_x), f]g||_{L^2} \lesssim ||f||_{W^{1,\infty}} ||g||_{H^{s-1}} + ||f||_{H^s} ||g||_{L^\infty},
\]

with \( f = \Phi_t u \) and \( g = \partial_x \Phi_t u \), to show that

\[
|A(t)| \lesssim ||\Phi_t u - P_N \Phi_t^N u||_{H^s} ||\Phi_t u||_{H^s} ||\partial_x \Phi_t u||_{W^{1,\infty}}
\]

which is one of the contributions of the right hand side of (3.19). The analysis of \( B(t), C(t) \) is similar, leading to the other contributions of the right hand side of (3.19).

To prove (3.21) we proceed similarly, starting from

\[
\pi \frac{d}{dt} ||P_N \Phi_t^N u||_{H^s}^{2r}
= -r ||P_N \Phi_t^N u||_{H^s}^{2r-2} \int (M(D_x)P_N \Phi_t^N u) \partial_x M(D_x)((P_N \Phi_t^N u)^2),
\]

where now

\[
M(D_x) := \left( \frac{1 + |D_x|^{2s}}{1 + |D_x|^{\beta}} \right)^{1/2}.
\]
The only difference is that the decomposition (3.25) has to be slightly modified in order to take into account the factors \( \| \Phi_t u \|_{H^r}^2, \| P_N \Phi_t^N u \|_{H^r}^2 \) (like in (4.14)–(4.15)). This is however straightforward. The important thing to note is that the \( H^r \) norm on the r.h.s. supplants the \( H^s \) norm (see (3.21)), because (3.26) is replaced by
\[
M(n) \simeq 1 + |n|^{s - \frac{d}{2}}.
\]

\[\square\]

4 (Modified) energy estimates for the NLS equation

We will work with the truncated equation
\[
(4.1) \quad i \partial_t u + \partial_x^2 u = P_N(\|P_N u\|^4 P_N u), \quad u(0, x) = u_0(x).
\]

A direct computation shows that mass and energy are still preserved by the truncated flow, that is for all \( N \in \mathbb{N} \) and \( t \in \mathbb{R} \)
\[
(4.2) \quad \mathcal{E}_1(P_N u(t)) = \mathcal{E}_1(P_N u(0)), \quad \|P_N u(t)\|_{L^2} = \|P_N u(0)\|_{L^2}.
\]

It follows that
\[
(4.3) \quad \|P_N u(t)\|_{H^1}^2 \lesssim \|P_N u_0\|_{L^2}^2 + \mathcal{E}_1(P_N u_0).
\]

Let \( \Phi_t^N u \) denote the flow of (4.1) and \( \Phi_t \) := \( \Phi_t^\infty \) the flow of (1.8). We have the following statement.

**Proposition 4.1.** Let \( N \in \mathbb{N} \cup \{\infty\}, k \geqslant 2 \) be an integer and \( R > 0 \). If
\[
(4.4) \quad \|u_0\|_{L^2} + \mathcal{E}_1(u_0) \leqslant R,
\]
any solution of (4.1) with initial datum \( u_0 \) satisfies
\[
(4.5) \quad \left| \frac{d}{dt} \|P_N u(t)\|_{H^k}^2 \right| \lesssim_{R,k} 1 + \|P_N u(t)\|_{H^k}^2.
\]

**Proof.** Since \( \|P_N u(t)\|_{L^2} \leqslant \|u(0)\|_{L^2} \leqslant R \) (see the second identity in (4.2)), it suffices to show that
\[
(4.6) \quad \left| \frac{d}{dt} \|\partial_x^k P_N u(t)\|_{L^2}^2 \right| \lesssim_{R,k} 1 + \|P_N u(t)\|_{H^k}^2.
\]

Taking \( \partial_x^k \) of (4.1) we have
\[
\partial_x^k \partial_t P_N u(t) = i \partial_x^k P_N u(t) - i \partial_x^k P_N (\|P_N u(t)\|^4 P_N u(t)).
\]
Multiplying this equation against $\partial^k_x P_N \overline{u}(t)$, integrating over $dx$ and taking the real part, we get

$$\frac{1}{2} \partial_t \int |\partial^k_x P_N u(t)|^2 = \text{Im} \int \partial^k_x (|P_N u(t)|^4 P_N u(t)) \partial^k_x P_N \overline{u}(t);$$

note that the projector $P_N$ in front of the nonlinearity on the r.h.s. has been removed by orthogonality. We rewrite the r.h.s. as

$$\text{(4.7)} \quad \text{Im} \int (\partial^k_x P_N \overline{u}(t))^2 (P_N u(t))^3 P_N \overline{u}(t) + \text{lower order terms},$$

where, denoting with $v_j$ either $u$ or $\overline{u}$, the lower order terms are a linear combination of monomials of the form

$$\text{(4.8)} \quad \text{Im} \int (\partial^k_x P_N \overline{u}(t)) (\partial^{\alpha_1} x P_N v_1(t)) \cdots (\partial^{\alpha_5} x P_N v_5(t))$$

where $\alpha_m \in \mathbb{N} \cup \{0\}$ and for $M \in \{2, \ldots, 5\}$ we have

$$\alpha_1 + \cdots + \alpha_M = k, \quad 1 \leq \alpha_1, \ldots, \alpha_M \leq k - 1, \quad \alpha_{M+1}, \ldots, \alpha_5 = 0$$

(the third condition is empty for $M = 5$).

The first term in (4.7) is bounded using Hölder’s inequality and the embedding $H^1 \hookrightarrow L^\infty$, recalling that the $H^1$ norm of $P_N u(t)$ is controlled by (4.3)–(4.4):

$$\left| \int (\partial^k_x P_N \overline{u}(t))^2 (P_N u(t))^3 P_N \overline{u}(t) \right| \leq \|P_N u(t)\|_{H^1}^2 \|P_N u(t)\|_{L^\infty}^4 \lesssim \|P_N u(t)\|_{H^1}^2.$$

To estimate the lower order terms, we use the Gagliardo–Nirenberg inequality (recall that $\alpha_m \geq 1$ for $m = 1, \ldots, M$):

$$\|\partial^{\alpha_m} x P_N u(t)\|_{L^{2^m}} \leq \|P_N u(t)\|_{H^1}^{\theta_m} \|P_N u(t)\|_{H^1}^{1-\theta_m},$$

$$\theta_m = \frac{\alpha_m - \frac{1}{2} - \frac{1}{2M}}{k - 1}, \quad m = 1, \ldots, M.$$

Again, using Hölder’s inequality, controlling $\partial^k_x P_N \overline{u}(t)$ in $L^2$, the terms $\partial^{\alpha_m} x P_N u(t)$, $m = 1, \ldots, M$ in $L^{2^m}$ and the terms $\partial^{\alpha_m} x P_N u(t)$, $m = M + 1, \ldots, 5$ in $L^\infty$, we can proceed as before to get the desired bound (4.6) for each lower order term, as long as

$$\sum_{m=1}^M \theta_m \leq 1.$$

Recalling that $\sum_{m=1}^M \alpha_m \leq k$ and $M \geq 2$, it is immediate to check that this holds (the inequality is in fact strict), so the proof is concluded. 

We also need some related bounds, contained in the following Lemma.
Lemma 4.2. Let $N \in \mathbb{N} \cup \{\infty\}$, $k, r \geq 1$ be integers and $R > 0$. If (4.4) holds, then there is $\ell \in \mathbb{N}$ and $0 < \mu_1 \leq \mu_2 < 2$ such that

$$\frac{d}{dt} \left( \| P_N \Phi_i u \|_{L^2}^{2r} - \| P_N \Phi_i^N u \|_{L^2}^{2r} \right)$$

\begin{equation}
\lesssim_{r, R, k} \left( \| \Phi_i u \|_{L^2}^{r-1} - \| P_N \Phi_i^N u \|_{L^2}^{r-1} \right)(1 + \| \Phi_i u \|_{L^2}^{\ell} + \| P_N \Phi_i^N u \|_{L^2}^{\ell}) + \sum_{j=1}^\infty \| \Phi_i u - P_N \Phi_i^N u \|_{L^2}^{r} (1 + \| \Phi_i u \|_{L^2}^{\ell} + \| P_N \Phi_i^N u \|_{L^2}^{\ell}).
\end{equation}

Moreover we have

$$\frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r} \lesssim_{r, R, k} 1 + \| P_N \Phi_i^N u \|_{L^2}^{2r},$$

for all $N \in \mathbb{N} \cup \{\infty\}$.

Proof. Since

$$\frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r} = r \| P_N \Phi_i^N u \|_{L^2}^{2r-2} \frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r},$$

the estimate (4.10) follows by Proposition 4.1. Thus we need to prove (4.9). We write

$$\frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r} = r \| P_N \Phi_i^N u \|_{L^2}^{2r-2} \left( \frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r} + \frac{d}{dt} \| \hat{c}_x^k P_N \Phi_i^N u \|_{L^2}^{2r} \right).$$

We will focus on the contribution to (4.9) coming from the second addendum, namely

$$\| \Phi_i u \|_{L^2}^{2r-2} \frac{d}{dt} \| \hat{c}_x^k \Phi_i u \|_{L^2}^{2r} = \| P_N \Phi_i^N u \|_{L^2}^{2r-2} \frac{d}{dt} \| \hat{c}_x^k P_N \Phi_i^N u \|_{L^2}^{2r};$$

the analysis of the contributions involving $\frac{d}{dt} \| P_N \Phi_i^N u \|_{L^2}^{2r}$ is in fact easier. Proceeding as in the proof of Proposition 4.1 we see that $\frac{d}{dt} \| \hat{c}_x^k P_N \Phi_i^N u \|_{L^2}^{2r}$ is a linear combination of monomials of the form (we may assume there are $m$ such monomials)

\begin{equation}
L(v_1^N(t), \ldots, v_6^N(t)) := \text{Im} \int (\hat{c}_x v_1^N(t)) \cdots (\hat{c}_x^{a_6} v_6^N(t)),
\end{equation}

where $a_j \in \mathbb{N} \cup \{0\}$ are such that

$$a_2 + \cdots + a_6 = k, \quad a_2 \leq k, \quad a_3, \ldots, a_6 \leq k - 1$$

and $v_j^N(t)$ can be either $P_N \Phi_i^N u$ or its conjugate. Thus we can bound (4.11) with the modulus of a linear combination of terms of the form (here we set $\nu(t) = \nu^\infty(t)$)

$$\| \nu(t) \|_{L^2}^{2r-2} L(v_1(t), \ldots, v_6(t)) - \| \nu^N(t) \|_{L^2}^{2r-2} L(v_1^N(t), \ldots, v_6^N(t)).$$
Decomposing

\[
 L(v_1(t), \ldots, v_6(t)) - L(v_1^N(t), \ldots, v_6^N(t))
 = L(v_1(t) - v_1^N(t), \ldots, v_6(t))
 + L(v_1^N(t), v_2(t) - v_2^N(t), \ldots, v_6(t))
 + \cdots
 + L(v_1^N(t), \ldots, v_6^N(t), v_6(t) - v_6^N(t)),
\]

we have reduced to bound the modulus of terms of the form

\[
 A(t) + B(t) + C(t) + D(t) + E(t) + F(t) + G(t),
\]

where

\[
 A(t) = (\|v(t)\|_{H^1}^{r-1} - \|v^N(t)\|_{H^1}^{r-1})(\|v(t)\|_{H^1}^{r-1} - \|v^N(t)\|_{H^1}^{r-1})L(v_1(t), \ldots, v_6(t))
 \]

\[
 B(t) = \|v^N(t)\|_{H^2}^{2r-2}L(v_1(t) - v_1^N(t), v_2(t), \ldots, v_6(t))
\]

and \(C(t), \ldots, G(t)\) are defined in the analogous way to \(B(t)\), according to the decomposition of (4.13). Starting by this decomposition, it is straightforward to note that, estimating the terms as in the proof of Proposition 4.1, we arrive at the bound (4.9).

From [26, Proposition 2.2], proceeding for instance as in [30, Proposition 2.7], we obtain also the following property.

**Lemma 4.3.** Let \(\sigma > 1, R > 0, \) and \(K \subset B_\sigma(R)\) be a compact set. Let further \(t \in \mathbb{R}\). For all \(\varepsilon > 0\) there is \(N \in \mathbb{N}\) such that for all \(N \geq \bar{N}\)

\[
 \sup_{u \in K} \| \Phi_t u - \Phi_t^N u \|_{H^\sigma} < \varepsilon.
\]

A crucial result for our analysis is [26, Theorem 1.4]. We report it below.

**Theorem 4.4** (Planchon, Tzvetkov, Visciglia [26]). Let \(k \geq 2\) be an integer. There are \(m_0 \in \mathbb{N}, C > 0\) and \(R_{2k}(u) : H^{2k-1}(\mathbb{T}) \to \mathbb{R}\) with \(R_{2k}(0) = 0\) and

\[
 |R_{2k}(u) - R_{2k}(v)| \leq C \|u - v\|_{H^{2k-1}}(1 + \|u\|_{H^{2k-1}}^{m_0} + \|v\|_{H^{2k-1}}^{m_0}),
\]

such that for all \(N \in \mathbb{N} \cup \{\infty\}\)

\[
 \left| \frac{d}{dt} \left( \frac{1}{2} \| P_N \Phi_t^N u \|_{H^{2k}}^2 + R_{2k}(P_N \Phi_t^N u) \right) \right| \leq C(1 + \|P_N \Phi_t^N u\|_{H^{2k-1}}^{m_0}), \quad k \geq 2.
\]
Set
\[ E_{2k}(u) := \frac{1}{2}\|u\|_{H^{2k}}^2 + R_{2k}(u). \]
The following statement is a corollary of Theorem 4.4.

**Lemma 4.5.** Let \( k \geq 2 \) be an integer. There are \( m_0 \in \mathbb{N}, C > 0 \) such that
\[ |\frac{d}{dt}(E_{2k}(\Phi_t u) - E_{2k}(P_N \Phi_t^N u))| \leq C \|\Phi_t u - P_N \Phi_t^N u\|_{H^{2k-1}}(1 + \|\Phi_t u\|_{H^{2k-1}} + \|P_N \Phi_t^N u\|_{H^{2k-1}}) \]
for all \( t \in \mathbb{R} \) and \( N \in \mathbb{N} \).

**Proof.** Using the identity (107) in [26] we have that for all \( N \in \mathbb{N} \cup \{\infty\} \) there are \( \ell_k, \ell_k^* \in \mathbb{N} \) and multilinear forms \( \{L_{\ell,2k}\}_{\ell=1}^{\ell_k}, \{L_{\ell,2k}^*\}_{\ell=1}^{\ell_k^*} \) such that
\[ \frac{d}{dt} E_{2k}(P_N \Phi_t^N u) \]
\[ = \sum_{\ell=1}^{\ell_k} L_{\ell,2k}(v_1^N(t), \ldots, v_{\ell}^N(t)) + \sum_{\ell=1}^{\ell_k^*} L_{\ell,2k}^*(v_1^{*,N}(t), \ldots, v_{\ell}^{*,N}(t)), \]
where each \( v_j^N(t) (j = 1, \ldots, \ell) \) can be either \( P_N \Phi_t^N u \) or its conjugate, while each \( v_j^{*,N}(t) \) can be either \( (1 - P_N) \Phi_t^N u \) or its conjugate. Moreover, the analysis of [26] implies that
\[ |L_{\ell,2k}(v_1^N(t), \ldots, v_{\ell}^N(t))| \lesssim \prod_{j=1}^{\ell} \|v_j^N(t)\|_{H^{2k-1}}, \]
\[ |L_{\ell,2k}^*(v_1^{*,N}(t), \ldots, v_{\ell}^{*,N}(t))| \lesssim \prod_{j=1}^{\ell} \|v_j^{*,N}(t)\|_{H^{2k-1}}. \]
Thus we have
\[ \frac{d}{dt}(E_{2k}(\Phi_t u) - E_{2k}(P_N \Phi_t^N u)) \]
\[ = \sum_{\ell=1}^{\ell_k} (L_{\ell,2k}(v_1(t), \ldots v_{\ell}(t)) - L_{\ell,2k}(v_1^N(t), \ldots v_{\ell}^N(t))) \]
\[ + \sum_{\ell=1}^{\ell_k^*} L_{\ell,2k}^*(v_1^{*,N}(t), \ldots, v_{\ell}^{*,N}(t)), \]
where we are denoting \( v_j := v_j^\infty \). The contribution of the \( L_{\ell,2k} \) terms can be controlled using the bound (4.21) and a multilinear decomposition like the one in (4.13). The contribution of the \( L_{\ell,2k}^* \) terms can be controlled using the bound (4.22). In both cases we have estimates compatible with the r.h.s. of (4.19). \( \square \)
5 Proof of Theorem 1.1

The goal of this section is to prove Theorem 1.1. The main difficulty is that the flow of the BBM equation $\Phi_t$ is not well-defined on $H^s$, $s < \frac{\beta}{2} - \frac{1}{2}$, which is the regularity of $\gamma_0$-typical functions. However, as proved in Section 2, we can define locally in time a flow on $C^\alpha$ for $0 < \alpha < \frac{\beta}{2} - \frac{1}{2}$, which is a full measure set for $\gamma_0$. The local existence time depends on the $C^\alpha$ norm of the initial datum.

The goal of this section is to prove that the local flow can be promoted to a global one $\gamma_0$-almost surely using the invariance of the $\gamma_0$ measure under the approximated flow $\Phi_t^N$. Once this is achieved, it is easy to prove that $\gamma_0$ is invariant under $\Phi_t$ (now defined $\gamma_0$-almost surely).

The invariance of $\gamma_0$ under the approximated flow $\Phi_t^N$ is a consequence of the conservation of the $H^{\beta/2}$ norm, as defined in (1.1). Indeed, using (3.1) we can readily prove the following

**Proposition 5.1.** For any measurable set $A$ and for all $N \in \mathbb{N} \cup \{\infty\}$

\[\gamma_0(\Phi_t^N(A)) = \gamma_0(A).\]

**Proof.** Let $\bar{t} \in \mathbb{R}$. Proceeding as in the proof of forthcoming Proposition 6.1, replacing the measure $\rho_{s,N}$ with $\gamma_0$, we arrive at

\[\frac{d}{dt}(\gamma_0 \circ \Phi_t^N(A))\bigg|_{t=\bar{t}} = \frac{1}{2} \int_{\Phi_{\bar{t}}^N(A)} \gamma_0(du) \frac{d}{dt} \|P_N \Phi_t^N u\|_{H^{\beta/2}}^2 \bigg|_{t=0} = 0,\]

where we used $\frac{d}{dt} \|P_N \Phi_t^N u\|_{H^{\beta/2}}^2 = 0$; see (3.1). \qed

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let $T > 0$, $K > 0$. We partition $[0, T]$ into intervals of size at most

\[\tau_K := \frac{c}{K+1},\]

where $c$ is small enough that we have local well-posedness in $C^\alpha$ for all times $t \in [0, \frac{c}{K+1}]$ and all data in $B^\alpha(K)$ (see (2.9)). Clearly

\[J \leq c^{-1} T(K+1) + 1.\]

We set

\[E_{K,N,T} := \{u \notin B^\alpha(K/2)\} \cup \{u \notin \Phi_{-\tau_k}^N(B^\alpha(K/2))\} \]

\[\cup \{u \notin \Phi_{-2\tau_k}^N(B^\alpha(K/2))\} \]

\[\vdots\]

\[\cup \{u \notin \Phi_{-(J-1)\tau_k}^N(B^\alpha(K/2))\} \cup \{u \notin \Phi_{-J\tau_k}^N(B^\alpha(K/2))\}.\]
We will show that the $\gamma_0$ measure of these sets vanishes in the limit $K \to \infty$ (and $\tau_K \to 0$). To do so we have to take advantage of the invariance of $\gamma_0$. Indeed by the classical estimate
\[
\gamma_0(B^a(K/2)^C) \leq Ce^{-cK^2},
\]
we have
\[
\gamma_0(E_{K,N,T}) \leq \sum_{j=0}^{J} \gamma_0(\Phi_{-\tau_K}^N(B^a(K/2))^C)
= \sum_{j=0}^{J} \gamma_0(B^a(K/2))^C \lesssim Je^{-cK^2} \lesssim TKe^{-cK^2},
\]
where we used (5.1) and then (5.3) in the last inequality.

Let \( \{N_K\}_{K \in \mathbb{N}} \) be a diverging sequence and
\[
E_T := \bigcap_{K \in \mathbb{N}} E_{K,N_K,T}.
\]
Using (5.5) and Proposition 2.5, we will first show that given $T > 0$, the flow $\Phi_t$ is well defined for $t \in [0, T]$ and for all initial data in $E_T^C$ and that $\gamma_0(E_T) = 0$. Once we have that, the statement follows simply removing the set $\bigcup_{T \in \mathbb{Z}} E_T$ which has zero $\gamma_0$-measure (negative times are covered just by time reversibility).

Let us consider
\[
E_{K,N,T}^C := \left\{ u \in B^a(K/2) \right\} \cap \left\{ u \in \Phi_{-\tau_K}^N(B^a(K/2))^C \right\}
\]
(5.7)
\[
= \left\{ u \in \Phi_{-J\tau_K}^N(B^a(K/2))^C \right\} \cap \left\{ u \in \Phi_{-J\tau_K}^N(B^a(K/2))^C \right\} \cap \left\{ u \in \Phi_{-J\tau_K}^N(B^a(K/2))^C \right\}.
\]
Since
\[
\Phi_{j\tau_K}^N E_{K,N,T}^C \subset B^a(K/2), \quad j = 0, \ldots, J + 1,
\]
by the group property of the flow we can apply Proposition 2.2 on each time interval $[j\tau_K, (j + 1)\tau_K]$ so that we have
\[
\sup_{t \in [0,T]} \sup_{N \in \mathbb{N}} \sup_{\varphi(0) \in E_{K,N,T}^C} \| \Phi_t^N \varphi(\cdot, 0) \|_{C^a} \leq K, \quad j = 0, \ldots, J + 1.
\]
Thus, for all $K > 1$ we can pick $N_K$ sufficiently large and invoke Proposition 2.5, so that we deduce that also $\Phi_t$ is well defined for times $t \in [0, T]$ and data in
\[
E_T^C = \bigcup_{K \in \mathbb{N}} E_{K,N_K,T}.
\]
On the other hand, by (5.5) we have
\begin{align*}
\gamma_0(E_T) &= \gamma_0 \left( \bigcap_{K \in \mathbb{N}} E_{K,N_K,T} \right) \\
&\leq \lim_{K \to \infty} \gamma_0(E_{K,N_K,T}) = 0,
\end{align*}
as claimed.

This proves the first part of the statement. The second part is to show that \( \gamma_0 \) is invariant under the flow \( \Phi_t \). We already know that \( \gamma_0 \) is invariant under the approximated flow \( \Phi_t^N \), for all \( N \in \mathbb{N} \). The goal is to pass to the limit \( N \to \infty \).

Because of time reversibility, it suffices to show that for all Borel sets \( A \) such that
\[ A \subset \bigcup_{T \in \mathbb{Z}} E_T^C \quad (\Phi_t \text{ is well-defined on } \bigcup_{T \in \mathbb{Z}} E_T^C), \]
we have
\begin{equation}
(5.8) \quad \gamma_0(\Phi_t(A)) \leq \gamma_0(A) \quad \forall t \in \mathbb{R}.
\end{equation}

In fact it suffices to prove (5.8) for compact sets, then the general case follows by the inner regularity of \( \gamma_0 \). Let \( A \) be compact in the \( C^\alpha \) topology and thus, in particular, \( A \subseteq B^\alpha(K) \) for some \( K \in \mathbb{N} \). Using (2.13) we know that
\begin{equation}
(5.9) \quad \sup_{t \in [0,T]} \| \Phi_t u - \Phi_t^N u \|_{C^\nu} \leq \varepsilon, \quad \nu < \alpha.
\end{equation}

This implies
\[ \Phi_t(A) \subseteq \Phi_t^N(A) + B^\nu(\varepsilon), \quad |t| \leq T \]
and so
\begin{equation}
(5.10) \quad \gamma_0(\Phi_t(A)) \leq \gamma_0(\Phi_t^N(A) + B^\nu(\varepsilon)), \quad |t| \leq T.
\end{equation}

Since \( \Phi_t^N(A) \) is compact, we have \( \Phi_t^N(A) = \bigcap_{\varepsilon > 0} (\Phi_t^N(A) + B^\nu(\varepsilon)) \), so that we can pass to the limit \( \varepsilon \to 0 \) in (5.10) using the dominated convergence theorem, getting
\[ \gamma_0(\Phi_t(A)) \leq \gamma_0(\Phi_t^N(A)). \]

Then the invariance of \( \gamma_0 \) under the flow of \( \Phi_t^N \) (see Proposition 5.1) implies (5.8), as desired. \( \square \)

6 Quasi-invariant measures for the BBM equation

In this section we prove the first part of Theorem 1.3. The proof of formula (1.6) for the density is postponed to Section 7. Define the family of measures for \( N \in \mathbb{N} \)
\begin{equation}
(6.1) \quad \rho_{s,N}(du) := e^{-\|P_N u\|_{L^r H}^2} \mathcal{P}_{\frac{\beta}{2}} \gamma_s(du), \quad r > 2.
\end{equation}
One readily verifies that \( \rho_{s,N}(du) \) converges to \( \rho_s \), defined in (1.5), as \( N \to \infty \) (the density of \( \rho_{s,N}(du) \) w.r.t. \( \gamma_s \) converges to that of \( \rho_s \) in \( L^1(\gamma_s) \)). Note that for all \( N \) the measures \( \rho_{s,N}(du) \) and \( \rho_s(du) \) depend on the parameters \( R, r, \beta \), even though in the sequel we will systematically omit that in the notation. We denote

\[
E_N := \operatorname{span}_\mathbb{R} \{(\cos(nx), \sin(nx)), \quad |n| \leq N\}.
\]

Note that \( \dim E_N = 2N + 1 \); \( E_N^\perp \) is the orthogonal complement of \( E_N \) in the topology of \( L^2(\mathbb{T}) \). Letting \( \gamma_{s,N} \perp \) be the measure induced on \( E_N^\perp \) by the map (recall (1.2))

\[
\varphi_s(\omega, x) = \sum_{|n| > N} g_n(\omega) \frac{e^{inx}}{(1 + |n|^{2s + \beta})^{1/2}},
\]

the measure \( \gamma_s \) factorises over \( E_N \times E_N^\perp \) as

\[
\gamma_s(du) := \frac{1}{Z_N} \exp\left(-\frac{\|P_N u\|_{H^{s+\beta/2}}^2}{2}\right) L_N(dP_Nu) \gamma_{s,N}^\perp(du),
\]

where \( L_N \) is the Lebesgue measure induced on \( E_N \) by the isomorphism between \( \mathbb{R}^{2N+1} \) and \( E_N \) and \( Z_N \) is a renormalisation factor. This factorisation is useful since we know by [30, Lemma 4.2] that the Lebesgue measure \( L_N \) is invariant under \( \Phi_t P_N = P_N \Phi_t^N \).

**Proposition 6.1.** Let \( \beta \in (1, 2], s > \beta/2, r > 2 \) and \( s + \beta/2 > 3/2 \). Let \( \alpha > 0 \) be such that

\[
1 + \alpha < \beta, \quad s - \alpha > \beta/2.
\]

Let \( \sigma = \sigma(r, \alpha, \beta, s) \in (0, 1) \) be defined as

\[
\sigma := \max\left(1 - \frac{\alpha}{r(2s - \beta)}, \frac{1}{2}, \frac{1}{r}\right).
\]

For any measurable set \( A \) and for all \( t \in \mathbb{R} \)

\[
\rho_{s,N}(\Phi_t^N(A)) \leq \rho_{s,N}(A) \exp(p \log(1 + c(R, r)|t|\rho^{\sigma-1}(\rho_{s,N}(A))^{-1/p})), \quad p \in [1, \infty).
\]
Proof. Using definition (6.1), the factorisation (6.3) and [30, Proposition 4.1], we have for all measurable $E$

$$
\rho_{s,N} \circ \Phi_t^N(E) \\
= \int_{\Phi_t^N(E) \cap B_2^R} \gamma_s(du) \exp(-\|P_N u\|^2_{H^r}) \\
= \int_{E \cap B_2^R} p_N(dP_N u) \gamma_{s,N}(dP_N u) \exp(-\|P_N \Phi_t^N u\|^2_{H^r}) \\
\times \exp \left(-\frac{1}{2} \|P_N \Phi_t^N u\|^2_{H^r} + \frac{1}{2} \|P_N \Phi_t^N u\|^2_{H^r} \right) \\
(6.6) \\
= \int_{E \cap B_2^R} \gamma_s(du) \exp(-\|P_N \Phi_t^N u\|^2_{H^r}) \\
\times \exp \left(-\frac{1}{2} \|P_N u\|^2_{H^r} + \frac{1}{2} \|P_N \Phi_t^N u\|^2_{H^r} \right),
$$

where we used the Jacobian determinant $|\det D_P \Phi_t^N(u)| = 1$ (see [30, Lemma 4.2]) and in the second identity we used (3.1). Using that

$$
t \in (\mathbb{R}, +) \rightarrow \Phi_t^N
$$

is a one-parameter group of transformations, we can easily check that

$$
(6.7) \quad \frac{d}{dt}(\rho_{s,N} \circ \Phi_t^N(A)) \big|_{t=\bar{t}} = \frac{d}{dt}(\rho_{s,N} \circ \Phi_t^N(\Phi_t^N A)) \big|_{t=0},
$$

with (6.6)–(6.7) under the choice $E = \Phi_t^N A$, we arrive at

$$
\frac{d}{dt}(\rho_{s,N} \circ \Phi_t^N(A)) \big|_{t=\bar{t}} = \frac{d}{dt}(\rho_{s,N} \circ \Phi_t^N(\Phi_t^N A)) \big|_{t=0},
$$

(6.8)

$$
= -\int_{\Phi_t^N(A)} \rho_{s,N}(du) \exp \left(-\frac{1}{2} \|P_N u\|^2_{H^r} + \frac{1}{2} \|P_N \Phi_t^N u\|^2_{H^r} \right) \bigg|_{t=0}
\times \left( r \|P_N u\|^{2r-2}_{H^r} \frac{d}{dt} \|P_N \Phi_t^N u\|_{H^r} \bigg|_{t=0} + \frac{1}{2} \frac{d}{dt} \|P_N \Phi_t^N u\|^2_{H^r} \bigg|_{t=0} \right).
$$
Now by Proposition 3.1 (recall $\theta := \frac{2a}{2s-\beta}$) we have
\[
\left| \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \left( \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{2r-2} \frac{d}{dt} \| P_{N} \Phi_{t}^{N} u \|_{H_{s+\frac{\beta}{2}}}^{2} \right)_{t=0} \right| 
\lesssim R^{1+\theta} \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{2r-\theta}
\leq (1 + R^{2}) \left( \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{(2r-\theta)p} \right)^{\frac{1}{p}} \left( \rho_{s,N}(\Phi_{t}^{N}(A)) \right)^{1 - \frac{1}{p}},
\]
where we used Hölder’s inequality in the last line. We have
\[
\left( \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{(2r-\theta)p} \right)^{\frac{1}{p}} = \left( \int_{\Phi_{t}^N(A) \cap B_{\frac{\beta}{2}}(R)} \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{(2r-\theta)p} \exp(-\| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{2r}) \gamma_{s}(du) \right)^{\frac{1}{p}},
\]
\[
\leq \left( \int \left( \sup_{x \geq 0} x^{2r-\theta} \exp(-x^{2r}) \right) \gamma_{s}(du) \right)^{\frac{1}{p}},
\]
\[
\leq \sup_{x \geq 0} x^{2r-\theta} e^{-\frac{x^{2r}}{r}} \lesssim p^{1 - \frac{r}{2}},
\]
so that
\[
\left| \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \left( \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{2r-2} \frac{d}{dt} \| P_{N} \Phi_{t}^{N} u \|_{H_{s+\frac{\beta}{2}}}^{2} \right)_{t=0} \right| 
\lesssim R^{1+\theta} p^{1 - \frac{r}{2}} \left( \rho_{s,N}(\Phi_{t}^{N}(A)) \right)^{1 - \frac{1}{p}}
\leq R^{1+\theta} p^{s} \left( \rho_{s,N}(\Phi_{t}^{N}(A)) \right)^{1 - \frac{1}{p}}.
\]
To bound
\[
\left| \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \frac{d}{dt} \left( \| P_{N} \Phi_{t}^{N} u \|_{H_{s+\frac{\beta}{2}}}^{2} \right)_{t=0} \right|
\leq \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{3},
\]
we use Proposition 3.3, so that
\[
\left| \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \frac{d}{dt} \left( \| P_{N} \Phi_{t}^{N} u \|_{H_{s+\frac{\beta}{2}}}^{2} \right)_{t=0} \right| 
\leq \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{3}
\leq \int_{\Phi_{t}^N(A)} \rho_{s,N}(du) \| P_{N} u \|_{H_{s+\frac{\beta}{2}}}^{3} \| P_{N} \partial_{s} u \|_{L^{\infty}}.
\]
We use Hölder’s inequality for the first and second summand. For the first summand
we have (proceeding as in (6.9))

\[
(6.11) \lesssim \left( \int_{\Phi^N_t(A)} \rho_{s,N}(du) \|P_Nu\|_{L^p}^2 \right)^{1/2} \left( \rho_{s,N}(\Phi^N_t(A)) \right)^{1-\frac{2}{p}}
\]

\[
(6.13) \lesssim \left( \sup_{x \geq 0} x^3 e^{-\frac{\sigma^2}{\tau^2}} \right) \rho_{s,N}(\Phi^N_t(A))^{1-\frac{1}{p}}
\]

\[
\lesssim p^{\frac{2}{p}} (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}} \lesssim p^\sigma (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}}.
\]

In the last line we used \(\frac{3}{2}\sigma \leq \frac{1}{2} + \frac{1}{r} \leq \sigma\), which is true for \(r > 2\). To handle the second summand, we need to use the estimate

\[
(6.14) \left( \int \|P_N \partial_x u\|_{L^p}^p \gamma_s(du) \right)^{1/p} \lesssim \sqrt{p}
\]

which is valid for \(s + \beta/2 > 3/2\). For the proof of (6.14) we refer to [30, Lemma 6.1]. Note that in Lemma 6.1 of [30] the estimate is proved for the operator \(|D_x|^{s+\frac{1}{2} - \epsilon}\), \(\epsilon > 0\), however it is easy to check that the proof works once we replace \(|D_x|^{s+\frac{1}{2} - \epsilon}\) with \(\partial_x\), as long as \(s + \beta/2 > 3/2\). Thus, by Hölder’s inequality and (6.14) we get

\[
(6.12) \lesssim \left( \int_{\Phi^N_t(A)} \rho_{s,N}(du) \|P_Nu\|_{H^s}^{2p} \|\partial_x P_Nu\|_{L^\infty}^p \right)^{1/2} \left( \rho_{s,N}(\Phi^N_t(A)) \right)^{1-\frac{1}{p}}
\]

\[
(6.15) \lesssim \left( \sup_{x \geq 0} x^2 e^{-\frac{\sigma^2}{\tau^2}} \right) p^{\frac{1}{p}} (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}}
\]

\[
\lesssim p^{\frac{1}{p} + \frac{1}{2}} (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}} \lesssim p^\sigma (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}}.
\]

Therefore by (6.10), (6.13), (6.15) we conclude that there is \(c(R)\) such that

\[
\frac{d}{dt} (\rho_{s,N} \circ \Phi^N_t(A)) \lesssim c(R, r)p^\sigma (\rho_{s,N}(\Phi^N_t(A)))^{1-\frac{1}{p}},
\]

from which we get

\[
(6.16) \frac{d}{dt} (\rho_{s,N} \circ \Phi^N_t(A))^{\frac{1}{2}} \lesssim c(R, r)p^\sigma - 1,
\]

whence (6.5) follows. \(\square\)

All the remaining statements of this section are understood to hold under the same assumptions of Proposition 6.1.

Zero measure sets remain of zero measure for all \(t\).

**Lemma 6.2.** For all measurable sets \(A\) such that \(\rho_s(A) = 0\), then \(\rho_s(\Phi_t(A)) = 0\) for all \(t \in \mathbb{R}\).
Recalling (1.5) and (6.1) we have that
\[ N \text{ for all } t_R \]
It is relevant for \( 0 \leq \delta < \varepsilon \) such that
\[ \rho \leq \delta/\varepsilon \quad \Rightarrow \quad (\rho_s, N)(A) \leq \varepsilon, \quad |t| \leq t_R. \]

Therefore for any \( \varepsilon \in (0, 1/2) \) we can take \( p = -\log_2 \varepsilon \) and see that there is
\[ 0 < \delta < \varepsilon^2 \text{ such that} \]
\[ \rho_s(A) \leq \delta \quad \Rightarrow \quad (\rho_s, N)(A) \leq \varepsilon, \quad |t| \leq t_R. \]

To upgrade the estimate to the limiting version
\[ \rho_s(A) \leq \delta \quad \Rightarrow \quad (\rho_s \circ \Phi_t)(A) \leq \varepsilon, \quad |t| \leq t_R, \]
we proceed as in [30, Lemma 8.1]. This yields (6.20) for \( |t| \leq t_R \). Since \( t_R \) only depends on \( R \) and the restriction \( \|u(t)\|_{H^{1/2}} \leq R \) is invariant under \( \Phi_t \) (see (3.1)), we can globalise to \( t \in \mathbb{R} \) by the usual gluing procedure.

The next statement generalises the foregoing lemma to sets of positive measure. It is relevant for \( 0 < \mu \ll 1 \).

**Proposition 6.3.** Let \( \sigma \in (0, 1) \) be as in Proposition 6.1, \( \mu > 0 \) and \( R > 0 \). There exists \( C(\sigma, \mu, R, r) > 0 \) such that for any measurable set \( A \) and \( t \in \mathbb{R} \),
\[ \rho_s(\Phi_t(A)) \leq \rho_s(A)^{1-\sigma/2} \exp(C(\sigma, \mu, R, r)(1 + |t|^{1/\mu})). \]

**Proof.** Due to Lemma 6.2 we can assume \( \rho_s(A) > 0 \). Consider
\[ p = \log \left( \frac{1}{2\rho_s(A)} \right), \]
and note that
\[ (2\rho_s(A))^{-\frac{1}{\gamma}} = e. \]
Recalling (1.5) and (6.1) we have that \( \rho_s, N(A) \to \rho_s(A) \) as \( N \to \infty \) for all measurable \( A \). Then since \( \rho_s(A) > 0 \) we can find \( \bar{N} = \vec{N}(A) \) such that \( \rho_s, N(A) \leq 2\rho_s(A) \) for all \( N > \bar{N} \).
Thus, for sufficiently large $N$, (6.5) reads as follows:

$$\rho_{s,N}(\Phi_t^N(A)) \leq 2\rho_s(A) \exp(p \log(1 + c(R, r)|t|p^{\alpha-1}(2\rho_s(A))^{-\frac{1}{\sigma}}))$$

$$= 2\rho_s(A) \exp(p \log(1 + c(R, r)|t|p^{\alpha-1}))$$

(6.24)

$$\leq 2\rho_s(A) \exp(c(R, r)|t|p^{\alpha})$$

$$\leq 2\rho_s(A) \exp\left(c(R, r)|t|\left(\ln\left(\frac{1}{2\rho_s(A)}\right)\right)^\sigma\right),$$

where we used (6.23) in the second line and allowed the constant $c(R, r)$ to increase by a fixed factor from line to line. For all $\mu > 0$ and $\sigma \in (0, 1)$ we have the Young inequality

$$|a||b| \leq \sigma(\mu|a|)^{\frac{\sigma}{\mu}} + (1 - \sigma)\left(\frac{|b|}{\mu}\right)^{\frac{1}{1 - \sigma}},$$

that we will use choosing

$$a = \left(\ln\left(\frac{1}{2\rho_s(A)}\right)\right)^\sigma, \quad b = c(R, r)|t|.$$

As a consequence the (6.24) gives

$$\rho_{s,N}(\Phi_t^N(A))$$

(6.25)

$$\leq 2\rho_s(A) \exp\left(\sigma\left(\ln\left(\frac{1}{2\rho_s(A)}\right)\right)^\sigma \exp\left(\frac{1 - \sigma}{\mu^{\frac{1}{1 - \sigma}}}(c(R, r)|t|)^{\frac{1}{1 - \sigma}}\right)\right)$$

$$\leq \rho_s(A)^{1 - \sigma\mu^*} \exp(C(\sigma, \mu, R, r)(1 + |t|^{\frac{1}{1 - \sigma}})).$$

Then to deduce (6.21) one argues as in [30, Lemma 8.1].

Therefore we have proved that $\rho_s \circ \Phi_t$ is absolutely continuous w.r.t. $\rho_s$ with a density

$$f_s(t, u) \in L^1(\rho_s).$$

(6.26)

In particular

$$\rho_s \circ \Phi_t \ll \rho_s \ll \gamma_s.$$

In fact $f_s$ belongs to all $L^p(\rho_s)$ spaces.

**Proposition 6.4.** We have

$$f_s(t, u) \in L^p(\rho_s)$$

for all $p \geq 1$ and $t \in \mathbb{R}$. 
Proof. Letting

\[ \tilde{C} := \exp(C(\sigma, \mu, R, r)(1 + |t|^\frac{1}{1-\sigma})), \]

\[ \delta := \sigma \mu \frac{1}{\sigma}, \]

we rewrite (6.21) as

\[ (6.28) \quad \rho_s(\Phi_t(A)) \leq \tilde{C} \rho_s(A)^{1-\delta}. \]

Note that we can make \( \delta \) arbitrarily small by choosing \( \mu \) sufficiently small. Let now \( \lambda > 0 \) and set

\[ (6.29) \quad A_{\lambda, t} := \{ u : f_s(t, u) > \lambda \}. \]

Using (6.29), (6.26), (6.28) we have

\[ (6.30) \quad \rho_s(A_{\lambda, a}) = \frac{1}{\lambda} \int_{A_{\lambda, a}} \lambda \rho_s(du) \leq \frac{1}{\lambda} \int_{A_{\lambda, a}} f_s(t, u) \rho_s(du) \]

\[ = \frac{1}{\lambda} (\rho_s \circ \Phi_t)(A_{\lambda, a}) \leq \frac{1}{\lambda} \tilde{C} \rho_s(A_{\lambda, a})^{1-\delta}. \]

Consequently

\[ (6.31) \quad \rho_s(A_{\lambda, a}) \lesssim \left( \frac{1}{\lambda} \right)^{1/\delta}. \]

Using (6.31) we write

\[ \| f_s(t, u) \|_{L^p(\rho_s)}^p = p \int_0^\infty \lambda^{p-1} \rho_s(A_{\lambda, a}) d\lambda \leq p \int_1^\infty \lambda^{p-1-\frac{1}{\delta}} d\lambda. \]

By (6.27) we see that taking \( \mu > 0 \) sufficiently close to zero, we have \( p-1-\frac{1}{\delta} < -1 \) so that the integral above is finite and the statement is proved. \( \square \)

7 Convergence of finite-dimensional densities for the BBM equation

In the last section we proved that \( \rho_s \circ \Phi_t \) is a.c. w.r.t. \( \rho_s \) and denoted the density by \( f_s(t, u) \). Here we complete the proof of Theorem 1.3, giving an explicit expression for \( f_s(t, u) \). Let

\[ \Gamma_N(u)(t) := -\frac{d}{dt} \left( \| P_N \Phi_t^N u \|_{H^r}^2 + \frac{1}{2} \| P_N \Phi_t^N u \|_{H^{r+\frac{1}{2}}}^2 \right) \]

and set

\[ f_{s, N}(t, u) := \exp \left( \int_0^t \Gamma_N(u)(\tau) d\tau \right), \quad f_s(t, u) := f_{s, \infty}(t, u). \]

The following result plays a key role in the sequel.
Proposition 7.1. Let $\beta \in (1, 2]$, $s > \frac{3}{2}$ and $p \geq 1$. The sequence $\{f_{s,N}(t, \cdot)\}_{N \in \mathbb{N}}$ converges in $L^p(\rho_s)$ to $\tilde{f}_s$, for all $p \geq 1$.

Proof. In the forthcoming Proposition 7.5 we will prove that, given $T > 0$, we have

$$
\sup_{N \in \mathbb{N}} \|f_{s,N}(t, \cdot)\|_{L^p(\rho_s)} \leq C(s, p, T), \quad |t| \leq T,
$$

for all $p \geq 1$. This fact and the convergence in measure of $\{f_{s,N}(t, \cdot)\}_{N \in \mathbb{N}}$ to $\tilde{f}_s$, defined in (7.2), guarantee that $f_{s,N}(t, \cdot) \to \tilde{f}_s(t, \cdot)$ in $L^p(\rho_s)$, for all $p \geq 1$. More precisely, the uniform bound (7.3) at a fixed $p$ guarantees convergence in $L^{p'}(\rho_s)$, for all $p' < p$ (for the details of this classical argument, see for instance [29, Lemma 3.7]). □

Once we have identified $\tilde{f}_s$, in order to complete the proof of Theorem 7.2, we need to show that $\tilde{f}_s$ coincides with the density $f_s$ of the transport of $\rho_s$ under the flow $\Phi_t$. This is the content of the next Proposition.

Proposition 7.2. Let $\beta \in (1, 2]$, $s > \frac{3}{2}$. Then $\tilde{f}_s(t, u) = f_s(t, u)$, $\rho_s$-a.s.

Proof. The assertion will follow from

$$
\int \psi(\Phi_t u) \rho_s(du) = \int \psi(u) \tilde{f}_s(t, u) \rho_s(du)
$$

for all non-negative real valued continuous $\psi$ with compact support in $H^s$. Indeed, since $f_s(t, u) \in L^1(\rho_s)$, using the inner regularity of the measure $\rho_s$ and recalling inequality (6.21) one can use (7.4) to deduce

$$
\int_{\Phi_t(E)} \rho_s(du) = \int_{E} \tilde{f}_s(t, u) \rho_s(du),
$$

for all measurable $E$. Recalling that $f_s(t, u)$ is (by definition) the density of $\rho_s \circ \Phi_t$ w.r.t. $\rho_s$, the proof would be concluded.

To prove (7.4), we fix $M > 0$ arbitrarily and w.l.o.g. we limit ourselves to considering test functions supported within $B^\beta(M)$. Moreover, since the measure $\rho_s$ is supported on $B^\beta(R)$ and $\|\Phi_t u\|_{H^\beta} = \|u\|_{H^\beta}$, we can also reduce to consider test functions $\psi$ supported within $B^\beta(R)$. Summarising we assume

$$
\text{supp}(\psi) \subset B^\beta(R) \cap B^\beta(M).
$$

Now, proceeding as in the first part of the proof of Proposition 6.1, we have for finite $N$ and for any such test function $\psi$

$$
\int \psi(\Phi_t^N u) \rho_{s,N}(du) = \int \psi(u) f_{s,N}(t, u) \rho_{s,N}(du).
$$
To pass to the limit as $N \to \infty$ on the l.h.s. of (7.6) we decompose:

\[(7.7) \quad \int \psi(\Phi_t^N u)\rho_s, N(du) = \int \psi(\Phi_t^N u)\rho_s(du) + \int \psi(\Phi_t^N u)(\rho_{s,N} - \rho_s)(du).\]

Recalling (1.5) and (6.1) we easily see that the second summand above goes to zero by dominated convergence. To show that the first summand converges to

\[\int \psi(\Phi_t u)\rho_s(du)\]

we take $\varepsilon > 0$ and choose a compact $K = K(\varepsilon)$ of $H^s$ such that

\[\left| \int \psi(\Phi_t^N u)\rho_s(du) - \int \psi(\Phi_t u)\rho_s(du) \right| \leq \frac{\varepsilon}{2} + \int_K |\psi(\Phi_t^N u) - \psi(\Phi_t u)|\rho_s(du);\]

this is possible because $\psi$ is bounded and $\rho_s$ is inner regular. To handle the second term on the r.h.s. we use the $H^s$ approximation of [30, Proposition 2.7], that is for all $\varepsilon' > 0$

\[(7.8) \quad \sup_{u \in K} \|\Phi_t^N u - \Phi_t u\|_{H^s} < \varepsilon',\]

taking $N$ sufficiently large (depending on $\varepsilon'$). Since $\psi$ is continuous, we can use (7.8) with $\varepsilon'$ sufficiently small in such a way that

\[\int_K |\psi(\Phi_t^N u) - \psi(\Phi_t u)|\rho_s(du) \leq \frac{\varepsilon}{2}\]

for all $N$ sufficiently large (depending on $\varepsilon$). This concludes the analysis of the l.h.s. of (7.6).

To pass to the limit as $N \to \infty$ on the r.h.s. of (7.6) we decompose:

\[(7.9) \quad \int \psi(u)f_{s,N}(t, u)\rho_s, N(du) = \int \psi(u)f_{s,N}(t, u)\rho_s(du) + \int \psi(u)f_{s,N}(t, u)(\rho_{s,N} - \rho_s)(du).\]

The first addendum converges to

\[\int \psi(u)f_{s}(t, u)\rho_s(du),\]

thanks to Proposition 7.1. To show that the second addendum converges to zero we set

\[G_N(u) := 1_{\{\|u\|_{H^s} \leq R_N(u)\}} \exp(-\|P_N u\|_{H^s}^2), \quad G(u) := 1_{\{\|u\|_{H^s} \leq R(u)\}} \exp(-\|u\|_{H^s}^2),\]
so that
\[ \rho_{s,N}(du) = G_N(u)\gamma_s(du), \quad \rho_s(du) = G(u)\gamma_s(du). \]
Clearly \( G_N(u) \) converges to \( G(u) \) in \( L^p(\gamma_s) \) for every \( p < \infty \). We rewrite the second addendum as
\[ \int \psi(u)f_{s,N}(t,u)(G_N(u) - G(u))\gamma_s(du). \]
We note that because of our assumption (7.5) we have
\[ \int |f_{s,N}(t,u)|^2|\psi(u)|^2\gamma_s(du) \lesssim e^{M^2r} \int |f_{s,N}(t,u)|^2\rho_s(du). \]
Therefore it follows by the \( L^2(\rho_s) \) boundedness of the sequence \( \{f_{s,N}(t,\cdot)\}_{N \in \mathbb{N}} \), proved in Proposition 7.1, that
\begin{equation}
(7.10) \quad \sup_{N \in \mathbb{N}} \|\psi(u)f_{s,N}(t,\cdot)\|_{L^2(\gamma_s)} \lesssim e^{M^2r}.
\end{equation}
But then by Hölder’s inequality
\[
\left| \int \psi(u)f_{s,N}(t,u)(G_N(u) - G(u))\gamma_s(du) \right| \\
\leq \sup_{N \in \mathbb{N}} \|\psi(u)f_{s,N}(t,u)\|_{L^2(\gamma_s)}\|G_N(u) - G(u)\|_{L^2(\gamma_s)} \\
\lesssim e^{M^2r}\|G_N(u) - G(u)\|_{L^2(\gamma_s)} \to_{N \to \infty} 0,
\]
concluding the proof. \( \square \)

**Remark 7.3.** It is worth mentioning that with some more work and keeping track on the uniformity in \( t \) of the estimates in Proposition 7.2, one can show the stronger statement
\[ \rho_s \left( \bigcup_{|t| \leq T} \{f_{s}(t,u) \neq \tilde{f}_{s}(t,u)\} \right) = 0 \]
for any \( T > 0 \). Moreover, by similar considerations, the convergence proved in Proposition 7.1 can be promoted to convergence in \( C((0,T);L^p(\rho_s)) \). The same applies, after obvious modifications, to Proposition 9.1 and Proposition 9.2 below.

Next we state and prove the two crucial properties used in the proof of Proposition 7.1.

**Proposition 7.4.** Let \( \beta \in (1,2], \ s > 3/2 \). Then \( e^{\int_0^T \Gamma_s(u(t))dt} \to e^{\int_0^T \Gamma(u(t))dt} \) as \( N \to \infty \) uniformly over compact subsets of \( H^s \); in particular, it converges in measure w.r.t. \( \rho_s \).
Proof. By the continuity of the exponential function it is sufficient to show that
\[
\int_0^T \Gamma_N(u)(t)dt \to \int_0^T \Gamma(u)(t)dt
\]
as \(N \to \infty\) uniformly on any compact subsets of \(H^s\).

Since
\[
\left| \int_0^T \Gamma_N(t)dt - \int_0^T \Gamma(t)dt \right| \leq |T| \sup_{t \in [0,T]} |\Gamma_N(t) - \Gamma(t)|
\]
(7.11) follows by
\[
\sup_{t \in [0,T]} |\Gamma_N(t) - \Gamma(t)| \to 0
\]
as \(N \to \infty\) uniformly on any compact subsets of \(H^s\).

Since \(s > 3/2\) we can bound
\[
\|P_N \Phi^N_t u\|_{W^{1,\infty}} \lesssim \|\Phi^N_t u\|_{H^s}.
\]
Let \(\varepsilon > 0\). By (3.19)–(3.21) in Lemma 3.4 and [30, Propositions 2.6–2.7] we have that for all \(\varepsilon' > 0\) if \(u\) is in a compact set \(K \subset B^s(M)\) then
\[
\sup_{t \in [0,T]} |\Gamma_N(t) - \Gamma(t)| \leq C(M, T)\varepsilon'
\]
for all \(N\) sufficiently large, depending on \(K, \varepsilon'\). Thus to prove (7.12) it suffices to take \(\varepsilon' < \frac{\varepsilon}{C(M, T)}\).

In particular, we have convergence in measure of \(e^{\int_0^T \Gamma_N(u)(t)dt}\) to \(e^{\int_0^T \Gamma(u)(t)dt}\). Indeed, the uniform convergence of \(e^{\int_0^T \Gamma_N(u)(t)dt}\) to \(e^{\int_0^T \Gamma(u)(t)dt}\) on compact sets ensures that, for all \(\lambda > 0\) and \(K\) compact, we have
\[
\sup_{u \in K} |e^{\int_0^T \Gamma_N(u)(t)dt} - e^{\int_0^T \Gamma(u)(t)dt}| < \lambda,
\]
for all sufficiently large \(N\). Thus
\[
\rho_s\left( |e^{\int_0^T \Gamma_N(u)(t)dt} - e^{\int_0^T \Gamma(u)(t)dt}| > \lambda \right) < \rho_s(K^C),
\]
for all sufficiently large \(N\). Then we can choose \(K\) such that \(\rho_s(K^C)\) is arbitrarily small by the inner regularity of \(\rho_s\).

We conclude by proving the uniform \(L^p(\rho_s)\) bound (7.3). Recalling the definition (7.2) of \(f_{s,N}\) we deduce (7.3) by (7.14) below.
Proposition 7.5. Let $\beta \in (1, 2]$, $s > 3/2$, $|T| > 0$, $R > 0$ and $p \geq 1$. We have

\[
\sup_{\tau \in [0, T]} \left| e^{\int_0^\tau \Gamma_N(u(t))dt} \right|_{L^p(\rho_s)} \leq C(p, |T|, R, s, r).
\]

Proof. In order to prove (7.14), we start by noting that the inequality (3.20) and the bound (3.4) allow us to estimate ($\varepsilon > 0$ is arbitrarily small)

\[
\sup_{\tau \in [0, T]} \left| e^{\int_0^\tau \Gamma_N(u(t))dt} \right|_{L^p(\rho_s)} \leq C(T) \left( \|u\|_{H^{s+\varepsilon}}^2 + \|u\|_{H^{s-\varepsilon}}^2 \right);
\]

The constant $C(|T|)$, possibly increasing from line to line, also depends on the fixed parameters $r$, $R$. Therefore

\[
e^{\int_0^T \Gamma_N(u(t))dt} \leq e^{C(|T|)\|u\|_{H^{s+\varepsilon}}^2} \leq e^{C(|T|)\|u\|_{H^{s+\varepsilon}}^2} e^{C(|T|)\|u\|_{H^{s-\varepsilon}}^2} e^{C(|T|)\|u\|_{H^{s-\varepsilon}}^2}
\]

and since the right-hand side is independent of $N$, we get by Hölder’s inequality

\[
\sup_{\tau \in [0, T]} \left| e^{\int_0^\tau \Gamma_N(u(t))dt} \right|_{L^p(\rho_s)} \leq \|e^{C(|T|)\|u\|_{H^{s+\varepsilon}}^2}\|_{L^{2^p}(\rho_s)} \times \|e^{C(|T|)\|u\|_{H^{s-\varepsilon}}^2}\|_{L^{2^p}(\rho_s)}.
\]

We have ($\tau := t/C(|T|)$)

\[
(7.16) = \int_0^\infty d\tau 2^p \rho_s(\|u\|_{H^{s+\varepsilon}}^2) \geq \tau,
\]

\[
(7.17) = \int_0^\infty d\tau 2^p \rho_s(\|u\|_{H^{s-\varepsilon}}^2) \geq \tau.
\]

For (7.18) we have

\[
\rho_s(\|u\|_{H^{s+\varepsilon}}^2) \geq \tau^4
\]

\[
\leq C[\exp(-c(R)\tau^{\frac{2s-\beta}{3s-3\beta}}) + \exp(-\tau^s)] \leq C e^{\exp(-c(R)\tau^\frac{s}{2})},
\]

where we used the forthcoming Lemma 7.6 ($N = \infty$) along $\frac{2s-\beta}{3s-3\beta} > 1$ for $s > \frac{3}{2}$ and $\varepsilon > 0$ sufficiently small. Therefore (recall $r > 2$)

\[
r.h.s. of (7.18) \leq \int_0^\infty d\tau 2^p c(R) \tau^\frac{s}{2} =: C(\rho, |T|, R) < \infty.
\]
We pass now to (7.19). We split:

\[ \rho_s(\|u\|_{H^{s+\frac{2}{r}}} \geq \tau^{\kappa_1}) + \rho_s(\|u\|_{H^{s+\frac{2}{r}}} \geq \tau^{\kappa_2}) + \rho_s(\|u\|_{H^{s+\frac{2}{r}}} \geq \tau^{\kappa_3}) \]

\[ \leq Ce^{-c(R)t^m}, \]

where we have to use Lemma 7.6 \((N = \infty)\) and

\[ \kappa_1 + \kappa_2 + \kappa_3 = 1, \quad \kappa_1 > \frac{3 + 2\varepsilon - \beta}{2r(2s - \beta)}, \quad \kappa_2 > 1 - \frac{1}{r}, \quad \kappa_3 > \frac{1}{r} - \frac{\beta}{r(2s - \beta)} \]

to ensure \(m = m(s, r) > 1\). We see by direct inspection that, taking \(\varepsilon > 0\) sufficiently small, the system (7.22) has always a solution for all \(r > 2\) and \(\beta > 1\).

Thus there is \(m > 1\) for which

\[ \text{r.h.s. of (7.19)} \leq \int_0^\infty dt e^{2pt - c(R)(\frac{\tau}{t})^m} =: C_2(p, |T|, R, s, r) < \infty \]

and the proof is concluded. \(\square\)

The following concentration bound of the Sobolev norms for the measure \(\rho_s\) is used in the previous proof and improves the one achieved using \(\gamma_s\) (restricted to \(B_\beta^H(R)\)) for all \(s \geq \frac{\beta}{2}(1 + (r - 1)^{-1})\).

**Lemma 7.6.** Let \(\beta > 1, \kappa > 0\) and \(\varsigma \leq s\). Set

\[ a := 2r\kappa \left( \frac{2s - \beta}{2\varsigma - \beta} \right), \quad b := 4r \frac{s - \beta}{2\varsigma - \beta}. \]

If \(2\varsigma > \beta\), there are \(C, c > 0\) such that for all \(N \in \mathbb{N} \cup \{\infty\}\)

\[ \rho_s(\|P_N u\|_{H^s} \geq \tau^k) \leq C \exp \left( -c \frac{t^a}{R^b} \right). \]

Otherwise, if \(2\varsigma \leq \beta\) the l.h.s. probability is identically zero for any \(N \in \mathbb{N} \cup \{\infty\}\) for all \(t > R^\varsigma\).

**Proof.** Let \(j_t\) be the largest element of \(\mathbb{N} \cup \{\infty\}\) such that

\[ 2^{j_t - \frac{j_t}{2}} < t^\varsigma/R \quad \text{for} \quad j < j_t. \]

We split:

\[ \|P_N u\|_{H^s}^2 \leq \sum_{0 \leq j < j_t} 2^{2j_t} \|\Delta_j P_N u\|_{L^2}^2 + \sum_{j \geq j_t} 2^{2j} \|\Delta_j P_N u\|_{L^2}^2. \]
Note that if \( \varsigma - \frac{\beta}{2} \leq 0 \) and \( t^\kappa > R \), then \( j_i = \infty \) and the second summand above is zero. Thus the following bound,

\[
\sum_{0 \leq j < j_i} 2^{2i} \| \Delta_j P_N u \|_{L^2}^2 \leq \sum_{0 \leq j < j_i} 2^{2j(\varsigma - \frac{\beta}{2})} \| \Delta_j P_N u \|_{H^{\frac{\kappa}{2}}}^2 < t^{2\kappa} \quad \text{(use (7.26))},
\]

holds \( \rho_s \)-a.s., therefore

\[
(7.28) \quad \rho_s \left( \sum_{0 \leq j < j_i} 2^{2i} \| \Delta_j P_N u \|_{L^2}^2 \geq t^{2\kappa} \right) = 0.
\]

Thus

\[
(7.29) \quad \rho_s \left( \| P_N u \|_{H^\kappa} \geq t^{\frac{\kappa}{2}} \right) \leq \rho_s \left( \sum_{j \geq j_i} 2^{2j} \| \Delta_j P_N u \|_{L^2}^2 \geq \frac{1}{2} t^{2\kappa} \right).
\]

Moreover, we note that

\[
(7.30) \quad \sum_{j \geq j_i} 2^{2j} \| \Delta_j P_N u \|_{L^2}^2 \leq 2^{-2j(\varsigma - \frac{\beta}{2})} \sum_{j \geq j_i} 2^{2j} \| \Delta_j P_N u \|_{L^2}^2 \leq 2^{-2j(\varsigma - \frac{\beta}{2})} \| P_N u \|_{H^\kappa}^2.
\]

Therefore, assuming \( \varsigma - \frac{\beta}{2} > 0 \) we have

\[
(7.31) \quad \text{r.h.s. of (7.29)} \leq \rho_s \left( \| P_N u \|_{H^\kappa} \geq 2^{2j(\varsigma - \frac{\beta}{2}) - 1} t^{2\kappa} \right)
\]

\[
\leq Ce^{-ct2^{2j(\varsigma - \frac{\beta}{2})}} \leq C \exp(-ct \frac{2^{r(\varsigma - \frac{\beta}{2})}}{R^{4r}} < \frac{\beta}{2}).
\]

\[\square\]

8 Quasi-invariant measures for the NLS equation

In this section we prove the first part of Theorem 1.5. The proof of the formula (1.11) for the density is postponed to Section 9. The following result replaces [26, Proposition 2.1].

**Lemma 8.1.** Let \( m_0 \) be given by Theorem 4.4 and \( 2r > m_0 + 1 \). Then for every \( \delta > 0 \) there is \( C = C(\delta, r, k) > 0 \) such that for all \( N \in \mathbb{N} \cup \{ \infty \} \)

\[
\int_{\| u \|_{L^2} + E_1(u) \leq R} \gamma_{2k}(du) e^{-R_{2k}(P_N u) - \delta \| P_N u \|_{H_{2k-1}}^{2r}} \leq C.
\]

**Proof.** By Theorem 4.4, \( |R_{2k}(P_N u)| \leq \| P_N u \|_{H_{2k-1}}^{m_0 + 1} \). So

\[
\int_{\| u \|_{L^2} + E_1(u) \leq R} \gamma_{2k}(du) e^{-R_{2k}(P_N u) - \delta \| P_N u \|_{H_{2k-1}}^{2r}} \leq \int_{\| u \|_{L^2} + E_1(u) \leq R} \gamma_{2k}(du) e^{\| P_N u \|_{H_{2k-1}}^{m_0 + 1} - \delta \| P_N u \|_{H_{2k-1}}^{2r}},
\]

and since \( 2r > m_0 + 1 \) we have the assertion. \[\square\]
Therefore we can define for \( k \in \mathbb{N} \)
\[
\mu_{2k,N}(du) := 1_{\{\|u\|_{L^2} + E_1(u) \leq R\}} \exp(-R_{2k}(P_N u) - \|P_N u\|_{H^{2k-1}}^{2r}) \mu_{2k}(du),
\]
and the sequence \( \{\mu_{2k,N}\}_{N \in \mathbb{N}} \) has a limit \( \mu_{2k} \) which is the candidate for our quasi-invariant measure. Again for all \( N \) the measures \( \mu_{2k,N} \) and \( \mu_{2k} \) depend on the parameters \( R, r \), but we do not report that in the notation.

From now on we will only work with \( r \gg m_0 \) in the sense of Lemma 8.1.

**Proposition 8.2.** Let \( k \in \mathbb{N} \setminus \{1\} \). For every measurable set \( A \) and every \( t \in \mathbb{R} \),
\[
\mu_{2k,N}(\Phi_t^N(A)) \leq \mu_{2k,N}(A) \exp(p \log(1 + c(R, r, k)|t|(\mu_{2k,N}(A))^{-\frac{1}{p}})).
\]

**Proof.** Proceeding as in the proof of Proposition 6.1, after a suitable change in the definition of the relevant objects, we can write for any measurable \( E \)
\[
\mu_{2k,N} \circ \Phi_t^N(E) = \int_E \mu_{2k,N}(du) \exp(\|P_N u\|_{H^{2k-1}}^{2r} - \|P_N \Phi_t^N u\|_{H^{2k-1}}^{2r}) \times \exp(\epsilon_{2k}(P_N u) - \epsilon_{2k}(P_N \Phi_t^N u));
\]
to justify this computation we only needed that the Jacobian determinant satisfies \( |\det DP_N \Phi_t^N(u)| = 1 \), that is a well-known consequence of the Hamiltonian structure of the quintic NLS, and the invariance of the constraint \( 1_{\{\|u\|_{L^2} + E_1(u) \leq R\}} \) under \( \Phi_t^N \), which follows by (4.2).

Taking \( E = \Phi_t^N A \) and using the group property of the flow
\[
\frac{d}{dt}(\mu_{2k,N} \circ \Phi_t^N(A)) \bigg|_{t_{\bar{t}}} = \frac{d}{dt}(\mu_{2k,N} \circ \Phi_t^N(\Phi_{\bar{t}}^N A)) \bigg|_{t_{\bar{t}}},
\]
we write
\[
\frac{d}{dt}(\mu_{2k,N} \circ \Phi_t^N(A)) \bigg|_{t_{\bar{t}}} = - \int_{\Phi_{\bar{t}}^N(A)} \mu_{2k,N}(du)
\]
\[
\times \left( r\|P_N u\|_{H^{2k-1}}^{2r-2} \frac{d}{dt}\|P_N \Phi_t^N u\|_{H^{2k-1}}^{2r} \bigg|_{t=0} + \frac{d}{dt}\epsilon_{2k}(P_N \Phi_t^N u) \bigg|_{t=0} \right).
\]

The derivative can therefore be estimated using Proposition 4.1 for the first summand and Theorem 4.4 for the second one. We have
\[
|(8.5)| \lesssim \int_{\Phi_{\bar{t}}^N(A)} \mu_{2k,N}(du)(1 + \|P_N u\|_{H^{2k-1}})^{2r},
\]
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where we used \( r \gg m_0 \). By Hölder’s inequality

\[
\int_{\Phi_t^N(A)} \mu_{2k,N}(du)(1 + \|P_Nu\|_{H^{2r-1}})^{2r}
\leq \left( \int \mu_{2k,N}(du)(1 + \|P_Nu\|_{H^{2r-1}})^{2rp} \right)^{\frac{1}{p}} \left( \mu_{2k,N}(\Phi_t^N(A)) \right)^{1-\frac{1}{p}}
\]

\[(8.7)\]

\[
\leq \left( \sup_{x \geq 1} 2x^{2r}e^{-x^2 \frac{r^2}{r^2}} \right) \left( \int_{\{||u||_{L^2} + C_1(u) \leq R\}} \gamma_k(du)e^{-Rk(P_Nu) - \frac{1}{2} \|P_Nu\|_{H^{2r-1}}^2} \right)^{\frac{1}{p}}
\times (\mu_{2k,N}(\Phi_t^N(A)))^{1-\frac{1}{p}}
\]

\[
\lesssim p(\mu_{2k,N}(\Phi_t^N(A)))^{1-\frac{1}{p}},
\]

where the last inequality is due to Lemma 8.1. Therefore we conclude that

\[
\frac{d}{dt} (\mu_{2k,N} \circ \Phi_t^N(A)) \leq c(R, r, k)p(\mu_{2k,N}(\Phi_t^N(A)))^{1-\frac{1}{p}},
\]

whence

\[
\frac{d}{dt} (\mu_{2k,N} \circ \Phi_t^N(A))^{\frac{1}{p}} \leq c(R, r, k),
\]

which gives (8.2).

Once we have achieved the estimate (8.2), we can take a well paved route to prove the quasi-invariance of \( \mu_{2k} \) under \( \Phi_t \). We shall only state the main steps of the proof without proofs, which can be directly adapted, for instance, from Section 6 or our previous paper [12].

As we noted in the proof of Lemma 6.2 (which works also for \( \sigma = 1 \)), the first outcome of a bound like (8.2) is that zero measure sets remain zero measure for all \( t \in \mathbb{R} \), namely

**Lemma 8.3.** For all measurable sets \( A \) such that \( \mu_{2k}(A) = 0 \), then

\[
\mu_{2k}(\Phi_t(A)) = 0
\]

for all \( t \in \mathbb{R} \).

The next statement is proved as [12, Lemma 3.3]. Note that this is weaker than Proposition 6.3, since we use the estimate (8.2) in place of the stronger estimate (6.5).

**Proposition 8.4.** There exists \( C(R, r, k) > 0 \) such that for any measurable set \( A \) one has

\[
\mu_{2k}(\Phi_t(A)) \leq \mu_{2k}(A)e^{-|t|C(R, r, A)}.
\]

\[(8.10)\]
Therefore we have proved that $\mu_{2k} \circ \Phi_t$ is absolutely continuous w.r.t. $\mu_{2k}$ and thereby w.r.t. $\gamma_{2k}$. Let us denote the density of the transported measure $f_{2k}(t, u) \in L^1(\mu_{2k})$. An important remark is that $f_{2k}$ has slightly more integrability.

**Proposition 8.5.** For any $t \in \mathbb{R}$ set $p = p(t) = (1 - e^{-|t|C(R,r,k)})^{-1} > 1$. Then $f_{2k}(t, u) \in L^p(\mu_{2k})$.

The proof is as in [12, Proposition 3.4]

9 Convergence of finite-dimensional densities for the NLS equation

In Section 8 we proved that $\mu_{2k} \circ \Phi_t$ is a.c. w.r.t. $\mu_{2k}$ and denoted the density by $f_{2k}(t, u)$. Here we give an explicit expression for $f_{2k}(t, u)$. Let

$$\Gamma_N(u)(t) := -\frac{d}{dt}(\|P_N \Phi_t^N u\|_{H^{2k-1}}^2 + E_{2k}(P_N \Phi_t^N u))$$

and set

$$f_{2k,N}(t, u) := \exp\left(\int_0^t \Gamma_N(u)(\tau) d\tau\right), \quad \bar{f}_{2k}(t, u) := f_{2k,\infty}(t, u).$$

The key fact on the sequence $\{f_{2k,N}(t, \cdot)\}_{N \in \mathbb{N}}$ is that for any $t \in [0, 1)$ it converges in $L^p(\mu_{2k})$ for some $p > 1$.

**Proposition 9.1.** Let $k \geq 2$ be an integer, $0 < T \ll 1$ (as in Lemma 9.3), $T \in (0, \bar{T})$. There is $p(\bar{T}) = p > 1$ such that for all $|t| < T$ the sequence $\{f_{2k,N}(t, \cdot)\}_{N \in \mathbb{N}}$ converges in $L^p(\mu_{2k})$ to $\bar{f}_{2k}$.

Proposition 9.1 is a consequence of the uniform $L^p(\mu_{2k})$ bound proved in Lemma 9.3. We noted this already in the case of the BBM equation (see Proposition 7.1). However, the uniform $L^p(\mu_{2k})$ estimates of Lemma 9.3 hold for small times, hence the same holds for Proposition 9.1. Then we obtain the following statement.

**Proposition 9.2.** Let $k \in \mathbb{N} \setminus \{1\}$. There exists $0 < \bar{T} \ll 1$ such that

$$\mu_{2k}\text{-a.s. for all } |t| < \bar{T}.$$
Proof. It suffices to prove that, given $T$ as in Lemma 9.3, for all $|t| < T$ and for all non negative real valued continuous $\psi$ with compact support in $H^{2k-\frac{1}{2}}$, 

\[(9.3) \quad \int \psi(\Phi_tw)\mu_{2k}(du) = \int \psi(u)f_{2k}(t, u)\mu_{2k}(du). \]

Indeed, since for such $t$, $f_{2k}(t, u) \in L^1(\mu_{2k})$, by the inner regularity of $\mu_{2k}$, (8.10) and (9.3) we obtain

\[
\int_{\Phi(t)E} \mu_{2k}(du) = \int_{E} f_{2k}(t, u)\mu_{2k}(du),
\]

for all measurable $E$. Recalling that $f_{2k}(t, u)$ is (by definition) the density of $\mu_{2k} \circ \Phi_t$ w.r.t. $\mu_{2k}$, the proof would be concluded.

We can consider only test functions $\psi$ supported within $B^{2k-\frac{1}{2}}(M)$ for a given $M > 0$:

\[(9.4) \quad \text{supp}(\psi) \subset \{u : \|u\|_{L^2} + \mathcal{E}_1(u) \leq R\} \cap B^{2k-\frac{1}{2}}(M). \]

Then

\[(9.5) \quad \int \psi(\Phi_t^Nu)\mu_{2k,N}(du) = \int \psi(u)f_{2k,N}(t, u)\mu_{2k,N}(du). \]

Write the l.h.s. of (9.5) as

\[
\int \psi(\Phi_t^Nu)\mu_{2k,N}(du) = \int \psi(\Phi_tw)\mu_{2k}(du) + \int \psi(\Phi_t^Nu)\mu_{2k}(du) - \int \psi(\Phi_tw)\mu_{2k}(du) + \int \psi(\Phi_t^Nu)(\mu_{2k,N} - \mu_{2k})(du).
\]

For the term (9.6) we take any $\varepsilon > 0$ and $K = K(\varepsilon)$ such that 

\[
\left| \int \psi(\Phi_t^Nu)\mu_{2k}(du) - \int \psi(\Phi_tw)\mu_{2k}(du) \right| \leq \frac{\varepsilon}{2} + \int_K |\psi(\Phi_t^Nu) - \psi(\Phi_tw)|\mu_{2k}(du).
\]

By Lemma 4.3 and the continuity of $\psi$ we get for all $\varepsilon > 0$

\[
\int_K |\psi(\Phi_t^Nu) - \psi(\Phi_tw)|\mu_{2k}(du) \leq \frac{\varepsilon}{2}
\]

for all $N$ sufficiently large (depending on $\varepsilon$). The term (9.7) goes to zero by dominated convergence. This concludes the analysis of the l.h.s. of (9.5)

On the r.h.s. of (9.5) we decompose:

\[(9.8) \quad \int \psi(u)f_{2k,N}(t, u)\mu_{2k,N}(du) = \int \psi(u)f_{2k,N}(t, u)\mu_{2k}(du) + \int \psi(u)f_{2k,N}(t, u)(\mu_{2k,N} - \mu_{2k})(du). \]
By Proposition 9.1 the first addendum converges to
\[
\int \psi(u)f_{2k}(t, u)\mu_{2k}(du).
\]

We set
\[
G_N(u) := 1_{\{[u]_2 + \varepsilon_1(u) \leq R\}}(u) \exp(-R_{2k}(P_N u) - \|P_N u\|_{H^{2k-1}}^{2r}),
\]
(9.9)
\[
G(u) := 1_{\{[u]_2 + \varepsilon_1(u) \leq R\}}(u) \exp(-R_{2k}(u) - \|u\|_{H^{2k-1}}^{2r}),
\]
(9.10)
so that
\[
\mu_{2k,N}(du) = G_N(u)\gamma_{2k}(du), \quad \mu_{2k}(du) = G(u)\gamma_{2k}(du)
\]
and we can rewrite the second summand in (9.8) as
\[
\int \psi(u)f_{2k,N}(t, u)(G_N(u) - G(u))\gamma_{2k}(du).
\]
The crucial point here is that the bound (4.17) (set \(v = 0\)) for \(R_{2k}(P_N u)\) and \(m_0 \ll r\) entail that there is a \(C > 0\) (this constant will vary during the proof) such that
\[
\exp(-R_{2k}(P_N u) - \|P_N u\|_{H^{2k-1}}^{2r}) \leq C
\]
for all \(N \in \mathbb{N}\) uniformly for \(u \in \text{supp}(\psi)\) (recall (9.4)). This yields immediately \(G_N(u) \to G(u)\) in \(L^p(\gamma_{2k})\) for all \(p \geq 1\) (see Lemma 8.1). Moreover, bearing in mind (9.4) we have that for a suitable \(p > 1\) given below by subsequent Lemma 9.3,
\[
\sup_{N \in \mathbb{N}} \int f_{2k,N}(t, u)\psi(u)^p_G \gamma_{2k}(du) \lesssim e^{CM^{2r}} \sup_{N \in \mathbb{N}} \int f_{2k,N}(t, u)\mu_{2k}(du) \lesssim e^{M^{2r}}.
\]
By Hölder’s inequality (\(q\) being the Hölder conjugate of \(p\))
\[
\left| \int \psi(u)f_{2k,N}(t, u)(G_N(u) - G(u))\gamma_{2k}(du) \right| \lesssim \sup_{N \in \mathbb{N}} \|\psi(u)f_{2k,N}(t, \cdot)\|_{L^p(\gamma_{2k})} \|G_N(u) - G(u)\|_{L^q(\gamma_{2k})} \lesssim e^{M^{2r}} \|G_N(u) - G(u)\|_{L^q(\gamma_{2k})} \to 0.
\]
So the second summand in (9.8) vanishes in the limit \(N \to \infty\) and the proof is concluded.

Next we globalise this statement as follows. Let \(|T| < \overline{T}\). We have to prove that for any measurable set \(A\) and all \(m \in \mathbb{N}\)
\[
\mu_{2k}(\Phi_m T(A)) \quad (9.12)
\]
\[
= \int_A \mu_{2k}(du) \exp(-\varepsilon_{2k}(\Phi_m T u) + \varepsilon_{2k}(u)) - \|\Phi_m T u\|_{H^{2k-1}}^{2r} + \|u\|_{H^{2k-1}}^{2r}).
\]
Since $T$ is arbitrarily chosen, we will have that for any measurable set $A$ and any $t \in \mathbb{R}$

$$
\mu_{2k}(\Phi_t(A)) = \int_A \mu_{2k}(du) \exp(-\mathcal{E}_{2k}(\Phi_{mT}u) + \mathcal{E}_{2k}(u) - \|\Phi_t u\|_{H^{2k-1}}^r + \|u\|_{H^{2k-1}}^r).
$$

(9.13)

We prove (9.12) by induction over $m$. The case $m = 1$ follows from Proposition 9.2. Assume now (9.12) holds for $m - 1$. We have

$$
\mu_{2k}(\Phi_{mT}(A)) = \mu_{2k}(\Phi_{(m-1)T}(\Phi_T(A)))
$$

$$
= \int_{\Phi_T(A)} \mu_{2k}(du) \exp(-\mathcal{E}_{2k}(\Phi_{(m-1)T}u) + \mathcal{E}_{2k}(u) - \|\Phi_{(m-1)T} u\|_{H^{2k-1}}^r + \|u\|_{H^{2k-1}}^r)
$$

$$
= \int_A (\mu_{2k} \circ \Phi_T)(du) \exp(-\mathcal{E}_{2k}(\Phi_{mT}u) + \mathcal{E}_{2k}(\Phi_T u) - \|\Phi_{mT} u\|_{H^{2k-1}}^r + \|\Phi_T u\|_{H^{2k-1}}^r)
$$

$$
= \int_A \mu_{2k}(du) \exp(-\mathcal{E}_{2k}(\Phi_{mT}u) + \mathcal{E}_{2k}(u) - \|\Phi_{mT} u\|_{H^{2k-1}}^r + \|u\|_{H^{2k-1}}^r).
$$

We used the induction assumption in the second identity and in the last identity, the cancellation at the exponent is again due to Proposition 9.2. This concludes the proof of Theorem 1.5.

It remains to prove Proposition 9.1. To this end we need two accessory results.

**Lemma 9.3.** Let $k \geq 2$ be an integer and $p \geq 1$. There exists $\bar{T} = \bar{T}(p, k, r, R)$ such that for all $|T| < \bar{T}$

$$
\sup_{N \in \mathbb{N}} \|e^{\int_0^T |\Gamma_N(a)(t)|dt} P_N u\|_{L^p(\mu_{2k})} \leq C(p, k, r, R, \bar{T}).
$$

(9.14)

**Proof.** We will need the standard estimate

$$
\|P_N \Phi_t^N u\|_{H^{2k-1}} \leq e^{C_k|T|} \|P_N u\|_{H^{2k-1}}, \quad \|u\|_{L^2} + \mathcal{E}_1(u) \leq R
$$

(9.15)

that can be deduced, for instance, from Proposition 4.1. Then, recalling (9.1) we can bound

$$
|\Gamma_N(u)(t)|dt \leq r \|P_N \Phi_t^N u\|_{H^{2k-1}}^2 \left[ \frac{d}{dt} \|P_N \Phi_t^N u\|_{H^{2k-1}}^2 \right] + \left[ \frac{d}{dt} \mathcal{E}_{2k}(P_N \Phi_t^N u) \right]
$$

$$
\leq C_{r, R, k} \|P_N \Phi_t^N u\|_{H^{2k-1}}^2
$$

as long as $\|u\|_{L^2} + \mathcal{E}_1(u) \leq R$; we used (4.5) and (4.18) together with $r \gg m_0$ in the second inequality. Thus, using (9.15) we arrive at

$$
|\Gamma_N(u)(t)|dt \leq C_{r, R, k} e^{C_k|T|} \|P_N u\|_{H^{2k-1}}^{2r}
$$

(9.16)
and so

\begin{equation}
\int_0^T |\Gamma_N(u)(t)| dt \leq |T| \sup_{t \in [0, T]} |\Gamma_N(u)(t)| \leq |T| |C_{r,R,k} e^{C_{r,R}|T|}| \|P_N u\|_{H^{2k-1}}^{2r}
\end{equation}

and

\[ e^p \int_0^T |\Gamma_N(u)(t)| dt \leq e^p |T| |C_{r,R,k} e^{C_{r,R}|T|}| \|P_N u\|_{H^{2k-1}}^{2r} \leq e^p |T| |C_{r,R,k} e^{C_{r,R}|T|}| \|u\|_{H^{2k-1}}^{2r}, \]

as long as \(|T| \leq T\) and \(\|u\|_{L^2} + \mathcal{E}_1(u) \leq R\). Since the last condition is satisfied in the support of \(\mu_{2k}\) and since the right-hand side is independent of \(N\), we can deduce that

\[
\sup_{N \in \mathbb{N}} \left\| e^p \int_0^T |\Gamma_N(u)(t)| dt \right\|_{L^p(\mu_{2k})} ^p 
\leq \int \gamma_{2k}(du) e^{pT |C_{r,R,k} e^{C_{r,R}|T|}| |u|_{H^{2k-1}}^{2r} e^{-R_{2k}(u) - |u|_{H^{2k-1}}^{2r}} \leq C(p, k, r, R, T)
\]

as long as

\[ pT |C_{r,R,k} e^{C_{r,R}|T|}| < 1. \]

This completes the proof of Lemma 9.3.  

\[ \square \]

\textbf{Lemma 9.4.} \textit{Let} \( k \geq 2 \) \textit{be an integer and} \( T > 0 \). \textit{Then} \( e^\int_0^T \Gamma_N(u)(t) dt \to e^\int_0^T \Gamma(u)(t) dt \) \textit{as} \( N \to \infty \) \textit{uniformly over compact subsets of} \( H^s \); \textit{in particular, it converges in measure w.r.t.} \( \mu_{2k} \).

\textbf{Proof.} By the continuity of the exponential function it is sufficient to show that

\begin{equation}
\int_0^T \Gamma_N(u)(t) dt \to \int_0^T \Gamma(u)(t) dt
\end{equation}

as \( N \to \infty \) uniformly on compact subsets of \( H^{2k-1} \).

Combining (4.9) in Lemma 4.2 and Lemma 4.5, we have for some \( 0 \mu_1 \leq \mu_2 < 2 \) and for arbitrary \( t \) that

\[
|\Gamma_N(t) - \Gamma(t)| \\
\leq C(r, R, k)(\|\Phi u\|_{H^{2k-1}}^{r-1} - \|P_N \Phi^N u\|_{H^{2k-1}}^{r-1})(1 + \|\Phi u\|_{H^{2k-1}}^{\ell} + \|P_N \Phi^N u\|_{H^{2k-1}}^{\ell}) \\
+ C(r, R, k) \sum_{j=1,2} \|\Phi u - P_N \Phi^N u\|_{H^{2k-1}}^{r_j}(1 + \|\Phi u\|_{H^{2k-1}}^{\ell} + \|P_N \Phi^N u\|_{H^{2k-1}}^{\ell}) \\
+ C(m_0, R, k)(\|\Phi u - P_N \Phi^N u\|_{H^{2k-1}})(1 + \|\Phi u\|_{H^{2k-1}}^{m_0} + \|P_N \Phi^N u\|_{H^{2k-1}}^{m_0}).
\]
Fix now $\varepsilon > 0$ arbitrarily small. The above formula together with Lemma 4.3 yields

\begin{equation}
\sup_{t \in [0,T]} |\Gamma_N(t) - \Gamma(t)| < \frac{\varepsilon}{T}
\end{equation}

for $N$ large enough, uniformly on compact subsets of $H^{2k-1}$. Since

\[ \left| \int_0^T \Gamma_N(t) dt - \int_0^T \Gamma(t) dt \right| \leq T \sup_{t \in [0,T]} |\Gamma_N(t) - \Gamma(t)|, \]

(9.18) follows. Convergence in measure can be deduced as in Lemma 7.4. \qed
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