Nanoscale probing of image-potential states and electron transfer doping in borophene polymorphs
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Abstract

Using field-emission resonance spectroscopy with an ultrahigh vacuum scanning tunneling microscope, we reveal Stark-shifted image-potential states of the $v_{1/6}$ and $v_{1/5}$ borophene polymorphs on Ag(111) with long lifetimes, suggesting high borophene lattice and interface quality. These image-potential states allow the local work function and interfacial charge transfer of borophene to be probed at the nanoscale and test the widely employed self-doping model of borophene. Supported by apparent barrier height measurements and density functional theory calculations, electron transfer doping occurs for both borophene phases from the Ag(111) substrate. In contradiction with the self-doping model, a higher electron transfer doping level occurs for denser $v_{1/6}$ borophene compared to $v_{1/5}$ borophene, thus revealing the importance of substrate effects on borophene electron transfer.
Main Text

Entirely synthetic two-dimensional (2D) materials [1] have no bulk counterparts and are frequently studied with in situ techniques that characterize electronic structure in the vicinity of the Fermi level [2]. Image potential states (IPSs) [3], however, are high-lying quantized states in a Rydberg series just below the vacuum level [4], offering a sensitive probe of material quality and interfacial coupling in substrate-supported 2D materials. In this context, interfacial charge transfer across weakly interacting and chemically hybridized interfaces are expected to be vastly different [5–7], thus motivating the study of IPSs in synthetic 2D materials. Although interfacial coupling is of particular interest for synthetic 2D materials due to their stabilization by substrate interactions and/or buckling [8–12], IPSs have thus far only been observed in graphene and hexagonal boron nitride [13,14].

Borophene, the 2D synthetic form of boron, is metallic in all synthesized polymorphs [10,15–18] and hosts massless Dirac fermions [19], charge density waves [16], and potentially superconductivity [20]. Compared to carbon, the electron deficiency of boron does not favor a two-center honeycomb lattice because the strong in-plane $sp^2$ bonding states would otherwise be partially filled. This electron deficiency is mitigated by partial filling of hollow hexagons (HHs) with boron atoms [21–24], leading to energetically similar borophene polymorphs with periodic HHs (with a vacancy concentration of $\nu$) embedded in an otherwise triangular lattice. Their stability is explained by a self-doping picture that describes added boron atoms as pure donors providing 3 electrons/atom to a fixed electronic structure of the honeycomb lattice ($\nu = 1/3$) [22,23]. The preferred borophene phase thus obeys a rule of filling, which requires all in-plane $sp^2$ bonding states to be filled and isoelectronic with graphene. In vacuum, $\nu = 1/9$ achieves the optimal filling, while on substrates, any interfacial charge transfer alters the ground state structure accordingly – a phase with larger $\nu$ would be associated with greater electron transfer from the substrate. The self-doping model has offered a general computational design rule for a variety of boron nanomaterials including metal borides [22,25,26], boron hydrides [27], and boron fullerenes [21,28]. It is also the underlying mechanism of the proposed phase-tuning of borophene by making contact with electrides [29]. Despite its conceptual simplicity and wide applications, this self-doping model has not been verified experimentally since its proposal more than a decade ago. Computationally, the self-doping model alone has
been shown to be insufficient to guarantee the existence of certain boron fullerenes [30]. In addition, the manner in which the generally believed stronger interfacial coupling (i.e., chemical hybridization) between synthetic 2D materials and substrates affects the filling rule is unclear. The answer to this outstanding question is highly relevant for the interface physics of borophene and determines the predictive power and practical utility of the self-doping model.

Herein, to address the knowledge gaps discussed above, we use an ultrahigh vacuum (UHV) scanning tunneling microscope (STM) at 4.2 K to perform FER spectroscopy, which reveals up to twelve IPSs of two borophene polymorphs (ν = 1/5, 1/6). By examining local work functions (LWFs), we discovered a higher electron doping level in v_{1/6} borophene compared to that of v_{1/5} borophene, which is well-supported by density functional theory (DFT) calculations. However, this result contradicts the predictions of the self-doping model, which implies its limitations for substrate-supported borophene and highlights the importance of interfacial interactions in synthetic 2D materials involving chemical hybridization.

Simultaneous growth of v_{1/5} and v_{1/6} borophene on Ag(111) allows [16,18] reliable comparison of these two polymorphs with unchanged STM tip conditions. In an STM, when a positive sample bias exceeds the sample LWF, electrons tunnel in the Fowler-Nordheim regime. The high electric field in the junction causes a Stark shift of the hydrogenic spectrum of IPSs (Fig. 1(a)). Resonant tunneling occurs when the Fermi level of the tip aligns with one of these Stark-shifted IPSs (pink lines) [31]:

$$eV_n = \phi + \left(\frac{3n\pi \hbar E}{2\sqrt{2m}}\right)^2$$

where V_n is the sample voltage for the n^{th} resonance, \phi is the sample LWF, and E is the electric field. Experimentally, the tunneling current during a bias sweep is maintained at a constant value while the tip height z adjusts. In Fig. 1(b), the measured z − V curves (vertically offset) on Ag(111), v_{1/6} borophene, and v_{1/5} borophene at different setpoint conditions exhibit a series of steps at bias voltages corresponding to V_n. The resonance at each IPS up to n = 12 is manifested as peaks in differential tunneling conductance curves (\frac{dI}{dV} − V) as shown in Fig. 1(c) as well as in \frac{dz}{dV} − V curves as shown in Fig. S1, but is absent when the sample is biased negatively (Fig. S2). The peaks around 2 V on borophene are not IPSs (too low for FER) and thus are likely to be interface states [32]. For all three materials, as the current setpoint is increased, the total number
of peaks in the FER spectrum decreases because a smaller tip-sample distance results in a stronger electric field that increases the energy separation between IPSs (equation (1)).

Due to scattering processes, the IPSs have finite lifetimes that can be calculated using \( \tau_n = \hbar / \Gamma_n \) as shown in Fig. 1(d), where \( \Gamma_n \) is the full width at half maximum of the \( n^{th} \) IPS. The lifetimes of both borophene phases and Ag(111) increase with \( n \), ultimately reaching values of 9 ps and 7 ps, respectively. This increasing lifetime can be explained by a reduced overlap of higher order IPS wavefunctions with the bulk of the substrate [33]. However, as suggested by the black lines, the increase of \( \tau_n \) is close to linear for Ag(111) and sub-linear for borophene, in contrast to the theoretical \( \tau_n \propto n^3 \) relationship for field-free IPSs [33]. This deviation is a result of the tunneling junction electric field, which lifts higher-order IPSs up in energy and increases the number of available inelastic scattering channels. Furthermore, the electric field pushes the IPSs closer to the surface, enhancing scattering efficiency [34]. This effect of the electric field is also evident from the overall decreasing lifetimes with increasing tunneling current setpoints in all three materials. The fact that both borophene polymorphs possess similar lifetimes that are higher than Ag(111) is an indicator of the high quality of the borophene crystals with minimal in-plane corrugation, which would otherwise produce shorter-lived IPSs as observed for rippled graphene on Ru(0001) [35].

According to equation (1), IPSs allow quantitative determination of the LWF. A comparison of the \( \frac{dI}{dV} - V \) curves on borophene and Ag(111) at the same current setpoint is shown in Fig. 2(a). The peak energies at each quantum number \( n \) on \( v_{1/5} \) borophene are consistently smaller than those of \( v_{1/6} \) borophene, suggesting a lower LWF, but are significantly larger than those of Ag(111). The sharp transition of the IPSs from Ag(111) to \( v_{1/6} \) borophene over ~2 nm in Fig. 2(b) suggests that it is possible to use IPSs as a nanoscale LWF probe. As shown in Fig. 2(c), the differential conductance map \( g(r, V) \) near the \( n = 1 \) IPS of borophene (~4.57 V) reveals nanoscale details such as the presence of subsurface defects that are not detected in the topographic image \( T(r) \) or \( g(r, V) \) images at lower bias voltages (Fig. S3). Because the lower-order IPSs have a significant portion of their wavefunctions near the sample surface with resulting in-plane scattering [36,37], substrate defects result in broad and split \( n = 1 \) peaks as shown in Fig. 2(d). The green (blue) and red (yellow) spectra are taken on (off) the subsurface defects in Ag(111) and \( v_{1/6} \) borophene, respectively, as indicated by the colored crosses in Fig. 2(c). By plotting \( V_n \) of the \( n^{th} \) IPS with respect to \( n^{2/3} \) in Fig. 2(e), the data points
lie along straight lines in agreement with equation (1). The LWFs are therefore determined by the \( y \)-axis intercepts of linear fits to \( V_n - n^{2/3} \) data points. For better accuracy, only \( n \geq 3 \) IPSs are used for fitting. The results are given in Fig. 2(f). On average, the LWFs measured are: 
\[
\phi_{Ag} = 4.43 \pm 0.14 \text{ eV}, \quad \phi_{1/Ag}^x = 4.69 \pm 0.13 \text{ eV}, \quad \text{and} \quad \phi_{1/Ag}^y = 4.64 \pm 0.13 \text{ eV}.
\]

The relative values of the LWFs are well supported by DFT calculations (\( \phi_{Ag}^{DFT} = 4.43 \text{ eV}, \phi_{1/Ag}^{DFT} = 4.64 \text{ eV}, \) and \( \phi_{1/Ag}^{DFT}^y = 4.53 \text{ eV} \)) shown in Fig. 2(f). Furthermore, the measured and calculated Ag(111) LWF (4.43 eV) matches well with literature reports (4.46 eV) [38]. Since the surface potential of atomically thin borophene on Ag(111) is a convolution of that from borophene and Ag(111), the measured LWF should be considered as from the combined material system. The fact that both borophene phases show larger LWFs than Ag(111) suggests the formation of inward dipoles at the borophene/Ag(111) interface caused by interfacial electron transfer to borophene, increasing the total surface potential barrier for bulk electrons to escape into vacuum. From another perspective, the LWFs of both borophene phases on Ag(111) are smaller than those of free-standing borophene in vacuum (both \( \sim 4.9 \) eV), which is consistent with increased borophene chemical potentials due to electron transfer doping. Such interfacial electron transfer is not surprising and consistent with the self-doping picture, where electrons donated by the Ag(111) substrate stabilize \( v_{1/5} \) and \( v_{1/6} \) borophene instead of \( v_{1/9} \) borophene. This substrate interaction can also explain the absence of a double Rydberg series of even and odd symmetry IPSs in borophene even though borophene is a 2D solid. A similar situation is encountered for graphene, where the double Rydberg series is only detected when interfacial coupling is exceptionally weak [39].

To independently test the LWFs extracted from IPSs, we also measured the apparent barrier heights (ABHs) by monitoring the tunneling current (\( I \)) as the tip is displaced in the normal direction of the surface. To first order, the logarithm of \( I \) is linearly proportional to tip-sample distance \( z \):

\[
\ln I(z) \propto -2 \sqrt{\frac{2m\phi_a}{\hbar^2}} z
\]

where \( m \) is the electron mass, and \( \phi_a \) is the ABH. The results shown in Fig. 3(a) clearly suggest a larger ABH of \( v_{1/6} \) borophene (4.008 \( \pm \) 0.004 eV) than \( v_{1/5} \) borophene (3.882 \( \pm \) 0.004 eV), both of which are significantly larger than that of Ag(111) (3.186 \( \pm \) 0.003 eV). Although the tip
LWF and the exact tunneling barrier shape is unknown, these results are in agreement with the LWFs determined from IPSs and DFT calculations because ABHs correlate positively with sample LWFs [32]. By modulating the tip-sample distance z during constant-current imaging and recording $|\partial ln l(r, z)/\partial z|$, the relative LWF across the boundary between $v_{1/5}$ borophene and Ag(111) can be directly visualized as demonstrated in Fig. 3(b). Although the borophene island covers adjacent Ag terraces shown in the topographic image ($T(r)$), the simultaneously acquired $|\partial ln l(r, z)/\partial z|$ image consistently reveals a larger LWF of $v_{1/5}$ borophene. The lower LWFs at three Ag step edges (red arrows in $T(r)$) are expected from ‘Smoluchowski smoothing’ [40], further supporting the validity of these measurements. A direct comparison between the ABHs of adjacent $v_{1/6}$ and $v_{1/5}$ borophene polymorphs shown in Fig. 3(c) again yields consistent results, confirming a higher electron transfer doping level in $v_{1/6}$ borophene than $v_{1/5}$ borophene. Compared with conventional topographic images, $|\partial ln l(r, z)/\partial z|$ imaging gives rise to improved atomic resolution (Fig. S4). Furthermore, the measured ABHs only significantly decrease when the tip makes point contact with the sample (Fig. S5).

To computationally compare the electron doping levels in the two borophene polymorphs, we performed Bader analysis of the charge distributions in relaxed $v_{1/5}$ and $v_{1/6}$ borophene on Ag(111). The isosurfaces of electron accumulation (blue, 0.002 e/Å$^3$) and depletion (red, -0.002 e/Å$^3$) of the $v_{1/6}$/Ag and $v_{1/5}$/Ag interfaces are shown in Figs. 4(a) and 4(b), respectively, which confirm overall electron transfer from the Ag(111) substrate to the borophene polymorphs. The in-plane charge distributions for $v_{1/6}$ borophene and $v_{1/5}$ borophene on Ag(111) are shown in Figs. 4(c) and 4(d), respectively. The areal charge accumulations are 0.0101 e/Å$^2$ in $v_{1/6}$ borophene and 0.0086 e/Å$^2$ in $v_{1/5}$ borophene (while the borophene-Ag spacing 2.375 Å is practically identical), in agreement with the LWF measurements. Therefore, both experiment and theory contradict the self-doping picture, which suggests more electron transfer from the substrate for a phase with a higher HH density (i.e., $v_{1/5}$). This result suggests that the filling rule of the self-doping model is not obeyed in either or both borophene polymorphs and/or the charges from self-doping and external doping are not simply addable and thus not controlling the phase of borophene, which further reveals the limitations of the self-doping model. Both explanations are likely due to the presence of interfacial chemical hybridization between borophene and the substrate that can alter the amount and even the sign of charge transfer across 2D material/metal interfaces compared to those with weaker interactions [5–7]. The strong presence of charges in the borophene/Ag gap in
Fig. 4(a,b) supports formation of hybridized bonding orbitals, which likely alter the in-plane bonding configurations of borophene and the stabilization requirement of being isoelectronic with graphene. This situation is similar to chemisorbed graphene on metal surfaces, where the interfacial behavior and bonding configuration are dramatically different from physisorbed graphene such that simple charge transfer models are not applicable [7]. Under the influence of chemical hybridization, $v_{1/6}$ borophene becomes the most stable phase on Ag(111) substrates [5]. Because larger interfacial charge transfer leads to larger interfacial binding, it is thus not surprising that the substrate electron transfer doping level is higher for $v_{1/6}$ borophene. Indeed, the DFT calculated binding energy of $v_{1/6}$ borophene on Ag(111) is 0.048 eV/Å$^2$ compared to 0.044 eV/Å$^2$ for $v_{1/5}$ borophene. Here, the binding energy is defined as $E_{\text{bind}} = E_B + E_{Ag} - E_{B/Ag}$, where $E_{B/Ag}$, $E_B$, and $E_{Ag}$ are the total energies of borophene on Ag(111), freestanding borophene, and bare Ag(111) substrates, respectively. This analysis also suggests that the difference of the LWFs for $v_{1/6}$ and $v_{1/5}$ borophene contributes to the driving force of the observed periodic self-assembly of $v_{1/6}$ and $v_{1/5}$ borophene superlattices [16].

In summary, we have characterized the IPSs of $v_{1/6}$ and $v_{1/5}$ borophene polymorphs on Ag(111) using cryogenic UHV STM. Using IPS and ABH measurements and DFT calculations, we determined a higher substrate electron transfer doping for $v_{1/6}$ borophene compared to $v_{1/5}$ borophene, which contradicts the self-doping picture and highlights the importance of interfacial interactions in substrate-stabilized synthetic 2D materials. Overall, this work demonstrates that IPSs are a sensitive probe for studying interfacial interactions in borophene polymorphs, which can likely be generalized to other emerging 2D materials [41], heterostructures, and related quantum materials [42]. Although IPSs are less prone to electron-phonon scattering, the high energy and spatial resolution of FER spectroscopy in an STM setup opens the possibility of probing electron-phonon coupling physics of borophene polymorphs at the nanoscale, which is critical to understanding the predicted phonon-mediated superconductivity in borophene [20].
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Figure 1. Image potential states of borophene polymorphs and Ag(111). (a) Schematic of the band alignment in the Fowler–Nordheim tunneling regime with Stark-shifted IPSs. $E_{\text{vac}}$: vacuum level, $E_F$: Fermi level, $V_s$: sample bias. (b) $z$-$V$ spectroscopy on Ag(111), $v_{1/6}$ borophene, and $v_{1/5}$ borophene at different current setpoints specified in the legend of (d). (c) Simultaneously acquired $dI/dV$-$V$ spectra showing IPSs peaks at current setpoints specified in the legend of (d). (d) Measured lifetimes of the image potential states shown in (c). The black lines are a guide to the eye.
Figure 2. Local work function characterization. (a) Comparison of the IPSs peaks on Ag(111), $v_{1/6}$ borophene, and $v_{1/5}$ borophene. (b) A series of dI/dV-V spectra taken across the interface between Ag(111) and $v_{1/6}$ borophene. (c) Topography ($T(\mathbf{r})$, top) and differential conductance ($g(\mathbf{r})$, bottom) map at the energy of $n = 1$ IPS of the same area. $V_s = 10$ mV, $I_t = 300$ pA for $T(\mathbf{r})$. (d) FER spectra taken at the accordingly colored crosses in (c). (e) Extracted and fitted IPS peak positions. (f) Comparison of experimentally obtained and DFT calculated LWFs of Ag(111), $v_{1/5}$ borophene, and $v_{1/6}$ borophene.
Figure 3. Apparent barrier height measurements. (a) ABHs measured on Ag(111), \( v_{1/6} \) borophene, and \( v_{1/5} \) borophene, revealing larger ABHs for borophene polymorphs compared to Ag(111). (b,c) Topography (\( T(r) \)) and simultaneous \( \left| \frac{\partial \ln(t,r,z)}{\partial z} \right| \) images on (b) the boundary between \( v_{1/5} \) borophene and Ag(111) (\( V_s = -20 \) mV, \( I_t = 500 \) pA) and (c) the boundary between \( v_{1/5} \) borophene and \( v_{1/6} \) borophene (\( V_s = -72 \) mV, \( I_t = 530 \) pA).
Figure 4. Charge transfer between borophene polymorphs and the Ag(111) substrate as determined from density functional theory calculations. (a,b) Cross-sectional view of the charge redistribution in (a) \( \nu_{1/6} \) borophene and (b) \( \nu_{1/5} \) borophene on Ag(111). (c,d) In-plane view of the charge redistribution in (c) \( \nu_{1/6} \) borophene and (d) \( \nu_{1/5} \) borophene on Ag(111).