Example Demonstrating the Application of Small-gain and Density Propagation Conditions for Interconnections
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Abstract—This work provides an example that motivates and illustrates theoretical results related to a combination of small-gain and density propagation conditions. Namely, in case the small-gain fails to hold at certain points or intervals the density propagation condition can be applied to assure global stability properties. We repeat the theoretical results here and demonstrate how they can be applied in the proposed example.

Index Terms—input-to-state stability; interconnection; small-gain condition; density propagation inequality.

I. INTRODUCTION

Here we will consider two nonlinear interconnected systems, each of them is ISS, and ask whether the interconnection is ISS as well. Typically one uses the so-called small-gain condition to assure this property. However in case this condition fails to hold at several points or intervals further conditions to assure global stability properties are necessary. This condition can be written in terms of a density propagation inequality [1]. Moreover if one tries to verify the small-gain condition numerically it can easily happen that this condition fails due to the unprecise computer calculations. Also in this case the density propagation condition can help to fill such gaps.

The example considered below demonstrates this kind of situations and illustrates how a combination of small-gain and density propagation conditions can be applied. First we recall the related theoretical results, that will be published elsewhere, then we will consider the example in detail.

II. PRELIMINARIES AND NOTATION

The notation \( \mathbb{N} \) (resp. \( \mathbb{R} \)) stands for the set \( \mathbb{N} \cup \{ \infty \} \) (resp. \( \mathbb{R} \cup \{ \infty \} \)). For a given \( a, b \in \mathbb{R} \) let \( \mathbb{N}_{[a,b]} = \{ s \in \mathbb{N} : a \leq s \leq b \} \). Let \( S \subset \mathbb{R}^n \), its closure (resp. interior) is denoted as \( \text{cl}\{S\} \) (resp. \( \text{int}\{S\} \)). We recall the following standard definitions: a function \( \alpha : [0, \infty) \to [0, \infty) \) is of class \( \mathcal{K} \) when \( \alpha \) is continuous, strictly increasing, and \( \alpha(0) = 0 \). If \( \alpha \) is also unbounded, then we say it is of class \( \mathcal{K}_\infty \). A continuous function \( \beta : [0, \infty) \times [0, \infty) \to [0, \infty) \) is of class \( \mathcal{KL} \), when \( \beta(\cdot, t) \) is of class \( \mathcal{K} \) for each fixed \( t \geq 0 \), and \( \beta(r, t) \) decreases to 0 as \( t \to \infty \) for each fixed \( r \geq 0 \).

Consider the interconnection of two systems \( \Sigma_1 \) and \( \Sigma_2 \)

\[
\dot{x}_i = f_i(x_1(t), x_2(t), u_i(t)), \quad i = 1, 2
\]

(1)

where \( x_i(t) \in \mathbb{R}^{n_i} \) is the state of \( \Sigma_i \) and \( u_i(t) \in \mathbb{R}^{m_i} \) is its external input, \( f_i \) is assumed to be of class \( \mathcal{C}^1 \) and satisfy \( f_i(0, 0, 0) = 0 \). This interconnection can be written as

\[
\dot{x} = f(x(t), u(t))
\]

(2)

with the state \( x = (x_1, x_2) \in \mathbb{R}^n \), \( n = n_1 + n_2 \), dynamics \( f = (f_1, f_2) \) and input \( u = (u_1, u_2) \in \mathbb{R}^m \), \( m = m_1 + m_2 \).

Definition 1 (\cite{2}). The system (2) is called input-to-state stable (ISS) if there exist functions \( \beta \in \mathcal{KL} \) and \( \gamma_u \in \mathcal{K}_\infty \) such that, for each initial condition \( x(0) \) and each measurable essentially bounded input \( u(\cdot) \), the solution \( x(\cdot) \) of (2) satisfies

\[
|x(t)| \leq \beta(|x(0)|, t) + \gamma_u(|u|_\infty) \quad \forall t \geq 0.
\]

ISS is equivalent to the existence of an ISS-Lyapunov function, which we define for each subsystem in (1):

Definition 2. A function \( V_i \in \mathcal{L}_{p, \text{loc}}^\infty(\mathbb{R}^{n_i}, \mathbb{R}_+^0) \) is called storage function if for some \( \alpha_i, \gamma_i \in \mathcal{K}_\infty \) it holds that

\[
\alpha_i(|x_i|) \leq V_i(x_i) \leq \gamma_i(|x_i|) \quad \forall x_i \in \mathbb{R}^{n_i}.
\]

Definition 3. A storage function \( V_i \) is called ISS-Lyapunov function for (1) if for some \( \gamma_{i,j}, \gamma_i, \alpha_i \in \mathcal{K}_\infty \) the implication

\[
V_i(x_i) \geq \max \left\{ \gamma_{i,j}(V_j(x_j)), \gamma_i(|u_i|) \right\}
\]

(3a)

\[
\Rightarrow \nabla V_i(x_i) \cdot f_i(x_i, x_j, u_i) \leq -\alpha_i(|x_i|).
\]

(3b)

holds for each \( x_i \in \mathbb{R}^{n_i}, x_j \in \mathbb{R}^{n_j} \), and \( u_i \in \mathbb{R}^{m_i} \). \( \gamma_{i,j} \) (resp. \( \gamma_i \)) is called interconnecting (resp. external) ISS-Lyapunov gain.

Stability of the resulting interconnected system (2) can be deduced from the small-gain theorem [3]: if the interconnecting ISS-Lyapunov gains satisfy

\[
\gamma_{12} \circ \gamma_{21}(s) < s \quad \forall s > 0,
\]

(4)

then system (2) is input-to-state stable.
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In this paper we assume that the graphs of \( \gamma_{12}^{-1} \) and \( \gamma_{21} \) have several points of intersection. It means that small-gain condition does not hold globally and the previously known results cannot be utilized to verify global stability properties of the interconnection. To guarantee the desired stability properties of the interconnection, the dual to Lyapunov’s techniques \([1][4]\) is employed in specific domains of the state space. Our approach extends the results of \([5]\) to the case of arbitrary number of intersection points of \( \gamma_{12}^{-1} \) and \( \gamma_{21} \) and allows for external inputs. Moreover our stability conditions are less restrictive then in \([5]\).

**Assumption 1.** Let for each \( i = 1, 2 \) there exist an ISS-Lyapunov function \( v_i \) for \( \Sigma_i \) from \([1]\) with the corresponding gain functions \( \gamma_{i,j}, \gamma_i \in K_\infty \), and \( \alpha_i \in K_\infty \).

**Assumption 2.** Let the intersection points of the graphs of \( \gamma_{12}^{-1} \) and \( \gamma_{21} \) be given. These points define a sequence of intervals \( M_k = (\Lambda_k, \Omega_k) \) where the small-gain condition \([4]\) holds for any \( s \in M_k, k, \ell \in \mathbb{N} \).

For a given \( \delta \in \mathbb{R}_{\geq 0} \) let \( L_i(\delta) = \{ x_i \in \mathbb{R}^n : v_i(x_i) \leq \delta \} \).

**Theorem 4.** Let Assumptions \([7, 2]\) hold. Then there exists \( \gamma \in K_\infty \) such that almost all solutions to system \([2]\) starting in the set \( B_k \) converge to a neighborhood of the set \( A_k \) with radius \( \gamma(|u|_\infty) \), where

\[
\begin{align*}
A_k &= \{ x \in \mathbb{R}^n : x_1 \in L_1(\max\{M_k, \gamma_{12}(M_k)\}) , x_2 \in L_2(\max\{\gamma_{21}(M_k), 2\gamma_1 \circ \gamma_{21}(M_k)\}) \}, \\
B_k &= \{ x \in \mathbb{R}^n : x_1 \in L_1(\Omega_k), x_2 \in L_2(\gamma_{21}(\Omega_k)) \}.
\end{align*}
\]

If \( \Omega_\ell \neq \emptyset \) then the above mentioned convergence holds only for some bounded inputs \( u \).

The input-to-state stability of system \([2]\) follows trivially when \( \ell = 1, \Omega_1 = 0, \Omega_1 = \infty \); then \( A_1 = \{ 0 \} \) and \( B_1 = \mathbb{R}^2 \). However, when \( \ell > 1 \), solutions to \([2]\) starting in the set \( A_k \) may converge to an \( \omega \)-limit set \([6]\) [Birkhoff’s Theorem] that lies inside the set \( A_k \) and do not converge to a ball centred at the origin whose radius is proportional to the norm of the input. Due to this fact, the next assumption is needed to check the asymptotic behaviour of solutions inside the set \( A_k \). Let \( B_0 = \emptyset \) and \( A_{\ell+1} = \mathbb{R}^n \).

**Assumption 3.** Let for each \( k \in \mathbb{N}_{[1, \ell+1]} \), there exist an open set \( D_k \subset \mathbb{R}^n \) satisfying \( \{ A_k, B_k \} \subseteq c \{ D_k \} \) and

- A differentiable function \( p_k : D_k \to \mathbb{R}_{>0} \);
- A continuous function \( q_k : D_k \to \mathbb{R}_{>0} \) such that, for almost every \( x \in D_k \), \( q_k(x) > 0 \);
- A function \( \gamma_k \in K \) such that, for every \( x \in D_k \) and for every \( u \in \mathbb{R}^n \), the following implication holds

\[
\max_{i=1,2} V_i(x_i) \geq \gamma_k(|u|) \quad \Rightarrow \quad (7a)
\]

\[
\text{div}(\rho_k f)(x, u) := \sum_{j=1}^n \frac{\partial \rho_j f_j}{\partial x_j}(x, u) \geq q_k(x) \quad (7b)
\]

**Definition 5.** The origin is called almost ISS for \([2]\) if it is locally asymptotically stable and for some \( \gamma \in K_\infty \)

\[
\limsup_{t \to \infty} \{ x(t, x(0), u) \} \leq \gamma(|u|_\infty)
\]

holds for every input \( u \in C^0_{\text{loc}}(\mathbb{R}_{>0}, \mathbb{R}^n) \) and for almost every initial condition \( x(0) \in \mathbb{R}^n \).

**Theorem 6.** Under Assumptions \([7, 2]\) and \([3]\) system \([2]\) is almost input-to-state stable.

### III. Illustrative Example

Let \( n \in \mathbb{N} \cup \{ x \} \) be a constant value. Define the value \( a = (4\pi^2 n + 3\pi^2)/2 \) and the functions \( g : \mathbb{R} \to \mathbb{R} \) as

\[
g(r) = \tanh(2r) + \sum_{i=1}^n \text{sign}(r) \cdot (1 + \text{sign}(r) \tanh(2(r - \text{sign}(r)2\pi^2 i)));
\]

for every \( |r| \leq a \) and

\[
g(r) = \text{sign}(r)((2n + 1) + (r - \text{sign}(r)a)^2),
\]

for every \( |r| > a \), and \( h : \mathbb{R} \to \mathbb{R} \) as

\[
h(r) = \sin^2 \left( \frac{r}{2\pi} \right) + \sum_{i=1}^n (\tanh(r - 2\pi^2 i) + 1) \sin^2 \left( \frac{r}{2\pi} \right).
\]

Functions \( g \) and \( h \) are plotted in Figure 1.
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Letting either $|u_i|_\infty = 0$ or $n = \infty$, Equation (9) reduces to
\[
\dot{x}_i = -25g(x_i) + 25h(x_{3-i}).
\] (10)

For values of $a$ that are big enough (even infinite), due to numerical imprecision, the system resulting from the composition of (9) shows the presence of (possibly infinitely) $(n+1)$ equilibrium points. These points are the maxima of the function $h$, namely, the points $r_k = 2\pi^2 k + \pi^2$, where $k \in \mathbb{Z}$.

Figures 2 and 3 show a simulation of the system resulting interconnected system composed of (9) without inputs and with nonzero inputs, respectively.

A. Proof that system (9) is ISS

To see that system (9) is ISS, for each index $i = 1, 2$, define for every $x_i \in \mathbb{R}$, the function $V_i(x_i) = |x_i|$. The time derivative of this function along solutions to (9), for every $(x_{3-i}, u_i) \in \mathbb{R} \times \mathbb{R}$, the following inequality
\[
\dot{V}_i(x_i) \leq \text{sign}(x_i) \dot{x}_i \\
\leq -25g(V_i(x_i)) + 25h(V_{3-i}(x_{3-i})) + \left(\frac{|u_i|_\infty}{a+1}\right)^2.
\] (11)

From here, two cases are analyzed, according to $n$ be finite or not.

Let $n$ be finite. Since the function $|g|$ positive definite, there exist functions $\alpha_i, \alpha_{i,u} \in \mathcal{K}$ such that, for every $x_i \in \mathbb{R}$, the inequality
\[
\dot{V}_i(x_i) \leq -\alpha_i(V_i(x_i)) + 25h(V_{3-i}(x_{3-i})) + \alpha_{i,u}(|u_i|),
\] (12)
holds, for every $(x_i, x_{3-i}, u_i) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}$.

Thus, system (9) is ISS. Hence, Assumption 1 holds.

B. Proof that it satisfies small-gain conditions in the region where $g$ is not numerically constant

Assume that $n$ is finite. This implies that there exists $n + 2$ regions where the function $\mathbb{R}_{\geq 0} \ni r \mapsto g(r)$ is not numerically constant. These regions are intervals $(\overline{M}_k, \underline{M}_k)$ of $\mathbb{R}_{\geq 0}$ where the function $g$ is strictly numerically increasing, i.e., given two values $r_1, r_2 \in (\overline{M}_k, \underline{M}_k)$ with $r_1 < r_2$, round($(g(r_1) - g(r_2))) \neq 0$ and $g(r_1) < g(r_2)$. Consequently, $g$ is invertible on these intervals.

Fix $\delta \in (0, 1)$ and let $|u_i|_\infty = 0$. Since $\text{id} < |g|$, where $\text{id}$ is the identity function, together with (11), the condition
\[
V_i(x_i) \geq g^{-1}\left(\frac{h(V_{3-i}(x_{3-i}))}{1 - \delta}\right) =: \gamma_i(V_{3-i}(x_{3-i}))
\]
implies
\[
\dot{V}_i(x_i) \leq -\delta g(V_i(x_i)).
\]

Also, for every $x_i \in (\overline{M}_k, \underline{M}_k)$, the inequality
\[
\gamma_i \circ \gamma_{3-i}(V_i(x_i)) < V_i(x_i)
\]

When $n$ is infinite, the same analysis of item is employed. However, there are (countably many) intervals $(\overline{M}_k, \underline{M}_k)$. Thus, the small-gain condition holds, for the system resulting of the interconnection of (9) with $|u|_\infty = 0$. Thus, Assumption 2 holds.

C. Proof that it satisfies the dissipation inequality in the regions where $g$ is numerically constant

The regions where $g$ is numerically constant correspond to the closed set
\[
\mathbb{R} \setminus \bigcup_k (\overline{M}_k, \underline{M}_k).
\]
For every $x_i$ in this set, round$(1 - \tanh(x_i)) = 0$. Since $g$ is numerically constant, its derivative is zero. Consequently, the divergence of the vector field describing the differential equation (9) is numerically constant and equals to zero, because it is the derivative of $g$. 

---

Figure 2. Simulation of the resulting interconnected system composed of (10). The circles are initial conditions. The red one is the equilibrium, i.e., the point $(x_1, x_2) = (r_1, r_1)$.

Figure 3. Simulation of the resulting interconnected system composed of (9) with $|u_1|_\infty = 3$ and $|u_2|_\infty = 4$. The small circles are initial conditions. The large black circumference is the set $|(x_1, x_2)| = 5$. 

---


Consider the function
\[ \rho : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \]
\[ (x_1, x_2) \mapsto e^{-(x_1 + x_2)}. \]
Since \( g \) is an odd function,
\[ \text{div}(\rho f)(x) := \frac{\partial [\rho f_1]}{\partial x_1}(x) + \frac{\partial [\rho f_2]}{\partial x_2}(x) = \rho'(x) \cdot f(x) \]
\[ = -\text{sign}(x_1)\rho(x_1, x_2) \left( -\left( 25 + \frac{|u_1|}{a + 1} \right) |g(x_1)| + 25h(x_2) + \left( \frac{|u_1|}{a + 1} \right)^2 \right) \]
\[ -\text{sign}(x_2)\rho(x_1, x_2) \left( -\left( 25 + \frac{|u_2|}{a + 1} \right) |g(x_2)| + 25h(x_1) + \left( \frac{|u_2|}{a + 1} \right)^2 \right). \]
Assuming \( n \) finite implies that, if
1) \( (x_1, x_2) \in \mathbb{R}^2_{\geq 0} \), then
\[ \text{div}(\rho f)(x_1, x_2) \geq 25\rho(x_1, x_2) \left( |g(x_1)| + |g(x_2)| \right) \]
\[ + h(x_1) + h(x_2) \]
\[ > 0 \]
2) \( (x_1, x_2) \in \mathbb{R}^2_{\geq 0} \) and \( |u_1| \cdot |u_2| \neq 0 \), then there exists \( \varepsilon > 0 \) such that the inequality
\[ \text{div}(\rho f)(x_1, x_2) \geq \rho(x_1, x_2) \left( (25 + \varepsilon)|g(x_1)| - 25h(x_2) \right) \]
\[ - \left( \frac{|u_1|}{a + 1} \right)^2 + (25 + \varepsilon)|g(x_2)| - 25h(x_1) + \left( \frac{|u_2|}{a + 1} \right)^2 \]
holds.
Since the function \( \mathbb{R} \ni x_i \mapsto m_i(x_i) = (25 + \varepsilon)|g(x_i)| - 25h(x_i) \) is positive definite, for each index \( i = 1, 2 \), there exists a function \( \gamma^{-1} \in \mathcal{K} \) such that \( \gamma^{-1}(\cdot) \leq m_i(\cdot) \).
Thus, for any \( \delta \in (0, 1) \) the condition
\[ |x_i| \geq \gamma^{-1} \left( \frac{1}{1 - \delta} \left( \frac{|u_1|}{a + 1} \right)^2 \right), \quad i = 1, 2 \]
implies
\[ \text{div}(\rho f)(x_1, x_2) > 0. \]
3) \( x_1 < 0 \) and \( x_3 > 0 \), then the situation is a combination of the two previous items.
When \( n \) is infinite or \( |u_1| = |u_2| = 0 \), the function \( \text{div}(\rho f) \) is positive almost for almost every \( x_i \) in the region where \( g \) is numerically constant.
Since the above inequalities are strict and hold in a closed set, there exist a suitable open set \( D_k \) and a function \( q_k : D_k \rightarrow \mathbb{R}_{\geq 0} \) satisfying Assumption 3.
Therefore, from Theorem 6, system resulting from the interconnection of system (3) is almost input-to-state stable.

Consider the region where \( g \) is not numerically constant. In this region, there exists a subset where \( \text{div}(\rho f) \leq 0 \). To see this claim, without loss of generality let \( |u_1| = |u_2| = 0 \), and note that \( \rho(0) \text{div}(f)(0) = -25g'(0) = -50 \sech^2 \)

(0) = -50 and \( \rho'(0) \cdot f(0) = 0 \). Consequently, \( \text{div}(\rho f)(0) = -50 \).

IV. CONCLUSIONS AND DISCUSSION

In this paper, the interconnection of two ISS system for which a single small-gain condition does not hold everywhere on the positive real semi-axis has been considered.

Under the assumption that there are (infinitely many) regions where the small-gain condition hold and, outside the union of these regions, the density propagation condition holds, the trajectories of solutions to the interconnected systems that do not converge to the origin have Lebesgue measure zero. An example illustrates the proposed approach.

In a future work, the authors intend to generalize the methods for the interconnection of \( n > 2 \) ISS systems.
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