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Strong gravitational lensing is a promising way of uncovering the nature of dark matter, by finding perturbations to images that cannot be well accounted for by modeling the lens galaxy without additional structure, be it subhalos (smaller halos within the smooth lens) or line-of-sight (LOS) halos. We present results attempting to infer the presence of substructure from images, without doing any intermediate lens modeling, using a simple convolutional neural network (CNN). We find that the network is only able to infer the presence of subhalos with > 75% accuracy when they have masses of \(\geq 5 \times 10^9 M_\odot\) if they lie within the main lens galaxy. Since less massive foreground LOS halos can have the same effect as higher mass subhalos, the CNN can probe lower masses in the halo mass function. The accuracy does not improve significantly if we add a population of less massive subhalos. With the expectation of experiments such as HST and Euclid yielding thousands of high-quality strong lensing images in the next years, having a way of analyzing images quickly to identify candidates that merit further analysis to determine individual subhalo properties while preventing extensive resources being used for images that would yield null detections could be very useful. By understanding the sensitivity as a function of substructure mass, non-detections could be combined with the information from images with substructure to constrain the cold dark matter scenario, in particular if the sensitivity can be pushed to lower masses.

I. INTRODUCTION

For many years the Lambda Cold Dark Matter (ΛCDM) paradigm has been lauded for its ability to explain vastly different observations of the universe, from galaxy clustering [1] and supernovae luminosities [2], to the shape of the power spectrum of the cosmic microwave background (CMB) [3]. However, as high-precision measurements from a wide variety of surveys come in, possible inconsistencies are being uncovered, and the ΛCDM model is being scrutinized as never-before. For example, the \(H_0\) and \(S_8\) tensions — the values of these parameters inferred from local measurements or weak lensing, respectively, differ from those measured by the CMB at the level of a few sigma, e.g. [4, 5] — are two of the most notorious issues that have brought about the day of reckoning for the standard cosmological model.

Another feature of the ΛCDM model that has drawn widespread attention is the distribution of dark matter on sub-galactic scales. Many dark matter theories that are consistent on large scales have very different behaviors on subgalactic scales. However, observing these scales poses several challenges that do not tend to plague large-scale observations to the same extent. Star formation becomes increasingly inefficient as halo mass is decreased, meaning that observing the low-mass end of the halo mass function is very difficult, even within the Local Group. Furthermore, at low redshift these small-scale modes are deep in the nonlinear regime and baryonic effects cannot be neglected, which mean that high resolution hydrodynamical simulations are necessary to make predictions and test observations.

Original comparisons between observations of the dwarf satellite galaxies of the Milky Way to N-body simulations led to much attention being poured into the now well-known missing satellites [6] and too-big-to-fail problems [7, 8]. It now seems like these problems are more symptomatic of our assumptions about baryonic processes and galaxy formation on small scales being wrong or incomplete, rather than a shortcoming of the cold dark matter (CDM) scenario. This motivates the use of a gravitational method for substructure detection. Within the Local Group, methods such as tidal streams [9–12] and looking at the motions of stars within the Milky Way [13], attempt to look for dark subhalos. Beyond the Local Group, however, using images of strongly-lensed background galaxies or quasars is the only way, so far, of finding dark matter substructure. The main idea behind this method is that sufficiently massive substructures that lie close in projection to the lensed arcs or images can cause distortions that deviate from predictions based on a lens model with no substructure (also called a smooth lens or macro model). Additionally, the more numerous population of lower mass halos (expected in the CDM paradigm) can collectively cause perturbations to images that can be detected statistically.

Several distinct methods have been proposed to quantify these distortions, both directly [14–18] and statistically [19–27]. Direct detection methods rely on having to model the smooth component of the lens galaxy before doing inference on the substructure abundance/properties. Lens modeling for real data is a complicated process that can take a long time for a single system, and different approaches to modeling a same system can yield different results (see e.g. [28]). More importantly, mistakes in the macro model can further translate into false positive substructure detections, although steps can be taken to minimize the likelihood of...
this happening (see e.g. [29]). Statistical methods such as the ones put forth in [19, 24–26] also require an intermediate step of subtracting a smooth lens model from the data to look for correlations in the residuals, while others, such as [20, 22], simultaneuously infer the smooth model and subhalo population parameters. Most recently, Ref. [27] presented a very promising machine learning (ML) technique to explicitly evaluate the likelihood of an image given some subhalo population parameters (the fraction of dark matter mass contained in substructure and the subhalo mass function slope), marginalizing over all the smooth lens and individual subhalo parameters. This method is particularly promising because it can be used to combine any number of different images to put constraints on the subhalo population parameters.

Just like Ref. [27] used machine learning to advance and speed up statistical searches for substructure, in this work our goal is to have a similar impact on direct detection efforts. One of our primary objectives is to gauge the feasibility of sidestepping the crucial smooth lens modeling step, both because of its potential to bias detections and because of its time cost. Furthermore, the process of inferring subhalo properties, even after a fit for the smooth lens model is obtained, is also computationally expensive and, more often than not, detailed analyses find no compelling evidence for the presence of substructure [28, 29]. In the coming years, however, hundreds or thousands of new strong lensing systems are expected to be found with optical imaging data [30–32] by experiments such as the Wide Field Infrared Survey Telescope (WFIRST), the Hubble Space Telescope (HST), the Large Scale Synoptic Survey (LSST), the Dark Energy Surveys (DES), and Euclid, vastly increasing the number of images that can be used for dark matter science. In an ideal world, each of these images could be analyzed individually but, in practice, having a fast method to find interesting candidates to focus resources on could accelerate the capacity of gravitational lensing-based methods to truly constrain dark matter properties.

To this end, we present results using a convolutional neural network (CNN) [33] to analyze strong lens images with varying sources, macro model parameters, and substructure populations to determine whether they are likely to contain detectable massive substructures in the vicinity of the Einstein radius of the lens, without having to do any lens modeling as an intermediate step. More specifically, we seek to answer the question: what is the minimum mass that subhalos in the vicinity of the Einstein ring have to have for the neural network to identify a feature on the image as being due to their presence instead of noise or the smooth model? Note that it is not obvious that a neural network would be able to do this at all. Traditionally, classification done with NNs is based on some of the largest or most obvious features in images they are trained on, for example with the canonical MNIST [34] or CIFAR10 [35] datasets. Indeed, previous works that have applied CNNs to do regression or classification directly on images in the context of strong lensing have mostly focused on macro model parameters. Refs. [36] and [37] proposed using them to identify images with strong lenses in photometric data; Refs. [38] and [39] applied this deep learning method to determine the parameters (and uncertainties) of the smooth lens model using optical imaging data; and [40] used CNNs and recurrent neural networks to extract smooth lens parameters from interferometric data.

The focus of this work is fundamentally different: our goal is to address whether the image processing capability of a CNN is powerful enough to classify images based on minute differences (whether a perturber is present) even when the large-scale features of the images vary as well (the macro model parameters and sources vary from image to image). We therefore tackle the substructure detection problem as a binary classification task. Such an approach could be used to analyze any number of observed images as a filter to identify candidates that are likely to have a detectable subhalo somewhere in the image, such that traditional analyses can be carried out on them to determine substructure properties (i.e., masses and positions), while avoiding doing the same for images that would yield null detections. We emphasize that are not implying that images devoid of detectable substructure are not interesting, quite the opposite: null detections are a crucial ingredient to constrain the subhalo mass function and test the CDM paradigm (indeed, to date, constraints on subhalo properties using strong lens images are driven more by non-detections than detections). Rather, the point is that a pipeline such as the one we are suggesting in this work could determine what images have null detections in a fraction of a second instead of requiring detailed analyses for a much longer time. In essence, if the CNN’s sensitivity to substructure were understood well enough, it could serve as a proxy for the detailed sensitivity function that has to be obtained on an image-by-image basis for gravitational imaging, e.g. [28, 29, 41, 42], meaning that the information from non-detections could be leveraged to constrain CDM as well. In this work, we focus in particular on galaxy-galaxy lensing systems, although this could be done for point-like sources such as quasars as well.

This paper is organized as follows. In Section II we describe how we simulated strongly lensed images (Section II A), briefly review neural networks (Section II B), specify how we constructed our training/validation/test sets (Section II C), and present the specific architecture and optimization parameters employed in this paper (Section II D). In Section III we present our results and in Section IV we discuss the implications of this work and conclude.

---

1 There are many other surveys, such as the interferometer Atacama Large Millimeter/submillimeter Array (ALMA), that are expected to find many new lenses as well, but in this work we focus more on optical imaging-type data instead of, for example, working with visibilities.
II. DATA AND METHODS

A. Simulating strongly-lensed images

We employ a neural network as a supervised machine learning technique, meaning that, in order to learn, the algorithm requires the training data to be labelled. To train and evaluate the neural network we therefore use simulated strong lens images. We use the publicly available software package lenstronomy [43] to generate the images. We simulate images with $79 \times 79$ pixels that correspond to a field of view of $5.0'' \times 5.0''$, meaning they have a resolution of $0.06''$/pixel.

Each image has five different ingredients (or three, in the case of macro-only images that contain no sub-structure): a smooth component, a stochastic population of subhalos, a negative mass sheet to compensate for the surface mass density added in subhalos, a simulated source of light, and instrumental effects and noise. Figure 1 shows an example of all the components that go into simulating an image that contains substructure (fourth column), except the mass sheet since it is just constant across the image: the source (first column), smooth model (second column), and subhalo population (third column). The fifth column shows what the image looks like once it is convolved with a point spread function (PSF) kernel and noise is added to it. More details about each of these steps are provided below and in the figure caption. Figure 2 shows several more examples of simulated images to illustrate that the width, completeness, and shape of the Einstein ring, vary from image to image.

1. Smooth lens model

We model the smooth component of the main lens as a singular isothermal ellipsoid (SIE), with surface mass density given by [44]:

$$\Sigma(r) = \frac{f \sigma_v^2}{2G\sqrt{x^2 + y^2}}$$  \hspace{1cm} (1)

where $r = (x, y)$ is the projected two-dimensional position on the lens plane, $\sigma_v$ is the velocity dispersion of the host along the line-of-sight, $f$ the axis ratio and $G$ the gravitational constant.

The SIE profile in lenstronomy is parametrized in an equivalent but slightly differently way: by the Einstein radius $\theta_E$, which relates to the velocity dispersion by

$$\sigma_v = \sqrt{\frac{\theta_E D_{ls}}{4\pi f D_{os}}}$$  \hspace{1cm} (2)

where $D_{os}$ is the angular diameter distance from the observer to the source, and $D_{ls}$ the angular diameter distance from the lens to the source; and the $x$ and $y$ components of the ellipticity $\{\epsilon_x, \epsilon_y\}$, which are related to the axis ratio as

$$f = 1 - \sqrt{\epsilon_x^2 + \epsilon_y^2}.$$  \hspace{1cm} (3)

Finally, one can also specify the center of the lens $\{x, y\}$.

In this work, we vary $x, y, \epsilon_x$ and $\epsilon_y$ from image to image and keep the Einstein radius fixed to $1.0''/2$ for all the images (although its position does change due to the offset between the source and the center of the lens). This corresponds roughly to the typical angular size of galaxy-galaxy lenses. These parameters are chosen randomly from uniform distributions $U$ with ranges:

$$x, y \sim U[-0.25'', 0.25'']$$  \hspace{1cm} (4)

$$\epsilon_x, \epsilon_y \sim U[0, 0.1].$$  \hspace{1cm} (5)

The lenses are placed at $z_l = 0.2$. Although it is not an intrinsic parameter of the host lens, the external shear (due to, for example, large-scale structure) is generally bunched into the parameters of the macro model. Here we do not include an external shear component, however, leaving this for future work.

2. Subhalo population

Our goal is to gauge the sensitivity of a neural network to perturbations caused by substructure. In the simplest case, we can therefore add a single subhalo to each image, changing its mass and position from image to image. Due to the abundance of substructure in the CDM paradigm, however, we expect there to be many subhalos in a projected area like the one under consideration in this paper. So we can instead add a stochastic population of subhalos, where the numbers, positions and masses of the subhalos vary from image to image.

To populate our images we consider expectations from CDM and constraints from observations on the number of subhalos $N_{\text{sub}}$ and the mass fraction in substructure, defined as $f_{\text{sub}} = \sum_{i=1}^{N_{\text{sub}}} m_i / M_{\text{host}}$. Since these are functions of the range of subhalo masses considered, the host redshift, the host mass, etc., we compiled constraints for systems that are similar to our ensemble of lenses. From the high-resolution N-body simulation of a Milky Way-like halo ETHOS [45], Ref. [25] finds that between redshifts of 0 and 0.5, there are be between 25 - 35 subhalos in a projected area corresponding to the field of view of the images we are considering, by averaging over

\footnote{In reality, due to the dependence of the surface mass density on the axis ratio, see Eq. (1), and the fact that the host has non-zero ellipticity, the Einstein radius of the images is never actually equal to one. Furthermore, the addition of substructure can change its value. See Section II C for a discussion of the steps we took to ensure that the Einstein radii of the images with substructure was consistent with that of the macro-only images.}
The choice of prior, between 4 and 11 SLACS lenses, Ref. [28] put a constraint of
between the lens and the source, and $D_{\text{obs}}$ between the lens and the source, and $D_{\text{obs}}$ between the lens and the source. The image brightness is in arbitrary units of surface
brightness integrated over units of an angle squared. The source has $N_{\text{clumps}} = 3$, the center of the lens is at $(x, y) = (-0.05^\prime, 0.12^\prime)$, and its ellipticity is $(\epsilon_x, \epsilon_y) = (0.09, 0.04)$, there are 52 subhalos and the highest mass is $m_{\text{high}} = 9.9 \times 10^9 M_\odot$. The Gaussian PSF kernel has a size of 0.07" and the images have Poisson noise corresponding to an exposure of 1000 seconds and 10% white noise.

Atmospheric seeing may cause subhalos that lie in the area covered by the image, and vary the highest subhalo mass $m_{\text{high}}$ (Section II A 2 b). This has the consequence of having images with very different values of $f_{\text{sub}}$, since it will be highly dependent on the value of $m_{\text{high}}$ in an image. In the second approach, which we call $f_{\text{sub}}$-bound, we instead constrain the value of $f_{\text{sub}}$. This has the consequence of having very different numbers of subhalos depending on what $m_{\text{high}}$ is. For instance, for $m_{\text{high}} < f_{\text{sub}} M_{\text{host}}$, thousands of subhalos are required to satisfy the bound on $f_{\text{sub}}$, while for $m_{\text{high}} \lesssim f_{\text{sub}} M_{\text{host}}$, a handful of subhalos saturate it.

To populate the host lenses with substructure we therefore consider the following points. First, we certainly want to test the networks on images that are considered “realistic” by the above guidelines. However, as can be glimpsed by the plethora of different values we gathered above, it is not necessarily clear what “realistic” means. Furthermore, the small number of actual detections and systems that have been analyzed to date means that we do not yet have a sufficient grasp of what these subhalo populations actually look like in real lenses, outside the idealized scenarios of N-body simulations that do not take into account the impact of baryonic physics. Therefore, we also want to gauge the performance of the network on a broader range of types of subhalo populations, to see how the network could fare if real subhalo populations deviate either slightly, or significantly, from the expectations based on N-body simulations.

Taking all these factors into consideration, we devise two different schemes for populating lenses with substructure. In our first approach, which we call the $N_{\text{sub}}$-bound approach, we impose a constraint on the number of subhalos that lie in the area covered by the image, and vary the highest subhalo mass $m_{\text{high}}$ (Section II A 2 b). This has the consequence of having images with very different values of $f_{\text{sub}}$, since it will be highly dependent on the value of $m_{\text{high}}$ in an image. In the second approach, which we call $f_{\text{sub}}$-bound, we instead constrain the value of $f_{\text{sub}}$. This has the consequence of having very different numbers of subhalos depending on what $m_{\text{high}}$ is. For instance, for $m_{\text{high}} < f_{\text{sub}} M_{\text{host}}$, thousands of subhalos are required to satisfy the bound on $f_{\text{sub}}$, while for $m_{\text{high}} \lesssim f_{\text{sub}} M_{\text{host}}$, a handful of subhalos saturate it.

These two approaches, together with the single-subhalo case, are complimentary and shed light on different aspects of the network’s sensitivity. For example, we can understand whether it is more sensitive to a larger number of lower mass subhalos, or a lesser number of more massive halos. For a given value of $m_{\text{high}}$, we can also understand how the presence (or absence) of other lower mass perturbers affects the network’s sensitivity. Furthermore, it allows us to explore the network’s behavior among a broad range of different subhalo population characteristics.

The perturbers are placed within the lens itself, as opposed to considering line-of-sight halos that lie in the vicinity of the lensed arcs in projection. All the subhalos are always modeled with Navarro-Frenk-White (NFW)
FIG. 2: Examples of images generated with the simulation pipeline detailed in Section II. The axes have been omitted for clarity, but all of these images correspond to a field of view of $5'' \times 5''$ (79 × 79 pixels).

[54] profiles, and their concentrations fixed to $c = 15$.

a. Single subhalo We first draw a mass from a log-uniform distribution between $10^8 - 10^{11} \, M_{\odot}$. LENSTRAZOMY parametrizes the deflection due to NFW profiles using the scale radius in angular units and the radial deflection angle at the scale radius, and to convert physical NFW masses to these parameters we need to specify a cosmology and source and lens redshifts. We place the source at $z_s = 0.6$, the lens at $z_l = 0.2$, and use the Planck 2015 cosmology [55].

We allow the subhalo to be at any position in the image that satisfies two constraints:

1. It has to lie within $0.25''$ of the Einstein radius of the host, i.e. $|\theta_E - r_{\text{high}}| \leq 0.25''$, where $r_{\text{high}} = \sqrt{x_{\text{high}}^2 + y_{\text{high}}^2}$.

2. The intensity at $r_{\text{high}}$ must be greater than or equal to a minimum intensity threshold, unique to each image, determined by generating a macro-only image with the same macro model parameters, mask-
ing the annulus encompassed by \( \theta_E \pm 0.35'' \), and obtaining the maximum of the masked image.

The reason behind these constraints is that direct detection methods only have sensitivity to substructure in the vicinity of the Einstein ring or arcs in the image (e.g. [15, 16]). Therefore, if we want to know whether perturbations caused by subhalos of a given mass can be detected by the CNN, the substructure with that mass must be close to the ring/arcs. In particular, the reason for the second constraint is to make sure that, in images where the ring is largely incomplete, the subhalo still lies near an area with non-negligible intensity.

6. Constraining the number of subhalos In the \( N_{\text{sub}} \)-bound approach we generate images where the number of subhalos is drawn from a Normal distribution with mean \( \mu = 60 \) and standard deviation \( \sigma = 15 \). Once \( N_{\text{sub}} \) is drawn, we sample \( N_{\text{sub}} \) masses from a subhalo mass function consistent with CDM, taken to be a power law with slope \( \beta = -1.9 \) [56] between \( m_{\text{min}} = 10^6 \, M_\odot \) and \( m_{\text{high}}, \) with \( m_{\text{high}} \) anywhere between \( 10^8 - 10^{11} \, M_\odot \). We again convert the masses into the scale radius in angular units and the radial deflection angle at the scale radius as required by lenstronomy, using the same cosmology and source and lens redshifts as above.

All the subhalo positions are chosen randomly to lie within the full area of the image\(^3\), except for that of the most massive subhalo. The position of the most massive subhalo \( r_{\text{high}} \) is modified to obey the same two constraints as those detailed in Section II A 2 a above.

c. Constraining the fraction of mass in substructure In the \( f_{\text{sub}} \)-bound approach, we fix the mass fraction in substructure to be \( 1 \pm 0.05\% \). For a given value of the highest subhalo mass \( m_{\text{high}} \), we generate draws of the subhalo mass function until the \( f_{\text{sub}} \) constraint is satisfied. In the cases where \( m_{\text{high}} \) is high enough that it already saturates the bound on \( f_{\text{sub}} \), we instead draw a different set of masses from the subhalo mass function that obeys the bound, and append the most massive subhalo. Alternatively we could have added a single subhalo to the image in this regime, but since we already had a dataset comprised of images with a single subhalo, we opted for this alternative approach here. In this way, we could see if there is any difference in the network’s sensitivity in this regime due to an additional population of low mass subhalos.

The position of the most massive subhalo in a given image is again constrained by the two conditions described in Section II A 2 a.

More details on some of the relevant properties of the subhalo populations in the images used for training/validating/testing are provided in Appendix A.

3. Negative mass sheet

Since we fix the Einstein radius of the host to 1", we add a negative mass sheet to the substructure images to ensure that the convergence in the image is the same as for the macro-only images (since the Einstein radius depends on the convergence). The convergence field is simply the surface mass density normalized by the critical density for lensing, \( \Sigma_{\text{crit}} = c^2 D_\text{os}/(4\pi GD_\text{ol}D_\text{ls}) \), where \( c \) is the speed of light, \( D_\text{os} \) the angular diameter distance from the observer to the source, \( D_\text{ls} \) between the lens and the source, and \( D_\text{ol} \) between the observer and the lens. For each image with substructure we generate a macro-only image with the same macro-model parameters, find the total difference in convergence between the two images and add a negative convergence field that cancels this difference. All the results we present correspond to substructure and macro-model images that have the same effective Einstein radius, defined as the radius from the host center at which the convergence decreases below one.

4. Source

An image’s sensitivity to substructure, measured as the surface brightness change \( \delta I_{\text{sub}} \) due to a potential perturbation caused by a subhalo \( \delta\psi_{\text{sub}} \), is proportional to the gradient of the source \( \nabla S \) [15, 16, 57]:

\[
\delta I_{\text{sub}}(y) = -\nabla S(x)|_{x=y}-\nabla\psi_{\text{sub}}(y) \cdot \nabla \delta\psi_{\text{sub}}(y),
\]

(6)

where \( y \) are the coordinates on the image plane and \( x \) the coordinates on the source plane. The gradient of the source brightness distribution evaluated on the source plane is translated into the image plane with the lens equation evaluated with the smooth component of the lens \( \psi_{0} \). This is why highly structured sources, for example dusty star-forming galaxies that are very clumpy, are considered prime candidates to find subhalos (see e.g. [18]).

Here we focus on extended sources instead of point-like sources like quasars. We simulate sources with some degree of structure but not so much that it would be unlikely to be resolved by typical optical imaging surveys (i.e. much less structured than the simulated sources in Ref. [18] used to forecast the sensitivity of ALMA). We model the source \( S \) as one or more discrete but very close-by clumps of light \( s_i \) each modelled as a Sérsic ellipse, determined by five parameters for the ith clump: the amplitude of the intensity \( I_i \), the half-light radius \( R_{\text{eff},i} \), the Sérsic index \( n_i \), and the \( x \) and \( y \) components of the ellipticity \( \{\epsilon_{x,i}, \epsilon_{y,i}\} \).

\(^3\) Due to projection effects, and the fact that the area probed by lensing transverse to the line-of-sight is very small, the subhalo distribution is essentially isotropic in the region of interest. See e.g. [25].
The source is different in each image. For a given image, the number of clumps is drawn from a uniform distribution \( N_{\text{clumps}} \sim U[1, 4] \). For each clump, the amplitude of the intensity is always fixed to unity (in arbitrary units of surface brightness integrated over units of an angle squared), and the remaining four parameters of a Sersic ellipse are drawn from the following uniform distributions:

\[
R_{\text{ser},i} \sim U[0.1\text{kpc}, 1\text{kpc}], \\
\epsilon_{x,i}, \epsilon_{y,i} \sim U[-0.5, 0.5],
\]

\( \epsilon_{x,i} \) and \( \epsilon_{y,i} \) are subject to the additional constraint that the magnitude of the ellipticity is

\[
\epsilon_i = \sqrt{\epsilon^2_{x,i} + \epsilon^2_{y,i}} \leq 0.4.
\]

If there is a single clump, it is chosen to lie at the center of the image. For \( N_{\text{clumps}} > 1 \), the relative positions of the clumps are drawn from a multivariate Normal distribution with mean \( \mu = (0, 0) \) and covariance matrix with diagonal entries \( \sigma^2_{xx} = \sigma^2_{yy} = 0.01 \) and off-diagonal entries \( \sigma^2_{xy} = \sigma^2_{yx} \sim U[-0.25, 0.25] \). The final source \( S \) is a sum of all the individual clumps, \( S = \sum_{i=0}^{N_{\text{clumps}}} s_i \). As mentioned above, we place the source at \( z_s = 0.6 \).

5. Instrumental effects and noise

After the lensed image has been generated, it is convolved with a Gaussian point spread function (PSF) kernel with a full-width-half-max (FWHM) of 0.07\( \arcsec \) (roughly equivalent to that of HST). Then, Poisson shot noise for an exposure of 1000 seconds and Gaussian noise with a standard deviation given by some fraction \( p \) of the mean signal in the Einstein ring/arcs are added to the image; we showcase \( p = \{0.01, 0.1, 0.33\} \).

Generally, the Gaussian noise added to simulated lensed images in the literature is uncorrelated and independent in each pixel. However, real data could have more complicated, correlated noise among nearby pixels due to, for example, drizzling [58]. We thus also test the performance of the NN when the noise added to the image is correlated. We expect that this will degrade the classification accuracy, since correlated noise could replicate the effect of subhalos more closely. We use a Gaussian Process with a squared exponential kernel \( K \),

\[
K(x, x') = \sigma^2 \exp \left( -\frac{(x - x')^2}{2L^2} \right),
\]

to generate the correlated noise. \( \sigma \) is the standard deviation and \( L \) is the lengthscale, which determines the distance over which the pixels are correlated. We use the same value of \( \sigma \) as in the uncorrelated case \( (L = 0) \) and vary \( L = \{0.05, 0.1\} \). To speed up sampling from this multivariate Gaussian distribution we use the reparametrization trick [59] with the Cholesky decomposition of the covariance matrix. Figure 3 shows examples of the noise with varying values of \( L \).

B. Neural Networks

For readers unfamiliar with neural networks, we provide here a brief, high-level overview of how they work.

Neural networks are an extremely powerful tool when one has a dataset that consists of input-output pairs, \( \langle \mathbf{X}(i), \mathbf{y}(i) \rangle \) and wants to be able to obtain outputs \( \hat{\mathbf{y}}_j \) given inputs \( \mathbf{X}_i \) for \( j \notin \{i\} \). The outputs are also referred to as (class) labels in the case of classification. Neural networks simply act as extremely complicated functions \( f_{\text{NN}} \) that are taught how to map an input \( \mathbf{X}_k \) to an output \( \mathbf{y}_k \) via \( \mathbf{y}_k = f_{\text{NN}}(\mathbf{X}_k) \).

Neural networks are arranged into layers, and each layer contains a number of neurons. There are two different types of layers that are relevant to this work. The first type are fully-connected, also called dense, layers. These are one-dimensional layers where the neurons in a given layer are connected to all the neurons in the previous and following layers. The other type of layers are convolutional layers, which tend to be two- or three-dimensional. In these layers, the inputs are convolved with a filter that is slid over the neurons. Regardless of the type of layer, each neuron in a layer takes a linear combination of its inputs and applies a nonlinear function to them (called activation function).

The process of learning involves feeding the neural network many thousands (or more) of samples \( \mathbf{X}_i \) for which their true label \( \mathbf{y}_i \) is known, and optimizing all the parameters in the network (e.g. the weights and biases used to make linear combinations of inputs at each neuron) to minimize the loss function, which quantifies the difference between the predicted \( \hat{\mathbf{y}}_i \) by the network and the true value \( \mathbf{y}_i \).

In general, the optimization is done numerically with stochastic gradient descent (SGD), or some variant of it. The general idea is to use the chain rule to find the gradient of the loss with respect to every parameter in the network (called backpropagation in the ML jargon), and update the parameters after each iteration to minimize the loss until convergence is reached.

C. Training, validation and test sets

To convert simulated images into training/validation/test sets that can be fed into a neural network, they need to be given class labels \( C \). Since we are trying to understand down to what subhalo mass is the CNN sensitive, we turn the problem into a binary classification task. We train a neural network on images with no substructure (macro-only images), labeled with a zero \( (C = 0) \), and images with substructure, with the highest subhalo mass anywhere between \( m_{\text{high}} = 10^8 - 10^{11} \text{ M}_\odot \), all labeled with a one \( (C = 1) \).

We carry out this test with datasets that have different subhalo populations, different levels of noise, and different amounts of noise correlation. The number of samples in the training/test/validation sets can vary slightly
from table to table and row to row, but we ensure that there are at least $10^5$ images for each. For cases in which there is an uneven number of images for a given class $N_{\text{samples},C=i}$, we compensate by weighing the loss function by the inverse of the fraction of training samples in a given class $f_{C=i}$:

$$w_{C=i} = \frac{1}{f_{C=i}} = \frac{N_{\text{samples}}}{N_{\text{samples},C=i}}, \quad (11)$$

for $i = \{0, 1\}$. When a given class has images with substructure, we ensure that there are an equal number of images with $10^8 < m_{\text{high}} / M_C < 10^9$ and $10^9 < m_{\text{high}} / M_C < 10^{11}$. We use 80% of the images for training, and 10% each for validating and testing. Furthermore, the training set is always augmented on-the-fly: each image is rotated by a random angle before going through the network, meaning that the network never sees exactly the same image twice. This helps prevent overfitting and also teaches the CNN rotational invariance.

D. CNN architecture and optimization strategy

We used pytorch [60] to implement the CNN. The results presented in this work are the result of a non-exhaustive grid search (see below for details) carried out using the $N_{\text{sub}}$-bound training/validation sets that had 1% uncorrelated noise. Our goal is to have our results serve as a proof-of-concept, showing that CNNs can become a valuable tool to help tackle an extremely complicated problem, not to spend many extra GPU hours squeezing every last point of accuracy, especially since our simulated images are not geared to replicate any one particular experiment. In reality, if one wanted to apply a pipeline like the one we are suggesting here to images taken by one (or several different) experiment(s), then a more exhaustive grid search could be carried out to improve the accuracy further.

Along these lines, we emphasize that once a good CNN architecture was found using this training/validation set, the same architecture was used for the other training sets considered. For example, the training set we used to do the grid search had images with 1% noise, but when we train a network on images with a different amount of noise, we do not carry out a new grid search to re-optimize the network architecture. It is likely that the architecture could be fine tuned further to improve the results for the different training/validation sets.

The grid search consisted of running the networks for 100 epochs and using the accuracy over the validation set to rank the networks’ performance. The parameters that were fixed or varied in the grid search are as follows. The network was forced to have two convolutional layers, each with varying filter size, stride, and number of channels. There was no zero padding, batch normalization was imposed, but maxpooling was optional. The number and width of fully connected layers was allowed to vary, from zero to five layers, and 25 to 100 nodes each. The network weights were initialized using a Normal Xavier initialization [61], whereby the weights are drawn from a Normal distribution with mean zero and variance $\sigma^2$ determined by $\sigma = \sqrt{2/(N_{\text{in}} + N_{\text{out}})}$, where $N_{\text{in}}$ ($N_{\text{out}}$) is the number of input (output) neurons. Preliminary tests indicated that augmenting the data did an excellent job of preventing overfitting, so we did not implement dropout in any layer nor a regularization term in the loss function. The activation function for all layers (except for the last layer) was a ReLU function. We trained the CNN using the Adam optimizer and Cross-Entropy loss, which combines a log-softmax function with a negative log-likelihood loss. We set the learning rate to 0.001 and did not use a learning rate scheduler. The batch size was fixed to 64 samples per graphics processing unit (GPU), and 4 NVIDIA Tesla 2xK80s GPUs were used to train the network.

![FIG. 3: Examples of noise with varying correlation length $L$, obtained using the covariance matrix in Eq. (10). The standard deviation was fixed to $\sigma = 1$ for this Figure, and all the panels share the same colorbar (units are arbitrary). Starting from the left, the first panel corresponds to no correlation ($L = 0$). The second panel corresponds to a very small correlation length ($L = 0.025$), which is indistinguishable from the uncorrelated case. The third and fourth columns correspond to $L = 0.05$ and $L = 0.1$, respectively. The increase in correlation between the pixel values as $L$ increases is readily apparent.](image-url)
### TABLE I: Network architecture.

| Number | Layer Type   | Features          | Dimension          |
|--------|--------------|-------------------|--------------------|
| 1      | 2D Convolution | Filter size: 7    | Input: $1 \times 79 \times 79$ |
|        |               | Depth: 16         | Output: $16 \times 37 \times 37$ |
|        |               | Stride: 2         | Maxpool: False      |
| 1      | 2D Convolution | Filter size: 4    | Input: $16 \times 37 \times 37$ |
|        |               | Depth: 16         | Output: $16 \times 12 \times 12$ |
|        |               | Stride: 3         | Maxpool: False      |
| 1      | Fully-connected |                  | 2304               |
| 4      | Fully-connected |                  | 75                 |
| 1      | Fully-connected |                  | 2                  |

This network has 195,103 trainable parameters. Note that we have omitted the batch size in the dimensions of the inputs/outputs for clarity.

During the grid search we found that several different architectures had the same classification accuracy after 100 epochs, so out of these we picked the one with the least amount of parameters (the number of parameters varied by more than two orders of magnitude). Opting for the minimal number of parameters is beneficial to speed up training and prevent overfitting. Table I shows the network architecture that we ultimately used. The network has 195,103 parameters.

### III. RESULTS

All the numbers given in this section correspond to having trained the network for 100 epochs with a learning rate of $10^{-3}$, and an additional maximum of 30 epochs with a learning rate of $10^{-4}$. All these results correspond to substructure and macro-only images that have the same effective Einstein radius.

Generally, the results for classification networks are given in terms of the overall accuracy. In this context, however, that number does not give us any insight into the NN’s capacity to identify subhalos based on their mass. Furthermore, it is going to be strongly dependent on the distribution of $m_{\text{high}}$ in the test set: we know that images with low $m_{\text{high}}$ will be misclassified, since to the network they will be indistinguishable from macro-only images, while those with high $m_{\text{high}}$ can be classified with more ease. Due to this, we instead consider separately the accuracy for images with substructure and for macro-only images.

The results for all three datasets are shown in Figure 4. The mass range between $10^8 - 10^9 \, M_\odot$ is omitted because its accuracy lies below 50%. Typically, in binary classification problems, the worst job a classifier can do is having around a 50% accuracy, since this corresponds to classifying randomly. Here, we can see that for low values of $m_{\text{high}}$, the accuracy in fact lies well below 50%. This reflects the fact that, to the network, these images are indistinguishable from macro-only images: the perturbations created by subhalos with these masses are not significant enough to create features the network can identify and distinguish from features of the source and/or macro model (or the noise, in the case of images with noise).

It is immediately apparent that the results are very similar in all three data sets for the three levels of uncorrelated noise considered. This shows us that the network is not being aided significantly by the presence of additional lower mass perturbers in the $N_{\text{sub}-\text{bound}}$ and $f_{\text{sub}-\text{bound}}$ data sets, and the classification is still mainly driven by the single most massive subhalo. Furthermore, while in the lowest mass bin shown the accuracy consistently surpasses 50% for low noise, we can see that subhalos have to be quite massive in order to have a classification accuracy considerably greater than 50%: the mass bin $(0.5 - 1) \times 10^{10} \, M_\odot$ is where we start seeing accuracy $\geq 75%$. Unsurprisingly, increasing the level of noise decreases the classification accuracy.

The addition of correlated noise, shown in the top right panel, decreases the accuracy in all the mass bins and for the macro-only images. For large correlations, the perturbers have to be somewhat more massive before they can be identified with $\geq 75%$ accuracy, between $(1 - 5) \times 10^{10} \, M_\odot$.

As a null test, we attempted to train a network using the same images as those in the single-subhalo dataset but without having imposed the positional constraint on the most massive subhalo, meaning it was allowed to lie anywhere in the image. Since the area of the full image is much larger than the area covered by the lensed arcs/rings, it is much more likely for the highest mass subhalo to lie somewhere where it cannot have a significant impact. Our expectation was that the network should not be able to learn to distinguish these from the macro-only images. Indeed this is what we observed.
FIG. 4: Percentage classification accuracy for the one-subhalo (top), $N_{\text{sub}}$-bound (middle) and $f_{\text{sub}}$-bound (bottom) test set images, as a function of the subhalo mass and for different levels of noise. In the middle panel, the accuracy line for the 1% case in the mass bin $(0.5 - 1) \times 10^{11} M_\odot$ has been shifted upwards slightly for it to be visible, because the classification accuracy for all three levels of noise was the same. The top right panel shows the classification accuracy when the level of noise is fixed to 10% and instead the correlation lengthscale (as defined in Eq. (10)) is increased. All images have the same effective Einstein radius.
IV. DISCUSSION AND CONCLUSION

In this work we have set out to explore the usability of convolutional neural networks — a machine learning technique whose image recognition capability has achieved astonishing results in many different fields over the last few years — to infer the presence of dark matter substructure in strong lens images without having to do any intermediate model fitting or likelihood analysis. Model fitting is troublesome in its own right: modeling choices and conventions for smooth lenses vary drastically in the literature, and it is possible to find quite different results for a same lens. Since finding a model for the smooth lens is (generally) a prerequisite to finding substructure, any mistakes in the model-fitting step can trickle down into inference on the presence of substructure and its properties. Methods such as gravitational imaging mitigate the likelihood of such an eventuality by carrying out a pixel-based reconstruction of the potential instead of relying solely on an analytic fit to minimize the residual between a smooth model and a model that also has one (or more) clump(s). Such analyses have the additional advantage of being Bayesian; however, they are very computationally expensive and time consuming. Most importantly, more often than not they result in null detections.

With the expectation of thousands of new high-quality strong lens images becoming available in the near future, these factors thus motivate the development of fast, model-independent techniques to analyze strong lens images and find substructure, or come up with principled ways of choosing how to divert resources to where they can have the largest scientific impact. To this end, we train a CNN to classify images based on whether they have substructure or not. We emphasize that this classification problem is non-trivial because we are asking the network to classify images based on minute features while introducing huge variations in the large-scale characteristics from image to image, since the macro and source model parameters (which are highly degenerate with the substructure) vary from image to image. We believe that phrasing the substructure problem in this binary way could be advantageous because it means that the images that are found to contain no detectable substructure (i.e. classified as indistinguishable from macro-only images) will not have to see more resources diverted towards them just to return null detections. Instead, resources and time can be spent analyzing images that the CNN finds are likely to have detectable substructure. If the network’s sensitivity is understood sufficiently well (analogously to the sensitivity function in gravitational imaging), detections could be leveraged with non-detections to constrain the cold dark matter scenario.

We found, however, that subhalos have to be very massive, $m_{\text{sub}} \gtrsim 5 \times 10^9 \, M_\odot$, in the vicinity of the Einstein ring in order to be recognized with an accuracy $> 75\%$. Furthermore, the sensitivity does not seem to improve noticeably due to the presence of a larger population of lower mass subhalos, meaning that the classification is essentially driven by single very massive perturbers.

Comparisons between the sensitivity of this network and that of different methods to detect substructure is not straightforward, since sensitivity to substructure is a function of many different variables, such as the image resolution, the noise, and the source structure. Furthermore, we have not taken into account additional complicating factors in our simulated data, such as the host (or other sources of) brightness, or cosmic rays/bad pixels.

However, we can attempt to put the capacity of this CNN into context, keeping in mind the simplified nature of our simulated data. In Refs. [15, 16], the gravitational imaging technique applied to HST-like simulated images (with a resolution of 0.05"/pixel and a signal-to-noise of at least 3 per pixel) was shown to have a sensitivity to subhalo masses as low as a few times $10^8 \, M_\odot$ for an NFW profile when the substructure is on the Einstein ring, and quickly increases with distance from the lensed images.

In terms of actual detections, to date two systems with compelling evidence for substructure have been found with gravitational imaging. One of these, SDSSJ0946+1006, was found to have a subhalo with mass $(3.51 \pm 0.15) \times 10^9 \, M_\odot$ [41], while the other, JVAS B1938+666, was found to have a subhalo with mass $(1.9 \pm 0.1) \times 10^8 \, M_\odot$ [42]. In both cases the subhalos were modelled as truncated pseudo-Jaffe profiles [62] to obtain mass estimates; mass estimates done with NFW profiles tend to recover masses that can be significantly higher (for instance around $10^{10} \, M_\odot$ for the $3.51 \times 10^9 \, M_\odot$ Pseudo-Jaffe subhalo in SDSSJ0946+1006 [53]).

It therefore seems like the sensitivity of this CNN might be sufficient to find the perturber in SDSSJ0946+1006; it is less likely that it could find the one in JVAS B1938+666. It is worth keeping in mind, however, that the values for the accuracy as a function of subhalo mass cited in this work are the true subhalo masses, while direct detection efforts are sensitive only to the effective subhalo mass: Ref. [63] showed that the true subhalo mass can be biased by up to an order of magnitude higher than what is actually measured with strong lensing, the effective mass, meaning it is possible that claimed substructure detections actually have higher true masses than the numbers that are given.

If one did want to apply a method such as this to real data, much work would have to be done to understand the generalizability of the network’s classification capacity. We explicitly avoided fine-tuning our simulation pipeline to emulate observations of a particular experiment and instead remained agnostic to serve as a proof-of-concept that could be relevant to any survey that produces similar images (i.e. it would not be valid for interferometric data, for example), so this would require matching the experimental specifications of the images in each survey as well as certainly adding complexity to the simulated data. Furthermore, while in this work we fixed the radius of the Einstein ring to the typical value of galaxy-galaxy lenses, and did not add an external shear component, we have to understand whether the network’s
capacity is robust to varying these two macro-model components. Training the network on images where the source and lens redshifts also vary, the PSF is allowed to be anisotropic, and additional models for the source and macro components are included, could also reveal important information about the network’s applicability to real data. Understanding all of these factors would be crucial in order to be able to leverage the images classified as non-detections to constrain CDM together with the information extracted from images with substructure. Finally, it would be advantageous to develop a method to quantify confidence in classification, for instance using Gaussian Processes, so that images that are likely to be false positives/negatives can be identified. We leave these to future work.

In addition, we emphasize that there is no reason to believe that an approach such as this one would not be valid for images from an experiment such as ALMA, if the network were trained with an appropriate dataset. This could be an interesting extension of this work, since lens modeling in configuration (uv-visibility) space is even more time consuming than in real space, and experiments such as ALMA are expected to produce very high-quality strong lens images.

The results presented in this work were produced with a CNN whose architecture was the result of a grid search using training/validation samples from the $N_{\text{sub}}$-bound dataset in which the image had 1% uncorrelated noise. It is therefore possible that the architecture could be optimized further for the different datasets, improving these results. More generally, if one had a specific experiment in mind, a grid search could be carried out with images that contained the expected levels of noise and any other relevant experimental details, such as the (possibly anisotropic) PSF.

Furthermore, the network architecture used in this work is very simple, and has few parameters compared to many typical convolutional net architectures used in the literature. For instance, well-known networks such as AlexNet [64], GoogLeNet [65], ResNet [66] and DenseNet [67] can have tens of millions of parameters. These typically have many more convolutional layers and use additional tricks for training; for example, DenseNet has “dense blocks”, within which the feature maps at each layer are concatenated to the input of every successive layer within the block, allowing later layers to leverage information from earlier layers. For instance, our results seem to suggest that the network cannot leverage information from the collective perturbations of lower mass halos, while the recent results from Refs. [27] and [68], which both used CNNs based on ResNet to infer different aspects of substructure populations from strong lenses (the subhalo mass function normalization and slope in the former, and to distinguish between substructure pertaining to two very different dark matter scenarios in the latter), show that machine learning methods can in fact be used to probe more than the single most massive halos in lenses.

We are therefore optimistic that there is room for improvement with respect to the classification capacity of the network we are using here by using a more complex CNN architecture. This is important since, if such an approach were to be pursued moving forward, uncertainties derived on, for example, substructure population parameters or likelihood of CDM, would be inextricably tied to the network’s classification accuracy.

A final remark we want to bring up is with regard to the perturbations from substructure versus from line-of-sight (LOS) halos outside of the main lens halo. Original studies about perturbations to lensed images focused on subhalos as the perturbers. However, it has been pointed out that the contribution of the latter is actually likely to be comparable to, or even greater than, that of the substructure within the lens [69, 70], meaning that any attempt to use strong lensing images to constrain the particle nature of dark matter must take into account both contributions. This is particularly relevant because the effect of a LOS halo between the observer and the lens is larger than that of a subhalo of the same mass [70]. What this means is that in fact the sensitivity limits we give here for the subhalo mass function substructure can actually translate into sensitivity to lower masses in the full halo mass function if we consider LOS halos.

Strong gravitational lensing as a probe of the particle nature of dark matter has harnessed much interest over the last few years. This, together with the advent of a huge increase in the amount of high-quality strong lens images available for dark matter science, has led to an explosion of research into methods of extracting information from strong lens images. Previous work has used ML to infer strong lens parameters [38–40], to reconstruct the sources from strong lens images [71], and most recently to infer properties of the substructure population [27, 68]. Now, this work is another step forwards towards understanding the usability of deep learning methods to speed up the analysis of strong lens images for dark matter science. With the considerable momentum that this subfield is gaining, it is possible that in the near future strong lensing will consolidate itself as one of the premier ways to uncover the nature of dark matter.
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Appendix A: Subhalo population characteristics

Here we show relevant features of the subhalo populations in the images that were simulated following
the procedure in Section II, and are in the training/validation/test sets we used.

a. Single subhalo. Figure 5 shows, on the left, the correspondence between the subhalo mass and the mass fraction in substructure, and on the right the absolute distance between the subhalo’s position and the Einstein ring. Since these images have a single subhalo, the correspondence between \( f_{\text{sub}} \) and \( m_{\text{sub}} \) is trivially one-to-one. Also, notice that the distribution of the subhalo’s position \( r_{\text{sub}} \) is not uniform from 0" - 0.25" because of the additional constraint on the minimum intensity at the subhalo position.

b. \( N_{\text{sub}} \)-bound. Figure 6 shows different features of the subhalo populations over the entire training/validation/test sets images, where the number of subhalos per image was constrained. The top left panel shows the fraction of mass in substructure as a function of the highest-mass subhalo in the image. Most images have a fraction of mass in substructure well below 1% (in particular all the images with \( m_{\text{high}} < 10^9 \) M\(_\odot\)) and, as expected, \( f_{\text{sub}} \) increases considerably with increasing \( m_{\text{high}} \). The orange markers show the value of \( f_{\text{sub}} \) if the most massive subhalo in the image is removed. This shows that for the majority of the images with \( m_{\text{high}} \gtrsim 10^9 \) M\(_\odot\) the value of \( f_{\text{sub}} \) is driven by the single most massive halo, although there is some scatter. In Section III we discuss the effect (or lack thereof) of the images with high \( f_{\text{sub}} \) due to more than a single subhalo.

The top right panel shows the number of subhalos within an annulus of width 0.6" centered on the Einstein ring together with a histogram of the number of subhalos in the annulus only with masses between \( 4 \times 10^6 - 4 \times 10^9 \) M\(_\odot\)). to have a direct point of comparison to the numbers cited in [49], where it was found that, in the context of CDM, for \( f_{\text{sub}} = 0.3\% \) there should be \( \sim 7 \pm 1 \) subhalos with masses between \( 4 \times 10^6 - 4 \times 10^9 \) M\(_\odot\)) in an annulus of this width. We can see that the number of subhalos (and \( f_{\text{sub}} \)) lie comfortably in the lower end of the expectations within CDM. Finally, the bottom panel shows the absolute distance between the position of the most massive subhalo and the Einstein radius. Again it is apparent that the distribution is not perfectly uniform due to the fact that the most massive subhalo has to lie at a point on the image with non-negligible intensity.

c. \( f_{\text{sub}} \)-bound. Figure 7 is analogous to Figure 6 but for the dataset where the mass fraction in substructure per image was constrained to be \( f_{\text{sub}} = 1 \pm 0.05\% \). The top left panel shows that, up to \( f_{\text{sub}} M_{\text{host}} \), the mass fraction in substructure is \( 1 \pm 0.05\% \). Past this point, as explained in Section II A 2 c, the single most massive subhalo already saturates this bound so instead, for a given \( m_{\text{high}} > f_{\text{sub}} M_{\text{host}} \), we generate a population of subhalos that does obey the bound on \( f_{\text{sub}} \) but has \( m'_{\text{high}} < m_{\text{high}} \), and then add \( m_{\text{high}} \) to the image. The orange markers show the “reduced” value of \( f_{\text{sub}} \), where the most massive subhalo isn’t taken into account. It can be seen that it obeys the constraint of \( 1 \pm 0.05\% \).

The top right panel again shows the number of subhalos in an annulus that is 0.6" wide centered on the Einstein ring in blue, and in gray the number of subhalos with masses between \( 4 \times 10^6 - 4 \times 10^9 \) M\(_\odot\)). It has a mean of 21 subhalos, which is expected since these images have a \( \sim 3 \times \) greater value of \( f_{\text{sub}} \) than those in Ref. [49]. The bottom panel shows, as before, the absolute distance from the position of the most massive subhalo to the Einstein ring.
FIG. 5: **Images with a single subhalo**  
*Left*: mass fraction in substructure $f_{\text{sub}}$ as a function of the mass of the subhalo in the image.  
*Right*: absolute distance from the subhalo’s position $r_{\text{sub}}$ to the Einstein ring $\theta_E$ in arcseconds.

FIG. 6: **Images with $N_{\text{sub}}$ constrained**  
*Top left*: in blue, the mass fraction in substructure $f_{\text{sub}}$ as a function of the highest subhalo mass in the image $m_{\text{high}}$. The “reduced” markers correspond to having removed the most massive subhalo.  
*Top right*: in blue, the total number of subhalos in an annulus 0.6" wide centered on the Einstein ring. In gray, the number of subhalos with masses between $4 \times 10^6 - 4 \times 10^9 \, M_\odot$ in this same area. The solid, dashed, and dotted red lines correspond to the 50th, 16th/84th and 2.5th/97.5th percentiles, respectively.  
*Bottom*: absolute distance from the position of the most massive subhalo $r_{\text{high}}$ to the Einstein ring $\theta_E$, in units of arcseconds.
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FIG. 7: Images with $f_{\text{sub}}$ constrained
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