This paper presents a new high resolution aerial images dataset in which moving objects are labelled manually. It aims to contribute to the evaluation of the moving object detection methods for moving cameras. The problem of recognizing moving objects from aerial images is one of the important issues in computer vision. The biggest problem in the images taken by UAV is that the background is constantly variable due to camera movement. There are various datasets in the literature in which proposed methods for motion detection are evaluated. Prepared dataset consists of challenging images containing small targets compared to other datasets. Two methods in the literature have been tested for the prepared dataset. In addition, a simpler method compared to these methods has been proposed for moving object object in this paper.
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1 Introduction

Unmanned aerial vehicles (UAV) and drones are nowadays accessible to everyone, and are used in civilian and military fields. Considering security applications, it is widely used in applications such as surveillance, target detection and tracking. The biggest problem in images obtained from such freely moving vehicles is that the background is always moving due to camera movement. The reasons such as the low resolution of the images obtained or the large distance to the target also make object detection and classification processes difficult. For this reason, it may be more convenient to apply motion detection as well as object detection in images obtained through UAV. Motion detection is a computer vision problem that has been extensively studied in the literature. Publicly available datasets used in motion detection are VIVID [1] and Change Detection (CDNET-2014) [2]. In the CDNET dataset, only the PTZ sequence images were obtained from the moving camera. However, these images do not contain free motion as in the images obtained through UAV. The VIVID dataset consists of aerial images containing moving vehicles. In this study, a new dataset to be used in the problem of detecting moving objects from a moving camera is publicly shared with the researchers. The most important difference of the prepared dataset compared to the VIVID dataset is that it has high resolution (1920x1080) and contains more challenging small targets. The dataset called PESMOD (PExels Small Moving Object Detection) was created from videos selected from the Pexels website and moving objects was manually labelled.

Also a method is proposed to detect moving object in this paper, and it is evaluated with two state-of-the-art methods in the literature. In section 2, the related work of motion detection in the literature is introduced. The details of the dataset are represented in section 3, and in the section 4 the details of the proposed method are explained. Finally, in sections 5 and 6 performance comparison is examined and the conclusion is discussed.
2 Related work

Moving object detection is an issue that has been actively studied by computer vision researchers. Considering the motion detection studies in the literature; It is seen that methods based on the subtraction of consecutive frames, background modeling and dense optical flow are used. Although the method of subtraction consecutive frames works fast and can adapt quickly to background changes, the performance rate is very low [3, 4]. In the literature, it is striking that successful results are obtained with background modeling methods, which are mostly created using certain previous frames. [5]. To build a background model, statistical methods [6,7,8], classical image processing techniques [9], and neural networks [10] have been used in different studies. In addition to these, CNN (convolutional neural network) based methods have also been preferred, which have shown good performances in many image processing problems. Deep learning architectures that estimates pixel-based optical flow vectors have been used in the problem of moving target detection [11]. FlowNet2 [12] that is one of the widely used architecture in optical flow computing is used to estimate flow vectors, and background model is constructed in the form of optical flow in the study [11]. The most important disadvantage of deep learning methods is that the computational cost is extremely high, especially in high resolution images.

Image alignment techniques are used to compensate camera movement (also called global motion), which is the most important problem in moving cameras. The principle idea is that the previous frame or background model is firstly warped to current frame with affine or perspective transformation matrix and then frame differencing or background subtraction is performed. In this study, performance comparison of two methods in the literature, MCD [6] and SCBU [13], is performed on the prepared dataset.

In MCD and SCBU methods, Lucas Kanade method (KLT)[14] is used to track grid-based selected points for consecutive frames and RANSAC method[15] is used to calculate homography matrix representing camera motion. Then, background model is warped to current frame before updating background model and applying background subtraction. In MCD method, dual mode background model is constructed with mean, variance and age of each pixel. Mixing neighbouring technique is proposed to compensate the camera motion and it reduces the image alignment errors. In SCBU, a scene conditional background model updating method is proposed to handle dynamic scenes. It tries to build a clear background model without contamination of the foreground and foreground likelihood map is used to extract foreground regions by applying high and low threshold values. Our method applies same technique to compensate global motion. We apply neighborhood difference in background subtraction and the main contribution of the proposed method is that we apply weights acquired from dense optical flow vectors during background subtraction.

3 Dataset

While preparing the dataset, videos with small targets were selected from drone images that are open to public access from the Pexels website. Moving objects are labeled as a bounding box containing the object. The most important difference compared to VIVID and CDNET datasets is that it consists of high resolution images containing moving objects that are more difficult to detect (due to small sizes). The dataset consists of 8 different subset images. Only in one sequence called Grisha-snow, the camera is fixed, but moving objects are very far away and difficult to detect in this sequence. Moving objects in images consist of people and different type of vehicles. Dataset contains totally 4107 frames and 13834 labeled bounding box for moving targets. Details of each sequence are represented in the Table 1 and sample images are shown in the Figure 1.

| Sequence name       | Number of frames | Number of moving objects |
|---------------------|------------------|--------------------------|
| Pexels-Elliot-road  | 664              | 3416                     |
| Pexels-Miksanskiy   | 729              | 189                      |
| Pexels-Shuraev-trekking | 400           | 800                      |
| Pexels-Welton       | 470              | 1129                     |
| Pexels-Marian       | 622              | 2791                     |
| Pexels-Grisha-snow  | 115              | 1150                     |
| Pexels-zaborski     | 582              | 3290                     |
| Pexels-Wolfgang     | 525              | 1069                     |
Figure 1: Example frames from each sequence in the dataset

4 Proposed method

The general flow diagram of the proposed method is shown in the Figure 2. In the first step, grid-based points are selected in previous frame and these points are tracked by KLT method for current frame. Grid based points selection is used instead of the determining the key points to speed up the process. After finding the locations of the selected points in the current frame with the KLT method, the homograpy matrix (H) expressing the camera movement is calculated with the RANSAC method. At this stage, it is assumed that the background movement is much more dominant in the image. While building the background model, RGB frames are converted to HSV color space and only S and V channels are used. In the background model, mean value (µ(i)) and age information of each pixel are calculated. Initially, the first frame is assigned to the µ matrix in the background model, and the age value is increased by 1 for each frame starting from 0.
With the obtained $H$ matrix, the background model at time of $t-1$ is warped to the current frame as given in equation 1. Thus, the pixels in the background and current frame are aligned. But, there are possible registration errors, as an exact match is not possible. Using the $H$ matrix, the age value is assigned to 0 for the pixels that have just appeared in the current frame. Accordingly, if the camera is moving, a very small part of the current frame does not overlap with the previous frame. In Figure 3 example frames and age mask are shown. The black pixels in the age mask indicate the pixels with an age less than $T_{age}$. The overlapping pixels between the background and the current frame are shown in the Figure 3 (c) as white, and only these pixels are evaluated in the foreground detection. In the background model, the $\mu$ value of each pixel is calculated as shown in the equation 3 after the warping process. In the equations, $I$ represents a frame while $i$ represents a pixel in a frame. Learning rates ($\alpha$) of each pixel is determined with the age value of each pixel.

\[
B_t = H_{t-1} B_{t-1}
\]

\[
\alpha(i) = \frac{1}{age(i)}
\]

\[
\mu_t(i) = (1 - \alpha_t(i)) \mu_{t-1}(i) + \alpha(x) I_t(i)
\]

When performing foreground detection, only pixels with an age larger than threshold $T_{age}$ were taken into account. The $I_t$ is then subtracted from the $\mu$ matrix. In the background subtraction process, the neighborhood difference is calculated as given in the equation 4 by considering the neighbours of each pixel in a 3x3 neighborhood area.

\[
D(i) = \min_{k=i-1}^{k=i+1} \sum_{k=i-1}^{k=i+1} I_t(k) - \mu_{t-1}(i)
\]

Although using the neighborhood difference increases the computational load, it reduces the false detections caused by registration errors. The pixel differences calculated separately on the S and V channels are combined in a single matrix. Accordingly, the largest value for a pixel in the S and V matrix is chosen for each pixel. In this calculated difference image, a threshold value ($T$) could be used for foreground detection. But instead of using a fixed $T$, an adaptive threshold ($T_a$) is determined, considering that there may be more registration errors when the camera moves fast. To

Figure 3: (a) A frame at the time of $t-1$ ($I_{t-1}$) (b) $I_t$ (c) age mask
handle this, the threshold value is adjusted according to the background motion. Consider that $A_{BG}$ value represents the average value of pixel displacements according to the grid based selected points, $T_a$ is found as in equation (5):

$$T_a = T \cdot \lambda_1 \cdot \exp(A_{BG} \cdot \lambda_2)$$  \hspace{1cm} (5)

To improve the effect of the adaptive thresholding in background subtraction, dense optical flow is also calculated between $I_t$ and $\mu_t$ by Farneback [16] method, and optical flow vectors are also considered in the background subtraction process. For this, the magnitude matrix is calculated from the optical flow vectors and a weight coefficient is assigned to the pixels with high magnitude values as shown in equation (6). Then, $D_w$ matrix is obtained by multiplying $D$ matrix and $Mag_m$. A sample $\mu$ image from the dataset and a magnitude image obtained with dense optical flow are shown in the Figure 4. Note that magnitude values are multiplied with a fixed number to be able to visualize it better. In Figure 4, it is seen that optical flow vectors are larger in the regions of the cars but it is also larger in the sharp edge such as the mountain. The error of Farneback method also reduces the effect of the using weights in background subtraction step.

$$Mag_n = \text{norm}(Mag), \text{where} Mag(i) > T_{mag}$$  \hspace{1cm} (6)

$$D_w(i) = Mag_n(i) \cdot D(i)$$  \hspace{1cm} (7)

In last step of background subtraction process, foreground mask is obtained by using $T_a$ and $D_w(i)$ as shown in the equation (8):

$$M^t(i) = \begin{cases} 1 & D_w(i) > T_a \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (8)

Finally, bounding boxes enclosing moving targets are extracted from foreground masks. For this, morphological opening process is applied to the foreground masks to suppress the noise, and bounding boxes covering areas with an area larger than 5 pixels are extracted. Subsequently, each bounding box is enlarged with a fixed value, and a larger bounding box enclosing the intersected boxes is obtained by combining the intersected boxes. In Figure 5, an example is shown to extract and combine the bounding boxes. Figure 5(b) shows detected moving pixels as red, blue rectangles represent extracted bounding box from foreground mask, and red rectangles represent the final bounding box after merging blue rectangles. The purpose of this process is to combine the broken foreground regions. Performance comparisons are made by comparing the finally found bounding boxes with labeled bounding boxes.

### 5 Experimental Results

For the experiments, the proposed method was implemented by using C++ and OpenCV with CUDA support. The age value is set to 30 as maximum to keep minimum learning rate while $T_{age}$ is set to 5 for minimum age. $T=40$ value is used for foreground detection, and decaying parameters $\lambda_1$ and $\lambda_2$ for $T_a$ is 0.005 and 0.25 respectively. $T_{mag}=5$ value is used to decide if optical flow magnitude is enough large. Proposed method was experimented with eight image sequences in prepared PESMOD dataset that is publicly available in [http://github.com/mribrahim/PESMOD](http://github.com/mribrahim/PESMOD).

#### 5.1 Performance Comparison

Qualitative results on some key frames from each sequence are given in Figure 6 and 7. They show foreground masks and extracted bounding boxes. In addition to qualitative comparison, precision ($Pr$), Recall ($R$), F-score ($F_1$) and
overlapping ratio \(O_r\) for correctly detected moving targets are used for qualitative evaluation. In the equation \(\text{FP}\) refers to wrongly detected boxes, \(TP\) refers to true detections, and \(FN\) refers to ground truth boxes that is missed by the method. In the experiments, it is seen that it is so hard to able to find all pixels of a moving object. Therefore, in case of ground truth bounding box (\(R_{GT}\)) and detected bounding box (\(R_{DET}\)) intersect by 20 percent or more, it is evaluated as \(TP\). \(FP\) means that detected bounding box has no overlap even at 20 percent. Also another metric is defined to express the ratio of \(R_{DET}\) and \(R_{T}\) for all \(TP\) detection as shown in equation \(10\). Higher \(R_{DET}\) means that, it has found more parts of the moving object. The quantitative performance comparison is shown for each sequence in Table 2. Obtained average values for each metric is also given in Table 3.

\[
Pr = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}, \quad F_1 = \frac{2 * Pr * R}{Pr + R}, \quad (9)
\]

\[
O_r = \frac{\text{area}(R_{GT} \& R_{DET})}{\text{area}(R_{GT})}, \quad (10)
\]

Figure 5 and 7 show ground truth bounding boxes and detected boxes for each method in four sequences: Elliot-road, Marian, Shuraev-trekking and Zaborski. In the experiments, it is seen that especially in case of fast camera movements, MCD produces much FP according to other methods as shown in first and third rows in Figure 7. This causes to decrease in MCD performance even if MCD has best \(Pr\) or \(R\) for more sequences. For example; in Shuraev-trekking and Welton sequences, MCD has best \(R\) but so less \(Pr\) compared to the other method as seen in Table 2.
Table 3: Average performance metrics obtained with MCD, SCBU and proposed method

| Average | MCD    | SCBU   | Proposed |
|---------|--------|--------|----------|
| $O_r$   | 0.7756 | 0.4949 | 0.6755   |
| $Pr$    | 0.5428 | 0.4268 | 0.5452   |
| $R$     | 0.5607 | 0.4416 | 0.5070   |
| $F_1$   | 0.3828 | 0.4108 | 0.4302   |

Also, it is observed that MCD method is more successful to detect smaller objects against SCBU and proposed method. In Figure 6, only MCD can detect the small car, the others can only detect the big trucks. Table 3 shows the average values for each metric and it shows that MCD has best $O_r$ and $R$, while proposed method have best $F_1$ and $Pr$. SCBU has best performance in $F_1$ after proposed method. Best $O_r$ for MCD shows that it can detect the more part of a moving object compared to other methods. Proposed method generally performs poorly for zooming frames such as Miksanskiy and Welton sequences. It also has lowest $R$ value on frames with very small objects such as Elliot-road and Grisha-snow. Relatively simple background updating technique used in the proposed method may cause this issue.

Figure 6: Detected bounding boxes for moving objects from Elliot-road and Marian sequences
6 Conclusion

In this paper, a motion detection method is proposed for moving cameras and the dataset called PESMOD is shared publicly. Proposed method applies motion compensation with KLT algorithm and neighborhood difference with the contribution of dense optical flow. We have compared the proposed method with state-of-the-art methods on various moving camera videos. The results show that even if the methods in the literature have more complex background model updating methods, they perform poorly for some special cases. However, proposed method shows a reasonable performance and it runs runs at about 17 fps for 1920x1080 resolution images.
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