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Abstract. We prove the global existence of a helical weak solution of the 3D Euler equations, in full space, for an initial velocity with helical symmetry, without swirl and whose initial vorticity is compactly supported in the axial plane and belongs to $L^p$, for some $p > \frac{4}{3}$. This result is an extension of the existence part of the work of B. Ettinger and E. Titi, [9], who studied well-posedness of the Euler equations with helical symmetry without swirl, with bounded initial vorticity, in a helical pipe.

1. Introduction

Consider the 3D incompressible Euler equations, describing the motion of an ideal incompressible fluid in $\mathbb{R}^3$ with initial velocity $u^0 = u^0(x)$,

\begin{align}
\partial_t u + (u \cdot \nabla)u + \nabla p &= 0 \\
\text{div } u &= 0 \\
u(x,0) &= u^0(x).
\end{align}

Above, $u = u(t,x) \in \mathbb{R}^3$ is the velocity field, $p = p(t,x) \in \mathbb{R}$ is the scalar pressure and $(t,x) \in \mathbb{R} \times \mathbb{R}^3$.

Another physically relevant dynamic variable for incompressible flows is $\omega = \omega(t,x) = \text{curl } u(t,x)$, the vorticity, which satisfies the evolution equation:

\begin{align}
\partial_t \omega + (u \cdot \nabla)\omega = (\omega \cdot \nabla) u.
\end{align}

Existence of global smooth solutions for the incompressible 3D Euler equations with smooth initial data is an important open problem, with a large associated literature. Local (in time) existence with smooth initial data is known, see [14]. Global existence of a weak solution has only recently been established by E. Wiedemann in [22] in the context of wild solutions, see also [5], for arbitrary initial divergence-free velocity in $L^2$. The vorticity associated with wild solutions does not, in principle, satisfy equation (1.2), so that another important open problem is the global existence of a weak solution of equation (1.1) whose vorticity is also a weak solution of equation (1.2); we will refer to such solutions as tame weak solutions.

In contrast, in dimension two, the Euler equations are globally well-posed for smooth initial data, see [18]. This distinction is usually attributed to the term $(\omega \cdot \nabla)u$, in equation (1.2), responsible for vortex stretching; this term vanishes identically for 2D flows. One way to explore the gap between 2D and 3D flows is to consider flows with more complicated symmetries, such as axial symmetry and also helical symmetry. There is a large literature devoted to axisymmetric Euler flows, which naturally breaks down into two cases: axisymmetric flows without swirl, and the general case, with swirl. For axisymmetric flows without swirl, global well-posedness of smooth solutions is due to A. Majda and to X. St. Raymond, see [17, 19, 12]. Global existence of tame weak solutions was first proved by D. Chae and N. Kim for initial vorticity in $L^p$, $p > 6/5$ in [4]. This result was later improved to "near-vortex-sheet" data in [3]. For vortex sheet initial data the problem of existence remains open, but in [21], J.-M. Delort showed that the argument used to obtain existence for vortex sheet initial data in 2D could not be extended to axisymmetric flows without swirl, and further analysis of concentrations was performed in [13]. For axisymmetric flows with swirl, and...
for general flows without any particular symmetry, the focus has been on criteria and scenarios for blow-up, see [12] and references therein.

Helical flows are flows invariant under a one-dimensional group of rigid motions of Euclidean space generated by a simultaneous rotation around an axis and a translation along the same axis. Although as common in practice as axisymmetric flows, helical flows have received a great deal less mathematical attention. The literature specific to inviscid flows with helical symmetry reduces to two articles, namely [8], where A. Dutrifoy proved global well-posedness for smooth initial data and [9], where B. Ettinger and E. Titi established global existence and uniqueness of weak solutions with bounded initial vorticity; in both papers a geometric condition, analogous to the no swirl hypothesis for axisymmetric flows, is assumed. In general, helical flows have a more decided 2D nature than axisymmetric flows; for example, global existence for helical Navier-Stokes is known, see [10], whereas this same problem is open for axisymmetric Navier-Stokes. One reason that helical flows have received less attention might be that the helical symmetry reduction is algebraically more complicated. The present article is part of a research programme aimed at investigating incompressible helical flows with a view towards both the inviscid singularity problem, and the mathematical treatment of weak solutions. Specifically, our main result in this article is an analogue of the $L^p$ axisymmetric existence result of Chae and Kim; we obtain the critical exponent $4/3$ for helical flows in the full space. Previous work on helical flow has focused on bounded helical domains; we choose to carry out our analysis in the full space. Although this choice creates technical complications which we are forced to address here, the full space case is conceptually simpler, and can be connected in a more physically natural way with small viscosity flows.

This article is organized as follows. In Section 2 we fix notation, introduce basic definitions and we state some well-known results. In Section 3 we develop basic tools to treat full space helical flows. More precisely, in Section 3.1 we derive a formula for the Green’s function for the Laplacian in $\mathbb{R}^3$, periodic in the $x_3$-direction, which is used to write explicitly the relevant Biot-Savart law. In Section 3.2 we introduce the definition of weak solution and in Section 3.3 we state and prove a local well-posedness result for smooth solutions to problem (1.1). Finally, in sections 4 and 5 we prove two versions of the main theorem, first assuming the integral of the third component of vorticity vanishes, which implies velocity vanishes at infinity and greatly simplifies the analysis, and then, second, without this hypothesis.

2. Preliminaries

Our purpose in this section is to fix notation, introduce the basic definitions and to recall some known results, taken mainly from [9], for convenience of the reader.

Let $\kappa$ be a positive constant and define $\Omega := \mathbb{R}^2 \times (-\kappa\pi, \kappa\pi)$. We denote by $\tilde{x}$ the first two components of $x \in \mathbb{R}^3$, i.e., if $x = (x_1, x_2, x_3)$ then $\tilde{x} = (x_1, x_2)$. Let $L^p_{\text{per}}(\Omega)$ and $H^n_{\text{per}}(\Omega)$ denote the spaces of functions $f = f(x)$, $x \in \mathbb{R}^3$, which are periodic in the $x_3$-direction with period $2\kappa\pi$ and which belong, respectively, to $L^p(\mathcal{O})$ and $H^n(\mathcal{O})$, for all open sets of the form $\mathcal{O} = \mathbb{R}^2 \times I$, with $I \subset \mathbb{R}$ a bounded open interval. Let $V^n_{\text{per}}(\Omega)$ be the space of all vector-valued functions in $H^n_{\text{per}}(\Omega)$ which are divergence free and let $L^p_{\text{per}}(\Omega)$ denote the space of functions in $L^p_{\text{per}}(\Omega)$ which are compactly supported in $\tilde{x}$, i.e. such that, for almost all $x_3 \in \mathbb{R}$, the support of $f(\cdot, x_3)$ is a compact subset of $\mathbb{R}^2$.

We write $R_{\theta}$ for the rotation around the $x_3$-axis by the angle $\theta$,

$$R_{\theta} = \begin{pmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

and we denote by $S_{\theta}$ the superposition of $R_{\theta}$ and a translation along the $x_3$-direction of size $\kappa \theta$,

$$S_{\theta}(x) = R_{\theta}(x) + \begin{pmatrix} 0 \\ 0 \\ \kappa \theta \end{pmatrix}.$$ 

**Definition 2.1.** A vector field $u : \mathbb{R}^3 \to \mathbb{R}^3$ is said to be helical if and only if

$$u(S_{\theta}x) = R_{\theta}u(x) \text{ for all } \theta \in \mathbb{R} \text{ and } x \in \mathbb{R}^3.$$ 

(2.1)
Observe that, if a vector field $u$ is helical, then it is periodic in the $x_3$-direction with period $2\kappa \pi$.

**Definition 2.2.** Set

$$\xi = \xi(x) \equiv (x_2, -x_1, \kappa).$$

Given a vector field $u : \mathbb{R}^3 \to \mathbb{R}^3$, we define the helical swirl $\eta$ as

$$\eta(x) = u(x) \cdot \xi(x) \text{ for all } x \in \mathbb{R}^3.$$ 

If $\eta \equiv 0$ then we say that $u$ has vanishing helical swirl.

Next, we state some properties of helical flows. The proofs can be found in [9].

**Lemma 2.1.** A smooth vector field $u : \mathbb{R}^3 \to \mathbb{R}^3$ is helical if and only if

$$(\xi(x) \cdot \nabla) u(x) = (u_2(x), -u_1(x), 0).$$

**Lemma 2.2.** Let $u = u(x, t)$ be a smooth solution of (1.1), helical and with vanishing helical swirl and let $\omega = \text{curl } u$. Then $\omega(x, t) = \omega(x, t)\xi(x)/\kappa$, where $\omega(x, t) = \partial_t u_2(x, t) - \partial_x u_1(x, t)$, and $\omega$ satisfies the following equation:

$$\partial_t \omega + (u \cdot \nabla) \omega - \frac{\omega}{\kappa} R u = 0,$$

where $R = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$.

**Remark 2.1.** The third equation in system (2.2) is a transport equation for $\omega$, given by

$$\partial_t \omega + (u \cdot \nabla) \omega = 0.$$

Observe that, if $u \in L^q(\mathbb{R}^3; \mathbb{R}^3)$, for some $1 \leq q \leq \infty$, then Definitions (2.1) and (2.2) still make sense if we ask the equalities to hold for almost every $x \in \mathbb{R}^3$. Furthermore, in this case we have a result analogous to Lemma 2.1, which is stated below, and can be proved in the same fashion.

**Lemma 2.3.** Let $u \in L^q_{\text{loc}}(\mathbb{R}^3; \mathbb{R}^3)$ for some $1 \leq q \leq \infty$. Then, $u$ is helical if and only if $u$ is $2\pi \kappa$-periodic with respect to the third component, in the sense of distributions, and if

$$\int_\Omega (D\Psi(x)\xi(x)) \cdot u(x) \, dx = \int_\Omega (R\Psi(x)) \cdot u(x) \, dx,$$

for all $\Psi \in C^\infty_{\text{c,per}}(\Omega; \mathbb{R}^3)$.

### 3. Vorticity formulation

In this section we state and prove some basic results concerning full-space helical flows which we will use in the proof of the existence theorems 4.1 and 5.1. We require an explicit vorticity formulation, and an appropriate Biot-Savart law. We begin with the following system

$$\begin{cases}
\text{curl } u = \omega \\
\text{div } u = 0 \\
|u(x)| \to 0 \text{ as } |\tilde{x}| \to \infty \\
u \text{ periodic in } x_3.
\end{cases}$$

In order to obtain a solution for the system above we will derive an explicit form of the Green’s function for the Laplacian in $\mathbb{R}^3$, periodic in the $x_3$-direction. In addition, we introduce a definition of weak solution for the vorticity equation (2.3) and, finally, we construct a smooth approximating sequence for weak solutions of the vorticity equation (2.3).
3.1. **Biot-Savart law.** We will be deriving the Green’s function for the Laplacian in \( \mathbb{R}^3 \) with periodic boundary conditions in the \( x_3 \)-direction. Using this Green’s function we will write an expression for the Biot-Savart kernel and prove some estimates for this kernel. We will also provide a necessary and sufficient condition for a velocity field, associated with a given vorticity, to be helical and to have vanishing helical swirl (see Proposition 3.3).

**Proposition 3.1.** The Green’s function for the Laplacian in \( \mathbb{R}^3 \) with \( 2\pi\kappa \)-periodic boundary condition in the \( x_3 \)-direction is given by

\[
G(x) = \frac{1}{2\pi\kappa^2} \sum_{n=1}^{\infty} K_0 \left( \frac{|x|n}{\kappa} \right) \cos \left( \frac{n x_3}{\kappa} \right) - \frac{1}{2\pi\kappa^2} \log |x|,
\]

for all \( x \in \mathbb{R}^3, \ x \neq 0 \), where \( K_0 \) is the modified Bessel function of the second kind and order zero.

In particular, if \( \omega : \mathbb{R}^3 \to \mathbb{R}^3 \) belongs to \( L^2_{\text{per}}(\Omega) \) and if \( \int_{\Omega} \omega(x)dx = 0 \), then the solution of the Poisson system

\[
\begin{cases}
\Delta \Psi = \omega \\
|\Psi(x)| \to 0 \text{ as } |x| \to \infty \\
\Psi \text{ periodic in } x_3.
\end{cases}
\]

is given by

\[
\Psi(x) = -\frac{1}{4\pi^2} \int_{\Omega} G(x - y)\omega(y)dy, \quad \text{for all } x \in \Omega.
\]

This result can be proved using a standard approach by means of Fourier analysis. We omit the proof, and we refer the reader to [11].

**Definition 3.1.** Let \( G \) be the Green’s function given by (3.2). Set

\[
\mathcal{K} = \mathcal{K}(x) := \frac{1}{4\pi^2} \nabla G(x), \quad \text{for all } x \in (\mathbb{R}^2 \setminus \{0\}) \times (-\pi\kappa, \pi\kappa).
\]

We refer to the function \( \mathcal{K} \) as the Biot-Savart kernel.

In the following result we obtain an estimate for the Biot-Savart kernel.

**Lemma 3.1.** The kernel \( \mathcal{K} \), defined by (3.4), satisfies the following estimate

\[
|\mathcal{K}(x)| \leq C \left( \frac{1}{|x|^2} + \frac{1}{|x|} \right), \quad \text{for all } x \in (\mathbb{R}^2 \setminus \{0\}) \times (-\pi\kappa, \pi\kappa).
\]

**Proof.** Fix \( x \in (\mathbb{R}^2 \setminus \{0\}) \times (-\pi\kappa, \pi\kappa) \). First, we observe that

\[
|\mathcal{K}(x)| \leq \frac{1}{8\pi^4\kappa^2} \left| \nabla \left( \sum_{n=1}^{\infty} K_0 \left( \frac{|x|n}{\kappa} \right) \cos \left( \frac{n x_3}{\kappa} \right) \right) \right| + \frac{1}{8\pi^4\kappa^2} \frac{1}{|x|}.
\]

In order to estimate the series involving the Bessel function we use the following expansion in Schlömilch series (see [15]),

\[
\sum_{n=1}^{\infty} K_0 \left( \frac{|x|n}{\kappa} \right) \cos \left( \frac{n x_3}{\kappa} \right) = \frac{1}{2} \left( \ln \left( \frac{\gamma}{4\pi\kappa} \right) + \ln |x| \right) + \frac{\pi\kappa}{2|x|} + \frac{\pi\kappa}{2} \sum_{m=1}^{\infty} \frac{1}{\sqrt{|x|^2 + (2\pi\kappa m - x_3)^2}} \frac{1}{2\pi\kappa m} + \frac{\pi\kappa}{2} \sum_{m=1}^{\infty} \frac{1}{\sqrt{|x|^2 + (2\pi\kappa m + x_3)^2}} \frac{1}{2\pi\kappa m}.
\]

To obtain the desired estimate (3.5) for the kernel \( \mathcal{K} \) we need to estimate the gradient of the series in (3.6). It is not hard to see that the \( m \)-th term in each of the two series on the right-hand-side of (3.6) is bounded by a multiple of \( |x|/m(2\pi\kappa m \pm x_3) \) and, hence, both series converge pointwise. Furthermore, for each of these two series we have that the derivative of the \( m \)-th term is
bounded by \(1/(2\pi\kappa(m - 1/2)^2)\), so that both series of derivatives are uniformly convergent. Thus, we can differentiate both series in (3.6) term by term and obtain that

\[
\nabla \left( \sum_{n=1}^{\infty} K_0 \left( \frac{\varepsilon}{\kappa} \right) \cos \left( \frac{x_n}{\kappa} \right) \right) = \frac{1}{2|x|} (\varepsilon, 0) - \frac{\pi\kappa}{2|x|^3} x + \frac{\pi\kappa}{2} \left( \sum_{m=1}^{\infty} f_m^-(x) + \sum_{m=1}^{\infty} f_m^+(x) \right),
\]

where

\[
f_m^\pm(x) = \frac{1}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}} (-x_1, -x_2, \mp 2\pi\kappa m - x_3)).
\]

Next, let us estimate the series \(\sum_{m=1}^{\infty} f_m^-\) and \(\sum_{m=1}^{\infty} f_m^+\). The idea is to compare the series with their corresponding integrals. In order to do so, define \(h^\pm(t) = \frac{1}{(|x|^2 + (2\pi\kappa t + x_3)^2)^{3/2}}\) and observe that \(h^\pm\) is decreasing for all \(t \geq 1\) and \(h^\pm(t) \geq h^\pm(1)\), for all \(0 \leq t \leq 1\). Thus, we can estimate each series by its corresponding integral as follows:

\[
\sum_{m=1}^{\infty} \frac{1}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}} \leq \int_0^\infty \frac{1}{(|x|^2 + (2\pi\kappa t + x_3)^2)^{3/2}} dt = \frac{1}{2\pi\kappa |x|^3} \leq \frac{1}{\pi\kappa |x|^2},
\]

We obtain the following estimate for the series involving each of the first two components of \(f_m^\pm\):

\[
(3.7) \quad \left| \sum_{m=1}^{\infty} (f_m^\pm(x))_i \right| \leq |x_i| \sum_{m=1}^{\infty} \frac{1}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}} \leq \frac{|x_i|}{\pi\kappa |x|^2}, \quad \text{for } i = 1, 2.
\]

The last component of \(f_m^\pm\) is more delicate since the terms \((f_m^\pm)_3\) do not have the same sign and do not form a decreasing sequence in \(m\). Set \(g^\pm(t) = \frac{2\pi\kappa |t|}{(|x|^2 + (2\pi\kappa t + x_3)^2)^{3/2}}\) and observe that \(g^\pm(t) \leq 0\) if \(t \leq -x_3/(2\pi\kappa)\) and \(g^\pm(t) \geq 0\) if \(t \geq x_3/(2\pi\kappa)\). Furthermore,

\[
(g^\pm)'(t) = \frac{2\pi\kappa |t|^2 - 2(2\pi\kappa t + x_3)^2}{(|x|^2 + (2\pi\kappa t + x_3)^2)^{3/2}}.
\]

Thus, \((g^\pm)'(t) \leq 0\) if and only if \(t \geq \frac{1}{2\pi\kappa} \left( \frac{|x|^2}{\sqrt{2}} \mp x_3 \right)\). We will divide our analysis in two cases. First we assume that \(\frac{1}{2\pi\kappa} \left( \frac{|x|^2}{\sqrt{2}} \mp x_3 \right) \geq 1\) and we split the series as follows:

\[
\sum_{m=1}^{\infty} \frac{2\pi\kappa m \pm x_3}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}} = \sum_{m=1}^{d} \frac{2\pi\kappa m \pm x_3}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}} + \sum_{m=d+1}^{\infty} \frac{2\pi\kappa m \pm x_3}{(|x|^2 + (2\pi\kappa m + x_3)^2)^{3/2}}.
\]

where \(d = \left[ \frac{1}{2\pi\kappa} \left( \frac{|x|^2}{\sqrt{2}} \mp x_3 \right) \right]\) (here, \([y]\) denotes the greatest integer less than \(y\)). Therefore we have:

\[
\sum_{n=1}^{\infty} \frac{2\pi\kappa n \pm x_3}{(|x|^2 + (2\pi\kappa n + x_3)^2)^{3/2}} \leq \frac{2\pi\kappa d \pm x_3}{(|x|^2 + (2\pi\kappa d + x_3)^2)^{3/2}} + \int_{d}^{\infty} \frac{2\pi\kappa t \pm x_3}{(|x|^2 + (2\pi\kappa t + x_3)^2)^{3/2}} dt = \frac{2\pi\kappa d \pm x_3}{(|x|^2 + (2\pi\kappa d + x_3)^2)^{3/2}} + \int_{d}^{\infty} \frac{1}{\sqrt{|x|^2 + (2\pi\kappa t + x_3)^2}} dt \leq \frac{1}{2\pi\kappa} \left( \frac{|x|^2}{\sqrt{2}} \mp x_3 \right) + \frac{1}{2\pi\kappa} \frac{1}{|x|^2}. \]
\[ \leq \frac{1}{2\pi\kappa} \left( \frac{2|\hat{x}|}{\sqrt[3]{2}} \right) \frac{1}{|\sqrt{2}|x|} + \frac{1}{2\pi\kappa} \frac{1}{|x|} = \frac{1}{\pi\kappa} \frac{1}{|x|}. \]

For the last inequality observe that, since \( \frac{1}{2\pi\kappa} \left( \frac{|x|}{\sqrt[3]{2}} + x_3 \right) \geq 1 \) we get \( \frac{|x|}{\sqrt[3]{2}} + x_3 \leq \frac{2|x|}{\sqrt[3]{2}} \).

Hence,

\begin{equation}
\sum_{n=1}^{\infty} \frac{2\pi\kappa n \pm x_3}{(|\hat{x}|^2 + (2\pi\kappa n \pm x_3)^2)^{3/2}} \leq \frac{1}{\pi\kappa} \frac{1}{|x|}.
\end{equation}

Next assume that \( \frac{1}{2\pi\kappa} \left( \frac{|x|}{\sqrt[3]{2}} + x_3 \right) \leq 1 \). Then it is clear that

\[ \sum_{m=1}^{\infty} \frac{2\pi\kappa m \pm x_3}{(|\hat{x}|^2 + (2\pi\kappa m \pm x_3)^2)^{3/2}} \leq \frac{2\pi\kappa x_3}{(|\hat{x}|^2 + (2\pi\kappa x_3)^2)^{3/2}} + \int_{1}^{\infty} \frac{2\pi\kappa t \pm x_3}{(|\hat{x}|^2 + (2\pi\kappa t x_3)^2)^{3/2}} dt 
\]

\[ = \frac{2\pi\kappa x_3}{(|\hat{x}|^2 + (2\pi\kappa x_3)^2)^{3/2}} + \frac{1}{2\pi\kappa} \frac{1}{\sqrt{\hat{x}}^2 + (2\pi\kappa x_3)^2} 
\]

\[ \leq \frac{1}{\sqrt{\hat{x}}^2 + (2\pi\kappa x_3)^2} \left( \frac{1}{2\pi\kappa x_3} + \frac{1}{2\pi\kappa} \right) \leq \frac{3}{2\pi\kappa|x|}. \]

Therefore, combining the last two estimates, we obtain that

\begin{equation}
\sum_{m=1}^{\infty} \left( f^m_{m}(x) \right) = \sum_{n=1}^{\infty} \frac{2\pi\kappa n \pm x_3}{(|\hat{x}|^2 + (2\pi\kappa n \pm x_3)^2)^{3/2}} \leq \frac{3}{2\pi\kappa|x|}.
\end{equation}

Finally, combining (3.7) and (3.9) we find

\[ \left| \sum_{m=1}^{\infty} f^m_{m}(x) \right| \leq 2(|x_1| + |x_2|) \frac{1}{\pi\kappa |x|} + \frac{3}{2\pi\kappa} \frac{1}{|x|} \leq \frac{5}{\pi\kappa} \frac{1}{|x|}. \]

Consequently,

\[ |\mathcal{K}(x)| \leq C \left( \frac{1}{|x|^2} + \frac{1}{|x|} \right). \]

□

Next, we provide a decay property for a convolution-type operator associated with the Biot-Savart kernel.

**Lemma 3.2.** Let \( \Phi \in C^\infty_c(\Omega; \mathbb{R}^3) \) be a vector field such that \( \int_{\Omega} \Phi(x) dx = 0 \). Let \( I = I(x) \) be given by

\[ I(x) := \int_{\Omega} \mathcal{K}(x - y) \times \Phi(y) dy, \text{ for all } x \in \Omega. \]

Then, \( |I(x)| = \mathcal{O}(|\hat{x}|^{-2}) \) as \( |\hat{x}| \to \infty \).

**Proof.** Let \( R > 0 \) be such that \( \text{supp} \Phi \subset B(0, R) \times \mathbb{R} \), where \( B(0, R) \) is the ball in \( \mathbb{R}^2 \) centered at the origin, with radius \( R \). Consider any \( x \in \Omega \) such that \( |\hat{x}| \geq 2R \). Using (3.3) and the fact that \( K'_0 = -K_1 \) we obtain that

\[ \mathcal{K}(x) = \frac{1}{8\pi^3\kappa^2} \nabla \left( \sum_{n=1}^{\infty} K_0 \left( \frac{|x|}{\kappa} \right) \cos \left( \frac{n\kappa}{|x_3|} \right) \right) - \frac{1}{8\pi^3\kappa^2} \frac{1}{|x|^2} (\hat{x}, 0) 
\]

\[ = \frac{-1}{8\pi^3\kappa^2} \left( \sum_{n=1}^{\infty} \left( \frac{K_1 \left( \frac{|x|}{\kappa} \right) \cos \left( \frac{n\kappa}{|x_3|} \right) n\hat{x}_3}{\kappa |x|} + K_0 \left( \frac{|x|}{\kappa} \right) \sin \left( \frac{n\kappa}{|x_3|} \right) \frac{n}{n} \right) \right) 
\]

\[ - \frac{1}{8\pi^3\kappa^2} \frac{1}{|x|^2} (\hat{x}, 0) = K_1(x) - K_2(x). \]
To estimate $K_1$ we recall that Bessel function of the second kind $K_\nu$ is positive and decreasing for all $\nu > 0$, $\int_0^\infty tK_0(t)dt = 1$ and $\int_0^\infty tK_1(t)dt = \pi/2$. Thus,

$$|K_1(x)| \leq \frac{1}{8\pi^3\kappa^2} \sum_{n=1}^{\infty} \frac{n}{\kappa} \left( K_1 \left( \frac{|\tilde{x}|n}{\kappa} \right) + K_0 \left( \frac{|\tilde{x}|n}{\kappa} \right) \right)$$

$$\leq \frac{1}{8\pi^3\kappa^3} \int_0^\infty t \left( K_1 \left( \frac{|\tilde{x}|t}{\kappa} \right) + K_0 \left( \frac{|\tilde{x}|t}{\kappa} \right) \right) dt = \frac{1}{8\pi^3\kappa^3} \int_0^\infty \frac{8n}{|x|} (K_1(s) + K_0(s)) \frac{\kappa}{|x|} ds \leq \frac{C}{|x|^2}.$$ 

Thus,

(3.10) $$\left| \int_{\Omega} K_1(x-y) \times \Phi(y) dy \right| = O(|\tilde{x}|^{-2}) \text{ as } |\tilde{x}| \to \infty.$$ 

Next, we observe that, for $|\tilde{x}| \geq 2R$ and $|\tilde{y}| \leq R$, we have that

$$|\tilde{x} - \tilde{y}|^{-2} = |\tilde{x}|^{-2} + O(|\tilde{x}|^{-3}),$$

so that

$$\int_{\Omega} K_2(x-y) \times \Phi(y) dy = \frac{1}{8\pi^3\kappa^2} \int_{\Omega} \frac{1}{|\tilde{x} - \tilde{y}|^2} (\tilde{x} - \tilde{y}, 0) \times \Phi(y) dy$$

$$= \frac{1}{8\pi^3\kappa^2} \frac{1}{|\tilde{x}|^2} (\tilde{x}, 0) \times \int_{\Omega} \Phi(y) dy + O(|\tilde{x}|^{-2}) = O(|\tilde{x}|^{-2}).$$

In view of the estimates obtained we find: $|I(x)| = O(|\tilde{x}|^{-2})$ for $|\tilde{x}| \geq 2R$. \hfill \(\square\)

**Corollary 3.1.** Let $\Phi \in C^\infty_{c,\text{per}}(\Omega; \mathbb{R}^3)$ and assume that $\int_{\Omega} \Phi(x) dx = 0$. Then the function $I$ given by

$$I = I(x) := \int_{\Omega} K(x-y) \times \Phi(y) dy$$

belongs to $L^r(\Omega; \mathbb{R}^3)$, for any $r > 1$.

**Proof.** Let $R > 0$ be such that $\text{supp} \Phi \subset B(0, R) \times \mathbb{R}$. It follows from the proof of Lemma 3.2 that $|I(x)| = O(|\tilde{x}|^{-2})$ for $|\tilde{x}| \geq 2R$. Thus, for all $r > 1$, $u \in L^r(\Omega \cap (B(0, 2R)^c \times \mathbb{R}))$. On the other hand, using that $K \in L^s_{\text{loc}}(\Omega)$, for $1 \leq s < 3/2$, $\Phi \in L^p(\Omega)$, for $1 \leq p < \infty$, and the Generalized Young inequality on $U = \Omega \cap (B(0, 3R) \times \mathbb{R})$, we obtain that

$$\|K \ast \Phi\|_{L^r(U)} \leq \|K\|_{L^s(\Omega)} \|\Phi\|_{L^p(U)},$$

where $1/r = 1/p + 1/s - 1$. We conclude by observing that we can cover all $r$ in the interval $(1, \infty]$ by choosing, for instance, $s = 1$ and $p = r$. \hfill \(\square\)

We are now ready to provide a characterization of the velocity field in terms of vorticity, i.e., the so called Biot-Savart law.

**Proposition 3.2.** Let $\Phi \in C^\infty_{c,\text{per}}(\Omega; \mathbb{R}^3)$ be a vector field such that $\text{div} \Phi = 0$ and $\int_{\Omega} \Phi dx = 0$. Then there exists a unique smooth solution of

(3.11) $$\begin{cases}
\text{curl } u = \Phi \\
\text{div } u = 0 \\
|u(x)| \to 0 \text{ as } |\tilde{x}| \to \infty \\
u \text{ periodic in } x_3
\end{cases}$$

and it is given by

(3.12) $$u = u(x) := \int_{\Omega} K(x-y) \times \Phi(y) dy.$$
Proposition 3.1, $\Delta \Psi = \Phi$. Thus, using that $-f$ so that, by Lemma 3.2, we have that

$$\text{(3.13)} \quad \text{curl } u$$

a straightforward calculation yields

obtain the following identities

that

Using the identity curl curl $\Psi = \Delta \Psi$ and identity (3.13) we obtain that

Hence, div $u = 0$. Define $\Psi(x) = -1/(4\pi^2) \int_{\Omega} G(x-y) \Phi(y) dy$, for all $x \in \Omega$, and observe that, by Proposition 3.1 $\Delta \Psi = \Phi$. Thus, using that $-\text{curl } \text{curl } \Psi = \Delta \Psi - \nabla \text{div } \Psi$, we obtain

$$\text{(3.13)}$$

To conclude the proof that $u$ is a solution of (3.11) it remains only to show that $\nabla \text{div } \Psi = 0$. To see this, introduce the vector fields $f := \nabla \text{div } \Psi$ and $g := \text{curl } u$. Since $\Psi, \Phi \in C^\infty_{c,\text{per}}(\Omega; \mathbb{R}^3)$, we obtain the following identities

so that, by Lemma 3.2 we have that $f = O(|\bar{x}|^{-2})$ and $g = O(|\bar{x}|^{-2})$. Therefore, $f$ and $g$ belong to $L^2(\Omega)$. Taking the $L^2$-inner product between $f$ and identity (3.13) we obtain that

$$\langle f, f \rangle_2 = \langle \Phi, f \rangle_2 - \langle g, f \rangle_2.$$ 

We have that $f$ is the gradient of div $\Psi$, div $g = 0$ and, by hypothesis, div $\Phi = 0$. Thus, we have that $\langle \Phi, f \rangle_2 = \langle g, f \rangle_2 = 0$. Therefore, $\langle f, f \rangle_2 = 0$, which, in turn, implies that $\nabla \text{div } \Psi \equiv 0$.

Finally, let us prove that the system (3.11) has a unique solution. Suppose that we have two solutions of (3.11), namely $u_1$ and $u_2$. Of course, $U := u_1 - u_2$ is a solution of (3.11), with $\Phi = 0$, that is,

$$\text{(3.14)} \quad \begin{cases} 
\text{curl } U = 0 \\
\text{div } U = 0 \\
|U(x)| \to 0 \text{ as } |\bar{x}| \to \infty \\
U \text{ periodic in } x_3.
\end{cases}$$

Using the identity $\text{curl } \text{curl } U = -\Delta U + \nabla \text{div } U$ and the fact that $U$ is a solution of (3.14) it follows that $\Delta U = 0$. Observe that $U$ can be regarded as a harmonic function in the full-space, which is $2\pi \kappa$-periodic with respect to the third component, and which decays to zero as $|\bar{x}|$ goes to infinity, so that $U$ is bounded in $\mathbb{R}^3$. It follows from Liouville’s theorem (see e.g. [10]) that $U \equiv 0$. \hfill \Box

3.2. Weak solution. We begin by giving the definition of a weak solution; this formulation is inspired on Schochet’s weak vorticity formulation for the 2D incompressible Euler equations, see [20].

Definition 3.2. Let $\omega^0 \in L^p_{c,\text{per}}(\Omega; \mathbb{R})$ for some $p > 4/3$. We say that a scalar function $\omega = \omega(t, x)$ is a weak solution of

$$\text{(3.15)} \quad \partial_t \omega + (u \cdot \nabla) \omega = 0$$

in the time interval $(0, T)$ with initial data $\omega^0$, if

(i) $\omega \in L^\infty(0, T; L^p_{c,\text{per}}(\Omega; \mathbb{R}))$,

(ii) the associated velocity field

$$u(t, x) = \int_{\Omega} \mathcal{K}(x-y) \times \frac{\xi(y)}{\kappa} \omega(t, y) dy$$

belongs to $L^\infty(0, T; L^2_{c,\text{per}}(\Omega; \mathbb{R}^3))$,

(iii) for all test functions $\psi \in C^\infty_{c,\text{per}}([0, T) \times \Omega; \mathbb{R})$ the following identity holds true:
We note in passing that the integrals in Definition 3.2 are convergent. Indeed, using Hölder’s inequality we have that

\[ \int_{0}^{T} \int_{\Omega} \psi(t,x)\omega(t,x)dxdt + \int_{0}^{T} \int_{\Omega} \mathcal{H}_{\psi}(t,x)\omega(t,x)dydxdt \]

\[ = \int_{0}^{T} \int_{\Omega} \psi(x,0)\omega^{0}(x)dx = 0, \]

where

\[ \mathcal{H}_{\psi}(t,x,y) = \frac{1}{2\kappa} K(x-y) \cdot (\xi(y) \times (\nabla \psi(t,x) - \nabla \psi(t,y)) - (\xi(x) - \xi(y)) \times \nabla \psi(t,y)). \]

**Remark 3.1.** We note in passing that the integrals in Definition 3.2 are convergent. Indeed, using Hölder’s inequality we have that

\[ \left| \int_{0}^{T} \int_{\Omega} \psi(t,x)\omega(t,x)dxdt + \int_{0}^{T} \int_{\Omega} \psi(x,0)\omega^{0}(x)dx \right| \]

\[ \leq \|\psi_{t}\|_{L^{1}(L^{q})} \|\omega\|_{L^{\infty}(L^{p})} + \|\psi(0,\cdot)\|_{L^{r}} \|\omega^{0}\|_{L^{p}} < \infty, \]

where \(1/p + 1/q = 1. \) It remains to prove that the following integral is bounded:

\[ \int_{0}^{T} \int_{\Omega} \mathcal{H}_{\psi}(t,x)\omega(t,x)dydxdt. \]

To see that this integral is finite we divide the domain \( \Omega \times (0,T) \) into subdomains as follows. Fix \( \delta > 0 \) and \( R > 0 \) and let \( R_{1} = \{(x,y) \in \tilde{\Omega} : |x-y| < \delta\}, \ R_{2} = \{(x,y) \in \tilde{\Omega} : |x-y| \geq \delta, |x| < R\} \) and \( R_{3} = \{(x,y) \in \tilde{\Omega} : |x-y| \geq \delta, |x| \geq R\}. \) Performing estimates in each region yields the desired result; the proof follows the same steps as in the proof of Theorem 4.1 so we omit the details here.

Our next proposition consists in basic properties relating the velocity field and the corresponding vorticity.

**Proposition 3.3.** Let \( \omega \in L^{p}_{\text{per}}(\Omega;\mathbb{R}^{3}) \) and let \( u(x) = (\mathcal{K} * \omega)(x), \) for all \( x \in \Omega. \) Then, \( u \) is helical and has vanishing helical swirl if and only if \( \omega = (\partial_{1}u_{2} - \partial_{2}u_{1})\xi/\kappa \) in \( \mathcal{D}'(\Omega;\mathbb{R}^{3}). \)

**Proof.** First observe that, since \( \text{curl } u = \text{curl } \Psi \) in \( \mathcal{D}', \) for all \( \Psi \in C_{c}^{\infty}(\Omega;\mathbb{R}^{3}) \) we have that \( \langle \omega, \Psi \rangle = \langle \text{curl } u, \Psi \rangle = \langle u, \text{curl } \Psi \rangle. \) Suppose that \( u \) is helical and has vanishing swirl, that is, \( \eta = u \cdot \xi = 0, \) then \( u_{3}(x) = (-x_{2}u_{1}(x) + x_{1}u_{2}(x))/\kappa. \) Using this fact and Lemma 2.3 we obtain the following

\[ \langle \omega, \Psi \rangle = \frac{1}{\kappa} \left\{ \left( \begin{array}{c} \kappa u_{1} \\
 \kappa u_{2} \\
x_{2}u_{1} + x_{1}u_{2} \end{array} \right), \text{curl } \Psi \right\} = \]

\[ = \frac{1}{\kappa} \left\{ \text{curl } \left( \begin{array}{c} \kappa u_{1} \\
 \kappa u_{2} \\
x_{2}u_{1} + x_{1}u_{2} \end{array} \right), \Psi \right\} = \]

\[ = \frac{1}{\kappa} \langle \omega \xi, \Psi \rangle + \frac{1}{\kappa} \left\{ \left( \begin{array}{c} u_{1} \\
 u_{2} \\
x_{2}u_{1} + x_{1}u_{2} \end{array} \right), (\xi \cdot \nabla) \left( \begin{array}{c} \xi u_{1} - u_{2} \\
 \xi u_{2} - u_{1} \\
 0 \end{array} \right) \right\} = \]

\[ = \frac{1}{\kappa} \langle \omega \xi, \Psi \rangle = \frac{1}{\kappa} \langle \omega \xi, \Psi \rangle. \]

Therefore, for all \( \Psi \in C_{c}^{\infty}(\Omega;\mathbb{R}^{3}) \) we have that \( \langle \omega, \Psi \rangle = \langle \omega \xi/\kappa, \Psi \rangle. \)

Conversely, suppose that \( \omega = \omega \xi/\kappa, \) where \( \omega = \partial_{1}u_{2} - \partial_{2}u_{1}. \) First observe that \( \text{(curl } \omega) \cdot \xi = -2\omega. \) Indeed, for all \( \varphi \in C_{c}^{\infty}(\Omega;\mathbb{R}) \) we have that

\[ \langle \text{(curl } \omega) \cdot \xi, \varphi \rangle = \langle \text{curl } \omega, \varphi \rangle = \langle \omega, \text{curl } (\xi \varphi) \rangle = \langle \omega, \varphi \text{ curl } \xi + \nabla \varphi \times \xi \rangle = \]

\[ = \langle \omega, -2\varphi e_{3} + \nabla \varphi \times \xi \rangle = \left\langle \frac{1}{\kappa} \omega \xi, -2\varphi e_{3} + \nabla \varphi \times \xi \right\rangle = \]
\[
= \left\langle \frac{1}{\kappa} \omega, \xi \cdot (-2 \varphi e_3 + \nabla \varphi \times \xi) \right\rangle = \langle -2\omega, \varphi \rangle.
\]

Since \( \omega = \text{curl } u \) and \( \text{div } u = 0 \) in \( \mathcal{D}' \) we also have that \( \text{curl } \omega = -\Delta u \) in \( \mathcal{D}' \). Furthermore, since \( \Delta(u \cdot \xi) = \Delta u \cdot \xi + u \cdot \Delta \xi + 2 \sum_{i=1}^{3} \nabla u_i \cdot \nabla \xi_i \) and \( \Delta \xi = 0 \) we obtain that
\[
\Delta(u \cdot \xi) = -\nabla \omega \cdot \xi + 2 \sum_{i=1}^{3} \nabla u_i \cdot \nabla \xi_i = 2\omega - 2\omega = 0
\]
in \( \mathcal{D}' \). Thus, using Lemma 3.2, \( u \cdot \xi \) solves the following equation in the sense of distributions:
\[
\begin{cases}
\Delta(u \cdot \xi) = 0 & \text{in } \Omega \\
|u(x) \cdot \xi(x)| \to 0 & \text{as } |x| \to \infty
\end{cases}
\]

Therefore, \( u \cdot \xi = 0 \), i.e., \( u \) has vanishing helical swirl.

Finally we prove that \( u \) is helical. To do so, we note that, in view of Lemma 2.3, it is enough to establish that, for all \( \Psi \in C_0^\infty(\Omega; \mathbb{R}^3) \),
\[
\int_{\Omega} u_3(x)(\xi(x) \cdot \nabla)\Psi_3(x)dx = 0.
\]

To prove (3.17) we begin by showing that, for all \( \Psi \in C_0^\infty(\Omega; \mathbb{R}^3) \),
\[
\int_{\Omega} u_3(x)(\xi(x) \cdot \nabla)\Psi_3(x)dx = 0.
\]

As \( u \cdot \xi = 0 \) a.e., we also have that
\[
\langle u, \text{curl } ((x_1, x_2, 0)\Psi_3) \rangle = \langle \text{curl } u, (x_1, x_2, 0)\Psi_3 \rangle = \langle \omega \cdot (x_1, x_2, 0), \Psi_3 \rangle = 0.
\]

Therefore, \( \langle u_3, (\xi \cdot \nabla)\Psi_3 \rangle = 0 \), which proves (3.18).

To conclude the proof that \( u \) is helical it remains to prove that the right-hand-side of (3.17) also vanishes. To this end it is enough to show that
\[
\langle u_1, (\xi \cdot \nabla \Psi_1) \rangle + \langle u_2, (\xi \cdot \nabla \Psi_2) \rangle = \langle u_1, \Psi_2 \rangle + \langle u_2, -\Psi_1 \rangle.
\]

Let \( \Phi \in C_0^\infty(\Omega; \mathbb{R}^3) \) and use that \( \omega = (\partial_1 u_2 - \partial_2 u_1)\xi/\kappa \) in \( \mathcal{D}' \) to obtain
\[
\langle \omega, \Phi \rangle = \frac{1}{\kappa} \langle (\partial_1 u_2 - \partial_2 u_1)\xi, \Phi \rangle = -\frac{1}{\kappa} \langle (u_2, \xi \cdot \partial_1 \Phi - \Phi_2) - (u_1, \xi \cdot \partial_2 \Phi + \Phi_1) \rangle
\]
\[
= -\frac{1}{\kappa} \langle (u_1, \Phi_1) - (u_2, \Phi_2) - (u_1, \xi \cdot \partial_1 \Phi) + (u_2, \xi \cdot \partial_2 \Phi) \rangle.
\]

Next, we observe that since \( \omega = \text{curl } u \) and \( u \cdot \xi = 0 \) in \( \mathcal{D}' \), we also get that
\[
\langle \omega, \Phi \rangle = \langle u, \text{curl } \Phi \rangle = \frac{1}{\kappa} \langle (\kappa u_1, \kappa u_2, -x_2 u_1 + x_1 u_2), \text{curl } \Phi \rangle.
\]

Now, combining (3.20) and (3.21) we obtain that
\[
\langle u_1, (\xi \cdot \nabla (-\Phi_2)) \rangle + \langle u_2, (\xi \cdot \nabla \Phi_1) \rangle = \langle u_1, \Phi_1 \rangle + \langle u_2, \Phi_2 \rangle.
\]

Choosing \( \Phi = (\Psi_2, -\Psi_1, 0) \) in the last expression yields (3.19). Finally, combining (3.19) and (3.18) we obtain (3.17). \qed
3.3. Smooth solutions. Our next result consists in local well-posedness of the 3D Euler equations with helical symmetry and vanishing helical swirl in the full space for smooth initial data.

Recall the notation used in [18] where \( V^k(\Omega) \) stands for the set of all vector-valued functions in the Sobolev space \( H^k(\Omega) \) which are divergence free.

**Theorem 3.1.** For any initial velocity \( \omega^0 \in V^k(\Omega) \), with \( k \geq 3 \), there exists \( T_0 = T_0(\|\omega^0\|_{H^k}) > 0 \) such that, for any \( T < T_0 \) there exists a unique solution \( u \in C([0, T]; V^k(\Omega)) \cap C^1([0, T]; V^{k-1}(\Omega)) \) of the 3D Euler equations. Moreover, if \( \omega^0 \) is helical and has vanishing helical swirl, then \( u(t, \cdot) \) also is helical and has vanishing helical swirl, for any fixed time \( t \in [0, T] \).

The first part of the assertion of the previous theorem can be proved in the same fashion as the classical result in \( \mathbb{R}^3 \). The second part can be prove using Dutrifoy’s argument (see [8]). We omit the proof.

Next, we will construct a sequence of smooth solutions, using Theorem 3.1 above, which is uniformly bounded in a suitable function space.

**Theorem 3.2.** Let \( \omega^0 \in L^p_{c,per}(\Omega; \mathbb{R}) \), for some \( 1 < p \leq \infty \). For each \( n \in \mathbb{N} \), define \( \omega^0_n := \rho_n * \omega^0 \), where \( \rho_n \) is the standard mollifier in \( \mathbb{R}^3 \) which is periodic with respect to the third component.

Then,

(i) for each \( n \in \mathbb{N} \), there exists a smooth solution \( \omega_n \in L^\infty(0, \infty; L^p_{c,per}(\Omega; \mathbb{R})) \) of (3.13) with initial data \( \omega^0_n \); 
(ii) \( \{ \omega_n \}_n \) is uniformly bounded in \( L^\infty(0, \infty; L^p_{c,per}(\Omega; \mathbb{R})) \), for all \( 1 \leq q \leq p \); 
(iii) \( \{ \omega_n \}_n \) possesses a subsequence which converges weak-* in \( L^\infty(0, \infty; L^q_{c,per}(\Omega; \mathbb{R})) \) to a limit \( \omega \), for all \( 1 < q \leq p \); 
(iv) \( \| (t, \cdot) \|_{L^1(\Omega)} \leq C \), for some constant \( C > 0 \).

Proof. For each \( n \in \mathbb{N} \) define \( u^0_n(x) = \int_\Omega \mathcal{K}(x - y) \times (1/\kappa) \xi(y) \omega^0_n(y) dy \). Then \( u^0_n \in V^k \) (see Corollary 3.1) for all \( k \in \mathbb{N} \), so we can use Theorem 3.1 to obtain, for each \( n \), a time \( T^n > 0 \) such that, for any \( T < T^n \) there exists a unique solution \( u_n \in C([0, T]; V^{k-1}) \) of the Euler equations. Moreover, for each \( n \), \( u_n \) is helical and has vanishing helical swirl. Thus, for each \( n \), \( \omega_n = \text{curl } u_n \) solves (2.2) and, therefore \( \omega_n \) solves (2.3), whence \( \omega_n(t, X_n(\alpha, t)) = \omega^0_n(\alpha) \), where \( X_n(\alpha, t) \) is the particle trajectory, starting at \( \alpha \in \Omega \), such that

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{dX_n(t, \alpha)}{dt} = u_n(t, X_n(t, \alpha)) \\
X_n(\alpha, t)|_{t=0} = \alpha.
\end{array} \right.
\]

It follows that

\[
\int_\Omega |\omega_n(t, x)|^p dx = \int_\Omega |\omega^0_n(\alpha)|^p d\alpha, \quad \text{for all } 1 \leq p < \infty, \quad \text{and } \| \omega_n(t, \cdot) \|_{L^\infty(\Omega)} = \| \omega^0_n \|_{L^\infty(\Omega)}.
\]

Note that, since \( \omega^0 \in L^p_{c,per}(\Omega) \), we have \( \omega_0 \in L^p_{c,per}(\Omega) \) for all \( 1 \leq q \leq p \). Therefore,

\[
\| \omega_n(\cdot, \cdot) \|_{L^q(\Omega)} = \| \omega^0_n \|_{L^q(\Omega)} \leq C(n), \quad \text{for all } 1 \leq q \leq p,
\]

which implies that \( \{ \omega_n \}_n \) is uniformly bounded in \( L^\infty(0, \infty; L^p_{c,per}(\Omega; \mathbb{R})) \), for all \( 1 \leq q \leq p \).

Observe also that \( \| \omega^0_n \|_{L^\infty(\Omega)} \leq C(n) \| \omega^0_n \|_{L^p(\Omega)} \), hence \( \| \omega_n(\cdot, \cdot) \|_{L^\infty(\Omega)} \leq C(n) \). Now, since \( \omega_n(t, x) = \omega_n(t, x) \xi(x)/\kappa \) we obtain that

\[
\| \omega_n(\cdot, \cdot) \|_{L^\infty} \leq \frac{1}{\kappa} \sup_{\alpha \in \text{supp } \omega^0_n} |\omega_n^0(\alpha)\xi(X_n(t, \alpha))| \leq C \| \omega^0_n \|_{L^\infty} \left( \kappa + \sup_{\alpha \in \text{supp } \omega^0_n} |X_n(t, \alpha)| \right).
\]

It remains to estimate \( \sup_{\alpha \in \text{supp } \omega^0_n} |X_n(t, \alpha)| \). To do so, define \( R_n(t) = \sup_{\alpha \in K_n} |X_n(t, \alpha)| \) and \( K_n = \text{supp } \omega^0_n \). Observe that for all \( \alpha' \in K_n \) we have

\[
\frac{d}{dt}|X_n(t, \alpha')| \leq \sup_{\alpha \in K_n} \frac{d}{dt}|X_n(t, \alpha)| \leq \sup_{\alpha \in K_n} \frac{d}{dt}X_n(t, \alpha)
\]

\[
\leq \sup_{\alpha \in K_n} \int_{|X_n(t, \alpha) - y| \leq 2R_n(t)} |\mathcal{K}(X_n(t, \alpha) - y)| \xi(y) d\omega^0_n(y) dy.
\]
Theorem 4.1. Biot-Savart law (3.12), which requires this hypothesis.

Let \( \omega \) exists a weak solution \( \{ \omega_n \} \) of (3.15), in the sense of Definition 3.2, with initial data \( \omega_0 \). To see this, we observe that since \( \{ \omega_n \} \) is uniformly bounded in \( L^p(\Omega; \mathbb{R}) \), for all \( 1 \leq q \leq p \), there exists a subsequence, that we still denote by \( \{ \omega_n \} \), that converges weak-star in \( L^\infty(0, \infty; L^q(\Omega)) \) to a limit \( \omega \), for all \( 1 < q \leq p \). Since the total variation of a measure is weak-star lower semicontinuous and as \( \| \omega_n(t, \cdot) \|_{L^1(\Omega)} \leq C \), we find that \( \| \omega(t, \cdot) \|_{L^1(\Omega)} \leq C \).

4. First existence theorem: balanced vorticity

In this section we prove existence of a weak solution to the helical vorticity equation for initial data with vanishing integral. This condition is needed since we are going to make use of the Biot-Savart law (3.12), which requires this hypothesis.

Theorem 4.1. Let \( \omega_0 \in L^p_{c,\text{per}}(\Omega; \mathbb{R}) \), for some \( p > 4/3 \), such that \( \int_\Omega \omega_0(x)dx = 0 \). Then, there exists a weak solution \( \omega = \omega(t, x) \) of (3.12), in the sense of Definition 3.2 with initial data \( \omega_0 \).

Proof. We use Theorem 3.2 to obtain a sequence of smooth solutions \( \{ \omega_n \} \) of the vorticity equation satisfying the following properties

(i) \( \omega_n \in L^\infty(0, \infty; L^p_{c,\text{per}}(\Omega; \mathbb{R})) \), for all \( n \);
(ii) \( \{ \omega_n \}_{n=1}^\infty \) is uniformly bounded in \( L^\infty(0, \infty; L^p_{\text{per}}(\Omega; \mathbb{R})) \), for all \( 1 \leq q \leq p \);
(iii) the velocity field \( u_n(x) := \int_\Omega \mathcal{K}(x-y) \times (\xi(y)/\kappa)\omega_n(t, y)dy \) is helical and has vanishing helical swirl for all \( n \) and \( \{ u_n \}_{n=1}^\infty \) is uniformly bounded in \( L^\infty(0, \infty; L^p_{\text{per}}(\Omega; \mathbb{R}^3)) \);
(iv) there exists a subsequence, still denoted \( \{ \omega_n \} \), which converges weak-star in \( L^\infty(0, \infty; L^p_{\text{per}}(\Omega; \mathbb{R})) \), for all \( 1 \leq q \leq p \), to a limit \( \omega \).

We claim that \( \omega \) is a weak solution of the vorticity equation. To see this, we observe that \( \omega_n \) satisfies (3.10), for all \( n \in \mathbb{N} \), and, up to a subsequence, \( \omega_n \rightharpoonup \omega \) in \( L^\infty(0, \infty; L^p_{\text{per}}(\Omega; \mathbb{R})) \). Clearly, the linear terms of (3.10) converge, as \( n \to \infty \). Hence, to obtain that \( \omega \) satisfies (3.10) it is enough to prove that the nonlinear term of (3.10) converges, as \( n \to \infty \), and that the following identity holds true

\[ \lim_{n \to \infty} \int_0^\infty \int_\Omega \int_\Omega \mathcal{H}_\psi(t, x, y)\omega_n(t, y)\omega_n(t, x)dydxdt = \int_0^\infty \int_\Omega \int_\Omega \mathcal{H}_\psi(t, x, y)\omega(t, y)\omega(t, x)dydxdt. \]
The remainder of the proof consists in showing that we can pass to the limit in the nonlinear term, in order to establish this identity. Let \( \psi \in C^\infty_{c,per}(\mathbb{R}^3 \times \Omega; \mathbb{R}) \) and fix \( \rho > 0 \) such that \( \text{supp} \psi \subset C_\rho \), where \( C_\rho = \{ x \in \mathbb{R}^3 : |\hat{x}| \leq \rho \text{ and } |x_3| \leq \pi \kappa \} \). Define

\[
\alpha_n := \frac{1}{16\pi^3 \kappa^3} \int_{C_\rho} \omega_n(t, x) \partial_3 \psi(x) \, dx \quad \text{and} \quad \alpha := \frac{1}{16\pi^3 \kappa^3} \int_{C_\rho} \omega(t, x) \partial_3 \psi(x) \, dx,
\]

and observe that \( \lim_{n \to \infty} \alpha_n = \alpha \).

Fix \( 0 < \delta < 1 \) and \( R > 2 \max\{ \rho, 2\pi \kappa \} \) and let \( \varphi_\delta : [0, \infty) \to [0, 1] \) and \( \zeta_R : \Omega \to [0, 1] \) be smooth cutoff functions, so that

\[
\varphi_\delta(r) \equiv 1, \quad r \leq \delta,
\]

\[
0 \leq \varphi_\delta(r) \leq 1, \quad \delta < r \leq 2\delta
\]

\[
\varphi_\delta(r) \equiv 0, \quad r > 2\delta;
\]

\[
\zeta_R(x) \equiv 1, \quad |x| \leq R,
\]

\[
0 \leq \zeta_R(x) \leq 1, \quad R < |x| \leq 2R,
\]

\[
\zeta_R(x) \equiv 0, \quad |x| > 2R.
\]

Using this notation we have the following decomposition:

\[
\int_\Omega \int_\Omega \mathcal{H}_\psi(t, x, y) \omega_n(t, y) \omega_n(t, x) \, dy \, dx = \int_\Omega \int_\Omega \mathcal{H}_\psi(t, x, y) \varphi_\delta(|x-y|) \omega_n(t, y) \omega_n(t, x) \, dy \, dx
\]

\[
+ \int_\Omega \int_\Omega \mathcal{H}_\psi(t, x, y) (1 - \varphi_\delta(|x-y|)) \omega_n(t, y) \omega_n(t, x) \, dy \, dx \equiv I^n_1 + I^n_2.
\]

Using the definition of \( \mathcal{H}_\psi \) and the Generalized Young Inequality with \( 1/s + 1/p = 1 + 1/p' \), we obtain that

\[
|I^n_1| \leq \int_\Omega \int_\Omega |\mathcal{H}_\psi(t, x, y)\varphi_\delta(|x-y|)| \omega_n(t, y) ||\omega_n(t, x)| \, dy \, dx
\]

\[
\leq C \int_\Omega \int_\Omega \left( \frac{1}{|x-y|} + \frac{1}{|x-y|} + 1 \right) \varphi_\delta(|x-y|) ||\omega_n(t, y)|| ||\omega_n(t, x)|| \, dy \, dx
\]

\[
\leq C \left\| \left( \frac{1}{|x|} + \frac{1}{|y|} + 1 \right) \varphi_\delta(| \cdot |) \right\|_{L^s} ||\omega_n(t, \cdot)||_{L^p} ||\omega_n(t, \cdot)||_{L^p}.
\]

If \( s < 2 \) then we find that

\[
\left\| \left( \frac{1}{|x|} + \frac{1}{|y|} + 1 \right) \varphi_\delta(| \cdot |) \right\|_{L^s} \leq C \delta^{2-s}.
\]

Recall that \( ||\omega_n(t, \cdot)||_{L^p} \leq C \). Recall, also, that we assumed that \( p > 4/3 \), so that \( p' < 4 \). Now, since \( 1/s + 1/p = 1 + 1/p' \) we have that \( s = p'/2 \). Therefore we have, indeed, \( s < 2 \) and, hence, \( I^n_1 \leq C \delta^{(2-s)/s} = O(1) \) as \( \delta \to 0 \).

Next we estimate \( I^n_2 \). Since \( \int_\Omega \omega_n(t, x) \, dx = 0 \), we can rewrite \( I^n_2 \) as

\[
I^n_2 = \int_\Omega \left( \int_\Omega \mathcal{H}_\psi(t, x, y) (1 - \varphi_\delta(|x-y|)) \omega_n(t, y) \, dy + \alpha_n \right) \omega_n(t, x) \, dx.
\]

Now, we decompose \( I^n_2 \) as

\[
I^n_2 = \int_\Omega \left( \int_\Omega \mathcal{H}_\psi(t, x, y) (1 - \varphi_\delta(|x-y|)) \omega_n(t, y) \, dy + \alpha_n \right) \zeta_R(x) \omega_n(t, x) \, dx
\]

\[
+ \int_\Omega \left( \int_\Omega \mathcal{H}_\psi(t, x, y) (1 - \varphi_\delta(|x-y|)) \omega_n(t, y) \, dy + \alpha_n \right) (1 - \zeta_R(x)) \omega_n(t, x) \, dx \equiv I^n_{21} + I^n_{22}.
\]
We start by estimating $I^2_{21}$. We decompose the integral as

$$I^2_{21} = \int_\Omega \left( \int_\Omega \mathcal{H}_\psi (t, x, y) (1 - \varphi_\beta(|x - y|)) \zeta_R(y) \omega_n(t, y) dy \right) \zeta_R(x) \omega_n(t, x) dx$$

\[ + \int_\Omega \left( \int_\Omega \mathcal{H}_\psi (t, x, y) (1 - \varphi_\beta(|x - y|)) (1 - \zeta_R(y)) \omega_n(t, y) dy + \alpha_n \right) \zeta_R(x) \omega_n(t, x) dx \equiv J^1_n + J^2_n. \]

We begin by analyzing $J^1_n$. Observe that the function $\mathcal{H}_\psi (t, x, y) (1 - \varphi_\beta(|x - y|)) \zeta_R(y) \zeta_R(x) \in C^\infty_c (0, \infty) \times \Omega \times \Omega)$. Therefore we can pass to the limit as $n \to \infty$ and obtain that

$$\lim_{n \to \infty} J^1_n = \int_\Omega \int_\Omega \mathcal{H}_\psi (t, x, y) (1 - \varphi_\beta(|x - y|)) \zeta_R(y) \zeta_R(x) \omega(t, y) \omega(t, x) dy dx.$$

Next, we consider $J^2_n$. Observe that the integrand in the inner integral, with respect to $y$, vanishes for $|y| \leq R$. Also, for $y \in C^\infty_c = \mathbb{R}^3 \setminus C_p$, we have that $\mathcal{H}_\psi (t, x, y) = 1/(2\kappa)^2 \mathcal{K}(x - y) \cdot (\xi(y) \times \nabla \psi(t, x))$. Moreover, we note that $\nabla \psi(x)$ vanishes for all $x \in C^\infty_c$. Therefore, it is enough to estimate $\mathcal{H}_\psi$ for $|y| > R$ and $x \in C_p$. In this case, $|x - y| \geq |y| - |x| \geq |y|/2$ and $|\tilde{x} - \tilde{y}| \geq |y| - 2\kappa \geq |y|/4$. Thus, using the notation $\mathcal{K}_1$ and $\mathcal{K}_2$, introduced in the proof of Lemma [5.2], we have

$$\mathcal{H}_\psi (t, x, y) = \frac{1}{2\kappa} \mathcal{K}_1(x - y) \cdot (\xi(y) \times \nabla \psi(t, x)) - \frac{1}{2\kappa} \mathcal{K}_2(x - y) \cdot (\xi(y) \times \nabla \psi(t, x)).$$

Introduce $G_1 := \frac{1}{2\kappa} \mathcal{K}_1(x - y) \cdot (\xi(y) \times \nabla \psi(t, x))$ and recall the definition of $\mathcal{K}_2$ to get that

$$\mathcal{H}_\psi (t, x, y) = G_1 - \frac{1}{16\pi^3 \kappa^3} \frac{(\tilde{x} - \tilde{y}, 0)}{|\tilde{x} - \tilde{y}|^2} \cdot (\xi(y) \times \nabla \psi(t, x))$$

\[ = G_1 - \frac{1}{16\pi^3 \kappa^3} \frac{1}{|\tilde{x} - \tilde{y}|^2} \left( (\tilde{x} - \tilde{y}, 0) \cdot (-\tilde{y}, 0) \partial_3 \psi(t, x) + \kappa(\tilde{x} - \tilde{y}, 0) \cdot (-\partial_2 \psi(t, x), \partial_1 \psi(t, x), 0) \right) \]

\[ + \kappa(\tilde{x} - \tilde{y}, 0) \cdot (-\partial_3 \psi(t, x), \partial_1 \psi(t, x), 0). \]

Let $G_2 := -\frac{1}{16\pi^3 \kappa^3} \frac{|\tilde{x} - \tilde{y}|^2}{|\tilde{x} - \tilde{y}|^2} \left( (\tilde{x} - \tilde{y}, 0) \cdot (\tilde{x}, 0) \partial_3 \psi(t, x) + \kappa(\tilde{x} - \tilde{y}, 0) \cdot (-\partial_2 \psi(t, x), \partial_1 \psi(t, x), 0) \right)$. With this notation we now have

$$\mathcal{H}_\psi (t, x, y) = G_1 - \frac{1}{16\pi^3 \kappa^3} \partial_3 \psi(t, x) + G_2.$$

Observe that

$$|G_1| \leq C \frac{1}{|\tilde{x} - \tilde{y}|^2} \leq C \frac{1}{|y|} \quad \text{and} \quad |G_2| \leq C \frac{1}{|y|}. \quad (4.3)$$

We rewrite $J^2_n$ as

$$J^2_n = \int_\Omega \left( \int_\Omega (G_1 + G_2) \zeta_R(t) \omega_n(t, x) dx \right) (1 - \zeta_R(y)) \omega_n(t, y) dy$$

\[ - \int_\Omega \alpha_n (1 - \zeta_R(y)) \omega_n(t, y) dy + \alpha_n \int_\Omega \zeta_R(t) \omega_n(t, x) dx. \]

Using (4.3) we obtain the following estimate

$$|J^2_n| \leq C \frac{1}{R} \left\| \omega_n(t, \cdot) \right\|_1^2 + 2 \left| \alpha_n \int_\Omega \zeta_R(t) \omega_n(t, x) dx \right| \leq C \frac{1}{R} + C \left| \int_\Omega \zeta_R(t) \omega_n(t, x) dx \right|.$$

It is clear that

$$\lim_{n \to \infty} \int_\Omega \zeta_R(t) \omega_n(t, x) dx = \int_\Omega \zeta_R(t) \omega(t, x) dx.$$

Moreover, using the Dominated Convergence theorem we obtain that

$$\lim_{R \to \infty} \int_\Omega \zeta_R(t) \omega(t, x) dx = \int_\Omega \omega(t, x) dx = 0.$$

Thus, $\lim_{R \to \infty} \lim_{n \to \infty} |J^2_n| = 0$. 
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Next we treat $I^n_{22}$. In order to estimate $I^n_{22}$, we observe that, since $R \gg 2\rho$, it follows that $H_\psi(t,x,y) = 0$ for all $|x| > R$ and $y \in C_\rho$. Furthermore, for $|x| > R$ and $y \in C_\rho$ we have that $|x - y| \geq |x|/2$ and $|x - \tilde{y}| = |x - y| - 2\pi \kappa \geq |x|/4$. Hence, $1 - \varphi_\delta(|x - y|) = 1$ for all $|x| > R$ and $y \in C_\rho$. In this region we can rewrite $H_\psi$ as

$$H_\psi(t,x,y) = \frac{1}{2\kappa}(K_1(x,y) - K_2(x,y)) \cdot (\xi(y) \times (-\nabla \psi(t,y)) - (\xi(x) - \xi(y)) \times \nabla \psi(t,y)) = \frac{1}{2\kappa}(K_1(x,y) \cdot (\xi(y) \times \nabla \psi(t,y) - (\xi(x) - \xi(y)) \times \nabla \psi(t,y)) + \frac{1}{2\kappa}K_2(x,y) \cdot (\xi(x) - \xi(y)) \times \nabla \psi(t,y)) = F_1 + F_2.$$  

Observe that, for $|x| > R$ and $y \in C_\rho$, we get

$$|F_1| \leq C \left( \frac{1}{|x - y|^2}(|y| + |x - \tilde{y}|) + C \frac{1}{|x - y|} |y| \right) \leq C \left( \frac{1}{R^2} + \frac{1}{R} \right),$$

while $F_2 = -\frac{1}{16\pi\kappa^3} \partial_\beta \psi(t,y)$, so that $\int_{C_\rho} F_2 \omega_n(t,y)dy = -\alpha_n$. Thus,

$$|I^n_{22}| \leq \int_\Omega \int_{C_\rho} |F_1| |\omega_n(t,y)||1 - \zeta_R(x)||\omega_n(t,x)|dydx + \int_\Omega \left( \int_{C_\rho} F_2 \omega_n(t,y)dy + \alpha_n \right) (1 - \zeta_R(x))\omega_n(t,x)dx \leq \int_\Omega \int_{C_\rho} C \left( \frac{1}{R^2} + \frac{1}{R} \right) |\omega_n(t,y)||1 - \zeta_R(x)||\omega_n(t,x)|dydx \leq C \left( \frac{1}{R^2} + \frac{1}{R} \right) \leq \frac{C}{R},$$

if $R \gg 1$.

We can now pass to the limit as $n \to \infty$ and use all the estimates obtained to get

$$\lim_{n \to \infty} \int_\Omega \int_\Omega H_\psi(t,x,y)\omega_n(t,y)\omega_n(t,x)dydx = \lim_{n \to \infty} \left( I^n_1 + J^n_1 + J^n_2 + I^n_{22} \right) = C\delta^{(2-s)/s} + \int_\Omega \int_\Omega H_\psi(t,x,y)(1 - \varphi_\delta(|x - y|))\zeta_R(y)\zeta_R(x)\omega_n(t,y)\omega_n(t,x)dydx + \left( C + C \lim_{n \to \infty} \left| \int_\Omega \omega_n(t,x)\zeta_R(x)dx \right| \right) + \frac{C}{R} \int_\Omega \omega(t,x)\zeta_R(x)dx \leq \frac{C}{R}.$$  

Now, let us pass to the limit as $R \to \infty$ and $\delta \to 0$ to obtain that

$$\lim_{n \to \infty} \int_\Omega \int_\Omega H_\psi(t,x,y)\omega_n(t,y)\omega_n(t,x)dydx = \lim_{R \to \infty, \delta \to 0} \left( \int_\Omega \int_\Omega H_\psi(t,x,y)(1 - \varphi_\delta(|x - y|))\zeta_R(y)\zeta_R(x)\omega(t,y)\omega(t,x)dydx \right) + \lim_{R \to \infty, \delta \to 0} \left( C\delta^{(2-s)/s} + \frac{C}{R} + C \left| \int_\Omega \omega(t,x)\zeta_R(x)dx \right| \right) \leq \lim_{R \to \infty, \delta \to 0} \left( \int_\Omega \int_\Omega H_\psi(t,x,y)(1 - \varphi_\delta(|x - y|))\zeta_R(y)\zeta_R(x)\omega(t,y)\omega(t,x)dydx \right).$$

On the other hand we have that

$$\int_\Omega \int_\Omega H_\psi(t,x,y)\omega(t,y)\omega(t,x)dydx = \int_\Omega \int_\Omega H_\psi(t,x,y)\varphi_\delta(|x - y|)\omega(t,y)\omega(t,x)dydx$$
that there exists a subsequence, which we still denote by $\{u_n\}$ as defined in (4.1), so that
\[
\|p\ell\omega_n\|_{L^p(Q)} < \varepsilon + 4\delta + \beta + \varepsilon_n = C\delta^{2-n/q} + \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)(1 - \varphi_\delta(|x - y|))(\zeta_{R}(y)\zeta_{R}(x)\omega(t,y)\omega(t,x)dydx +
\]
\[
+ \left(\frac{C}{R} + C \left| \int_\Omega \omega(t,x)\zeta_{R}(x)dx \right| \right) + \frac{C}{R}.
\]
Therefore,
\[
\lim_{R \to \infty, \delta \to 0} \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)\omega(t,y)\omega(t,x)dydx
\]
\[
= \lim_{n \to \infty} \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)\omega_n(t,y)\omega_n(t,x)dydx = \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)\omega(t,y)\omega(t,x)dydx.
\]
Finally, we conclude that
\[
\lim_{n \to \infty} \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)\omega_n(t,y)\omega_n(t,x)dydx = \int_\Omega \int_\Omega \mathcal{H}_\psi(t,x,y)\omega(t,y)\omega(t,x)dydx.
\]
It is clear from the a priori estimates that $\{u_n\}$ is uniformly bounded in $L^\infty(0, \infty; L^2_{per}(\Omega; \mathbb{R}^3))$ so that there exists a subsequence, which we still denote by $\{u_n\}$, that converges to $u \in L^\infty(0, \infty; L^2_{per}(\Omega; \mathbb{R}^3))$. It remains to prove that the limit $u$ is the velocity associated with the vorticity $\omega$, that is, $u(t,x) = \int_\Omega K(x-y) \times (\xi(y)/k) \omega(t,y)dy$.

Fix $R > 0$ and set $U_R = \{x \in \Omega : |x| \leq R\}$. Let us fix $\delta > 0$ such that $0 < \delta < R$ and let $\varphi_\delta$ be as defined in (4.1), so that
\[
\|u_n(t,\cdot) - u(t,\cdot)\|^2_{L^2(U_R)} = \int_{U_R} \left(\int_\Omega K(x-y) \times (\xi(y)/k)(\omega_n(t,y) - \omega(t,y))dy \right) dx
\]
\[
\leq 2 \int_{U_R} \left(\int_\Omega |\varphi_\delta(|x-y|)|K(x-y) \times \xi(y)/k)(\omega_n(t,y) - \omega(t,y))dy \right) dx
\]
\[
+ 2 \int_{U_R} \left(\int_\Omega (1 - \varphi_\delta(|x-y|))K(x-y) \times \xi(y)/k)(\omega_n(t,y) - \omega(t,y))dy \right) dx = I_1^n + I_2^n.
\]
We start by estimating the term $I_1^n$. Observe that for $|x| \leq R$ and $|x - y| < 2\delta$ it holds that $|\xi(y)| \leq |x - y| + |x| \leq 2\delta + R \leq 2R$ and hence
\[
I_1^n \leq C(R) \int_{U_R} \left(\int_\Omega |\varphi_\delta(|x-y|)||K(x-y)||\omega_n(t,y) - \omega(t,y)|dy \right) dx
\]
\[
\leq C(R)\|\varphi_\delta K\|^2_{L^q_{\lambda}}\|\omega_n - \omega\|^2_{L^p}.
\]
where in the last inequality we used the Generalized Young inequality with $1 + 1/2 = 1/q + 1/p$. Since $\|\varphi_\delta K\|_{L^q} \leq C\delta^{3-2q}$ and $\|\omega_n - \omega\|_{L^p} \leq \|\omega_n\|_{L^p} + \|\omega\|_{L^p} \leq C$ then $I_1^n \leq C\delta^{3-2q}$, for all $n \in \mathbb{N}$.

It is clear that the condition $p > 4/3$ implies $q < 3/2$. Therefore,
\[
\lim_{\delta \to 0} \lim_{n \to \infty} I_1^n = 0.
\]
Now, we will estimate $I_2^n$. Recall the notation introduced in Lemma 3.2, $K = K_1 - K_2$, so
\[
I_2^n \leq 4 \int_{U_R} \left(\int_\Omega (1 - \varphi_\delta(|x-y|))K_1(x-y) \times \xi(y)/k)(\omega_n(t,y) - \omega(t,y))dy \right) dx
\]
\[
+ 4 \int_{U_R} \left(\int_\Omega (1 - \varphi_\delta(|x-y|))K_2(x-y) \times \xi(y)/k)(\omega_n(t,y) - \omega(t,y))dy \right) dx = F_1^n + F_2^n.
\]
We will see that $\mathcal{F}_n^1$ and $\mathcal{F}_n^2$ converge to zero when $n \to \infty$. We start with $\mathcal{F}_n^1$. Observe that for $|x - y| > \delta$ we have

$$| \mathcal{K}_1(x - y) \times \xi(y) | = | \mathcal{K}_1(x - y) \times (\xi(y) - \xi(x) + \xi(x)) |$$

$$\leq C \frac{1}{|x - \tilde{y}|^2} (|\tilde{y} - \tilde{x}| + |\xi(x)|) \leq C(R) \left( \frac{1}{|x - \tilde{y}|} + \frac{1}{|x - \tilde{y}|^2} \right).$$

Thus, for every $x \in U_R$ fixed, $(1 - \varphi_\delta(|x - \cdot|))\mathcal{K}_1(x - \cdot) \times \xi(\cdot) \in L^q(\Omega)$, for all $r > 2$. Moreover, since $\{\omega_n\}$ is uniformly bounded in $L^\infty(0, \infty; L^q(\Omega))$ for all $1 \leq q \leq p$ we obtain that $\omega_n(t, \cdot) \xrightarrow{\omega} \omega(t, \cdot)$ in $L^q(\Omega)$, for all $1 < q \leq p$, so that we can choose $q$ in such a way that $1 < q \leq p$ and $q' > 2$. Therefore, we obtain that $\lim_{n \to \infty} \int_\Omega (1 - \varphi_\delta(|x - y|)) \mathcal{K}_1(x - y) \times (\xi(y)/\kappa)(\omega_n(t, y) - \omega(t, y))dy = 0$ for every $x \in U_R$. Moreover, we have that

$$\left| \int_\Omega (1 - \varphi_\delta(|x - y|)) \mathcal{K}_1(x - y) \times \frac{\xi(y)}{\kappa}(\omega_n(t, y) - \omega(t, y))dy \right|$$

$$\leq C\| (1 - \varphi_\delta(|x - \cdot|))\mathcal{K}_1(x - \cdot) \times \xi \|_{L^q} \| \omega_n(t, \cdot) - \omega(t, \cdot) \|_{L^p} \leq C_\delta,$$

where $1/q + 1/q' = 1$, $q \leq p$ and $q' > 2$, so that the last sequence is uniformly bounded in $n$ by a constant which is an integrable function in $U_R$. Thus, we can apply the Dominated Convergence theorem to obtain that $\lim_{n \to \infty} \mathcal{F}_n^1 = 0$.

Now we will prove the convergence of the term $\mathcal{F}_n^2$. Fix $M > 0$, $M \gg R$ and consider $\zeta_M$ as defined in (4.2). Let us split the integral in the following way:

$$\int_\Omega (1 - \varphi_\delta(|x - y|)) \zeta_M(y) \mathcal{K}_2(x - y) \times \frac{\xi(y)}{\kappa}(\omega_n(t, y) - \omega(t, y))dy$$

$$+ \int_\Omega (1 - \varphi_\delta(|x - y|))(1 - \zeta_M(y)) \mathcal{K}_2(x - y) \times \frac{\xi(y)}{\kappa}(\omega_n(t, y) - \omega(t, y))dy \equiv \mathcal{J}_n^1(t, x) + \mathcal{J}_n^2(t, x).$$

In order to prove the convergence of $\mathcal{J}_n^1$, first we recall that $\| \omega_n(t, \cdot) \|_{L^s} \leq C$ implies that $\lim_{n \to \infty} \int_\Omega \omega_n(t, y)f(y)dy = \int_\Omega \omega(t, y)f(y)dy$ for all $f \in C_0(\Omega)$. Then, observe that $f_x(y) := (1 - \varphi_\delta(|x - y|))\zeta_M(y)\mathcal{K}_2(x - y) \times (\xi(y)/\kappa) \in C_0(\Omega)$ for all $x \in U_R$, thus

$$\mathcal{J}_n^1(t, x) = \int_\Omega f_x(y)(\omega_n(t, y) - \omega(t, y))dy \to 0 \text{ as } n \to \infty.$$

Finally, observe that

$$\mathcal{K}_2(x - y) \times \frac{\xi(y)}{\kappa} = \frac{1}{16\pi^3 \kappa^3} \frac{1}{|x - \tilde{y}|^2} (\tilde{x} - \tilde{y}, 0, 0) \times (\xi(y) - \xi(x) + \xi(x))$$

$$= \frac{1}{16\pi^3 \kappa^3} (0, 0, 1) + \frac{1}{16\pi^3 \kappa^3} \frac{1}{|x - \tilde{y}|^2} (\tilde{x} - \tilde{y}, 0, 0) \times \xi(x).$$

Moreover, since $x \in U_R$ then $(1 - \varphi_\delta(x - y))(1 - \zeta_M(y)) = (1 - \zeta_M(y))$. Thus,

$$|\mathcal{J}_n^2(t, x)| \leq \frac{1}{16\pi^3 \kappa^3} \int_\Omega (1 - \zeta_M(y))(\omega_n(t, y) - \omega(t, y))dy + C \int_\Omega (1 - \zeta_M(y)) \frac{1}{|x - \tilde{y}|} (|\omega_n(t, y)| + |\omega(t, y)|)dy$$

$$\leq \frac{1}{16\pi^3 \kappa^3} \int_\Omega (1 - \zeta_M(y))(\omega_n(t, y) - \omega(t, y))dy + \frac{C}{M}.$$

Observe that, as $\int_\Omega \omega_n(t, y)dy = 0 = \int_\Omega \omega(t, y)dy$ and $\zeta_M \in L^{q'}$, we have

$$\lim_{n \to \infty} \int_\Omega (1 - \zeta_M(y))(\omega_n(t, y) - \omega(t, y))dy = - \lim_{n \to \infty} \int_\Omega \zeta_M(y)(\omega_n(t, y) - \omega(t, y))dy = 0.$$

Thus, $\lim_{n \to \infty} \mathcal{J}_n^2(t, x) = O(M^{-1})$. Therefore, we find that

$$\lim_{n \to \infty} \int_\Omega (1 - \varphi_\delta(x - y))\mathcal{K}_2(x - y) \times \frac{\xi(y)}{\kappa}(\omega_n(t, y) - \omega(t, y))dy = \lim_{M \to \infty} \lim_{n \to \infty} (\mathcal{J}_n^1(t, x) + \mathcal{J}_n^2(t, x)) = 0.$$
Furthermore, it follows from the calculations above that
\[
\left| \int_{\Omega} (1 - \varphi_\delta((x - y))K_2(x - y) \times \frac{\xi(y)}{\kappa}(\omega_n(t, y) - \omega(t, y)) dy \right| \leq |J_n^1(t, x)| + |J_n^2(t, x)|
\]
\[
\leq C \left( \|f_x\|_{L^\infty} + \frac{1}{M} + 1 \right) \|\omega_n - \omega\|_{L^1} \leq C_{\delta, M}.
\]
Thus, by the Dominated Convergence theorem, we conclude that \( \lim_{n \to \infty} J_n^2 = 0 \).

Finally, we end up with
\[
\lim_{n \to \infty} \|u_n(t, \cdot) - u(t, \cdot)\|_{L^2(U_R)}^2 = \lim_{\delta \to 0} \lim_{n \to \infty} (I_1^n + I_2^n) = 0.
\]

It is not hard to see that all the estimates used were uniform in \( t \), so that
\[
\lim_{n \to \infty} \|u_n - u\|_{L^\infty(0, \infty; L^2(U_R))} = 0.
\]

Therefore, \( u_n \to u \) in \( L^\infty(0, \infty; L^2_{loc, per}(\Omega, \mathbb{R}^3)) \) hence follows the desired result. \( \square \)

**Remark 4.1.** We observe that, from the proof of the last theorem, it follows that \( u \) is a weak solution of the Euler equations in the velocity formulation. Indeed, since each \( u_n \) is a smooth solution of the Euler equations, we find that, for all test function \( \Phi \in C^\infty_{loc, per}([0, \infty) \times \Omega, \mathbb{R}^3) \) such that \( \text{div} \Phi = 0 \), the following identity holds true:
\[
\int_0^\infty \int_{\Omega} \Phi_t(t, x) \cdot u_n(t, x) dx dt + \int_0^\infty \int_{\Omega} [(u_n(t, x) \cdot \nabla)\Phi(t, x)] \cdot u_n(t, x) dx dt + \int_{\Omega} \Phi(0, x) \cdot u_n(0, x) dx = 0.
\]

Now, since \( u_n \to u \) in \( L^\infty(0, \infty; L^2_{loc, per}(\Omega, \mathbb{R}^3)) \), we can pass to the limit, as \( n \to \infty \), on the left-hand-side above and obtain that \( u \) is a weak solution of the Euler equations.

## 5. Second existence theorem: general case

In this section we will prove that the existence result can also be obtained in the case where the initial vorticity does not have vanishing integral. In order to do so, we must introduce another definition of weak solution of the vorticity equation, adapted to this case.

We can not use the Biot-Savart law in the case where the integral of the vorticity is not zero. In order to deal with this issue we define a new operator which plays the role of the Biot-Savart law. The idea is to decompose the vorticity in two terms, one with zero integral and the other being the vorticity associated with a helical velocity field which is a smooth, radially symmetric, steady solution of the Euler equations. This construction is inspired by the radial-energy decomposition of a velocity field (see [18]). The velocity field can then be recovered from the vorticity in the following simple way. We apply the Biot-Savart law to the term which has zero integral and, for the other term, we already have the associated velocity field. With this idea in mind, let us give the following definition:

**Definition 5.1.** Let \( p > 4/3 \). We define the operator
\[
\Xi : L^p_{loc, per}(\Omega; \mathbb{R}) \cap L^1_{loc, per}(\Omega; \mathbb{R}) \to L^2_{loc, per}(\Omega; \mathbb{R})
\]
\[
\omega \mapsto \Xi[\omega]
\]
as
\[
\Xi[\omega](x) := \int_{\Omega} K(x - y) \times \frac{\xi(y)}{\kappa}(\omega(y) - \varphi(|\tilde{y}|)) dy + \bar{u}(x), \]
where \( \varphi : [0, \infty) \to \mathbb{R} \) is any smooth function with compact support in \((0, \infty)\) such that
\[
\int_0^\infty \varphi(r) dr = \int_{\mathbb{R}^2} \omega(\tilde{x}, 0) d\tilde{x},
\]
and \( \bar{u} \) is defined for all \( x \in \Omega \) by
\[
\bar{u}(x) = \left( \frac{\tilde{x}^1}{|\tilde{x}|}, \frac{1}{\kappa} \right) \int_{0}^{1/|\tilde{x}|} \varphi(r) dr,
\]
where \( \tilde{x}^1 = (-x_2, x_1) \).
Remark 5.1. The operator $\Xi$ is well-defined. Indeed, since $\omega \in L^p_{\text{per}}(\Omega; \mathbb{R}) \cap L^1_{\text{per}}(\Omega; \mathbb{R})$ and $\varphi \in C_c^\infty((0, \infty))$ it is not hard to see that $K * \xi(\cdot) / \kappa(\omega(\cdot) - \varphi(\cdot))$ is well-defined. Indeed, since

$$
\int_0^\infty \varphi(r)rdr = \int_0^\infty \zeta(r)rdr = \int_{\mathbb{R}^2} \omega(\tilde{x}, 0)d\tilde{x}.
$$

Set

$$
\tilde{u}(x) = \left(\frac{\hat{x}^\perp}{|\hat{x}|^2}, \frac{1}{\kappa}\right) \int_0^{|\tilde{x}|} \varphi(r)rdr \quad \text{and} \quad \tilde{v}(x) = \left(\frac{\hat{x}^\perp}{|\hat{x}|^2}, \frac{1}{\kappa}\right) \int_0^{|\tilde{x}|} \zeta(r)rdr.
$$

Observe that it is enough to prove that

$$
\int_{\Omega} K(x - y) \times \frac{\xi(y)}{\kappa}(\zeta(\|\tilde{y}\|) - \varphi(\|\tilde{y}\|))dy + \tilde{u}(x) - \tilde{v}(x) = 0.
$$

First, observe that $\text{curl } \tilde{u}(y) = \xi(y)/\kappa \varphi(\|\tilde{y}\|)$ and $\text{curl } \tilde{v}(y) = \xi(y)/\kappa \zeta(\|\tilde{y}\|)$. Hence (5.2) is equivalent to

$$
\int_{\Omega} K(x - y) \times \text{curl } (\tilde{v}(y) - \tilde{u}(y))dy = \tilde{v}(x) - \tilde{u}(x).
$$

Finally, observe that the vector field defined by $\Phi := \text{curl } (\tilde{v} - \tilde{u})$ is such that $\int_{\Omega} \Phi(x)dx = 0$, $\text{div } \Phi = 0$, $\Phi \in C_c^\infty(\Omega; \mathbb{R}^3)$ and $\Phi(x)$ goes to zero as $|\tilde{x}| \to \infty$; we can, therefore, use Proposition 3.3 to obtain the identity (5.3).

The definition of weak solution in the case where the vorticity is not balanced follows naturally, and it is stated below:

**Definition 5.2.** Given $\omega^0 \in L^p_{\text{per}}(\Omega; \mathbb{R})$, for some $p > 4/3$, we say that $\omega = \omega(t, x)$ is a weak solution of $\omega_t + (u \cdot \nabla)\omega = 0$ if

(i) $\omega \in L^\infty(0, T; L^p_{\text{per}}(\Omega; \mathbb{R}) \cap L^1_{\text{per}}(\Omega; \mathbb{R}))$;

(ii) the velocity field $u(t, \cdot) = \Xi[\omega(t, \cdot)]$, for a.e. $t \in [0, T]$;

(iii) for all test function $\psi \in C_c^\infty([0, T] \times \Omega; \mathbb{R})$

$$
\int_0^T \int_{\Omega} \psi_t(t, x)\omega(t, x)dxdt + \int_0^T \int_{\Omega} u(t, x) \cdot \nabla \psi(x)\omega(t, x)dxdt + \int_0^T \psi(x, 0)\omega^0(x)dx = 0.
$$

Next, we state and prove existence of a weak solution for the vorticity equation without the integral constraint on the initial vorticity:

**Theorem 5.1.** Given $\omega^0 \in L^p_{\text{per}}(\Omega; \mathbb{R})$, for some $p > 4/3$, there exists a weak solution $\omega = \omega(t, x)$ of (5.3) in the sense of Definition 5.2.

**Proof.** We have already proved the theorem in the case $\int \omega^0 dx = 0$. Now, suppose that $\int \omega^0 dx \neq 0$. Fix $\varphi \in C_c^\infty((0, \infty))$, with compact support in $(0, \infty)$, such that

$$
\int_0^\infty \varphi(r)rdr = \int_{\mathbb{R}^2} \omega^0(\tilde{x}, 0)d\tilde{x}
$$

and define $\tilde{\omega}^0 = \omega^0 - \varphi$, where $\phi = \phi(x) = \varphi(|\tilde{x}|)$. We introduce an approximating sequence $\tilde{\omega}_n^0$ given by

$$
\tilde{\omega}_n^0 = \omega_n^0 - \phi,
$$

where $\omega_n^0$ is the sequence of mollifiers defined by $\omega_n = \rho_n * \omega^0$. Observe that $\int_{\Omega} \tilde{\omega}_n^0 dx = 0$ for all $n$. Thus, for all $n$ we can define the velocity field associated with $\omega_n^0$ through the Biot-Savart law,
By Corollary 5.7, we have that, in particular, \( \tilde{u}_n^0 \in C^\infty(\Omega; \mathbb{R}^3) \cap L^2_{\text{per}}(\Omega; \mathbb{R}^3) \) for all \( n \). Using the standard energy estimates it is not hard to prove that, for each \( n \in \mathbb{N} \), the system
\[
\begin{cases}
\partial_t \tilde{u} + (\tilde{u} \cdot \nabla)\tilde{u} + (\tilde{u} \cdot \nabla)\tilde{u} + \nabla P = 0 \\
\text{div} \tilde{u} = 0 \\
\tilde{u}(0, x) = \tilde{u}_n^0(x) \\
|\tilde{u}|(x) \to 0 \quad \text{as} \quad |\tilde{x}| \to \infty.
\end{cases}
\]
(5.4)

has a unique solution in \( C^\infty([0, \infty) \times \Omega; \mathbb{R}^3) \cap L^\infty(0, \infty; L^2_{\text{per}}(\Omega; \mathbb{R}^3)) \). Let \( \tilde{u}_n \in C^\infty([0, \infty) \times \Omega; \mathbb{R}^3) \cap L^\infty(0, \infty; L^2_{\text{per}}(\Omega; \mathbb{R}^3)) \) be such solution. It is easy to see that \( \tilde{u}_n^0 \) is helical and has vanishing helical swirl and, therefore, \( \tilde{u}_n \) is also helical and has vanishing helical swirl, for all \( n \in \mathbb{N} \). Now, set
\[
\tilde{u}_n = \tilde{u}_n + \tilde{u} \quad \text{where} \quad \tilde{u}(x) = \left( \frac{x_1}{|\tilde{x}|^2} \cdot \frac{1}{\kappa} \right) \int_0^{|\tilde{x}|} \varphi(r)dr.
\]
We have that the velocity field \( u_n \) satisfies the following properties:

(i) for each \( n \), \( u_n \) is a solution of the following problem
\[
\begin{cases}
\partial_t u + (u \cdot \nabla)u + \nabla P = 0 \\
\text{div} u = 0 \\
\lim_{t \to 0+, x \to \Omega^3} u(t, x) = \tilde{u}_n^0(x) \\
\lim_{t \to 0+, x \to \Omega^3} |u_t(t, x)| \to 0 \quad \text{and} \quad \lim_{t \to 0+, x \to \Omega^3} |u(t, x)| \to \beta \quad \text{as} \quad |x| \to \infty.
\end{cases}
\]
(5.5)

where \( \beta = (1/\kappa) \int_0^\infty \varphi(r)dr \), \( P = \tilde{P} + \tilde{P} \) and \( \tilde{P} \) is the pressure associated with the steady solution \( \tilde{u} \) of the Euler equations;

(ii) \( u_n \) is helical and has vanishing helical swirl for all \( n \);

(iii) denote the third component of curl \( u_n \) by \( \omega_n \), then curl \( u_n = \omega_n \kappa / \kappa \) for all \( n \);

(iv) \( u_n(t, x) = \Xi \omega_n(t, x) = (K * ((\omega_n - \omega_n(t, x))) (t, x) + \tilde{u}(x) \).

It is also clear that, for each \( n \in \mathbb{N} \), \( \omega_n \in C^\infty([0, \infty) \times \Omega) \) and \( \partial_t \omega_n + (u_n \cdot \nabla)\omega_n = 0 \). Therefore, for all \( 1 \leq q \leq p \) we have \( \|\omega_n(t)\|_{L^q(\Omega)} = \|\omega_n(0)\|_{L^q(\Omega)} \leq \|\omega_n\|_{L^3} \leq C \), for all \( n \in \mathbb{N} \) and \( t \geq 0 \). Then, there exist a subsequence, which we still denote by \( \{\omega_n\}_n \), and a limit \( \omega \in L^\infty(0, \infty; L^p_{\text{per}}(\Omega; \mathbb{R})) \cap L^1_{\text{per}}(\Omega; \mathbb{R}) \) such that \( \omega_n \rightharpoonup \omega \) in \( L^\infty(0, \infty; L^p(\Omega; \mathbb{R})) \). Furthermore,
\[
\int_0^T \int_\Omega \psi(t, x)\omega_n(t, x)dxdt + \int_0^\infty \int_\Omega u_n(t, x) \cdot \nabla \psi(x)\omega_n(t, x)dxdt + \int_\Omega \psi(x, 0)\omega_n^0(x)dx = 0.
\]

To show that \( \omega \) is a weak solution of the vorticity equation in the sense of Definition 5.2, we have to prove that we can pass to the limit on the left-hand-side of the identity above, as \( n \to \infty \): true
\[
\lim_{n \to \infty} \left\{ \int_0^T \int_\Omega \psi(t, x)\omega_n(t, x)dxdt + \int_0^T \int_\Omega u_n(t, x) \cdot \nabla \psi(x)\omega_n(t, x)dxdt + \int_\Omega \psi(x, 0)\omega_n^0(x)dx \right\} = \int_0^T \int_\Omega \psi(t, x)\omega(t, x)dxdt + \int_0^T \int_\Omega u(t, x) \cdot \nabla \psi(x)\omega(t, x)dxdt + \int_\Omega \psi(x, 0)\omega^0(x)dx.
\]

The proof of relation (5.6) follows along the same lines as the proof of Theorem 4.4 using the fact that \( u_n = \Xi \omega_n \). \( \square \)

We conclude with a few final observations. First, the critical regularity for existence of a weak solution in the 2D and axisymmetric case is \( p = 1 \), see [3] [21] [23]. We expect helical flows to behave similarly, so that \( p > 4/3 \) should not be sharp, just a consequence of the limitations of the estimates available. However, the symmetrization idea that brings the existence result from \( p > 4/3 \) to vortex sheets in the 2D case, see [20], has already been used in the proof of Theorem 4.4, so improvements have to come from somewhere else. Some natural open problems are, therefore, proving existence closer to vortex sheet data, seeking an adaptation of Delort’s axisymmetric result to helical flows and formulating and studying convergence of helical vortex methods. Another natural line of research is to study the vanishing viscosity limit, which is currently under investigation.
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