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ABSTRACT
Sample-based approximate query processing (AQP) suffers from many pitfalls such as the inability to answer very selective queries and unreliable confidence intervals when sample sizes are small. Recent research presented an intriguing solution of combining materialized, pre-computed aggregates with sampling for accurate and more reliable AQP. We explore this solution in detail in this work and propose an AQP physical design called PASS, or Precomputation-Assisted Stratified Sampling. PASS builds a tree of partial aggregates that cover different partitions of the dataset. The leaf nodes of this tree form the strata for stratified samples. Aggregate queries whose predicates align with the partitions (or unions of partitions) are exactly answered with a depth-first search, and any partial overlaps are approximated with the stratified samples. We propose an algorithm for optimally partitioning the data into such a data structure with various practical approximation techniques.

1 INTRODUCTION
There are a number of applications where exact query results are unnecessary. For example, visualizations only require precision up to screen and human perceptual resolutions [25, 32]. Similarly, in exploratory data analysis where users may be only looking for broad trends, exact numerical results are not needed [45]. In industrial workloads, such queries are not only highly prevalent, but they are also highly resource-intensive: Agarwal et al. found that roughly 30% of a Facebook workload consists of aggregate queries over tables larger than 1TB [3]. Examples such as these have motivated nearly 40 years of approximate query processing (AQP) research, where a database deliberately sacrifices accuracy for faster [10, 27] or more resource-efficient results [29] for aggregate queries.

Data sampling has been the primary approach used in AQP since the research area’s conception [33]. To this day, there are new results in sampling techniques [42], implementation [26], and mechanisms [46]. The perennial research interest in data sampling stems from its generality as an approximation technique and the extensive body of literature in sampling statistics to quantify the error rate in such approximations. However, small samples may not contain the relevant data for highly selective queries, and this can lead to confusing or misleading results. Recent work mitigates this problem by using an anticipated query workload to prioritize sampling certain regions of the database to support such selective queries (called stratified sampling) [4, 8], or construct samples online during query execution [27, 42].

Consequently, pure uniform sampling is rarely used on its own, and most practical sampling systems leverage workload information to ensure that the system can reliably answer selective queries [1, 4–8, 12, 16]. These systems often run offline optimization routines to materialize optimal samples to answer future queries. If we can tolerate expensive, up-front sample materialization costs, there is a natural question of whether it is also valuable to expend resources to compute helper “full dataset” query results. There have been a number of different proposals that do exactly this [14, 23, 29, 36, 43]; where systems leverage pre-computed exact aggregates to help estimate the result of a future query. Not too far off from such proposals are a number of recent approaches to use machine learning for query result estimation [19, 44].

Despite the handful of research papers on the subject, we find that the theory on how to best leverage both pre-computed aggregates and sampling is limited. Existing work often assumes one of the sides is fixed: Galakatos et al. optimize sampling given that they have cached previously computed query exact results [14], or Peng et al. optimize aggregate selection given a uniform sample of data [36]; where systems leverage pre-computed exact aggregates to help estimate the result of a future query. Not too far off from such proposals are a number of recent approaches to use machine learning for query result estimation [19, 44].

SELECT AVG(Temp)  
FROM Tables  
WHERE (t >= 3) AND (t <= 16)  
Answer:  
0.25±64.3 +  
0.25±71.5 +  
0.25±EST_AVG((3,4)) +  
0.25±EST_AVG((15,16))

Figure 1: Temperatures collected over 20 time-steps and aggregated into 4 partitions. Partitioned aggregates can be used to decompose SUM/COUNT/AVG queries into an exact and approximate components.
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We interpret pre-computed aggregates as a sort of index that can which stratified samples of data are relevant for answering a query. (nodes in the tree), we calculate the SUM, COUNT, MIN, and MAX values of the partition. Associated with the leaf nodes is a uniform sample of data from that partition (effectively a stratified sample). Thus, we will show a hierarchy of partitioned aggregates at different levels of resolution (granularity of partitioning). Associated with the leaf nodes are stratified samples. We present an algorithm to optimize over such a structure for fast and accurate approximate query processing.

The joint optimization, over both sampling and precomputation, is complex because one has to optimize over a combinatorial space of SQL aggregate queries, while accounting for the real-valued effects of sampling. The core insight of this paper is to formalize a connection between pre-computed aggregates and stratified sampling. We interpret pre-computed aggregates as a sort of index that can guide sampling rather than a simple materialized cache of query results. Figure 1 illustrates a motivating example, where temperature readings over 20 time-steps are aggregated into 4 partitions. Any new AVG query over a time range can be decomposed into two parts: an exact part where the range fully covers intersecting partitions, and an approximate part where the range partially covers a partition. Thus, we will show a hierarchy of partitioned aggregates that can act as an efficient sample selector—determining which stratified samples of data are relevant for answering a query. This formulation leads to a simple formula extension of stratified sampling variance, and a partitioning optimization objective that can control for the worst-case query result error from the synopsis.

We propose a new AQP data structure called PASS, or Precomputation Assisted Stratified Sampling (illustrated in Figure 2). PASS is given a precomputation time budget and a query latency constraint, and it generates a synopsis data structure constructed of both samples and aggregates. The more work that PASS is allowed to do upfront, the more accurate future queries are. PASS first generates a hierarchical partitioning of the dataset (a tree). For each partition (nodes in the tree), we calculate the SUM, COUNT, MIN, and MAX values of the partition. Associated with the leaf nodes is a uniform sample of data from that partition (effectively a stratified sample over the leaves). The tree-like structure acts as an index, allowing us to efficiently skip irrelevant or inconsequential partitions to the query results. Crucially, this lends to an analytic form for query result variance for SUM, COUNT, and AVG queries with predicates.

PASS gives the end user a stronger guarantee about the worst-case end-to-end accuracy than any recent “hybrid” AQP work [14, 19, 35, 36]. In practice, we find that the data structure is often empirically beneficial compared to alternatives. PASS is more general than the work proposed in Gan et al. and supports a wider set of queries [15]. We also find that PASS is empirically more accurate than AQP++ [36], and can provably scale to much larger pre-computed sets. A secondary benefit of PASS is that aggregate hierarchy can compute worst-case estimation error (a 100% confidence interval) for common queries since we know the true extrema and the true cardinality of each partition (similar to [30]). To the best of our knowledge, no other commonly used sample-based data structure offers this benefit.

Of course, the data structure is only as good as its optimization objective. We note that PASS is sensitive to the expected workload and is more expensive to construct. However, we contend that PASS is a step towards a comprehensive understanding of how sampling and precomputation can be combined for fast and accurate AQP and find that if we control for query latency and the amount of precomputation, our results are generally more accurate. In summary, we contribute:

1. A new data structure for AQP called PASS which supports SUM, COUNT, AVG, MIN, and MAX queries with predicates.
2. An optimization algorithm to generate the structure from real data that finds a partitioning that minimizes the maximum sampling variance of a set of possible expected queries.
3. Experiments that show that PASS is often more accurate than uniform sampling, stratified sampling, and AQP++.

2 BACKGROUND AND PROBLEM SETUP

We start with a simplified model: a “one-dimensional” approximate query processing problem. Consider a collection of $N$ tuples representing numerical data $P = \{(c_i, a_i)\}_{i=1}^N$, where one collects numerical value measurements $a_i$ and attributes about those measurements $c_i$ (e.g., a description about what the measurement represents); generically denoted as $A$ and $C$ respectively, when we are not interested in a particular tuple.

For example, one could have a dataset of times (attributes) and temperature measurements (values):

$$(8:01, 70.1\,C), (8:02, 70.4\,C), \ldots, (15:53, 69.9\,C)$$

Over such a collection of data, we would like to be able to answer the following “subpopulation-aggregate” queries: SUM, COUNT, and AVG aggregations of the numeric measurements $A$ over sub-populations determined by filters (predicates) over the $C$.

However, in approximate query processing, we would like a sub-linear time (preferably constant time) answer with a tolerable approximation error. This problem is fundamentally a data structure question, namely, how to summarize the collection $P$ into a synopsis that can approximately answer the desired queries. Leading to the following more precise problem statement: derivate a data structure from the collection $P$ that occupies no more than $O(K)$ space and can answer any subpopulation-aggregate query with approximation error provable guarantees in $O(K)$ time where $K$ is a user-defined parameter much less than $N$.

2.1 Uniform Sampling

The simplest such data structure is a uniform sample. From $P$, we can first sample a subset $S$ of size $K$ uniformly; that is, every tuple is sampled with equal probability. Such uniform samples of numbers have the property that the averages within the sample approximate
We can reformulate SUM, COUNT, and AVG queries as calculating
an average over transformed attributes:

\[ f(S) = \frac{1}{K} \sum_{t \in S} \phi(t) \]  

where \( \phi(\cdot) \) expresses all of the necessary scaling to translate the query into an average value calculation:

- **COUNT**: \( \phi(t) = \text{Predicate}(t) \cdot N \)
- **SUM**: \( \phi(t) = \text{Predicate}(t) \cdot N \cdot a \)
- **AVG**: \( \phi(t) = \text{Predicate}(t) \cdot \frac{K}{K_{\text{pred}}} \cdot a \)

In order to represent AVG\( (S) \) in the form of Equation 1, we rewrite it to the following equivalent Equation:

\[ \text{AVG}\( S \) = \sum_{t \in S} \frac{\text{Predicate}(t) \cdot K}{K_{\text{pred}}} \cdot a. \]  

Therefore, we have \( \phi(t) = \text{Predicate}(t) \cdot \frac{K}{K_{\text{pred}}} \cdot a \) for the AVG query.

### 2.1.1 Error Rate

Let us denote the \( \phi(P) \) and \( \phi(S) \) as taking the transformation functions above and applying them to every tuple in \( P \) or \( S \) respectively. The Central Limit Theorem (CLT) states that these empirical mean values tend towards a normal distribution centered around the population mean:

\[ N(\text{mean}(\phi(P)), \frac{\text{var}(\phi(P))}{K}) \]

Since the estimate is normally distributed, we can define a confidence interval parametrized by \( \lambda \) (e.g., 95% indicates \( \lambda = 1.96 \)):

\[ \text{mean}(\phi(S)) \pm \lambda \sqrt{\frac{\text{var}(\phi(S))}{K}}. \]

To understand the main pitfall of uniform sampling, notice the main scaling factor in the AVG queries is \( \frac{K}{K_{\text{pred}}} \). The more selective a query is (i.e., smaller \( K_{\text{pred}} \)), the smaller the effective sample size is. If your sampling rate is 10% but your predicate matches with only 1% of the tuples in a database, then your effective sample size for that query is 0.1%!

Not only do selective queries increase the error in your result estimates, but they also make the confidence interval estimates less reliable. Accurately estimating the variance from a very small sample is often harder than estimating the result itself since variance is a measure of spread. Furthermore, the CLT holds asymptotically and is naturally less reliable at small sample sizes.

### 2.2 Stratified Sampling

Stratified sampling is one way to mitigate the effects of selective predicates. Instead of directly sampling from \( P \), we first partition \( P \) into \( B \) strata, which are mutually exclusive and exhaustive partitions defined by groupings over \( C \). Within each stratum \( P_1, ..., P_B \), we uniformly sample as before resulting in samples \( S_1, ..., S_B \). So, instead of a single parameter \( K \) which controlled the accuracy in the uniform sampling case, we have a \( K_1, ..., K_B \) for each stratum. The sum of all \( K_i \) can be equated to the uniform sampling size to compare efficiencies \( K = \sum_{i=1}^{B} K_i \).

The results estimation scheme in the previous section can be applied to each of the strata treating it as a full dataset. We combine the estimates with a simple weighted average:

\[ \sum_{i=1}^{B} \hat{\text{est}}(S_i) \cdot w_i \]

For SUM/COUNT \( w_i = 1 \). For AVG \( w_i = N_i / N_q \) in strata with at least one relevant tuple to the query and 0 otherwise; where \( N_i \) is the total number of tuples in the strata, and \( N_q \) is the total number of tuples in all relevant strata. Using the algebraic properties of variance, the confidence interval can be calculated as follows:

\[ \pm \lambda \sqrt{\sum_{i=1}^{B} w_i^2 \cdot V_i(q)} \]

where \( V_i(q) \) is \( \frac{\text{var}(\phi(S_i))}{K_i} \). Stratified sampling is really powerful when the strata correlate with predicates the user may issue. The variance \( V_i \) within the strata might be much smaller than the variance globally.

### 2.3 Stratified Aggregation

Like we saw in the example in the introduction, partitioned aggregations can be used to approximate a query result. Suppose, as in stratified sampling, we first partition \( P \) into \( B \) mutually exclusive partitions. But instead of sampling from these partitions \( P_1, ..., P_B \), we compute the SUM, MAX, MIN, and COUNT for each partition \(^2\).

This data structure, a collection of partitioned aggregates, has \( O(B) \) values. We can use this data structure to estimate query results for our desired subpopulation-aggregate queries.

For any predicate, there are three different sets of partitions:

- **\( R_{\text{cover}} \)**: it is known that every tuple in the partition satisfies the predicate
- **\( R_{\text{partial}} \)**: it is possible some tuple in the partition satisfies the predicate
- **\( R_{\text{none}} \)**: no tuple in the partition satisfies the predicate

Since each partition \( P_i \) has a SUM\( (P_i) \), MAX\( (P_i) \), MIN\( (P_i) \), and COUNT\( (P_i) \), can use these sets to estimate the maximum possible and minimum possible value the aggregate query of interest could take. For SUM and COUNT queries, this is easy due to their monotonic nature. We simply fully include the partial partitions in the

\(^2\)For technical reasons, we assume all \( a \) are positive (they can be shifted if not)
upper bound, and omit them for the lower bound:

\[ ub = \sum_{P_i \in R_{\text{cover}}} AGG(P_i) + \sum_{P_i \in R_{\text{partial}}} AGG(P_i) \]

\[ lb = \sum_{P_i \in R_{\text{cover}}} AGG(P_i) \]

AVG queries are a little more complex to estimate since they are not monotonic. Let’s define \( MAX(R_{\text{partial}}) \) to be the maximum of all of the max values of the partitions with partial overlap, and \( MIN(R_{\text{partial}}) \) to similarly be the minimum value. A bound for the AVG query is:

\[ ub = \max\left\{ \sum_{P_i \in R_{\text{cover}}} \frac{SUM(P_i)}{\sum_{P_i \in R_{\text{cover}}} \text{COUNT}(P_i)} \cdot MAX(R_{\text{partial}}) \right\} \]

\[ lb = \min\left\{ \sum_{P_i \in R_{\text{cover}}} \frac{SUM(P_i)}{\sum_{P_i \in R_{\text{cover}}} \text{COUNT}(P_i)} \cdot MIN(R_{\text{partial}}) \right\} \]

The average is at most the maximum of the average of fully covered partitions and the overall max of any potentially relevant partitions (and likewise for the lower bound). This scheme is fully deterministic and it is always guaranteed that the user’s result lies within those confidence intervals.

We can characterize the estimation error as \( ub - lb \), and notice that in all three queries the error is a function of \( R_{\text{partial}} \). If a query predicate "aligns" with the partitioning (no partial overlaps), the query is answered exactly with 0 error. This property is not guaranteed with stratified sampling, which will always have sampling error in its estimates. However, the partial overlaps introduce ambiguity and error since we do not know how many relevant tuples match the predicate in those partitions. In those partial overlap cases, sampling is a far more accurate estimate because the deterministic bounds are very pessimistic.

2.4 Related Work

Uniform sampling, stratified sampling, and stratified aggregation have dominated the AQP literature dating back to the 1980s [33], and we refer the readers to recent taxonomy and critique of this work [9].

Optimizing Sampling. The pitfalls of uniform sampling are well-established, and several approaches have been proposed to optimize sampling [1, 4–8, 12, 16]. Almost all of this work relies on significant prior knowledge before query time. Either they leverage prior knowledge of a workload [1, 4, 5] or rely on auxiliary index structures [6, 12, 16]. The consequence is a substantial offline optimization component that takes at least one full pass through the dataset in these AQP systems. The proposal in this paper, PASS, is similar in that it constructs a synopsis data structure offline for accurate future query processing. While there are AQP settings where samples are constructed online or during query processing [18, 27, 29], we believe there are a large number of data warehousing use cases where expensive upfront creation costs can be tolerated. VerdictDB [34] is a recent AQP system that supports approximate query processing of general ad-hoc queries. It builds a new index scramble by drawing samples from the original data. Given a query it uses only the sampled items in the scramble to estimate the result. They achieve fast latency with error provable guarantees. PASS also uses samples to construct a data structure in the pre-processing phase, however, it combines aggregation and stratified sampling to build a tree-based index with very low space complexity to answer aggregation queries efficiently with minimum error. VerdictDB uses more space to answer queries with high accuracy, however, it can handle more types of queries, like equi-joins. In Section 5 we compare PASS with VerdictDB over different datasets.

Optimizing Aggregation. There are also similar studies of how to optimize "binned aggregates" [21, 22, 28]. In particular, there is a highly related concept to pass of V-Optimal histograms, which are histogram buckets placed in such a way to minimize the cumulative variance [22]. In contrast, PASS is designed for cases where the goal is to aggregate one column of data based on predicates on another set of columns. Accordingly, PASS constructs predicate partitions over the predicate columns to control the variance of the aggregation column. We further minimize the maximum variance (the worst-case error) unlike the V-Optimality condition. There are also multi-dimensional binned aggregation variants such as Lazaridis et al. [30] (essentially a data cube for approximate query processing). While Lazaridis et al. do not contribute a variance optimization, they do organize their aggregates in a hierarchical structure like PASS.

Hybrid AQP. There are also a number of recent hybrid techniques that leverage precomputed "full data" aggregates to make sampling-based AQP more reliable. For example, Galakatos et al. [14] cache previously computed results to augment previously constructed samples. In that way, they build an interactive scheme to handle ad-hoc queries efficiently. SampleClean materializes a full dataset aggregate over dirty data to mitigate sampling error [43]. AQP++ [36] precomputes a number of aggregate queries, determines query subsumption relationships to coarsely match a new query with one of those previously computed, and then, uses a uniform sample to approximate the gap. AQP++ runs a practical iterative hill-climbing heuristic to determine which aggregates to compute. We see AQP++ as the most similar proposal to PASS, but there are key differences in the two approaches. First, we propose an efficient dynamic programming algorithm with provable guarantees to find which aggregation queries (partitioning) to precompute so that the maximum error is minimized. We further organize these aggregates into a tree structure for efficient predicate evaluation. Second, instead of using uniform sampling to approximate the gap, we apply stratified sampling only on the strata that are partially intersected by the query. Our experimental results find that PASS is generally more accurate for the same sample size.

Mergeable Summaries and Partitioning. There is increasing discussion of data partitioning in AQP (outside of stratified sampling). Rong et al. define the PS3 framework [38] to optimize sampling at a data partition level to avoid loading a large number of samples. We believe that the core tenets of the PS3 framework are complementary to PASS and our optimization algorithm could be used as an inner routine in their framework. If our strata align with storage partitions, we could see similar benefits. We similarly see connections with Liang et al. who study constraint-based optimization for summarizing missing data [31]. Hierarchical aggregation is also related to the work on mergeable summaries, which are synopses that can be exactly combined at different levels of granularity [2, 15].
Learned AQP. There are also a number of techniques that leverage machine learning for AQP. Some of the initial work in using precomputation for AQP uses Maximum Likelihood Estimates to extrapolate results to unseen queries [23, 24]. There are also more comprehensive solutions that train from a past query workload [35] or directly build a probabilistic model of the entire database [19, 44]. There are also middle grounds that learn weights to direct stratified sampling [42].

3 OVERVIEW AND QUERY PROCESSING

These strengths and weaknesses of stratified sampling and stratified aggregation suggest an intriguing middle ground. In the simplest version, one can create stratified samples and annotate them with precomputed partition aggregates. To answer a supported query, we can skip all strata that are fully covered and only use the samples to estimate those partially covered strata leading to our contribution, PASS: Precomputation-Assisted Stratified Sampling.

3.1 Usage

PASS is a synopsis data structure used for answering aggregate queries over relational data. The user defines an aggregation column (numerical attribute to aggregate) and a set of predicate columns (columns over which filters will be applied). The system returns an optimized data structure that can answer SUM, COUNT, AVG, MIN, and MAX aggregates over the aggregation column filtered by the predicate columns.

```
SELECT SUM/COUNT/AVG/MIN/MAX(A)
FROM P
WHERE Predicate(C1,...,Cd)
```

Conceptually, this is the same problem setup as described in the previous section with a dataset of (c, a) tuples; where the aggregation column corresponds to a and the predicate columns correspond to c. A PASS data-structure is one-dimensional when there is a single predicate column and is multi-dimensional when there are a set of predicate columns.

The user specifies the following parameters: (τe) a time limit for constructing the data structure, and (τq) a time limit for querying the data structure. Then, using a cost-model, our framework minimizes the maximum query error while satisfying those constraints. Let T be the set of all PASS data structures that satisfy the above constraints, and Q be the set of all relevant queries to the user. We define the following optimization problem:

\[ T^* = \arg \min_{T \in T} \max_{q \in Q} \text{error}(q, T). \]  

The details of this optimization problem are described in the next section, but for simplicity, we will only consider tree structures with a fixed fanout and “rectangular” partitioning conditions \( x_i \leq y_i \) for \( 1 \leq i \leq d \).

3.2 Partition Trees and Samples

A preliminary concept to understanding PASS is an understanding of multi-resolution partitioning. A partition of a dataset P is a decomposition of P into disjoint parts \( P_1, \ldots, P_B \). Each \( P_i \) has an associated partitioning condition \( \psi_i \), a predicate that when applied to the full dataset as a filter retrieves the full partition. This definition is recursive as each partition is itself another dataset. Partitions can be further subdivided into even more partitions, which can then be subdivided further. This type of recursive subdivision leads to the definition of a partition tree.

**Definition 3.1 (Partition Tree).** Let \( \{P_j\}_{j=1}^B \) be subsets of a dataset \( P \). A partition tree is a tree with \( B \) nodes (one corresponding to each subset) with the following invariants: (1) every child is contained in its parent, (2) all siblings are disjoint, and (3) the union of the siblings equals the parent.

Given this definition, the root of this tree is necessarily the full dataset, which we can think of as a degenerate partitioning with the condition \( \psi = \text{True} \). Siblings’ conditions can be combined together with a conjunction to derive the parent, and children can be derived with a conjunction with the parent’s condition. Thus, each layer of the tree completely spans the entire dataset, but is subdivided at finer and finer granularities.

For a target query predicate \( q \) and a corresponding subset of tuples that satisfy \( q \) denoted by \( P(q) \), we can define the coverage frontier or a minimal set of partitioning conditions that fully covers a query. Let \( \{P_j\}_{j=1}^B \) be nodes in a partition tree. A subset \( P_1, \ldots, P_l \) of these nodes covers a predicate \( q \) if \( P(q) \subset \bigcup_{j=1}^l P_j \). A covering subset is minimal if it is the smallest subset (in terms of the number of partitions) that covers \( q \).

The nature of the invariants, where disjoint children completely span their parents, described above allows us to find such a subset of nodes efficiently. Consider the following recursive algorithm:

**Algorithm 1: Minimal Coverage Frontier Algorithm**

1. \( \text{MCF}(P_i, q) \):
2. \( \text{if } P_i \subseteq P(q) \text{ or } P_i \text{ is a leaf: return } \{P_i\} \)
3. \( \text{if } P_i \cap P(q) = \emptyset: \text{return } \{\} \)
4. \( y = \{\} \)
5. \( \text{for all children } P'_i \text{ of } P_i: y = y \cup \text{MCF}(P'_i, q) \)
6. \( \text{return } y \)

Note that there are two types of nodes returned by the MCF algorithm above. Either we return leaf nodes or we return nodes that are fully contained by the query predicate. These two types of nodes exactly correspond to the two scenarios we described in Section 2.3: partial coverage and total coverage. The leaf nodes correspond to the partial overlap case.

Such a data structure gives us a practical algorithm to scale up stratified aggregation to a large number of nodes. Instead of a tuple-wise containment test, the base case in line 2 can be evaluated from the partitioning conditions \( \psi_i \) and a description of the query predicate. Normally, for stratified aggregation, we would have to test each of the \( B \) partitions. However, a tree facilitates faster evaluation time for selective queries.

Suppose, we have a partition tree of \( B \) nodes where every parent has a fixed number of children. Let \( q \) be a query that overlaps with the leaf nodes in the partition tree. In the worst case, for computing MCF we need to visit \( O(y) \) nodes in each level of the partition tree. In this setting, if the partition tree is balanced the time-complexity for computing the MCF is \( O(y \log B) \). This result
can be shown by noting that the number of overlaps with leaves
bounds the number of relevant nodes in any of the layers (due to
the invariants) and there are \( \log B \) such layers. For selective queries,
this approach is far more efficient than a linear search through all
partitions.

For each of the partitions in the partition tree, we compute four
aggregate statistics over all the tuples within the partition: SUM,
COUNT, MIN, MAX. Note, the AVG value is implicitly calculated
with SUM and COUNT. This data structure forms the backbone of
PASS: a partition tree annotated with aggregate statistics (as seen in
the top half of Figure 2). The MCF algorithm returns those partitions
that are completely covered, within which we can directly leverage
the pre-computed aggregate, and those that are partially covered
where we will need a more sophisticated estimation scheme.

**Results.**

Confidence Intervals. The only part that needs uncertainty quan-
tification is

\[
\sum_{i \in R_{\text{partial}}} w_i^2 \cdot V_i(q)
\]

where \( V_i(q) \) is

\[
\frac{\text{var}(\phi(S_i))}{K_i}
\]

where \( K_i \) is the sample size of the sample
associated with partition \( P_i \).

**Hard Bounds.** The data structure allows us to compute determin-
istic hard bounds on query results using formulas in Sec. 2.3.

### 3.4 Other Optimizations

To summarize, PASS associates a hierarchy of aggregates with
stratified samples. This allows us to create sampling plans with
a large number of strata and efficiently skip irrelevant ones. The
hierarchy further allows us to bound estimates deterministically
since the extrema of each stratum are known. The design of PASS
allows for a few important optimizations that can significantly
improve performance in special cases. First, the data structure has
an important special case where we can skip processing the samples
even when there is a partial overlap.

**0 Variance Rule:** For AVG queries, we can add an additional base
case to the MCF algorithm: *if the node in question has 0 variance
(meaning that the min value is equal to the max value), return the
current node.* When answering AVG queries, 0 variance nodes
(where all numerical values are the same) are equivalent to covered
nodes.

Next, the data structure can also effectively compress the samples
using delta encoding. Every sampled tuple can be expressed as a delta
from its partition average. Ideally, the variance within a partition
would be smaller than the variance over the whole dataset.

### 4 OPTIMIZING THE PARTITIONING

This section describes how we optimize PASS to meet the desired
effect rate.

#### 4.1 Objective and Search Space

The first step is to process the user-specified time constraints \( \tau_c \)
and \( \tau_d \) into internal parameters. As before, we consider a dataset
\( P \), where there is an aggregation column \( A \), and a collection of
predicate columns \( (C_1, \ldots, C_d) \). We calculate the maximum number
of leaf nodes \( k \) (which governs the construction time as we show
later) allowable in the time limit \( \tau_c \). Each leaf will define rectangular
partitioning condition \( x_i \leq C_i \leq y_i \) for \( 1 \leq i \leq d \). Then, we
calculate the maximum number of samples allowable in the time
limit \( \tau_d \). The search space \( T \) is all PASS data structures with \( k \)
leaves with a fixed fanout of \( 2^d \).

Next, we have to define a class of queries \( Q \) that we care about.
While in general SQL predicates can be arbitrary, we restrict our-
selves to a large class of "sensible" predicates. Over this schema, we
define \( Q \) to be AVG/SUM/COUNT queries in a "rectangular region",
which returns the average value with respect to the attribute \( A \)
among all tuples with \( x_i \leq C_i \leq y_i \) for \( 1 \leq i \leq d \). Our optimization
framework can also support other definitions for \( Q \) (hereafter called
templates), but for brevity, we will focus on rectangular averages.

Given this definition of \( Q \) and \( T \), now we describe the optimiza-
tion objective. Let \( T = \{ b_1, \ldots, b_k \} \) be the set of leaf nodes. For a
query \( q \in Q \) let \( T_q \) be the set of leaf nodes that partially intersect with the query predicate, we get an error formula as follows:

\[
\text{error}(q, T) = \lambda \sqrt{\sum_{b_i \in T_q} w_i^2 \cdot V_i(q)}.
\]

Note from the previous section, the structure of the leaf nodes governs the estimation error of the data structure. The shape of the tree (height and fanout) only affects construction time and query latency. Thus, it is sufficient to optimize PASS in two steps to control for worst-case query error: first, choose an optimal partitioning of the leaf nodes, and then construct the full tree with a bottom-up aggregation. The core of the algorithm is then to optimize the following "flat" partitioning:

\[
R^* = \arg \min_{T \in \mathcal{T}_{\text{leaves}}} \max_{q \in Q} \text{error}(q, T),
\]

where \( \mathcal{T}_{\text{leaves}} \) is the family of all possible \( k \) leaf nodes.

### 4.2 Partitioning Algorithm Intuition

It is worth noting that we do not have to search over all possible rectangular partitions and queries. Consider the 1D case (where the rectangles are simply intervals): all meaningful rectangular conditions will have predicate intervals defined by the attribute values of the tuples \( c_j \) (any others are equivalent), and thus, there are \( \binom{N}{k-1} = O(\lambda^{k-1}) \) possible partitions and \( O(N^2) \) possible query intervals.

Thus, we make the following simplifying but practical assumptions. Note that the error in a query result is governed by the variance of items where there is partial overlap. So, we approximate the problem to the following search condition: control the variance of every query’s single worst partial overlap. Next, we further assume that when there is a partial overlap, this overlap is non-trivial where at least \( \delta N \) tuples are relevant to the query (avoids degenerate results that could result in empty partitions).

Even in the 1D case, we want to avoid exhaustive enumeration of all the \( O(N^{k-1}) \) partitions. In addition, we want to avoid precomputing and storing the results of all possible \( O(N^2) \) interval queries due to the quadratic space dependency; if we could simply execute all \( O(N^2) \) queries, there is no need for a synopsis structure in the first place.

### 4.2.1 Technical Details

The following contains technical details about the assumptions that can be skipped for brevity. Let \( b_i \in R \) be a partition of partitioning \( R \) (notice that the set of leaves \( T \) corresponds to a partitioning \( R \)). Let \( N_i \) be the number of items in partition (i.e. leaf) \( b_i \). Furthermore, let \( R_q \) be the partitions of partitioning \( R \) that intersect the query \( q \) (either fully or partially). Finally, let \( P_i(q) = P \cap b_i \cap q \) be the set of items in bucket \( i \) that are contained in query \( q \), as we had in the previous section. We assume that the valid queries of \( Q \) with respect to a partitioning \( R \), are the queries that intersect sufficiently many items in each partition they intersect. Precisely, for a partition \( b_i \in R_q \) if \( N_i q = |P_i(q)| \) is the number of items in \( b_i \) that are contained in \( q \), then we assume that \( N_i q \geq \delta N \).

Basically, the assumption states that we only care about queries that meaningfully overlap when they do partially overlap. Accordingly, we can define the set of "meaningful" queries with respect to a partitioning \( R \) as \( Q' = \{ q \in Q \mid N_i q \geq \delta N, \forall b_i \in R_q \} \). One can think of this set as rectangles whose boundaries are grounded with actual tuples in the dataset.

From Section 2 we can define the "single-partition" \( b_i \) variance of AVG queries as \( V_i(q) = \frac{1}{N_i} \frac{1}{N_{q,i}} \sum_{b \in P_i(q)} (|b| - \frac{1}{N_{q,i}} \sum_{b \in P_i(q)} |b|) \), while for SUM queries \( V_i(q) = \frac{1}{N_i} \frac{1}{N_{q,i}} \sum_{b \in P_i(q)} |b| - \frac{1}{N_{q,i}} \sum_{b \in P_i(q)} |b| \).

For COUNT queries the formula for \( V_i(q) \) is identical to the formula for SUM queries with \( t_k = 1 \) or \( t_k = 0 \).

Based on these formulas and the above assumptions, we approximate Equation 5 with a simpler problem. The high-level idea is that we focus on the problem of minimizing the maximum variance of queries that are fully contained in only one partition. We show that solving this simpler problem leads to efficient approximations for our original problem, where queries intersect multiple partitions.

Let \( Q_{1\delta} \subseteq Q \) be the set of meaningful queries in \( Q \) that intersect only one partition in partitioning \( R \), and let \( i_q \) be that partition. We define a new problem, as:

\[
R^* = \arg \min_{R \in \mathcal{R}} \max_{q \in Q_{1\delta}} V_{i_q}(q),
\]

where \( \mathcal{R} \) is the family of all possible valid partitionings. The next lemma is shown in Appendix A.

**Lemma 4.1.** It holds that

\[
\max_{q \in Q} \text{error}(q, R') \leq \sqrt{K} \min_{R \in \mathcal{R}} \max_{q \in Q} \text{error}(q, R),
\]

for SUM and COUNT queries and

\[
\max_{q \in Q} \text{error}(q, R') = \min_{R \in \mathcal{R}} \max_{q \in Q} \text{error}(q, R),
\]

for AVG queries.

From Lemma 4.1 it follows that any \( \alpha \)-approximation algorithm for the newly defined problem is also a \( \alpha \)-approximation for our original problem for AVG queries and a \( \sqrt{K} \cdot \alpha \)-approximation for SUM and COUNT queries. Notice that it is much easier to handle the newly defined problem since we can find the query with the maximum error with respect to partitioning \( R \) by looking only on queries that are fully contained in partitions \( b \in R \).

Finally, we note that the approximation ratio for SUM and COUNT queries in Lemma 4.1 is stated in the worst case. In particular, if we guarantee that a query can partially intersect at most \( K \) partitions then the approximation factor is \( \sqrt{K} \) instead of \( \sqrt{K} \). For example, in 1D a query interval can partially intersect at most 2 partitions, so the approximation factor is \( \sqrt{2} \).

### 4.3 Algorithm in 1D

Considering the variance function for COUNT, we can show that the optimum partitioning for COUNT queries in 1D consists of equal size partitions and hence we can construct it in linear time (we provide the proof in Appendix A). Next, we mostly focus on SUM and AVG queries.

First, we consider the 1-d case where we have a collection of tuples \( P = \{(c_1, a_1), \ldots, c_n, a_n\} \). We have a defined query type, i.e., SUM, AVG, and we want to find the partitioning that minimizes the maximum estimation error for that query type. In this first case, we start by developing a straam algorithm: one where we essentially enumerate all possible 1d aggregate queries over the full data.
To do so, we first sort the tuples with respect to the predicate values $c_i$. Then we define the dynamic programming table $A$ of $N$ rows and $k$ columns, where $A[i,j]$ is the optimal solution among the first $i$ data items (with respect to the predicate values) with at most $j$ partitions. Let $M$ be function that takes as input an interval $[i_1,i_2]$ and returns the maximum variance of a query $q$ in $Q$ that lie completely inside $[i_1,i_2]$.

$$M(i_1, i_2):$$

1. $\mu = 0$
2. For all meaningful subintervals $[g, w] \subset [i_1, i_2]$: 
   a. Let $\phi$ be appropriately defined for the query type and the predicate $g \subseteq C \subseteq w$.
   b. $\mu = \max(\mu, \text{var}(\phi(P \cap [g, w])))$
3. return $\mu$

Using the function $M$ we can define the recursion

$$A[i, j] = \min_{h < i} \max\{A[h, j-1], M([h+1, i])\}.$$

Notice that we can easily solve the base cases $A[1, 1], A[1, j]$ using the $M$ function. In an efficient implementation of the subquery variances are computed with pre-computed prefix sums. Since $M$ function considers $O(|Q|)$ queries $O(N^2)$ assuming all possible queries. Hence, the total running time of the basic DP algorithm is $O(kN^2|Q|) = O(kN^3)$. This algorithm achieves an optimal partitioning for AVG queries and $\sqrt{2}$ approximation for SUM queries.

**Faster Algorithm With Monotonicity.** The first insight ignores the query enumeration problem but focuses on the structure of the DP itself. Suppose, we have a query $q$ completely inside a partition $b_x$ and let $b_y$ be another partition such that $b_x \subseteq b_y$. Then, we can show that $V_x(q) \leq V_y(q)$. This statement is very intuitive: adding irrelevant data to a query can only make the estimate worse.

The exact proof of this statement depends on the type of the query. For example for the AVG query, we have that $V_x(q) = P_x(q)$, $N_{x,q} = N_{y,q}$, and $N_x < N_y$. Hence,

$$V_x(q) = \frac{1}{N_{x,q}^2} \sum_{h \in P_x(q)} t_h^2 - \left(\frac{\sum_{h \in P_x(q)} t_h}{N_x}\right)^2 \leq \frac{1}{N_{y,q}^2} \sum_{h \in P_y(q)} t_h^2 - \left(\frac{\sum_{h \in P_y(q)} t_h}{N_y}\right)^2 = V_y(q).$$

Similar arithmetic shows that the same statement holds for SUM and COUNT queries (with a caveat in the next section).

Then, we can argue that for $h_1 \leq h_2$ it holds that $A[h_1, j-1] \leq A[h_2, j-1]$ and $M([h+1, i]) \geq M([h+1, i])$. The second inequality holds because of our last observation. The first inequality holds because we can use the partition of $A[h_2, j-1]$ in the first $h_1$ items as a valid partition, so $A[h_1, j-1]$ can only be smaller. Because of this property, a binary search over the values of $h$ can return the value $h$ such that $\max\{A[h, j-1], M([h+1, i])\}$ is minimized (more details are given in Appendix A.5). The running time of this DP algorithm is $O(kN^3 \log(N))$.

### 4.3.1 Faster Approximate Dynamic Program

Next, we want to avoid having to evaluate every possible query exactly during construction. In this step, we can leverage a uniform sample of data to estimate the query variance; we can take a uniform sample of $m$ tuples $P = \{c_i, a_i\}_{i=1}^m$ to perform the optimization. This approximation would create partitioning rules, which we could then resample from to construct our stratified sampling. With sampling, the complexity of the optimization algorithm would be $O(kN^2m \log(m))$.

There is a tradeoff between sampling and the proofs above, where we require that every query interval receives roughly the same fraction of samples. A more detailed discussion over the fraction of samples can be found in Appendix A. Sampling avoids the circular logic in our strawman algorithm, and the optimal partitions can be found with far less computation than the exact evaluation of every possible query over the original dataset.

Next, instead of considering all possible query intervals in a partition, we consider a subset of such intervals to improve the running time. For SUM (and COUNT) queries, given an interval $[i_1, i_2]$ that contains $m'$ sampled items, we consider picking only $O(1)$ items $L \subseteq P \cap [i_1, i_2]$ such that there exists an item $x \in L$ where the intervals $[i_1, x]$ and $[x, i_2]$ contain the same number of samples. Then we consider only the interval queries whose endpoints are defined by the selected items $L$. Hence, the number of query intervals we consider in a partition is still $O(1)$. This change affects line (2) in the algorithm above. Instead of considering all meaningful subintervals $[g, w] \subset [i_1, i_2]$, we consider only the intervals defined by the items in $L$ leading to a new running time of $O(km \log m)$. We show that the maximum variance we get by checking only this subset of queries is not smaller than the maximum variance over all meaningful queries in $[i_1, i_2]$ divided by 4.

Our new algorithm finds a partitioning where the maximum error of a SUM (or COUNT) query is at most $2\sqrt{2}$ times the maximum error of the optimum partitioning. For AVG queries, we show that the query with the maximum variance in a partition has length at most $2\delta m$. We precompute the variance of all possible length $\delta m$ queries (there are only $O(m)$ of them) and store them in a binary search tree. Given an interval $[i_1, i_2]$ we can return the length $\delta m$ query with the maximum variance in $O(\log m)$ time. Overall the algorithm runs in $O(km \log^2 m)$ time and finds a partitioning where the maximum error of an AVG query is at most 2 times the maximum error of the optimum partitioning. Due to the space limit, all algorithms and proofs are moved in Appendix A.

To summarize, let $N$ be the total size of the dataset, $k$ be the desired number of partitions, $m$ be the number of samples drawn for optimization 3:

| Approximation Method | Running Time |
|----------------------|--------------|
| Naive DP             | $O(kN^4)$    |
| Faster DP            | $O(kN^3 \log N)$ |
| Approx Sampling      | $O(kN^2m \log m)$ |
| Sampling + Discretization (**) | $O(km \log m)$ |

4.4 Algorithm in Higher Dimensions

While the DP algorithm gives an optimum partitioning in a single dimension, it is not clear how to extend this to multiple dimensions. 3** Indicates the approximation algorithm used in the experiments.
For higher dimensions, we have to consider a space of partition trees that each layer defines rectangular partitioning. Such a space is well-parameterized by the class of balanced k-d trees. A k-d tree is a binary tree in which leaf nodes represent d-dimensional points. Every non-leaf node can be thought of as a partitioning plane that divides the parent space into two parts with the same number of items. Points to the left of this hyperplane are represented by the left subtree of that node and points to the right of the hyperplane are represented by the right subtree. We note that we can also design k-d trees with fanout 2d by splitting a node over all dimensions simultaneously.

1. Construct a balanced k-d tree $U$ over $\{c_i\}_{i=1}^n$.
2. Start with an empty tree $U'$ initialize as the root of $U$.
3. While the number of leaf nodes is less than $k$:
   a. For all new leaf nodes $v$ in $U'$:
      i. Apply $M$ on the items in $v$.
   b. For the leaf node that contained the query with the maximum variance, add its children (from the corresponding node in $U$) to $U'$.

The precomputation time is $O(N \log N)$ to construct $U$. After the precomputation, the algorithm runs in $O(kN^{1-1/d} |Q|)$ time. The tree $U'$, we return has $O(k)$ space and it gives an optimum partition with at most $k$ leaf nodes with respect to the k-d tree $U$. Hence, $U'$ is optimum with respect to AVG queries and has a $\sqrt{k}$-approximation for SUM and COUNT queries.

A naive way to find the leaf that contains the query with the maximum variance is to consider all possible rectangular queries in the leaf. $O(|Q|) = O(N^{2d})$. By extending the faster discretization method from 1D, in Appendix A we can also get a constant approximation of the query with the maximum variance in near-linear time with respect to the number of sampled items.

### 4.5 Summary

To summarize our analysis, we propose an optimization framework that returns partitions that control the maximum query error over a workload of hypothetical queries. The key approximation parameters in this framework avoid having to enumerate all possible queries. Our analysis provides a synopsis data structure and an approximation framework that has the following parameters. We summarize the effects when these parameters are increased:

| Knob            | Effect              | Tradeoff                      |
|-----------------|---------------------|-------------------------------|
| Sample Size $K$ | + Accuracy          | + Query Latency               |
| Partitions $k$   | + Accuracy; - Query| + Init Time; + Update Cost    |
| Apx factors $m$, $L$ | Latency        | - Worst-Case Error            | + Init Time |

In our experiments, we control $K$ and $k$ across all baselines. We ensure that the query latency of the queries is roughly the same by budgeting the same amount of precomputation and samples.

Extensions. PASS can be extended to handle multiple predicates, group-by’s, and categorical queries. To handle multiple predicate column sets, we construct different trees based on statistics from the workload (see notes on statistics from Facebook [4]). In the full version, we demonstrated the scenario of ‘workload-shifting’ in which PASS can use a synopsis that is built for one query template to solve other query templates that share one or more attributes. Furthermore, by applying any dictionary encoding we can handle queries over categorical variables. Finally, PASS can handle group-by’s over categorical columns, i.e., each group-by condition can be rewritten as an equality predicate condition. Then we can aggregate answers for all the selection queries to generate a final answer.

Dynamic updates. PASS can easily handle new insertions (or deletions) while maintaining the statistical consistency of the estimates for COUNT, SUM, and AVG queries. In particular, we can maintain samples using Reservoir sampling [41]. Each time that a new item $t_i$ is inserted, Reservoir sampling might choose to replace a sample $t_j$ with $t_i$. Assume that $t_j$ belongs in partition $P_j$ and $t_i$ belongs in partition $P_i$. We remove $t_j$ from $P_j$ and we insert $t_i$ in $P_i$. Furthermore, we update all the statistics in the nodes from the leaf $P_i$ to the root and from the leaf $P_j$ to the root of the partition tree. In each node, we can update the statistics in $O(1)$ time so the total update time depends on the height of the tree (for $d = 1$ we have $O(\log k)$). However, if there are enough updates to the structure, re-optimization of the partitioning may be needed. In that case Split and Merge technique [13, 17] might help to get efficient update time. We leave this part as an interesting future problem.

### 5 EXPERIMENT RESULTS

We evaluate PASS on a number of different datasets and workloads. We run our experiments on a Linux machine with an Intel Core i7-8700 3.20GHz CPU and 16G RAM.

#### 5.1 Experiment Setup

We follow the problem setup described in Section 3.1. Given an aggregation column and a set of predicate columns, we construct a pass data structure with a specified construction time (number of leaf nodes) and query time (sampling rate).

**5.1.1 Datasets.** Intel Wireless Dataset: The Intel wireless dataset [37] is an Internet of Things dataset with data from 54 sensors deployed in the Intel Berkeley Research lab in 2004. It contains 3 million rows, 8 columns including humidity, temperature, light, voltage as well as date and time that are measured by different sensors. In our experiments, we use the time column for predicates and the light column for aggregation.

Instacart Online Grocery Shopping Dataset 2017: The Instacart Online Grocery Shopping dataset 2017 [20] is released by the grocery delivery service Instacart. We use the order_product table of 1.4 million entries. Each entry has 4 columns: the order_id, product_id, add_to_cart_order and reordered. We use the product_id column for predicate and reordered column for aggregation.

New York City Taxi Records Dataset: The New York City Taxi Trip Records dataset [40] is published by the NYC Taxi and Limousine Commission (TLC). The dataset contains the yellow and green taxi trip records including fields capturing pick-up and drop-off dates/times, pick-up and drop-off locations, trip distances, itemized fares, rate types, payment types, and driver-reported passenger counts. In our experiments, we use the 7.7 million records collected in January 2019, and unless otherwise specified, we use

---

\*Notice that $B$ is related to the number of leaves $k$.\*
the `pickup_datetime` column for predicate and the `trip_distance` column for aggregation.

### 5.1.2 Metrics

Our primary metric is **relative error** which is the difference of estimated query result and the ground truth divided by the ground truth—for fixed sample size and precomputation budget. In all the experiments, we evaluate the median relative error over randomly selected queries. We also measure the confidence interval ratio (CI Ratio) which is the ratio between the half of estimated confidence interval and the ground truth. This quantifies the accuracy of the confidence intervals found with each framework. Since one advantage of PASS is that it enables aggressive and reliable data skipping, we measure the **skip rate**, which is the ratio of the tuples that are safely skipped during query processing.

#### 5.1.3 Baselines

Every baseline gets a sampling budget of $K$ and a query precomputation budget of $B$.

- **Uniform Sampling (US)** Sample $K$ records from the database uniformly at random.
- **Stratified Sampling (ST)** Create $K$ strata, and uniformly sample $K/2$ records from each one. We use equal depth partitioning to construct the strata.
- **AQP++**[36]. We implemented the hill-climbing algorithm described in the AQP++ paper. For the 1-D experiments, instead of using a BP-cube, we partition the dataset with the hill-climbing algorithm then pre-compute aggregations on the partitions to combine with the sampling results. For multidimensional experiments, we construct a KD-Tree which we describe in detail in Section 5.4.

Unless further specified, we use a sample rate of $0.5\%$, $\lambda=2.576$ for a 99% confidence interval and a precomputation budget of 64 queries. The sample size is much larger than the precomputation size. Thus, the sample size is a good proxy for query latency.

![Figure 3](image-url) Median relative error of 2000 random SUM queries on the 3 real-life datasets using a varying number of partitions and a fixed sample rate of 0.5%.

#### 5.1.4 Comparing Baselines

In AQP, one usually evaluates accuracy for a fixed number of sample data points processed. Since PASS couples result estimation with data skipping, controlling for the exact sample size is less intuitive. The most straightforward way to compare sampling rates across techniques is to use the effective sampling size (ESS) (average number of data points processed per query divided by total data points). ESS is a good metric when the main objective is to control for query latency because it basically measures the IO cost of answering an aggregate query. However, solely comparing techniques w.r.t ESS can be misleading if one is concerned about the size of the synopsis structure. Data skipping could allow one to include more samples into the synopsis if not all of them are likely to be used for any given query. Thus, we additionally include a bounded sampling size (BSS) comparison where techniques are restricted to a maximum number of samples.

### 5.2 Accuracy Evaluation

Table 1 illustrates the key premise of the paper: with PASS, a user pays an upfront cost for increased accuracy over future queries. As described in the previous section, we include both a comparison in terms of ESS and BSS variants of PASS. In the ESS case, for three datasets and randomly generated queries, a PASS synopsis (0.5% sampling rate and 64 partitions) achieves less than a 0.1% median relative error. PASS is more accurate than the baselines across datasets, but does require a larger upfront optimization cost. However, ESS is an optimistic setting in certain environments with memory constraints. Thus, we additionally present the BSS versions of PASS. In Table 1, we include PASS-BSS2x and PASS-BSS10x which are bounded to 2 times and 10 times of the online storage of uniform sampling. Due to the data skipping, PASS-BSS2x evaluates results about 13% faster than US/ST. Even with bounded storage, they still outperform other baselines significantly in terms of accuracy. For the rest of the experiments, we will focus on the ESS setting unless explicitly mentioned as it is the most intuitive.

#### 5.2.1 As a Function of Precomputation

This construction cost is controlled by the number of partitions, which is also the amount of space allocated for aggregate precomputation. Figure 3 illustrates the accuracy on these three datasets for a fixed sample size of 0.5% and a varying degree of partitions (or strata in stratified sampling). As the number of partitions decreases the benefits of PASS also decrease. **PASS gives the user a new axis for control in AQP, where she can not only trade-off query latency but also data structure construction time for additional accuracy.**

![Figure 4](image-url) Median relative error of 2000 random SUM queries on the 3 real-life datasets using a varying sample rate and a fixed number of partitions of 64.

#### 5.2.2 As a Function of Sample Size

To better understand how each baseline performs, for each dataset, we first fix the partition size to 64 and vary the sample rate from 10% to 100%. Figure 4 shows the median relative error for 2000 random SUM queries on the Intel Wireless dataset, Instacart dataset, and the New York City Taxi Trip Records dataset. PASS outperforms other baselines starting with a 10% sample rate. PASS not only returns an accurate result it also
### Table 1: Controlling for worst-case query latency (total number of tuples processed), we demonstrate that it is possible to construct a synopsis that is highly accurate (less than .1% error) across 2000 random SUM/COUNT/AVG queries. The caveat is a high upfront optimal partitioning cost.

| Approach | Mean Cost | COUNT | SUM | AVG |
|----------|-----------|-------|-----|-----|
| US       | 0.50      | 0.94% | 1.61% | 1.21% |
| ST       | 0.35      | 0.16% | 1.0%  | 1.0%  |
| AQP++    | 0.88      | 0.33% | 0.5%  | 0.4%  |
| PASS-ESS | 0.23      | 0.03% | 0.05% | 0.04% |
| PASS-BSS2x | 0.23    | 0.12% | 0.23% | 0.2%  |
| PASS-BSS10x | 0.23    | 0.06% | 0.11% | 0.08% |

Figure 5: Median confidence interval ratio of 2000 random SUM queries on the 3 real-life datasets using a varying sample rate and a fixed number of partitions of 64.

Figure 6: Median confidence interval ratio of Approximated Dynamic Programming partitioning (ADP) vs. Equal Partitioning (EQ) on a synthetic adversarial dataset.

Similarly, we evaluate the 3 real-life datasets by two sets of queries. For each dataset, we first randomly generate 2000 queries, then we randomly generate another 2000 challenging queries from the interval with the maximum variance identified using the fast discretization method we discussed in Section 4.3.1. Figure 7 shows the median CI ratio on the challenging queries generated on the Intel Wireless dataset, Instacart dataset, and the New York City Taxi Records dataset. The results suggest that in most cases, ADP outperforms EQ on challenging queries.

5.3 Approximated Dynamic Programming Partitioning vs. Equal Partition

In this experiment, we use different partitioning algorithms to partition the dataset, then we build a balanced binary tree bottom-up as our partition tree. The partition is later used as the strata for stratified sampling and is combined with the partition tree to solve a query as described in previously in Section 3. We evaluate the approximated dynamic programming partitioning algorithm (ADP) and the equal partitioning (or equal depth, equal frequency) algorithm (EQ). We found our implementation of the hill-climbing algorithm performs very similar to the equal partitioning algorithm, so it is omitted in this experiment.

We construct a synthetic adversarial dataset of 1 million tuples and 2 attributes. The predicate attribute contains 1 million unique values. The first 875K tuples have 0 as the value of their aggregate attribute and the last 125K tuples are generated by a normal distribution. The left plot of Figure 6 shows the result on 2000 random queries generated on the entire dataset and the right plot shows the result on 2000 random queries generated on the last 125K tuples. The results show that our approximated dynamic programming partitioning algorithm outperforms the EQ on the challenging queries and performs similarly on the trivial random queries.

5.4 Multidimensional Query Templates

In this section, we evaluate the performance of PASS on multidimensional queries on the NYC Taxi dataset. Using the trip_distance
attribute as the aggregate attribute and pickup_time, pickup_date, PULocationID, dropoff_date, dropoff_time as the predicates attributes, we build 5 query templates of different dimensions where the \( i \)th template uses the first \( i \) attribute(s) as predicate attribute(s).

The PASS variation used in this experiment is called KD-PASS. As described in Section 4.4, we build a KD-Tree that uses the fast discretization method to select the leaf node with the maximum variance for expansion until we reach the maximum leaf count of 1024. Also to make sure the tree is relatively balanced we limit the difference of the depth of leaf nodes to be no more than 2. At each expansion of a node, we find the median of each attribute so the fan-out factor is \( 2^d \). The leaf nodes of the KD-Tree forms a partition of the dataset which is used by ST for sampling and data skipping.

The baseline in this experiment is called KD-US. KD-US also uses a KD-Tree that always expands the node with the smallest depth and breaks tie randomly until we reach the maximum leaf count. The baseline then constructs a set of pre-computed aggregations based on the partition formed by the leaf nodes which is later combined with uniform sampling to generate the final answer.

We generate 1000 queries on each query template for evaluation and results can be found in Figure 8. On the left plot, we show the median CI ratio of the two approaches which indicates KD-PASS outperforms KD-US. On the right figure, we plot the average skip rate of KD-PASS. We note that as we increase the dimensions of the query, the skip rate decreases. This is expected because as we increase the dimension, the partitions that are relevant to a query (thus no skipping) increase exponentially in the worst case.

Due to the sizes of datasets, we use a maximum leaf count (i.e. number of partitions) of 1024 and a dimension of 5. Theoretically, there is no limitation in applying our framework to higher dimensions and partition sizes with proper engineering efforts.

### 5.4.1 Workload Shift

In this experiment, we extend the previous experiment on multi-dimensional query templates and evaluate the performance of KD-PASS and KD-US when the workload does not align perfectly with the attributes used to generate the pre-computed aggregates. We use the aggregates generated from Q2, i.e. the 2D query template, to solve all 5 templates. In this setting, the aggregates match Q2 perfectly, but it only shares 1 common attribute with Q1, 2 common attributes with Q3, Q4, and Q5.

The results shown in Figure 9 is quite encouraging. In a design like AQP++ that is without data skipping, as the dimension increases, the pre-computed aggregates will be less effective in solving a query because more ‘hyper-rectangles’ will be intersecting with the query thus increases the area that needs to be solved by sampling, therefore, the error (variance) will increase. However, due to the unique design of PASS, as long as the query template shares one or more common attributes, even the pre-computed aggregates that are not perfectly aligned with the target query can still be used for aggressive and reliable data skipping thus increase the accuracy of the sampling and leads to an overall better result. This can be a favorable feature in exploratory and interactive data analysis.

### 5.4.2 Preprocessing Cost

Table 3 shows the preprocessing cost in seconds required by PASS given different numbers of partitions \( k \) in the table on the NYC Taxi dataset. We use an optimization sample rate of 0.0025% for the ADP algorithm to partition the dataset. As expected, the cost increases as we increase \( k \) but not significantly. This is because in our implementation we cache the results of the discretization method, therefore the partitioning cost of \( k=4 \) does not differ a lot with \( k=64 \) and the difference in preprocessing cost is mostly due to the partition tree construction. The cost of \( k=128 \) increases because more samples are used for a larger partition size. The results suggest that as we increase \( k \), the latency decreases and the accuracy increases, this is because a fine grain partitioning can lead to more aggressive data skipping and more efficient sampling.

| Approach      | Latency(ms) | Storage(MB) | Time(s) | Intel | Insta | NYC | NYC-2D | NYC-3D | NYC-4D | NYC-5D |
|---------------|-------------|-------------|---------|-------|-------|-----|--------|--------|--------|--------|
| PASS-BSS1x    | 24.8        | 0.5         | 20.7    | 0.34  | 0.4   | 0.2 | 0.68   | 2.9    | 3.4    | 3.6    |
| PASS-BSS2x    | 25.7        | 1.4         | 20.9    | 0.14  | 0.29  | 0.17 | 0.48   | 2.2    | 2.1    | 2.26   |
| PASS-BSS10x   | 29          | 5.9         | 21.1    | 0.09  | 0.12  | 0.08 | 0.24   | 0.97   | 0.9    | 1.2    |
| VerdictDB-10% | 31          | 17.8        | 17      | 90.8  | 90.8  | 90.9 | 90.6   | 90.7   | 90.7   | 90.7   |
| VerdictDB-100%| 842         | 176.8       | 49      | 0.09  | 0.01  | 0.07 | 0.27   | 0.46   | 0.47   | 0.48   |
| DeepDB-10%    | 21          | 61.2        | 86      | 0.9   | 65.8  | 0.9  | 5.2    | 24.6   | 24.8   | 25.6   |
| DeepDB-100%   | 22          | 61.5        | 154     | 1.1   | 66.1  | 1.1  | 5.4    | 24.7   | 24.8   | 25.4   |

Table 2: We compare the median relative error of three PASS variations with VerdictDB and DeepDB on workloads we used in previous experiments. We measure the average latency of query processing, the storage, and the construction time (training time for DeepDB) required by each approach.
We record the mean cost in terms of query latency, storage and we use the BSS mode of PASS and explicitly bound the storage size. For PASS, we build three variations using storage costs 100% samples of the datasets.

We run extensive experiments comparing PASS to VerdictDB[34] workloads. For PASS, we build three variations using storage costs of 0.5MB, 1.4MB and 6MB; for VerdictDB, we use scrambles of a ratio of 10% and 100%; for DeepDB, we train models using 10% and 100% samples of the datasets.

The results in Table 2 show that VerdictDB-100% generates overall the most accurate results but its storage is about the same size of the original datasets, and its latency of 842ms — while 60% less than MySQL — is still much higher than PASS and DeepDB. On the other hand, the cost of VerdictDB-10% is more favorable but the accuracy drops a lot. DeepDB has the lowest latency among the three, its accuracy guarantees and a variable construction time. Furthermore, while PASS can handle multiple aggregation columns by constructing multiple trees, it is designed considering that the number of predicate columns \( d \) is a small constant (the construction time depends exponentially on \( d \)). For high dimensions heuristics can help improving the overall complexity, however, an interesting open problem is to efficiently build partitions with provable guarantees when \( d \) is large.

## 5.5 End-to-End Comparison with Other Systems

We run extensive experiments comparing PASS to VerdictDB[34] and DeepDB[19] on the 3 real datasets. In all of these experiments, we use the BSS mode of PASS and explicitly bound the storage size.

Table 3: Preprocessing cost, mean latency, max latency and accuracy given different number of partitions.

| \( k \) | Cost(s) | Latency(ms) | MaxLatency(ms) | MedianRE |
|-------|---------|-------------|----------------|----------|
| 4     | 16      | 14.6        | 29.2           | 0.55%    |
| 8     | 18      | 13          | 26             | 0.32%    |
| 16    | 20      | 11.6        | 23.3           | 0.18%    |
| 32    | 22      | 10.7        | 21.4           | 0.11%    |
| 64    | 25      | 8.9         | 17.8           | 0.04%    |
| 128   | 50      | 6.4         | 12.9           | 0.03%    |

Figure 9: We use the aggregates constructed for a 2D query template to solve query templates of other dimensions. Left figure shows the median confidence interval ratio of KD-PASS vs. KD-US on the NYC Taxi dataset. Right figure shows the percentage of tuples that are skipped by KD-PASS.

## 6 Conclusion

While it has been proposed in previous work, we found theory around the joint use of precomputation and sampling in synopsis data structures to be limited. The joint optimization, over both sampling and precomputation, is complex because one has to optimize over a combinatorial space of SQL aggregate queries while accounting for the real-valued effects of sampling. We propose an algorithmic framework that formalizes a connection between precomputed aggregates and stratified sampling and optimizes over the joint structure. Our results are very promising, where we see clear accuracy benefits but with the cost of initial data structure construction. We further show how to tradeoff cost for accuracy.

As future work, we believe AQP needs to be examined in terms of synopsis construction and maintenance costs. If expensive up-front costs can be tolerated then accurate results can be found. Such a result is related to recent interest in learned models for AQP and cardinality estimation [19, 34, 44]. While PASS is costly to construct, we believe it is a first step towards a data structure with accuracy guarantees and a variable construction time. Furthermore, while PASS can handle multiple aggregation columns by constructing multiple trees, it is designed considering that the number of predicate columns \( d \) is a small constant (the construction time depends exponentially on \( d \)). For high dimensions heuristics can help improving the overall complexity, however, an interesting open problem is to efficiently build partitions with provable guarantees when \( d \) is large.
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A. MISSING PROOFS

Proof of Lemma 4.1. Let \( q \) be the query with \( \text{error}(q, R') = \max_{q \in Q} \text{error}(q, R) \), and let \( V' = \max_{q \in Q} V_q(q) \). Since \( q \) is a valid query in \( R' \), we have

\[
\text{error}(q, R') = \lambda \left( \sum_{b_i \in R'_q} w_i^2 V_i(q) \right) \leq \left( \sum_{b_i \in R'_q} w_i^2 \right) \left( \lambda \sqrt{V'} \right),
\]

where \( R'_q \) are the partitions of \( R' \) that are partially intersected by \( q \). Let \( R' \) be the optimum partitioning for Equation 5 and let \( V' = \max_{q \in Q} V_q(q) \). We note that \( V' \leq V^* \), by definition. Finally, we have \( V^* \leq \max_{q \in Q} \text{error}(q, R) = \min_{R \in R} \max_{q \in Q} \text{error}(q, R) \), because \( V^* \) corresponds to the variance of a valid query with respect to partitioning \( R^* \), and \( w_i = 1 \) for all type of queries if a query is fully contained in one partition. Hence, the maximum error in partitioning \( R^* \) will always be at least \( \lambda \sqrt{V'} \).

Overall,

\[
\max_{q \in Q} \text{error}(q, R') \leq \left( \sum_{b_i \in R'_q} w_i^2 \right) \min_{R \in R} \max_{q \in Q} \text{error}(q, R).
\]

For SUM and COUNT queries all weights are equal to 1. In the worst case \( q \) partially intersects \( k \) partitions of \( R' \) so

\[
\max_{q \in Q} \text{error}(q, R') \leq \sqrt{k} \min_{R \in R} \max_{q \in Q} \text{error}(q, R).
\]

For AVG queries it holds that \( \sum_{b \in R'_q} w_b^2 \leq 1 \), so

\[
\max_{q \in Q} \text{error}(q, R') \leq \min_{R \in R} \max_{q \in Q} \text{error}(q, R),
\]

and hence it follows that

\[
\max_{q \in Q} \text{error}(q, R') = \min_{R \in R} \max_{q \in Q} \text{error}(q, R).
\]

Finally, notice that if we get a partitioning \( R \) such that

\[
\max_{q \in Q} V_q(q) \leq \alpha \cdot \min_{R \in R} \max_{q \in Q} V_q(q),
\]

for a parameter \( \alpha \geq 1 \), then it holds that

\[
\max_{q \in Q} \text{error}(q, R) \leq \sqrt{\alpha \cdot k} \cdot \min_{R \in R} \max_{q \in Q} \text{error}(q, R),
\]

for SUM and COUNT queries, and

\[
\max_{q \in Q} \text{error}(q, R) \leq \sqrt{\alpha \cdot \min_{R \in R} \max_{q \in Q} \text{error}(q, R)}
\]

for AVG queries. \( \Box \)

Lemma A.1. The optimum partitioning for COUNT queries in 1D consists of equal size partitions and can be constructed in near-linear time.

Proof. The error of a COUNT query \( q \) in a bucket \( b_i \) is defined as \( \lambda \sqrt{\frac{1}{N_i} \sum_{j} V_j(q)} \) where \( V_j(q) = \lfloor N_i \sum_{h \in P_i(q)} X \rfloor - ((\sum_{h \in P_i(q)} 1)^2) \). We show that the query with the maximum error in a partition \( b_i \) is a query that contains exactly \( N_i/2 \) items. Let \( X = \sum_{h \in P_i(q)} 1 \). Then we have \( V_j(q) = N_i \cdot X - X^2 \). It is straightforward that the function \( f(X) = N_i \cdot X - X^2 \) is maximized for \( X = N_i/2 \) and the maximum error is \( \frac{\lambda}{2} \sqrt{\frac{N}{N_i}} \). A query in 1D can partially intersect at most two partitions \( b_i, b_j \). From the analysis above it follows that the maximum error of a query (partially) intersecting \( b_i, b_j \) is \( \frac{\lambda}{2} \sqrt{\frac{N}{N_i} + \frac{N}{N_j}} \). Since there is always a query that contains half of items in \( b_i \) and half of items in \( b_j \), we claim that the optimum partitioning consists of equal size partitions \( N/k \) where the maximum error is \( \frac{\lambda}{2} \sqrt{\frac{N}{N_i} + \frac{N}{N_j}} \). Consider any other partitioning \( R \) that contains (at least) a partition with more than \( N/k \) items. Let \( N_i' \geq N_j' \) be the number of items in the partitions in \( R \) with the maximum number of items. From the definition we have \( N_i' > N/k \). Then, \( N_i' + N_j' \geq N_i' + \frac{N}{k} > k^{-2} N_i' + \frac{N}{k} \geq \frac{N}{k} \). Hence, the maximum error in partitioning \( R \) is \( \frac{\lambda}{2} \sqrt{\frac{N_i'}{N_i} + \frac{N_j'}{N_j}} \) greater than \( \frac{\lambda}{2} \sqrt{\frac{N}{N_i} + \frac{N}{N_j}} \).

In order to construct a partitioning with equal size partitions we sort all items and we create partitions of size \( N/k \). The algorithm runs in \( O(N \log N) \) time. \( \Box \)

A.1 Bounding the ratio of \( N_i/\ell_i \)

Let \( S_i(q) \) be the set of sampled items in \( q \) that lie in partition \( b_i \). The error of a SUM (or COUNT) query \( q \) in a partition \( b_i \) is defined as \( \lambda \sqrt{\frac{\sum_{j \in S_i(q)} X_j^2}{\sum_{j \in S_i(q)} X_j}^2} \). In order to derive the faster approximate dynamic program we assume that the ratio \( N_i/\ell_i \) is roughly the same for all partitions we check. In particular, we would like to argue that there exists a lower bound \( L \) and a small parameter \( \beta \) such that \( L \leq \frac{N_i}{\ell_i} \leq \beta L \) for all possible partitions with high probability. Notice that if this property does not hold then our algorithms still return the correct result but the running time is quadratic on \( m \) (i.e., the number of samples).

We show how to bound the ratio \( \frac{N_i^2}{\ell_i^2} \) for any possible partition the partitioning algorithm considers in any constant dimension \( d \). Let \( b_i \) be a rectangular partition. For \( 1 \leq j \leq m \) let \( X_j \) be random variable which is 1 if the \( j \)-th sample lies in \( b_i \) and 0 otherwise. We have that \( n_i = \sum_{j} X_j \) and let \( \mu_j = E[\sum_{j} X_j] = m \frac{N_i}{N} \). From Chernoff bound we have that \( Pr\{(1 - \gamma)\mu_j \leq n_i \leq (1 + \gamma)\mu_j \} \geq 1 - 2e^{-\gamma^2\mu_j/3} \), for \( \gamma \in (0, 1) \). We set \( \gamma = \sqrt[3]{\frac{3N_i}{mN_i \ln(2m) + \ln(2m)}} \) and we get \( Pr\{(1 - \gamma)\mu_j \leq n_i \leq (1 + \gamma)\mu_j \} \geq 1 - \frac{1}{m^{2d}} \). There are at most \( m^{2d} \) different rectangular partitions so using the union bound we get that \( Pr\{(1 - \gamma)\mu_j \leq n_i \leq (1 + \gamma)\mu_j \} \geq 1 - \frac{1}{m^{2d}} \) for any possible valid partition \( b_i \).

Next, we bound each parameter \( \gamma_i \) and ratio \( \frac{N_i^2}{\ell_i^2} \). For each partition \( b_i \) we set \( \gamma_i \leq 1/2 \) which implies that \( \sqrt[3]{3(2d + 1) \frac{N_i}{mN_i} \ln(2m)} \leq 1/2 \Leftrightarrow N_i \geq (2d + 1) \frac{N_i}{m} \ln(2m) \). Assuming that the sample rate is \( a \), i.e., \( m = a \cdot N \), we get \( N_i = \Omega \left( \frac{1}{a} \log m \right) \). Hence, if our partitioning algorithm considers large enough partitions (with size \( \Omega \left( \frac{1}{a} \log m \right) \)) we get that for all valid partitions it holds \( \frac{1}{m} \frac{N_i}{N} \leq n_i \leq \frac{1}{m} \frac{N_i}{N} \) with probability at least \( 1 - \frac{1}{m} \). Equivalently, if \( L \geq \frac{N_i}{\ell_i} \) then \( L \leq \frac{N_i}{\ell_i} \leq 9L \) for any possible large enough partition with probability at least \( 1 - \frac{1}{m} \).
We consider that the values of the items are unbounded, i.e., they are not bounded by a constant factor $9$. Hence, if we have an algorithm (considering the same $N^2/n_i$ for all possible partitions) that finds a partitioning with error at most $\alpha$ times the optimum, then we get the overall approximation factor. For simplicity, we do not include the $\sqrt{3}$ factor in the approximation ratio when we state the results, however we mention it when we get the overall approximation factor.

Finally, the error for an AVG query $q$ completely inside a partition $b_i$ is defined as $\lambda \sqrt{V_i(q)}$, where

$$V_i(q) = \frac{N^2}{n_i} \left[ n_i \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{h \in S_i(q)} t_h \right)^2 \right]$$

for COUNT and SUM queries and

$$V_i(q) = \frac{1}{n_i \cdot |q|^2} \left[ n_i \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{h \in S_i(q)} t_h \right)^2 \right]$$

for AVG queries. Since it is common in all queries we define

$$V_i(q) = n_i \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{h \in S_i(q)} t_h \right)^2$$

Given a partition $b_i$ (interval for $d = 1$ or rectangle for $d > 1$) the ratio $N^2/n_i$ or $1/n_i$ is the same for any possible query $q$ in $b_i$. Hence, in order to find the query with the maximum variance in a partition it is safe to define $V_i(q) = V_i(q)$ for COUNT and SUM queries and $V_i(q) = \frac{1}{|q|^2}V_i(q)$ for AVG queries. It will always be clear from the context if we consider COUNT, SUM, or AVG queries. In the next sections, we also use the notation $S_i(q)$ for the set of samples in partition $b_i$ in query $q$. Finally, if $q$ is completely inside a partition $b_i$ we define $|q| = |S_i(q)|$.

Before we start we show a useful lemma that we are going to use later in all types of queries.

**Lemma A.2.** Let $q$ be a query completely inside a partition $b_i$, where $|q| \leq \alpha n_i$, for a parameter $\alpha \leq 1$. Then it holds that $V_i(q) \leq (1-\alpha)n_i \sum_{h \in S_i(q)} t_h^2$.

**Proof.** We have,

$$V_i(q) = n_i \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{h \in S_i(q)} t_h \right)^2 = (n_i - |q|) \sum_{h \in S_i(q)} t_h^2 + (|q| - 1) \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{w \in S_i(q)} t_w \right)^2 \geq (n_i - |q|) \sum_{h \in S_i(q)} t_h^2 - \left( \sum_{w \in S_i(q)} t_w \right)^2 \geq (1-\alpha)n_i \sum_{h \in S_i(q)} t_h^2$$

$\square$

### A.3 SUM and COUNT queries

The key idea for finding the maximum variance query in a partition $b_i$ for SUM and COUNT queries is the same for any constant dimension $d$. Hence, we do not distinguish between $d = 1$ and $d > 1$. So we consider that $d$ is any constant.

Before we describe our algorithm we execute some preprocessing so we can compute efficiently $\sum_{h \in S_i(q)} t_h^2$ for a rectangular query $q$. In dimension $1$ we sort all samples and We compute the prefix sums $X[j] = \sum_{h \leq j} t_h^2$ and $Y[j] = \sum_{h \leq j} t_h$. In higher dimensions we construct a range tree [11] in $O(m \log^{d-1} m)$ time that has space $O(m \log^d m)$. Given a query rectangle $q$ the range tree can return $\sum_{h \in S_i(q)} t_h^2$ and $\sum_{h \in S_i(q)} t_h$ in $O(\log^{d-1} m)$ time.

**Algorithm.** Let $b_i$ be a rectangle in $\mathbb{R}^d$. By finding the median item (in any dimension), we split $b_i$ into two queries $q_1, q_2$ such that $q_1 \cup q_2 = b_i$, $S_i(q_1) \cap S_i(q_2) = \emptyset$ and $|S_i(q_1)| = |S_i(q_2)| = n_i/2$. We return $\max\{V_i(q_1), V_i(q_2)\}$.

**Running time.** After the preprocessing our algorithm runs in $O(1)$ time for $d = 1$ and $O(\log^d n)$ for any constant $d > 1$.

**Correctness.** We show the following lemma.

**Lemma A.3.** Without loss of generality, let $V_i(q_1)$ be the variance that our algorithm returns and let $V_i(q)$ be the maximum variance in partition $b_i$. Then $V_i(q_1) \geq \frac{1}{2}V_i(q)$.

**Proof.** Let $q_j$ be the query such that $j = \arg\max_{q \in \mathbb{R}^d} \sum_{h \in S_i(q)} t_h^2$. We have that $V_i(q_1) \geq V_i(q_1)$. Furthermore, $|S_i(q_1)| = n_i/2$ so from Lemma A.2 we have $V_i(q_j) = n_i \sum_{h \in S_i(q_j)} t_h^2 - \left( \sum_{h \in S_i(q_j)} t_h \right)^2 \geq \frac{1}{2} \sum_{h \in S_i(q_j)} t_h^2$. In addition, notice that $\sum_{h \in S_i(q_j)} t_h^2 \geq \frac{1}{2} \sum_{h \in S_i(q)} t_h^2$. This holds because: if $q^* \subseteq q_1$ or $q^* \subseteq q_2$ then $\sum_{h \in S_i(q_j)} t_h^2 \geq \sum_{h \in S_i(q)} t_h^2$. If $q^*$

---

For simplicity we assume that $n_i$ is even. The results also hold when $n_i$ is odd.
We first show an important property for AVG queries. Without loss of generality, let \( q \) be a node of \( T \) and let \( \delta m \geq \delta m - 1 \). Let \( U \) be the set of \( O(\log m) \) canonical nodes of \( T \) that cover all sampled items in \( [l + \delta m - 1, r] \). We get the sample \( t_q \) with the largest value \( \sum_{g - 2\delta m + 1 \leq g \leq g} t_h \) among all nodes in \( U \). We return the query \( q' = \{t_g, t_q, t_{g+1}, t_g\} \) with variance \( V_i(q') \).

**Running time.** After the preprocessing phase in \( O(m \log m) \) time, given a partition \( b_i \), we return \( q' \) in \( O(m \log m) \) time.

**Correctness.** We show the next lemma.

**Lemma A.5.** Let \( q' \) be the query with the largest variance in partition \( b_i \) and let \( q' \) be the query returned by our algorithm. It holds that \( V_i(q') \geq 4V_i(q) \).

**Proof.** Our index finds the query \( q' \) with the largest value \( \sum_{g - 2\delta m + 1 \leq g \leq g} t_h \) among all queries in \( b_i \) with length \( 2\delta m \). Since \( n_i \geq 2\delta m \) we have that \( |S_i(q)| \leq n_i/2 \) so from Lemma A.2 \( V_i(q) \geq \sum_{g - 2\delta m + 1 \leq g \leq g} t_h \). In addition, notice that \( \sum_{h \in S_i(q')} t_h \geq \sum_{h \in S_i(q')} t_h \). Since \( |S_i(q')| \leq 2\delta m \) and there exist two queries (intervals) with length \( 2\delta m \) completely inside \( b_i \) that cover \( q' \). Hence, similarly to Lemma A.3 we get:

\[
V_i(q') = \frac{1}{|q'|^2} V_i(q') = \frac{1}{|q'|^2} V_i(q) = \frac{1}{|q'|^2} V_i(q) > 4V_i(q).
\]

Using the result of Lemma A.4 we can only focus on queries that contain at most 2\( \delta m \) items. We design two algorithms; the first one works in 1-dimension and the second one works in any constant dimension \( d \).

**Algorithm for \( d = 1 \).** We construct a binary search tree \( T \) over the sampled items with respect to their constraint attribute. Given an interval \([l, r]\) we can use the tree \( T \) to find a partition of the sampled items in \([l, r]\) with \( O(\log m) \) subsets, in \( O(\log m) \) time. Let \( u \) be a node of \( T \) and \( T_u \) be the set of sampled items in the area (interval) of \( u \) and let \( n_u = |T_u| \). For a node \( u \) we store the sample \( t_y \) with the largest value \( \sum_{g - 2\delta m + 1 \leq g \leq g} t_h \). In other words, \( t_y \) is the sample such that the query that contains exactly \( 2\delta m \) samples with right endpoint \( t_y \) has the largest sum of squares of the samples’ values among all samples in \( T_u \).

All samples with the largest values in each node of \( T \) can be computed in \( O(m) \) time in a bottom-up way (assuming that the samples are sorted after the pre-computation). Overall, we have that \( \sum_{h \in S_i(q')} t_h \) space and can be constructed in \( O(m \log m) \) time.

Assume that we are given a partition \( b_i = [l, r] \) in 1D and we want to find the query with the maximum variance in it. We run a search on \( T \) using the interval \([l, r + \delta m - 1, r] \). Let \( \mathcal{U} \) be the set of \( O(\log m) \) canonical nodes of \( T \) that cover all sampled items in \([l, r + \delta m - 1, r] \). We get the sample \( t_q \) with the largest value \( \sum_{g - 2\delta m + 1 \leq g \leq g} t_h \) among all nodes in \( \mathcal{U} \). We return the query \( q' = \{t_y, t_q, t_{y+1}, t_y\} \) with variance \( V_i(q') \).

**Algorithm for \( d > 1 \).** We show two algorithms on finding the maximum variance AVG query on a rectangular partition \( b_i \).

**First algorithm.** For simplicity we describe the algorithm in 2-dimensions, however it can be generalized to any dimension. For preprocessing we construct a range tree over the sampled points. Let \( b_i \) be a rectangle in 2 dimensions. We project all sampled points in \( b_i \) on the \( y \) axis and we sort them with respect to \( y \). We also sort the points with respect to the \( x \) coordinate. Let \( t_x \) and \( t_y \) be the \( x \) and \( y \) coordinate of sample \( t \), respectively. For each sample \( t \) in \( b_i \) we do the following: Let \( w = 2^i \) for integer \( i = 0, \ldots, \log m \). Let \( t' \)
be the \( w \)-th point below \( t \) with respect to the \( y \) coordinate. We run a binary search with respect to the \( x \) axis to the right side of \( t \) to find the item \( i \) such that the rectangle defined by the opposite corners \( (t.x, t.y) \times (t.x', t.y') \) contains exactly \( \delta m \) points. Similarly, we find the point \( j \) at the left side of \( t \) such that the rectangle defined by the opposite corners \( (i.x, t.y) \times (i.x', t.y') \) contains exactly \( \delta m \) points. If there is not such a rectangle that contain \( \delta m \) points (this can happen if there are not enough items in \( b_j \) to get such a rectangle) then we proceed as follows: Without loss of generality assume that there is not such rectangle at the right side of \( t \). Then let \( i \) be the item with the largest \( x \) coordinate. By running binary search we find the item \( i \) at the left side of \( t \) such that the rectangle defined by the opposite corners \( (i.x, t.y) \times (i.x', t.y') \) contains \( \delta m \) items. If such rectangle does not exist then let \( j \) be the item with the smallest \( x \) coordinate. By running binary search over the \( y \) coordinates we find the item \( j \) such that the rectangle defined by the opposite corners \( (i.x, t.y) \times (i.x, p.y) \) has \( \delta m \) items. If such rectangle does not exist we skip \( t \) and we continue with the next item. For each item \( t \) we also repeat the symmetric process above \( t.y \), i.e., considering the \( w = 2^l \)-th item above \( t.y \) for integer \( l = 0, \ldots, \log m \). Let \( C \) be the set of all rectangles with size \( \delta m \) that our algorithm considers. Among all rectangles we process, we store and update the rectangle \( q \) with the largest value \( \sum_{h \in q} f_h^2 \). In the end, among \( C \), we return the rectangle (query) \( q' \) with the largest value \( \sum_{h \in q'} f_h^2 \).

It takes \( O(m \log m) \) to construct the range tree. Then given a partition \( b_i \), we visit each point and for each \( w \) we run a binary search with respect to the \( x \) coordinate. For each step of the binary search we run a query on the range tree. The range query takes \( O(\log m) \) and we execute \( O(\log m) \) steps of the binary search. There are \( O(\log m) \) possible values of \( w \) so in total our algorithm runs in \( O(m \log^3 m) \) time. It also follows that \( |C| = O(m \log^2 m) \).

The correctness follows from the fact that for every possible rectangle \( r \) in 2 dimensions that contains at least \( \delta m \) samples and most \( 2\delta m \) samples (for example \( q' \)) there exist at most four (possibly overlapping) rectangles in \( C \) that completely cover \( r \). Hence from the proof of Lemma A.5 we get that \( V_i(q') \geq \frac{1}{8} V_i(q^*) \).

Second algorithm. Next, we show a simpler algorithm that works in any constant dimension \( d \). For a partition \( b_i \) we construct a modified k-d tree so that each leaf contains \( \delta m \) items. We can do it by start constructing a balanced k-d tree. If we find a node that contains exactly \( \delta m \) items we stop the recursion in this path. If a node contains less than \( \delta m \) and more than \( \delta m \) items we create two leaf nodes where each of them has exactly \( \delta m \) items (a sample might lie in two leaves). Let \( U \) be the leaf nodes of the tree. Notice that \( |U| = O\left(\frac{\log m}{\log \log m}\right) \). For each leaf node \( u \) we compute \( s_u = \sum_{u \
subseteq u} i_h^2 \), i.e., the sum of squares of values of items in \( u \). We return the query \( q' \) that corresponds to the leaf arg max \( \{u \mid s_u \} \).

Given a partition \( b_i \) we can return \( q' \) in \( O(m \log m \log d) \) time (similar to constructing a k-d tree). From the k-d tree construction we know that any rectangle can intersect at most \( O\left(\frac{1}{3\log^{1/d} m}\right) \) canonical nodes so the optimum query \( q' \) intersects at most \( O\left(\frac{1}{3\log^{1/d} m}\right) \) nodes. From the proof of Lemma A.5 we get that \( V_i(q') \geq \frac{1}{8} V_i(q^*) \).

If we spend \( O(m \log^{d-1} m) \) pre-processing time to construct a range tree we can decide how to split a node of the k-d tree in \( O(\log^d m) \) time. In that case, after the pre-processing phase, given \( b_i \) we can find \( q' \) in \( O\left(\frac{1}{3\log^{1/d} m}\right) \) time.

### A.5 Approximating the overall error

In the previous section, we proposed efficient algorithms for computing an approximation of the maximum variance query in a partition \( b_i \). In this section we show what is the overall approximation error we get from the dynamic programming algorithm (for \( d = 1 \)) or the k-d tree construction (for \( d > 1 \)). Throughout this section we assume that given a partition \( b_i \) with maximum variance \( V_i^* \), we can get \( \Gamma_i \geq a V_i^* \), for a parameter \( a < 1 \), in \( O(\mathcal H) \) time (after near-linear pre-processing time). For simplicity we assume that the ratio \( \frac{\varepsilon_i}{v_i} \) for any possible partition is the same. In the end we describe how the approximation is affected when the ratio is bounded as in Section A.1.

#### Approximation for \( d = 1 \)

From the proof of Lemma A.1 we can argue that the optimum partitioning for COUNT queries in 1D consists of partitions of the same number of samples, i.e, \( n_i = \frac{n}{k} \) for each of the \( k \) partitions. Hence the dynamic programming algorithm and the approximation of the maximum variance procedure are not needed for COUNT queries in 1D. The optimum partitioning can be found in \( O(m \log m) \) time.

Next, we focus on SUM and AVG queries. We consider the faster dynamic programming algorithm that uses a binary search to find the next partition. In particular for \( A[i, j] \) we run a binary search in the interval \([1, i]\). For each value \( x \in [1, i] \) we compare \( A[x - 1, j - 1] < V\left(\frac{1}{2}, i\right) \) then we construct the partition \([x, i]\) and we set \( A[i, j] = V\left(\frac{1}{2}, i\right) \). If \( A[x - 1, j - 1] > V\left(\frac{1}{2}, i\right) \) we continue the binary search in \([x, i]\). If \( A[x - 1, j - 1] < V\left(\frac{1}{2}, i\right) \) we continue the binary search in \([x + 1, i]\). In the end, if \( A[x - 1, j - 1] < V\left(\frac{1}{2}, i\right) \) and \( A[x, j - 1] > V\left(\frac{1}{2}, i\right) \) then we set \( A[i, j] = \min\{V\left(\frac{1}{2}, i\right), A[x, j - 1]\} \).

**Lemma A.6.** For \( d = 1 \), the dynamic programming algorithm returns a partitioning \( R \) such that \( V(R) \leq \frac{1}{2} V(R^*) \), where \( R^* \) is the optimum partitioning. The algorithm runs in \( O(kmH \log m) \) time.

**Proof.** Let \( V^*[i, j] \) be the variance of the optimum partitioning of the first \( i \) items with \( j \) partitions. Let \( V_i[j, i] \) be the variance of the partitioning found by our dynamic programming algorithm among the first \( i \) items with \( j \) partitions. Let \( V(I, r) \) be the maximum variance returned by our approximation algorithm in the interval \([I, r]\) and let \( V^*(I, r) \) be the real maximum variance. It holds that \( V(I, r) \geq a V^*(I, r) \).

We show that \( V[i, j] \leq \frac{1}{2} V^*[i, j] \). In particular we show that \( a V^*[i, j] \leq a V^*[i, j] \leq V^*[i, j] \). We show the result by induction on the number of partitions and the number of objects. For the base case consider \( A[i, 1] \) for any \( i \leq m \). By definition we have that \( V[i, 1] = V^*[i, 1] \) and \( A[i, 1] \geq a V^*[i, 1] \).

Assume that for all \( h \leq i \) it holds that \( a V^*[h, j - 1] \leq A[h, j - 1] \leq V^*[h, j - 1] \). We show that \( a V^*[i, j] \leq a V^*[i, j] \leq V^*[i, j] \).

The dynamic programming algorithm runs a binary search to find the left endpoint of the \( j \)-th partition. Let \( [h, i] \) be the \( j \)-th
We note that the binary search will always return an index such that \( g^* \) is the largest index such that \( aV^*(g^* - 1, j - 1) \leq V^*(g, j) \). Symmetrically we define \( h^* \) as the largest index such that \( aV^*(h^* + 1, j - 1) \leq V^*(h, j) \).

We note that the binary search will always return an index such that \( h^* - 1 \leq g \leq h^* \). This holds because \( V((g, i)) \geq aV^*(g, i) > V^*(g - 1, j - 1) \geq A[g - 1, j - 1] \). Equivalently we argue for \( g > h^* \).

From the discussion above we have that the binary search will find an index \( g \in [h^* - 1, h^*] \) such that \( V((g, i)) \geq A[g - 1, j - 1] \) and \( A[g, j - 1] \geq V^*(g, j) \). We study two cases.

If \( A[g, j - 1] \leq V((g, i)) \) then the binary search decides that \( g + 1 \) is the left endpoint of the \( j \)-th partition among the first \( i \) items and sets \( A[i, j] = A[g, j - 1] \). From the hypothesis we have \( A[g, j - 1] \geq aV[2g - 1, j - 1] \). Hence, \( A[i, j] \geq A[g, j - 1] \geq \max V((g, i)) \). If \( g \in [h^* - 1, h^*] \) then \( V((g, i)) \leq V^*[i, j] \) so \( A[g, j - 1] \leq V^*[i, j] \). If \( g \in [h^* - 1, h^*] \) then \( A[g, j - 1] \leq V^*[i, j] \) and definition. So in any case \( aV[i, j] \leq A[i, j] \leq V^*[i, j] \).

If \( V((g, i)) \leq A[g, j - 1] \) then the binary search decides that \( g \) is the left endpoint of the \( j \)-th partition among the first \( i \) items and sets \( A[i, j] = V((g, i)) \). From the hypothesis we have \( V((g, i)) \geq aV^*(g, i) \). Hence, \( A[i, j] \leq V((g, i)) \geq \max V((g, i)) \). If \( g \in [h^* - 1, h^*] \) then \( V((g, i)) \leq V^*[i, j] \). If \( g \in [h^* - 1, h^*] \) then \( A[g, j - 1] \leq V^*[i, j] \) so \( V((g, i)) \leq A[g, j - 1] \leq V^*[i, j] \). It is easy to see that it is not possible that \( g = h^* \). So in any case \( aV[i, j] \leq A[i, j] \leq V^*[i, j] \). There are a couple of more corner cases, for example what if \( h^* - 1 \) or \( h^* \) is not defined (or \( h = h^* = h^* = h \)), however these are special cases and can be handled with the same ideas.

In the end we have \( aV[m, k] \leq A[m, k] \leq V^*[m, k] \). The lemma follows.

The proof for the slower dynamic programming (quadratic on \( m \)) follows easily using the same ideas.

From Lemmas 4.1, 4.3, 4.5 we get the following results for \( d = 1 \). For COUNT queries the partition with the minimum error can be found in \( O(m \log m) \) time. For SUM queries we can get a \( 2\sqrt{2} \)-approximation of the optimum partition in \( O(km \log m) \) time. For AVG queries we can get a 2-approximation of the optimum partition in \( O(km \log^2 m) \) time.

We note that the results for SUM and COUNT queries hold assuming that the ratio \( \frac{m}{k} \) is the same for all possible valid buckets. If this is not the case and the ratios of two different buckets differ (at most) by a multiplicative parameter \( \beta \) then the approximation factor of the partition we found needs to be multiplied by \( \sqrt{\beta} \). By constructing large enough partitions as shown in Section 4.1 we guarantee that \( \beta \leq 9 \) with high probability, so all our approximation factors from the previous paragraph for COUNT and SUM queries should be multiplied by \( \sqrt{9} = 3 \).

**Approximation for \( d > 1 \).** We run the construction algorithm of Section 4.4 considering a uniform set of \( m \) samples. Let \( T' \) be the tree that our algorithm returns and let \( T^* \) be the optimum k-d tree. For a node \( u \) of a k-d tree let \( V(u) \) be the variance of the query with the maximum variance in \( u \). For a node \( u \) let \( V'(u) \) be the variance that our approximation algorithm reports as the maximum variance among the samples in \( u \), satisfying \( V'(u) \geq V(u) \).

**Lemma A.7.** It holds that \( V(T') \leq \frac{1}{\alpha} V(T^*) \). The algorithm for constructing \( T' \) runs in \( O(m \log m + kH) \) time.

**Proof.** We note that if \( u \) is an ancestor of a node \( v \) of a k-d tree then \( V(u) \geq V(v) \) for all types of queries COUNT, SUM, AVG. The proof of this argument is the same with the proof for 1D where the maximum variance of a partition \( b_i \) is larger than the maximum variance of a partition \( b_j \) where \( b_j \leq b_i \). Hence, the overall maximum variance of \( T' \) is non-increasing as we run more iterations constructing the tree.

If \( T' \) is identical to \( T^* \) then \( T' \) is optimum. Next we consider the case where \( T' \) is not identical to \( T^* \). In this case, there is always a leaf node \( u \) of \( T^* \), where \( u \) belongs to \( T' \) and \( u \) is not a leaf node of \( T' \). In other words, \( u \) is a leaf node in \( T' \), however in one of the iterations of our algorithm we found that \( u \) had the query with the largest (approximated) variance and we constructed its children. Since \( u \) is a leaf node of \( T' \) we have \( V(T') \geq V(u) \). At the moment that our algorithm decided to create the children of \( u \) we let \( w \) be the leaf of \( T' \) that contains the query with the real maximum variance. We have i) \( V(u) \geq V'(u) \geq V(u) \), ii) \( V'(u) \geq V'(w) \) because the algorithm decided to split the node \( u \) instead of node \( w \), and iii) \( V'(u) \leq V(w) \) from the definition. It follows that

\[
V(T') \leq V(w) \leq \frac{1}{\alpha} V'(w) \leq \frac{1}{\alpha} V'(u) \leq \frac{1}{\alpha} V(u) \leq \frac{1}{\alpha} V(T^*).
\]

A k-d tree over \( m \) items can be constructed in \( O(m \log m) \) time. In each iteration we need to find an approximation of the maximum variance of \( O(1) \) new leaf nodes which can be done in \( O(kH) \) time. Furthermore, we need to store and update a Max-Heap of size \( O(k) \) so that we can find the next leaf node with the approximated maximum variance in constant time. This can be done in \( O(k \log k) \) time. Overall, our algorithm runs in \( O(m \log m + k(H + \log k)) = O(m \log m + kH) \) time, since \( m > k \).

From Lemmas 4.1, 4.3 and Section 4.4 we get the following results for any constant \( d > 1 \). For SUM and COUNT queries we get a \( 2\sqrt{2} \)-approximation of the optimum k-d tree in \( O(m \log m) \) time. We notice that we do not use the running time from Section 4.3 since by constructing a balanced k-d tree over all sampled items we can find all the necessary sums in \( O(m \log m) \) time without constructing a range tree. For AVG queries in 2-dimensions we can get a \( 2\sqrt{2}k \)-approximation of the optimum k-d tree in \( O(km \log^2 m) \) time. For any dimension \( d \) for AVG queries we can get a \( \sqrt{2} \cdot \sqrt{d} \) approximation of the optimum k-d tree in \( O(km \log m) \) time. Using the range tree construction as we described in the end of Section 4.4
we can achieve the same approximation factor in $O(m \log^{d-1} m + \frac{k}{\beta^{1/d} \log^d m})$ time for AVG queries.

As we had in 1D, we note that the results for COUNT and SUM queries hold assuming that the ratio $N_{ij}$ is the same for all possible valid buckets. If this is not the case then the approximation factor of the partition we found needs to be multiplied by $\sqrt{\beta}$. By constructing large enough partitions as shown in Section A.1 we guarantee that $\beta \leq 9$ with high probability, so all our approximation factors for COUNT and SUM queries from the previous paragraph should be multiplied by $\sqrt{9} = 3$. 