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Abstract

An FL-module $V$ over a commutative ring $K$ encodes a sequence $(V_n)_{n \geq 0}$ of representations of the symmetric groups $(S_n)_{n \geq 0}$ over $K$. In this paper, we show that for a "finitely generated" FL-module $V$ over a field of characteristic $p$, the cohomology groups $H^t(S_n, V_n)$ are eventually periodic in $n$. We describe a recursive way to calculate the period and the periodicity range and show that the period is always a power of $p$. As an application, we show that if $M$ is a compact, connected, oriented manifold of dimension $\geq 2$ and $\text{conf}_n(M)$ is the configuration space of unordered $n$-tuples of distinct points in $M$ then the mod-$p$ cohomology groups $H^t(\text{conf}_n(M), K)$ are eventually periodic in $n$ with period a power of $p$.
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1 Introduction

Nakaoka showed in his 1960 paper [Nak] that the cohomology groups $H^t(\mathfrak{S}_n, V)$ stabilizes in $n$ when $V$ is a finitely generated abelian group with a trivial action of $\mathfrak{S}_n$. More precisely he showed that

$$H^t(\mathfrak{S}_n, V) \cong H^t(\mathfrak{S}_{n-1}, V), \quad \text{if } n > 2t. \quad (1)$$

Immediately afterwards, A. Dold published his paper [Do] significantly simplifying Nakaoka’s arguments. Over the next two decades the cohomology groups $H^t(\mathfrak{S}_n, \mathbb{Z}/p\mathbb{Z})$ were of great research interest. Nakaoka and others studied these groups extensively determining the structure of the groups and the cohomology operations on them; see [Nak1], [Nak2], [Mi], [May], [Man].

It is natural to ask what happens if we allow $V$ to vary with $n$ or let $\mathfrak{S}_n$ act nontrivially on $V$. But, to make sense out of this we need coherent sequences of $\mathfrak{S}_n$-representations. The coherent sequences of $\mathfrak{S}_n$-representations were first observed as a ubiquitously occurring phenomena by Church and Farb in [CF]. Soon after, the theory of FI-modules was introduced and developed by Church, Ellenberg and Farb in [CEF] to study such sequences. The notion of coherence of such a sequence was made precise by the natural notion of finite generation of an FI-module.

In [CEF], it was shown that the finitely generated FI-modules over a characteristic 0 field form an abelian category and several new theorems in topology, algebra, combinatorics and algebraic geometry were proved as an application. Almost at the same time, Sam and Snowden studied a category equivalent to the category of finitely generated FI-modules in [SS] and provided a detailed analysis of the algebraic structure of the category in characteristic 0.

In [CEFN], Church-Ellenberg-Farb and the current author studied the category of finitely generated FI-modules over a general Noetherian ring showing that the category is abelian and that there is an inductive description of a finitely generated FI-module $V = (V_n)_{n \geq 0}$: there exists some $N \geq 0$ such that if $n \geq N$ then $V_n$ can be described in terms of $V_j$, $j \leq N$. Such an inductive description had appeared before in characteristic 0 (see Putman’s paper [Pu])
and has several applications. In this paper, the techniques introduced in [CEFN] are used extensively.

Recently, FI-modules and the related theories have been very fruitful. Church-Ellenberg-Farb has related it to the point counts on varieties defined over finite fields via Grothendieck-Lefschetz fixed point theorem ([CEF2]). Related theory of FI-groups has been developed by Church and Putman in [CP] to obtain results about the Johnson filtration on the mapping class groups. The theory has also been generalized to coherent sequences of representations of classical Weyl groups by Wilson which yields another set of applications ([Wi]).

In this paper, we generalize Nakaoka’s stability theorem and show that the cohomology groups $H^t(S_n, V_n)$, where the sequence of $\Sigma_n$-representations $(V_n)_{n \geq 0}$ is given by a finitely generated FI-module $V$, are eventually periodic in $n$. A map $f : U \rightarrow V$ of finitely generated FI-modules determine $\Sigma_n$-equivariant maps $f_n : U_n \rightarrow V_n$ for each $n \geq 0$. We show that kernel and image of $f_* : H^1(\Sigma_n, U_n) \rightarrow H^1(\Sigma_n, V_n)$ are eventually periodic in $n$. Similarly, if

$$0 \rightarrow U \rightarrow V \rightarrow W \rightarrow 0$$

is an exact sequence of finitely generated FI-modules then the kernel and the image of the connecting homomorphisms in the cohomology long exact sequence are eventually periodic in $n$.

The simplest example where periodicity can be observed is constructed as follows. Working over $\mathbb{F}_2$, let $(V_n)_{n \geq 0}$ be the sequence consisting of permutation representations $(V_n = (\mathbb{F}_2)^n)$ and $(U_n)_{n \geq 0}$ be the sequence consisting of trivial representations $(U_n = \mathbb{F}_2)$. These sequences form finitely generated FI-modules $V$ and $U$ respectively and the map $\phi : V \rightarrow U$ given by

$$\phi_n(a_1, a_2, \ldots, a_n) = \sum_{i=1}^{n} a_i \quad \forall n$$

is an FI-module homomorphism. Now $W := \ker \phi = (\ker \phi_n)_{n \geq 0}$ forms an FI-module with $H^0(\Sigma_n, W_n) = W_n^{\Sigma_n}$ which is nontrivial only when $n \geq 2$ and $2 \mid n$.

We remark that our results do not provide another proof of Nakaoka’s theorem. Rather we build on Nakaoka’s theorem addressing a seemingly orthogonal set of difficulties. Unlike Nakaoka’s stability theorem our periodicity result is nontrivial even in the case when $t = 0$ (see example 3.35).

As a direct application to our results, we show that the mod-$p$ cohomology of the unordered configuration space of a compact, connected and oriented manifold of dimension $\geq 2$ is periodic. The precise statement and a short history of related works on configuration spaces is provided in §1.5.

Related work on other categories. Parallel theories for the twisted cohomology (or homology) of several different sequences of groups exist or are being worked out. Some examples
include: cohomology of free groups via polynomial functors [DPV]; rational cohomology of classical groups via polynomial functors [To], [Ku]; homology groups $H_t(\text{GL}_n(R), T(\text{Ad}_n(R))$ where $T: \mathbb{Z}-\text{Mod} \to \mathbb{Z}-\text{Mod}$ is a functor of finite degree [Dw]; homology groups $H_t(\mathcal{G}_n, V_n)$ where $V$ is a finitely generated FI-module [Wa] (note here that the universal coefficient theorem cannot be used to deduce the cohomology version from the homology version and vice-versa because the coefficients are nontrivial representations of $\mathcal{S}_n$); stability of twisted homology groups $H_t(\text{SL}_n(R), M_n)$ and $H_t(\text{Sp}_{2n}(R), M_n)$ where $R$ is a finite ring [PuSa].

A general twisted homological stability result for sequences of representations of wreath product groups $G \wr \mathcal{S}_n$, where $G$ is a polycyclic-by-finite group, is proved in [SS4]. Andrew Snowden and the current author are developing a cohomological version for sequences of representations of the groups $G \wr \mathcal{S}_n$ [NS]. In particular, when $G$ is the trivial group, [NS] provides an alternate proof of periodicity of the cohomology groups $H^t(\mathcal{G}_n, V_n)$ with better bounds on the periodicity range but without optimal bounds on the period.

**Outline of the paper.** We start with an overview of FI-modules in §1.1 and the rest of the §1 presents precise statements of our results and an outline of the proofs. In §2, we prove results about the structure of finitely generated FI-modules over a Noetherian ring. Our main theorem is proved in §3 and the application to configuration spaces is given in §4. In §5, we provide some related open questions.

**Acknowledgements.** First, I thank my advisor Jordan Ellenberg for introducing me to the problem. For his precisely formulated questions and innumerous suggestions that encouraged me throughout and helped me prove the most general results. For sharing his vision that made me investigate the spectral sequence for the covering map from the configuration spaces of ordered points to the configuration spaces of unordered points which lead to the main application. Next, I thank Thomas Church and Benson Farb for inviting me to present this work at the Geometry and Topology seminar at University of Chicago in Fall 2013 when the work was only in its rudimentary form. I thank Benson Farb for inviting me again to present this work at University of Arkansas in Spring 2015 and for his helpful conversations on configuration spaces. I am very grateful to Thomas Church for showing me a direct short proof of Lemma 3.2 and for several hours of crucial discussions we had in coffee shops of Chicago that greatly influenced the paper as it is now. I thank Eric Ramos and Jenny Wilson for going through parts of the paper and for their comments. This work is a part of my thesis at University of Wisconsin Madison and I thank the institution for the support throughout.

### 1.1 An overview of Church-Ellenberg-Farb’s theory of FI-modules

Let FI be the category whose objects are finite sets and a morphism between finite sets $A$ and $B$ is an injection $f: A \to B$. The category FI is equivalent to its full subcategory whose
objects are the sets \( \{1, 2, \ldots, n\} \), \( n \geq 0 \). For simplicity we denote \( \{1, 2, \ldots, n\} \) by \([n]\) and \( \{-1, -2, \ldots, -n\}\) by \([-n]\). The empty set is denoted by \([0]\).

An FI-module over a commutative ring \( \mathbb{K} \) is a covariant functor from the category FI to the category of \( \mathbb{K} \)-modules. The category of FI-modules over \( \mathbb{K} \) is denoted by \( \text{FI-Mod}_{\mathbb{K}} \). For an FI-modules \( V \), we denote the \( \mathbb{K} \)-module \( V([n]) \) by \( V_n \). Since the group \( \text{End}_{\text{FI}}([n]) \) of endomorphism of \([n]\) is naturally isomorphic to the symmetric group \( S_n \), any FI-module \( V \) determines a sequence of \( \mathbb{K}[S_n] \)-modules \( (V_n) \) with linear maps between them respecting the group actions. For an FI-morphism \( f: [m] \to [n] \), we denote the map \( V(f): V_m \to V_n \) by \( f_* \).

It is known that the category of functors from any small category to an abelian category is abelian ([CEF, Remark 2.1.2], [We, A.4.3]), so FI-modules form an abelian category. Moreover, notions such as kernel, cokernel, subobject, quotient object, injection, or surjection are all defined "pointwise", meaning that a property holds for an FI-module \( V \) if and only if it holds for each \( V_n \). For example, we say a map \( V \to W \) of FI-modules is an injection if and only if the maps \( V_n \to W_n \) are injections for all \( n \).

An FI-module \( V \) is \textit{finitely generated} if there is a finite set \( S \) of elements in \( \bigcup_i V_i \) so that no proper sub-FI-module of \( V \) contains \( S \).

**Definition 1.1 (The FI-module \( M(m) \) [CEF, Definition 2.2.3], [CEFN, Definition 2.2])**. For any \( m \geq 0 \), the FI-module \( M(m) \) takes a finite set \( S \) to the free \( \mathbb{K} \)-module \( M(m)_S \) on the set of injections \( [m] \hookrightarrow S \). In other words, \( M(m) = \mathbb{K}[\text{Hom}_{\text{FI}}([m], -)] \); by the Yoneda lemma, \( M(m) \) is uniquely determined by the natural identification

\[
\text{Hom}_{\text{FI-Mod}}(M(m), V) \cong V_m.
\]

An FI-module \( V \) is said to be \textit{free} if

\[
V = \bigoplus_{i \in I} M(m_i).
\]

**Definition 1.2 (The FI-module \( M(W) \) [CEF, Definition 2.2.2])**. For any \( \mathbb{K}[S_m] \)-module \( W \), the FI-module \( M(W) \) takes a finite set \( S \) of size \( n \) to the \( \mathbb{K}[S_n] \)-module \( M(W)_S \) given by

\[
M(W)_S := \mathbb{K}[\text{Hom}_{\text{FI}}([m], S)] \otimes_{\mathbb{K}[S_m]} W.
\]

In other words,

\[
M(W)_n = \text{Ind}_{S_m \times S_n - m} S_n W \otimes \mathbb{K} = \mathbb{K}[S_n] \otimes_{\mathbb{K}[S_m] \times \mathbb{K}[S_n - m]} (W \otimes \mathbb{K}).
\]

By the Yoneda lemma, \( M(W) \) is uniquely determined by the natural identification

\[
\text{Hom}_{\text{FI-Mod}}(M(W), V) \cong \text{Hom}_{\mathbb{K}[S_m]}(W, V_m).
\]

Note here that \( M(\mathbb{K}[S_m]) \) is same as \( M(m) \).
Remark 1.3. It is shown in [CEF, Theorem 4.1.5] that FI-modules of the form

\[ V = \bigoplus_{i \in I} M(W_i) \]

for some \( \mathbb{K}[\mathcal{G}_m] \)-modules \( W_i \) are precisely the FI-modules with \( \text{FI}^\sharp \) (see [CEF, Definition 4.1.1]) structure on them. For our purpose, an \( \text{FI}^\sharp \)-module is an FI-module admitting a decomposition as above.

If an \( \text{FI}^\sharp \)-module \( V \) is finitely generated as an FI-module. Then it follows (for example, from the argument in Proposition 2.5) that the cohomology groups \( H^t(\mathcal{G}_n, V_n) \) stabilizes and hence are periodic with period 1.

We have the following characterization of finite generation in terms of FI-modules \( M(m) \).

Definition 1.4 (Finitely generated FI-modules [CEF, Proposition 2.3.4], [CEFN, Definition 2.1]). Let \( V \) be an FI-module. We say that \( V \) is finitely generated if there exists a surjection

\[ \bigoplus_{i=1}^d M(m_i) \rightarrow V \]

for some integers \( m_i \geq 0 \). We say that \( V \) is generated in degree \( \leq m \) if there exists a surjection

\[ \Pi: \bigoplus_{i \in I} M(m_i) \rightarrow V \quad \text{with all } m_i \leq m. \]

Here the sum may be infinite. The data of the integers \( m_i, i \in I \) is the degree structure of \( \Pi \) and \( \max_{i \in I} m_i \) is the degree of \( \Pi \).

We need the following Noetherian property of finitely generated FI-modules.

Theorem 1.5 (Noetherian property [CEFN, Theorem A]). If \( V \) is a finitely-generated FI-module over a Noetherian ring \( \mathbb{K} \), and \( W \) is a sub-FI-module of \( V \), then \( W \) is finitely generated.

The positive shift functors were used extensively to prove the above Noetherian property. Shift functors are essential for our purpose as well.

Definition 1.6 (Positive shift functor \( S_{+a} \) [CEFN, Definition 2.8]). Given an FI-module \( V \) and an integer \( a \geq 1 \), the functor \( S_{+a}: \text{FI-Mod} \rightarrow \text{FI-Mod} \) is defined by

\[ (S_{+a}V)_S := V_{S_{+a}[a]} \]

It follows that as a \( \mathbb{K}[\mathcal{G}_n] \)-module \( S_{+a}V_n \cong \text{Res}_{\mathcal{G}_n}^{S_{+a}[a]} V_{n+a} \). Since kernels and cokernels are computed pointwise, \( S_{+a} \) is an exact functor. Also note that there is a natural isomorphism

\[ S_{+(a+b)}V \cong S_{+a}S_{+b}V. \]
**Definition 1.7.** The natural inclusion $S \hookrightarrow S \sqcup [a]$ is a morphism in the category Fl, which induces a map $X_a(V) : V \to S_{+a}V$ of Fl-modules. The torsion submodule of $V$ denoted $T(V)$ is a sub-Fl-module of $V$ given by:

$$T(V) = \bigcup_{a \geq 0} \ker X_a(V).$$

Working over a Noetherian ring $\mathbb{K}$, $T(V)$ is finitely generated by Theorem 1.5 and hence for each $a \geq 0$, $(X_a(V))_n$ is injective for large enough $n$ (see [CEFN, Lemma 2.15] for more details).

In some fortunate situations we can define a meaningful map in the opposite direction; $S_{+a}V \to V$. An example where this holds is when $V$ is free, which can be seen from the following lemma.

**Lemma 1.8 ([CEFN, Proposition 2.12]).** For any $a \geq 0$ and any $d \geq 0$, there is a natural decomposition

$$S_{+a}M(d) = M(d) \oplus Q_a$$

where $Q_a$ is a free Fl-module finitely generated in degree $\leq d - 1$. In particular, if $V$ is a free Fl-module then $V$ is a direct summand of $S_{+a}V$.

**Remark 1.9.** When $a = 1$ we have $S_{+1}M(m) = M(m) \oplus M(m-1)^{\otimes m}$. The decomposition of $S_{+a}M(m)$ can be computed using the case $a = 1$ and the natural isomorphism $S_{+(a+b)}V \cong S_{+a}S_{+b}V$. We generalize the above decomposition in Lemma 2.2 which shows in particular that if $V$ is an Fl-$\sharp$-module and $a \geq 0$, then $V$ is a direct summand of $S_{+a}V$.

### 1.2 Introduction to $\sharp$-filtered Fl-modules

In §2, we show that if $V$ is a finitely generated Fl-module over a Noetherian ring $\mathbb{K}$ then $V$ is built out of Fl-modules of the form $M(W)$ which, by Remark 1.9 is a member of a strictly smaller category. To make it precise we need a couple of definitions.

**Definition 1.10 ($\sharp$-filtered Fl-modules).** A $\sharp$-filtered Fl-module is a surjection

$$\Pi : \bigoplus_{i=1}^{d} M(m_i) \twoheadrightarrow V$$

of Fl-modules such that the filtration

$$0 = V^0 \subset V^1 \subset \ldots \subset V^d = V$$

given by

$$V^r := \Pi(\bigoplus_{i=1}^{r} M(m_i)), \quad 0 \leq r \leq d$$
has graded pieces of the form $M(W)$, that is, the filtration satisfies $\frac{V''}{V'} = M(W)$ where $W$ are some $\mathbb{K}[\mathcal{G}_m]$-modules. We call the filtration induced by $\Pi$, the $\sharp$-filtration of $V$. We use $\Pi$ and $V$ interchangeably if there is an obvious surjection giving $V$ a $\sharp$-filtered FI-module structure.

We call $d$ the length of the $\sharp$-filtration and the pair $\tilde{V} := (\bigoplus_{i=1}^d M(m_i), (m_i)_{1 \leq i \leq d})$ a cover of $V$. The second coordinate just keeps track of the order which yields the desired $\sharp$-filtration. We dispense with the second co-ordinate whenever it is clear from the context and identify the cover with the first co-ordinate.

The above definition implies that there are surjections $\pi^r : M(m_r) \rightarrow M(W_r)$ and hence each $W_r$ is a singly generated $\mathbb{K}[\mathcal{G}_m]$-module. But this is just a matter of convenience (see Lemma 2.2). Note that NOT every finitely generated FI-module admits a $\sharp$-filtration. But if a finitely generated FI-module $V$ admits a filtration

$$0 = V^0 \subset V^1 \subset \ldots \subset V^d = V$$

satisfying $\frac{V''}{V'} = M(W)$ where $W$ are some $\mathbb{K}[\mathcal{G}_m]$-modules, then $V$ admits a $\sharp$-filtered FI-module structure. The definition of a $\sharp$-filtered FI-module just contains extra data of a cover (this extra data is useful in producing bounds on the period of the cohomology groups).

**Definition 1.11.** Let $\Pi^1 : \bigoplus_{i=1}^{d_1} M(m_i) \rightarrow V$ and $\Pi^2 : \bigoplus_{k=1}^{d_2} M(n_k) \rightarrow W$ be $\sharp$-filtered FI-modules. An FI-module map $\phi : V \rightarrow W$ is called sequential if there are subsets $S \subset [d_1], T \subset [d_2]$ and an isomorphism $f_\phi : S \rightarrow T$ such that $n_k = m_{f_\phi^{-1}(k)}$ for each $k \in T$ and the map of covers $\tilde{\phi} : \bigoplus_{i=1}^{d_1} M(m_i) \rightarrow \bigoplus_{k=1}^{d_2} M(n_k)$ given by

$$(\tilde{\phi}_n(L))_k = \begin{cases} L_{f_\phi^{-1}(k)}, & \text{if } k \in T \\ 0, & \text{otherwise} \end{cases}$$

determines $\phi$. In other words, if $l \in V_n$ and $L = (L_i)_{1 \leq i \leq d_1} \in \bigoplus_{i=1}^{d_1} M(m_i)_n$ is any lift of $l$ (that is, $\Pi^1_L(L) = l$) then $\tilde{\phi}_n(L)$ is a lift of $\phi(l)$. \(\triangledown\)

The following theorem is proven in §2.

**Theorem A (A $\sharp$-filtered resolution of a finitely generated FI-module).** Let $V$ be a finitely generated FI-module over a Noetherian ring $\mathbb{K}$ and is generated in degree $D$, that is, $V$ admits a surjection

$$\Pi : \tilde{V} := \bigoplus_{i=1}^d M(m_i) \rightarrow V$$

with $m_i \leq D$ for each $i$. Then,

(A) for large enough $a$, $S_{+a}V$ is $\sharp$-filtered;
(B) there exists a commutative diagram (Figure 1) with the columns and the first row exact and the second row exact in high enough degree (say $n \geq C$), that is, the sequence

$$0 \to V_n \to J_0^n \to J_1^n \to \ldots \to J_N^n \to 0$$

is exact if $n \geq C$. Here for each $0 \leq i \leq N$, $J_i$ is a $\sharp$-filtered FI-module with cover $\Pi^i : J_i^n \to J_i^n$ and for each $0 \leq i \leq N - 1$, the map $\phi^i$ is sequential (sequentialness is witnessed by $\tilde{\phi}^i$). Moreover, $N \leq D$ and $J_i^n$ is generated in degree at most $D - i$.

**Remark 1.12.** If $W$ is a projective $K[S_m]$-module, then $M(W)$ is a projective FI-module (see [CEF, Remark 2.2.A] or [We]). This implies that if $K$ is a field of characteristic 0 or of characteristic $> D$ then each $J_i$ in Theorem A is a direct sum of FI-modules of the form $M(W)$. Thus [CEF, Theorem 1.13], which shows that a finitely generated FI-module is uniformly representation stable in the sense of [CF], follows from Theorem A because by Pieri’s rule FI-modules of the form $M(W)$ are uniformly representation stable.

**Remark 1.13.** Over a field of characteristic 0, Sam and Snowden showed in [SS] that FI-modules of the form $M(W)$ are injective in the category of finitely generated FI-modules and that every finitely generated FI-module admits a finite injective resolution.

Example 3.35 shows that in positive characteristic, there are $\sharp$-filtered FI-modules which are not NOT direct sums of $M(W)$’s. Unlike the category of $K[S_m]$-modules, projective objects in FI-Mod may not be injective. We believe that the category of finitely generated FI-modules over a field of positive characteristic does not have enough injectives.

**Remark 1.14.** We believe that it is possible to obtain a good bound on the constant $C$ in Theorem A via upcoming works of Church and Ellenberg ([ChEl]) and that of Ramos ([Ram]).

Note that when $K$ is a field and $W$ is a $K[S_m]$-module, then $\dim_K M(W)_n = \binom{n}{n-m} \dim_K W$ is an integer valued polynomial in $n$. It is proven in [CEF, Theorem B] that for a finitely generated FI-module $V$, $\dim_K V_n$ is eventually a polynomial in $n$. Theorem A immediately yields a strengthening of this result.
Theorem 1.15 (Polynomiality). Suppose $\mathbb{K}$ is a Noetherian ring. Let $V$ be a finitely-generated FI-module over $\mathbb{K}$. Then there exist finitely many integer-valued polynomials $P_i(T) \in \mathbb{Q}[T]$ and nontrivial $\mathbb{K}$-modules $W_i$ so that for all sufficiently large $n$,

$$[V_n] = \sum_i P_i(n)[W_i]$$

in the Grothendieck group $K_0(\mathbb{K})$ of $\mathbb{K}$.

Definition 1.16. For a finitely generated FI-module $V$ over a Noetherian ring $\mathbb{K}$, we define $\chi(V)$ to be the smallest nonnegative integer $c$ such that for each of the finitely many polynomials $P_i(T)$ in Theorem 1.15 the degree of $P_i(T) \leq c$. When $\mathbb{K}$ is a field, $\chi(V)$ is equal to the degree of the polynomial $P(T)$ which satisfies $\dim_\mathbb{K} V_n = P(n)$ for large enough $n$.

We define $D_V$ to be the least number $c$ such that $V$ is generated in degree $\leq c$. $\triangleright$

Remark 1.17. Note that for a finitely generated FI-module $V$, we have $D_V \geq \chi(V)$. For a $\sharp$-filtered FI-module $J$ the equality holds: $D_J = \chi(J)$. Moreover, Theorem A and its proof (see §2) implies that $\chi(V) = \chi(J^0)$ and that $J^i$ are generated in degree $\leq \chi(V) - i$. $\triangleright$

1.3 Statements of the main theorems for $\sharp$-filtered FI-modules

The goal of §1.3 is to state Theorem B, which is the special case of our main theorem where $V$ is a $\sharp$-filtered FI-module. In order to state the theorem, we need to set up some preliminary notations and definitions.

For any $n \geq 0$, let $\mathcal{B}_t(\mathcal{G}_n)$ be the free abelian group on $\mathcal{G}_n^{t+1}$ with $\mathcal{G}_n$ acting diagonally. Then $\mathcal{B}_t(\mathcal{G}_n) \to \mathbb{Z} \to 0$ is the bar resolution of $\mathcal{G}_n$ where the differential $\partial_t : \mathcal{B}_{t-1}(\mathcal{G}_n) \to \mathcal{B}_t(\mathcal{G}_n)$ is given by

$$\partial_t(\sigma_0, \sigma_1, \ldots, \sigma_t) = \sum_{i=0}^t (\sigma_0, \sigma_1, \ldots, \sigma_i, \ldots, \sigma_t).$$

We allow $t$ to equal $-1$ and define $\mathcal{B}_{-1}(\mathcal{G}_n)$ to be the trivial $\mathbb{K}[\mathcal{G}_n]$-module. We assume that $\mathbb{K}$ is a field of characteristic $p$ and fix a $\sharp$-filtered FI-module $\Pi : \tilde{V} := \bigoplus_{i=1}^d M(m_i) \to V$ over $\mathbb{K}$ of length $d$. Let

$$0 = V^0 \subset V^1 \subset \ldots \subset V^d = V$$

be the $\sharp$-filtration induced by $\Pi$. For each $1 \leq r \leq d$, the map $\Pi^r : \tilde{V}^r := \bigoplus_{i=1}^r M(m_i) \to V^r$ obtained by restricting $\Pi$ to $\bigoplus_{i=1}^r M(m_i)$ is a cover of $V^r$ and gives $V^r$ a $\sharp$-filtered FI-module structure. Let $D = \max_{i \in [d]} m_i$ be the degree of $\Pi$.

Remark 1.18. Recall that the definition of a $\sharp$-filtered FI-module $\Pi : \tilde{V} := \bigoplus_{i=1}^d M(m_i) \to V$ contains the data of the $d$-tuple $(m_1, \ldots, m_d)$. Hence $\Pi$ gives rise to the $\sharp$-filtered FI-modules $\Pi^r$ for $1 \leq r \leq d$ as above in a unique way. $\triangleright$
With these notations, we have the following definition.

**Definition 1.19.** Let \( z^r \in \text{Hom}_{\mathcal{E}_n}(B_{t+1}(\mathcal{G}_n), \tilde{V}_n^r) \). We call
\[
I^r \in \text{Hom}_{\mathcal{E}_n}(B_{t}(\mathcal{G}_n), V_n^r)
\]
a **twisted** \( z^r \)-**cycle** if
\[
I^r \circ \partial_{t+1} = \Pi_n^r \circ z^r.
\]

We say that two twisted \( z^r \)-cycles \( I_1^r \) and \( I_2^r \) are **equivalent** if \( I_1^r - I_2^r \) is a boundary (classical coboundary) in the usual sense, that is, there exists a \( b \in \text{Hom}_{\mathcal{E}_n}(B_{t-1}(\mathcal{G}_n), \tilde{V}_n^r) \) such that
\[
I_1^r - I_2^r = \Pi_n^r \circ b \circ \partial_{t}.
\]
This defines an equivalence relation \( \equiv \) on twisted \( z^r \)-cycles. We denote the set formed by these equivalence classes by \( H^{1,z^r}(\mathcal{G}_n, V_n^r) \) and the equivalence class of \( I^r \) by \([I^r]\). Note that when \( z^r = 0 \), \( H^1(\mathcal{G}_n, V_n^r) := H^{1,z^r}(\mathcal{G}_n, V_n^r) \) is the classical cohomology group and for any \( z^r \), \( H^{1,z^r}(\mathcal{G}_n, V_n^r) \) is a \( H^1(\mathcal{G}_n, V_n^r) \)-torsor.

Since the data of \( z^r \) is contained in the data of a twisted \( z^r \)-cycle, the above definition is NOT independent of the cover. The nice lift construction that we describe in §3.2 depends on this fact.

In Definition 3.17, we describe periodic elements of \( \text{Hom}_{\mathcal{E}_n}(B_{t+1}(\mathcal{G}_n), \tilde{V}_n^r) \) where a period is a \( r \)-length sequence of nonnegative which keeps track of periodicity in each of the \( r \) component (recall \( \tilde{V}_n^r = \bigoplus_{i=1}^r M(m_i) \)). To be able to state the main theorem for \( \sharp \)-filtered \( \mathcal{F} \)-modules we need certain maps on \( d \)-length sequences which depend on the tuple \( \bar{m} = (m_1, m_2, \ldots, m_d) \) appearing in the cover \( V^d \) of \( V^d \). We first define the operator \( \Delta H \).

\[
\Delta H(b_1, b_2) := \begin{cases} v_p((b_1 - b_2)!) + 1, & \text{if } b_1 > b_2 \\ 0, & \text{otherwise.} \end{cases}
\]  

(3)

**Definition 1.20.** Suppose \( \Pi : \bar{V} := \bigoplus_{i=1}^d M(m_i) \to V \) be a \( \sharp \)-filtered \( \mathcal{F} \)-module. Recall that the \( d \)-tuple \( \bar{m} = (m_1, m_2, \ldots, m_d) \) is a part of the data of the cover \( \bar{V} \). Let \( (H^{i,d})_{1 \leq i \leq d} \in \mathbb{Z}_{\geq 0}^d \) be a sequence of nonnegative integers. We define integers \( H^{i,r} \) for \( i \in [r], \ r < d \) recursively by
\[
H^{i,r-1} := \begin{cases} \max(H^{i,r}, H^{i+1,r} + \Delta H(m_r, m_i)), & \text{if } m_r \geq m_i \\ H^{i,r}, & \text{otherwise} \end{cases}
\]  

(4)

This recursive definition clearly depends on \( \bar{m} \) but we have suppressed the dependence here for clarity. We define the operators \( \mathcal{D}_\Pi^r : \mathbb{Z}_{\geq 0}^d \to \mathbb{Z}_{\geq 0}^r, \mathcal{D}_\Pi^d : \mathbb{Z}_{\geq 0}^d \to \mathbb{Z}_{\geq 0}^d \) and \( \mathcal{J}_\Pi : \mathbb{Z}_{\geq 0}^d \to \mathbb{Z}_{\geq 0}^d \).
given by

\[
\mathcal{D}_n^r((H^{i,d})_{1 \leq i \leq d}) \triangleq (H^{i,r})_{1 \leq i \leq r}, \quad \text{(5)}
\]

\[
\mathcal{D}_n((H^{i,d})_{1 \leq i \leq d}) \triangleq (H^{i,i})_{1 \leq i \leq d}, \quad \text{and} \quad \mathcal{I}_n((H^{i,d})_{1 \leq i \leq d}) \triangleq \max_{1 \leq i \leq d} (H^{i,i} + \Delta H(m_i, 0)), \quad \text{(6)}
\]

We may replace the subscript $\Pi$ by $V$ when a $\ast$-filtered structure on $V$ is clear (or equivalently when $\bar{m}$ is clear from the context), or remove the subscript altogether when it is clear which $\ast$-filtered FI-module is under discussion.

\[\square\]

**Example 1.21.** Suppose $\Pi : \mathcal{M}(0) \oplus \mathcal{M}(m) \rightarrow V$ be a $\ast$-filtered FI-module of length $d = 2$ (see Example 3.35). Then $\mathcal{D}_V((0, 0)) = (0, 0), \mathcal{D}_V((0, 0)) = \Delta H(m, 0), \mathcal{D}_V((0, 0)) = (\Delta H(m, 0), 0)$ and $\mathcal{I}_V((0, 0)) = \Delta H(m, 0)$.

We also need the following map to state our theorem.

**Definition 1.22 (The map $R$).** Let $U$ be an FI $\ast$-module. By Lemma 2.2 in §2, $U$ admits a natural projection $\lambda_a : S_+ U \rightarrow U$ which induces a map

$$
\text{Hom}_{\mathcal{E}_n-a}(B_t(G_n-a), S_+ U_{n-a}) \rightarrow \text{Hom}_{\mathcal{E}_n-a}(B_t(G_n-a), U_{n-a}).
$$

Also we have the natural restriction map

$$
\text{Hom}_{\mathcal{E}_n}(B_t(G_n), U_n) \rightarrow \text{Hom}_{\mathcal{E}_n-a}(B_t(G_n-a), S_+ U_{n-a}).
$$

Let

$$
R_{t,U}^{n,a} : \text{Hom}_{\mathcal{E}_n}(B_t(G_n), U_n) \rightarrow \text{Hom}_{\mathcal{E}_n-a}(B_t(G_n-a), U_{n-a})
$$

be the composition of these two maps. We allow ourself to shed some of the subscripts and superscripts when there is no risk of confusion.

\[\square\]

**Remark 1.23.** For a general FI-module, there is no analog of the map $\lambda_a$ (as in Definition 1.22). In fact, [CEF, Theorem 4.1.5] implies that if there is a natural map $\lambda_a : S_+ V \rightarrow V$ for each $a$ then $V$ must admit a FI $\ast$-structure.

\[\square\]

**Remark 1.24.** Let $\Pi^1 : \bigoplus_{i=1}^{d_1} \mathcal{M}(m_i) \rightarrow V$ and $\Pi^2 : \bigoplus_{k=1}^{d_2} \mathcal{M}(n_k) \rightarrow W$ be $\ast$-filtered FI-modules. And let $\phi : V \rightarrow W$ be a sequential map (see Definition 1.11). Then $R_t$ commutes with the corresponding map of covers $\tilde{\phi}_n$, that is, if $L \in \text{Hom}_{\mathcal{E}_n}(B_t(G_n), \bigoplus_{i=1}^{d_1} \mathcal{M}(m_i)_n)$ then we have

$$
R_t(\tilde{\phi}_n \circ L) = \tilde{\phi}_{n-a} \circ R_t(L).
$$

With the notations of Definition 1.19, we show in Claim 3.25, that the map

$$
\mathfrak{H}_{t,V_n}^{n,a,z^d} : H^{t,z^d}(G_n, V_n^d) \rightarrow H^{t,R_{t+1}(z^d)}(G_{n-a}, V_{n-a}^d)
$$

\[\square\]
given by $[d] \mapsto [\prod_{n=0}^d \circ R_t([d])]$ (here $\bar{d}$ is any "nice lift" of $d$ as defined in §3.2) is well-defined if $\alpha$ is divisible by a sufficiently large power of $p$. We now state the main theorem for $\mathbb{F}$-filtered $\mathbb{F}$-modules.

**Theorem B** (The main theorem for $\mathbb{F}$-filtered $\mathbb{F}$-modules). Let $\tilde{V}^d := \bigoplus_{i=1}^d M(m_i) \to V^d$ be a $\mathbb{F}$-filtered $\mathbb{F}$-module of length $d$ as in Definition 1.19 and let $D = \max_{i \in [d]} m_i$. Let $\Sigma D$ be the sequence of length $d$ consisting of zeros. If $p^{\Sigma D} \circ D|_{\Sigma D} \mid a$ and $n - a \geq 2(t + d - 1) + D$, then

$$R_{t,\tilde{V}^d}^{n,a,0} : H^t(G_n, V^d_n) \to H^t(G_{n-a}, V^d_{n-a})$$

is an isomorphism.

We also extend Theorem B to $H^t(G_n, V^d_n)$-torsors.

**Theorem C** (Periodicity of torsors). Let $\Sigma D \in \mathbb{Z}_{\geq 0}$ and let $z^d$ be $\Sigma D$-periodic (periodicity is defined later in Definition 3.17). If $p^{\Sigma D} \circ D|_{\Sigma D} \mid a$ and $n - a \geq 2(t + d - 1) + D$, then

$$R_{t,\tilde{V}^d}^{n,a,z^d} : H^t,z^d(G_n, V^d_n) \to H^t,R_{t+1}(z^d)(G_{n-a}, V^d_{n-a})$$

is an isomorphism (as sets) provided $H^t,z^d(G_n, V^d_n)$ is nonempty.

In Lemma 3.33, we give bounds on the period depending only on the degree $D$ and the periodicity of $z^d$. In particular, such a bound on the period in Theorem B is $p^{2D}$. In example 3.35 we show that the smallest period for the cohomology groups of a $\mathbb{F}$-filtered $\mathbb{F}$-module of length 2 could be an arbitrarily large power of $p$.

### 1.4 Statements of the main theorem and its generalizations

We keep the assumption that $\mathbb{K}$ is a field of positive characteristic.

Let $V$ be a finitely generated $\mathbb{F}$-module over $\mathbb{K}$ generated in degree $\leq D$. By Theorem A, there exists a resolution

$$0 \to V \to J^0 \to J^1 \to \ldots \to J^N \to 0$$

of $V$ with $\mathbb{F}$-filtered $\mathbb{F}$-modules $J^i$, which is exact in high enough degree; say $n \geq C$. Let $\phi^i : J^i \to J^{i+1}$ and $t : V \to J^0$ be the maps given by the exact sequence above. Note that by Theorem A, the maps $\phi^i$ are sequential. For each $n \geq 0$, let $E^{*,*}(n)$ be a double complex spectral sequence supported in columns $0 \leq x \leq N$, with the following data on page 0:

$E^{x,y}(n) = \text{Hom}_{G_n}(B_y(G_n), J^x_n)$,  

$\partial_d^{x,y}(n) : E^{x,y}(n) \to E^{x+1,y}(n)$, induced by $\phi^x$ and,

$\partial_d^{x,y}(n) : E^{x,y}(n) \to E^{x,y+1}(n)$, induced by $\partial_{y+1}$.  

(E)
In §3.7, we analyze the spectral sequence (E) and define maps

\[ \mathcal{R}^{x,y}(n, a) : \uparrow E^{x,y}_\infty(n) \to \uparrow E^{x,y}_\infty(n - a) \]

where \( \uparrow E^{x,y}_\infty \) is the \( \mathbb{K} \)-vector space at the position \((x, y)\) of the page \( \infty \) of the vertically oriented spectral sequence (where we take the homology with respect to vertical maps to get the first page) as above. This leads us to our main theorem for finitely generated FI-modules.

**Theorem D (The main theorem for finitely generated FI-modules).** Let \( V \) be a finitely generated FI-module generated in degree \( \leq D \). Then for \( n \geq C \), \( H^t(\mathcal{E}_n, V_n) \) admits a filtration of length \( N + 1 \) with \( \uparrow E^{x,y}_\infty(n) \) as graded pieces (here \( N \leq D \) and \( C \) are constants as in Theorem A). And there are constants \( M^t_\infty \) and \( SD^t_\infty \) such that if \( p^{M^t_\infty} | a \) and \( n - a \geq \max\{SD^t_\infty, C\} \) then the map \( \mathcal{R}^{x,y}(n, a) : \uparrow E^{x,y}_\infty(n) \to \uparrow E^{x,y}_\infty(n - a) \) is an isomorphism. In particular, \( \dim H^t(\mathcal{E}_n, V_n) \) is eventually periodic in \( n \) with period \( p^{M^t_\infty} \).

We provide an algorithm to calculate the stable range \( SD^t_\infty \) and the period \( p^{M^t_\infty} \) (see Remark 3.36). Lemma 3.37 provides the following estimates:

\[ M^t_\infty \leq \min\{(t + 3)D, \max\{2D, D(D + 1)/2\}\}, \]

\[ SD^t_\infty \leq 2(t + \max_x d_x - 1) + D. \]

where \( d_x \) is the length of the \( ^t \)-filtered FI-module \( J^x \). By Remark 1.17, we can replace \( D \) in the bounds above by \( \chi(V) \) (recall that \( \chi(V) \leq D \)).

At the expense of increasing the period slightly, we construct isomorphism \( H^t(\mathcal{E}_n, V_n) \to H^t(\mathcal{E}_{n-a}, V_{n-a}) \) in Theorem 3.41 preserving the filtration as in the Theorem D.

In §3.8, we generalize our main theorem to a complex of finitely generated FI-module. Consider an arbitrary complex of finitely generated FI-modules

\[ 0 \to V^0 \to V^1 \to \ldots \to V^x \to \ldots \]

with differential \( \delta \). For each \( n \geq 0 \), define a double complex spectral sequences \( E^{\bullet, \bullet}(n) \) with the following data on page 0:

\[ E^{x,y}(n) = \text{Hom}_{\mathcal{E}_n}(\mathbb{B}_y(\mathcal{E}_n), V^x_n), \]

\[ \partial^{x,y}(n) : E^{x,y}(n) \to E^{x+1,y}(n), \quad \text{induced by } \delta^x \text{ and,} \]

\[ \partial^{x,y}(n) : E^{x,y}(n) \to E^{x,y+1}(n), \quad \text{induced by } \delta_{y+1}. \]

We deduce the generalization to the main theorem by analyzing the spectral sequence (\( \tilde{E} \)).

**Theorem E (Periodicity of the cohomology of the FI-complexes).** Let \( V^\bullet \) be a complex of finitely generated FI-modules and \( E^{\bullet, \bullet} \) be the corresponding spectral sequence as defined above. Let \( r \in \mathbb{N} \cup \{\infty\} \). Then, if \( p^{M^t_\infty} | a \) and \( n - a \geq \max\{SD^t_\infty, C^{x,y}\} \) then the map \( \mathcal{R}^{x,y}(n, a) : \uparrow E^{x,y}_r(n) \to \uparrow E^{x,y}_r(n - a) \) is an isomorphism.
Equations 28 and 29 (that are stated in §3.8) provide a recursive way to calculate the period $p^{\mathbf{M}}$ and the stable range $\max(\mathbf{Sd}^{x}_{r}, C^{x,y})$. Remark 3.44 gives an estimate on these quantities. The full strength of this theorem is used for the application to configuration spaces. Also, see some of the interesting consequences (Corollary 3.45 and Corollary 3.46) of Theorem E.

1.5 Statements of the results on unordered configuration spaces

Let $\mathcal{M}$ be a manifold. As noted in [CEF, §6] or [CEFN, §4], the configuration space of $\mathcal{M}$ is a co-$\text{FI}$-space, that is, a contravariant functor from $\text{FI}$ to topological spaces: For any finite set $S$, let $\text{Conf}_S(\mathcal{M})$ denote the space $\text{Inj}(S, \mathcal{M})$ of injections $S \hookrightarrow \mathcal{M}$. An inclusion $f: S \hookrightarrow T$ induces a restriction map $f^*: \text{Conf}_T(\mathcal{M}) \to \text{Conf}_S(\mathcal{M})$ giving $\text{Conf}(\mathcal{M})$ a co-$\text{FI}$-space structure.

When $S = [n]$, the space of injections $[n] \hookrightarrow \mathcal{M}$ can be identified with the classical configuration space $\text{Conf}_n(\mathcal{M})$ of ordered $n$-tuples of distinct points in $\mathcal{M}$:

$$\text{Conf}_n(\mathcal{M}) := \{(p_1, p_2, \ldots, p_n) \in \mathcal{M}^n \mid p_i \neq p_j\}$$

Since cohomology is contravariant, the functor taking $S$ to $H^m(\text{Conf}_S(\mathcal{M}), K)$ is an $\text{FI}$-module $H^m(\text{Conf}(\mathcal{M}), K)$ over $K$. Under certain mild conditions on $\mathcal{M}$, this $\text{FI}$-module is finitely generated.

**Theorem 1.25 ([CEFN, Theorem E]).** Let $K$ be a Noetherian ring, and let $\mathcal{M}$ be a connected orientable manifold of dimension $\geq 2$ with the homotopy type of a finite CW complex (e.g. $\mathcal{M}$ compact). Then, for any $m \geq 0$, the $\text{FI}$-module $H^m(\text{Conf}(\mathcal{M}), K)$ is finitely generated.

The classical configuration space of unordered $n$-tuples of distinct points in $\mathcal{M}$ is defined as:

$$\text{conf}_n(\mathcal{M}) := \{(p_1, p_2, \ldots, p_n) \in \mathcal{M}^n \mid p_i \neq p_j\}/\Sigma_n.$$
but we have to deal with nonexactness of the functor $H^0(G_{n⁺})$ and that forces us to make use of the full strength of Theorem E. Now we state our result.

**Theorem F (Periodicity of cohomology of unordered configuration spaces).** Let $\mathbb{K}$ be a field of characteristic $p > 0$ and let $\mathcal{M}$ satisfies the hypothesis of Theorem 1.25. There exist constants $\tilde{M}_\infty$, $SD^t$ and $C^t$ such that

$$\dim_{\mathbb{K}} H^t(\text{conf}_n(\mathcal{M}), \mathbb{K}) = \dim_{\mathbb{K}} H^t(\text{conf}_{n-a}(\mathcal{M}), \mathbb{K})$$

whenever $p^{\tilde{M}_\infty} | a$ and $n - a \geq \max(\text{SD}^t, C^t)$. (See (30), (31) and (32) for the definitions of the constants $\tilde{M}_\infty$, $SD^t$ and $C^t$.)

Remark 4.1 in §4 implies that $\tilde{M}_\infty$ above can be taken to be $t + 3(2t + 1)$.

**Remark 1.26.** Recent work of Cantero and Palmer ([CaPa, Corollary E]) implies that if $p$ is an odd prime and the Euler characteristic $\chi(\mathcal{M})$ of $\mathcal{M}$ is nonzero then, $H^t(\text{conf}_n(\mathcal{M}), \mathbb{K})$ is eventually periodic with period $p^{\nu_p(\chi(\mathcal{M}))+1}$ where $\nu_p(-)$ is the $p$-adic valuation. Note that our results give bounds that are independent of $\chi(\mathcal{M})$ but depend only on $t$.  

**Remark 1.27.** The easiest example where period is not 1 is the 2-sphere, where we have [Bi, Theorem 1.11]:

$$H_1(\text{conf}_n(S^2), \mathbb{Z}) = \mathbb{Z}/(2n - 2)\mathbb{Z}$$

and by the universal coefficient theorem

$$H^1(\text{conf}_n(S^2), \mathbb{Z}/p\mathbb{Z}) = \begin{cases} \mathbb{Z}/p\mathbb{Z}, & \text{if } p \mid 2n - 2 \\ 0, & \text{otherwise} \end{cases}$$

Thus when $p \neq 2$, the smallest period is $p$.

## 2 Theory of $\#$-filtered Fl-modules over Noetherian rings

The aim of this section is to prove Theorem A and see some of its immediate consequences. Except in Lemma 2.2, which holds over a general commutative ring, $\mathbb{K}$ is assumed to be a Noetherian ring throughout §2.

**Definition 2.1 (The set $D_{m,n}$ and the coset representatives $\gamma_f$).** For $m \leq n$, let $D_{m,n}$ be the set of subsets of $[n]$ of size $m$. $G_n$ acts naturally on $D_{m,n}$. For each $f \in D_{m,n}$, we have a unique element $\gamma_f \in G_n$ such that $\gamma_f|_{[m]}$, $\gamma_f|_{[n]\setminus[m]}$ are order preserving and $\gamma_f([m]) = f$. Then $\mathbb{K}[G_n] \cong \bigoplus_{f \in D_{m,n}} \mathbb{K}[G_m \times G_{n-m}][\gamma_f^{-1}]$ as a $\mathbb{K}[G_m \times G_{n-m}]$-module.

We do not distinguish $D_{m,n}$ from the set of order preserving injections $f : [m] \hookrightarrow [n]$. We adopt the conventions $f(0) := 0$ and $f(m + 1) := n + 1$.

The definition above is used extensively only in section §3 but we give it here because of its use in the following lemma.
Lemma 2.2. Let $m \geq 0$ and $W$ be a $\mathbb{K}[S_m]$-module over a commutative ring $\mathbb{K}$. Then the following hold:

1. Let
   \[ 0 \to U^1 \to M(W) \to U^2 \to 0 \]
   be an exact sequence of $\text{FI}$-modules with $U^1$ generated in degree $m$. Then $U^1$ and $U^2$ are $\text{FI}^\#$-modules. More precisely,
   \[ U^i = M(U^i_m), \quad \text{for } i \in \{1, 2\}. \]

2. \[ S_{+1} M(W) = M(W) \oplus M(\text{Res}_{S_{m-1}}^S W). \]

3. If $W$ is finitely generated as a $\mathbb{K}[S_m]$-module, then for any $a$, $S_{+a} M(W)$ is $\#$-filtered with $M(W)$ as a direct summand.

Proof. 1. Proof follows from the exactness of $\text{Ind}^G_H$.

2. It is enough to show that
   \[ \text{Res}_{S_n} \text{Ind}_{S_m \times S_{n+1-m}}^S W \times \mathbb{K} = (\text{Ind}_{S_m \times S_{n-m}}^S W \times \mathbb{K}) \oplus (\text{Ind}_{S_{m-1} \times S_{n-m-1}}^S (\text{Res}_{S_{m-1}}^S W) \times \mathbb{K}). \]
   Any element of the module on left may be written uniquely as
   \[ \sum_{f \in D_{m,n+1}} \gamma_f \otimes a_f, \quad a_f \in W \text{ for each } f \in D_{m,n+1}. \]
   Note that $D_{m,n+1} = D_{m,n} \cup (D_{m,n+1} \setminus D_{m,n})$ and $D_{m,n+1} \setminus D_{m,n}$ is naturally isomorphic to $D_{m-1,n}$. This induces the decomposition
   \[ \sum_{f \in D_{m,n+1}} \gamma_f \otimes a_f = \sum_{f \in D_{m,n}} \gamma_f \otimes a_f + \sum_{f \in D_{m-1,n}} \gamma_f \otimes a_f \]
   finishing the proof.

3. By the exactness of the shift functor and the natural isomorphism $S_{+(a+b)} V = S_{+a} S_{+b} V$, it is enough to show part 3 for the case $a = 1$. By part 2, it is enough to show that $M(W)$ is filtered. Now by exactness of $\text{Ind}^G_H$ we are reduced to showing that $W$ admits a filtration with graded pieces which are singly generated $\mathbb{K}[S_m]$-modules; which follows because $W$ is finitely generated. \qed

Remark 2.3. The above lemma implies that the shift functor $S_+$ preserves sequentialness (see Definition 1.11): if $\delta : V \to W$ is sequential and $a \geq 0$, then $S_{+a} \delta$ is sequential. \(\diamond\)
Proof of Theorem A. We first show that $S_{+a}V$ is $\sharp$-filtered when $a$ is large enough. Our proof is by induction on $\max_i m_i$ and the number of times $\max_i m_i$ appears in the tuple $(m_1, \ldots, m_d)$. We will refer to this tuple as the degree structure of $\Pi$ (see Definition 1.4).

The base case is trivial because if $\max_i m_i = 0$ and 0 appears only once in the degree structure of $\Pi$, then for large enough $a$, $S_{+a}V$ is a torsion free FI-module singly generated in degree 0; and such an FI-module must be either 0 or $M(0)$.

By Lemma 1.8, $S_{+a}V = \bigoplus_{i=1}^d (M(m_i) \oplus Q_{i,a})$ where $Q_{i,a} = \bigoplus_{j=1}^{d_i} M(m_{i,j})$ and $m_{i,j} < m_i$ for each $j$. We pick an $i$ so that $m_i$ is maximum. The natural projection $S_{+a}V \rightarrow M(m_i)$ induces the following natural commutative diagram (Figure 2) with exact rows and columns. Here $\Pi^a$ is the restriction of $S_{+a}\Pi$ to $U^a$. The $K$-modules $(\ker \varphi_a)_{m_i} \subset K[S_{m_i}]$

![Figure 2](image)

are increasing in $a$ and hence must stabilizes for $a$ large enough (see Proof of Theorem A in [CEFN] for a proof that these modules are increasing). Fixing such an $a$, $\ker \varphi_a$ is generated in degree $m_i$ and hence by part 1 of Lemma 2.2, $A^a$ is of the form $M(W)$ for some quotient $W$ of $K[S_{m_i}]$. So we have an exact sequence:

$$0 \rightarrow U^a \rightarrow S_{+a}V \rightarrow M(W) \rightarrow 0$$

with the cardinality of $m_i$ in the degree structure of $\Pi^a$ one less than the cardinality of $m_i$ in the degree structure of $\Pi$ (or $S_{+a}\Pi$). Hence by induction, $S_{+b}U^a$ is $\sharp$-filtered for large enough $b$. Shifting the exact sequence above by $b$ yields:

$$0 \rightarrow S_{+b}U^a \rightarrow S_{+(a+b)}V \rightarrow S_{+b}M(W) \rightarrow 0.$$ 

By part 3 of Lemma 2.2, $S_{+b}M(W)$ is $\sharp$-filtered and hence $S_{+a}V$ is $\sharp$-filtered for $a$ large, completing the first part of the proof. For the second part we fix such an $a$ and proceed as follows.

Let $Q$ be the cokernel of the map $\iota := \chi_{a}(V)$ (Definition 1.7). Then we have a commutative diagram (Figure 3) with exact columns, exact first row and the second row exact in large enough degree; say $C_1$. Recall, from Definition 1.7, that the failure of exactness in
certain finitely many degrees is coming from the torsion submodule of $V$ (which vanishes in high enough degree). It follows from Lemma 1.8 that $\tilde{Q}$ is generated in degree $< D$. By induction on degree, the theorem is true for $\Xi$: $\tilde{Q} \to Q$, that is, we have a commutative diagram as in Figure 4 which satisfies the assertions of theorem.

The theorem for $\Pi: \tilde{V} \to V$ then follows by concatenating the two diagrams (Figure 3 and 4), setting $J^0 := S_+ aV$, $J^i := K^{i-1}$, $\phi^i := \psi^{i-1}$ for $i > 0$ and noting that $\phi^0 := t' \circ \phi'$ is sequential.

Remark 2.4. The proof of Theorem A shows that a resolution with $#\xi$-filtered FI-modules can be constructed for complexes of FI-modules (in §3.8, we will need a version of Theorem A for complexes of finitely generated FI-modules). Consider an arbitrary complex

$$0 \to V^0 \to V^1 \to \ldots \to V^x \to \ldots$$

of finitely generated FI-modules with differential $\delta$ and assume that $V^x = 0$ for $x > N$.

Note that we may construct free finitely generated FI-modules $\tilde{V}^x$ and surjections $\Pi^x: \tilde{V}^x \to V^x$ such that the diagram in Figure 5 commutes. Moreover, the maps $\tilde{\delta}^x$ may be assumed to be sequential: by induction on $x$ pick finite generating set $G^x$ of $V^x$ containing the image $\delta^{x-1}(G^{x-1})$. These $G^x$ define $\tilde{V}^x$ and make $\tilde{\delta}^x$ sequential. Let $\tilde{V}^x$ be generated
in degree $D_x$. Unlike Theorem A, we may not assume that $D_x$ is the smallest so that $V^x$ is generated in degree $\leq D_x$. But, if $D$ is large enough so that each $V^x$ is generated in degree $\leq D$ then we may assume that $D_x \leq D$ for each $0 \leq x \leq N$.

The shift functor $S_+$ preserves the sequentialness. Hence by applying the construction in Theorem A simultaneously for each $x$ (that is, choosing $a$ large enough so that for each $x$, $S_+ V^x$ is filtered and repeating the process with $Q^x := S_+ a V^x$), we obtain resolutions

$$0 \to V^x \to J^{0,x} \to J^{1,x} \to \ldots \to J^{N,x} \to 0$$

exact in high enough degree (say $n \geq C_x$) making the diagram in Figure 6 commutes and such that the maps $\delta^{y,x}, 0 \leq y \leq N_x, 0 \leq x \leq N$ are sequential.

As in Theorem A, the maps $\phi^x : J^{y,x} \to J^{y+1,x}, 0 \leq y \leq N_x - 1 0 \leq x \leq N$ given by the diagram above are sequential, $N_x \leq D_x$ and $J^{y,x}$ is generated in degree $\leq D_x - y$. We
also have the corresponding diagram (Figure 7) on covers with exact columns and sequential rows.

![Diagram](image)

**Figure 7**

**Proposition 2.5.** Assume that $\mathbb{K}$ is a field with positive characteristic and $V$ be a finitely generated FI-module. Then,

\[
\limsup_{n \to \infty} \dim H^t(\mathcal{S}_n, V_n) < \infty.
\]

**Proof.** As in the proof of Theorem A the sequence,

\[
0 \to V \to S_{+a} \to Q \to 0
\]

is exact in high enough degree, $S_{+a} V$ is $\sharp$-filtered and $Q$ is generated in lower degree. Hence by induction on the degree, it is enough to show the result for $\sharp$-filtered FI-modules. By induction on the length of the $\sharp$-filtration, it is enough to show the result for $V = M(W)$, where $W$ is a finitely generated $K[\mathcal{S}_m]$-module. By the Shapiro’s lemma and the Künneth formula we have,

\[
H^t(\mathcal{S}_n, M(W)_n) = H^t(\mathcal{S}_m \times \mathcal{S}_{n-m}, W \boxtimes K) = \bigoplus_{a+b=t} H^a(\mathcal{S}_m, W) \otimes H^b(\mathcal{S}_{n-m}, K).
\]

Now it is proved in [Nak] that $H^b(\mathcal{S}_n, K) \cong H^b(\mathcal{S}_{n-1}, K)$ if $n > 2b$. Hence $\dim H^b(\mathcal{S}_{n-m}, K)$ is bounded in $n$, completing the proof. \qed
3 Periodicity of invariants

In this section we prove our main results on the periodicity of the cohomology groups $H^1(\mathcal{G}_n, V_n)$ for a finitely generated FI-module $V$. By Theorem A, $V$ admits a resolution with $\pi$-filtered FI-module. So we can expect that a spectral sequence argument should reduce the problem to showing the periodicity when $V$ is a $\pi$-filtered FI-module. This is discussed in detail in §1.4. With the notations of the aforementioned section, let $I \in \text{Hom}_{\mathbb{K}[\mathcal{G}_n]}(B_t(\mathcal{G}_n), V_n^d)$ be a zero cycle (a classical cocycle) then it admits "a nice lift" $\tilde{I} \in \text{Hom}_{\mathbb{K}[\mathcal{G}_n]}(B_t(\mathcal{G}_n), V_n^d)$ that is "periodic". §3.2 provides the nice lift construction, §3.3 defines "periodic" and §3.4 proves that "a nice lift" is "periodic".

Our main technical result is the following: if $\tilde{I} \in \text{Hom}_{\mathbb{K}[\mathcal{G}_n]}(B_t(\mathcal{G}_n), \tilde{V}_n^d)$ is "periodic" and $\Pi_n^d \circ \tilde{I} = 0$ then $\Pi_{n-\alpha}^d \circ R_t^{\alpha}(\tilde{I}) = 0$ (see Definition 1.22) as long as $\alpha$ is divisible by a high enough power of $p$. This is proved in Claim 3.23 of §3.4.

§3.5 and 3.6 use the technical result above to show periodicity of the cohomology groups $H^1(\mathcal{G}_n, V_n^d)$ for a $\pi$-filtered FI-module $V^d$. §3.7 contains a spectral sequence argument that proves our main theorem for finitely generated FI-modules and §3.8 contains its generalization to complex of finitely generated FI-modules.

Throughout $\mathbb{K}$ is assumed to be a field of characteristic $p$. We start with some preliminary definitions and notations.

3.1 Preliminaries

Let $B(\mathcal{G}_n)_* \to \mathbb{Z} \to 0$ be the bar resolution of $\mathcal{G}_n$ over $\mathbb{K}$ and for $m \leq n$, $D_{m,n}$ and $\gamma_f$ be as in Definition 2.1.

Definition 3.1 (The trace maps $\text{tr}$ and $\text{Tr}$). We have a $\mathbb{K}[\mathcal{G}_m \times \mathcal{G}_{n-m}]$-module isomorphism $\mathbb{K}[\mathcal{G}_n] \cong \bigoplus_{f \in D_{m,n}} \mathbb{K}[\mathcal{G}_m \times \mathcal{G}_{n-m}]^\gamma_f^{-1}$. The map $\text{tr}_m^f : \mathbb{K}[\mathcal{G}_n] \to \mathbb{K}[\mathcal{G}_m \times \mathcal{G}_{n-m}]$ is the $\mathbb{K}[\mathcal{G}_m \times \mathcal{G}_{n-m}]$-module homomorphism defined by $\gamma_f^{-1} \mapsto 1$, $f \in D_{m,n}$. It induces the natural $\mathbb{K}[\mathcal{G}_m \times \mathcal{G}_{n-m}]$-module homomorphism $\text{Tr}_m^f : B_t(\mathcal{G}_n) \to B_t(\mathcal{G}_m \times \mathcal{G}_{n-m})$ defined by $(\sigma_0, \sigma_1, \ldots, \sigma_t) \mapsto (\text{tr}_m^f(\sigma_0), \text{tr}_m^f(\sigma_1), \ldots, \text{tr}_m^f(\sigma_t))$. □

We denote the natural inclusion $B_t(\mathcal{G}_m \times \mathcal{G}_{n-m}) \to B_t(\mathcal{G}_n)$ by $t_m^m$. Now note that we have a commutative ladder as in Figure 8 that extends the identity map $\text{id} : \mathbb{Z} \to \mathbb{Z}$. This implies that there is a commutative ladder with $\text{id}_t^m - t_m^m \circ \text{Tr}_t^m$ as vertical maps, that extend the zero map $0 : \mathbb{Z} \to \mathbb{Z}$. Thus there exist $\mathcal{G}_m \times \mathcal{G}_{n-m}$-equivariant homotopy maps $h_m^t : B_t(\mathcal{G}_n) \to B_{t+1}(\mathcal{G}_n)$, $t \geq -1$ satisfying $\text{id}_t^m - t_m^m \circ \text{Tr}_t^m = h_{t-1}^m \circ \partial_t + \partial_{t+1} \circ h_t^m$. 22
... \rightarrow \mathcal{B}_1(\mathcal{G}_n) \rightarrow \mathcal{B}_0(\mathcal{G}_n) \rightarrow Z \rightarrow 0
\downarrow \iota^m \circ \text{Tr}_1^m \downarrow \iota^m \circ \text{Tr}_0^m \downarrow \text{id}
... \rightarrow \mathcal{B}_1(\mathcal{G}_n) \rightarrow \mathcal{B}_0(\mathcal{G}_n) \rightarrow Z \rightarrow 0

Figure 8

Given \( \omega : \{0, 1, \ldots, t + 1\} \rightarrow \{0, 1, \ldots, t\} \) and \( \varepsilon : \{0, 1, \ldots, t + 1\} \rightarrow \{0, 1\} \), we define an \( \mathcal{G}_m \times \mathcal{G}_{n-m} \)-equivariant map \( h_{t, \omega, \varepsilon} : \mathcal{B}_t(\mathcal{G}_n) \rightarrow \mathcal{B}_{t+1}(\mathcal{G}_n) \) by

\[
(\sigma_0, \sigma_1, \ldots, \sigma_t) \mapsto ((\text{tr}^m)^0(\sigma_{\omega(0)}), (\text{tr}^m)^\varepsilon(\sigma_{\omega(1)}), \ldots, (\text{tr}^m)^{(t+1)}(\sigma_{\omega(t+1)}))
\]

where \((\text{tr}^m)^0\) is the identity map. The proof of the following lemma is classical and pointed out to us by Thomas Church. The homotopy map constructed in the proof is quite explicit but we still emphasize the description in terms of \( h_{t, \omega, \varepsilon} \) because it is useful in understanding the proof of Claim 3.19 later.

**Lemma 3.2.** There are \( \omega, \varepsilon \) and \( a_i \in K, 0 \leq i \leq t \) (all the quantities here are independent of \( n \)) such that \( h_t = \sum_{i=0}^{t} a_i h_{t, \omega_i, \varepsilon_i} \).

**Proof.** One may check that

\[
h_t(\sigma_0, \sigma_1, \ldots, \sigma_t) = \sum_{i=0}^{t} (-1)^i (\text{tr} \sigma_0, \text{tr} \sigma_1, \ldots, \text{tr} \sigma_i, \sigma_0, \sigma_1, \ldots, \sigma_t)
\]

is an explicit description of the homotopy map.

**Remark 3.3.** When we need to be more precise we add a subscript and write \( \text{tr}_n^m, \text{Tr}^m_{t,n}, h^m_{t,n} \) and \( \iota^m_{t,n} \). These maps satisfy the following compatibility conditions:

\[
\begin{align*}
\text{tr}^m_{n-a} &= \text{tr}^m_n \mid_{K[\mathcal{G}_{n-a}]} \\
\text{Tr}^m_{t,n-a} &= \text{Tr}^m_{t,n} \mid_{\mathcal{B}_t(\mathcal{G}_{n-a})} \\
h^m_{t,n-a} &= h^m_{t,n} \mid_{\mathcal{B}_t(\mathcal{G}_{n-a})} \\
\iota^m_{t,n-a} &= \iota^m_{t,n} \mid_{\mathcal{B}_t(\mathcal{G}_{n-a})}
\end{align*}
\]

The following maps are essential to describe the nice lift construction.

**Definition 3.4 (The maps \( \downarrow \) and \( \uparrow \)).** For any \( K[\mathcal{G}_m] \)-module \( W \) and \( K[\mathcal{G}_n] \)-module \( P \), we denote the natural restriction isomorphism \( \text{Hom}_{\mathcal{G}}(P, M(W)_n) \cong \text{Hom}_{\mathcal{G}_m \times \mathcal{G}_{n-m}}(P, W \boxtimes K) \) with \( \downarrow_m \) and its inverse (the adjunction) with \( \uparrow_m \). A concrete description of these maps is as follows: Recall that \( M(W)_n = \text{Ind}_{\mathcal{G}_m \times \mathcal{G}_{n-m}} \text{Ind}_{\mathcal{G}_m} W \boxtimes K \). Thus any element \( x \in M(W)_n \) may be written uniquely as \( \sum_{f \in D_{m,n}} \gamma_f \otimes a_f, a_f \in W \) (here we identify \( W \boxtimes K \) with \( W \) for
convenience). This implies that any $F \in \text{Hom}_{\mathfrak{S}_n}(P, M(W)_n)$ has a unique description of the form $F = \sum_{f \in D_{m,n}} \gamma_f \otimes F_f$ for some maps $F_f : P \to W$. We define the map $\downarrow_m$ by

$$F \downarrow_m := F_{[m]}, \quad \text{for any } F \in \text{Hom}_{\mathfrak{S}_n}(P, M(W)_n).$$

We also have a relation $F_f(p) = F_{[m]}(\gamma_f^{-1}p)$ for each $f \in D_{m,n}$ that let us recover $F$ from $F \downarrow_m$. The map $\uparrow_m$ is therefore given by

$$(H \uparrow_m)(p) = \sum_{f \in D_{m,n}} \gamma_f \otimes H(\gamma_f^{-1}p), \quad \text{for any } H \in \text{Hom}_{\mathfrak{S}_m \times \mathfrak{S}_{n-m}}(P, W).$$

When we need to be more precise we add superscripts and write $\downarrow^n_m$ and $\uparrow^n_m$.  

**Definition 3.5 (The transfer map $T$).** Let $V$ be an FI-module and $m \leq n$. We define the natural $\mathfrak{S}_n$-equivariant map

$$T_n^{V,m} : M(V_m)_n \to V_n$$

by

$$\sum_{f \in D_{m,n}} \gamma_f \otimes \alpha_f \mapsto \sum_{f \in D_{m,n}} f_*(\alpha_f).$$

This is the degree $n$ piece of the natural map $T^{V,m} : M(V_m) \to V_n$ of FI-modules. In particular when $0 \leq m_i \leq m_r \leq n$ the map

$$T_n^{M(m_i),m_r} : M(M(m_i)_{m_r})_n \to M(m_i)_n$$

is given by

$$\sum_{f \in D_{m_r,n}} \gamma_f \otimes \sum_{g \in D_{m_i,m_r}} \gamma_g \otimes \alpha_{f,g} \mapsto \sum_{f \in D_{m_r,n}} \sum_{g \in D_{m_i,m_r}} \gamma_{f\alpha} \otimes \alpha_{f,g}.$$  

### 3.2 The nice lift construction

As in §1.3, consider a $\sharp$-filtered FI-module $\Pi : V := \bigoplus_{i=1}^d M(m_i) \to V$ over $\mathbb{K}$ of length $d$. Let

$$0 = V^0 \subset V^1 \subset \ldots \subset V^d = V$$

be the $\sharp$-filtration induced by $\Pi$. For each $1 \leq r \leq d$, the map $\Pi^r : V^r := \bigoplus_{i=1}^r M(m_i) \to V^r$ obtained by restricting $\Pi$ to $\bigoplus_{i=1}^r M(m_i)$ is a cover of $V^r$ and gives $V^r$ a $\sharp$-filtered FI-module structure. Assume that $\frac{V^r}{V^{r-1}} \cong M(W_r)$ for some singly generated $\mathbb{K}[\mathfrak{S}_{m_r}]$-module $W_r$. We have natural projection maps $\psi^r : V^r \to M(W_r)$, $pr^r : \bigoplus_{i=1}^d M(m_i) \to M(m_r)$, $pr^r_\leq : \bigoplus_{i=1}^d M(m_i) \to \bigoplus_{i=1}^r M(m_i)$ and $\pi^r : M(m_r) \to M(W_r)$. Henceforth $T^{n,r}_n$ stands for the transfer map $T_n^{M(m_i),m_r}$ (see Definition 3.5). We have the following definition.
**Definition 3.6.** Fix an \(\mathbf{n} \geq 0\). Let \(z^d \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_{t+1}(\mathcal{G}_n), \bigoplus_{i=1}^d M(m_i)\mathbf{n})\) and \(t^d \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_t(\mathcal{G}_n), \mathcal{V}_n^d)\) be a twisted \(z^d\)-cycle (see Definition 1.19). A **nice lift** of a twisted \(z^d\)-cycle \(t^d\) is the data of an element

\[
\tilde{t}^d \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_t(\mathcal{G}_n), \tilde{\mathcal{V}}_n^d)
\]

satisfying \(\Pi^d_n \circ \tilde{t}^d \equiv t^d\) (the two elements are equal up to a coboundary) together with the data of the following quantities (see Figure 13) and compatibility conditions:

1. twists \(z^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_{t+1}(\mathcal{G}_n), \bigoplus_{i=1}^d M(m_i)\mathbf{n})\) for each \(r \in [d-1]\);
2. twisted \(z^r\)-cycles \(\tilde{t}^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_t(\mathcal{G}_n), \mathcal{V}_n^r)\) for each \(r \in [d-1]\);
3. elements \(a^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_{m_r} \times \mathcal{G}_{n-m_r}, \mathcal{B}_t(\mathcal{G}_{m_r} \times \mathcal{G}_{n-m_r}), \mathbb{K}[\mathcal{G}_{m_r}])\) for each \(r \in [d]\) such that

\[
pr_{m_r} \circ \tilde{t}^r := (a^r \circ Tr_{m_r}^r + (pr_{m_r} \circ \partial z^r)) \downarrow_{m_r} \uparrow_{m_r}
\]

(9)

where \(\tilde{t}^r := pr_{m_r} \circ \tilde{t}^d\) (in the special case \(t = -1\), \(\tilde{t}^d = 0\));
4. elements \(x^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_{m_r} \times \mathcal{G}_{n-m_r}, \mathcal{B}_{t+1}(\mathcal{G}_n), \ker \Pi^r_{m_r})\) for each \(r \in [d]\) such that

\[
pr_{m_r} \circ x^r = w^r
\]

(see Figure 11) where \(w^r := (pr_{m_r} \circ \tilde{t}^r \circ \partial_{t+1} - pr_{m_r} \circ \partial z^r) \downarrow_{m_r}\). We require \(x^r\) to satisfy the following compatibility condition: if \(e_j := (\sigma_{0,j}, \sigma_{1,j}, \sigma_{2,j}, \ldots, \sigma_{t+1,j})\in \mathcal{B}_{t+1}(\mathcal{G}_n), j \in \{1, 2\}\) then

\[
x^r(e_1) = x^r(e_2)
\]

(10)

whenever \(w^r(e_1) = w^r(e_2)\) and \(tr_{m_r}(\sigma_{0,1}) = tr_{m_r}(\sigma_{0,2})\);
5. elements \(y^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_{t+1}(\mathcal{G}_n), \tilde{\mathcal{V}}_n^r)\) for each \(r \in [d]\) obtained by composing \(x^r \uparrow_{m_r}\) with \(T_n^r \circ m_r = (T_n^r)^{1 \leq i \leq r}\). This implies \(\Pi^r_n \circ y^r = 0\) (see Step 3 in §3.2.1 and Figure 12). Since \(T_n^r\) is the identity map we also have

\[
pr_{m_r} \circ y^r = w^r \uparrow_{m_r} = pr_{m_r} \circ \tilde{t}^r \circ \partial_{t+1} - pr_{m_r} \circ \partial z^r;
\]

(11)

6. elements \(c^r \in \text{Hom}_{\mathbf{n}}(\mathcal{B}_t(\mathcal{G}_n), \bigoplus_{i=1}^{r-1} M(m_i)\mathbf{n})\) for each \(r \in [d]\) such that

\[
(c^r \circ \partial_{t+1}(e), pr_{m_r} \circ \tilde{t}^r \circ \partial_{t+1}(e)) = z^r(e) = 0 \mod \ker \Pi^r_n
\]

(12)

for any \(e \in \mathcal{B}_{t+1}(\mathcal{G}_n)\) (in the special case \(t = -1\), \(c^r = 0\));
7. \(\Pi^{r-1} = \Pi^{r-1}_n \circ c^r\);
8. \(z^{r-1} = 'c^r + ''c^r\) where \('c^r := pr_{m_r}^{(r-1)} \circ y^r\) and \(''c^r := pr_{m_r}^{(r-1)} \circ z^r\). 

\[\Box\]
Every twisted cycle admits a nice lift. Before proving the existence of a nice lift, we record a relation between the parameters $x^r$ and $y^r$ in Definition 3.6 which will be used to prove the "periodicity" of the nice lift construction in §3.4.

**Lemma 3.7.** Let $e \in \mathcal{B}_{t+1}(\mathcal{G}_n)$ and $i \leq r$. We have,

$$(\text{pr}_n^i \circ y^r \downarrow m_i)(e) = \sum_{g \in \mathcal{D}_{mr,n}} (\text{pr}_m^i \circ x^r \downarrow m_i)^{y^r_g - 1}(e)$$

In particular, both the expressions vanish if $m_i > m_r$.

**Proof.** By definition of the map $\uparrow$ we have,

$$(\text{pr}_m^i \circ x^r \uparrow m_i)(e) = \sum_{g \in \mathcal{D}_{mr,n}} \gamma_g \otimes (\text{pr}_m^i \circ x^r(\gamma_g^{-1}e))$$

and hence by applying the transfer map we obtain,

$$(\text{pr}_n^i \circ y^r)(e) = (T_n^r \circ (\text{pr}_m^i \circ x^r \uparrow m_i))(e) = \sum_{g \in \mathcal{D}_{mr,n}} \sum_{f \in \mathcal{D}_{mi,mr}} \gamma_{gof} \otimes (\text{pr}_m^i \circ x^r \downarrow m_i)^{y^r_f - 1}(\gamma_f^{-1}y^r_g^{-1}e)$$

The proof now follows by noting that the order preserving maps $g$ and $f$ satisfy $g \circ f = [m_i]$ if and only if $f = [m_i]$ and $[m_i] \subseteq g$. \hfill \square

Next we describe how to construct a nice lift. This construction can be read after the proof of the main theorem in §3.7

### 3.2.1 Construction of a nice lift of a twisted cycle

We keep the notations of Definition 3.6.

The construction is by downward induction on $r$. Assume that we have constructed a twist $z^r \in \text{Hom}_{\mathcal{G}_n}(\mathcal{B}_{t+1}(\mathcal{G}_n), \bigoplus_{i=1}^r \mathcal{M}(m_i)_n)$ and a $z^r$-cycle $l^r \in \text{Hom}_{\mathcal{G}_n}(\mathcal{B}_t(\mathcal{G}_n), V^r_n)$. The following steps (Step 1–Step 4) construct the corresponding quantities for $r - 1$. The commutative diagram in Figure 9 summarizes the situation.

**Step 1.** The first step of the construction is to analyze the projection $\psi^r_n \circ l^r$ of $l^r$. We start by post-composing the relation

$$id_t^m - t^m_r \circ Tr_t^m = h_t^m \circ \partial_t + \partial_{t+1} \circ h_t^m$$

26
with \((\psi^r_n \circ l^r) \downarrow m_r\), to obtain:

\[(\psi^r_n \circ l^r) \downarrow m_r = (\psi^r_n \circ l^r) \downarrow m_r \circ t^{mr} \circ Tr^{mr} + (\psi^r_n \circ l^r) \downarrow m_r \circ h^{m_{t-1}} \circ \partial_t + (\psi^r_n \circ l^r) \downarrow m_r \circ \partial_{t+1} \circ h^{m_r}.
\]

This breaks \((\psi^r_n \circ l^r) \downarrow m_r\) into three parts; the first factors through the trace map hence is "nice", the second is a boundary that we can get rid of while staying within the equivalence class and the third has a description in terms of \(Z^r\) because \(\downarrow m_r\) commutes with taking \(\partial_t\). By projectivity of \(B_{t-1}(G_n)\), \(((\psi^r_n \circ l^r) \downarrow m_r \circ h^{m_{t-1}} \circ \partial_t) \uparrow m_r\) can be lifted to a boundary \(b^r \circ \partial_t \in Hom_{G_n}(B_t(G_n), V^r_n)\) (see Figure 10).

Let \('l^r = l^r - b^r \circ \partial_t\). Clearly \('l^r \equiv l^r\) and we have

\[(\psi^r_n \circ ('l^r)) \downarrow m_r = (\psi^r_n \circ l^r) \downarrow m_r \circ t^{mr} \circ Tr^{mr} + (\psi^r_n \circ l^r) \downarrow m_r \circ \partial_{t+1} \circ h^{m_r}.
\]
Let \( \alpha^r \in \text{Hom}_{\mathbb{E}_{m_r} \times \mathbb{E}_{n-m_r}}(B_t(\mathbb{G}_{m_r} \times \mathbb{G}_{n-m_r}), \mathbb{K}[\mathbb{G}_{m_r}]) \) be a lift of \( (\psi^r \circ \iota^r) \downarrow_{m_r} \circ \iota^m_{m_r} \). Then we have \( (\psi^r \circ (\iota^r)) \downarrow_{m_r} = \pi^m_{m_r} \circ \alpha^r \circ \text{Tr}^{m_r}_t + (\pi^r_n \circ \text{pr}^r_n \circ \text{oz}^r) \downarrow_{m_r} \circ \text{h}^{m_r}_t \). We now define
\[
\text{pr}^r_n \circ \iota^r := (\alpha^r \circ \text{Tr}^{m_r}_t + (\text{pr}^r_n \circ \text{oz}^r)) \downarrow_{m_r} \circ \text{h}^{m_r}_t .
\]
Note that in the special case \( t = -1, \text{pr}^r_n \circ \iota^r = 0 \).

To complete the description of \( \tilde{\iota}^r \) we still need to define \( \text{pr}^r_n \circ \text{oz}^r \) for \( 1 \leq i \leq r - 1 \). We do it by induction on \( r \) in the following steps.

\section*{Step 2.} We construct the parameters \( w^r \) and \( x^r \) in this step. We define
\[
w^r := (\text{pr}^r_n \circ \iota^r \circ \partial_{t+1} - \text{pr}^r_n \circ \text{oz}^r) \downarrow_{m_r} .
\]
It is clear from Step 1 that \( w^r \) maps to \( \ker \pi^{m_r}_{m_r} \). Hence by projectivity of \( B_{t+1}(\mathbb{G}_n) \), we may find \( \mathbb{G}_{m_r} \times \mathbb{G}_{n-m_r} \)-equivariant map \( x^r : B_{t+1}(\mathbb{G}_n) \to \ker \Pi^r_{m_r} \) such that \( \text{pr}^r_{m_r} \circ x^r = w^r \) (see Figure 11).

\begin{figure}[h]
\centering
\begin{tikzcd}
\ker \Pi^r_{m_r} \arrow[r, hook] \arrow[d, hook] & \bigoplus_{i=1}^r M(m_i)_{m_r} \arrow[d, hook] \\
B_{t+1}(\mathbb{G}_n) \arrow[r, y] & \ker \pi^r_{m_r} \arrow[r, hook] & M(m_r)_{m_r}
\end{tikzcd}
\caption{Figure 11}
\end{figure}

But for our proofs to go through, we require \( x^r \) to be a particularly nice choice of lift of \( w^r \). To make it precise, note that \( G := \{(1, \sigma_1, \sigma_2, \ldots, \sigma_{t+1}) : \sigma_i \in \mathbb{G}_n \forall i \in [t+1]\} \) is a basis of \( B_{t+1}(\mathbb{G}_n) \) as a free \( \mathbb{G}_n \)-module. Hence \( \gamma_f^{-1} s, f \in D_{m_r,n}, s \in G \) forms a basis of \( B_{t+1}(\mathbb{G}_n) \) as a free \( \mathbb{G}_{m_r} \times \mathbb{G}_{n-m_r} \)-module. So by freeness of \( B_{t+1}(\mathbb{G}_n) \), we may assume that \( x^r(\gamma_{f_1}^{-1} s_1) = x^r(\gamma_{f_2}^{-1} s_2) \) whenever \( w^r(\gamma_{f_1}^{-1} s_1) = w^r(\gamma_{f_2}^{-1} s_2), s_1, s_2 \in G \). This allows us to say that if \( e_j := (\sigma_{0,j}, \sigma_{1,j}, \sigma_{2,j}, \ldots, \sigma_{t+1,j}) \in B_{t+1}(\mathbb{G}_n) \), \( j \in \{1,2\} \) then
\[
x^r(e_1) = x^r(e_2)
\]
whenever \( w^r(e_1) = w^r(e_2) \) and \( \text{tr}^{m_r}(\sigma_{0,1}) = \text{tr}^{m_r}(\sigma_{0,2}) \).

\section*{Step 3.} By extending and then using the transfer we construct the parameter \( y^r \) in this step.

Note that \( x^r \uparrow_{m_r} \) maps to \( M(\tilde{V}^r)_{m_n} = \bigoplus_{i=1}^r M(M(m_i)_{m_r})_n \). Composing \( x^r \uparrow_{m_r} \) with \( T_n^r = (T_{m_r}^r)_{1 \leq i \leq r} \) we obtain a map \( y^r : B_{t+1}(\mathbb{G}_n) \to \tilde{V}^r_n = \bigoplus_{i=1}^r M(m_i)_n \) (see commutative diagram in Figure 12). We claim that \( y^r \) has its image contained in \( \ker \Pi^r_n \subset \tilde{V}^r_n \): note that by definition of transfer \( y^r(e) = \sum_{g \in D_{m_r,n}} g_*(x^r(\gamma_g^{-1} e)) \) for any \( e \in B_{t+1}(\mathbb{G}_n) \) and the claim follows because \( x^r \) maps to \( \ker \Pi^r_{m_r} \).
Step 4. We define parameters "l", c", c", z" and l" in this step completing the construction by induction (see Figure 13). By projectivity of \( B_t(G_n) \), there is a lift "l" : \( B_t(G_n) \rightarrow \bigoplus_{i=1}^{r-1} M(m_i)_n \) of l" such that pr\(_{n}^{r}\circ("l")=pr_{n}^{r}\circ\tilde{l}". Thus we have "l" = (c", pr\(_{n}^{r}\circ\tilde{l}")) where c" \in Hom\(_{G_n}(B_t(G_n), \bigoplus_{i=1}^{r-1} M(m_i)_n)\). Since l" is a z" cycle, for any e \in B\(_{t+1}(G_n)\) we have,

\[
(c" \circ \partial_{t+1}(e), pr_{n}^{r}\circ\tilde{l}" \circ \partial_{t+1}(e)) - z"(e) = 0 \mod \ker \Pi_n.
\]

Also, there exist c", c" \in Hom\(_{G_n}(B_t(G_n), \bigoplus_{i=1}^{r-1} M(m_i)_n)\) defined by

\[
z" = ("c", pr_{n}^{r}\circ z"
\]

and

\[
y" = (c", pr_{n}^{r}\circ\tilde{l}" \circ \partial_{t+1} - pr_{n}^{r}\circ z").
\]

It follows from the three equations above that

\[
c" \circ \partial_{t+1}(e) - c"(e) - "$c"(e) = 0 \mod \ker \Pi_{n}^{r-1}
\]

Hence l" := \Pi_{n}^{r-1} \circ c" is a z"-cycle where z" := "c" + "$c". By induction on r there is a nice lift \( \tilde{l}" \) of l". We define \( \tilde{l}" = (\tilde{l}"^{-1}, pr_{n}^{r}\circ\tilde{l}"
\)

This completes the construction of a nice lift \( \tilde{l}" \) of l".

3.3 Combinatorial lemmas and the definition of periodicity

The aim of §3.3 is to provide the definition of "periodicity" and the combinatorial motivation behind it. We start with some elementary definitions and lemmas.
Figure 13: This diagram does not commute.

**Definition 3.8 (The map β).** We define the map \( \beta^m : \mathcal{G}_n \to D_{m,n} \) by \( \beta^m(\sigma) = g \) if \( \sigma \) can be written as \( \sigma = h\gamma^{-1}g \), \( h \in \mathcal{G}_m \times \mathcal{G}_{n-m} \) and \( g \in D_{m,n} \). In other words,

\[
\beta^m(\sigma) = g \iff \sigma = h\gamma^{-1}g \iff g = \sigma^{-1}[m] \iff \text{tr}^m(\sigma)^{-1}\sigma = \gamma^{-1}_g .
\]

Note that \( \beta^m \) satisfies compatibility relation analogous to the one mentioned in Remark 3.3 and has the following properties:

\[
\text{tr}^m(ab) = \text{tr}^m(a)\text{tr}^m(\gamma^{-1}_{\beta^m(a)}b) \tag{14}
\]

\[
\beta^m(ab) = b^{-1}(\beta^m(a)) = \beta^m(\gamma^{-1}_{\beta^m(a)}b) \tag{15}
\]

\[
\text{tr}^m(\sigma_1) = \text{tr}^m(\sigma_2) \implies \sigma_2^{-1}\sigma_1 : \beta^m(\sigma_1) \to \beta^m(\sigma_2) \text{ is order preserving.} \tag{16}
\]

**Lemma 3.9.** Let \( 0 \leq n_1 < n_2 \leq \ldots \leq n_L \) be a finite chain. Assume that \( n \geq n_L \) and consider subsets \( f_{q,j} \in D_{n_q,n} \), \( 1 \leq q \leq L \), \( j \in \{1, 2\} \). Let \( g_{q,j} = \beta^{n_q}(\eta_{q,j}) \) where,

\[
\eta_{q,j} = \prod_{k=1}^{q} \gamma_{f_{q-k,j+1,k}}^{-1} \cdot \gamma_{f_{q,j}}^{-1} \cdot \gamma_{f_{q-1,j}}^{-1} \in \mathcal{G}_n .
\]

Then,

1. For each \( 2 \leq q \leq L \),

\[
g_{q-1,j} \subseteq g_{q,j} \iff [n_{q-1}] \subseteq f_{q,j}
\]
additionally, we have

\[ \eta_{q-1,j}(g_{q,j} \setminus g_{q-1,j}) = f_{q,j} \setminus [n_{q-1}] . \]

2. Assume that we have filtrations \( g_{1,j} \subseteq g_{2,j} \subseteq \ldots \subseteq g_{L,j} \) for \( j \in \{1, 2\} \). Augment these by defining \( g_{0,j} := \emptyset \) and \( g_{L+1,j} := [n] \). Then,

\[ \tau := \eta_{L,1}^{-1}\eta_{L,1} : g_{L+1,1} \to g_{L+1,2} \]

is filtration preserving, that is, \( \tau(g_{q,1}) = \tau(g_{q,2}) \) for each \( 0 \leq q \leq L + 1 \). The restrictions to the successive differences, \( \tau : g_{q,1} \setminus g_{q-1,1} \to g_{q,2} \setminus g_{q-1,2} \) are order preserving for each \( 1 \leq q \leq L + 1 \). And \( \text{tr}^{n_1}(\eta_{L,j}) = (\alpha_j, \delta_j) \in \mathfrak{S}_{n_L} \times \mathfrak{S}_{n - n_L} \) satisfy

\[ \delta_j = \text{id}_{n - n_L}, \quad \text{for} \; j \in \{1, 2\}. \]

Moreover, the following are equivalent.

A. \( \text{tr}^{n_1}(\eta_{L,1}) = \text{tr}^{n_1}(\eta_{L,2}) \).

B. The unique order preserving bijection \( \tau' : g_{L,1} \to g_{L,2} \) preserves the filtration, that is, \( \tau'(g_{q,1}) = g_{q,2} \) for each \( 1 \leq q \leq L \).

C. \( \text{tr}^{n_2}(\eta_{q,1}) = \text{tr}^{n_2}(\eta_{q,2}) \) for each \( 1 \leq q \leq L \).

Remark 3.10. We can imagine \( \eta_{L,j} \) in the following way: assume that balls labeled 1 to \( n \) are arranged in the increasing order in a row (which we think of as the identity permutation) and that the balls with labels in \( g_{q,j} \setminus g_{q-1,j} \) are of color \( C_q \) where \( 1 \leq q \leq (L + 1) \). This way each ball gets a unique color. Lift all the balls with color \( C_1 \) and put them in the front (the leftmost position in the row) without changing the relative order of balls of color \( C_1 \). Now pick all the balls with color \( C_2 \) and put them just after all the balls of color \( C_1 \) keeping the relative order of balls of color \( C_2 \). Similarly repeat the steps for \( q = 3, \ldots, L \). Now this defines a permutation which is \( \eta_{L,j} \).

If we repeat the steps of lifting and placing just for the colors \( C_1 \) to \( C_q \), we get the permutation \( \eta_{q,j} \). Also note that \( f_{q+1,j} \setminus [n_q] \) is the set of positions of balls of color \( C_{q+1} \) in the row we get after following the steps of lifting and placing for colors \( C_1 \) to \( C_q \).

Proof of Lemma 3.9. Part 1. By definition of \( \beta \), we have \( g_{q,j} = \eta_{q,j}^{-1}[n_q] \). This implies,

\[ g_{q-1,j} \subseteq g_{q,j} \iff \eta_{q-1,j}^{-1}[n_{q-1}] \subseteq \eta_{q,j}^{-1}[n_q] \]

\[ \iff [n_{q-1}] \subseteq \eta_{q-1,j}^{-1} \eta_{q,j}^{-1}[n_q] \]

\[ \iff [n_{q-1}] \subseteq [n_q] f_{q,j} \]

\[ \iff [n_{q-1}] \subseteq f_{q,j} \]
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The second assertion is then immediate.

**Part 2.** Note that \(n_{q,j}^{-1}([n_q]) = g_{q,j}\). And by part 1, for each \(k > 0\), we have \([n_q] \subseteq f_{q+k,j}\) which implies \(\gamma_{f_{q+k,j}}^{\pm 1} : [n_q] \to [n_q]\) is the identity map. Thus,

\[
\tau(g_{q,1}) = (n_{q,2}^{1} \gamma_{f_{q+2}} \cdots \gamma_{f_{L,2}})(\gamma_{f_{L,1}}^{1} \cdots \gamma_{f_{q+1,1}}^{1}(n_{q,1}))(g_{q,1})
\]

\[
= (n_{q,2}^{1} \gamma_{f_{q+2}} \cdots \gamma_{f_{L,2}})(\gamma_{f_{L,1}}^{1} \cdots \gamma_{f_{q+1,1}}^{1})([n_q])
\]

\[
= n_{q,2}^{-1}([n_q])
\]

\[
= g_{q,2}.
\]

Hence \(\tau\) preserves filtration. For the second assertion we first show that \(\delta_j = \text{id}\). Note that it is equivalent to showing that \(\eta_{L,j} : [n] \setminus g_{L,j} \to [n] \setminus [n_L]\) is order preserving. By equation 15, \(B_{q-1}(\gamma_{f_{L,j}}^{1} \cdots \gamma_{f_{2,j}}^{1}) = \gamma_{f_{L,j}}^{-1}g_{L,j}\). Hence by induction on the length of the product

\[
\eta_{L,j} \gamma_{f_{L,j}} = \gamma_{f_{L,j}}^{-1} \cdots \gamma_{f_{2,j}}^{-1} : [n] \setminus \gamma_{f_{L,j},2}^{-1}g_{L,j} \to [n] \setminus [n_{L}]
\]

is order preserving. The assertion now follows by noting that \(\gamma_{f_{L,j}}^{-1} : [n] \setminus g_{L,j} \to [n] \setminus \gamma_{f_{L,j},2}^{-1}g_{L,j}\) is order preserving (which is true because \(f_{1,j} = g_{1,j} \subseteq g_{L,j}\)).

Replacing \(L\) by \(q - 1\), we see that \(\eta_{q-1,j} : [n] \setminus g_{q-1,j} \to [n] \setminus [n_{q-1}]\) is order preserving. Using part 1, we deduce that \(\eta_{q-1,j} : [n_{q-1}] \setminus g_{q-1,j} \to [n] \setminus [n_{q-1}]\) is order preserving. Also, \(\gamma_{f_{q-1,j}} : [n_{q-1}] \setminus g_{q-1,j} \to [n_{q-1}] \setminus [n_{q-1}]\) is order preserving and \(\gamma_{f_{q-1,j}}^{-1}\) is identity on \([n_{q-1}] \setminus [n_{q-1}]\) for \(k > 0\). Now note that \(\tau = (n_{q-1,2}^{1} \gamma_{f_{q-2}} \cdots \gamma_{f_{L,2}})(\gamma_{f_{L,1}}^{1} \cdots \gamma_{f_{q-1,1}}^{1})\) which, when restricted to \(g_{q,j} \setminus g_{q-1,j}\), is a composition of order preserving functions. Thus \(\tau\) is order preserving on \(g_{q,j} \setminus g_{q-1,j}\).

**A \implies B:** By equation 16, \(\tau := \eta_{L,2}^{-1} \eta_{L,1} : g_{L,1} \to g_{L,2}\) is order preserving and we have already shown that \(\tau\) preserves filtration.

**B \implies A:** \(\tau'\) must agree with \(\tau\) because \(\tau\) preserves filtration and is order preserving on each successive difference. This implies that \(\tau\) is order preserving. Now note that

\[
\tau = \gamma_{g_{L,2}}^{-1} \alpha_2 \gamma_{g_{L,1}}^{-1} : g_{L,1} \to g_{L,2}.
\]

It follows that \(\alpha_2^{-1} \alpha_1 : [n_L] \to [n_L]\) is order preserving. Thus \(\alpha_2^{-1} \alpha_1 = \text{id}\) which shows that \(\text{tr}^{m}(\eta_{L,1}) = \text{tr}^{m}(\eta_{L,2})\).

It is now immediate that \(A \iff B \iff C\). \(\square\)

**Remark 3.11.** Let \(n_L \leq m \leq n\). Keeping the notations and hypothesis of Lemma 3.9 above, for each \(j \in \{1, 2\}\) we have two natural decompositions of the set

\[
D_{m,n} : \{f \in D_{m,n} : f \supseteq [n_L]\}.
\]

The first decomposition is given by

\[
D_{m,n}' = \prod_{\kappa \in \mathcal{S}_m \times \mathcal{S}_{n-m}} \{f \in D_{m,n}' : \text{tr}^{m}(\gamma_{f}^{-1} \eta_{L,j}) = \kappa\}.
\]
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Let \( \Gamma_i \) be the set of sequences \((m_\alpha)_{1 \leq \alpha \leq n_L + 1}\) satisfying
\[
0 \leq m_\alpha \leq g_{L,j}(\alpha) - g_{L,j}(\alpha - 1) - 1, \quad \text{and} \quad \sum m_\alpha = m - n_L.
\]

Then the second decomposition is given by
\[
D'_{m,n} = \prod_{(m_\alpha) \in \Gamma} \{ f \in D'_{m,n} : |\beta^m(y^{-1}_f \eta_{L,j}) \cap (g_{L,j}(\alpha - 1), g_{L,j}(\alpha))| = m_\alpha, \ 1 \leq \alpha \leq n_L + 1 \}
\]
\[
\cong \prod_{(m_\alpha) \in \Gamma} \prod_{1 \leq \alpha \leq n_L + 1} D_{m_\alpha,n_\alpha,j}
\]

where \( n_{\alpha,j} = |(g_{L,j}(\alpha - 1), g_{L,j}(\alpha))| \). The equivalence \( A \iff B \) in Lemma 3.9 implies that the two decompositions are essentially the same, that is, there is an injection \( \kappa_j : \Gamma_i \to \mathcal{S}_m \times \mathcal{S}_{n-m} \) such that the set
\[
\{ f \in D'_{m,n} : |\beta^m(y^{-1}_f \eta_{L,j}) \cap (g_{L,j}(\alpha - 1), g_{L,j}(\alpha))| = m_\alpha, \ 1 \leq \alpha \leq n_L + 1 \}
\]
is same as the set
\[
\{ f \in D'_{m,n} : \text{tr}^m(y^{-1}_f \eta_{L,j}) = \kappa_j((m_\alpha)) \}
\]
and \( \{ g \in D'_{m,n} : \text{tr}^m(y^{-1}_g \eta_{L,j}) = \kappa \} \) is nonempty if and only if \( \kappa \) is in the image of \( \kappa_j \). Note that the trace condition \( \text{tr}^n_1(\eta_{L,j}) = \text{tr}^n_1(\eta_{L,j}) \) implies that \( \kappa_1 \) agrees with \( \kappa_2 \) on \( \Gamma^1 \cap \Gamma^2 \) and induces an isomorphism
\[
\kappa_1 = \kappa_2 : \Gamma^1 \cap \Gamma^2 \to \text{im} \Gamma^1 \cap \text{im} \Gamma^2.
\]

**Definition 3.12 (The equivalence relation \( \equiv_u^a \) on \( D_{m,n} \)).** Let \( a \geq 0 \) and let \( f_1, f_2 \in D_{m,n} \), we define the equivalence relation \( \equiv_u^a \) by \( f_1 \equiv_u^a f_2 \) if and only if \( f_1 \cap [n - a] = f_2 \cap [n - a] \) and \( f_1(j) \equiv f_2(j) \mod u \) for \( j \in [m] \). Note that \( \equiv_u^a \) is a refinement of \( \equiv_u^{a_0} \) if \( u_2 | u_1 \).

The following two lemmas are essential in proving the "periodicity" of the nice lift construction. See the proofs of Claim 3.19 and Claim 3.24 for a justification of the names assigned to them.

**Lemma 3.13 (First collision lemma).** Assume \( n \geq a \geq 0 \) and \( u > 0 \). Let \( \delta \in D_{m,n} / \equiv_u^a \) be any equivalence class such that \( \delta \notin D_{m,n-a} \). Then \( |\delta| = (\lfloor a/u \rfloor s + b) \) for some \( 0 < b \leq m \) and \( 0 \leq s \leq b \). Moreover, if \( u p^{v_p(b)+1} | a \) then \( s > 0 \) and,
\[
|\delta| \equiv 0 \mod p.
\]

Here \( v_p(-) \) is the \( p \)-adic valuation.

**Proof.** We have \( a = [a/u]u + t \) for some \( 0 \leq t \leq u - 1 \). By hypothesis, there exists \( a > 0 \) such that for each \( f \in \delta \) we have \( |f \cap ([n] \setminus [n - a])| = b \). Note that \( \delta \) has a
natural lexicographic order on it. Assume that \( f \) is the least element under this order and let \( a = \max f \), that is, \( a = \min_{g \in \delta} \max g \). Note that \( a > n - a \) and by the division algorithm

\[
(s - 1)u + t < o - (n - a) \leq su + t
\]

for some \( s \geq 0 \) (clearly we may assume \( s > 0 \) when \( t = 0 \)). Minimality of \( f \) implies that \( s = b \). Now note that \( |\delta| \) equals the number of nonnegative integer solutions \((k_1, k_2, \ldots, k_b)\) satisfying the inequality

\[
(a - (n - a)) + \sum_{q=1}^{b} k_q u \leq a.
\]

It follows that \( |\delta| = \left(\frac{|a/u| - s + b}{b}\right) \) and the second assertion now follows by noting that \( b > b - s \geq 0 \) and applying the classical result that \( \binom{x}{b} \) mod \( p \) is periodic in \( x \) with period \( p^{\nu_p(b!)} + 1 \).

**Lemma 3.14 (Second collision lemma).** Let \( 0 \leq n_1 \leq n_2 \leq \ldots \leq n_L \) be a finite chain and \( n \geq m \geq n_L \). Let \( f_{q,j}, g_{q,i}, \eta_{q,j} \), and \( \eta_{q,j} \) for \( 1 \leq q \leq L, j \in \{1,2\} \) be as defined in Lemma 3.9. Assume that we have filtrations \( g_{1,j} \subseteq g_{2,j} \subseteq \ldots \subseteq g_{L,j} \) for \( j \in \{1,2\} \) satisfying \( \text{tr}_{n|\alpha}^m (\eta_{L,1}) = \text{tr}_{n|\beta}^m (\eta_{L,2}) \) and \( g_{L,1} \equiv^w g_{L,2} \). Let \( \delta \in D_{m,n} / \equiv^u_a \) be any equivalence class and \( \kappa \) be any element of \( \mathcal{G}_m \times \mathcal{G}_{n-m} \). Define the sets

\[
\Gamma_j(\delta, \kappa) = \{ f \in D_{m,n} : \beta^m(\gamma_f^{-1} \eta_{L,j}) \in \delta, \text{tr}^m(\gamma_f^{-1} \eta_{L,j}) = \kappa, [n_L] \subseteq f \}, \quad j \in \{1,2\}.
\]

If \( \text{up}^{\Delta H(m,n_L)} | w \) (see equation 3) then,

\[
|\Gamma_1(\delta, \kappa)| = |\Gamma_2(\delta, \kappa)| \mod p.
\]

**Proof.** Assume first that for each \( j \), the set \( \Gamma_j(\delta, \kappa) \) is nonempty. As in Remark 3.11, the trace conditions \( \text{tr}^m(\gamma_f^{-1} \eta_{L,j}) = \kappa, j \in \{1,2\} \) specify a sequence of numbers \( \{m_\alpha\}_{1 \leq \alpha \leq n_L + 1} \), independent of \( j \), such that \( g \) satisfies \( \text{tr}^m(\gamma_f^{-1} \eta_{L,j}) = \kappa \) if and only if \( |\beta^m(\gamma_f^{-1} \eta_{L,j}) \cap (g_{L,j}(\alpha - 1), g_{L,j}(\alpha))| = m_\alpha, 1 \leq \alpha \leq n_L + 1 \). Let \( n_\alpha, j \) be as in Remark 3.11 and define \( a_{\alpha, j} : = \max\{0, \min\{a - (n - g_{L,j}(\alpha) + 1), n_\alpha\}\} \). Then as in Remark 3.11, we have the natural decomposition

\[
\Gamma_j(\delta, \kappa) = \prod_{1 \leq \alpha \leq n_L + 1} \delta_{\alpha,j}, \quad \text{where} \quad \delta_{\alpha,j} \in D_{m_\alpha, n_\alpha, j} / \equiv^u_{a_{\alpha,j}}.
\]

Since \( g_{L,1} \equiv^w g_{L,2} \) there exists \( 1 \leq \alpha_0 \leq n_L + 1 \) such that \( \delta_{\alpha,j} \not\in D_{m_\alpha, n_\alpha, j} / a_{\alpha,j} \) or \( n_\alpha, j = 0 \) for each \( \alpha > \alpha_0 \) and \( j \in \{1,2\} \). If \( n_\alpha, j = 0 \) or \( m_\alpha = 0 \), we define \( b_{\alpha, j} := 0 \) and \( s_{\alpha, j} := 0 \). Hence by Lemma 3.13, we have

\[
|\Gamma_j(\delta, \kappa)| = \prod_{\alpha_0 < \alpha \leq n_L + 1} \left( \frac{|a_{\alpha,j}/u| - s_{\alpha,j} + b_{\alpha,j}}{b_{\alpha,j}} \right)
\]
for some \( b_{\alpha,j} \leq m_{\alpha} \) and \( s_{\alpha,j} \) as in the proof of Lemma 3.13. Again by \( g_{L,1} \equiv_{w_{\alpha}}^u g_{L,2} \), it follows that \( b_{\alpha,j} \) and \( s_{\alpha,j} \) are independent of \( j \). Also \( a_{\alpha,1} \equiv a_{\alpha,2} \mod w \) and \( s_{\alpha,1} \equiv s_{\alpha,2} \mod w/u \). This implies

\[
[a_{\alpha,j}/u] - s_{\alpha,j} + b_{\alpha,j} \equiv [a_{\alpha,j}/u] - s_{\alpha,j} + b_{\alpha,j} \mod p^{\Delta H(m,u)}.
\]

To avoid dealing with the case when exactly one of \( \Gamma_j(\delta, \kappa) \) (say \( \Gamma_2(\delta, \kappa) \)) is empty separately, we extend our observation that \( b_{\alpha,j} \) and \( s_{\alpha,j} \), if exist, are independent of \( j \) and define \( b_{\alpha,2} := b_{\alpha,1} \) and \( s_{\alpha,2} := s_{\alpha,1} \) for each \( \alpha \). It is easy to see that with these conventions the equation 17 is always valid when at least one of \( \Gamma_j(\delta, \kappa) \) is nonempty.

The result now follows from the classical fact that \( (\binom{x}{b_{\alpha,j}}) \mod p \) is periodic in \( x \) with period \( p^{\nu_p(b_{\alpha,j})+1} \) and noting that \( b_{\alpha,j} \leq m_{\alpha} \leq m - n_L \).

The following lemma together with the collision lemmas provide the motive behind the forthcoming definition of periodicity (Definition 3.17).

**Lemma 3.15.** Let \( \sigma \in S_{n-a} \subseteq S_n \) and \( n_1 \leq n_2 \leq \ldots \leq n_L \) be a finite chain. Let \( f_{q,j}, g_{q,j}, \) and \( \eta_{q,j} \) for \( 1 \leq q \leq L, j \in \{1, 2\} \) be as defined in Lemma 3.9. Assume that we have filtrations \( g_{1,j} \subseteq g_{2,j} \subseteq \ldots \subseteq g_{L,j} \) for \( j \in \{1, 2\} \) satisfying \( tr_{n_1}(\eta_{L,1}) = tr_{n_1}(\eta_{L,2}) \) and \( g_{L,1} \equiv_{a}^1 g_{L,2} \). Consider arbitrary \( \varepsilon_q \in (0, 1) \) for \( 1 \leq q \leq L \). Define \( \sigma_{q,j} \) recursively by

\[
\sigma_{q,j} = (tr^{n_q})^{\varepsilon_q}(\gamma_{f_{q,j}}^{-1}\sigma_{q-1,j})
\]

where \( \sigma_{0,j} = \sigma \) and \( (tr^{n_q})^0 \) denotes the identity map. Then we have,

\[
tr_{n_1}(\sigma_{L,1}) = tr_{n_1}(\sigma_{L,2}) \in S_{n_L} \times S_{n-n_L-a+o_L} \subseteq S_{n-a+o_L}
\]

where \( o_q := |g_{q,j} \cap ([n] \setminus [n-a])| \).

**Proof.** By Lemma 3.9, the trace condition \( tr_{n_1}(\eta_{L,1}) = tr_{n_1}(\eta_{L,2}) \) says precisely that there is an order preserving bijection \( \tau : g_{L,1} \rightarrow g_{L,2} \) that preserves the filtration. Hence the condition \( g_{L,1} \equiv_{a}^1 g_{L,2} \) implies that \( g_{q,1} \equiv_{a}^1 g_{q,2} \) for each \( 1 \leq q \leq L \). By Lemma 3.9 again, we have

\[
tr_{n_1}(\eta_{L,1}) = tr_{n_1}(\eta_{L,2}) \in S_{n_L} \subseteq S_{n_L} \times S_{n-n_L-a+o_L} \subseteq S_{n-a+o_L}.
\]

The assertion of the lemma is easily verified in the base case when \( L = 1 \), because we have \( f_{1,1} = g_{1,1} \equiv_{a}^1 g_{1,2} = f_{1,2} \) and \( \sigma_{0,1} = \sigma_{0,1} = \sigma \in S_{n-a} \).

For the general case \( L > 1 \) assume first that \( \varepsilon_{L-1} = 0 \). Then we have

\[
tr_{n_1}(\sigma_{L,j}) = tr_{n_1}(\gamma_{f_{L,j}}^{-1}\gamma_{f_{L-1,j}}^{-1}\sigma_{L-2,j})
\]

\[
= tr_{n_1}(\gamma_{f_{L,j}}^{-1}\gamma_{f_{L-1,j}}^{-1}) tr_{n_1}(\gamma_{f_{L,j}}^{-1}\gamma_{f_{L-1,j}}^{-1}) \sigma_{L-2,j} \quad (18)
\]
where equation 18 follows from the identity in equation 14. Now note that we have $f_{L-1,j} \subseteq \beta_{n_1} \gamma_{f_{L-1,j}}^{-1}$ and there is a filtration and order preserving bijection $\tau' : \beta_{n_1} \gamma_{f_{L-1,j}}^{-1} \to \beta_{n_1} \gamma_{f_{L-1,j}}^{-1}$ hence

$$
\text{tr}^n \gamma_{f_{L-1,j}}^{-1} = \text{tr}^n \gamma_{f_{L-1,j}}^{-1} \in \mathcal{G}_{n_L} \subseteq \mathcal{G}_{n_L} \times \mathcal{G}_{n-n_L-a_0} \subseteq \mathcal{G}_{n-a_0}.
$$

By induction on $L$ and noting that

$$
f'_{q,j} = \begin{cases} 
f_{q,j} \in D_{n_q,n} & \text{if } 1 \leq q \leq L-2 \\
\beta_{n_1} \gamma_{f_{L-1,j}}^{-1} & \text{if } q = L-1
\end{cases}
$$

or equivalently (by equation 15),

$$
g'_{q,j} = \begin{cases} 
g_{q,j} \in D_{n_q,n} & \text{if } 1 \leq q \leq L-2 \\
g_{L,j} & \text{if } q = L-1
\end{cases}
$$

satisfy the hypothesis of the lemma with $a'_{L-1} = a_L$ we conclude that

$$
\text{tr}^n \gamma_{\beta_{n_1} \gamma_{f_{L-1,j}}^{-1} \sigma_{L-1}} = \text{tr}^n \gamma_{\beta_{n_1} \gamma_{f_{L-1,j}}^{-1} \sigma_{L-1}} \in \mathcal{G}_{n_L} \times \mathcal{G}_{n-n_L-a_0} \subseteq \mathcal{G}_{n-a_0}
$$

completing the proof of the lemma in the case when $\varepsilon_{L-1} = 0$.

Now if $\varepsilon_{L-1} = 1$, then by induction we have

$$
\sigma_{L-1,1} = \sigma_{L-1,2} \in \mathcal{G}_{n-a_0}.
$$

Note that by Lemma 3.9 part 1, it follows that $f_{L,1} = \gamma_{g_{L,1}}, g_{L,1} = \gamma_{g_{L,2}} g_{L,2} = f_{L,2}$ and in particular, $f_{L,1} \equiv \sigma_{L-1} f_{L,2}$. We also have $|\{f_{L,1} \cap ([n] \setminus [n-a_0])\}| = o_L - a_{L-1}$. Hence from the base case, we have

$$
\text{tr}^n \gamma_{f_{L,1} \sigma_{L-1,1}} = \text{tr}^n \gamma_{f_{L,2} \sigma_{L-1,2}} \in \mathcal{G}_{n_L} \times \mathcal{G}_{n-n_L-a_0} \subseteq \mathcal{G}_{n-a_0}
$$

completing the proof of the lemma.

\[\square\]

**Definition 3.16** ($\langle n_1, \ldots, n_L \rangle$-structure). Let $n_1 \leq n_2 \leq \ldots \leq n_L$ be a finite chain of nonnegative integers. An $\langle n_1, \ldots, n_L \rangle$-structure $s$ on $n$ is a collection of subsets $f_{q} \in D_{n_q,n}$, $1 \leq q \leq L$.

Let $H$ be a nonnegative integer. Let $s_j = (f_{q,j})_{1 \leq q \leq L}$, $j \in \{1, 2\}$ be two ($n_1, \ldots, n_L$)-structures on $n$. We say that $s_1 \equiv^H s_2$ if all of the following three conditions hold:

- $\text{tr}^n \gamma_{n_1} = \text{tr}^n \gamma_{n_2}$ where $\eta_{q,j} = \prod_{q=L+1}^{q-1} \gamma_{f_{q,j}}^{-1}$,
- $g_{q,1} \equiv u^q_{a_1} g_{q,2}$ with $u_q = p^H \sum_{q=L+1}^{q-1} \Delta_H(n_{L+1}, n_{L-1})$ for $1 \leq q \leq L$ where $g_{q,j} = \beta^n(\eta_{q,j})$, and
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• \([n_{q-1}] \subseteq f_{q,j}\) (or equivalently \(g_{q-1,j} \subseteq g_{q,j}\)) for \(2 \leq q \leq L\).

Let \(s = (f_{q})_{1 \leq q \leq L}\) be a \((n_{1}, \ldots, n_{L})\)-structure. For an element \(e = (\sigma_{0}, \sigma_{1}, \ldots, \sigma_{t+1}) \in \mathcal{B}_{t+1}(\mathcal{G}_{n})\) and an arbitrary function \(\varepsilon : [L] \times \{0, 1, \ldots, t+1\} \rightarrow \{0, 1\}\) we define \(e_{q,\varepsilon,s} := (\sigma_{0,q}, \sigma_{1,q}, \ldots, \sigma_{t+1,q})\) where \(\sigma_{k,q}\) is given recursively by

\[
\sigma_{k,q} = (\text{tr}_{q} n_{q})^{\varepsilon(q,k)}(\gamma_{f_{q}}^{-1}\sigma_{q-1,k})
\]

and \(\sigma_{k,0} = \sigma_{k}\).

**Definition 3.17 (Periodicity).** Let \(z \in \text{Hom}_{\mathcal{G}}(\mathcal{B}_{t+1}(\mathcal{G}_{n}), M(m_{n}))\) and \(H\) be a nonnegative integer. Then \(z\) is \(H\)-periodic if for every chain \(n_{1} \leq n_{2} \leq \ldots \leq n_{L} = m\) of nonnegative integers and every function \(\varepsilon : [L] \times \{0, 1, \ldots, t+1\} \rightarrow \{0, 1\}\), we have

\[
(z \downarrow_{m})(e_{L,\varepsilon,s_{1}}) = (z \downarrow_{m})(e_{L,\varepsilon,s_{2}})
\]

whenever \(e = (\sigma_{0}, \sigma_{1}, \ldots, \sigma_{t+1}) \in \mathcal{B}_{t+1}(\mathcal{G}_{n-a}) \subseteq \mathcal{B}_{t+1}(\mathcal{G}_{n})\) and \(s_{1} \equiv_{H} s_{2}\) are two equivalent \((n_{1}, \ldots, n_{L})\)-structures.

Let \(z \in \text{Hom}_{\mathcal{G}}(\mathcal{B}_{t+1}(\mathcal{G}_{n}), \bigoplus_{i=1}^{d} M(m_{i}))\) and \(\text{pr}^{i} : \bigoplus_{i=1}^{d} M(m_{i}) \rightarrow M(m_{i})\) be the natural projection. Let \(\text{SQ} = (H^{i,d})_{1 \leq i \leq d}\) be a sequence of nonnegative integers. Then \(z\) is \(\text{SQ}\)-periodic if \(\text{pr}^{i}_{H} oz\) is \(H^{i,d}\)-periodic for each \(1 \leq i \leq d\).

**Remark 3.18.** Note that if \(z_{j} \in \text{Hom}_{\mathcal{G}}(\mathcal{B}_{t+1}(\mathcal{G}_{n}), \bigoplus_{i=1}^{d} M(m_{i}))\), \(j \in \{0, 1\}\) is \((H_{1}^{i})_{1 \leq i \leq d}\)-periodic then any \(K\) linear combination \(xz_{0} + yz_{1}\) is also periodic with period

\[
gcd((H_{0}^{i})_{1 \leq i \leq d}, (H_{1}^{i})_{1 \leq i \leq d}) := (\max(H_{0}^{i}, H_{1}^{i}))_{1 \leq i \leq d}.
\]

### 3.4 Periodicity of the nice lift construction

This section contains all the technical results we need. We keep the notations from §3.2.

**Claim 3.19 (Inheritability of periodicity).** With the notions of the nice lift construction in §3.2, let \(z^{d}\) be \(\text{SQ}\)-periodic where \(\text{SQ} = (H^{i,d})_{1 \leq i \leq d}\) is a sequence of nonnegative integers. Then for any \(r \leq d\), \(z^{r}\) is \(D_{\mathcal{G}}^{r}(\text{SQ})\)-periodic and \(\mathbb{I}^{r}\) is \(D_{\mathcal{G}}^{r} \circ \bigoplus_{i=1}^{d} M(m_{i})\)-periodic. (See Definitions 6 and 5.)

**Proof.** We first prove the periodicity of \(z^{r}\) by downward induction on \(r\). The base case \(r = d\) is true by hypothesis. We now prove the assertion for \(r-1\): for \(r \leq d\), \(i \leq r-1\), we show that \(\text{pr}^{i}_{H} oz^{r-1}\) is \(H^{i,r-1}\)-periodic. For that let \(s_{j} = (f_{q,j})_{1 \leq q \leq L}, j \in \{1, 2\}\) be two \((n_{1}, \ldots, n_{L})\)-structures with \(n_{i} = m_{i}\) and let \(e = (\sigma_{0}, \sigma_{1}, \ldots, \sigma_{t+1}) \in \mathcal{B}_{t+1}(\mathcal{G}_{n-a}) \subseteq \mathcal{B}_{t+1}(\mathcal{G}_{n})\). We let \(e_{L,j} := e_{L,\varepsilon,s_{j}}, j \in \{1, 2\}\) be as defined in Definition 3.17 with \(H := H^{i,r-1}\) and \(\varepsilon\) arbitrary.
Assume that $s_1 \equiv^H_a s_2$. By the definition of a nice lift (Definition 3.6), we have

$$
(pr^i_n \circ z^{r-1} \downarrow_{m_i})(e_{L,j}) = (pr^i_n \circ (c^r) \downarrow_{m_i})(e_{L,j}) + (pr^i_n \circ (\gamma^r) \downarrow_{m_i})(e_{L,j})
= (pr^i_n \circ z^r \downarrow_{m_i})(e_{L,j}) + (pr^i_n \circ y^r \downarrow_{m_i})(e_{L,j})
= (pr^i_n \circ z^r \downarrow_{m_i})(e_{L,j}) + (T^i_n \circ (pr^i_m \circ x^r \uparrow_{m_r}) \downarrow_{m_i})(e_{L,j})
= (pr^i_n \circ z^r \downarrow_{m_i})(e_{L,j}) + \sum_{g \in D_{m_r,n/\equiv^r} \mid m_i \leq g} (pr^i_m \circ x^r \downarrow_{m_r})(\gamma^{-1}_g e_{L,j})

(19)

$$

where equation 19 follows from Lemma 3.7. We use a shorthand $\equiv^i_r$ for $\equiv^{p^H_{r+1}}_a$ and split the summation in (19) as a double sum to obtain

$$
(pr^i_n \circ z^{r-1} \downarrow_{m_i})(e_{L,j}) = (pr^i_n \circ z^r \downarrow_{m_i})(e_{L,j}) + \sum_{\delta \in D_{m_r,n/\equiv^r} \mid g \equiv^r \beta^{m_r}(\gamma^{-1}_g \eta_{L,j}) \in \delta} \sum_{\kappa \in \Theta_{m_r} \times \Theta_{n-m_r} \mid r^{m_r}(\gamma^{-1}_g \eta_{L,j}) = \kappa} \sum_{\mid m_i \leq g} (pr^i_m \circ x^r \downarrow_{m_r})(\gamma^{-1}_g e_{L,j})

(20)

$$

Note that $H^{i,r} \leq H^{i,r-1}$ by equation 4. Hence by downward induction on $r$ we have, $(pr^i_n \circ z^r \downarrow_{m_i})(e_{L,1}) = (pr^i_n \circ z^r \downarrow_{m_i})(e_{L,2})$. This completes the inductive step in the case when $m_i \geq m_r$ because then $pr^i_m \circ x^r \downarrow_{m_i} = 0$. So we assume that $m_i \leq m_r$ and our remaining task is to show that the second term (the double sum) in equation 20 is independent of $j$. We accomplish this task by showing that every term in the second summation of the double summation in equation 20 is the same irrespective of $j$ and the number of terms for $j = 1$ and $j = 2$ differ by a multiple of $p$. In a sense, a collision is happening here. We need the following sub-lemmas.

**SubLemma 3.20.** Let $\Gamma_j(\delta, \kappa) = \{g \in D_{m_r,n} : \beta^{m_r}(\gamma^{-1}_g \eta_{L,j}) \in \delta, r^{m_r}(\gamma^{-1}_g \eta_{L,j}) = \kappa, \mid m_i \leq g\}$. Then,

$$
\mid \Gamma_1(\delta, \kappa) \mid \equiv \mid \Gamma_2(\delta, \kappa) \mid \mod p.

$$

Proof. Note that $m_r \geq n_L$ and $H^{r,r} + \Delta H(m_r, n_L) \leq H^{i,r-1}$. The proof now follows from Lemma 3.14.

**SubLemma 3.21.** There are $k' \in \Theta_{m_r} \times \Theta_{n-m_r}, 1 \leq k \leq t + 1$ such that $\forall g \in \Gamma_j(\delta, \kappa), j \in \{1, 2\}$ we have

$$
tr^{m_r}(\gamma^{-1}_g \sigma_{k,L,j}) = \kappa'.

$$

Proof. Proof immediately follows from Lemma 3.15 noting that $\equiv_u^r$ is a refinement of $\equiv^1_a$ if $1 \mid u$.  
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By Sub-lemma 3.20 and 3.21, and the equation 10 relating $x^r$ and $w^r$, it is enough to show that there is $C \in \mathbb{K}[\mathcal{G}_m]$ such that $w^r(\gamma_g^{-1}e_{L,j}) = C$ for all $g \in \Gamma_j(\delta, \kappa)$, $j \in \{1, 2\}$. We also know from Definition 3.6 (or Step 2 of the nice lift construction) that $w^r$ is a linear combination of the following three functions

$$w^r = a^r \circ \text{Tr}^r_t \circ \partial_{t+1} + (pr^r_n \circ z^r) \downarrow_{m_r} \circ h^r_t \circ \partial_{t+1} - (pr^r_n \circ z^r) \downarrow_{m_r}.$$

By sub-Lemma 3.21 again and the commutativity of $\text{Tr}$ and $\partial$, there is $C_1$ such that $a^r \circ \text{Tr}^r_t \circ \partial_{t+1}(\gamma_g^{-1}e_{L,j}) = C_1$ for all $g \in \Gamma_j(\delta, \kappa)$, $j \in \{1, 2\}$. Note that $H^{i,r-1}_t \geq H^{r,r} + \Delta H(m_r, m_t)$. Hence by Lemma 3.2 and downward induction on $r$, there are $C_2, C_3$ such that $(pr^r_n \circ z^r) \downarrow_{m_r} \circ h^r_t \circ \partial_{t+1}(\gamma_g^{-1}e_{L,j}) = C_2$ and $(pr^r_n \circ z^r) \downarrow_{m_r} (\gamma_g^{-1}e_{L,j}) = C_3$ for all $g \in \Gamma_j(\delta, \kappa)$, $j \in \{1, 2\}$. Thus we may take $C = C_1 + C_2 - C_3$, completing the proof of the first assertion in claim.

For the second assertion, it is enough to prove the result for $r = d$ (because by the nice lift construction $pr^i_n \circ \tilde{l}^r = pr^i_n \circ \tilde{l}^d$ for any $i \leq r \leq d$). The proof is now immediate by the periodicity of $z^r$, Lemma 3.2 and the equation 9 relating $\tilde{l}^r$ to $z^r$. \hfill \square

The following corollary follows from the proof of the claim above by taking $L = 1$, $f_{i,j} = [m_i]$ and $\epsilon_1$ to be identically zero.

**Corollary 3.22.** Let $e \in B_{t+1}(\mathcal{G}_{n-a})$ and $\delta \in D_{m_n, n/ \equiv r}$. Then for each $1 \leq i \leq r$ there is a constant $C$ such that $pr^i_n \circ \tilde{l}^r \downarrow_{m_r} (\gamma_g^{-1}e) = C$ for all $[m_i] \subseteq g \in \delta$.

The following is the most crucial result. It provides another motive behind the definition of periodicity.

**Claim 3.23 (Periodicity of $\mathcal{F}$-filtered kernels).** Let $z^d \in \text{Hom}_{\mathcal{G}_n}(B_{t+1}(\mathcal{G}_n), \bigoplus_{i=1}^d M(m_i)_n)$ be SQ-periodic. If $\Pi^d_n \circ z^d = 0$ and $p^{3^d_\mathcal{V}}(\mathcal{V}) \mid a$, then $\Pi^d_{n-a} \circ R_{t+1}(z^d) = 0$ (see Definition 1.22 for the definition of the $R$ map).

**Proof.** First we deal with the case when $t = -1$. Our proof is by induction on $d$. The case $d = 1$ is trivial because then $\mathcal{V}^d$ is of the form $M(W)$ and $R_{t+1}$ is a well-defined map on $M(W)$ (see Definition 1.22). For $d > 1$ note that $l^d = 0 \in \text{Hom}_{\mathcal{G}_n}(B_t(\mathcal{G}_n), \mathcal{V}^d_0) = 0$ is a twisted $z^d$-cycle (because $\Pi^d_t \circ z^d = 0$). By the nice lift construction, a nice lift of $l^d$ is $\tilde{l}^d := 0$ (it has to be zero because for $t = -1$, $B_t(\mathcal{G}_n)$ is defined to be the trivial space) and there are parameters $x^r$, $y^r$ and $z^r$ satisfying the conditions in Definition 3.6 (definition of a nice lift). It follows from that definition that $\Pi^d_n \circ y^d = 0$, $z^d = (\gamma_d, -pr^d_n y^d)$ and $z^{d-1} = z^d + y^d$. Hence $\Pi^d_n \circ z^d = 0$. By Claim 3.19, $z^d$ is $\mathcal{O}_d^{d-1}(\mathcal{V})$-periodic. Thus by induction on $d$, $\Pi^d_{n-a} \circ R_{t+1}(z^{d-1}) = 0$ (note that $p^{3^d_{\mathcal{V}}-1}(\mathcal{O}_d^{d-1}(\mathcal{V})) \mid p^{3^d_{\mathcal{V}}}(\mathcal{V})$). Hence, to finish the proof, it is enough to show that $\Pi^d_{n-a} \circ R_{t+1}(y^d) = 0$ whenever $p^{3^d_{\mathcal{V}}}(\mathcal{V}) \mid a$.
that let $e \in B_{t+1}(\mathcal{G}_{n-a})$. By Lemma 3.7, for each $1 \leq i \leq d$, we have the following:

$$
pr^i_n \circ y^d \downarrow_{m_i} (e) = \sum_{g \in D_{m_a,n}, |m_i| \leq g} pr^i_{m_a} \circ x^d \downarrow_{m_i} (\gamma^g e)
$$

$$
= \sum_{\delta \in D_{m_a,n} / \equiv d_d} \sum_{|m_i| \leq g} pr^i_{m_a} \circ x^d \downarrow_{m_i} (\gamma^g e)
$$

$$
= \sum_{\delta \in D_{m_a,n-a} / \equiv d_d} \sum_{|m_i| \leq g} pr^i_{m_a} \circ x^d \downarrow_{m_i} (\gamma^g e)
$$

$$
= \sum_{g \in D_{m_a,n-a}, |m_i| \leq g} pr^i_{m_a} \circ x^d \downarrow_{m_i} (\gamma^g e)
$$

$$
= (\pi^{i_d}_{n-a} \circ R_{t+1}(pr^i_m \circ x^d \downarrow_{m_d})) \downarrow_{n-a} (e) \quad (21)
$$

Here equation 21 is another instance of collision and follows from Corollary 3.22 to Claim 3.19 and the first collision lemma (this is Lemma 3.13; to be able to apply this lemma we need $p^{SQ_d+\Delta H(m_d,m_i)} | a$ which is true by hypothesis on $a$). This implies,

$$
R_{t+1}(y^d)(e) = R_{t+1}(\pi^{d_m}_{n} \circ (x^d \downarrow_{m_d}))
$$

$$
= \pi^{d_m}_{n-a} \circ R_{t+1}(x^d \downarrow_{m_d}) \in \ker \Pi^d_{n-a}
$$

completing the proof in the case when $t = -1$.

For the general case, note that the domain of $R_{t+1}(z^d)$ is $B_{t+1}(\mathcal{G}_{n-a})$. Let $e \in B_{t+1}(\mathcal{G}_{n-a})$ and define a function $z^d \in \hom_{\mathcal{G}_n}(B_0(\mathcal{G}_n), \bigoplus_{i=1}^d M(m_i)_n)$ by $\tilde{z}^d(\sigma) = z^d(\sigma e)$. Hypothesis on $z^d$ implies that $\pi^{t}_{n} \circ z^d = 0$ and that $\tilde{z}^d$ is $(H^{i,d})$-periodic. By the $t = -1$ case above, we have $\pi^{d}_{n-a} \circ R_0(\tilde{z}^d) = 0$. Hence $\pi^{d}_{n-a} \circ R_{t+1}(z^d)(e) = \pi^{d}_{n-a} \circ R_0(\tilde{z}^d)(1_{\mathcal{G}_{n-a}}) = 0$, completing the proof. \qed

### 3.5 Well-definedness and commutativity results

The aim of §3.5 is to use the technical results in §3.4 to prove some well-definedness and commutativity results.

**Claim 3.24.** Let $SQ$ be a $d$-length sequence of nonnegative integers. With the notation of the nice lift construction, let $z^d$ be $SQ$-periodic. Let $\tilde{I}^d \in \hom_{\mathcal{G}_n}(B_t(\mathcal{G}_n), \bigoplus_{i=1}^d M(m_i)_n)$ be a nice lift of a $z^d$-cycle $I^d$. If $p^{3(SQ)} | a$, then $\pi^{d}_{n-a} \circ R_t(\tilde{I}^d)$ is a $R_{t+1}(z^d)$ cycle in $\hom_{\mathcal{G}_{n-a}}(B_t(\mathcal{G}_n), V^d_{n-a})$ and $R_t(\tilde{I}^d)$ is one of its nice lifts.

**Proof.** Proof is very similar to the one for Claim 3.23. We still provide details.

Note that during the construction of $\tilde{I}^d$ we define $\tilde{I}^r$ for $1 \leq r \leq d$. We prove by upward induction on $r$ that $\pi^{d}_{n-a} \circ R_t(\tilde{I}^r)$ is a $R_{t+1}(z^r)$-cycle and $R_t(\tilde{I}^r)$ is one of its nice lifts. For that let $\text{Res}^r : \hom_{\mathcal{G}_{n-r} \times \mathcal{G}_{n-r}}(B_t(\mathcal{G}_n), M(m_r)_r) \rightarrow \hom_{\mathcal{G}_{n-r} \times \mathcal{G}_{n-r}}(B_t(\mathcal{G}_{n-r}), M(m_r)_r)$
be the natural restriction map and \( \sigma_t : \mathcal{B}_t(\mathcal{G}_m \times \mathcal{G}_{n-a-m_r}) \to \mathcal{B}_t(\mathcal{G}_m \times \mathcal{G}_{n-m}) \) be the natural inclusion. Then we have

\[
pr_{n-a}^r \circ R_t(\hat{I}^r) = \text{Res}^r(pr_n^r \circ \hat{I}^r \downarrow_{m_r}^{n-a}) \uparrow_{m_r}^{n-a}
\]

\[
= \text{Res}^r(a^r \circ \text{Tr}_{t,n-a}^m + (pr_n^r \circ o\zeta^r) \downarrow_{m_r}^{n-a} \circ h^m_{t,n}) \uparrow_{m_r}^{n-a}
\]

\[
= (a^r \circ \sigma_t \circ \text{Tr}_{t,n-a}^m + \text{Res}^r(pr_n^r \circ o\zeta^r \downarrow_{m_r}^{n-a}) \circ h^m_{t,n-a}) \uparrow_{m_r}^{n-a}
\]

\[
= (a^r \circ \sigma_t \circ \text{Tr}_{t,n-a}^m + (pr_n^r \circ o\zeta^r \downarrow_{m_r}^{n-a} \circ h^m_{t,n-a}) \uparrow_{m_r}^{n-a})
\]

(22)

For the case \( r = 1 \), \( V^r \) is an \( \mathbb{F}_l^\tau \)-module and hence it is clear that \( \Pi_{n-a}^1 \circ R_t(\hat{I}^1) \) is a \( R_{t+1}(z^1) \) cycle and equation 22 shows that \( R_t(\hat{I}^1) \) is a nice lift.

For \( r > 1 \), equation 22 implies that a nice lift of \( \Pi_{n-a}^1 \circ R_t(\hat{I}^r) \) is given by \( (\hat{\delta}, pr_{n-a}^r \circ R_t(\hat{I}^r)) \) where \( \hat{\delta} \) is a nice lift of the \( 'z^{r-1} \) cycle \( \Pi_{n-a}^{r-1} \circ R_t(\hat{I}^{r-1}) \) where, from the nice lift construction, we have \( pr_{n-a}^i \circ (\hat{\delta}') = pr_{n-a}^i \circ R_{t+1}(\hat{I}^r) \). Hence to complete the proof of the claim it is enough to show that \( 'z^{r-1} = R_{t+1}(z^{r-1}) \) because then, by induction on \( r \), \( \hat{\delta} \) may be replaced by \( R_t(\hat{I}^{r-1}) \). And that is equivalent to showing the following commutativity relation for \( 1 \leq i \leq r \),

\[
T_{n-a}^{i,r} \circ R_{t+1}(pr_m^i \circ \text{ox}^1 \downarrow_{m_r}^{n}) = R_{t+1}(T_{n-a}^{i,r} \circ (pr_m^i \circ \text{ox}^r \downarrow_{m_r}^{n})).
\]

For that let \( e \in \mathcal{B}_{t+1}(\mathcal{G}_{n-a}) \). As in the proof of Claim 3.23 we have

\[
pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{n}(e) = \sum_{g \in D_{m_r,n, |m_i| \leq g}} pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{m_r} (\gamma_g^{-1} e)
\]

\[
= \sum_{\delta \in D_{m_r,n, |m_i| \leq g}} \sum_{g \in \delta} pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{m_r} (\gamma_g^{-1} e)
\]

\[
= \sum_{\delta \in D_{m_r,n,a/\equiv r,r}} \sum_{g \in \delta} pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{m_r} (\gamma_g^{-1} e)
\]

\[
= \sum_{g \in D_{m_r,n,a, |m_i| \leq g}} pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{m_r} (\gamma_g^{-1} e)
\]

\[
= (T_{n-a}^{i,r} \circ R_{t+1}(pr_m^i \circ \text{ox}^r \downarrow_{m_r}^{n})) \downarrow_{m_i}^{n-a}(e)
\]

This implies,

\[
(T_{n-a}^{i,r} \circ R_{t+1}(pr_m^i \circ \text{ox}^r \downarrow_{m_r}^{n})) \downarrow_{m_i}^{n-a} = \text{Res}^i(pr_i^m \circ \text{ox}^r \downarrow_{m_i}^{n})
\]

\[
= (R_{t+1}(pr_i^m \circ \text{ox}^r)) \downarrow_{m_i}^{n-a}
\]

\[
= (R_{t+1}(T_{n-a}^{i,r} \circ (pr_m^i \circ \text{ox}^r \downarrow_{m_r}^{n}))) \downarrow_{m_i}^{n-a}
\]

completing the proof of the claim. \( \Box \)

Note that \( J \circ \mathcal{D}(SQ) \geq J(SQ) \) for any \( SQ \in \mathbb{Z}_{\geq 0}^d \). We claim the following.

\[
\text{Claim } 3.23
\]

\[
J \circ \mathcal{D}(SQ) \geq J(SQ)
\]
Claim 3.25 (Well-definedness of \( \mathfrak{g} \)). Let \( z^d \) be SQ-periodic and assume that \( p^{3oD(SQ)} | a \).

Then the map

\[
\mathfrak{g}^{n,a,z^d}_{t,V^d} : H^t(z^d(\mathfrak{S}_n, V^d_n)) \to H^t(R_{t+1}(z^d)_{n-a}, V^d_{n-a})
\]

defined by \([l^d] \mapsto [\Pi^d_{n-a} \circ R_t(\bar{f}^d)]\) is well-defined.

Proof. Let \( l_j \in [l^d], j \in \{1,2\} \). Let \( \bar{l}_j \) be any of their nice lifts. We have \( l_1 - l_2 = b \circ \partial_t \) for some \( b \in \text{Hom}_{\mathfrak{S}_n}(B_{t-1}(\mathfrak{S}_n), V^d_n) \). Also, \( \Pi^d_n \circ \bar{l}_j = l_j + b_j \circ \partial_t \) for some \( b_j \in \text{Hom}_{\mathfrak{S}_n}(B_{t-1}(\mathfrak{S}_n), V^d_n) \). Combining these equations yields \( \Pi^d_n \circ (l_1 - l_2) = (b + b_1 - b_2) \circ \partial_t \).

This shows that \( b_3 := b + b_1 - b_2 \) is a twisted \((\bar{l}_1 - \bar{l}_2)\)-cycle. Let \( \bar{b}_3 \) be one of its nice lifts. By Claim 3.19, \((\bar{l}_1 - \bar{l}_2)\) is SQ-periodic. Hence by Claim 3.24, \( \Pi^d_{n-a} \circ R_{t-1}(\bar{b}_3) \) is a \( R_t(\bar{l}_1 - \bar{l}_2) \) cycle if \( p^{3oD(SQ)} | a \). This translates into \( \Pi^d_{n-a} \circ R_t(\bar{l}_1 - \bar{l}_2) = \Pi^d_{n-a} \circ R_{t-1}(\bar{b}_3) \circ \partial_t \), completing the proof because \( \Pi^d_{n-a} \circ R_{t-1}(\bar{b}_3) \circ \partial_t \) is a boundary. \( \square \)

Definition 3.26. For a sequential map \( \phi : V \to W \) corresponding to \( f_\phi : S \to T \) as in Definition 1.11, we define a map \( \phi_* : Z^d_{\geq 0} \to Z^d_{\geq 0} \) by \( \phi_*((H^i)_{1 \leq i \leq d_1}) = (G^k)_{1 \leq k \leq d_2} \) where \( G^k \) is given by

\[
G^k = \begin{cases} 
H^t\phi^{-1}(k), & \text{if } k \in T \\
0, & \text{otherwise}
\end{cases}
\]

Remark 3.27. With the notations of Definition 1.11, Definition 1.19 and Definition 3.26, let \( z^d_1 \in \text{Hom}_{\mathfrak{S}_n}(B_{t+1}(\mathfrak{S}_n), \bar{V}^d_1) \) be SQ-periodic then,

1. \( z^d_1 \circ \partial_{t+2} \) is SQ-periodic,
2. \( \phi_n \circ z^d_1 \) is \( \phi_*(SQ) \)-periodic, and
3. \( R_{t+1}(\phi_n \circ z^d_1) = \phi_{n-a} \circ R_{t+1}(z^d_1) \).

Note that \( H^{t,0}(\mathfrak{S}_n, V^d_n) \) is same as the usual cohomology group \( H^t(\mathfrak{S}_n, V^d_n) \). We have the following lemma.

Lemma 3.28. Let \( \phi : V \to W \) be a sequential map as in Definition 1.11 and let \( SQ \) be the sequence of length \( d_1 \) consisting only of zeros. If \( p^{\max(3_\mathfrak{W} \circ D \mathfrak{W} \circ \phi, 3_\mathfrak{V} \circ D \mathfrak{V}(SQ), 3_\mathfrak{V} \circ D \mathfrak{V}(SQ))} | a \), then the diagram in Figure 14 commutes.

\[
\begin{array}{ccc}
H^t(\mathfrak{S}_n, V^d_n) & \xrightarrow{\phi_{n,1}} & H^t(\mathfrak{S}_n, W^d_n) \\
\downarrow \phi^d_{n,a,0} & & \downarrow \phi^d_{n,a,0} \\
H^t(\mathfrak{S}_{n-a}, V^d_{n-a}) & \xrightarrow{\phi_{n-a,1}} & H^t(\mathfrak{S}_{n-a}, W^d_{n-a})
\end{array}
\]

Figure 14
Proof. Let \( l \in \text{Hom}_{\mathcal{B}_n}(\mathcal{B}_n, V_{n}^{d_1}) \) (we keep the superscript \( d_1 \), which just denote the length of the filtration of \( V \), to keep our notations consistent with Definition 1.19) be a \( 0 \)-cycle and let \( \tilde{l} \) be a nice lift of \( l \). Then \( \phi_n \circ l \) is a twisted \( \phi_n \circ \tilde{l} \circ \partial_{t+1} \)-cycle. Let \( \tilde{l}_1 \) be a nice lift of \( \phi_n \circ \tilde{l} \). By Claim 3.19, \( \tilde{l}_1 \) is \( \mathcal{D}(\text{SQ}) \)-periodic. This implies that \( \tilde{\phi}_n \circ \tilde{l}_1 \circ \partial_{t+1} \) is \( \phi_* \circ \mathcal{D}(\text{SQ}) \)-periodic. If \( p^{3o\mathcal{D}(\text{SQ})} \mid \phi \) and \( p^{3o\mathcal{D}(\text{SQ})} \mid a \), then by Claim 3.24 we have that \( R_t(\tilde{l}_1) \) is a nice lift of \( \Phi_n \circ l \circ \partial_{t+1} \) cycle and also that \( R_t(\tilde{l}_1) \) is a nice lift of a \( 0 \) cycle. This implies \( \Pi_{n-a}^2 \circ \tilde{\phi}_n \circ \phi_n \circ \partial_{t+1} \circ \partial_{t+1} = 0 \). Hence \( R_t(\tilde{l}_1) \) is a lift (not necessarily nice) of a zero cycle. Since \( \Pi_{n-a}^2 \circ \tilde{\phi}_n \circ \tilde{l} \circ \partial_{t+1} = 0 \), \( \phi_n \circ l \) is also a \( 0 \)-cycle.

Let \( \tilde{l}_2 \) be a nice lift of \( \phi_n \circ l \) as a \( 0 \)-cycle. This yields the equation, \( \Pi_{n-a}^2 \circ (\tilde{l}_1 - \tilde{l}_2) = b \circ \partial_t \) for some \( b \). Here \( b \) is a \( \tilde{l}_1 - \tilde{l}_2 \) cycle and \( \tilde{l}_1 - \tilde{l}_2 \) is \( \mathcal{D} \circ \phi_* \circ \mathcal{D}(\text{SQ}) \)-periodic. Thus if \( p^{3o\mathcal{D} \circ \phi_* \circ \mathcal{D}(\text{SQ})} \mid \phi \) then, as in Claim 3.25, we have \( \Pi_{n-a}^2 \circ R_t(\tilde{l}_1 - \tilde{l}_2) = \Pi_{n-a}^2 \circ R_{t-1}(\tilde{b}) \circ \partial_t \). This completes the proof because \( \Pi_{n-a}^2 \circ R_{t-1}(\tilde{b}) \circ \partial_t \) is a boundary,

\[
\tilde{n}_{n,a,t} \circ \Pi_{n-a}^2(\tilde{l}) = [\Pi_{n-a}^2 \circ \tilde{R}_t(\tilde{l} \circ \partial_t)] = [\Pi_{n-a}^2 \circ R_t(\tilde{l}_1)] \quad \text{and} \quad \tilde{n}_{n,a,0} \circ \Pi_{n-a}^2(\tilde{l}) = [\Pi_{n-a}^2 \circ R_t(\tilde{l}_2)].
\]

Let \( l_0 \in H^t(z^d)(\mathcal{G}_n, V_n^d) \). Then it is clear that the map \( \mu^{n,z^d,l_0}: H^t(z^d)(\mathcal{G}_n, V_n^d) \to H^t(\mathcal{G}_n, V_n^d) \) defined by \( l \mapsto l - l_0 \) is bijective.

Lemma 3.29. Let \( z^d \) be SQ-periodic and let \( p^{3o\mathcal{D}(\text{SQ})} \mid \phi \), then the diagram in Figure 15 commutes provided \( H^t(z^d)(\mathcal{G}_n, V_n^d) \) is nonempty. (The obvious subscripts and superscripts are omitted here.)

\[
\begin{array}{ccc}
H^t(z^d)(\mathcal{G}_n, V_n^d) & \xrightarrow{\mu} & H^t(\mathcal{G}_n, V_n^d) \\
\downarrow_{\mathcal{R}} & & \downarrow_{\mathcal{R}} \\
H^t(R_{t+1}(z^d))(\mathcal{G}_{n-a}, V_{n-a}^d) & \xrightarrow{\mu} & H^t(\mathcal{G}_{n-a}, V_{n-a}^d)
\end{array}
\]

Figure 15

Proof. The proof is similar to the proof of well-definedness. We need to show that, under the hypothesis on \( a, \mathcal{R}(l) - \mathcal{R}(l_0) \) and \( \mathcal{R}(l - l_0) \) differ by a boundary. Let \( \tilde{l}, \tilde{l}_0 \) and \( \tilde{l}_1 \) be nice lifts of \( l, l_0 \) and \( l - l_0 \) respectively. Then we have \( \Pi_{n-a}^d \circ (\tilde{l}_0 - \tilde{l}_1) = b \circ \partial_t \) for some \( b \). Then \( b \) is a \( (\tilde{l}_0 - \tilde{l}_1) \) cycle. Also \( (\tilde{l}_0 - \tilde{l}_1) \) is \( \mathcal{D}(\text{SQ}) \)-periodic. Hence if \( p^{3o\mathcal{D}(\text{SQ})} \mid \phi \) then by Claim 3.24, we have \( \Pi_{n-a}^d \circ R_t(\tilde{l}_0 - \tilde{l}_1) = \Pi_{n-a}^d \circ R_{t-1}(\tilde{b}) \circ \partial_t \), completing the proof.
3.6 Proof of the main theorem for \#-filtered FI-modules

The aim of §3.6 is to show that the map \( \mathcal{R} \) as in Claim 3.25 is an isomorphism whenever \( n - a \) is large and \( a \) is divisible by a sufficiently large power of \( p \) (see Theorem B). We keep the notations from §1.3.

Consider the exact sequence

\[
H^i(\mathcal{S}_n, V_n^{d-1}) \xrightarrow{\phi^d_{n,t}} H^i(\mathcal{S}_n, V_n^d) \xrightarrow{\psi^d_{n,t}} H^i(\mathcal{S}_n, M(W_d)_n) \xrightarrow{\delta^d_{n,t}} H^{i+1}(\mathcal{S}_n, V_n^{d-1})
\]

induced by the exact sequence

\[
0 \to V^{d-1} \xrightarrow{\phi^d} V^d \xrightarrow{\psi^d} M(W_d) \to 0.
\]

We have the following lemma:

**Lemma 3.30.** Let \( SQ \) be the sequence of length \( d \) consisting of zeros. If \( p^3 \not| (SQ) \mid a \) (needed for the maps to be well-defined), then the diagram in Figure 16 commutes. Moreover, if \( n - a \geq 2t + m_d \), then the right vertical arrow is an isomorphism.

\[
\begin{array}{ccc}
H^i(\mathcal{S}_n, V_n^{d-1}) & \xrightarrow{\phi^d_{n,t}} & H^i(\mathcal{S}_n, V_n^d) \\
\downarrow \mathcal{R}^n_{t,V^{d-1}} & & \downarrow \mathcal{R}^n_{t,V^d} \\
H^i(\mathcal{S}_{n-a}, V_{n-a}^{d-1}) & \xrightarrow{\phi^d_{n-a,t}} & H^i(\mathcal{S}_{n-a}, V_{n-a}^d) \\
\downarrow \mathcal{R}^n_{t,M(W_d)} & & \downarrow \mathcal{R}^n_{t,M(W_d)} \\
H^i(\mathcal{S}_{n-a}, M(W_d)_{n-a}) & \xrightarrow{\psi^d_{n-a,t}} & H^i(\mathcal{S}_{n-a}, M(W_d)_{n-a})
\end{array}
\]

**Figure 16**

**Proof.** The first statement about the diagram is immediate because the maps \( \phi^d \) and \( \psi^d \) are sequential. Also, note here that if \( l \in \text{Hom}_{\mathcal{S}_n}(\mathcal{B}_t(\mathcal{S}_n), V_n^{d-1}) \) is a 0-cycle and \( \bar{l} \) is one of its nice lifts, then \( \phi^d_{n,t} \circ \bar{l} \) is already a nice lift of the 0-cycle \( \phi^d_{n,t} \circ l \). A similar statement holds for \( \psi^d \). Hence we have a simpler condition on \( a \) then in Lemma 3.28. For the second statement, note that the right vertical map is induced by the map

\[
\mathcal{R}^a_{t,M(W_d)} : \text{Hom}_{\mathcal{S}_n}(\mathcal{B}_t(\mathcal{S}_n), M(W_d)_n) \to \text{Hom}_{\mathcal{S}_{n-a}}(\mathcal{B}_t(\mathcal{S}_{n-a}), M(W_d)_{n-a})
\]

coming from the FI structure on \( M(W_d) \).

Consider the commutative diagram in Figure 17 (where \( \text{res}_1 \) and \( \text{res}_2 \) are natural restriction maps). Vertical arrows are isomorphisms and \( \text{res}_2 \) induces an isomorphism on the cohomology groups. Hence it is enough to show that \( \text{res}_1 \) induces an isomorphism. By Künneth formula, \( \text{res}_1 \) induces the map

\[
(id_i \otimes \mathcal{R}^{n-m_d,a,0}_{j,M(0)})_{i+j=t} : \bigoplus_{i+j=t} H^i(\mathcal{S}_{m_d}, W_d) \otimes H^j(\mathcal{S}_{n-m_d}, \mathbb{K}) \to \\
\bigoplus_{i+j=t} H^i(\mathcal{S}_{m_d}, W_d) \otimes H^j(\mathcal{S}_{n-m_d-a}, \mathbb{K})
\]
Lemma 3.31. Let $SQ$ be the sequence of length $d-1$ consisting of zeros. If $p^d \circ \phi_1 \circ D_{d-1}(SQ) \mid a$, then the diagram in Figure 18 commutes.

$$H^t(\mathcal{G}_n, M(W_d)_n) \xrightarrow{\delta_{n,t}^d} H^{t+1}(\mathcal{G}_n, V_{d-1}^d)$$

Figure 17

Remark 3.32. Note here that for the right vertical arrow to be well-defined we need that $p^{3d} \circ \phi_1 \circ D_{d-1}(SQ) \mid a$. But it is easy to see that

$$p^d \circ \phi_1 \circ D_{d-1}(SQ) \supseteq p^d \circ \phi_1 \circ D_{d-1}(SQ) \supseteq p^d \circ \phi_1 \circ D_{d-1}(SQ).$$

In the following proof we will not write the obvious subscripts.

Proof. Note that it is enough to show that the natural map $\delta_1 : \ker \phi_{n,t+1} \to \text{coker } \psi_{n,t}$ that induces $\delta_{n,t}^d$, commutes with $\mathfrak{N}$. For that, let $l \in \text{Hom}_{\mathfrak{N}}(B_{t+1}(\mathcal{G}_n), V_{d-1}^d)$ be a 0-cycle such that $\phi_{n,t}^d \circ l$ is a boundary. Since $\delta$ is a well-defined map on cohomology, we may assume, by picking an appropriate element in the equivalence class of $l$, that $l$ admits a lift $\tilde{l}$ that is nice. So we have, $\Pi_{n,t}^d \circ \phi_{n,t}^d \circ \tilde{l} = b \circ \partial_t$ for some $b$. Then by Claim 3.19 and sequentialness of $\phi^d$, $\phi_{n,t}^d \circ \tilde{l}$ is $\phi^d_{n,t} \circ D(SQ)$-periodic. By the nice lift construction, we may find a nice lift $\tilde{b}$ of the $\phi_{n,t}^d \circ \tilde{l}$ cycle $b$. Now note that $\delta_{n,t}^d([l]) = [\pi_{n,t}^d \circ \psi_{n,t}^d \circ \tilde{b}]$. Hence it follows from Claim 3.24, that the diagram in Figure 18 commutes if $p^d \circ \phi_1 \circ D_{d-1}(SQ) \mid a$. 

Proof of Theorem B. Proof is by induction on $d$ which is the length of the $\mathfrak{N}$-filtration. When $d = 1$ then the proof follows from the second assertion of Lemma 3.30. In the general
The proof now follows from the five lemma. The induction hypothesis holds. Hence the second and the fifth vertical arrows are isomorphisms.

Let $SQ'$ be the sequence of length $d - 1$ consisting of zeros. Since $p^{\beta} \circ D_{d} (SQ') \geq p^{\beta} \circ D_{d-1} (SQ')$, the induction hypothesis holds. Hence the second and the fifth vertical arrows are isomorphisms. The proof now follows from the five lemma.

**Proof of Theorem C.** Let $SQ'$ be the sequence of length $d$ consisting of zeros. The proof is immediate from the fact that $p^{\beta} \circ D (SQ) \geq p^{\beta} \circ D (SQ')$, Theorem B and the commutativity of the diagram in Lemma 3.29.

We have the following bound on the period.

**Lemma 3.33.** Let $SQ = (H^i,d)_{1 \leq i \leq d} \in \mathbb{Z}_{\geq 0}$ and define $D_1 := \max_{1 \leq i \leq d} H^i,d$. Then,

- $\mathcal{I}(SQ) \leq D_1 + D$,
- $\mathcal{D}(SQ)_i \leq D_1 + D - m_i$ and
- $\mathcal{J} \circ \mathcal{D}(SQ) \leq D_1 + 2D$.

In particular, the cohomology groups $H^i(\mathbb{G}_n,V^d_n)$ are eventually periodic in $n$ with period dividing $p^{2D}$.

**Proof.** We have $\mathcal{J} \circ \mathcal{D}(SQ) = \mathcal{J} \circ (\mathcal{D}(SQ)_i + \Delta H(m_i,0))$. It is elementary that if $b$ is positive integer, then $v_p(b! = \sum_{j=1}^{\infty} \left\lfloor \frac{b}{p^j} \right\rfloor \leq b - 1$. This implies $\Delta H(a, b) \leq \max(a - b, 0)$. Moreover, the recursive definition of $H^i,r^{-1}$ implies by induction on $r$ that $H^i,r^{-1} \leq D_1 + D - m_i$. Thus $\mathcal{D}(SQ)_i = H^i,i \leq D_1 + D - m_i$. This proves the second assertion and the first follows immediately. Iterating the argument we get, $\mathcal{D}(SQ)_i \leq D_1 + 2D - m_i$. Hence $\mathcal{J} \circ \mathcal{D}(SQ) \leq D_1 + 2D$, completing the proof.

We record the following lemma to be used in the next section.

**Lemma 3.34.** Let $\Pi^1 : \bigoplus_{i=1}^{d_1} M(m_i) \to V$ and $\Pi^2 : \bigoplus_{k=1}^{d_2} M(n_k) \to W$ be $\mathfrak{z}$-filtered $\text{Fl}$-modules. Define $D_1 := \max_{1 \leq i \leq d_1} m_i$ and $D_W := \max_{1 \leq k \leq d_2} n_k$. Let $\phi : V \to W$ be a sequential map (see Definition 1.11 and Definition 3.26) and let $SQ \in \mathbb{Z}_{\geq 0}^{d_1}$. Then $\mathcal{D}(\phi_*(SQ))_k \leq D_1 + D_W - n_k$ for each $1 \leq k \leq d_2$.

**Proof.** Proof follows immediately from Lemma 3.33.
Example 3.35. Working over \( \mathbb{F}_2 \), for any \( d \geq 3 \) let \( V \) be the quotient of \( M(0) \oplus M(d) \) by the sub \( \text{FI} \)-module generated by the element \( (1, \sum_{f:[d] \rightarrow [d]} f) \in (M(0) \oplus M(d))_d \). Note that \( V \) admits a natural exact sequence

\[
0 \rightarrow M(0) \rightarrow V \rightarrow M(W) \rightarrow 0
\]

where \( W \) is the quotient of \( M(d) \) by the sub \( \text{FI} \)-module \( K \) generated by \( \sum_{f:[d] \rightarrow [d]} f \in M(d)_d \).

It is clear that the image of \( M(0)_n \) lie inside \( H^0(\mathcal{S}_n, V_n) = V_{n}^{\text{even}} \subseteq V_n \). We show that \( \dim M(W)_n \mathcal{S}_n = \dim W^{\text{even}} = 1 \) and hence \( \dim V_{n}^{\text{even}} \) is either 1 or 2 depending on \( n \). The first equality is clear by Shapiro’s lemma. For the second, let \( 0 \neq x \in W^{\text{even}} \) and let \( y \in M(d)_d \) be a lift of \( x \). By construction, if \( \sigma \in \mathcal{S}_d \) then \( \sigma y \) is either \( y \) or \( y + \sum_{f:[d] \rightarrow [d]} f \). This define a surjective homomorphism \( \phi : \mathcal{S}_d \rightarrow \{0, 1\} \). By simplicity of \( \Lambda_d \) (or when \( d = 4 \), the fact that the only index two subgroup of \( \mathcal{S}_d \) is \( \Lambda_d \)), we have \( \ker(\phi) = \Lambda_d \). This shows that \( x = \sum_{f \in \Lambda_d} f \mod K_d \) and hence the second equality.

Now we calculate the dimension of \( V_{n}^{\text{even}} \). Note that \( \dim V_{n}^{\text{even}} = 2 \) if and only if there exists \( 0 \neq x \in V_{n}^{\text{even}} \) admitting a lift, say \( y = (y_1, y_2) \in (M(0) \oplus M(d))_n \), such that \( y_2 \neq 0 \mod K_n \). In that case, by the previous paragraph we may take \( y_2 = \sum_{g \in D_{d,n}} \sum_{f \in \Lambda_d} g \circ f \) and this implies

\[
\sigma x = x \iff \Gamma_n(\sigma) := \{g \in D_{d,n} : A_d \neq \gamma_{\sigma(g)}^{-1} \gamma_g : [d] \rightarrow [d] \} \equiv 0 \mod 2
\]

for any \( \sigma \in \mathcal{S}_n \). Note that the transposition \( \sigma_0 = (1, 2) \) and the cycle \( \sigma_1 = (1, 2, 3, \ldots, n) \) generate \( \mathcal{S}_n \) and

\[
\Gamma_n(\sigma) = \begin{cases} 
(n-2)_{d-2}, & \text{if } \sigma = \sigma_0 \\
(n-1)_{d-1}, & \text{if } \sigma = \sigma_1 \text{ and } 2 \mid d \\
0, & \text{if } \sigma = \sigma_1 \text{ and } 2 \nmid d.
\end{cases}
\]

We conclude that

\[
\dim V_{n}^{\text{even}} = \begin{cases} 
2 \iff (n-2)_{d-2} \equiv (n-1)_{d-1} \equiv 0 \mod 2, & \text{if } 2 \mid d \text{ and,} \\
2 \iff (n-2)_{d-2} \equiv 0 \mod 2, & \text{if } 2 \nmid d.
\end{cases}
\]

The residue \( (n \choose d) \mod 2 \) is periodic in \( n \) with the smallest period \( \geq x \). This implies that the smallest period of \( \dim H^0(\mathcal{S}_n, V_n) \) could be an arbitrarily large power of 2. In particular, when \( d = 5 \), \( \dim V_{n}^{\text{even}} \) is eventually periodic in \( n \) with smallest period \( 2^2 \). Our argument also shows that (23) does not split because otherwise the smallest period would be the lcm of periods for \( H^0(\mathcal{S}_n, M(0)_n) \) and \( H^1(\mathcal{S}_n, M(W)_n) \) which are both 1.

### 3.7 Proof of the main theorem for finitely generated \( \text{FI} \)-modules

The aim of this section is to prove the main theorem for finitely generated \( \text{FI} \)-modules (Theorem D) and develop machinery for the generalization to \( \text{FI} \)-complexes which is the content
of §3.8. We keep the notations from §1.4.

**Proof of Theorem D.** Assume \( n - a \geq C \) and consider the spectral sequences \( E^{\bullet, \bullet}(n) \) defined in (E). Note that the rightward oriented first page is given by

\[
E_1^{x, y}(n) = \begin{cases} 
0, & \text{if } x > 0 \\
\text{Home}_n(B_y(\mathcal{G}_n), V_n), & \text{if } x = 0
\end{cases}
\]

and it follows that the rightward oriented second page satisfy

\[
E_2^{x, y}(n) = E_{\infty}^{x, y}(n) = \begin{cases} 
0, & \text{if } x > 0 \\
H^y(\mathcal{G}_n, V_n), & \text{if } x = 0
\end{cases}
\]

Hence the \( y \)-th cohomology group of the associated total complex is isomorphic to \( H^y(\mathcal{G}_n, V_n) \). Thus, if we change orientation, then the upward oriented spectral sequence \( E_r^{\bullet, \bullet}(n) \) abuts to \( H^*(\mathcal{G}_n, V_n) \) and \( E_{\infty, 1-x}^{\bullet, \bullet}(n) \), \( 0 \leq x \leq N \) are graded pieces of the induced filtration on \( H^*(\mathcal{G}_n, V_n) \). We show by induction on the page number \( \tau \) that if \( a \) is divisible by a large enough power of \( p \) and \( n - a \) is sufficiently large then there is an isomorphism \( E_1^{x, y}(n) \cong E_1^{x, y}(n - a) \).

We start with the base case. Observe that \( E_1^{x, y}(n) = H^y(\mathcal{G}_n, J^x_n) \) and, by the results of the previous section (Theorem B and Lemma 3.33), we have a map \( R_1^{x, y}(n, a) : E_1^{x, y}(n) \rightarrow E_1^{x, y}(n - a) \) defined by \( R_1^{x, y}(n, a) := R_{y, J^x_n}^{n, a, 0} \) that is an isomorphism as long as \( p^{2D_x} \mid a \) and \( n - a \geq 2(y + d_x) + D_x \). Here \( d_x \) and \( D_x \) are the lengths of the \( \hat{a} \)-filtration and the degree of generation (resp.) of \( J^x \). Note that by Theorem A, \( D_x \leq D_0 - x \). Moreover, \( D_0 \) is less than or equal to the degree of generation \( D \) of \( V \). We set \( M_1^{x, y} = 2D_x \) and \( S_1^{x, y} = 2(y + d_x) + D_x \).

Assume, by induction, that \( R_1^{x, y}(n, a) \) induces a map \( R_1^{x, y}(n, a) : E_1^{x, y}(n) \rightarrow E_1^{x, y}(n - a) \) that is an isomorphism as long as \( p^{M_1^{x, y}} \mid a \) and \( n - a \geq S_1^{x, y} \). Consider the diagram in Figure 20.

We find a condition on \( n \) and \( a \) such that this diagram commutes and the vertical arrows are isomorphisms.
Following Vakil’s notes [Va, §1.7], we define an \((x, y)\) strip associated to a spectral sequence \(E^{**}\) to be an element of \(\oplus_{i \geq 0} E^{x+i, y-i}\) (This is same as the Vakil’s definition but with orientation changed to upward instead of rightward). Note that, in our case, the differential \(d(n) = \rightarrow d(n) + \uparrow d(n)\) sends a \((x, y)\) strip \(s\) to a \((x, y+1)\) strip \(ds\). We shall now use Vakil’s description of the differential \(\uparrow d_r\) in terms of \((x, y)\) strips throughout.

Let \(\bar{t} \in \uparrow E^{x, y}_r(n)\). Then there is a corresponding \((x, y)\) strip \(s = (l_i) \in \oplus_{i \geq 0} E^{x+i, y-i}(n)\) such that \(ds\) is a \((x+r, y-r+1)\) strip. This implies that \(l_0\) is a 0 cycle and \(\phi_n^{x+i} \circ l_i = l_{i+1} \circ \partial y-i\), \(0 \leq i \leq r-2\). Moreover, the image of \(\bar{t}\) under \(\uparrow d_r^{x, y}(n)\) is determined by \(\phi_n^{x+r-1} \circ l_{r-1}\). The well-definedness of \(\uparrow d_r^{x, y}(n)\) allows us to change each \(l_i\) up to a boundary. Hence, by induction on \(i\), we may assume that the \(\phi_n^{x+i} \circ \bar{t}\) cycle \(l_{i+1}\) admits a lift \(\bar{t}_{i+1}\) that is nice. Let \(SQ^{d_x}\) be the sequence of length \(d_x\) consisting only of zeros. It follows from Claim 3.19 that \(\bar{t}_0\) is \(SQ^{x, y}_{r,0} := D(SQ^{d_x})\)-periodic and that \(\bar{t}_{i+1}\) is \(SQ^{x, y}_{r,i+1} := D(\phi_n^{x+i}(SQ^{x, y}_{r,i}))\)-periodic. Define \(N^{x, y}_r := \max(I(SQ^{d_x}), \max_{0 \leq i \leq r-1} I(\phi_n^{x+i}(SQ^{x, y}_{r,i})))\). Then, by Claim 3.24 and the definition of the map \(R_1\) (recall that \(R\) commutes with a sequential map, see Remark 1.24), the right square in the diagram above commutes if \(p^{N^{x, y}_r} \mid a\). We now define

\[
M^{x, y}_{r+1} := \max\{M^{x, y}_r, M^{x-r, y+r-1}_r, M^{x+r, y-r+1}_r, N^{x, y}_r, N^{x-r, y+r-1}_r\}, \quad (24)
\]

\[
SD^{x, y}_{r+1} := \max\{SD^{x, y}_r, SD^{x-r, y+r-1}_r, SD^{x+r, y-r+1}_r\} \quad (25)
\]

and note that the diagram above commutes and vertical arrows are isomorphisms as long as \(p^{M^{x, y}_r} \mid a\) and \(n - a \geq SD^{x, y}_r\). Hence, under these assumptions on \(n\) and \(a\), \(R^{x, y}_r(n, a)\) induces an isomorphism \(R^{x, y}_r(n, a) : \uparrow E^{x, y}_r(n) \rightarrow \uparrow E^{x, y}_r(n - a)\), completing the inductive step of the proof. Now taking \(r \rightarrow \infty\) completes the proof of the theorem. \(\square\)

**Remark 3.36.** The proof above also provides an algorithm to calculate the period \(p^{M^{x, y}_r}\) and the stable range \(SD^t\) because we have (24) and (25) together with the following equations.

\[
M^t = \max_{x+y=t, 1 \leq r < \infty} M^{x, y}_r,
\]

\[
SD^t = \max_{x+y=t, 1 \leq r < \infty} SD^{x, y}_r.
\]

The following lemma gives bounds on the period and the stability range in Theorem D.

**Lemma 3.37.** We have

\[
M^t_\infty \leq \min\{(t + 3)D, \max\{2D, D(D + 1)/2\}\},
\]

\[
SD^t_\infty \leq 2(t + \max_x d_x - 1) + D.
\]

(by Remark 1.17, we can replace \(D\) above by \(\chi(V)\))
Proof. Recall that $D_x \leq D - x$. This implies $M_{r,x}^{x,y} \leq 2D$. Next we provide bounds on $M_{r,x}^{x,y}$ and $N_{r}^{x,y}$ independent of $x$ and $y$. Note that by Lemma 3.33 and Lemma 3.34, we have

\[
\mathcal{J}(\mathcal{S}^{d_x}) \leq D_x \quad \text{and} \quad \mathcal{J}(\phi^{x+i}(\mathcal{S}^{r,x,y})) \leq \sum_{y=x}^{x+i+1} D_y
\]

which show that

\[
N_{r}^{x,y} \leq \begin{cases} (r+1)D & \text{if } r < D \\ D(D+1)/2 & \text{if } r \geq D \end{cases}
\]

This implies, by induction on $r$, that

\[
M_{r+1}^{x,y} \leq \begin{cases} (r+1)D & \text{if } r < D \\ \max\{2D, D(D+1)/2\} & \text{if } r \geq D \end{cases}
\]

We know that if $x + y = t$ the spectral sequence stabilizes when $r = t + 2$. This shows that $M_{t}^{t} \leq \min\{(t+3)D, \max\{2D, D(D+1)/2\}\}$. Proof of the second assertion is similar. \qed

Theorem D establishes the periodicity of dimensions of the groups $H^i(S_n, V_n)$ but does not give explicit maps $H^i(S_n, V_n) \rightarrow H^i(S_{n-a}, V_{n-a})$. Instead it provides us with a filtration on $H^i(S_n, V_n)$ and $H^i(S_{n-a}, V_{n-a})$ such that the graded pieces are isomorphic. In the remaining of this section we remedy this and construct explicit maps at the expense of increasing the period slightly.

Let

\[
\text{TE}^\bullet(n) := \bigoplus_{x+y=\bullet} \text{Hom}_{S_n}(\mathcal{B}_y(S_n), J_n^x)
\]

with the differential $d_T(n)$ denote the total complex associated to $E^\bullet(n)$. For each $0 \leq x \leq N$, let $\Pi^x : \bar{J}^x = \bigoplus_{t=1}^{d_x} M(m_{i,x}) \rightarrow \bar{J}^x$ be a cover as in Theorem A. We define

\[
\text{TE}^\bullet(n) := \bigoplus_{x+y=\bullet} \text{Hom}_{S_n}(\mathcal{B}_y(S_n), \bar{J}_n^x)
\]

to be the cover of $\text{TE}^\bullet$ with the obvious surjective map,

\[
\Pi^t : \text{TE}^t(n) \rightarrow \text{TE}^t(n)
\]

given by $\Pi^t_n((l_x)_{0 \leq x \leq t}) = (\Pi^x_n \circ l_x)_{0 \leq x \leq t}$.

**Definition 3.38.** Let $\bar{z} = (z_x)_{0 \leq x \leq t+1} \in \bar{TE}^{t+1}(n)$. We call $\bar{l} = (l_x)_{0 \leq x \leq t} \in \text{TE}^t(n)$ a **twisted $\bar{z}$-cycle** if we have

\[
d^t_T(n)(\bar{l}) = \Pi^{t+1}_n(\bar{z}).
\]
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Two twisted \( \overline{z} \) cycles \( \overline{I}_1 \) and \( \overline{I}_2 \) are equivalent if they differ by a boundary, that is, \( \overline{I}_1 - \overline{I}_2 = d_{t}^{l-1}(n)(\overline{b}) \) for some \( \overline{b} \in TE^{t-1}(n) \). We denote the set (which is in fact a group when \( \overline{z} = 0 \)) formed by these equivalence classes by \( H^t(\overline{z} \circ TE^*(n)) \) and the equivalence class of \( \overline{I} \) by \( [\overline{I}] \).

Let \( SQ^x = (H^i_{d_x}z)_{1 \leq i \leq d_x}, \ 0 \leq x \leq N \) be sequences of nonnegative integers. We say that \( \overline{z} \) is \( (SQ^x)_{0 \leq x \leq t+1} \)-periodic if \( z_x \) is \( SQ^x \)-periodic for each \( x \).

\[ \text{Remark 3.39. Note that the map} \]

\[ \iota_* : \text{Hom}_{G_n}(B_t(G_n), V_n) \to TE^t(n) = \bigoplus_{x+y=t} \text{Hom}_{G_n}(B_y(G_n), J_n^x) \]

given by \( l \mapsto (l_x)_{0 \leq x \leq t} \) where

\[ l_x = \begin{cases} \iota_n \circ l, & \text{if } x = 0 \\ 0, & \text{otherwise} \end{cases} \]

induces an isomorphism \( \overline{i}_* : H^t(G_n, V_n) \to H^t(TE^*(n)) = H^t(\overline{\partial}(TE^*(n)) \text{ for } n \geq C. \]

Define the map

\[ \overline{R}_{t+1, TE^*}^n : TE^{t+1}(n) \to TE^{t+1}(n - a) \]

given by \( (z_x)_{0 \leq x \leq t+1} \mapsto (R_{t+1-x}(z_x))_{0 \leq x \leq t+1} \). We will drop some of the subscripts and superscripts when there is no discrepancy. Let \( \overline{I} = (l_x)_{0 \leq x \leq t} \in TE^t(n) \) be a \( \overline{z} \) cycle and assume that \( \overline{z} \) is \( (SQ^x)_{0 \leq x \leq t+1} \)-periodic. This amounts to the following equations:

\[ l_0 \circ \partial_{t+1} = \Pi_0 \circ z_0 \]
\[ l_{x+1} \circ \partial_{t-x} = \phi_x^t \circ l_x + \Pi_{x+1}^t \circ z_{x+1}, \text{ for } 0 \leq x \leq t - 1 \]
\[ 0 = \phi_t^t \circ l_t + \Pi_{t+1}^t \circ z_{t+1} \]

By changing each \( l_x \) up to a boundary we may assume, by induction on \( x \), that the \( \phi_x^t \circ l_x + z_{x+1} \) cycle \( l_{x+1} \) admits a lift \( \overline{l}_{x+1} \) that is nice. It follows that \( \overline{l}_0 \) is \( SQ^{t, 0} := \sigma(SQ^0) \)-periodic and that \( \overline{l}_{x+1} \) is \( SQ^{t, x+1} := \sigma(\gcd(\phi_x^t(SQ^{t, x}), SQ^{x+1})) \)-periodic. We call \( \overline{l} := (\overline{l}_x)_{0 \leq x \leq t} \) a nice lift of \( \overline{I} \). By Claim 3.24, \( \overline{l}_{t+1, \overline{R}_t} - \overline{l}_t = (\overline{l}_x)_{0 \leq x \leq t} \) is a \( \overline{R}_{t+1}(\overline{z}) \) cycle if \( p_{\overline{l}}^{\overline{R}_{t+1}}((SQ^x)_{0 \leq x \leq t+1}) | a \).

Here the maps \( \overline{s}_{\overline{R}_t}^t \) and \( \overline{s}_{\overline{R}_t}^t \) \( TE^* \) are analogous to the maps \( J \) and \( D \) (resp.) and are defined by

\[ \overline{s}_{\overline{R}_t}^t((SQ^x)_{0 \leq x \leq t+1}) := \max\{ J(SQ^0), \max_{0 \leq x \leq t} J(\gcd(\phi_x^t(SQ^{t, x}), SQ^{x+1})) \} \]
and,

\[ \overline{s}_{\overline{R}_t}^t((SQ^x)_{0 \leq x \leq t+1}) := (SQ^{t, x})_{0 \leq x \leq t}. \]

Note that \( \overline{l} \) is \( \overline{s}_{\overline{R}_t}^t((SQ^x)_{0 \leq x \leq t+1}) \)-periodic. We can now prove the following analog of Claim 3.25.
Claim 3.40. Let $\bar{z}$ be $(\text{SQ}^x)_{0 \leq x \leq t+1}$-periodic and assume that $p^\pi_{\text{TE}^*} \circ \bar{\delta}_{\text{TE}^*}((\text{SQ}^x)_{0 \leq x \leq t+1}) | a$ and $p^\pi_{\text{TE}^*}((\text{SQ}^x)_{0 \leq x \leq t+1}) | a$. Then the map

$$\bar{\delta}_{t,\text{TE}^*}^{n,a,\bar{z}} : H^t,\bar{z} (\text{TE}^*(n)) \to H^t,\bar{R}_{t+1}(\bar{z}) (\text{TE}^*(n - a))$$

defined by $[\vec{t}] \mapsto [\bar{\delta}_{n-a}^{t}(\bar{R}_{t}((\vec{I}_x)_{0 \leq x \leq t+1}))]$ is well-defined.

**Proof.** Let $\vec{I}_j \in [\vec{t}]$, $j \in \{1, 2\}$. Let $\vec{I}_j$ be any of their nice lifts. We have $\vec{I}_1 - \vec{I}_2 = d_{t-1}^{1-1}(n)\vec{b}$ for some $\vec{b} \in \text{TE}^{t-1}(n)$. Also, $\bar{\delta}_{t}^{n}(\vec{I}_j) = \vec{I}_j + d_{t-1}^{1-1}(n)\vec{b}_j$ for some $\vec{b}_j \in \text{TE}^{t-1}(n)$.

Combining these equations yields $\bar{\delta}_{t}^{n}(\vec{I}_1) - \bar{\delta}_{t}^{n}(\vec{I}_2) = d_{t-1}^{1-1}(n)(\vec{b} + \vec{b}_1 - \vec{b}_2)$. This shows that $\vec{b}_3 := \vec{b} + \vec{b}_1 - \vec{b}_2$ is a twisted $(\vec{I}_1 - \vec{I}_2)$-cycle. Let $\vec{b}_3$ be one of its nice lifts. By what we have observed in the paragraph above the lemma, $(\vec{I}_1 - \vec{I}_2)$ is $\bar{\delta}_{t}^{t}(\text{SQ}^x)_{0 \leq x \leq t+1}$-periodic. Hence $\bar{\delta}_{t}^{n}(\vec{I}_1 - \vec{I}_2)$ is a $\bar{R}_{t,n,a}(\vec{I}_1 - \vec{I}_2)$ cycle if $p^\pi_{\text{TE}^*} \circ \bar{\delta}_{\text{TE}^*}((\text{SQ}^x)_{0 \leq x \leq t+1}) | a$. This translates to $\bar{\delta}_{t}^{n}(\vec{I}_1 - \vec{I}_2) = d_{t-1}^{1-1}(n)(\bar{\delta}_{t}^{n-1}(\vec{I}_1 - \vec{I}_2) = d_{t-1}^{1-1}(n)(\bar{\delta}_{t}^{n-1}(\vec{I}_1 - \vec{I}_2))$, completing the proof because $d_{t-1}^{1-1}(n)(\bar{\delta}_{t}^{n-1}(\vec{I}_1 - \vec{I}_2))$ is a boundary. \hfill \square

Let $\bar{z} = 0$ and for each $x$ let $\text{SQ}^x$ be the sequence consisting of zeros. Define the quantities (the subscript 1 will be useful in the next section)

$$\tilde{M}_1^t := \max\{M_1^t, I_{t-1}^{1-1} \circ \tilde{\delta}_{t}^{t}((\text{SQ}^x)_{0 \leq x \leq t+1}), \tilde{\delta}_{t}^{t}((\text{SQ}^x)_{0 \leq x \leq t+1})\} \quad (26)$$

$$S\bar{D}_1^t := S\bar{D}_1^\infty. \quad (27)$$

Then we have the following theorem.

**Theorem 3.41.** Assume $p^{\tilde{M}_1^t} | a$ and $n - a \geq \max\{S\bar{D}_1^t, C\}$. Then the map

$$\tilde{\delta}_{t,\text{TE}^*}^{n,a,0} : H^t,0 (\text{TE}^*(n)) \to H^t,0 (\text{TE}^*(n - a))$$

is an isomorphism.

**Proof.** Notice that for each $x, y$ satisfying $x + y = t$, $\tilde{\delta}_{t,\text{TE}^*}^{n,a,0}$ induces the maps $R_{x,y}^n(n, a)$ on the graded piece $F_{x,y}^{t}(n)$ of $H^t,0 (\text{TE}^*(n))$ to the corresponding graded piece $F_{x,y}^{t}(n - a)$ of $H^t,0 (\text{TE}^*(n - a))$. Hence the result follows by Theorem D. \hfill \square

**Remark 3.42.** By a similar argument as in Lemma 3.37, it can be checked that

$$\tilde{M}_1^t \leq (t + 3)D,$$

$$S\bar{D}_1^t \leq 2(t + \max x, d - 1) + D. \quad \Diamond$$
3.8 Generalizations: complexes of finitely generated FI-modules

We work with the following arbitrary complex of finitely generated FI-modules with differential \( \delta \).

\[
0 \to V^0 \to V^1 \to \ldots \to V^x \to \ldots
\]

Consider the corresponding spectral sequences \( E_\bullet^\bullet(n) \) defined in (\( E \)). Our aim in this section is to show that for any page \( r \geq 1 \) of the corresponding upward oriented spectral sequence and position \((x, y)\), \( \delta^{x:y}_r(n) \), \( \text{im} \delta^{x:y}_r(n) \) and \( \ker \delta^{x:y}_r(n) \) are periodic in \( n \). Since these objects depend only on first few columns (depending on \( x \) and \( y \)) we may assume that the complex is supported in finitely many columns say \( 0 \leq x \leq N \). Hence we can follow the notation from Remark 2.4.

As in Remark 3.39, for a fixed \( x \) we have an embedding

\[
\iota^x : \text{Hom}_{\mathcal{E}_n}(B_\bullet(\mathcal{G}_n), V^n_\bullet) \to \tilde{T}E_x^\bullet(n) := \bigoplus_{u_x+v_x=x} \text{Hom}_{\mathcal{E}_n}(B_{v_x}(\mathcal{G}_n), J^{u_x,x}_n)
\]

of complexes. The later complex is the total complex associated to \( V^n_\bullet \) as in previous section (see (E)) and hence is equipped with the natural differential \( d^{x:0}_T(n) \). This yields an embedding \( \iota^x : E_\bullet^\bullet(n) \to \tilde{T}E_x^\bullet(n) \) given by \( \iota^x : E_{x:y} \to \tilde{T}E_x^{x:y} \) for a fixed \( x \). Here the differentials associated to \( \tilde{T}E_x^\bullet(n) \) are given by:

\[
\delta^{x:y}_r(n) : \tilde{T}E_x^{x:y}(n) \to \tilde{T}E_x^{y+1}(n), \quad \text{induced by } \tilde{\delta}_x^{x:y} := (\delta_{u^x,x})_{0 \leq u_x \leq y} \text{ and,}
\]

\[
\uparrow \delta^{x:y}_r(n) : \tilde{T}E_x^{x:y}(n) \to \tilde{T}E_x^{x:y+1}(n), \quad \text{induced by } d^{x:y}_T(n).
\]

**Remark 3.43.** Note that, by Remark 3.39 again, \( \iota^x \) induces an isomorphism on the first upward oriented page \( \iota^x_{x:1} : \uparrow E_1^\bullet(n) \cong \uparrow \tilde{T}E_1^\bullet(n) \) and hence on any higher upward oriented page \( \iota^x_{x:r} : \uparrow E_r^\bullet(n) \cong \uparrow \tilde{T}E_r^\bullet(n) \) given that \( n \geq C := \max_{0 \leq x \leq N} C_x \). Hence for our purpose, it is enough to analyze the complex \( \tilde{T}E_x^\bullet(n) \) which is secretly a triple complex with co-ordinates \( u_x, v_x \) and \( y \).

We may define the vector analogs of quantities defined in previous sections as follows:

\[
\tilde{T}E_{x:y} := \bigoplus_{u_x+v_x=x} \text{Hom}_{\mathcal{E}_n}(B_{v_x}(\mathcal{G}_n), J^{u_x,x}_n)
\]

\[
\tilde{\delta}_x^{x:y} := (\delta_{u^x,x})_{0 \leq u_x \leq y}
\]

\[
\tilde{\delta}_x^{x:y} := (\delta_{u^x,x})_{0 \leq u_x \leq y}
\]

Let \( \tilde{l} \in \tilde{T}E_{x:y} \) and let \( \tilde{l} = (\tilde{l}_{u_x})_{0 \leq u_x \leq y} \in \tilde{T}E_{x:y} \) be a lift of \( \tilde{l} \). Assume that \( \tilde{l} \) is \( (SQ^{u_x})_{0 \leq u_x \leq y} \)-periodic. Then it follows by the sequentialness of the maps \( \delta_{u,x}^{u^x} \), \( 0 \leq u_x \leq y \) that \( d_x^{x:y}(n)(\tilde{l}) \) has a lift \( \tilde{\delta}^{x:y}_{n,r} \circ \tilde{l} = (\delta_{n,r}^{u^x,x} \circ \tilde{l}_{u^x})_{0 \leq u_x \leq y} \) which is \( \tilde{\delta}_x^{x:y}((SQ^{u_x})_{0 \leq u_x \leq y}) = (\delta_{n,r}^{u^x,x}(SQ^{u_x}))_{0 \leq u_x \leq y} \)-periodic.
Proof of Theorem E. We show by induction on \( r \) that if \( a \) is divisible by a large enough power of \( p \) and \( n - a \) is sufficiently large then there is an isomorphism \( \uparrow \TE_{r}^{x,y}(n) \cong \uparrow \TE_{r}^{x,y}(n - a) \). The proof is similar to the proof of Theorem D. For the base case, observe that by Theorem 3.41, we have the map

\[
\hat{\mathcal{R}}_{1}^{x,y}(n, a): \uparrow \TE_{1}^{x,y}(n) \to \uparrow \TE_{1}^{x,y}(n - a)
\]

defined by \( \hat{\mathcal{R}}_{1}^{x,y}(n, a) := \mathcal{R}_{y, \TE_{r}^{x,y}}^{n, a, 0} \) that is an isomorphism as long as \( p^{M_{1}^{x,y}} | a \) and \( n - a \geq SD_{1}^{x,y} \).

Assume, by induction that \( \hat{\mathcal{R}}_{1}^{x,y}(n, a) \) induces a map \( \hat{\mathcal{R}}_{r}^{x,y}(n, a): \uparrow \TE_{r}^{x,y}(n) \to \uparrow \TE_{r}^{x,y}(n - a) \) that is an isomorphism as long as \( p^{M_{r}^{x,y}} | a \) and \( n - a \geq SD_{r}^{x,y} \). Consider the diagram in Figure 21.

\[
\begin{align*}
\uparrow \TE_{r}^{x-r,y+r-1}(n) & \xrightarrow{\uparrow d_{r}^{x-r,y+r-1}(n)} \uparrow \TE_{r}^{x,y}(n) \xrightarrow{\uparrow d_{r}^{x,y}(n)} \uparrow \TE_{r}^{x+r,y-r+1}(n) \\
\downarrow \hat{\mathcal{R}}_{r}^{x-r,y+r-1}(n, a) \quad & \quad \downarrow \hat{\mathcal{R}}_{r}^{x,y}(n, a) \quad \downarrow \hat{\mathcal{R}}_{r}^{x+r,y-r+1}(n, a) \\
\uparrow \TE_{r}^{x-r,y+r-1}(n - a) & \xrightarrow{\uparrow d_{r}^{x-r,y+r-1}(n - a)} \uparrow \TE_{r}^{x,y}(n - a) \xrightarrow{\uparrow d_{r}^{x,y}(n - a)} \uparrow \TE_{r}^{x+r,y-r+1}(n - a)
\end{align*}
\]

Figure 21

We now find a condition on \( n \) and \( a \) such that this diagram commute and the vertical arrows are isomorphisms. For that let \( \vec{1} \in \uparrow \TE_{r}^{x,y}(n) \). Then there is a corresponding \((x, y)\) strip \( s = (\vec{l}_i) \in \oplus_{i \geq 0} \TE^{x+i,y-i}(n) \) such that \( ds = a \) \((x + r, y - r + 1)\) strip. This implies that \( \vec{l}_0 \) is a \( 0 \) cycle and \( \hat{\delta}_{x+i,y-i}^{x+i,y-i} \circ \vec{l}_i = \uparrow d_{x+i,y-i}^{x+i,y-i}(n)(\vec{l}_{i+1}) \), \( 0 \leq i \leq r - 2 \). Moreover, the image of \( \vec{l} \) under \( \uparrow d_{r}^{x,y}(n) \) is determined by \( \hat{\delta}_{n}^{x+r-1,y-r+1} \circ \vec{l}_{r-1} \). The well-definedness of \( \uparrow d_{r}^{x,y}(n) \) allows us to change each \( l_i \) up to a boundary. Hence, by induction on \( i \), we may assume that the \( \hat{\delta}_{x+i,y-i}^{x+i,y-i} \circ \vec{l}_i \) cycle \( \vec{l}_{i+1} \) admits a lift \( \vec{l}_{i+1} \) that is nice. It follows that if for each \( u_x \), \( SQ_{u_x}^{x} \) is the sequence of length \( \text{length}(J_{u_x,x}) \) and consisting only of zeros then \( \vec{l}_0 \) is \( SQ_{x,y}^{x} \) : \( = \hat{\delta}_{x}^{y}(\TE^{x}(SQU_{x}^{x})), 0 \leq u_x \leq y + 1 \) \)-periodic and that \( \vec{l}_{i+1} \) is \( \hat{N}_{x,y} \) \( := \hat{\delta}_{x}^{y}(\TE^{x+i}(\hat{\delta}_{x+i,y-i}(\hat{N}_{x,y}^{x,y}))) \)-periodic. Define

\[
\hat{N}_{x,y} := \max(\hat{\delta}_{x}^{y}(\TE_{x+i}(SQU_{x}^{x})), 0 \leq u_x \leq y + 1), \quad \max_{0 \leq i \leq r - 1} \hat{\delta}_{x,i,y-i}(\hat{N}_{x,y}^{x,y})).
\]

Then, as in the proof of Theorem D, the right square in Figure 21 commutes if \( p^{N_{r}^{x,y}} | a \). We now define:

\[
\begin{align*}
\hat{M}_{r+1}^{x,y} & := \max(M_{r}^{x,y}, M_{r}^{x-r,y+r-1}, M_{r}^{x+r,y-r+1}, \hat{N}_{r}^{x,y}, \hat{N}_{r}^{x-r,y+r-1}), \\
\hat{S}D_{r+1}^{x,y} & := \max(SD_{r}^{x,y}, SD_{r}^{x-r,y+r-1}, SD_{r}^{x+r,y-r+1})
\end{align*}
\]

(28) and

(29)
and notice that the diagram above commutes and vertical arrows are isomorphisms as long as \( p^{\overline{M}^{x,y}_{r+1}} \mid a \) and \( n-a \geq SD_{x,y}^{r+1} \). Hence, under these assumptions on \( n \) and \( a \), \( \overline{M}^{x,y}_{r+1}(n, a) \) induces an isomorphism \( \overline{M}^{x,y}_{r+1}(n, a) : \overline{T}E_{x,y}^{r+1}(n) \rightarrow \overline{T}E_{x,y}^{r+1}(n-a) \), completing the inductive step of the proof. The proof is now complete by Remark 3.43 and defining \( C^{x,y} \) to be \( \max_{0 \leq x \leq N} C_x \) for \( N \) sufficiently large such that the \( \overline{T}E_{x,y}^{\infty} \) depends only on the first \( N \) columns of the complex.

\[ \square \]

**Remark 3.44.** Assume that each \( V^x \) is generated in degree at most \( D \) and that for each \( x \) and \( u_x \), the length of \( J^{u_x} \) is bounded by \( d \). Then a proof similar to the one in Lemma 3.37 gives the following bounds:

\[
\begin{align*}
\overline{M}^{x,y}_{x} & \leq (x + y + 3)D \\
SD_{x,y}^{x} & \leq 2(x + y + d - 1) + D.
\end{align*}
\]

By Remark 1.17, we can replace \( D \) above by \( \max_x \chi(V^x) \).

\[ \square \]

**Corollary 3.45.** Let \( \delta : U \rightarrow V \) be a map of finitely generated \( FI \)-modules and let \( \delta_{n,t} : H^1(U_n, U_n) \rightarrow H^1(G_n, V_n) \) be the induced map on cohomology. Then \( \ker \delta_{n,t} \) and \( \im \delta_{n,t} \) are eventually periodic in \( n \), with period a power of \( p \).

**Proof.** Consider the complex \( 0 \rightarrow V^0 \rightarrow V^1 \rightarrow 0 \) where \( V^0 := U \), \( V^1 := V \) and \( \delta^0 := \delta \) and note that \( \ker \delta_{n,t} = T^{0,t}_{E^1}(n) \). Hence by Theorem E, \( \ker \delta_{n,t} \) is periodic in \( n \). The statement about \( \im \delta_{n,t} \) follows from it. \[ \square \]

**Corollary 3.46.** Let \( 0 \rightarrow V^0 \rightarrow V^1 \rightarrow V^2 \rightarrow 0 \) be an exact sequence and \( c_{n,t} : H^1(G_n, V_n^0) \rightarrow H^{1+1}(G_n, V_n^0) \) be the connecting homomorphism. Then, \( \ker c_{n,t} \) is eventually periodic in \( n \), with period a power of \( p \).

**Proof.** The proof follows by applying Theorem E to the exact sequence \( 0 \rightarrow V^0 \rightarrow V^1 \rightarrow V^2 \rightarrow 0 \). \[ \square \]

### 4 \ mod-\( p \) cohomology of unordered configuration spaces

We maintain the assumption that \( \mathbb{K} \) is a field of characteristic \( p \) and we fix a manifold \( \mathcal{M} \). With the notations of §1.5, let \( C_\bullet \) and \( V^\bullet \) be the singular chain and cochain complexes associated to \( \text{Conf}(\mathcal{M}) \) with differentials \( \delta_\bullet \) and \( \delta^\bullet \) respectively. Then for each \( x \geq 0 \), \( C_x \) is a co-\( FI \)-module and \( V^x \) is an \( FI \)-module. The degree \( n \) part, \( C_{x,n} \) of \( C_x \) is \( \mathbb{K}[G_n] \) projective and we have \( V_n^x = \text{Hom}(C_{x,n}, \mathbb{K}) \). The following argument stolen from the classical reference [CaEi] and included for the sake of completeness shows that \( H^1(G_n, V_n^t) = 0 \) for \( t > 0 \).

Since \( C_{x,n} \) is projective, then the natural \( \mathbb{K}[G_n] \)-module exact sequence

\[
0 \rightarrow \ker g_n \rightarrow \mathbb{K}[G_n] \otimes \mathbb{K} C_{x,n} \xrightarrow{g_n} C_{x,n} \rightarrow 0
\]

55
splits. By taking $\text{Hom}(\cdot, k)$, we see that the following sequence is split exact.

$$0 \to V_n^x \xrightarrow{\text{Hom}(g_n, k)} \text{Hom}(k[G_n] \otimes_k C_{x,n}, k) \to \text{Hom}(\ker g_n, k) \to 0.$$ 

Then, it follows from the natural isomorphism $\text{Hom}(k[G_n] \otimes_k C_{x,n}, k) \cong \text{Hom}(k[G_n], V_n^x)$ that $V_n^x$ is a direct summand of $\text{Hom}(k[G_n], V_n^x)$ as a $k[G_n]$-module. By Shapiro’s lemma, we have $H^t(G_n, \text{Hom}(k[G_n], V_n^x)) = \text{Ext}^t_{k[G_n]}(k, \text{Hom}(k[G_n], V_n^x)) \cong \text{Ext}^t_k(k, V_n^x)$. Since $k$ is a field, $\text{Ext}^t_k(k, V_n^x) = 0$ for $t > 0$. This implies $H^t(G_n, V_n^x) = 0$ for $t > 0$ because $V_n^x$ is a direct summand of $\text{Hom}(k[G_n], V_n^x)$.

Consider the natural spectral sequence $E^x_\bullet(n)$ given by $E^x,y_\bullet(n) := \text{Hom}_{S_n}(B_y(G_n), V_n^x)$. The previous paragraph shows that $\text{im}F^1 \subseteq V_n^x$ for $y > 0$ and $\text{im}F^1_0(n) = (V_n^x)^{S_n}$. Hence $\text{im}F^1_\bullet(n) \subseteq H^\bullet((V_n^x)^{S_n})$, the mod-$p$ cohomology of $\text{conf}_n(M)$. Thus we must also have $\text{im}F^1_\bullet(n) \subseteq H^\bullet((V_n^x)^{S_n})$. Note that $B_y(G_n)$ is free as a $k[G_n]$-module, which implies that we have a natural isomorphism $\text{im}F^1_\bullet(n) \cong \text{Hom}_{S_n}(B_y(G_n), H^x(V^*\bullet)_n)$. We can now prove the main theorem of this section.

**Proof of Theorem F.** Since $M$ satisfies the hypotheses of Theorem 1.25, $H^x(V^*)$ is a finitely generated FI-module. Note that $V^x$ may not be a finitely generated FI-module. We construct a sub-complex $U^\bullet \subseteq V^\bullet$ of finitely generated FI-modules as follows. By induction on $x$ assume that $U^x$ has been constructed and consider the exact sequence

$$0 \to \text{im} \delta^x \to \text{ker} \delta^{x+1} \to H^{x+1}(V^\bullet) \to 0.$$ 

Since $\delta^x(U^x)$ and $H^{x+1}(V^\bullet)$ are finitely generated FI-modules there exists a finitely generated sub FI-module $U^{x+1} \subseteq \ker \delta^{x+1} \subseteq V^{x+1}$ such that the following sequence is exact.

$$0 \to \delta^x(U^x) \to U^{x+1} \to H^{x+1}(V^\bullet) \to 0.$$ 

Consider the spectral sequence $E^x_\bullet(n)$ given by $E^{x,y}_\bullet(n) := \text{Hom}_{S_n}(B_y(G_n), U^x_n)$. We have a natural map $\Psi(n) : E^x_\bullet(n) \to F^x_\bullet(n)$. By construction we have, $H^x(U^\bullet) \cong H^x(V^\bullet)$ for each $x$. Hence $\Psi(n)$ induces an isomorphism $\text{im}E^{x,y}_1(n) \cong \text{im}F^{x,y}_1(n)$. It follows that $\text{im}E^{x,y}_1(n) \cong H^x((V_n^x)^{S_n})$, the mod-$p$ cohomology of $\text{conf}_n(M)$. By applying Theorem E to the complex $U^\bullet$ and defining

$$\bar{M}^{xy}_t := \max_{x+y=t, 1 \leq r < \infty} \bar{M}^{xy}_r,$$  

$$SD^{xy}_t := \max_{x+y=t, 1 \leq r < \infty} SD^{xy}_r,$$  

$$C^{xy}_t := \max_{x+y=t, 1 \leq r < \infty} C^{xy}_r,$$ 

completes the proof. \qed
Remark 4.1. The proof of [CEF, Theorem E] implies that \( \dim_\mathbb{K} H^t(\text{Conf}_n(M), \mathbb{K}) \) is eventually a polynomial of degree at most \( 2t \). Also note that to find out \( H^t(\text{Conf}_n(M), \mathbb{K}) \) we only need to consider the complex \( V^* \) for \( x \leq t + 1 \). Hence Remark 3.44 implies that an upper bound on \( \overline{M} \) is \( (t+1)(2t+2) \).

Remark 4.2. If \( \mathbb{K} = \mathbb{Z} \) then it is known that the cohomology groups \( H^2(\text{conf}(S^2), \mathbb{K}) \) are not eventually periodic; see [Nap]. This implies that Theorem E does not hold with integer coefficients.

5 Further questions and comments

In this section we list some related open problems:

**Question 5.1.** Does Theorem B hold when \( \mathbb{K} = \mathbb{Z} \)? More precisely, is it true that if \( V \) is a finitely generated \( \sharp \)-filtered \( \mathbb{Z} \)-module over \( \mathbb{Z} \), then the cohomology groups \( H^t(\mathcal{G}_n, V_n) \) are eventually periodic and \( t > 0 \)?

**Question 5.2.** Let \( V \) and \( W \) be finitely generated \( \mathbb{K} \)-modules over a field \( \mathbb{K} \) of positive characteristic. Is it true that the groups \( \text{Ext}_{\mathbb{K}[\mathcal{G}_n]}(V_n, W_n) \) are eventually periodic in \( n \)?

**Question 5.3.** Does there exist a manifold \( M \) satisfying the hypothesis of Theorem 1.25 such that, for some \( t \geq 0 \), the smallest period (eventually) of the mod-\( p \) cohomology groups \( H^t(\text{conf}_n(M), \mathbb{F}_p) \) is \( p^2 \) or a higher power of \( p \)? For all the examples we know so far, either the period is \( p \) or the stabilization occurs.

Let \( \mathcal{M}_d \) be the category whose objects are finite sets and morphisms are injections with \( d \)-coloring of the complement. More precisely, any \( f \in \text{Hom}_{\mathcal{M}_d}(A, B) \) is a pair \( f = (g, h) \) where \( g: A \to B \) is an injection and \( h: B \setminus g(A) \to [d] \) is any function. We have the following conjecture:

**Conjecture 5.4.** Let \( \mathbb{K} \) be an arbitrary field and \( V \) be a finitely generated \( \mathcal{M}_d \)-module over \( \mathbb{K} \). Then \( \dim_\mathbb{K} H^t(\mathcal{G}_n, V_n) \) is a quasi-polynomial in \( n \) of degree at most \( d - 1 \).
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