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ABSTRACT The most common index data structures used by whole genome aligners (WGA) are based on suffix trees (ST), suffix arrays, and FM-indexes. These data structures show good performance results as WGA works with sequences of letters over small alphabets; for example, four letters a, c, t, g for DNA alignment. A novel whole genome aligner, which we are developing, will work with distances between the label sites on DNA samples, which are represented as a sequence of positive integers. The size of alphabet $\sigma$ is theoretically unlimited. This has prompted us to investigate if there is a better structure that would improve search performance on large alphabets compared to the commonly used suffix-based structures. This paper presents the implementation of a highly optimized hybrid data structure based on a ternary search tree (TST) and hash tables, which perform much better when working with strings on large alphabets compared to the ST. Single core parallelism was achieved using advanced vector extensions (AVX) single instruction multiple data (SIMD) instruction set. When searching for short k-mers over an alphabet of 25,695 letters, our index search performance was up to 29 times better than the search performance of the reference ST. When the alphabet was compressed to approximately 1,300 letters, our index search performance was still up to 2.6 times better than the ST. The source code is available free on http://olgen.cz/Resources/Upload/Home/public/software/hds.zip under the MIT license.

INDEX TERMS Engineering management, engineering in medicine and biology, bioinformatics, computational and artificial intelligence, computer architecture, data structures, tree data structures, parallel processing, parallel algorithms.

I. INTRODUCTION Whole genome alignment (WGA), which is sometimes called mapping, is a process when two genomes, or their parts, are compared and the differences are found and annotated [1]–[4]. Retrieved information is then used by medical professionals to identify causes of illness or to precisely target treatment. Thanks to new long-read DNA scanning tools and methods, scientist can scan a patient’s whole genome very quickly. One of the tools available for such long-read genome scanning is a product from Bionano Genomics called Saphyr [5]–[7], which allows up to six human samples to be processed per day with 100 times coverage. The Saphyr device labels DNA with fluorescent markers markers, which are then scanned by the camera under the microscope. The positions of the labels are measured in base pairs from the start of the scanned DNA fragment so that the distances between these label sites can be calculated. This sequence of label site distances represents scanned DNA fragment.

In contrast, standard genome aligners [8], [9] works with a size-4 alphabet, where each letter represents one nucleotide. Most commonly used indexes are based on suffix data structures. MUMmer [10] aligner up to version 3 uses suffix tree (ST) [11], [12], and MUMmer version 4 uses a suffix array [13], [14]. STAR [15] aligner improves the speed of the suffix array as it does not compress it. The next data structures used by the aligners are variations of FM-indexes [16], [17], which are compressed variations of the suffix array. This data structure is used by the BOWTIE2 [18] or HISAT [19] aligners. The HISAT2 [20] aligner uses graph-based FM-indexes.

All of these data structures have one thing in common in that the time complexity of the search algorithm is always a

\[
\text{In this article, the terms sequence, string, and word denote the sequence of positive integer numbers, and the term letter will denote the element of such a sequence.}
\]
function of alphabet size $\sigma$. For example, ST nodes have up to $\sigma$ child nodes that must be iterated during the search operation. FM-indexes must sort subsets of indexed data during the Burrows-Wheeler transform decompression phase. This sort time complexity is also a function of alphabet size $\sigma$.

A completely different approach is to use the hash table to considerably speed up the lookup of the values. Various kinds of BLAST [21]–[23] or SSAHA [24] aligners uses hash tables to store all possible k-mer combinations and during the query execution, it can exploit the $O(1)$ time complexity of accessing the hash table value. This method is usable only on very small alphabets as the number of combinations that have to be stored grows exponentially with each letter in the alphabet. When the hash tables are used, there is a problem with implementing the approximate search algorithm for the data structure, which, in turn, leads to lower sensitivity of the aligner.

In this article, an alternative approach is presented using a ternary search tree (TST) which is a data structure for indexing multiple strings and then searching for their prefixes. If the functionality of the ST is replicated with the TST data structure, then all the $m$ suffix strings of the indexed string $S$ of length $m$ must be indexed in the TST. Values in the TST index can be the starting positions of the suffixes relative to the source string $S$. Values can also reference multiple source strings.

Another approach to replicating the functionality of the ST with the TST is to use the concept of k-mers. String $S$ of length $m$ can be split into $m-k+1$ k-mers of length $k$. The resulting k-mers are then used as keys in the TST index, and the values are k-mer starting offsets relative to source string $S$. When searching for any string of length $k$, the TST index now has the same functionality as the ST on string $S$ because TST contains all of the sub-sequences of length $k$ from input string $S$.

The TST data structure has the following advantages:

- It can store $n$ input strings $S_0, S_1, \ldots, S_n$, and just the index value must reference the position of the key sequence in the appropriate source string. This means that the ST index can have the same functionality as a generalized suffix tree (GST).

One disadvantage of the TST is that it has a higher memory consumption compared to the ST.

The TST index can be used as a base data structure for the so-called ternary search trees forest (TSTF). TST is used as a value in the hash table, and the key (hash) is calculated from the first $n$ characters (numbers) of the indexed string (k-mer). This operation splits one TST into many smaller trees and leads to considerably quicker search times, as the number of comparisons at the top of the TST is substituted by a constant time access to the hash table. The introduction of hash table leads to increased memory demands on the whole TSTF index. Another disadvantage of the TSTF is that the data for searching must be prepared by calculating the hash of the first $n$ key values using the same hash function that is used in the TST. Then, each search key must be placed into the collection of keys with the same hash. This enables a parallel search in the TST inside the TSTF. Search data preprocessing can be performed during the data loading or search data generation step of the genome mapping process so it is not part of the search operation itself. A challenge, which must yet be solved, is to implement an approximate search algorithm for the TSTF because of the hash table usage. The algorithm must return a set of TSTs from hash table that are close enough to a given key with given tolerance parameters.

II. TERNARY SEARCH TREE

This section will cover implementation details of the TST data structure. A TST [25] is a trie data structure made for indexing multiple strings and rapidly searching through them using string prefixes. The implementation supports the following features:

- Node Stop Creation Depth parameter
- Insert vector of keys and values
- Search for vector of keys

The Node Stop Creation Depth parameter is a positive number parameter that specifies the number of letters in the inserted string from which new nodes are not created and joined to the TST. Instead, letters from that position in the string are stored in the array (called residual data in our implementation) and linked to the last node in the TST on the proper branch. This optimization comes from the observation that branching in the TST happens at the start of words, and memory can be saved by not allocating unnecessary tree nodes. Branching at the top of the TST happens more frequently when the alphabet size and/or entropy of the input data grows.

Insert and search operations are both sped up using an AVX2 [26]–[28] SIMD instruction set. Single core parallelism is used when possible during the search and insert algorithms in the TST, yet some parts of the insertion and
search algorithm must be executed sequentially. The main reason for this is that program branching using the SIMD instruction set is impossible without the execution of both true and false code branches. Both code branches must be evaluated before merging the results together based on the condition. This can lead to accessing non-existent elements of an array or non-existent objects using a null pointer. Our implementation uses AVX2, i.e., 256-bit registers. One letter of the string is represented by the 32-bit integer, so the AVX2 instructions can process eight words in parallel.

During the parallel insertion phase, collisions may occur when two different letters from different words are inserted into the same tree node in the same step. This problem is solved by inserting all the keys into the target tree node sequentially before moving to the next letter or word. The letter from the last iterated word remains in the tree node. The algorithm will move to the next letter or word only if the currently processed letter of the word is equal to the key in the target node.

**TST insertion algorithm outline**

- Initialization
- While Word For Processing Exists
  - Update Letter Index Greater than Parameter Register
  - Update Current Node Index Register
  - Update Letter Register
  - Fill Compare Registers
  - Update Letter Register
  - Insert Indices
  - Update Word Register

**TST search algorithm outline**

- Initialization
- While Word For Processing Exists
  - Update Letter Index Greater than Parameter Register
  - Update Key Registers
  - Update Node Key Register
  - Search Residual Data
  - Compare Key Registers
  - Process Search Results
  - Update Word Register

Source data, words (keys) and values are passed in by reference to vectors (arrays). The algorithm uses several 256-bit state registers that are manipulated by the functions called from the main “while” loop. The algorithm runs as long as there are some words to process. TST nodes are stored in the memory-optimized array of bytes. Residual data are stored in the vectors, and pointers to the vectors are stored in the TST main byte array.

The following list describes the main 256-bit state registers:

- **Word Register** - indices of the currently processed word in the source vector.
- **Letter Register** - indices of currently processed letters in the currently processed word.
- **Current Node Index Register** - indices of the currently processed nodes in the main byte array.
- **Key Register** - filled with the key (letter) from the currently processed word.
- **Node Key Register** - filled with the key (letter) from the currently processed node based on the Current Node Index Register.
- **Compare Registers** - a set of three registers (less than, equal to, greater than) that are filled by comparing the Key Register with the Node Key Register.
- **Letter Index Greater than Parameter Register** - stores information if the letter index is greater than the Node Stop Creation Depth parameter, so the rest of the word should be stored in the residual data vector and not in the nodes.

A detailed function description is not provided as the algorithm itself is quite straightforward, and the main design points are provided.

The algorithm can be scaled up in several ways. Both operations, insert and search, can be scaled up on a single core level by adjusting the AVX part of the algorithm. If the alphabet can be reduced to 16-bit letters, then AVX2 256-bit registers can be divided into 16 16-bit segments, and up to 16 words can be processed in parallel. If central processing unit (CPU) with an AVX-512 instruction set is available, the algorithm can be adjusted to work with AVX-512 instructions, and up to 32 words in a 16-bit alphabet can be processed in parallel. The search operation can be further sped up by multi-threading using an OpenMP framework, for example.

**III. FOREST OF TERNARY SEARCH TREES**

As stated in section I, TSTF is an optimization that splits one TST into several smaller TSTs stored in a hash table. The hash function calculates the hash table key based on the first two values of the string that is indexed in the TSTF. This means that the insert and search operations in the TSTF consist of a data preparation step in which the hash is calculated and indexed strings are stored in collections - one string collection for its respective key hash. Then, strings from each collection are inserted into the TST under the matching hash table key.

Summary Hash Function (1), which was used for testing of the presented solution, sums the first two letters from the string.

\[
f_s(s_0, s_1) = s_0 + s_1 \tag{1}
\]

where \( s_0 \) is letter \( S[0] \) and \( s_1 \) is letter \( S[1] \) and both \( s_0 \) and \( s_1 \) are positive integers greater than zero. Hash functions also assume that the input string \( S \) has a length of at least two. Presented implementation of the TSTF uses a unsigned 32-bit integer as a hash table key data type. If \( f_s \) is greater than \( 2^{32} - 1 \) then the string is stored in the TST under the hash key 0.
IV. TEST METHODOLOGY, DATA AND PARAMETERS

This section describes how the data structures were tested, on which datasets, what parameters were selected, and why and how the measured results were evaluated.

A. GENERAL TESTING INFORMATION

All of the testing was conducted on a desktop class computer with AMD Ryzen 7 3700X 4.2 GHz, 32GB RAM 3200 MHz, and a NVMe SSD hard drive. Implementation was performed in C++ 17 and built using a mingw-64 GCC 9.3.0 compiler. Testing was executed on Linux Ubuntu running on a Windows Subsystem for Linux 2 (WSL2) in Windows 10.

An ST data structure was chosen as the reference data structure because it is the fastest data structure from the set of suffix-based data structures [29]. A slightly modified C++ implementation of the ST was used [30]. Parameters could not be set for the ST, and the only modification was the implementation of memory consumption measurement at the tree node level.

Human reference genome HG38 was used as test data. The genome was downloaded from the University of California Santa Cruz Genomics Institute (UCSC) in FASTA format [31]. It was labeled with a “cttag” marker sequence, which is commonly used by the Bionano Saphyr device. Any other marker sequence can be used, then the number of label sites will differ. Tests were performed with all 23 pairs of chromosomes of the HG38 genome. Total count of labels used for all tests is 534, 397.

As mentioned in sections II and III, TST and TSTF data structures had two important parameters that influenced their search performance and size. The first parameter is Node Stop Creation Depth, which was set to value 10 for all tests. This choice means that for 5-mers and 10-mers, tree nodes are always created for each letter of the inserted string. For 30-mers, it means that at least the first 10 letters of the string are stored in the tree nodes, and up to 10 letters are stored in residual data arrays. Value 10 was chosen based on the several experiments with the TST and TSTF data structures, but those are not presented here because of space constraints. The value of the Node Stop Creation Depth parameter should be changed based on the experiments with data structures in concrete application.

The second parameter is the hash function of the TSTF data structure. Here, summary hashing was chosen, as was mentioned in chapter III, because the TSTF data structure demonstrates the best search performance results with this hashing function.

B. TESTING METHODOLOGY

A string consisting of distances between the labels was coded by the alphabet coder to reduce the size of the alphabet. Alphabet coding is used only to reduce size of the alphabet to show performance difference between TSTF, TST and ST data structures. It is not aim of this article to study consequences of the alphabet size reduction on the genome alignment itself, but it can be expected that the quality of alignment will be lower due to information loss during the alphabet compression.

The next step was to transform the coded string into k-mers. K-mers lengths \( k = 5, 30, 50, \) and \( k = 100 \) were selected for testing. Please note that k-mer lengths were selected arbitrarily to show how search and memory performance of the data structures depends on it. Proper k-mer length selection is not deterministic process [32], [33] and depends on the kind of input data and specific genome aligner.

To best of our knowledge the optimal lengths of k-mers used varies from tens to lower hundreds of characters.

K-mers must be created with no step-over (i.e., k-mers of length 3 for sequence 1, 2, 3, 4, 5 are \{1, 2, 3\}, \{2, 3, 4\}, and \{3, 4, 5\}) because k-mers must cover a whole input string. During this step, the collection of k-mer offsets against the source string was calculated. This provides a reference to the source genome, and during the search phase, matches can be located in the source string. There are always \( S_{len} - k + 1 \) k-mers, where \( S_{len} \) is the length of the string and \( k \) is k-mer length. Total number of k-mers is very close to total number of labels in the input string.

The collection of k-mers and offsets can now be indexed in the TST, TSTF, and GST. The coded input string was indexed in the ST directly because it can find positions of any substring that occurs in the indexed string.

Search and indexing (insert) times were measured for all data structures. Indexing times can be found in the supplementary data and will not be the subject of further analysis as it is an one-time operation and does not have significant practical consequences. Please refer to the supplementary data section of this article to find out the values of the search performance measurement used to create the charts in section V. Search performance was measured by iterating through all of the k-mers in the input data set as it is commonly known that all of the k-mers must be found in the index (positive-search test). Then, all of the k-mers were modified in such a way that none of them were present in the index, and the search test was executed again (negative-search test). Negative search was always faster for all of the data structures presented in this article and will not be the subject of further analysis.

Memory consumption was measured at the tree nodes level of the data structures. Tree nodes were counted during the data indexing phase and then multiplied with the byte size of the node. For TSTF, the size of the hash table was added to the total size of the data structure.

V. TEST RESULTS

Figure 1 demonstrates how the search performance of the studied data structures depends on the alphabet size. The measured performance data were plotted for four sizes of k-mers (5, 30, 50 and 100).

For 5-mer and alphabet size \( \sigma = 25,695 \) (no alphabet coding) the results show that the presented TST and TSTF data structures are up to 29-times faster than the ST data structure. When alphabet size is reduced by coding to
Figure 1: Relationship of the data structure search performances on the alphabet sizes.

\[ \sigma = 1, 330, \] the TST and TSTF data structures are still 2.6-times faster than the ST. The search speed of TST and TSTF is roughly the same in both experiments, yet the search speed of ST gets much faster as the \( \sigma \) decreases. This fully agrees with the theory that the search performance of the ST strongly depends on the alphabet size, and the performance of the TST does not.

Figure 2 shows how the search performance of the studied data structures depends on the length of k-mers. Data are plotted for different sizes of the alphabet (1, 330, 4, 221, 10, 880, 14, 991, 25, 695).

We can see that ST performance is better than TSTF and TST for small alphabet sizes and large k-mer lengths and...
does not depend on k-mer length. This performance deficit of TSTF and TST is offset for bigger alphabet sizes.

Figure 3 demonstrate the relationship of the data structure sizes on alphabet size $\sigma$. The measured performance data were plotted for four sizes of k-mers (5, 30, 50 and 100).

Size of the ST data structure remains constant, but size of the TSTF and TST depends on the alphabet size slightly as the new tree nodes must be created for new letters which occurs in the input data set. This fully agrees with the theory.

Lastly, figure 4 shows how memory consumption of the data structures depends on the k-mer lengths. Data are plotted for different sizes of the alphabet (1, 330, 4, 221, 10, 880, 14, 991, 25, 695).

Again, size of the ST does not depend on k-mer length as there is one input string indexed in the data structure. For TSTF and TST we can see that memory consumption grows until Node Stop Creation Depth parameter stops creation of new tree nodes from certain length of k-mers. After that memory consumption remains constant.
VI. DISCUSSION
We have presented how a TST data structure can be used to implement a k-mer index on large alphabets. Its theoretical average search time complexity is \(O(\log n)\), where \(n\) is a total count of nodes in the TST; therefore, it is independent of alphabet size \(\sigma\). Combining TST with the hash table further improves the search speed by utilizing \(O(1)\) access time with the underlying TST. Subsequently, data structure indexing and search performance was further improved using single core parallelism with an SIMD AVX2 instruction set. Memory consumption was also improved by introducing the Node Stop Creation Depth parameter.

Search performance was much better than the performance of the ST, which was used as a benchmark. Implementing the TSTF can process up to 29 times more data than ST in the same amount of time for our testing set of data. This difference will be even greater for larger input sets with larger alphabet sizes. Of course, a better search performance is redeemed by higher memory consumption and preprocessing the data to be searched. Memory consumption is not a huge concern in this application as a whole genome (for example in FASTA format) is not indexed. The observed sizes of the TSTF index were in order of hundreds of megabytes when indexing the genome label site distances. Such memory requirements are miniscule in comparison to what computers are able to handle nowadays. Preprocessing the data for searching, which means calculates the hash function value of the lookup string and classifies the search strings by it, can be performed by the aligner during the search data preparation phase. This means that the aligner must be designed with this requirement in mind.

Further work can be divided into several areas. The first area is to technically improve the throughput of the TSTF during the search phase. This can be achieved by implementing data parallelism on multiple threads or CPU cores. It is also possible to scale up AVX2 to AVX512, although this requires the use of a CPU that supports the AVX512 instruction set. The second area is optimizing the TSTF data structure, which is basically optimizing the Node Stop Creation Depth parameter in conjunction with the hashing and alphabet coding functions. This area extends the data structure design to the design and optimization of the complete genome aligner software solution because those parameters not only affect performance (Node Stop Creation Depth parameter and hashing function), but also the quality of the alignment (alphabet coding function). The third area to implement a partial search algorithm, which would be a challenge because of the use of the hashing function.

**SUPPLEMENTARY DATA**
Section contains numerical data obtained during the performance testing of the data structures. Input set are 23 human chromosomes from HG38 human genome labeled with cttaag sequence. This results in total count of 534, 397 labels. Total count of k-mers used for indexing and searching can be calculated as \(K_{\text{tot}} = L_{\text{cttaag}} - K_{\text{len}} + 1\), where \(L\) is total count of labels and \(K_{\text{len}}\) is length of k-mers.
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