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Abstract—As an efficient neural network model for graph data, graph neural networks (GNNs) recently find successful applications for various wireless optimization problems. Given that the inference stage of GNNs can be naturally implemented in a decentralized manner, GNN is a potential enabler for decentralized control/management in the next-generation wireless communications. Privacy leakage, however, may occur due to the information exchanges among neighbors during decentralized inference with GNNs. To deal with this issue, in this paper, we analyze and enhance the privacy of decentralized inference with GNNs in wireless networks. Specifically, we adopt local differential privacy as the metric, and design novel privacy-preserving signals as well as privacy-guaranteed training algorithms to achieve privacy-preserving inference. We also define the SNR-privacy trade-off function to analyze the performance upper bound of decentralized inference with GNNs in wireless networks. To further enhance the communication and computation efficiency, we adopt the over-the-air computation technique and theoretically demonstrate its advantage in privacy preservation. Through extensive simulations on the synthetic graph data, we validate our theoretical analysis, verify the effectiveness of proposed privacy-preserving wireless signaling and privacy-guaranteed training algorithm, and offer some guidance on practical implementation.
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I. INTRODUCTION

WITH the explosion of mobile users and enhanced QoS requirements, artificial intelligence (AI) techniques gradually become a necessary enabler for the next-generation wireless communications [1]. In recent years, AI based wireless techniques are attracting increasing interest, and shown to outperform traditional model-based design paradigms in many wireless applications, such as resource allocation [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], networking [14], [15], and physical layer design [16], [17], [18], [19], [20]. The reasons include the following two aspects. On the one hand, the wireless environments are generally complex due to random channel fading, interference, and hardware impairments. Therefore, the mathematical model sometimes may fail to accurately model the reality of wireless communication systems. On the other hand, large-scale wireless communication schemes, such as the massive multiple-input multiple-output (MIMO) systems, are the mainstream for the next-generation wireless communications. The corresponding mathematical models inevitably become complex, whose related optimization algorithms exhibit overwhelming computational complexity for practical implementations. AI techniques, however, are data-driven methods with low inference complexity as well as powerful representation ability. Therefore, AI is a potential tool to develop breakthrough wireless techniques for the next-generation wireless communications.

However, different from the success of AI in other fields, such as computer vision and natural language processing, applying AI in wireless networks should meet some special expectations: (i) few labeled training samples since the labeled training samples are difficult to obtain in wireless networks; (ii) high generalization ability for dynamic wireless systems; (iii) feasibility for decentralized implementation in large-scale wireless networks. Amongst existing AI techniques, graph neural networks (GNNs) [21], [22] exhibit potential to address the above challenges. First, GNNs can exploit high-dimensional graph topology and node/edge features more efficiently than other neural network models, which enables GNNs to achieve good performance with fewer training samples. Secondly, GNNs can embed each node in the graph to a low-dimensional vector with functions operated at the node level, which facilitates the same application for graphs of different sizes. Moreover, all node-level operations in GNNs are naturally decentralized, which indicates that the inference stage of well-trained GNN models can be done in the decentralized manner. Note that most neural network models for wireless applications, such as convolutional neural networks and recurrent neural networks, require central processing during the inference stage. Therefore, the decentralized inference can only be enabled by GNNs. Based on above analysis, GNNs have great potential for efficient and scalable wireless decentralized control.

In this paper, we focus on decentralized inference with GNNs in wireless networks. As mentioned in [13], information exchanges among neighboring nodes are achieved through wireless channels during decentralized inference.
with GNNs. Fading and noisy channels may deteriorate the information exchanges and have inevitably adverse impacts on the inference performance. In [13], the authors focus on the possible errors induced by the imperfect wireless transmission and propose a novel communication-efficient wireless retransmission mechanism to enhance the inference robustness of GNNs, which is essential to bring GNN based wireless techniques from theory to practice. In practical systems, wireless transmission may also incur privacy leakage. Specifically, when neighboring nodes exchange information, personal features may be inferred/detected by honest-but-curious neighbors or possibly anonymous hackers. Generally, personal features may include private information and important parameters that the users do not want to share with others. With the ever-increasing awareness of personal information leakage, privacy preservation for the decentralized inference with GNNs in wireless networks is a significant and non-negligible issue. Therefore, the goal of this paper is to analyze and enhance the privacy of decentralized inference with GNNs in wireless networks.

### A. Related Work

1) **GNNs in Wireless Networks:** Recently, there are some existing works about incorporating GNNs into wireless applications [6], [7], [8], [9], [10], [11], [12], [18], [19], [20]. Most of them have employed GNNs for wireless resource allocation, such as link scheduling [7], power allocation [8], [9] and user association [10]. Some have paid attention to physical layer design, such as channel estimation [18], [19] and MIMO detection [20]. In these existing works, GNN based solutions are generally implemented in the centralized server. Meanwhile, other existing works in literature have used GNNs for decentralized control, such as multi-robot management [23], [24], [25] and wireless channel allocation [26]. However, they generally assume perfect information exchanges between nodes and do not pay attention to possible privacy leakage issue.

2) **Privacy Preservation for GNNs:** Existing techniques targeting privacy preservation of GNNs can be summarized as follows: (i) making use of collaborative learning schemes, such as federated/split learning, to protect the training privacy of GNNs [27], [28]; (ii) modifying existing training algorithms, such as adding noise to the gradients generated by the SGD/Adam algorithm, for preserving the training privacy of GNNs [29], [30], [31]; (iii) adding noise or coding on the private information, such as node/edge features, to achieve privacy-preserving GNN’s inference [32]. Compared to privacy protection of GNNs at the training stage, much less is done at the inference stage, and none of existing works takes wireless environments into consideration. This motivates us to study the role of wireless fading and noise for privacy preservation and develop novel privacy-preserving techniques for decentralized inference with GNNs in wireless networks.

3) **Privacy Preservation in Wireless Networks:** Some existing works in literature have already paid attention to privacy preservation by exploiting wireless fading and noise [33], [34], [35], [36], [37], [38], [39]. However, all of them focus on the federated learning scenario and protect the privacy for distributed/decentralized training, rather than the inference stage. Therefore, these aforementioned existing methods are only applicable to distributed/decentralized training of GNNs in wireless networks. Note that the characteristics of the training and inference stages are different. First, the training stage makes use of stochastic algorithms (such as SGD) and is inherently tolerant of noise. Inference stage, however, is a deterministic process and more vulnerable to noise. Therefore, exploiting noise for privacy preservation imposes a more severe impact on the inference stage than on the training stage. Second, the performance metric of the training stage is the well-studied “convergence rate” while that of the inference stage is difficult to be expressed in closed form. To some extent, privacy preservation at the inference stage with performance guarantee incurs more challenges and requires further considerations compared with that at the training stage. Therefore, these aforementioned works are not applicable to decentralized inference with GNNs in wireless networks, which motivates the study in this paper.

### B. Contributions and Outline

As far as we know, this is the first piece of work to study privacy-preserving decentralized inference with GNNs in wireless networks. Specifically, our main contributions are summarized as follows.

1. **Privacy-Preserving Wireless Signaling:** We adopt local differential privacy as the privacy-preserving metric and propose novel wireless signaling to achieve privacy-preserving decentralized inference with GNNs in wireless networks. Based on the optimal parameter solutions for privacy-preserving signaling, we define the SNR-privacy trade-off function to theoretically analyze the performance upper bound of the proposed wireless signaling.

2. **Privacy-Guaranteed Training Algorithm:** Traditional training algorithms may incur inference performance loss when adopting the proposed privacy-preserving wireless signaling. Therefore, we design privacy-guaranteed training algorithm to further enhance the performance of privacy-preserving decentralized inference with GNNs in wireless networks.

3. **Advantages of AirComp on Privacy Preservation:** We exploit the over-the-air computation (Aircomp) technique for the decentralized inference with GNNs in wireless networks, and theoretically and experimentally demonstrate that it can enhance the communication and computation efficiency as well as the privacy preservation.

The rest of this paper is organized as follows. In Section II, we introduce preliminaries and backgrounds for some important techniques we adopted in this paper. In Section III, we formulate the wireless optimization problem, introduce its corresponding graphical model, and discuss the decentralized implementation of GNNs to solve it. In Section IV, privacy-preserving wireless signaling is proposed, based on which the SNR-privacy trade-off is analyzed. The privacy-guaranteed training algorithm is introduced in Section V. Extension analysis to the system without the Aircomp technique and
advantages of the Aircomp technique are discussed in Section VI. The simulation results are given in Section VII. Finally, we conclude the paper and provide directions for future research in Section VIII. For ease of reading, the notations used in this paper are summarized in Table I.

II. PRELIMINARIES

A. Graph Neural Networks

GNNs, as the name implies, are especially designed for graph data over the non-Euclidean domain [21, 22]. By taking the graph adjacency matrix and the node/edge features as the input, GNNs follow the layer-wise structure and output embedding vectors for each node in the graph. The graphical illustration of GNNs can be found in Fig. 1. Specifically, each layer of GNNs consists of the following two steps: (i) local message function and aggregation function that collect information from the neighborhood of each node in the graph; (ii) local update function that updates the hidden state of each node in the graph at a certain layer. Note that the local message and update functions are the same for all nodes in the graph and are generally realized through multi-layer perceptrons (MLPs). For a graph $G(V, E)$ with node features $\{x_v\}_{v \in V}$ and edge features $\{e_{vu}\}_{(v, u) \in E}$, the operations at the $k$-th layer of GNNs can be mathematically presented as follows

$$h_v^{(k)} = f_U^{(k)}(h_u^{(k-1)}, \text{Agg}_{u \in N(v)}(f_M^{(k)}(h_u^{(k-1)}, e_{vu})),$$

where $f_M^{(k)}(\cdot)$ and $f_U^{(k)}(\cdot)$ are the local message and update functions at the $k$-th layer, respectively.$^1$ $\text{Agg}(\cdot)$ is the aggregation function whose popular candidates include $\sum(\cdot)$, mean(·), and max(·). $h_v^{(0)}$ represents the hidden state of node $v$ at the $k$-th layer. Note that $h_v^{(0)} = x_v$. Moreover, $N(v)$ denotes the neighbors of node $v$. By stacking multiple layers, the local information of each node in the graph propagates through the network. The final embedding vectors $\{h_v^{(K)}\}_{v \in V}$ can be used for further node/edge/graph-level analysis.

B. Local Differential Privacy

Local differential privacy (LDP) generally serves as a strong criterion of preserving privacy in decentralized systems, which finds successful applications in many commercial companies, such as Google [40] and Microsoft [41]. The key idea of LDP is enabling statistical analysis without divulging the personal information, which is more than data security. Specifically, LDP can be defined formally as follows.

Definition 1: ($\epsilon, \delta$)-LDP [42] A randomized mechanism $M : \mathbb{N}^{\lvert X \rvert} \to \mathbb{R}^d$ is $(\epsilon, \delta)$-LDP if for any two adjacent databases $x, x' \in \mathbb{N}^{\lvert X \rvert}$ and any measurable subset $O \subseteq \text{Range}(M)$, we have $\text{Pr}(M(x) \in O) \leq e^\epsilon \text{Pr}(M(x') \in O) + \delta$, where $\epsilon$ is called privacy budget and controls the similarities between the probabilities that the mechanism $M$ assigns to the outputs of adjacent databases $x, x'$. The smaller the $\epsilon$ is, the more difficult an adversary could distinguish two adjacent databases with high probability by only looking at the output. Therefore, a smaller $\epsilon$ leads to stronger privacy guarantee. Moreover, $\delta$ denotes the probability of violating the above privacy guarantee. Similarly, a smaller $\delta$ also leads to stronger privacy guarantee.

According to how adjacent databases are defined, LDP can be categorized into client-level LDP and record-level LDP that provide privacy preservation for one client’s records and a single record of one client, respectively [43]. Generally, client-level LDP provides stronger privacy preservation than record-level LDP. Therefore, we use client-level LDP in this paper to protect node features for decentralized inference with GNNs in wireless networks and define that two graphs are neighboring if only one node feature differs.

Furthermore, for numerical data, $(\epsilon, \delta)$-LDP can be achieved by using the Gaussian mechanism defined as follows.

Definition 2: (Gaussian Mechanism [42]) Let $f(\cdot) : \mathbb{N}^{\lvert X \rvert} \to \mathbb{R}^d$ be an arbitrary function and define its $L_2$ sensitivity to be bounded by $\Delta_{2f}$, i.e., $\|f(x) - f(x')\|_2 \leq \Delta_{2f}, \forall \text{adjacent } x, x' \in \mathbb{N}^{\lvert X \rvert}$. The Gaussian mechanism is defined as $M(x) \triangleq f(x) + N(0, \sigma^2 \mathbf{I})$, where $N(0, \sigma^2 \mathbf{I})$ denotes the $d$-dimensional Gaussian noise whose mean is 0 and variance is $\sigma^2$.

Moreover, for any $\epsilon \in (0, 1]$ and $\delta \in (0, 1]$, the above defined Gaussian mechanism is $(\epsilon, \delta)$-LDP, where $\epsilon = \Delta_{2f} \sqrt{2 \ln \frac{2e^2}{\delta}} / \sigma$. Given that noise generally follows Gaussian distribution in communication systems, we will make use of the Gaussian mechanism in this paper to achieve privacy-preserving decentralized inference with GNNs in wireless networks.

C. Over-the-Air Computation

Over-the-air computation (Aircomp) recently becomes prevalent in distributed learning schemes, such as federated learning [44, 45]. By exploiting the signal-superposition property, Aircomp can simultaneously transmit and compute the analog signals from users in a multiple-access channel (MAC), and thus significantly enhance the communication and computation efficiency compared with the orthogonal transmit-then-compute protocol. Using an ideal MAC with $K$ users as an example, each user transmits a signal $s_k \in \mathbb{R}$, and the received signal at the receiver with signal-superposition property is given by $r = \sum_{k=1}^K s_k$, which achieves the task of computing the sum of $K$ users’ signals. Similarly, by additionally adopting pre- and post-processing functions, the above Aircomp process can also achieve other real-valued multivariate functions, such as the arithmetic/geometric mean.

The key observation for GNNs is that aggregating neighborhood information to update the hidden state of each node in the graph falls in the category of computing functions of distributed data if $\text{Agg}(\cdot)$ is set as $\sum(\cdot)$ or mean(·). Therefore, in this paper, we propose adopting the Aircomp technique for communication- and computation-efficient aggregation during the inference stage of GNNs.

III. SYSTEM MODEL

In this section, we first introduce the general formulation of the wireless optimization problem and its corresponding graphical model. Then we discuss using GNNs for the
Table I
 Notations in This Paper

| Notations | Meaning |
|-----------|---------|
| $G$       | Graph   |
| $\mathcal{V}$ | Node set |
| $\mathcal{E}$ | Edge set |
| $N(v)$ | Neighbors of node $v$ |
| $x_v$ | Features of node $v$ |
| $e_{vu}$ | Features of edge $e(v, u)$ |
| $f^{(k)}_W(\cdot)$ | Local message function at the $k$-th layer |
| $f^{(k)}_U(\cdot)$ | Local update function at the $k$-th layer |
| $\text{Agg}(\cdot)$ | Aggregation function |
| $k_v^{(k)}(\cdot)$ | Hidden state/Message of node $v$ at the $k$-th layer |
| $g_{vu}$ | Channel gain from node $v$ to $u$ |
| $P_v$ | Maximum transmit power of node $v$ |
| $w_{u,v}^{(k)}$, $w_{v,u}^{(k)}$ | Original/Privacy-preserving signal from node $u$ to $v$ at the $k$-th iteration |
| $R_{u,v}^{(k)}$, $\tilde{R}_{u,v}^{(k)}$ | Received signal of node $v$ at the $k$-th iteration with original/privacy-preserving signal |
| $\gamma_{u,v}$, $\alpha_{u,v}$, $\beta_{u,v}$ | Parameters for privacy-preserving signals from node $u$ to $v$ |
| $m_{u,v}$ | Artificial Gaussian noise vector for privacy-preserving signals from node $u$ to $v$ |
| $\theta_v$ | Pre-given target privacy budget |
| $\rho_v$ | SNR of $\tilde{R}_{v}^{(1)}$ |

Fig. 1. Graph illustration for the structure of GNNs.

wireless optimization problem as well as its decentralized implementation in wireless networks.

A. Wireless Optimization Problem and Corresponding Graphical Model

Wireless optimization problems can be generally formulated as optimizing over graph data, $G(\mathcal{V}, \mathcal{E})$, with the node set $\mathcal{V}$ and the edge set $\mathcal{E}$. According to specific applications, nodes in $\mathcal{V}$ correspond to wireless devices, such as mobile devices, edge servers, access points, or base stations, while edges in $\mathcal{E}$ indicate that two nodes (devices) can communicate or interfere with each other. Moreover, all nodes and edges may have corresponding features, denoted as $\{x_v\}_{v \in \mathcal{V}}$ and $\{e_{vu}\}_{e(v,u) \in \mathcal{E}}$, respectively. Specifically, the features for nodes and edges include the needed characteristics/hyperparameters for wireless optimization problems, such as the power limit of each user and the channel gain between two users. The node features may also include extra sensitive and private information such as gender and self-preference that the wireless devices do not want to share with others. With the above graphical model, wireless optimization problems can be formulated as node/edge/graph-level analysis tasks. For example, link scheduling [7] corresponds to node-level...
classification and power control [8], [9] corresponds to node-level regression. A graphical illustration of the above process can be found in Fig. 2.

B. Decentralized Implementation of GNNs for Wireless Optimization Problems

With the graphical model, we can use the $K$-layer GNN introduced in Section II-A to solve the wireless optimization problem. Specifically, with a series of operations in (1), each node in $\mathcal{V}$ is embedded as a vector. With additional MLPs or other learning models (e.g. reinforcement learning) to further process the embedding vectors of all nodes, corresponding node/edge/graph-level analysis tasks can be accomplished. Without loss of generality, we adopt $\sum(\cdot)$ as the aggregation function for the subsequent discussion of this paper, then the operations of the $k$-th layer of the GNN are given by

$$
\hat{h}_v^{(k)} = \sum_{u \in \mathcal{N}(v)} f_M^{(k)}(h_u^{(k-1)}, e_{uv}),
$$

(2)

$$
h_v^{(k)} = f_U^{(k)}(h_v^{(k-1)}, \hat{h}_v^{(k)}),
$$

(3)

where $\hat{h}_v^{(k)}$ is termed the message of node $v$ at the $k$-th layer.

Note that the operations in (2) and (3) are naturally decentralized. Meanwhile, deploying the inference stage of GNNs in a decentralized manner has been actively researched in literature [23], [24], [25]. As a premise, we assume that the GNN model is already well-trained and each node (user) in the graph keeps a copy of it, which means that the parameters of the GNN model are available at each node.3 During the inference stage, each node $v \in \mathcal{V}$ can accomplish its own prediction and solve the corresponding wireless optimization problem in a decentralized manner by repeating the following process for $K$ times. Specifically, for the $k$-th iteration,

- Node $v$ sends transmission requests to each node $u \in \mathcal{N}(v)$.
- After receiving the request from node $v$, each node $u \in \mathcal{N}(v)$ transmits a signal $w_u^{(k)} = \sqrt{P_u} f_M^{(k)}(h_u^{(k-1)}, e_{uv})$ to node $v$ through wireless channels, where $P_u$ is the maximum transmit power of node $u$.
- Node $v$ computes the sum of $\{f_M^{(k)}(h_u^{(k-1)}, e_{uv})\}_{u \in \mathcal{N}(v)}$ to get $\hat{h}_v^{(k)}$, and then imposes $f_U^{(k)}(\cdot)$ to get $h_v^{(k)}$.

Finally, the embedding vector for node $v$, i.e., $h_v^{(K)}$, can be obtained for further analysis.

C. Wireless Communication Model

The information exchanges among neighbors are achieved through wireless channels. In this paper, we consider a single-antenna multiple-access system with slow fading and independent and identically distributed (i.i.d.) Gaussian noise, which indicates that the channel gain remains static within the inference while the noise is i.i.d over different iterations. We further assume that the channel state information (CSI) is available to both the transmitter and receiver. With the Aircomp technique, the sum of $\{f_M^{(k)}(h_u^{(k-1)}, e_{uv})\}_{u \in \mathcal{N}(v)}$ is computed during the communication process. Therefore, the received signal of node $v$ at the $k$-th iteration is given by

$$
R_v^{(k)} = \sum_{u \in \mathcal{N}(v)} g_{uv} w_u^{(k)} + n_v^{(k)},
$$

$$
= \sum_{u \in \mathcal{N}(v)} g_{uv} \sqrt{P_u} f_M^{(k)}(h_u^{(k-1)}, e_{uv}) + n_v^{(k)},
$$

where $g_{uv} = |g_{uv}| e^{j\phi_{uv}}$ is the complex valued channel coefficient from node $u$ to node $v$, and $n_v^{(k)}$ is the Gaussian noise vector whose elements are i.i.d drawn from $\mathcal{N}(0, \sigma_v^2)$ for node $v$ at the $k$-th iteration.4

The above transmission scheme exhibits the following two issues. First, the received signal $R_v^{(k)}$ is contaminated by fading and noise, and therefore cannot be directly used to estimate $\hat{h}_v^{(k)}$. In (2). Moreover, the personal features of each node, i.e. $x_v$ (or say $y_v^{(0)}$), may be inferred/detected by honest-but-curious neighbors and possibly anonymous hackers from the transmitting signal $w_u^{(1)}$. In the following, we propose novel techniques, including privacy-preserving wireless signaling and privacy-guaranteed training algorithm, to overcome the above two challenges to achieve privacy-preserving decentralized inference with GNNs in wireless networks.

IV. PRIVACY-PRESERVING WIRELESS SIGNALING

In this section, we introduce the privacy-preserving wireless signaling aiming at privacy-preserving decentralized inference with GNNs in wireless networks. We first formulate the privacy-preserving wireless signaling problem and then derive its optimal solution, based on which the SNR-privacy trade-off is analyzed to provide performance upper bound.

A. Problem Formulation

1) The Last $K - 1$ Iterations: Our focus is to protect the privacy of node features. For the last $K - 1$ iterations during the inference, node features are not directly involved in the computation of exchanged information, i.e. $\{w_u^{(k)}\}_{k=2}^K$. Therefore, node features are difficult to be inferred if the information of the first iteration is missing. Based on this fact, no privacy leakage exists for the last $K - 1$ iterations5 and

Fig. 2. A graphical illustration of the wireless network (left) and its graphical model (right).
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the corresponding goal of signal design is to correct channel fading and noise to get unbiased and accurate estimations on \( \{ h_u(k) \}_{k=2}^K \). Thus, we propose the following signal for node \( u \) communicating with node \( v \) at the \( k \)-th iteration
\[
\tilde{w}_{uv}(k) = e^{-j\varphi_{uv}}\sqrt{\gamma_{uv}P_u f_M^k(h_u^{k-1}), e_{vu}}
\]
where the multiplication factor \( e^{-j\varphi_{uv}} \) is used to correct the phase shift induced by the wireless channel, while \( \gamma_{uv} \in (0, 1] \) is a parameter to be optimized. With this newly designed signal, the received signal of node \( v \) at the \( k \)-th iteration is given by
\[
\tilde{R}_v(k) = \sum_{u \in N(v)} g_{uv}\tilde{w}_{uv}(k) + n_v(k),
\]
where the amplitudes of all neighbors’ information need to be aligned as a constant to obtain an unbiased estimation on \( h_v(k) \), i.e., \( g_{uv} \sqrt{P_u} = \) constant, \( \forall u \in N(v) \). On the other hand, the aligned constant needs to be maximized to enhance the estimation accuracy. Therefore, the optimal solution for \( \gamma_{uv} \) is given by
\[
\gamma_{uv} = \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{|g_{uv}|^2 P_u}.
\]

2) The First Iteration: For the first iteration, the proposed wireless signaling is supposed to not only enable the estimation on \( h_v^{(1)} \), but also provide privacy guarantee on the features of neighbors, i.e., \( \{ x_u \}_{u \in N(v)} \). As introduced in Section II-B, Gaussian mechanism is efficient for numerical data to achieve \((\epsilon, \delta)\)-LDP. Therefore, by adding Gaussian noise to the raw transmitting signal \( w_{uv}^{(1)} \), the privacy-preserving transmitting signal from node \( u \) to node \( v \) at the first iteration is proposed as
\[
\tilde{w}_{uv}^{(1)} = e^{-j\varphi_{uv}}[\sqrt{\alpha_{uv}P_u f_M^{(1)}(h_u^{(0)}, e_{vu})} + \sqrt{\beta_{uv}P_u m_{uv}}],
\]
where \( m_{uv} \) is the artificial Gaussian noise vector for privacy preservation whose elements are i.i.d. and follow the normal distribution, \( \mathcal{N}(0, 1) \). \( f_M^{(1)}(h_u^{(0)}, e_{vu}) \) is the normalized version of \( f_M(h_u^{(0)}, e_{vu}) \), i.e., \( ||f_M^{(1)}(h_u^{(0)}, e_{vu})||_2 = 1 \). Moreover, \( \alpha_{uv} \) and \( \beta_{uv} \) denote the fractions of power assigned to the information of node \( u \) and the artificial Gaussian noise, respectively, which satisfies \( 0 < \alpha_{uv} \leq 1 \) and \( 0 \leq \beta_{uv} \leq 1 - \alpha_{uv} \). By adopting the newly designed signal, the received signal of node \( v \) at the first iteration is given by
\[
\tilde{R}_v^{(1)} = \sum_{u \in N(v)} |g_{uv}|\sqrt{\alpha_{uv}P_u f_M^{(1)}(h_u^{(0)}, e_{vu})} + \sum_{u \in N(v)} |g_{uv}|\sqrt{\beta_{uv}P_u m_{uv}} + n_v^{(1)},
\]
where the first part is used for estimating \( h_v^{(1)} \) while the last two noisy parts are used for privacy preservation.

Note that different from existing signaling, \( \alpha_{uv} + \beta_{uv} = 1 \) does not always hold in our considered problem, which will be further validated by the following analysis.

**Goal 1: Estimation:** Similar to the analysis in Section IV-A.1, the amplitudes of all neighbors’ information need to be aligned as a constant \( C_v \) to obtain the estimation on \( h_v^{(1)} \), i.e.,
\[
|g_{uv}|\sqrt{\alpha_{uv}P_u} = C_v, \forall u \in N(v).
\]
On the other hand, to enhance the accuracy of the estimation on \( h_v^{(1)} \), the SNR of \( \tilde{R}_v^{(1)} \), defined as the ratio between the power of efficient signal and noise, needs to be maximized. Specifically, the SNR of \( \tilde{R}_v^{(1)} \), denoted as \( \rho_v \), is mathematically given by
\[
\rho_v = \frac{C_v^2}{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv}P_u + \sigma_v^2}.
\]

**Goal 2: Privacy preservation:** We introduce the following theorem for analyzing the privacy guarantee achieved by \( R_v^{(1)} \) for each node \( u \in N(v) \), which is proved in Appendix A.

**Theorem 1:** For each node \( u \) in \( N(v) \), \( R_v^{(1)} \) achieves \((\epsilon, \delta)\)-LDP when predicting node \( v \)'s result, where
\[
\epsilon_v = \frac{2C_v}{\sqrt{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv}P_u + \sigma_v^2}}\sqrt{2\ln \frac{1.25}{\delta}}.
\]
To achieve privacy-preserving inference, the privacy guarantee \( \epsilon_v \) needs to be smaller than a pre-given target budget \( \epsilon^*_v \).

Based on above analysis, the signal design problem for the first iteration can be formulated as follows
\[
\rho_v^{\text{max}} \triangleq \max_{\{\alpha_{uv}, \beta_{uv}\}_{u \in N(v)}} \rho_v = \frac{C_v^2}{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv}P_u + \sigma_v^2},
\]
subject to (9) and
\[
0 < \alpha_{uv} \leq 1, \ 0 \leq \beta_{uv} \leq 1 - \alpha_{uv}, \forall u \in N(v),
\]
\[
\sqrt{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv}P_u + \sigma_v^2}\leq \epsilon_v.
\]

**B. Optimal Solution for Problem (11)**

In this subsection, we will develop the optimal solution for Problem (11). First, we will make use of the aligned amplitude to transform Problem (11) into a more tractable form. Then, we will discuss and derive the optimal solution when \( \epsilon^*_v \) is in different ranges.

Specifically, from (9), there exists one-to-one correspondence between the values of \( \{\alpha_{uv}\}_{u \in N(v)} \) and \( C_v \). Therefore, (11a) can be rewritten as
\[
\left\{ \begin{array}{l}
0 < C_v \leq \min_{u \in N(v)} |g_{uv}|^2 P_u, \\
0 \leq \beta_{uv} \leq 1 - \frac{C_v^2}{\sum_{u \in N(v)} |g_{uv}|^2 P_u}, \forall u \in N(v).
\end{array} \right.
\]
With the above analysis, Problem (11) can be rewritten as
\[
\rho_v^{\text{max}} \triangleq \max_{C_v, \{\beta_{uv}\}_{u \in N(v)}} \rho_v = \frac{C_v^2}{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv}P_u + \sigma_v^2},
\]
subject to (11b) and (12).
By looking into (12), we have
\[ \rho_v \leq \left( \frac{1}{\sigma_v^2} \right) \left( \min_{u \in N(v)} \frac{|g_{uv}|^2 P_u}{2\mu v^2} \right)^2 \]
\[ \geq \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2}. \]

On the other hand, with (11b), we have \( \rho_v \leq \epsilon_v^2 / (8 \ln \frac{125}{\delta}) \).

Therefore,
\[ \rho_v^{\text{max}} = \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2}. \]

The two upper bounds coincide with each other when \( \epsilon_v^* = \sqrt{\frac{8 \ln \frac{125}{\delta}}{\min_{u \in N(v)} |g_{uv}|^2 P_u}} \).

In the following, we discuss the solution to Problem (13) under two different cases.

1. \( \epsilon_v^* > \epsilon_v^{(0)} \): When \( \epsilon_v^* > \epsilon_v^{(0)} \) holds, we have \( \rho_v^{\text{max}} = \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2} \) with \( C_v = \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2} \), and \( \beta_{uv} = 0, \forall u \in N(v) \). The solution indicates that no artificial noise is needed and the target privacy guarantee can be satisfied by only exploiting the channel noise.\(^7\)

2. \( \epsilon_v^* \leq \epsilon_v^{(0)} \): When \( \epsilon_v^* \leq \epsilon_v^{(0)} \) holds, we have \( \rho_v^{\text{max}} = \epsilon_v^2 / (8 \ln \frac{125}{\delta}) \). The feasible solutions of \( C_v \) and \( \{\beta_{uv}\}_{u \in N(v)} \) fall into the set given by (14a) - (14c), shown at the bottom of the next page, where mathematical derivation can be found in Appendix B. When adopting the Aircomp technique, the aligned amplitude, i.e., \( \sigma_v \), is preferred to be as large as possible [33]. Therefore, the solution of \( C_v \) is given by
\[ C_v = \left\{ \begin{array}{ll}
\epsilon_v^2 \left( \frac{\sigma_v^2 + \sum_{u \in N(v)} |g_{uv}|^2 P_u}{2\ln \frac{125}{\delta} + \| N(v) \| \epsilon_v^2} \right) & \text{if } \epsilon_v^* \leq \epsilon_v^{(1)} , \\
\min_{u \in N(v)} \sqrt{|g_{uv}|^2 P_u} & \text{if } \epsilon_v^{(1)} \leq \epsilon_v^* \leq \epsilon_v^{(0)},
\end{array} \right. \]
(15)
where \( \epsilon_v^{(1)} \) is shown as the equation at the bottom of the next page. To be more specific, when \( \epsilon_v^* \leq \epsilon_v^{(1)} \) holds, by putting the value of \( C_v \) into (14c), the values of \( \{\beta_{uv}\}_{u \in N(v)} \) are given by \( \beta_{uv} = 1 - C_v^2 / (|g_{uv}|^2 P_u), \forall u \in N(v) \). On the other hand, when \( \epsilon_v^{(1)} \leq \epsilon_v^{(0)} \) holds, the values of \( \{\beta_{uv}\}_{u \in N(v)} \) should satisfy (16a) - (16b), shown at the bottom of the next page and can be solved by a water-filling alike algorithm summarized as Algorithm 1. The key idea is allocating the right-hand-side of (16b) among \( |N(v)| \) neighbors, where \( I_A \) is the indicator function defined as follows
\[ I_A = \begin{cases} 1, & \text{if event } A \text{ occurs,} \\ 0, & \text{otherwise.} \end{cases} \]
(17)

\(^7\)In case 1, \( \alpha_{uv} \) depends on the worst-case received power from neighbors, i.e., \( \min_{u \in N(v)} |g_{uv}|^2 P_u \). Meanwhile, \( \beta_{uv} = 0 \) because the privacy-preserving requirement is weak. With the above solutions, \( \alpha_{uv} + \beta_{uv} = 1 \) does not always hold for all neighbors in \( N(v) \), which validates the statement in Section IV-A.

**Algorithm 1** Water-Filling Alike Algorithm for \( \{\beta_{uv}\}_{u \in N(v)} \)

1. **initialization**
   - Set \( D = 8 \ln \frac{125}{\delta} \min_{u \in N(v)} |g_{uv}|^2 P_u - \sigma_v^2, I = N(v) \).
2. **while** \( D > 0 \) **do**
3. **Computing Water-filling Threshold:** \( \tilde{D} = \frac{D}{|I|} \).
4. **Deciding Filling Strategy:**
   - if \( |g_{uv}|^2 \beta_{uv} P_u \geq \tilde{D}, \forall u \in I \) then
     - Set \( \beta_{uv} = \frac{\tilde{D}}{|g_{uv}|^2 P_u}, \forall u \in I \).
   - Set \( D = 0 \).
   - **else**
     - Set \( \beta_{uv} = \frac{\tilde{D} |g_{uv}|^2 \beta_{uv} P_u}{|g_{uv}|^2 P_u}, \forall u \in I \).
     - Update \( D = D - \sum_{u \in I} |g_{uv}|^2 \beta_{uv} P_u, \forall u \in I \).
   - **end if**
5. **end while**

Based on the above analysis, the optimal solutions for Problem (11) can be summarized as follows
\[ \alpha_{uv} = \begin{cases} \frac{\epsilon_v^2 (\sigma_v^2 + \sum_{u \in N(v)} |g_{uv}|^2 P_u)}{2\ln \frac{125}{\delta} + \| N(v) \| \epsilon_v^2} \quad & \text{if } \epsilon_v^* \leq \epsilon_v^{(1)}, \\ \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{|g_{uv}|^2 P_u} \quad & \text{if } \epsilon_v^* > \epsilon_v^{(1)}. \end{cases} \]
(18)
\[ \beta_{uv} = \begin{cases} 1 - \alpha_{uv}, & \text{if } \epsilon_v^* \leq \epsilon_v^{(1)}, \\ \frac{\beta_{uv}}{\epsilon_v^{(1)} \leq \epsilon_v^* \leq \epsilon_v^{(0)}}, & \text{given by Algorithm 1, if } \epsilon_v^* \leq \epsilon_v^{(0)}, \\ 0, & \text{if } \epsilon_v^* > \epsilon_v^{(0)}. \end{cases} \]
(19)

**C. SNR-Privacy Trade-off and Performance Analysis**

In this part, we analyze the performance of the proposed privacy-preserving wireless signaling. Specifically, we focus on the trade-off between the SNR of \( \bar{R}_v^{(1)} \) and the achieved privacy guarantee at the first iteration when predicting node \( v \)’s value. These two metrics influence the inference performance and privacy, respectively. With the solutions in (18) and (19), the SNR of the received signal \( \bar{R}_v^{(1)} \) is maximized while \( \epsilon_v^* \) is satisfied and the maximum value is given by
\[ \rho_v^{\text{max}} = \begin{cases} \frac{\epsilon_v^2}{8 \ln \frac{125}{\delta}} & \text{if } \epsilon_v^* \leq \epsilon_v^{(0)}, \\ \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2} & \text{if } \epsilon_v^* > \epsilon_v^{(0)}, \end{cases} \]
(20)

which serves as the upper bound of the received SNR with a given privacy requirement, i.e., a given target privacy budget. In the following, we define the SNR-privacy trade-off function and the achievable (SNR, privacy guarantee) pair.

**Definition 3:** (SNR-Privacy Trade-off Function) During decentralized inference with GNNs in wireless networks, the SNR-privacy trade-off function of node \( v \) is given by
\[ \rho_v^{\text{max}} (\epsilon_v) = \begin{cases} \frac{\epsilon_v^2}{8 \ln \frac{125}{\delta}} & \text{if } \epsilon_v^* \leq \epsilon_v^{(0)}, \\ \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2} & \text{if } \epsilon_v^* > \epsilon_v^{(0)}, \end{cases} \]
(21)

where \( (\rho_v, \epsilon_v) \) pair is defined as achievable if \( \rho_v \leq \rho_v^{\text{max}} (\epsilon_v) \) holds. Note that the statement that a \( (\rho_v, \epsilon_v) \) pair is achievable means that there exists at least a signal design solution, i.e.,
\{\alpha_{uv}, \beta_{uv}\}_{v \in N(v)}$, such that the SNR of $\hat{r}^{(1)}_{uv}$ is $\rho_v$ while $(\epsilon_v, \delta)$-LDP is achieved.

The graphical illustration of the SNR-privacy trade-off function is shown in Fig. 3. As suggested by the graph, the SNR-privacy trade-off function divides the whole space into achievable and unachievable regions, which are marked by blue and orange slashes, respectively. Moreover, the achievable region can be further divided into two sub-regions. Specifically, when $\epsilon_v \leq \epsilon_v^{(0)}$ holds, the upper bound of $\rho_v$ only depends on the hyperparameters of wireless communications, including $\sigma_v^2$ and the worst-case received power from neighbors, i.e., $\min_{u \in N(v)} |g_{uv}|^2 P_u$. Increasing $\epsilon_v$ in this sub-region does not lead to SNR gain, and the performance of decentralized inference with GNNs can only be enhanced by more abundant wireless resources. Therefore, this sub-region is termed as privacy-limited region, which is marked with blue forward slashes. On the other hand, when $\epsilon_v > \epsilon_v^{(0)}$ holds, the upper bound of $\rho_v$ only depends on the hyperparameters of wireless communications, including $\sigma_v^2$ and the worst-case received power from neighbors, i.e., $\min_{u \in N(v)} |g_{uv}|^2 P_u$. Increasing $\epsilon_v$ in this sub-region does not lead to SNR gain, and the performance of decentralized inference with GNNs can only be enhanced by more abundant wireless resources. Therefore, this sub-region is termed as SNR-limited region, which is marked with blue backslashes. The above analysis will be further validated by the simulation results in Section VII-D.

V. PRIVACY-GUARANTEED TRAINING ALGORITHM

To achieve privacy-preserving decentralized inference, both artificial and channel noise are exploited in the wireless signaling proposed above. Unfortunately, they may deteriorate the estimation accuracy on $\{\hat{r}^{(k)}_{uv}\}_{k=1}^K$, and therefore cause inference performance loss, such as lower accuracy or higher mean squared error, compared to the case with perfect wireless transmission and no privacy guarantee. Although we maximize the SNR of $\{\hat{r}^{(k)}_{uv}\}_{k=1}^K$ with the solutions in (6), (18), and (19) to enhance the estimation accuracy on $\{\hat{r}^{(k)}_{uv}\}_{k=1}^K$, the inference performance loss induced by noise and fading still exists. Traditional training algorithms, however, do not take wireless environments into consideration and cannot overcome the above issue. In this section, we modify the training process of GNNs based on the privacy-preserving wireless signaling mentioned in Section IV to mitigate the impact of noise and fading and enhance the inference performance of decentralized GNNs under a certain privacy guarantee.

The basic idea is training with noise and fading, where noise includes both artificial and channel noise. Compared with the traditional training algorithm of GNNs, there are three improvements/differences in the proposed privacy-guaranteed training algorithm as follows.

1. Enhanced training samples: For the traditional training algorithm, a training sample corresponds to a graph data, including its graph adjacency matrix and the node/edge features. However, in our proposed training algorithm, parameters of wireless transmissions and privacy preservation are also included in a training sample. Specifically, parameters of wireless transmissions consist of channel coefficients $g_{uv}$, channel noise variances $\sigma_v^2$, and transmit power limits $P_u$ for all users, while parameters of privacy preservation refer to $\epsilon_v^*$ and $\delta$.

$$\rho_v = \frac{\min_{u \in N(v)} |g_{uv}|^2 P_u}{\sigma_v^2},$$

$$\epsilon_v = \sqrt{\frac{8 \ln \frac{1.25 \rho_v}{\delta}}{\frac{1.25 \rho_v}{\delta}} - \frac{|N(v)| \min_{u \in N(v)} |g_{uv}|^2 P_u}}.$$
validate the universality of our design and analysis but also avoid the possible system failure induced by the Aircomp technique, in this section, we extend our design and analysis to the wireless system without the Aircomp technique, and meanwhile further emphasize the superiority of the Aircomp technique for privacy-preserving decentralized inference with GNNs.

### A. Wireless Communication Model

Without the Aircomp technique, we consider a single-antenna orthogonal system with slow fading and i.i.d Gaussian noise. The CSI is still available to both the transmitter and receiver. During decentralized inference with GNNs, the received signal of node $v$ from its neighbor $u \in N(v)$ at the $k$-th iteration, denoted as $R_{uv}^{(k)}$, is given by

$$
R_{uv}^{(k)} = g_{uv}w_{uv}^{(k)} + n_{uv}^{(k)} = g_{uv}\sqrt{P_u/M} h_{uv}^{(k)} e_{vu} + n_{uv}^{(k)},
$$

where the elements in $n_{uv}^{(k)}$ are i.i.d drawn from $N(0, \sigma_n^2)$. Similar to the analysis in Section III-C, directly transmitting $w_{uv}^{(k)}$ makes it difficult to achieve privacy-preserving inference, which indicates the necessity of novel wireless signaling.

### B. Privacy-Preserving Wireless Signaling

Similar to the analysis in Section IV, the transmitting signals for the last $K-1$ iterations only aim at accurate estimations on $\{f_M^{(k)}(h_{uv}^{(k-1)}, e_{vu})\}_{k=2}^K$. To achieve this goal, we can adopt the signal proposed in (4) and setting $\gamma_{uv} = 1$ since there is no amplitude alignment constraint for the system without the Aircomp technique.

On the other hand, for the first iteration, the transmitting signal should provide privacy guarantee. Therefore, we can adopt the signal designed in (7), and the received signal of node $v$ from its neighbor $u \in N(v)$ at the first iteration, denoted as $\tilde{R}_{uv}^{(1)}$, is given by

$$
\tilde{R}_{uv}^{(1)} = |g_{uv}|\sqrt{\alpha_{uv} P_u} f_M^{(1)}(h_{uv}^{(0)}, e_{vu}) + |g_{uv}|\sqrt{\beta_{uv} P_u} m_{uv} + n_{uv}^{(1)}.
$$

We introduce the following theorem to analyze the privacy guarantee achieved by $\tilde{R}_{uv}^{(1)}$ for node $u$, whose proof can be found in Appendix C.

**Theorem 2:** For node $u$ in $N(v)$, $\tilde{R}_{uv}^{(1)}$ achieves $(\epsilon_{uv}, \delta)$-LDP when predicting node $v$’s result, where

$$
\epsilon_{uv} = \frac{2|g_{uv}|\sqrt{\alpha_{uv} P_u}}{|g_{uv}|/|\beta_{uv} P_u + \sigma_v^2|} \cdot 2 \ln \frac{1.25}{\delta}.
$$

Furthermore, without the help of the Aircomp technique, node $v$ needs to first estimate $\tilde{f}_M^{(1)}(h_{uv}^{(0)}, e_{vu})$ from $\tilde{R}_{uv}^{(1)}$.
for all neighbors in \( N(v) \), and then compute the sum of \( \{ j_M^{(1)} (h_u^{(0)}, e_{uv}) \}_{u \in N(v)} \) to estimate \( \hat{h}_v^{(1)} \) as follows

\[
\sum_{u \in N(v)} \frac{\hat{R}_{uv}^{(1)}}{|g_{uv}|\sqrt{\alpha_{uv} P_u}} = \sum_{u \in N(v)} j_M^{(1)} (h_u^{(0)}, e_{uv}) \\
+ \sum_{u \in N(v)} \sqrt{\frac{\beta_{uv}}{\alpha_{uv}}} n_{uv}^{(1)} + \frac{n_{uv}}{|g_{uv}|\sqrt{\alpha_{uv} P_u}}.
\]

(24)

To enhance the accuracy of the estimation on \( \hat{h}_v^{(1)} \), the SNR of the estimation result in (24), denoted by \( \hat{\rho}_v \), is mathematically given by

\[
\hat{\rho}_v = \frac{1}{\sum_{u \in N(v)} |g_{uv}|^2 \alpha_{uv} P_u + \sigma_v^2}.
\]

(25)

With above analysis, the signal design problem for the system without the Aircomp technique is formulated as

\[
\hat{\rho}_v^{\text{max}} = \max_{\{\alpha_{uv}, \beta_{uv}\}_{u \in N(v)}} \hat{\rho}_v = \frac{1}{\sum_{u \in N(v)} |g_{uv}|^2 \alpha_{uv} P_u + \sigma_v^2} \hat{\rho}_{uv},
\]

subject to (11a) and

\[
\frac{2|g_{uv}|\sqrt{\alpha_{uv} P_u}}{|g_{uv}|^2 \beta_{uv} P_u + \sigma_u^2} \sqrt{\frac{2 \ln 1.25}{\delta}} \leq \epsilon_v^*, \forall u \in N(v),
\]

(26a)

where \( \hat{\rho}_{uv} \) is the SNR of \( \hat{R}_{uv}^{(1)} \) defined as the ratio between the power of \( j_M^{(1)} (h_u^{(0)}, e_{uv}) \) and the corresponding noise.

Note that Problem (26) can be decomposed into \(|N(v)|\) sub-problems since no amplitude alignment is needed and the optimal signal design is independent among different neighbors. The solving process of each sub-problem is almost the same as that of Problem (11) in Section IV-B. Due to the page limit, we omit the detailed derivation but directly give out the optimal solutions of Problem (26) as follows

\[
\alpha_{uv} = \begin{cases} 
\frac{\epsilon_v^2 (\sigma_v^2 + |g_{uv}|^2 P_u)}{|g_{uv}|^2 P_u (8 \ln \frac{1.25}{\delta} + \epsilon_v^2)} & \text{if } \epsilon_v^* \leq \epsilon_v^{(0)}, \\
1 & \text{if } \epsilon_v^* > \epsilon_v^{(0)},
\end{cases}
\]

(27)

\[
\beta_{uv} = 1 - \alpha_{uv},
\]

(28)

where \( \epsilon_v^{(0)} = \sqrt{8 \ln \frac{1.25}{\delta} |g_{uv}|^2 P_u / \sigma_v^2} \).

With the optimal signal design given by (27) and (28), the SNR of the received signal \( \hat{R}_{uv}^{(1)} \) and the SNR of the estimation result in (24) are simultaneously maximized while \( \epsilon_v^* \) is satisfied, whose maximum values are given by

\[
\hat{\rho}_{uv}^{\text{max}} = \begin{cases} 
\frac{\epsilon_v^2}{8 \ln \frac{1.25}{\delta} |g_{uv}|^2 P_u / \sigma_v^2} & \text{if } \epsilon_v^* \leq \epsilon_u^{(0)}, \\
\frac{1}{\sum_{u \in N(v)} |g_{uv}|^2 \alpha_{uv} P_u} & \text{if } \epsilon_v^* > \epsilon_u^{(0)}.
\end{cases}
\]

\[
\hat{\rho}_v^{\text{max}} = \frac{1}{\sum_{u \in N(v)} |g_{uv}|^2 \alpha_{uv} P_u + \sigma_v^2},
\]

(29)

where

\[
\hat{\rho}_v^{\text{max}} (\epsilon_v) = \begin{cases} 
\frac{\epsilon_v^2}{8 \ln \frac{1.25}{\delta} |g_{uv}|^2 P_u / \sigma_v^2} & \text{if } \epsilon_v \leq \epsilon_v^{(0)}, \\
\frac{1}{\sum_{u \in N(v)} |g_{uv}|^2 \alpha_{uv} P_u} & \text{if } \epsilon_v > \epsilon_v^{(0)}.
\end{cases}
\]

Compared with the SNR-privacy trade-off function defined in (21) for the system with the Aircomp technique, we find that \( \hat{\rho}_v^{\text{max}} > \hat{\rho}_v^{\text{max}} \) always holds. This conclusion indicates that adopting the Aircomp technique can enhance the SNR of the estimation result on \( \hat{h}_v^{(1)} \) during decentralized inference with GNNs while achieving the same privacy target. The reasons are as follows. Without the Aircomp technique, all signals are transmitted in orthogonal and the privacy of each neighbor is only preserved by the artificial and channel noise. However, in the system with the Aircomp technique, the signals from all neighbors are mixed. Therefore, the privacy of each neighbor is not only preserved by the artificial and channel noise, but also the transmitting signals of other users. In this way, it is more difficult for a honest-but-curious neighbor or an adversary to successfully detect the personal features of each user. Therefore, the Aircomp technique can not only enhance communication and computation efficiency but also improve the performance/privacy of decentralized inference with GNNs, which will be further validated by the simulation results in Section VII-F.

C. Privacy-Guaranteed Training Algorithm

The privacy-guaranteed training algorithm for the system without the Aircomp technique is similar to that in Section V. The only difference is that the operations in (22) are modified as (30), shown at the bottom of the next page.

VII. SIMULATION RESULTS

In this section, we use simulation results to validate the efficiency of our proposed privacy-preserving wireless signaling and privacy-guaranteed training algorithm. Although our proposed mechanism is a general framework and can be applied for various wireless optimization problems, we use the sum rate maximization problem in the Gaussian interference channel as an example for the following simulation, which serves as a classic application for GNN based wireless techniques [7, 9]. We first briefly introduce the system model and graphical model of the sum rate maximization problem. Then we present the testing results for this application.

A. Sum Rate Maximization Problem

As shown in Fig. 5(a), we consider a system with \( N \) mutually interfering single-antenna device-to-device (D2D) pairs. Let \( g_{j,i} \) denote the complex valued channel coefficient from transmitter \( j \) to receiver \( i \), which is drawn from
the complex Gaussian distribution $\mathcal{CN}(0,1)$. With additive Gaussian noise i.i.d drawn from $\mathcal{N}(0,\sigma_i^2)$, the signal-to-interference-plus-noise ratio (SINR) for receiver $i$ is given by $SINR_i = \frac{|g_{i,i}|^2 p_i}{(\sum_{j \neq i} |g_{i,j}|^2 p_j + \sigma_i^2)}$, where $p_i$ is the transmit power of transmitter $i$ and needs to be optimized to maximize the sum rate of all $N$ receivers. In this way, the mathematical formulation of the sum rate maximization problem is given by

$$\max_{\{p_i\}_{i=1}^N} \sum_{i=1}^N \log(1 + SINR_i), \quad (31)$$

subject to

$$0 \leq p_i \leq P_{\text{max}}, i = 1, 2, \ldots, N, \quad (31a)$$

where $P_{\text{max}}$ is the maximum transmit power of each transmitter for the sum rate maximization problem.

Note that hyperparameters $\{g_{uv}, \sigma_u^2, P_v\}$ for decentralized inference with GNNs have different physical meanings from hyperparameters $\{g_{ij}, \sigma_i^2, P_{\text{max}}\}$ in the sum rate maximization problem (31). The former ones are for decentralized control/management with GNNs while the latter ones are for the subsequent transmission after decentralized control/management. However, in the simulation throughout this paper, $g_{i,j} = g_{uv}$ and $\sigma_u^2 = \sigma_i^2$ hold since the wireless environment remains the same for the control and transmission stages.

The graphical model of the sum rate maximization problem in (31) is shown as Fig. 5(b), where each node corresponds to a D2D pair and two nodes are connected by an edge if the corresponding D2D pairs interfere with each other. Since all D2D pairs are mutually interfering with each other, the corresponding graphical model is fully-connected. For each node $i$, the node features consist of $|g_{i,i}|$ and $\sigma_i^2$. And for each edge between node $i$ and node $j$, the edge features refer to $|g_{i,j}|$ and $|g_{j,i}|$. With this graphical model, the sum rate maximization problem is converted to a node-level regression problem over the graph in Fig. 5(b).

### B. Simulation Setup

All codes are implemented in python 3.9, which run on the Ubuntu system with two 16-core Intel 2.90GHz CPUs and one GeForce RTX 3080.

1) Parameters for Sum Rate Maximization Problem: We consider a system with $N = 10$ D2D pairs, and set $P_{\text{max}} = 30$ dBm and $\sigma_i = 1$ for all transmitters.

2) Parameters for Decentralized Inference With GNNs: We adopt a 3-layer GNN for the sum rate maximization problem. All $\{f^{(k)}_M, f^{(k)}_U\}_{k=1}^3$ are realized through MLPs, whose structures are summarized in Table II. Moreover, we adopt the ReLU function as the activation function for each layer in the MLPs except the output layer of $f^{(3)}_U(\cdot)$, where the Sigmoid function serves as the activation function.

During the training process of the GNN model, we use the negative of the sum rate as the loss function. Therefore, the GNN model is trained in the unsupervised manner, where labeled training samples that are difficult to obtain in wireless networks are not needed. Throughout the simulation, 10,000 unlabeled network layouts are used for training with the batch size as 64. According to [9], each unlabeled network layout is a fully-connected graph with 10 nodes and the corresponding complex valued channel coefficients $\{g_{ij}\}$ are generated by following $\mathcal{CN}(0,1)$. Moreover, the Adam optimizer [48] is adopted with a learning rate of 0.001. We also use batch normalization to avoid vanishing gradient issue. The training process will come to an end after 400 training epochs.

### Table II

| Function | Number of Neurons in Corresponding MLP |
|----------|----------------------------------------|
| $f^{(k)}_M$ | $\{4,16,32\}$ |
| $f^{(k)}_U$ | $\{34,64,32\}$ |
| $f^{(3)}_U$ | $\{64,64,32\}$ |
| $f^{(3)}_v$ | $\{64,64,16,1\}$ |

4If node features are detected, hackers can transmit noise with certain power (calculated with detected parameters) to interfere with the following communication and crash the communication system, which indicates the necessity of privacy preservation.

10In Table II indicates that the corresponding MLP has 3 layers, and the number of neurons at each layer is $a$, $b$, and $c$, respectively.
As for the inference stage of the GNN model, 1,000 network layouts are used and all tables/figures in this section report the average performance over all testing network layouts. Meanwhile, unless otherwise stated, the privacy requirement is set as \( (\epsilon_v^u = 1, \delta = 10^{-3}) \)-LDP and the maximum transmit power for inference is set as \( P_v = 10 \) dBm for all users. Furthermore, as mentioned above, \( g_{i,j} = g_{uv} \) while \( \sigma^2_i = \sigma^2_v = 1 \) throughout the simulation in this section.

### C. Performance of Privacy-Guaranteed Training Algorithm

In this part, we focus on the performance of the proposed privacy-guaranteed training algorithm in Section V. We consider the following benchmarks for comparison.\(^\text{11}\)

- **Classic training algorithm**: The forward pass follows the operations defined in (2) and (3), where fading and noise, including artificial and channel noise, are not considered during the training process.
- **Training without artificial noise**: The forward pass only takes channel fading and channel noise into consideration, where operations in (2) are modified as

\[
\hat{h}^{(k)}_v = \sum_{u \in N(v)} \sum_{f \in M} f_M^{(k)} (h^{(k-1)}_u, e_{uv}) + \frac{\tau^{(k)}_{uv}}{\min_{u \in N(v)} |g_{uv}|^2 P_v} \forall k.
\]

We consider this training algorithm because it only depends on hyperparameters of wireless transmission \( \{g_{uv}, \sigma^2_v, P_v\} \), which can be estimated from \( \{g_{i,j}, \sigma^2_i, P^{\text{max}}\} \), i.e., the node and edge features of the graphical model for the sum rate maximization problem as introduced in Section VII-A. Therefore, this training algorithm is feasible in practice with minor signaling and computation overhead than the privacy-guaranteed training algorithm.

The testing results are summarized in Table III, where sum rates are normalized by the sum rate of running the classic weighted minimum mean square error (WMMSE) algorithm [49] for 100 iterations. In literature, WMMSE algorithm generally serves as a good performance upper bound for the sum rate maximization problem with interfering users [2], [9]. Therefore, we use the normalized sum rate as a performance metric in the remainder of this paper.

| Training Algorithm                     | Normalized Sum Rate |
|----------------------------------------|---------------------|
| Classic training                        | 0.3701              |
| Training without artificial noise       | 0.9549              |
| Privacy-guaranteed training            | 0.9587              |

From Table III, our proposed privacy-guaranteed training algorithm outperforms both benchmarks, especially the classic training algorithm. This indicates the effectiveness of our proposed training algorithm. Another interesting finding is that the performance achieved by the training algorithm without the artificial noise has minor loss (less than 1\%) compared with the proposed privacy-guaranteed training algorithm. This indicates that we can adopt the training algorithm without artificial noise when the signaling/computation resource is limited in practice, which leads to marginal performance loss.

### D. Validation on SNR-Privacy Trade-off

In this part, we discuss and validate the SNR-privacy trade-off defined in Section IV-C. Specifically, we pay attention to three metrics in this part. The first metric is the normalized sum rate introduced above. The second one is the percentage of users in the privacy-limited region. The final one is the SNR of the received signal \( \hat{R}_v^{(1)} \) in (8) during the first iteration of the inference stage, whose value is normalized by corresponding maximum.\(^\text{12}\)

To validate the SNR-privacy trade-off, we adopt the privacy-guaranteed training algorithm and change the value of the target privacy budget. The testing results are summarized in Fig. 6a. From the graph, the tendency of the received SNR changing with the target privacy budget matches with our theoretical analysis in Fig. 3. Meanwhile, the normalized sum rate first increases and then fluctuates around a certain value with the increase of \( \epsilon_v^u \). This result validates our discussion in Section IV-C. We draw the conclusion that increasing the target privacy budget to enhance the inference performance only holds when the target privacy budget is smaller than a threshold, where most users are in the privacy-limited region. Otherwise, increasing target privacy budget only leads to weaker privacy guarantee but no performance gain, where most users are in the SNR-limited region.

As analyzed in Section IV-C, the performance of decentralized inference with GNNs for users in the SNR-limited region can only be enhanced by more abundant wireless resources.

\(^\text{11}\)No state-of-the-art techniques are available for our considered problem.

\(^\text{12}\)Normalizing the SNR is for better graphical illustration.
This conclusion is then validated by the simulation results in Fig. 6(b), where we conduct simulation with different maximum transmit powers for inference, i.e., $P_v$. From this figure, when the percentage of users in the privacy-limited region is small, most users are in the SNR-limited region, where increasing the maximum transmit power for inference can enhance the received SNR and the normalized sum rate simultaneously. The simulation results also indicate that increasing the maximum transmit power for inference over certain threshold (around 40 dBm in our simulation) makes all users in the privacy-limited region, which leads to no inference performance gain but only larger consumption on wireless resources. This conclusion sheds light on power control for practical systems.

Furthermore, from both Figs. 6(a) and 6(b), the normalized sum rate reaches the maximum value much faster than the received SNR. The reason is that GNN itself has some robustness/tolerance to the fading and noise as demonstrated by [13]. The results also indicate that maximizing the received SNR during the inference stage is sufficient for optimizing the inference performance, which shows the rationality of our formulated problem (11).

E. Performance of Privacy-Preserving Wireless Signaling

In this part, we aim to verify the performance of our proposed privacy-preserving wireless signaling and conduct simulation on the following two signal design settings.

- Privacy-preserving wireless signaling with optimal solutions given by (6), (18) and (19).
- Privacy-preserving wireless signaling with non-optimal solutions by replacing (6) and (19) with $\gamma_{uv} = \min_{u \in N(v)} |g_{uv}|^2 P_u$ and $\beta_{uv} = 1 - \alpha_{uv}, \forall u$, respectively.

The simulation results are summarized in Fig. 7. When $\epsilon_v^*$ is small, $\beta_{uv} = 1 - \alpha_{uv}$ is the optimal solution according to (19). Therefore, there is no performance difference between the above two signal design settings in terms of the received SNR of $\tilde{R}_v^{(1)}$ in (8). However, with the increase of $\epsilon_v^*$, the differences between the optimal and non-optimal solutions gradually become large, which causes performance loss on both the received SNR and the normalized sum rate when using the privacy-preserving signal with non-optimal solutions. The simulation results indicate the necessity and superiority of the proposed privacy-preserving wireless signaling especially in the SNR-limited region.

F. Validation on the Advantage of Aircomp

In this part, we use simulation results to validate the advantage of the Aircomp technique and the simulation results are summarized in Fig. 8. As suggested by Fig. 8, the Aircomp technique can efficiently enhance the received SNR and the normalized sum rate of each node especially under stringent privacy target, i.e., in the privacy-limited region. Therefore, the simulation results are consistent with and validate our theoretical analysis in Section VI-B.

VIII. CONCLUSION

Regarding decentralized control/management in the next-generation wireless communications, GNN is a potential technique since its inference stage can be naturally implemented in a decentralized manner. To achieve decentralized inference with GNNs, information exchanges among neighbors through wireless channels are inevitable, which however may lead to privacy leakage on personal features. To overcome this issue, this paper analyzes and enhances the privacy of
decentralized inference with GNNs in wireless networks. We first design novel privacy-preserving wireless signaling for privacy-preserving decentralized inference with GNNs, based on which we analyze the SNR-privacy trade-off and the corresponding performance upper bound. Then the privacy-guaranteed training algorithm is proposed to further enhance decentralized inference performance with GNNs in wireless networks. Furthermore, we theoretically demonstrate that the Aircom technique can simultaneously enhance the communication and computation efficiency as well as the privacy preservation. Extensive simulation results validate our theoretically analysis about the SNR-privacy trade-off and the performance gain brought by the Aircom technique. The results also suggest that our proposed privacy-preserving wireless signaling and privacy-guaranteed training algorithm work well for privacy-preserving decentralized inference with GNNs in wireless networks.

To the best of our knowledge, we are among the first to study privacy-preserving decentralized inference with GNNs over noisy and fading wireless channels. As mentioned above, facilitating decentralized inference with GNNs is crucial for bringing GNN based wireless techniques from theory to practice. Unfortunately, related work is relatively rare in literature and some open problems still need further research endeavors. First, one can consider other techniques, such as the adaptive modulation and coding, the joint source-channel coding, or other LDP mechanisms to further enhance the privacy of decentralized inference with GNNs in wireless networks. Moreover, one can also pay attention to other obstacles for the practical implementation of GNNs in wireless communications, such as the synchronization among neighbors. Finally, this paper uses SNR to implicitly represent the performance of decentralized inference with GNNs in wireless networks. How to build a direct connection between the inference performance and the wireless environment is worth future investigation.

APPENDIX A
PROOF OF THEOREM 1

With the help of Definition 2, the achieved privacy guarantee by adopting the Gaussian mechanism depends on the $l_2$ sensitivity of the protected function and the variance of added Gaussian noise. By looking into (8), the variance of noise, including artificial and channel noise, is given by

$$\sigma_{\text{num}}^2 = \sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv} P_u + \sigma_v^2.$$  

Furthermore, by considering two adjacent sub-graph data $G_v$ and $G'_v$ for node $v$ where only one neighbor feature differs, the $l_2$ sensitivity of the protected signal part is derived as follows

$$\Delta_{2v} = \max_{G_v, G'_v} \| \mathbf{R}^{(1)}_{v}(G_v) - \mathbf{R}^{(1)}_{v}(G'_v) \|_2$$

$$= C_v \max_{h^{(0)}_v, h^{(0)}_u} \| \mathbf{f}_M^{(1)}(h^{(0)}_v, e_{vu}) - \mathbf{f}_M^{(1)}(h^{(0)}_u, e_{vu}) \|_2$$

$$\leq C_v \max_{h^{(0)}_v, h^{(0)}_u} \| \mathbf{f}_M^{(1)}(h^{(0)}_v, e_{vu}) \|_2$$

$$+ \| \mathbf{f}_M^{(1)}(h^{(0)}_v, e_{vu}) \|_2 \leq 2 C_v,$$

where step (a) depends on the fact that $\| \mathbf{f}_M^{(1)}(h^{(0)}_v, e_{vu}) \|_2 = 1$. In this way, for each node $u$ in $N(v)$, $\mathbf{R}^{(1)}_{v}$ achieves $(\epsilon_v, \delta)$-LDP when predicting node $v$’s result, where

$$\epsilon_v = \frac{\Delta_{2v}}{\sigma_{\text{num}}} \sqrt{2 \ln \frac{1.25}{\delta}}$$

$$= \frac{2 C_v}{\sqrt{\sum_{u \in N(v)} |g_{uv}|^2 \beta_{uv} P_u + \sigma_v^2}} \sqrt{2 \ln \frac{1.25}{\delta}}.$$ 

Thus, the feasible solution set can be rewritten as (14a) - (14c).

APPENDIX C
PROOF OF THEOREM 2

The proof is similar to that in Appendix A. By looking into (23), the variance of noise, including artificial and channel noise, is given by $\sigma_{\text{num}}^2 = |g_{uv}|^2 \beta_{uv} P_u + \sigma_v^2$. Furthermore, the $l_2$ sensitivity of the protected signal part is similarly derived as (33), shown at the bottom of the page. In this way, for
node $u$ in $N(v)$, $\hat{R}_{uv}^{(1)}$ achieves $(\epsilon_{uv}, \delta)$-LDP when predicting node $v$'s result, where
\[
\epsilon_{uv} = \Delta_{2uv} \sqrt{2 \ln \frac{1.25}{\delta}} = \frac{2 \sqrt{\epsilon_{uv} P_{uv}}}{\sqrt{1 + \epsilon_{uv}^2} \beta_{uu} u^u} + \frac{2 \ln 1.25}{\delta}.
\]
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