Gravitational wave detection with photometric surveys
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Gravitational wave (GW) detections have considerably enriched our understanding of the universe. To date, all GW events from individual sources have been found by interferometer-type detectors. In this paper, we study a GW detection technique based on astrometric solutions from photometric surveys and demonstrate that it offers a highly flexible frequency range that can uniquely complement existing detection methods. From repeated point-source astrometric measurements, periodic GW-induced deflections can be extracted and wave parameters inferred. We emphasize that this method can be applied widely to any photometric surveys relying on relative astrometric measurements, in addition to surveys designed to measure absolute astrometry, such as Gaia. We illustrate how high-cadence observations of the galactic bulge, such as offered by the Roman Space Telescope’s Exoplanet MicroLensing (EML) survey, have the potential to be a potent GW probe with a complementary frequency range to Gaia, pulsar timing arrays, and the Laser Interferometer Space Antenna. We calculate that the Roman EML survey is sensitive to GWs with frequencies ranging from $7.7 \times 10^{-8}$ Hz to $5.6 \times 10^{-4}$ Hz, which opens up a unique GW observing window for supermassive black hole binaries and their waveform evolution. While the detection threshold assuming the currently expected performance proves too high for detecting individual GWs in light of the expected supermassive black hole binary population distribution, we show that binaries with chirp mass $M_c > 10^{8.3} M_\odot$ out to 100 Mpc can be detected if the telescope is able to achieve an astrometric accuracy of 0.11 mas. To confidently detect binaries with $M_c > 10^7 M_\odot$ out to 50 Mpc, a factor of 100 sensitivity improvement is required. We propose several improvement strategies, including recovering the mean astrometric deflection and increasing astrometric accuracy, number of observed stars, field-of-view size, and observational cadence. We also discuss how other existing and planned photometric surveys could contribute to detecting GWs via astrometry.
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I. INTRODUCTION

The successful detection of gravitational wave (GW) signals from binary mergers with the Advanced Laser Interferometer Gravitational-wave Observatory (Advanced LIGO) and Virgo Collaboration (see, e.g., [1,2]) has spurred great interest in improving detection sensitivity and developing independent detection methods. For GW astronomy, it is crucial that we have access to GWs across as wide a frequency spectrum as possible, since different frequency bands are sensitive to their respective groups of GW sources. A continuous frequency band also allows for observation of the same GW source as it evolves to higher frequencies toward merger, allowing us to extract as much information as possible.

The Advanced LIGO is sensitive to GWs between 10 Hz and 7 kHz [3], ideal for detecting solar-mass binary mergers. The decihertz band will be covered by space-based detectors such as TianGo [4] and DECIGO [5], targeting intermediate-mass black hole binaries ($\sim 10^2$–$10^4 M_\odot$ [4]). The millihertz band will be covered by the space-based Laser Interferometer Space Antenna (LISA) [6] and TianQin [7]. These interferometer-type detectors directly measure the GW-induced change in separation between either suspended or free falling mirrors. In this case, the detector frequency range is limited by noise factors, such as mirror position alignment error, quantum noise, and thermal noise (see, e.g., [8]). The space-based detectors are sensitive to massive black hole mergers (MBHMs) at high redshifts (e.g., LISA can detect $10^5 M_\odot$ mergers at $z \sim 15$ with a signal-to-noise ratio of $\sim 100$ in the ringdown stage [6]). Observing MBHMs will be instrumental for modeling black hole evolution history and understanding strong-field gravity features [9].

At lower frequencies, interferometer-type detectors are no longer available and there is a frequency gap until the...
pulsar timing array (PTA) detection method becomes applicable. PTAs measure the time of arrival (TOA) of pulses from stable millihertz pulsars. Passing GWs modify the pulse frequency, which translates into a timing residual signal. By cross-correlating timing residuals from pairs of pulsars, GW parameters can be extracted [10–12]. The PTA frequency band is limited by the mission lifetime as well as the observational cadence. For example, a 5-year survey with an observational frequency of 17 year−1 (∼1/3 week−1) [13,14] is sensitive to GWs from 6.3 × 10−9 Hz to 5.4 × 10−7 Hz. With longer signal integration time and more pulsar pairs, PTAs can detect the supermassive black hole merger background (SMBHMB) as well as individual supermassive black hole binaries (SMBHBs) with a chirp mass between 104 M⊙ and 1010 M⊙ [15]. Recently, significant evidence for a signal with common amplitude and spectral slope across monitored pulsars was recovered from the 12.5-year data by the North American Nanohertz Observatory for Gravitational Wave (NANOGrav). However, there was no statistically strong evidence for the quadrupolar spatial correlation expected from a GW background in the general relativity framework, and it remains to be determined if the observed signal is indeed astrophysical [16].

We can also detect GWs via astrometry [17,18]. Analogous to the theoretical basis for PTAs, passing GWs perturb photon trajectories as they travel from the observed stars to the detector. This perturbation leaves a GW-specific change to the apparent star positions. It is, in principle, possible to extract this change in position from high-precision astrometric data. Similar to the PTA method, the sensitive frequency range depends on both survey lifetime and observational cadence. Accordingly, using astrometric measurements as GW probes is a highly flexible technique since observational frequency is tunable, depending on mission design. Furthermore, we demonstrate in the paper that these GW measurements can be made with relative astrometry and do not require dedicated absolute astrometric missions.

A suitable photometric survey with cadence higher than PTAs can unlock the intermediate frequency band between PTAs and LISA. A survey with such sensitivity range would be able to detect massive black hole binaries from 105 M⊙ to 109 M⊙ during inspiral and close to merger. Examples of such sources include the highly eccentric binaries that go near coalescence in the sensitivity range of LISA [19,20]. Detecting these GW sources will add invaluable data for constraining black hole evolution models.

Accessing this frequency range also opens up opportunities for joint analysis of a GW source population using various GW detectors targeting their respective frequency range. Although studies of a variety of massive binary black hole assembly scenarios suggest that most GW sources in the nanohertz band show little frequency drift on the scale of 10 years [21,22], some sources detectable by LISA start emitting GWs with a potentially detectable signal strength at frequencies lower than the LISA sensitivity limit, such as highly eccentric binaries ejected from stellar clusters due to natal kicks or dynamical processes [19,20]. It is unlikely to observe one GW source migrate across the frequency spectrum, since the inspiral time for sources at the low frequency limit of LISA can be on the order of gigayears [20]. However, observing the same population at these different frequencies allows us to piece together ensemble source properties and their evolution.

This astrometric GW detection method in the context of Gaia has been studied in detail [23,24]. Gaia as a GW probe is sensitive from 10−8.5 Hz to 10−6 Hz; at f > 10−7.5 Hz, Gaia will outperform PTA efforts [24]. In this paper, we discuss how this analysis can in principle be done with astrometric data from any photometric surveys even though they may not provide absolute astrometric measurements as Gaia does. As a specific example, we forecast the GW detection sensitivity of the Nancy Grace Roman Space Telescope [25], NASA’s next flagship observatory after the James Webb Space Telescope.

The Roman Space Telescope will observe billions of galaxies and thousands of supernovae to probe the time evolution of dark energy and large-scale structure (see, e.g., [26]). It will perform a microlensing survey on the inner Milky Way, as well as high contrast imaging and spectroscopic studies of individual close-by exoplanets [27]. For GW detection, its notional Exoplanet MicroLensing (EML) survey is particularly relevant. It is expected to observe 106 stars in seven fields [28]. It operates in the near-IR with a ∼0.281 deg2 field of view (FoV), with an estimated single-exposure astrometric precision of 1.1 mas [29]. During its nominal lifetime of 5 years, it will survey a total area of 1.97 deg2 between Galactic longitudes of −0.5 deg and 1.5 deg, and Galactic latitudes between −0.5 deg and −2 deg. Observational time consists of six 72-day seasons. During each season, the Roman Space Telescope visits the seven fields sequentially and repeats this cycle every 15 min. This gives a maximum of ∼41,000 exposures per source, making it “one of the deepest exposures of the sky ever taken” [28].

In this paper, we begin by reviewing the theory for GW-induced astrometric deflections and outlining the general strategy for using photometric surveys as GW probes. We then assess the potential of the Roman EML survey to detect individual binary signals. In Sec. IV, we discuss directions for performance improvement for photometric surveys similar to the Roman EML survey as GW probes. We then expand to other telescopes and surveys and discuss their potential for astrometrically detecting GWs.

II. PHOTOMETRIC SURVEYS AS GW PROBES

In this section, we first summarize how GW signatures manifest as observable variation in the astrometric solution.
We then present estimates of the sensitivity of photometric surveys to GWs as well as their frequency resolution.

A. GW signature in astrometry

In short, a passing GW perturbs the spacetime along the photon trajectory as it travels from the observed star to the detector. This perturbation causes a shift in the stellar photon trajectory as it travels from the observed star to the detector. This perturbation causes a shift in the stellar photon trajectory as it travels from the observed star to the detector.

The tensor trace is 0, i.e.,

\[ h_{0\mu} = 0, \quad h_{\mu}^\mu = 0. \]

The metric can then be written as

\[ ds^2 = -dt^2 + (\delta_{ij} + h_{ij})dx^i dx^j. \]  

(1)

We can write the photon trajectory as

\[ x^{\prime}(\lambda) = x_{00}^{\prime}(\lambda) + x_{11}^{\prime}(\lambda), \]

(2)

where subscript (0) quantifies quantities in unperturbed spacetime and subscript (1) indicates first order corrections. \( \lambda \) is the associated affine parameter. We calculate the Christoffel symbols in this metric and write the geodesic equation as

\[ \frac{d^2 x_{0}^{0}}{d\lambda^2} = -\frac{\omega_0^2}{2} n^i n^j h_{ij,0}, \]

(3)

\[ \frac{d^2 x_{k}^{k}}{d\lambda^2} = -\frac{\omega_0^2}{2} [-2n^i h_{ki,0} + n^i n^j (h_{k;j,i} + h_{k,i;j} - h_{ij,k})], \]

(4)

where \( \omega_0 \) is the photon frequency without GW perturbation. Integrating the geodesic equation with respect to \( \lambda \) gives the photon trajectory and 4-momentum.

We then compute the GW perturbation in the observer frame. We first construct an orthonormal tetrad, \( e_\lambda \), where \( \epsilon^0 = \tilde{u} \) and \( \tilde{u} \) is the observer’s 4-velocity. We also require this tetrad to be parallel transported along the observer worldline. Imposing the parallel-transport equation and the metric, we can express the observer tetrad in terms of the GW and the unperturbed basis vectors. The observed photon 4-momentum, \( k^\lambda \), can be found via a coordinate transformation, and its spatial part gives \( n^i \). Assuming small deflections, \( dn^i = n^i - n_0^i \).

It is oftentimes useful to assume monochromatic plane-wave GWs and a distant source, in which case the observed star is many GW wavelengths away from the observer. In the plane-wave model, the integral along geodesics can be done analytically, resulting in some geometrical constant factors and a phase in the form of \( e^{-i2\sigma f n_0(1+p\cdot n)/c} \), where \( 2\pi f \) and \( \omega_0 \) are frequencies of the GW and the photon, respectively. \( p \) is the GW propagation direction and \( n \) points toward the observed star. In the distant source limit (i.e., \( \omega_0 \lambda \gg c/2\pi f \)), prefactors to the integral become negligibly small and we may ignore this term. Consequently, the leading order of the signal depends only on the GW amplitude at the observer. \( dn^i \) is thus much simplified and becomes [17,18]

\[ dn^i(t, n) = \frac{\pi}{2(1 + p \cdot n)} h_{jk}(t, 0) n^i n^j - \frac{1}{2} h^{ij}(t, 0) n_j, \]

\[ h_{ij}(t, \mathbf{x}) = \text{Re}[\mathcal{H}_{ij} e^{-i2\pi f(t - p \cdot x)}], \]

where \( \mathcal{H}_{ij} \) denotes the plane wave amplitude tensor. The distant source approximation is also adopted in PTA analyses, where the integral from the pulsar to the observer is reduced to consideration about the two end points only (see, e.g., [30]). For PTA analyses, an additional reason to drop the GW term at the pulsar is that such a signal would be uncorrelated between different pulsars, whereas the GW perturbation at the detector is shared. When we consider the correlation between timing residuals, these pulsar perturbation terms can thus be treated as random noise [10]. In Sec. III we discuss the validity of this assumption in our work.

For small astrometric deflections, it suffices to consider the leading order of \( \mathcal{H}_{ij} \) (see, e.g., [31]),

\[ \mathcal{H}_{ij} = A H_{ij}(p), \]

\[ A(0) = \frac{2G^{5/3}}{c^4} (\pi f)^{2/3} M_\odot^{5/3} D_L \sim f^{2/3} M_\odot^{5/3}. \]

where \( H_{ij}(p) \) is the polarization tensor for GWs propagating along \( p \). \( A(0) \) is the leading term of the GW amplitude, \( A \), which depends on the source frame GW frequency, \( f \), the chirp mass, \( M_\odot \), and the luminosity distance, \( D_L \). \( M_\odot \) is defined as \( m q/((1 + q)^{2/3}), \) where \( m \) is the total mass of the binary and \( q \) is the mass ratio, \( m_1/m_2 \), assuming \( m_1 \) is the smaller mass. For GW sources not at cosmological distances (i.e., redshift \( z \ll 1 \)), we may ignore the cosmological redshift to the wave frequency. Throughout this paper, we always assume such close-by sources and we do not differentiate between source frame and observer frame.
GW frequency. Our threshold GW source estimates validate this assumption. To this order, we note that scaling $M_c$ by an arbitrary factor $\kappa$ is completely degenerate with scaling $D_L$ by $\kappa^{5/3}$. Therefore, it is convenient to define a scaled mass $M_s \equiv M_c D_L^{3/5}$, which represents all sources that give the same leading order GW signal, at a fixed frequency.

In Fig. 1 we reproduce Fig. 1 in [24] and illustrate the astrometric deflection pattern for a field of stars in the Northern Hemisphere in Galactic coordinates, due to a face-on GW source at zenith. It is clear that the deflection magnitude is largest on the Galactic plane. Deflections induced by the plus and cross polarizations are orthogonal, and the quadrupolar pattern is clear. The right panels show the astrometric deflection in a square FoV, assuming the telescope is in the Galactic plane and points directly to the Galactic center. This FoV model has roughly the same area as the true FoV of the Roman Space Telescope but differs in shape. We adopt it nonetheless in our analysis for simplicity.

The bottom panel shows the total deflection pattern while the upper panel shows the deflection pattern after subtracting the mean deflection. This is expected to be the actual observed signal, as the pointing reconstruction strategy of the Roman Space Telescope will likely absorb deflections uniform across the FoV. A measure of the magnitude of the mean-subtracted deflections is the divergence of $dn$ integrated across the FoV, since the mean deflection field has zero divergence. For the particular GW source position and telescope pointing in Fig. 1, we compute the integrated divergence of the astrometric deflection in Eq. (5) to be $A l_{FoV}^2$ assuming small FoV side length $l_{FoV}$, where $A$ is the GW amplitude. From the top right panel in Fig. 1 and the divergence theorem, the integrated divergence is proportional to $l_{FoV} \langle |dn_{ms}| \rangle$, where $\langle |dn_{ms}| \rangle$ is the average magnitude of the mean-subtracted deflections. This scaling relation is confirmed numerically using various $l_{FoV}$. For any small-FoV, relative-astrometry telescope, we may estimate the observable deflection signal by

![Fig. 1. The expected stellar astrometric deflections. Left: Orthographically projected $dn$ for a subset of stars observed by Gaia in the Northern Hemisphere onto the galactic plane (inspired by a very similar plot in [24]). The North Galactic pole is at the center, which is also the position of the GW source. Black arrows correspond to the real part of the waveform at GW phase $\phi = 0$ (plus polarization), and the red arrows correspond to that at $\phi = \pi/4$ (cross polarization). The source is a $10^9 M_\odot$ equal-mass binary black hole at 1 Mpc at $(l = 90$ deg, $b = 90$ deg) in galactic coordinates, emitting GWs at $10^{-6}$ Hz. This inclination angle is set to $i = 0$ (i.e., face-on) and the polarization angle is $\psi = 0$. Right: Deflections within the Roman Space Telescope’s FoV during the EML survey. The lower panel shows the total deflection, and the upper panel shows the deflection after subtracting the mean, since the mean is expected to be absorbed in the pointing reconstruction; for further discussion see Sec. IV. Star coordinates are selected from the Gaia Data Release 2 catalog, with brightness $0 < G < 9$ [32,33]. Density of stars reflects only a subset of the true stellar density in the catalog.](image-url)
where the RST subscript denotes parameter values in the case of the Roman Space Telescope. For example, in a FoV similar to the Hubble Space Telescope ($I_{\text{FoV}} \approx 2.4$ arcmin [34]), the mean magnitude of the mean-subtracted deflections is only 7.4% of that in a FoV similar to the Roman Space Telescope, which has a $I_{\text{FoV}} \approx 32$ arcmin. For further discussions see Sec. IV.

The magnitude of the astrometric deflection as a function of the GW source position on the sky is shown in Fig. 2. We assume the telescope FoV points to the Galactic center. Properties of this GW source are the same as in Fig. 1. For illustration purposes, we fix the polarization angle to be 0. The mean deflection is averaged over 1000 randomly distributed stars within the FoV (the number of stars is not representative of the actual stellar density; it is picked for clear visualization) The deflection is maximal when the GW source position is orthogonal to observed star positions, which is consistent with Eq. (5) and Fig. 1.

B. Sensitivity curve estimate

For single exposures, the astrometric accuracy, $\Delta \theta$, is determined by pixel size and pixel placement error [29]. Typically, astrometric deflections due to GWs are small compared to any realistic single-exposure resolution values; therefore they cannot be resolved from isolated measurements of individual stars. This limit, however, can be statistically improved by considering repeated observations of a vast collection of stars.

First, within each exposure, we consider the correlated astrometric deflection between $N_s$ stars, which improves the astrometric resolution by $\sqrt{N_s}$. Second, if the same stars are measured for $N_m$ times throughout the survey, the measurement error is reduced by $\sqrt{N_m}$, which transforms the single-measurement resolution to the end-of-survey resolution. Assuming the same observational cadence throughout the survey, $N_m = T_{\text{obs}}/\Delta t$, where $T_{\text{obs}}$ is the total observation time and $1/\Delta t$ is the observational cadence. The minimum detectable GW amplitude is then

$$h = \frac{\Delta \theta}{\sqrt{N_s N_m}}.$$  \hspace{1cm} (10)

These two statistical improvements are subject to survey-specific constraints. In Sec. III, we provide further discussion on this limit in the context of the Roman EML survey. Throughout our analysis, we assume that, within certain limits, high frequency oscillations are sampled equally well as low frequency ones, i.e., without including discrete sampling effects. In reality, the discrete telescope schedule to visit a sky patch and mission duty cycle impose an upper limit on the maximum number of observable cycles, i.e., the GW frequency, before the deflections become poorly sampled.

We emphasize that this estimated sensitivity is valid only when entire deflection signals are observable. For telescopes taking relative astrometric measurements, such as the Roman Space Telescope, the observable is, in fact, a small fraction of this total signal, which lowers the sensitivity. See Sec. III for detailed discussions.

C. Frequency resolution

In this subsection, we outline how to calculate the GW frequency resolution of a photometric survey. From the instrument perspective, the frequency resolution is determined by the exposure timing accuracy, $\sigma_t$. To calculate how $\sigma_t$ translates into end-of-mission frequency resolution, $\Delta f$, we model the GW phase or, equivalently, the phase of the astrometric deflection signal, as a quadratic function of the time of exposures,

$$\phi = \phi_0 + \frac{d\phi}{dt} t + \frac{1}{2} \frac{d^2\phi}{dt^2} t^2 = \phi_0 + 2\pi f t + \pi f t^2.$$  \hspace{1cm} (11)

Using Fisher information theory, the uncertainty of the coefficients is

$$\sigma(f) \approx \frac{\sqrt{1/2}}{T_{\text{obs}}} f \sigma_t \sqrt{N_m},$$

$$\sigma(\dot{f}) \approx \frac{\sigma(f)}{T_{\text{obs}}} \sim \frac{f \sigma_t}{T_{\text{obs}} \sqrt{N_m}}.$$  \hspace{1cm} (12)
where, again, \( T_{\text{obs}} \) and \( N_m \) are the total number of exposures.

The campaign frequency sensitivity is then estimated by

\[
\Delta f = \sigma_f T_{\text{obs}},
\]

(13)

To determine whether this resolution is sufficient to capture frequency change of GWs within the detector frequency band, we compare \( \Delta f \) with the frequency evolution of observable sources. The intrinsic inspiral binary frequency is given by (see, e.g., [35])

\[
f \sim \frac{1}{m \pi} \left( \frac{1}{4 \eta^{1/4}} \left( 1 + \eta \Theta^{-1/4} \right) \right)^{3/2},
\]

(14)

where \( \eta \equiv q/(1 + q)^2 \) and \( m \) and \( q \) are the total mass of the binary (in natural units where \( G = c = 1 \)) and the mass ratio, as defined before. \( \eta_1 \) is defined as \( 743/4032 + 11/48 \eta \) and \( \Theta \) as \( \eta(t_c - 1)/5m \). Time to coalesce \( t_c \) is \( 5m/[\eta(8\pi m)^{8/3}] \). For systems that remain in the inspiral stage throughout the survey time, we consider the difference of GW frequencies evaluated at the beginning and the end of the survey. For systems that merge within observational time, we take the final frequency to be the innermost stable circular orbit frequency, \( f_{\text{ISCO}} \), beyond which the systems quickly coalesce and Eq. (14) no longer captures the actual frequency.

This characteristic frequency progression could help distinguish the GW signal from other noise factors and provide additional information for GW source parameter estimation.

III. DETECTING GWs WITH THE ROMAN SPACE TELESCOPE

In this section, we explore the potential of the Roman EML survey as a GW probe. We first discuss its sensitivity frequency range following the method outlined in Sec. II. Since the procedure is general, we apply a parallel analysis on \textit{Gaia} for comparison. We then describe a method to extract GW signals from photometric data via Bayesian inference. We apply this technique to the Roman Space Telescope and calculate its sensitivity curve.

A. Roman EML survey sensitivity curve

Similar to PTAs, the GW frequency band of photometric surveys is constrained by the observation time span and cadence. At the low frequency limit, the GW period should not be longer than the observation time. Signals with a longer period are close to being linear over the observational window and thus are likely to be absorbed as telescope motion or proper motion in the astrometric solution. At the high frequency limit, the GW period should not be shorter than twice the observational cadence to satisfy the Nyquist-Shannon sampling condition.

In addition, the low frequency limit is subject to more detailed and survey-specific modifications. First, the low frequency limit where \( f_{\text{min}} \approx 1/T_{\text{obs}} \) can be technically relaxed to \( f_{\text{min}} \approx 1/2T_{\text{obs}} \), since the former limit still produces an oscillatory signal that cannot be fully absorbed by any linear proper motion model [23]. However, we note that this only leads to a factor of 2 difference, and we ignore this factor when estimating the frequency range. Furthermore, the general guideline works best for uniform sampling, whereas actual surveys may have significant periods of downtime between observational windows. In this case, detecting low frequency GWs requires precisely piecing together high-cadence observation seasons that may be quite separated in time. Deflection change within each season is only a fraction of the total amplitude and may well be approximated by linear proper motion. Considering the magnitude of the signal and uncertainties from long season separation, this wave reconstruction process will likely introduce large errors that render further data analysis unfeasible. For a conservative limit, \( f_{\text{min}} \) is 1/2\( T_s \), where \( T_s \) is the length of one observational season.

Specifically for the Roman EML survey, we assume a 15-min cadence with six 72-day observational seasons spread out over the nominal 5-year mission time. The previous constraints then give a conservative frequency range as

\[
7.7 \times 10^{-8} \text{ Hz} < \Omega_{\text{Roman}} < 5.6 \times 10^{-4} \text{ Hz}.
\]

We also assume a single-exposure astrometric accuracy of \( \Delta \theta \sim 1.1 \text{ mas} \), estimated for \( H_{\text{AB}} = 21.6 \text{ stars} \) [29], and a total of \( N_s \sim 10^8 \text{ stars} \) with \( W145_{\text{AB}} < 23 \) [28]. We note that all GW signals within the Roman EML survey frequency range have wavelengths smaller than \( \sim 0.1 \text{ pc} \), which is much smaller than the distance to any stars Roman Space Telescope observes. Therefore we may safely use the distant source limit described in Sec. II.

We now calculate the frequency resolution, following the procedure in Sec. II. Taking a conservative timing accuracy of 1 s and \( T_{\text{obs}} = 6 \times 72 \text{ days} \) (i.e., assuming all seasons happen consecutively), we estimate \( \Delta f \) to be \( \sim 10^{-14} \text{ Hz} \) and \( \sim 10^{-12} \text{ Hz} \) for signals at the lower and upper frequency band limits, respectively. For light systems (\( \log_{10} \mathcal{M}_c[M_\odot] = 5.7 \)), the intrinsic frequency change of GWs during the inspiral ranges from \( 10^{-11} \text{ Hz} \) to \( 10^{-2} \text{ Hz} \), depending on its frequency at the start of the observation. If such a system is initially observed to emit GW at \( \sim 6 \times 10^{-5} \text{ Hz} \) or higher, it coalesces within \( T_{\text{obs}} \). For heavy systems (\( \log_{10} \mathcal{M}_c[M_\odot] = 9.7 \)), the GW frequency change ranges from \( 10^{-8} \text{ Hz} \) to \( 10^{-6} \text{ Hz} \). Such heavy systems coalesce within the observational time window if they emit GW at \( \sim 2 \times 10^{-7} \text{ Hz} \) at the start of the mission. In all cases, the Roman EML survey will be sensitive to the frequency evolution of detected GWs. We note that it should increase the sensitivity of the Roman EML survey to
GWs; however, a full analysis of this effect is outside the scope of this work.

For Gaia, assuming 70 evenly spaced visits of the same stars, uniformly spread out over the nominal 5-year mission time [32], the frequency range is

\[ 6.3 \times 10^{-9} \text{ Hz} < \Omega_{\text{Gaia}} < 4.5 \times 10^{-7} \text{ Hz}. \]

This range differs from [23] at the upper limit, since they used the Gaia rotational period of \(~6 \) h as the cadence. Since we are interested in the average sensitivity applicable to the majority of the observed stars, we adopt the more conservative cadence of 70/5-year. We adopt \( \Delta \theta \sim 0.7 \) mas, which is the parallax uncertainty for \( G \sim 20 \) stars in Gaia Data Release 2 [36]. This magnitude threshold value is picked for convenient comparison with the Roman EML survey, where relatively fainter stars could also be observed in the near IR. We assume \( N_r \sim 10^5 \) [33].

Applying Eq. (10) to the Roman EML survey and Gaia, we show their strain sensitivity in Fig. 3. For the Roman EML survey, the result of Eq. (10) is shown as the dashed line; it is the sensitivity if the Roman EML survey can capture the mean astrometric deflection signal. The sensitivity with the mean-subtracted signals is shown as the black solid line, assuming an average sensitivity decrease of 100. We reiterate that the Roman Space Telescope takes relative astrometric measurements, recording only the relative positions of objects with each other and across the exposures with its nominal astrometric resolution. The absolute positions will be determined by the guiding stars and the telescope pointing with a larger uncertainty. Consequently, these mean-subtracted/relative measurements constitute the data for extracting GW signals. See Fig. 5 for an illustration of this scaling. Sensitivity curves for the International Pulsar Timing Array (IPTA) (see [13,14,38]) and LISA [39] are shown for comparison. It is important to note that, due to the targeted signal type, the sensitivity is represented by different quantities for each detector. For IPTA and LISA, the sensitivity is represented by the characteristic noise strain amplitude, \( \tilde{h}_n(f) \equiv \sqrt{FS_n(f)} \), which is a unitless quantity derived from the detector noise power spectral density (\( [\tilde{\nu}] \) denotes frequency-domain quantities). For the Roman EML survey and Gaia, the sensitivity is plotted as the minimum instantaneous (i.e., time-domain) GW strain amplitude, \( \tilde{h} \), which is estimated based on scaling arguments in Eq. (10). This choice of representation is motivated by the fact that within the frequency sensitivity range of the Roman EML survey and Gaia, we expect to see mostly monochromatic GWs. Finally, we reiterate that this estimate method ignores the telescope duty cycle and does not model the effect of having six separated observing seasons on signals at various frequencies.

In Fig. 3, the colored blocks denote example sources within each detector frequency range. In the IPTA frequency range, the yellow block shows the characteristic strain of the expected supermassive black hole binary background [15], \( \tilde{h}_c \) (SMBHBB). In the frequency range of LISA, we plot the characteristic strain amplitude of an illustrative GW source with \( M_c = 10^6 M_\odot \), \( q = 1 \) at \( D_L = 25 \) Gpc. At the low-frequency end, this signal is truncated arbitrarily at \( 3 \times 10^{-4} \) Hz for visual clarity. At the high-frequency end, it is stopped at the corresponding \( f_{\text{ISCO}} \). The slope of the signal is \(-1/6 \), characteristic of the inspiral-stage of a black hole binary GW [10,40]. In the frequency band of the Roman EML survey, we show in red

![FIG. 3. Strain sensitivity of various GW detectors and corresponding example signals. Note that the sensitivity for different detectors is not represented by the same quantity, in anticipation of the signal source types. The sensitivity for LISA and IPTA is represented by the dimensionless characteristic noise strain from the detector noise power spectral density, given by \( \tilde{h}_n(f) = \sqrt{FS_n(f)} \). In the frequency range of IPTA, the yellow block shows the expected \( \tilde{h}_c \) of the SMBHBB. In the frequency range of LISA, the blue block shows the characteristic strain, \( \tilde{h}_c(f) \), of a fast-evolving \( 10^6 M_\odot \) binary at \( D_L = 25 \) Gpc. The sensitivity of Gaia and Roman EML Survey is represented by the detectable instantaneous (time-domain) strain, \( h_0 \), of monochromatic GWs, assuming end-of-survey performance. For Roman EML Survey, the solid line shows the sensitivity under signal mean subtraction, and the dashed line shows the sensitivity if full astrometric deflections are detectable. The red and violet block show the time-domain wave amplitude of monochromatic GWs with chirp masses \( 10^{10} \) \( M_\odot \) and \( 10^7 M_\odot \). The shown frequency range of these GWs are limited by the mission lifetime of Roman EML survey and \( f_{\text{ISCO}} \) at this chirp mass. Note that the example signals of Roman EML and LISA are illustrative; they do not reflect the GW source population expected from binary black hole formation theory. As is shown, the frequency band from roughly \( 5 \times 10^{-7} \) Hz to \( 1 \times 10^{-5} \) Hz is uniquely accessed by Roman EML survey.](084007-7)
and violet blocks the instantaneous GW strain amplitude with chirp masses $10^{9.7} M_\odot$ and $10^7 M_\odot$ at 50 Mpc, respectively. The starting frequency is set arbitrarily to the low frequency limit of the Roman EML survey, and the signal is cut off at $f_{\text{ISCO}}$. The instantaneous amplitude scales as $f^{3/2}$ [31,41]. It should be noted that these individual binary source signals are merely illustrative; they do not represent the expected GW source population from binary black hole formation theory.

We observe that were the Roman EML survey able to observe the mean deflection signal, it would outperform Gaia at overlapping frequency ranges. This is mainly due to the high cadence observations. However, the mean-subtraction procedure considerably curbs its expected performance. Nonetheless, its high-cadence observations allow for the detection of $10^{-6}$ Hz–$10^{-5}$ Hz GWs, which are inaccessible by other dedicated GW observatories, such as PTAs and LISA. In this range, possible GW sources include SMBHBs with $M_c \sim 10^8 M_\odot$–$10^9 M_\odot$ at later stages of the inspiral. Due to the larger GW amplitude, such sources will be more detectable than the same GW population earlier in their inspirals, which are targets of PTAs. At the high frequency range, $10^5 M_\odot$ massive black hole binaries and highly eccentric binaries are at the inspiral stage. LISA, on the other hand, will observe these systems much closer to their coalescence [19,20]. Observing the different stages of this population offers invaluable data for piecing together their evolution process, emphasizing the potential of the astrometry GW detection method.

B. MCMC sensitivity threshold analysis

GW signals in astrometric measurements can be extracted via Bayesian inference. This analysis framework is demonstrated in [24], where the authors implement a signal injection-retrieval study tailored for Gaia. Specifically, they consider a set of mock Gaia exposures and obtain posterior distributions for seven GW source parameters: plus and cross polarization amplitudes, $h_{+;X}$; their respective initial phases, $\phi_{+;X}$; GW frequency, $f$; and two angles describing the direction to the GW source, $\vec{q}$ (equivalent to $-\vec{p}$ in Sec. II). In this paper, we focus on characterizing the intrinsic binary parameters that are detectable from the Roman EML survey data. For this purpose, we fix the extrinsic parameters (i.e., GW phase, polarization angle, and source position) and derive limits on the binary chirp mass, $M_c$, and luminosity distance, $D_L$, across the Roman EML survey frequency spectrum. Specifically, we set the wave phase, inclination angle, and polarization angle to 0. We also fix the GW source at the zenith position in the Galactic frame, as illustrated in Fig. 1. The FoV is modeled as a 0.53 deg×0.53 deg square centered on the galactic center. Fixing the contribution from phase and positional parameters, either by assigning specific representative values, as we do, or by numerically and analytically marginalizing over them, is also commonly adopted in PTA studies to reduce search space dimensions (see, e.g., [10–12]).

Under our assumption, we consider the optimal case for detection. As the relative angle between the star position, $\mathbf{n}$, and the GW source position, $\vec{q}$, decreases, signal magnitude decreases accordingly and the detection threshold becomes more stringent. By fixing the GW phase to be 0, we simulate the $a$ posteriori analysis, where, after observing at least one deflection cycle, we can determine the deflection amplitude from the entire dataset.

Rather than calculating the full posterior distribution from mock data as in Ref. [24], we estimate the detection threshold by computing the likelihood of the signal-present hypothesis for various GW sources assuming we have observed the maximal astrometric deflection from the baseline. The astrometry measurement error is assumed to follow a Gaussian distribution with zero mean and no correlation across time. The standard deviation is the single-exposure, single-source astrometric accuracy. The signal is the mean-subtracted $dn$ in Eq. (5).

For simplicity and computational efficiency, we include only a subset of the expected number of observed stars and consider a single exposure at the maximal deflection. We then scale the results to approximate analysis outcomes with a full mock dataset. Specifically, we randomly populate the FoV with 1000 stars. To account for the effect of the expected $10^8$ observed stars, we scale down the astrometric resolution, $\sigma$, by $\sqrt{10^8}$. We make tests using several start counts ranging from $10^3$ to $10^6$, and observe no systematic bias. As Eq. (10) suggests, we simulate the many exposures by scaling down $\sigma$ by $\sqrt{N_m}$. See Appendix for further justification.

We calculate the likelihood with Markov chain Monte Carlo (MCMC) simulations using the PYTHON package emcee with no injection signal. We determine the 68%, 95%, and 99.7% upper limits on $M_c$. We adopt a flat prior between

$$4.54 < \log_{10} M_c [M_\odot] < 11.54,$$

which is equivalent to flat priors between

$$5.74 < \log_{10} M_c [M_\odot] < 9.74$$

and

$$-3 < \log_{10} D_L [\text{Mpc}] < 2.$$

The upper bound of chirp mass is chosen such that the GW sources are realistic and have a significant lifetime within the frequency band of the Roman EML survey. Parameter limits on the luminosity distance and the chirp mass are chosen to produce sufficiently strong signals in light of the theoretically calculated sensitivity curve.
The detectable log\(10\)\(M_c - \log\)\(10\)\(DL\) parameter space at selected GW frequencies is shown in Fig. 4. The top row shows the detectable binaries when the mean signal is subtracted, and the bottom row shows those when the full signal can be registered. The columns represent the sensitivity at different GW frequencies. Systems that already reach the ISCO are excluded from the accessible parameter space, since they quickly coalesce afterwards, and our analytical waveform expression in Eq.(8) for the inspiral stage no longer captures the actual GW waveform. Specifically (see, e.g.,[42]),

\[
f_{\text{ISCO}} = \frac{c^3}{6^{3/2}\pi G} \left( \frac{q^2 (1+q)^{3/2}}{\mathcal{M}_c} \right)^{1/10}
\]

and

\[
\mathcal{M}_c(f)_{\text{max}} = \frac{c^3}{6^{3/2}\pi G} \frac{2^{3/10}}{f},
\]

where, since \(\mathcal{M}_c(f)_{\text{max}}\) is an increasing function of \(q\), we set \(q = 1\).

Figure 4 shows that, at all frequencies, the detectable parameter space is reduced significantly by subtracting the mean signal, and for GW with frequencies larger than \(1 \times 10^{-6}\) Hz, the parameter space is increasingly affected by the ISCO limit.

We summarize in Fig. 5 the detection threshold across the Roman EML survey frequency band by plotting the 95% upper limit on \(M_c\) at 1 Mpc and 10 Mpc. Detection thresholds assuming an astrometric accuracy of 0.11 mas or full astrometric deflection signal are also plotted. As expected, the range of the detectable GW sources is limited by the signal strength and intrinsic frequency limits.
(i.e., fISCO). Between these two competing factors, the “sweet spot” frequency with the largest accessible parameter space in the $\log_{10} M_c - \log_{10} D_L$ plane is roughly located at $10^{-6}$ Hz. With its current expected performance, the Roman EML survey is sensitive to GWs from massive black hole binaries with $M_c > 10^{7.4} M_\odot$ up to $D_L \sim 1$ Mpc; up to $D_L \sim 10$ Mpc, binaries with $M_c > 10^{8.3} M_\odot$. Although this threshold excludes many of the interesting GW sources we hope to detect, Fig. 5 shows that such sources out to 100 Mpc could be observable if the Roman Space Telescope can achieve a 0.11 mas astrometric accuracy, which is a possible improvement over the currently estimated 1.1 mas.

IV. DISCUSSION

In this section, we elaborate on the Roman Space Telescope pointing reconstruction strategy and evaluate its impact on GW detection. We then propose recommendations for maximizing the serendipitous GW scientific output from photometric survey instruments. Finally, we review some ongoing and planned surveys and discuss their merits and drawbacks as potential GW probes.

A. Roman Space Telescope pointing reconstruction and GS selection

Here we expand on the mean subtraction technique discussed in Sec. III and assess its impact on the reach of the Roman EML survey as a GW probe.

Prior to launch, 4 to 18 guiding stars (GSs) will be selected in each observed field [29]. Of the 18 detectors of the Roman Space Telescope, each contains at most one guiding star. These stars are likely to be bright, and their precise absolute positions and proper motion will be available in external catalogs, e.g., in the Gaia catalog [29]. Their astrometric solution in the Roman Space Telescope operational epoch is extrapolated from the external catalog measurement (a similar procedure to study proper motions of galactic bulge stars is described in [43]). The absolute astrometry of all stars in the FoV is then obtained in postprocessing by simultaneously fitting the GSs to their extrapolated positions.

As argued in Sec. III, this tracking process will likely absorb a median displacement signal within the FoV. Specifically for the Roman Space Telescope, this will be the mean deflections of the GSs. Though the choice of GSs is not yet available, we can gauge the effect of GS selection by repeating the MCMC study but subtracting only the mean of the GSs. For simplicity, we study two cases with 4 and 16 GSs. In each case, we model the detectors as square blocks that completely fill the FoV (i.e., no gaps, etc.) and place one GS in each of the square blocks. The position of the GS within each detector is then randomly chosen. We find that different GS choices only lead to <1% variation in the upper limit confidence value, and having fewer GSs gives larger variations. Thus, our strategy to subtract the mean of all stars serves as a good reference regardless of the mission specifics.

This mean-subtraction process significantly reduces the effective signal, and the sensitivity level is generally 2 orders of magnitude lower than the full-signal scenario. Figure 5 shows that the Roman EML survey is most sensitive to very massive binaries ($\sim 10^8 M_\odot$) at close distances ($\sim$1 Mpc). Since this is physically unlikely, the Roman EML survey with its current design will be limited as a GW probe. In fact, Fig. 3 shows that the Roman EML survey would have better sensitivity than Gaia if the mean signal were to be detectable, in which case the accessible parameter space would be greatly expanded.

This prediction is different from that for Gaia in [24], since a full-signal analysis is assumed. In the case of Gaia, this treatment is warranted since Gaia simultaneously observes through two widely separated FoVs and does not need to perform mean subtraction [32]. The sampled GW deflection patterns are consequently distinct and cannot be absorbed by the same pointing calibration process. For essentially the same reason, Gaia can measure absolute parallax rather than relative parallax [44].

While this outlined strategy is specific to the Roman EML survey, we note that the loss of the mean astrometric deflection signal is a typical feature of photometric surveys. Even though this loss presents a challenge for resolving individual GWs, the sensitivity might be better for joint signals of several GWs. We expect the combined GWs to produce a deflection pattern richer in features, and thus easier to detect. Such signals would come from SMBHBs at the centers of galaxies in the local universe, and the astrometric measurements can be used to study their population statistics. This is analogous to using PTA measurements to constrain the energy density of the stochastic GW background produced by massive black hole mergers across all redshifts (see, e.g., [18,45,46]). It is estimated that $\sim$100 continuous GW sources in the PTA band exist within 225 Mpc [47]. We may then speculate that a significant number of SMBHBs within our frequency range exist in the local universe, and their joint signal may be above detection threshold for the astrometry method.

B. Optimizing photometric surveys for GW

In this section, we give specific recommendations to maximize the GW detection potential of photometric surveys within the GW frequency gap of existing detection methods. We use the expected performance of the Roman EML survey as a reference point and quantitatively describe a model survey capable of detecting a fiducial target, a $10^7 M_\odot$ binary at 50 Mpc.

To estimate the required sensitivity, we proceed directly from Fig. 5; the detection threshold is lowered by the same order of magnitude as the increase in effective signal strength. Therefore, to claim a $2\sigma$ detection on GWs from
this new fiducial target, the model survey is 100 times more sensitive than the Roman EML survey. In the following sections we discuss ways to achieve this sensitivity.

1. Mean-signal recovery fraction

As suggested by the previous subsection, pointing reconstruction strategies determine whether the mean astrometric deflection could be observable, which translates into approximately 2 orders of magnitude sensitivity difference. Though the mean-subtracted deflection pattern and the full signal pattern differ in both the deflection magnitude averaged over all stars within the FoV and the pattern shape, we only use the average deflection magnitude as an approximate metric to compare sensitivity.

For our model FoV configuration, the average deflection magnitude after subtracting the mean is roughly 100 times smaller than the average full signal (see, for example, Fig. 1), thus the sensitivity is roughly 100 times worse. We may then define a mean-signal recovery fraction to roughly quantify the observable deflection relative to the full signal. For example, a mean-signal recovery fraction of 50% implies that the average magnitude of the observable deflections after the astrometry solution is half of the full signal magnitude. Consequently, the sensitivity would be roughly 50 times higher than what we obtained from the MCMC study assuming mean-subtracted signals. Ideally, the photometric survey retains nearly all of the mean signal, relaxing the detection threshold by roughly a factor of 100. Such a model survey, with all other parameters similar to the Roman EML survey, can already detect the fiducial GW source. In general, higher recovery fraction allows detection of intrinsically weaker GW sources, such as farther and lighter systems, or the same system much earlier in its evolution track.

2. Astrometric accuracy

As shown by Eq. (10), the strain amplitude threshold is linearly proportional to the astrometric accuracy. All else equivalent, the model survey improves upon the Roman Space Telescope accuracy by at least a factor of 100, giving a single-exposure single-source astrometric resolution better than 11 μas. In this work, we assume an astrometric accuracy of 1.1 mas, which is 1/100th of the detector pixel size [29]. We expect this accuracy to be routinely performed, but it is possible that 0.11 mas can be achieved [48]. In this case, the Roman EML survey will be 10 times more sensitive and will already be able to detect binaries with \( \dot{M}_L > 10^{8.3} M_\odot \) within 100 Mpc (see Fig. 5).

For comparison, the astrometric accuracy of *Gaia* is 0.1–2 mas (for \( G = 17 \) and \( G = 21 \) stars, respectively) [33]. The expected imaging resolution of the Square Kilometer Array (SKA) [49], [50] at 12.5 GHz is 0.04 arcsec [51]; assuming a fractional position error requirement smaller than 1% [52], the SKA can achieve an astrometric accuracy better than 0.4 mas.

3. Number of stars

The statistical advantage of observing more stars (\( \alpha \sqrt{N_s} \)) is stated in Eq. (10). This number can be expressed as

\[
N_s = \int \alpha(\vec{r}) \rho(\vec{L}, \vec{r}) d\vec{L} d^3 r_{\text{obs}}
\]

\[
\approx A \int \alpha(\theta_0, \phi_0, r) \rho(\vec{L}, \theta_0, \phi_0, r) r^2 d\vec{L} d r,
\]

where \( \alpha(\vec{r}) \) is the effective detectable fraction after photon loss during propagation (e.g., dust absorption, crowding effect), and \( \rho(\vec{L}, \vec{r}) \) is the population density of luminosity- \( L \) stars. \( A \) is the covered angular area. In the second equality, we assume a small variation of the integrand in the angular directions. Since GW detection requires frequent visits to the same field, we assume a “deep survey” mode where the total surveyed angular area is small and this equality is satisfied.

Evidently, the observational efficiency of telescopes is greatly increased if they can penetrate to further distances per area (i.e., large \( \alpha \)). Therefore, a telescope with near-infrared filters outperforms one operating in the visible band, as near-infrared photons suffer less absorption by galactic dust along propagation. The optimal choice for the filter wavelength should, however, be balanced between this low-absorption advantage and the large-diffraction effect for long wavelengths, which degrades the point spread function and thus the astrometric accuracy.

The \( \theta_0, \phi_0 \) dependence suggests the importance of pointing directions. Specifically, surveys pointing toward the galactic center have larger \( \rho \) for fixed distance and luminosity. For magnitude limited surveys, this implies a larger number of observed stars. Conversely, surveys in high latitude regions are less advantageous since they observe fewer stars above certain magnitude limits. For comparison, the stellar density down to \( H(AB) = 20 \) mag at galactic latitude of 60 deg is approximately 3000 stars/deg\(^2\) [53].

It is also intuitive that a larger FoV leads to more observed stars, all else equivalent. Therefore, the model survey will have comparable bands and pointing directions to the Roman Space Telescope during its EML survey, but with a 100 times larger (\( \sim 200 \) deg\(^2\)) survey area.

4. FoV size

The effect of increasing the FoV size is partially degenerate with increasing the survey area, but it also allows for a larger deflection residual after mean subtraction. Specifically, the subtracted mean decreases as the variation across the FoV at each exposure becomes more significant. The scaling relation between the FoV side length, average deflection vector field divergence, and the average deflection magnitude is described in Sec. II.

The combination of changes in both signal magnitude and pattern will likely be a complex effect that, in general, enhances the sensitivity. In principle, FoV patches can be
stitched together to provide a larger effective FoV to include more pattern variation. However, the field-switching process must be exquisitely controlled such that the absorbed mean for each field is approximately the global mean solution in the larger effective FoV. However, due to the very large scale over which the GW-induced deflection pattern varies (on the order of tens of degrees), it is unlikely that future surveys can outperform the Roman EML survey by a factor of 100 through this means alone.

5. Observational cadence and mission length

The impact of observational cadence is twofold: it determines the sensitive frequency range and contributes to the statistical improvement of sensitivity. To complement LISA, therefore, the upper limit frequency should be at least \( \sim 10^{-5} \) Hz. It follows that the model survey observes the same patch of sky at least once a day. For sensitivity improvement, the model survey has a longer effective observational time than the six 72-day epochs of the Roman EML survey. For example, a 10-year survey with full duty cycle improves the sensitivity by a factor of 10.

C. Other potential photometric GW probes

In this section, we further develop the guidelines for assessing photometric surveys as GW probes. We discuss ground-based and space-based telescopes in turn by pointing out their respective merits and drawbacks as potential GW probes. To the best of our knowledge, all the observatories discussed below would suffer from the limiting mean signal subtraction we discussed above.

A challenge with ground-based telescopes as GW probes lies in their relatively coarse astrometric resolution compared with space telescopes, due to atmospheric perturbation to the signal. For example, the Rubin Observatory [54] has a single-exposure astrometric accuracy of \( \sim 11 \) mas [55], an order of magnitude larger than that of the Roman Space Telescope.

This resolution drawback can be partially compensated by a large number of observed stars, large FoV, and great observational flexibility. For instance, the Rubin Observatory is expected to observe a total of \( \sim 4 \times 10^9 \) stars with a FoV size of \( \sim 10 \) deg\(^2\). Each sky patch is visited \( \sim 100 \) times during its 10-year lifetime. By increasing its observational cadence by a factor of 5 (\(<1\) week\(^{-1}\) on average), the Rubin Observatory would become sensitive to GWs with \( f < 1.5 \times 10^{-6} \) Hz.

This astrometric method can also be applied to high-resolution radio telescopes, such as the SKA and the Next Generation Very Large Array (ngVLA) [56,57]. As discussed, SKA can achieve an astrometric accuracy better than 0.4 mas. The ngVLA features a maximum baseline resolution as small as 0.17 mas at 41 GHz. It is also estimated that a large number of quasars can be observed in the radio band (see, e.g., \( 10^8 \) in [58]), which can serve as GW detectors instead of stars. Taking the SKA as an example, the relatively smaller number of observed quasars compared with stars observed by Gaia can potentially be compensated by a more frequent observation schedule to give similar performance at a higher frequency. Increasing the exposure time would also directly increase the number of detected quasars. Specifically, an SKA survey taking measurements every 40 min has a GW frequency band similar to that of the Roman EML survey \(( f < 2 \times 10^{-6} \) Hz\). To the authors’ knowledge, there is currently no high-cadence survey planned.

Free from atmospheric effects, space-based telescopes potentially observe a large number of stars to excellent precision. As an example, the ESA mission Euclid [59] is equipped with a near-infrared photometer with a \(<1\) mas single-exposure astrometric accuracy [60], similar to the expected performance of the Roman Space Telescope. The HabEx Workhorse Camera (HWC) onboard the Habitable Exoplanet Observatory (HabEx) [61] is expected to have similar, if not better, angular resolution to the Roman Space Telescope, albeit with a much smaller FoV [62].

The deciding factors then become the observed fields and observational cadence. Unlike the Roman Space Telescope, HabEx is not designed as a survey instrument; instead, it focuses on characterizing a handful of targets in great detail, and thus will not be suitable for our purpose. While Euclid does feature a deep survey, with 40 deg\(^2\) of sky observed every 15 days [60], these fields are close to the ecliptic pole with low stellar density. However, a high-cadence survey in its extended mission lifetime, following the recommendations we outline, could contribute meaningfully to GW detection.

V. CONCLUDING REMARKS

In this paper, we show how to use a photometric survey as a GW probe that uniquely bridges the GW frequency spectrum gap between existing detection methods. It is also not required that such photometric surveys are designed specifically to provide absolute astrometric solutions. We demonstrate that relative astrometric deflections of observed stars within the FoV already allow for GW detection, albeit at a lower sensitivity level. We discuss key factors that determine sensitivity. We then assess the potential of the Roman EML survey in its current definition as a GW probe. In Sec. IV, we make recommendations for maximizing the GW scientific output of photometric surveys and quantify the desirable performance via a model survey. Finally, we review existing and planned photometric surveys, and discuss their relative strengths and drawbacks as potential GW probes.

We note that our analysis can be refined in several ways. For instance, we have yet to explicitly include stellar proper motion in our simulation, which can in theory be subtracted via quadratic fitting. Such proper motions may even be correlated across the FoV, if, for example, open clusters are
present. However, we expect these motions to have limited impact on the GW sensitivity once we consider the signal variation over time. Especially for high-frequency GWs, their oscillatory nature leaves a distinct signature from physical proper motion over long timescales.

We could also model the seven fields of the Roman EML survey jointly. A combined analysis of the data from all fields might amount to having a larger effective FoV, should the temporal and pointing accuracy during the field-switching process allow. Incorporating the GW frequency evolution could also enhance sensitivity.

The recommendations in Sec. III should serve as a reference for maximizing GW science from future photometric surveys. The current expected performance of the Roman Space Telescope could make detecting individual GWs a challenge. However, with some luck and a novel pointing reconstruction strategy, we may yet detect individual GWs with the Roman Space Telescope.

All of the code used to produce the figures and analysis in this paper is available at https://github.com/kpardo/estoiles-public.
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APPENDIX: SCALING ARGUMENT

In Sec. III, we employ scaling arguments to show how the full survey sensitivity can be approximated by the MCMC results on a subset of stars in a single exposure. In this Appendix we derive these scaling relations explicitly.

The log likelihood for a full dataset should be written as

$$\ln \mathcal{L} = \sum_{i=1}^{N_s} \sum_{j=1}^{N_m} \sum_{k=0}^{1} \frac{(d_{s,i,j,k} - d_{n,i,j,k}(\Psi))^2}{2\sigma^2}. \quad (A1)$$

where the indices $i, j, k$ represent the exposures, the number of stars, and the two components of the deflection vector. $d_s$ is the data vector; in the null signal case, each data vector component follows a Gaussian distribution with zero mean and a standard deviation of $\sigma$. $d_{n}(\Psi)$ is the predicted astrometric deflection given the GW source parameter $\Psi$. $\sigma$ is the telescope single-exposure single-source astrometric resolution. On average,

$$\ln \mathcal{L} \approx N_mN_s \sum_{k=0}^{1} \frac{\langle (d_{s,k} - d_{n,k}(\Psi))^2 \rangle}{2\sigma^2} = \sum_{k=0}^{1} \frac{\langle (d_{s,k} - d_{n,k}(\Psi))^2 \rangle}{2(\sigma/\sqrt{N_mN_s})^2}. \quad (A2)$$

where $\langle \cdot \rangle$ is an average over the observed stars and the exposures. This is the same scaling relation as in Sec. II and Sec. III, up to a constant scaling factor on the order of 1.

We note that the sensitivity is independent from the frequency of the GWs. By modeling the signal as purely sinusoidal, we numerically calculate the variance of the signal parameters using the Fisher information matrix. Once we have observed a significant number of signal cycles, the standard deviation of the wave amplitude approaches a constant, $\sqrt{2\pi/T}$, where $T$ is the total observation time.
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