A DESCRIPTIVE CONSTRUCTION OF TREES AND STALLINGS’ THEOREM

ANUSH TSERUNYAN

Abstract. We give a descriptive construction of trees for multi-ended graphs, which yields yet another proof of Stallings’ theorem on ends of groups. Even though our proof is, in principle, not very different from already existing proofs and it draws ideas from [Krö10], it is written in a way that easily adapts to the setting of countable Borel equivalence relations, leading to a free decomposition result and a sufficient condition for treeability.
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1. Introduction

Stallings’ theorem on ends of groups equates (as most impressive results in geometric group theory do) a geometric property of the Cayley graph of a finitely generated (f.g.) group with a structural/algebraic characterization of the group. Call a f.g. group $\Gamma$ multi-ended if for some (equivalently, any) finite generating subset $F \subseteq \Gamma$, the Cayley graph $G$ induced by $F$ has more than one end, that is: there is a finite set of edges of $G$, removing which results in at least two infinite connected components. We say that a group $\Gamma$ splits over its subgroup $\Delta < \Gamma$ if either $\Gamma = \ast_{\Delta} K$ (HNN-extension) or $\Gamma = K \ast_{\Delta} \Lambda$ (amalgamated product). The following theorem was proven in [Sta68] for torsion-free groups and in [Sta71] for general f.g. groups.

**Theorem 1.1** (Stallings 1968–71). A f.g. group $\Gamma$ is multi-ended if and only if it splits over a finite subgroup $\Delta < \Gamma$.
There are many proofs of this theorem and in this paper, we give yet another one, which, however, is adaptable to the Borel context when working with countable\textsuperscript{1} Borel equivalence relations on standard Borel spaces.

The main statement we prove is the following structural result, which implies Stallings’ theorem via Bass–Serre theory:

**Theorem 1.2.** If a group $\Gamma$ admits a transitive action on a connected multi-ended graph $G$ with all vertex-stabilizers being finite, then it also admits an action on a tree with finite edge-stabilizers and without fixed points.

The latter implies a slight strengthening of Stallings’ theorem:

**Theorem 1.3.** For a f.g. group $\Gamma$, the following are equivalent:

1. $\Gamma$ is multi-ended.
2. $\Gamma$ admits a transitive action on a multi-ended graph $G$ with all vertex-stabilizers being finite.
3. $\Gamma$ splits over a finite subgroup $\Delta$.

Our proof of Theorem 1.2 is based on Kröhn’s slick construction of a nested family of cuts in $G$ that is invariant under the action of $\Gamma$ [Krö10, Theorem 3.3], however our construction of the tree on this family is different. It is this construction that adapts to countable Borel equivalence relations, yielding Theorem 1.4, before stating which, we roughly define and explain the involved objects.

For a graph $G$ on a set $X$, a cut is an infinite set $C \subseteq X$ contained in a single connected component $Y$ of $G$ such that $Y \setminus C$ is also infinite but there are only finitely many edges of $G$ between $C$ and $Y \setminus C$. If $G$ is a locally countable Borel graph (i.e. $G \subseteq X^2$ is a Borel set) on a standard Borel space $X$, then the set $C_G$ of all cuts is also naturally a standard Borel space. Call a set $C \subseteq C_G$ $G$-complete if it contains at least one cut from every connected component of $G$.

The collection $C_G$ admits $G$-complete Borel subsets $C \subseteq C_G$ with certain desired properties (being self dual, nested, chain-vanishing, and meeting every $G$-connected component) and we temporarily call such $C$ good. Good collections are readily available, e.g. $\hat{C}'_G$, as defined below right before Proposition 3.20, or any Borel maximal non-nested subset of the set of thin cuts, see Remark 4.3. On a collection $C$, we define a Borel binary relation $\sim_C$ (Definition 2.17), which turns out to be an equivalence relation if $C$ is good.

**Theorem 1.4** (Stallings for equivalence relations). Let $E$ be a countable Borel equivalence relation on a standard Borel space $X$ and let $G$ be a multi-ended Borel graphing of $E$. For any $G$-complete good Borel collection $C \subseteq C_G$, there is a treeable\textsuperscript{2} equivalence relation $E_T$ and a Borel equivalence relation $E_C \leq_B \sim_C$ such that $E = E_T \ast E_C$.

Here, by $E = E_T \ast E_C$, we mean that $E$ is the free product of $E_T$ and $E_C$ as introduced in [Gab00, Subsection IV-B], and $E_C \leq_B \sim_C$ means that $E_C$ is Borel reducible to $\sim_C$, i.e., there is a Borel map $\pi : X \rightarrow C$ such that for any $x, y \in X$,

$$x E_C y \iff \pi(x) \sim_C \pi(y).$$

The precise statement of Theorem 1.4 is given in Theorem 4.1.

Theorem 1.4 can be used to prove treeability of some equivalence relations $E$ via isolating suitable Borel collections $C$, to which the following applies:

\textsuperscript{1}An equivalence relation is said to be countable if each of its classes is countable.

\textsuperscript{2}That is: admits an acyclic Borel graphing.
Corollary 1.5 (Condition for treeability). Let $E$ be a countable Borel equivalence relation on a standard Borel space $X$. If $E$ admits a multi-ended Borel graphing $G$ and a $G$-complete good Borel collection $\mathcal{C} \subseteq \mathcal{C}_G$ such that the equivalence relation $\sim_\mathcal{C}$ is treeable (in particular, if it is smooth or hyperfinite), then $E$ is treeable.
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Comparison with other results and proofs. Our proof of Theorem 1.2 is not, in principle, too different from other proofs existing in the literature, e.g., [Dun17], [DD89], and [Krö10], in the sense that it uses some of the common ideas involved in constructions of trees such as nested sets (see Subsection 2.C) and thin cuts (see Subsection 3.A), as well as the equivalence relation in Definition 2.17.

The shortest proof of a version of Theorem 1.2 that the current author is aware of is presented in [Krö10], featuring a slick construction of a nested collection of cuts invariant under the action of the group [Krö10, Sections 2 and 3] and a simpler construction of a tree using blocks [Krö10, Section 4]. Trying to understand [Krö10, Section 4] is what initiated the present research because there seem to be issues in the very definition of the tree. More precisely, the existence of a block $B_C$ for each $C \in \mathcal{C}$ claimed in [Krö10, Lemma 4.1] is false and Fig. 1 depicts a counterexample. This invalidates the claim of [Krö10, Theorem 4.2] that the defined graph $T(\mathcal{C})$ is a tree, namely, it can be disconnected. Also, even if [Krö10, Lemma 4.1] was true, the proof of [Krö10, Theorem 4.2] (both parts: acyclicity and connectedness) seems oversimplified and does not make sense to the present author. The incorrectness of some parts of [Krö10] is also mentioned in [HK18, Footnote 1 on page 4].

Thus, the proof of Theorem 1.2 given in the current paper is the simplest one known to the present author: it combines the construction of the non-nested collection given in [Krö10, Sections 2 and 3] and a construction of a tree that adapts to the setting of countable Borel equivalence relations. To keep the present paper self-contained, [Krö10, Sections 2 and 3] are rewritten in Subsection 3.B in the local terminology.
There are a number of other related results and proofs revolving around similar ideas appear, see, for example, [Dun79, DD89, Dun82, DK15, EP14, Krö01, Möl92a, Möl92b, HK18]. We refer the reader to [Krö10, Section 5] for a concise description and comparison of some of these results.

As for Theorem 1.4, a similar free decomposition result was proven in [Ghy95] via different methods. The most relevant statement in the latter paper is that if a graphing of a countable Borel equivalence relation \( E \) has infinitely-many ends in each connected component then the equivalence relation decomposes into a free product of a nontrivial hyperfinite subequivalence relation and some other equivalence relation \( E' \). It does not, however, give a direct insight into the nature/structure of \( E \) as Theorem 1.4 does with \( E_C \), and the proof is significantly longer.

Ends of Borel graphs have also been extensively studied, from a different angle, in [Mil04], [Mil09], and [HM09].

**Organization.** Section 2 describes a construction of a tree on an abstract collection of sets satisfying certain properties. This is then applied to collections of cuts in multi-ended graphs in Section 3, yielding Theorems 1.2 and 1.3. Finally, Section 4 is where we discuss the context of countable Borel equivalence relation and prove Theorem 1.4.

2. Constructing a tree on a collection of sets

Fix an ambient set \( X \neq \emptyset \) and, henceforth, by a set we will mean a subset of \( X \). Let \( S \) always denote a collection of nonempty subsets of \( X \).

For a set \( A \subseteq X \), we denote by \( A^c \) the complement of \( A \) within \( X \) and for \( i \in \{−1, 1\} \), we put

\[
A^i := \begin{cases} A & \text{if } i = 1 \\ A^c & \text{if } i = -1. \end{cases}
\]

2.A. Orthogonality, domination, and basis.

**Definition 2.1.** Call sets \( A, B \) orthogonal and write \( A \perp B \) if \( A \cap B = \emptyset \) and \( A \neq B^c \). On the other hand, say that \( A \) (resp., exactly) dominates \( B \) if \( A \supseteq B^i \) for some \( i \in \{−1, 1\} \) (resp., \( A \supseteq B \)). We say that a collection \( A \) of sets (resp., exactly) dominates \( B \) if some set in \( A \) (resp., exactly) dominates \( B \).

**Observation 2.2.** For sets \( A, B \), if \( A \perp B \), then neither dominates the other. In particular, \( A^i \not\prec B^j \) for any \( (i, j) \in \{-1, 1\}^2 \) other than \( (i, j) = (1, 1) \).

**Definition 2.3.** A collection \( B \) of sets is called orthogonal if any two distinct sets in \( B \) are orthogonal. We say that \( B \) dominates a collection of sets \( S \) if every set in \( S \) is dominated by some set in \( B \). We call \( B \subseteq S \) a basis for \( S \) if it is orthogonal and dominates \( S \).

Note that a basis can be infinite as well as finite, and we give concrete examples of both in Remark 3.4 for collections of cuts in a graph.

Our global goal is to define a special tree on the set \( \mathcal{B}(S) \) of all bases for \( S \). However, at this point, even the existence of a basis is not clear and our local goal is to prove it under some hypotheses on \( S \).

We continue by recording some easy properties of bases.

**Observation 2.4.** For a collection of sets \( S \) and \( B_0 \subseteq B_1 \subseteq S \), if both \( B_0, B_1 \) are bases for \( S \), then \( B_0 = B_1 \).
Definition 2.11. Sets

2.11 Terminology

Nested sets.

Lemma 2.6. For a collection $S$ of sets and sets $A, B \in S$, say that $B$ is $S$-maximally orthogonal to $A$ if it is an inclusion-maximal set in $S$ that is orthogonal to $A$, i.e. $B \perp A$ and for any $C \in S$, $C \perp A$ and $C \supseteq B$ implies $C = B$. Put

$$[A]_S := \{A\} \cup \{B \in S : B \text{ $S$-maximally orthogonal to } A\}.$$

Lemma 2.7. For a collection $S$ with a basis $B \subseteq S$, for any $A \in B$, $[A]_S \subseteq B$.

Proof. Fix $B \in [A]_S \setminus \{A\}$, so $B \perp A$. By Lemma 2.5, there is $C \in B$ distinct from $A$ such that $C \supseteq B$. But $C \perp A$, so by the maximality of $B$, $C = B$.

We now introduce a condition on $S$, which ensures that $[A]_S$ contains enough sets.

Definition 2.8. A sequence $(A_n)_{n \in \mathbb{N}}$ of sets is called a chain if it is strictly monotone (i.e. either $\subseteq$-increasing or $\subseteq$-decreasing). Call the chain $(A_n)_{n \in \mathbb{N}}$ the dual of $(A_n)_{n \in \mathbb{N}}$. For a collection $S$ of sets, call a decreasing (resp. increasing) chain $(A_n)_{n \in \mathbb{N}}$ $S$-vanishing if there is no $B \in S$ such that $A_n \supseteq B$ (resp. $A_n \cap B = \emptyset$) for every $n \in \mathbb{N}$. A collection of sets $S$ is said to be chain-vanishing if every chain in it is $S$-vanishing.

In Example 2.12 below, we provide an instance of a chain-vanishing collection of sets.

Lemma 2.9. For a chain-vanishing collection $S$ and any $A, B \in S$, if $A \perp B$, then there is $C \in [A]_S$ with $C \supseteq B$.

Proof. Otherwise, we contradict the chain-vanishing property by recursively building an increasing chain $(B_n)_{n \in \mathbb{N}}$ with $B_0 = B$ and $B_n \perp A$ for every $n \in \mathbb{N}$. Indeed, assume $(B_i)_{i \in \mathbb{N}}$ is already defined and $B_n \perp A$. We know that $B_n \notin [A]_S$, so it is not maximal in $S$ among the sets orthogonal to $A$, and thus, there is $B_{n+1} \in S$ with $B_{n+1} \supseteq B_n$, and $B_{n+1} \perp A$.

2.C. Nested sets.

Terminology 2.10. For sets $A, B$, the sets $A^i \cap B^j$, $i, j = \pm 1$, are called the corners of $(A, B)$.

Definition 2.11. Sets $A$ and $B$ are called nested if they have an empty corner. A collection of sets $S$ is called nested if any two sets in $S$ are nested.

Example 2.12. Let $\mathcal{T} := (X, E)$ be an acyclic graph on $X$ and let $S$ be the collection of all subsets of $X$ that are connected components of the graph obtained from $\mathcal{T}$ by removing a single edge, i.e.

$$S := \{C \subseteq X : C \text{ is a connected component of } \mathcal{T} - \{e\}, e \in E\}.$$

It follows from acyclicity of $\mathcal{T}$ that $S$ is nested. Moreover, if $\mathcal{T}$ is a tree, then $S$ is also chain-vanishing.

Using orthogonality and domination, we rephrase nestedness as a (nonexclusive) alternative.
Observation 2.13 (Alternative for nested sets). For any nested sets $A, B$, either $A$ dominates $B$ or $A \perp B^j$, for some $j \in \{-1, 1\}$.

Proof. $A \supseteq B^j$ is the same as $A^c \cap B^j = \emptyset$. Thus, if $A$ doesn’t dominate $B$, then, by nestedness, it must be that $A \cap B^j = \emptyset$ for some $j \in \{-1, 1\}$.

For a set $A \in S$, if $A$ belongs to a basis then Lemma 2.7 implies that $[A]_S$ is an orthogonal family. However, we still haven’t shown that every $A \in S$ belongs to a basis. In fact, we show the orthogonality of $[A]_S$ first in order to show the existence of a basis.

Lemma 2.14. For any nested collection of sets $S$ and $A \in S$, $[A]_S$ is an orthogonal family.

Proof. Because $A \perp B$ and $A \perp C$, $B^c \cap C^c \supseteq A \neq \emptyset$, which, in particular, implies that $B^c \neq C$. Also, by the maximality of $B$ and $C$, $B \not\subseteq C$ and $C \not\subseteq B$, or equivalently, $B \cap C^c \neq \emptyset$ and $B^c \cap C \neq \emptyset$. Thus, by nestedness, it must be that $B \cap C = \emptyset$, so $B \perp C$.

Proposition 2.15. For any nested, chain-vanishing collection $S$ of sets and any $A \in S$, $[A]_S$ is a basis for $S$.

Proof. By Lemma 2.14, we only need to show that $[A]_S$ dominates $S$, so take $B \in S$. By Observation 2.13, either $A$ dominates $B$, in which case we are done, or $B^j \perp A$ for some $j \in \{-1, 1\}$. In the latter case, by the chain-vanishing property (Lemma 2.9), there is $C \in [A]_S$ with $C \supseteq B^j$.

Corollary 2.16. For any nested, chain-vanishing collection $S$ of sets, the bases for $S$ are precisely the sets of the form $[A]_S$ for $A \in B$. In particular, for any $A, B \in S$, $[A]_S = [B]_S$, and two distinct bases are disjoint.

Proof. Immediate from Lemma 2.7, Proposition 2.15, and Observation 2.4.

Definition 2.17. For $A, B \in S$, we write $A \sim_S B$ if $A \in [B]_S$.

Corollary 2.18. For any nested, chain-vanishing collection $S$ of sets, $\sim_S$ is an equivalence relation on $S$.

2.D. The graph $T_S$. Throughout this subsection, let $S$ be a nested chain-vanishing collection of sets. We define an undirected graph $T_S$ on $S/\sim_S$ by putting an edge $([A]_S, [A^c]_S)$ whenever both $A, A^c \in S$. Note that this is an undirected (i.e. symmetric) graph and all of the graph terminology used below is in the sense of undirected graphs.

Observation 2.19. $T_S$ has no loops or multi-edges, i.e. for any $A, B \in S$,

(a) $[A^c]_S \neq [A]_S$;
(b) $[A]_S = [B]_S$ and $[A^c]_S = [B^c]_S$ implies $A = B$.

Proof. (a) follows from the fact that $A \not\sim A^c$ and (b) from Observation 2.2.

Definition 2.20. Let $T_S$ be as above and let $\lambda \in \mathbb{N} \cup \{\infty\}$. We say that a (finite or infinite) sequence $(A_n)_{n<\lambda} \subseteq S$ represents a path if $[A_0]_S, [A_1]_S, [A_2]_S, \ldots$ is a path in $T_S$ and $A_{n-1} \sim_S A_n^c$ for each $1 \leq n < \lambda$.

Lemma 2.21. A path in $T_S$ represented by $(A_n)_{n<\lambda} \subseteq S$, $\lambda \geq 3$, has no backtracking if and only if $A_{n-1}^c \neq A_n$ for each $1 \leq n < \lambda$.

A (finite or infinite) path $(v_n)_{n<\lambda}$ in an undirected graph is said to have backtracking if $v_{n-2} = v_n$ for some $2 \leq n < \lambda$. 
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Proof. For each $2 \leq n < \lambda$, because $A_{n-1} \sim S A_{n-2}$, we have

$$[A_{n-2}]_S = [A_n]_S \iff A_{n-1} \sim S A_n.$$ 

But we also have $A_{n-1} \sim S A_n$, so (b) of Observation 2.19 gives

$$A_c \sim S A_n \iff A_c \sim S A_n = A_n.$$

**Proposition 2.22.** Let $S$ be a nested, chain-vanishing collection of sets and let $(A_n)_{n<\lambda} \subseteq S$, $\lambda \in \mathbb{N} \cup \{\infty\}$, represent a path in $T_S$ with no backtracking. Then $(A_n)_{n<\lambda}$ is strictly increasing.

**Proof.** By Lemma 2.21, $A_n - 1 \neq A_n$, but we also have $A_{n-1} \sim S A_n$, so $A_{n-1} \perp A_n$, or equivalently, $A_{n-1} \subseteq A_n$. 

**Corollary 2.23.** $T_S$ is acyclic.

**Proof.** Let $n \geq 2$ and let $(A_i)_{i \leq n}$ represent a path in $T_S$ with no backtracking. Assuming that $[A_0]_S = [A_n]_S$, the sequence $(A_n, A_1, A_2, \ldots, A_n)$ still represents a path (the same one). But now Proposition 2.22 implies $A_n \subseteq A_n$, a contradiction.

**Theorem 2.24.** For any self-dual\(^4\), nested, chain-vanishing collection of sets $S$, the graph $T_S$ is a tree.

**Proof.** By the previous proposition, we only need to show connectedness, so fix distinct $[A]_S, [B]_S \in S/ \sim_S$. By nestedness, we have $A^i \perp B^j$ for some $i, j \in \{-1, 1\}$, and by the definition of $T_S$, it is enough to show that $[A^i]_S$ and $[B^j]_S$ are connected, so we may assume without loss of generality that $A \perp B$ to begin with.

Suppose towards a contradiction that there is no path connecting $[A]_S$ and $[B]_S$.

**Claim.** There is an infinite sequence $(A_n)_{n \in \mathbb{N}} \subseteq S$ representing a path in $T_S$ and such that $A_0 = A$ and $A_n \perp B$ for all $n \in \mathbb{N}$.

**Proof of Claim.** Putting $A_0 := A$ we assume by induction that $(A_i)_{i \leq n}$, $n \geq 0$, represents a path in $T_S$ and $A_n \perp B$. By Lemma 2.9, there is $C \in [A_n]_S$ with $C \supseteq B$. Thus, $A_{n+1} := C^c$ is disjoint from $B$ and $(A_i)_{i \leq n+1}$ represents a path in $T_S$. Because we assume that there is no path between $[A]_S$ and $[B]_S$, $[A_{n+1}]_S \neq [B]_S$, in particular, $A_{n+1} \neq B$, hence, $A_{n+1} \perp B$.

For each $n \in \mathbb{N}$, $A_n \perp B \perp A_{n+1}$ implies $A_n^c \supseteq B$ and $A_{n+1} \cap B = \emptyset$, so $A_n^c \neq A_{n+1}$. Therefore, by Lemma 2.21, the path $[A_0]_S, [A_1]_S, [A_2]_S, \ldots$ has no backtracking, so Proposition 2.22 implies that $(A_n)_{n \in \mathbb{N}}$ is an increasing chain, contradicting the chain-vanishing property.

We now apply this theorem to an action $\Gamma \ltimes^\alpha X$ of a group $\Gamma$. The latter naturally induces an action of $\Gamma$ on $\mathcal{P}(X)$ and, for $A \in \mathcal{P}(X)$, we denote by $\text{Stab}_\alpha(A)$ the (setwise) stabilizer of $A$, omitting the subscript when the action is clear from the context.

**Corollary 2.25.** Let $\Gamma \ltimes^\alpha X$ be an action of a group $\Gamma$ on a set $X$ and let $S$ be a self-dual, nested, chain-vanishing collection of nonempty subsets of $X$. If $S$ is invariant under the action $\alpha$, then there is a tree $T_S$ of cardinality at most $|S|$, on which $\Gamma$ acts such that the set of all (directed) edge-stabilizers is exactly $\{\text{Stab}_\alpha(A) : A \in S\}$. Moreover, if the action $\alpha$ is such that for any $A \in S$, there is $\gamma \in \Gamma$ with $\gamma \cdot A \neq A$ and $\gamma \cdot A \cap A \neq \emptyset$, then the action $\Gamma \ltimes T_S$ has no fixed points.

---

\(^4\)A collection of sets is **self-dual** if it is closed under complements.
Proof. Clearly, the action $\Gamma \acts S$ respects complements, orthogonality, and containment, and hence also the equivalence relation $\sim_S$. This naturally induces an action $\Gamma \acts S/\sim_S$ as well as on the set of edges of $T_S$; in other words, $\Gamma$ acts on $T_S$.

For the edge-stabilizers, for $A \in S$, every $g \in \text{Stab}(A)$ fixes the edge $([A]_S, [A^c]_S)$. Conversely, if $\gamma \in \Gamma$ fixes the edge $([A]_S, [A^c]_S)$, i.e. $([A]_S, [A^c]_S) = ([\gamma A]_S, ([\gamma A]^c]_S)$, then (b) of Observation 2.19 applied to $A$ and $\gamma A$ implies that $A = \gamma A$, and hence, $\gamma \in \text{Stab}(A)$.

Now assuming the hypothesis of the “moreover” part, let $[A]_S$ be a vertex of $T_S$ and let $\gamma \in \Gamma$ be as in this hypothesis. Then $\gamma \cdot [A]_S \neq [A]_S$ because otherwise, $\gamma \cdot A \in [A]_S$, so either $\gamma \cdot A = A$ or $\gamma \cdot A \perp A$, a contradiction. \hfill $\square$

3. Application to ends of graphs

Throughout this section, by a graph on a set $X$ we mean an irreflexive symmetric subset of $X^2$. Let $G$ be a connected graph on $X$.

Notation 3.1. For sets $A, B \subseteq X$, let $\delta_G(A, B)$ denote the set of edges incident (in $G$) to both $A$ and $B$. We write $\delta_G A$ to denote $\delta_G(A, A^c)$ and call this set the edge-boundary (or coboundary) of $A$. Below, we omit writing the subscript $G$, unless it is not clear from the context.

Definition 3.2. A cut in a connected graph $G$ is a subset $A \subseteq X$ such that $A$ and $A^c$ are infinite and $\delta A$ is finite.

We recall that a connected graph $G$ is said to have more than one end if it admits a cut; we also call such a graph multi-ended. Henceforth, we assume that $G$ has more than one end and we let $\mathcal{C}(G)$ (or just $\mathcal{C}$) denote the set of all cuts of $G$.

Letting $\text{Aut}(G)$ denote the group of automorphisms of $G$, call a set of vertices or edges invariant, if it is invariant under (i.e. setwise fixed by) the natural action of $\text{Aut}(G)$. As the action of $\text{Aut}(G)$ on $X$ naturally induces an action on $\mathcal{P}(X)$, we also call a collection $S \subseteq \mathcal{P}(X)$ invariant if it is closed under this action of $\text{Aut}(G)$.

Our goal is to find an invariant nested chain-vanishing subcollection of $\mathcal{C}$ and we do this in two stages: first, we isolate an invariant chain-vanishing collection of cuts, and then, we restrict it further to a nested, but still invariant, subcollection.

3.A. Thin and neat cuts. As our first restriction, we take the collection $\hat{\mathcal{C}}$ of all thin cuts, which, by definition, are those cuts $C$ that minimize $|\delta C|$, i.e.

$$|\delta C| = k_0 := \min_{A \in \mathcal{C}} |\delta A|.$$ 

Below we show that $\hat{\mathcal{C}}$ is chain-vanishing.

Call a set $A \subseteq X$ $G$-connected (or just connected) if the induced subgraph $G|_A$ is connected. Call a cut $A$ neat if both $A$ and $A^c$ are connected.

Lemma 3.3. For any cut $C$, $G|_C$ has at most $|\delta(C)|$-many connected components; in fact, letting $a$ and $b$ denote the numbers of finite and infinite connected components, respectively,

$$a < |\delta(C)| \quad \text{and} \quad 1 \leq b \leq \frac{|\delta(C)| - a}{k_0}.$$ 

In particular, if $C$ is thin, then it is connected. Thus, thin cuts are neat.
Proof. The main observation is that for each connected component \( A \subseteq C \) of \( G|_C \), \( \delta A \subseteq \delta C \), so \( \delta C \) is the (disjoint) union of the \( \delta A \) with \( A \) ranging over the connected components of \( G|_C \). If \( A \) is infinite, then it is a cut, so \( |\delta A| \geq k_0 \), and hence the inequality above. Finally, the neatness of thin cuts follows from their closedness under complements. \( \square \)

For \( k \geq 1 \), let \( C_k \) denote the collection of neat cuts, whose edge-boundary has exactly \( k \) elements. By Lemma 3.3, \( C_{k_0} = \hat{C} \).

Remark 3.4. It is worth emphasizing that bases for \( \hat{C} \) can be infinite as well as finite, see Figs. 2 and 3.

![Figure 2. An infinite basis \( \{C_0, C_1, C_2, \ldots\} \) for \( \hat{C} = C_{k_0} \) with \( k_0 = 1 \).](image1)

![Figure 3. A finite basis \( \{A, B, C\} \) for \( \hat{C} = C_{k_0} \) with \( k_0 = 2 \).](image2)

Proposition 3.5. For any \( k \geq 1 \), \( C_k \) is chain-vanishing. In particular, \( \hat{C} \) is chain-vanishing.

Proof. Because \( C_k \) is closed under complements, it is easy to prove that there are no proper decreasing chains. Assuming towards a contradiction that \( (C_n)_{n \in \mathbb{N}} \subseteq C_k \) is a strictly decreasing chain with \( C_{\infty} := \bigcap_{n \in \mathbb{N}} C_n \neq \emptyset \), we recursively build a sequence \( (e_m)_{m \in \mathbb{N}} \) of pairwise distinct edges of \( G \) such that for each \( m \in \mathbb{N} \), \( e_m \in \delta C_n \) for all large enough \( n \in \mathbb{N} \). Granted such a sequence, we get \( n \in \mathbb{N} \) with \( \delta C_n \supseteq \{e_0, e_1, \ldots, e_k\} \), contradicting \( |\delta C_n| = k \).

Suppose by induction that a desired sequence \( (e_m)_{m<\ell} \) of length \( \ell \geq 0 \) has already been constructed. Thus, there is \( n \) large enough such that \( \delta C_n \supseteq \{e_m\}_{m<\ell} \). By the strictness of our chain, \( C_n \setminus C_\infty \neq \emptyset \). Because \( C_n \) is connected, there is a path connecting the set \( C_n \setminus C_\infty \) to \( C_\infty \) (i.e. a vertex in one to a vertex in the other). Consequently, there exists \( e_\ell \in \delta(C_n \setminus C_\infty, C_\infty) \); in particular, \( e_\ell \notin \delta C_n \supseteq \{e_m\}_{m<\ell} \). Let \( \{u, v\} = e_\ell \) with \( u \in C_n \setminus C_\infty \) and \( v \in C_\infty \), and let \( m > n \) be large enough such that \( u \notin C_m \). Because \( v \in C_m \) and \( u \in C_m \), \( e_\ell \in \delta C_m \), concluding the recursive construction. \( \square \)

3.B. Minimizing the degree of non-nestedness. This subsection is almost entirely taken from [Krő10, Sections 2 and 3] and simply rewritten here in our terminology for the sake of keeping the paper self-contained.

Note that for any \( k \geq 1 \), \( C_k \) is invariant, so, by Proposition 3.5, we could take any \( C_k \) as our first restriction, as long as it is nonempty. Now consider the non-nestedness graph \( \mathcal{N} \) on \( \mathcal{P}(X) \), i.e.

\[ \{A, B\} \in \mathcal{N} :\Rightarrow A \text{ and } B \text{ are not nested.} \]

The nested subcollections of \( C_k \) are exactly the \( \mathcal{N} \)-independent ones, and our goal is to find one that is invariant. Proposition 3.11 below implies that \( \mathcal{N}_k := \mathcal{N}_{|C_k} \) is locally finite, and we take as a candidate the subcollection \( C_k' \subseteq C_k \) of all vertices with minimum \( \mathcal{N}_k \)-degree. This is clearly invariant, but may not be \( \mathcal{N}' \)-independent in general. However, when \( k \) is
minimum (i.e. $k = k_0$, so $C_k = \mathcal{C}$), $C'_k$ turns out to indeed be $\mathcal{N}$-independent. The requirement of $k$ being minimum is used through Lemma 3.17 below and is essential for the argument.

3.B(i). The local finiteness of $\mathcal{N}_k$.

**Definition 3.6.** Call a set of edges $F \subseteq G$ an edge-cut if $F = \delta A$ for some cut $A$.

**Observation 3.7.** A cut $A$ is neat if and only if $\delta A$ is a minimal edge-cut, i.e. no proper subset of $\delta A$ is an edge-cut.

**Lemma 3.8.** For every $k \geq 1$, each edge $e \in G$ belongs to only finitely many minimal edge-cuts of size $k$.

**Proof.** We prove this by induction on $k$. The base case $k = 1$ is obvious, so assume the statement is true for $k \geq 1$. If $e$ does not belong to any minimal edge-cut of size $k + 1$, we are done, so suppose it does. Let $u,v$ be the vertices incident to $e$.

**Claim.** There is a path $P$ in $G - \{e\}$ connecting $u$ to $v$; in particular, $G \setminus \{e\}$ is connected.

**Proof of Claim.** By Observation 3.7 and because $k + 1 \geq 2$, there is a neat cut $A$ with $\delta A \supseteq \{e\}$ and $u \in A$. Let $e' := \{u',v'\}$ be another edge in $\delta A$ with $u' \in A$. Because $A$ is $G$-connected, there is a path $P_A$ in $G_{\not\in A}$ connecting $u$ to $u'$. Similarly, there is a path $P_{A^c}$ in $G\{A^c\}$ connecting $v'$ and $v$. Thus, the path $P'_A \equiv e' \equiv P_{A^c}$ lies in $G \setminus \{e\}$ and connects $u$ to $v$. □

Every minimal edge-cut of size $k + 1$ containing $e$ becomes a minimal edge-cut of size $k$ in $G - \{e\}$ and must contain at least one edge lying on the path $P$. But by the induction hypothesis applied to $G - \{e\}$, every edge lying on $P$ belongs to only finitely many minimal edge-cuts of size $k$ in $G - \{e\}$, so the fact that $P$ is finite concludes the proof. □

**Notation 3.9.** For a set $A \subseteq X$, let $N_k^G(A)$ (or just $N_k(A)$) denote the set of all cuts in $\mathcal{C}_k$ that are not nested with $A$; call it the $k$-neighborhood of $A$.

**Notation 3.10.** For a set $A \subseteq X$, let $\partial_G A$ (or just $\partial A$) denote the set of vertices in $A$ that are adjacent to vertices in $A^c$ (equivalently, incident to edges in $\delta A$); call $\partial A$ the vertex-boundary (or just boundary) of $A$.

**Proposition 3.11.** For every $k \geq 1$ and set $A \subseteq X$ with finite edge-boundary, $N_k(A)$ is finite.

**Proof.** First, we relate the sets in $N_k(A)$ to vertices in $\partial A$.

**Claim.** For any $B \in N_k(A)$, there are distinct vertices $v_-, v_+ \in \partial A$ such that for every path $P$ connecting them, $\delta B$ contains an edge lying on $P$.

**Proof of Claim.** For each $i \in \{-1,1\}$, because $B^i$ is connected and the corners $A \cap B^i$ and $A^c \cap B^i$ are nonempty, $\delta(A \cap B_i, A^c \cap B^i) \neq \emptyset$, so there is a vertex $v_i \in A \cap B_i$ that is incident to an edge in $(A \cap B_i, A^c \cap B^i)$. In particular, $v_i \in \partial(A) \cap B^i$.

Now, $v_1 \in B$ and $v_{-1} \in B^c$, so they are distinct. Moreover, any path connecting them has to intersect $\partial B$. □

Thus, for each distinct pair $u,v \in \partial A$, we fix a path $P_{u,v}$ connecting them and we let $F$ be the set of edges that lie on at least one of these paths. Because $\partial A$ is finite and for each $u,v \in \partial A$, the number of edges lying on $P_{u,v}$ is finite, $F$ is finite. By the claim, for each $B \in N_k(A)$, $\delta B$ contains an edge from $F$. But $\delta B$ is a minimal edge-cut of size $k$ and, by Lemma 3.8, each edge is contained in only finitely many such edge-cuts, so the finiteness of $F$ concludes the proof. □
Notation 3.12. For a set $A \subseteq X$, let $d_k^G(A)$ (or just $d_k(A)$) denote $|N_k(A)|$ and call it the $k$-degree of $A$.

3.B(ii). Moving from $\mathcal{N}$-neighbors to their opposite corners.

Terminology 3.13. For sets $A, B$, corners $A^{i_0} \cap B^{j_0}$ and $A^{i_1} \cap B^{j_1}$ are said to be opposite if $i_0i_1 = j_0j_1 = -1$. For a corner $C$ of $(A, B)$, we denote its opposite corner by $-C$.

Our local goal is to show that moving from $\mathcal{N}$-neighbors to their opposite corners lowers the $k$-degree, provided all of the sets involved are in $\mathcal{C}_k$. This will imply that the thin cuts with minimum $k_0$-degree are $\mathcal{N}$-independent, i.e. nested.

Lemma 3.14. For sets $A, B, C$, if $A^c \cap B^c \neq \emptyset$ and $C$ is not nested with $A \cap B$, then $C$ is not nested with either $A$ or $B$.

Proof. For some $i \in \{1, -1\}$, $C^i$ intersects $A^c \cap B^c$. Also, $C^{-i}$ intersects $A^c \cup B^c$. If $C^{-i}$ intersects $A^c$, then $C$ is not nested with $A$; otherwise, it is not nested with $B$. \qed

Lemma 3.15. For sets $A, B, C \subseteq X$, if there are opposite corners of $(A, B)$ such that $C$ is not nested with either of them, then $C$ is not nested with either of $A, B$.

Proof. Because nestedness is immune to taking complements, we may assume that $C$ is not nested with $A \cap B$ and $A^c \cap B^c$. In particular, the corners $C^i \cap A$ and $C^j \cap A^c$ are nonempty for each $i \in \{-1, 1\}$, so $C$ is not nested with $A$. Similarly, $C$ is not nested with $B$. \qed

Lemma 3.16. Let $A, B \in \mathcal{C}_k$. If $A \cap B$ and $A^c \cap B^c$ are also in $\mathcal{C}_k$, then
\[
d_k(A \cap B) + d_k(A^c \cap B^c) \leq d_k(A) + d_k(B),
\]
and the inequality is strict if $A$ and $B$ are not nested; in fact,
\[
d_k(A \cap B) + d_k(A^c \cap B^c) \leq d_k(A) + d_k(B) - 2.
\]

Proof. Lemma 3.14 implies that any cut in $\mathcal{C}_k$ that contributes exactly 1 to the left-hand side, contributes at least 1 to the right-hand side. Furthermore, by Lemma 3.15, any cut $C \in \mathcal{C}_k$ that contributes 2 to the left-hand side, also contributes 2 to right-hand side, so the first inequality follows.

If $A$ and $B$ are not nested, then $A \in N_k(B)$ and $B \in N_k(A)$, so they each contribute 1 to the right-hand side. On the other hand, both $A$ and $B$ are nested with any of their corners, so $A, B$ contribute nothing to the left-hand side. \qed

Now we show that when $k = k_0$, the hypothesis of Lemma 3.16 is met, modulo taking complements.

Lemma 3.17. For any two thin $A, B$ and any infinite corner $C$ of $(A, B)$, if the opposite corner $-C$ is also infinite, then both $C$ and $-C$ are thin cuts.

Proof. By taking complements if necessary, we may assume that $C = A \cap B$ and we suppose that $-C = A^c \cap B^c$ is infinite and hence a cut. Putting
\[
e_B := |\delta(A \cap B, A^c \cap B)|
\]
\[
e_A := |\delta(A \cap B, A \cap B^c)|
\]
\[
e_{B^c} := |\delta(A \cap B^c, A^c \cap B)|
\]
\[
e_{A^c} := |\delta(A^c \cap B, A^c \cap B^c)|
\]
\[
d_{AB} := |\delta(A \cap B, A^c \cap B^c)|
\]
\[
d_{AB^c} := |\delta(A \cap B^c, A^c \cap B)|,
\]
observe that
\[ e_B + e_{B^c} + d_{AB} + d_{AB^c} = |\delta A| = |\delta B| = e_A + e_{A^c} + d_{AB} + d_{AB^c}. \] (3.18)

Also, by the minimality of \(|\delta A|\),
\[ e_B + e_A + d_{AB} = |\delta (A \cap B)| \geq e_B + e_{B^c} + d_{AB} + d_{AB^c}, \]
\[ e_{B^c} + e_{A^c} + d_{AB} = |\delta (A^c \cap B^c)| \geq e_B + e_{B^c} + d_{AB} + d_{AB^c}, \] (3.19)

so \(e_A \geq e_{B^c} + d_{AB^c}\) and \(e_{A^c} \geq e_B + d_{AB^c}\). Plugging this into the right-hand side of (3.18) gives
\[ e_B + e_{B^c} + d_{AB} + d_{AB^c} = e_A + e_{A^c} + d_{AB} + d_{AB^c}, \]
\[ \geq e_{B^c} + e_{AB^c} + e_B + d_{AB} + d_{AB^c} + d_{AB^c}, \]
\[ = e_{B^c} + e_B + d_{AB} + 3d_{AB^c}, \]

so \(d_{AB^c} = 0\) and the inequality has to be equality, which, in the light of \(e_A \geq e_{B^c}\) and \(e_{A^c} \geq e_B\), implies \(e_A = e_{B^c}\) and \(e_{A^c} = e_B\). But now (3.18) and (3.19) together give \(|\delta (A \cap B)| = |\delta A|\) and \(|\delta (A^c \cap B^c)| = |\delta B|\), so \(A \cap B\) and \(A^c \cap B^c\) are also thin.

Recalling that we denote by \(C'_k \subseteq C_k\) the set of cuts of minimum \(N_k\)-degree, we take \(\hat{C}' := C'_{k_0}\). Clearly, \(\hat{C}'\) is invariant, so it remains to show the following.

**Proposition 3.20.** \(\hat{C}'\) is nested (i.e. \(N\)-independent).

**Proof.** The invariance is clear. For nestedness, fix \(A, B \in \hat{C}'\). Because the sets \(A, A^c, B, B^c\) are infinite, the Pigeonhole Principle implies that there is a pair of opposite corners \(C\) and \(-C\) of \((A, B)\) that are both infinite. By Lemma 3.17, both \(C\) and \(-C\) are thin cuts, and by replacing one or both of \(A, B\) with their complements, we may assume without loss of generality that \(C = A \cap B\) and \(-C = A^c \cap B^c\). Thus, Lemma 3.15 applies, so if \(A\) and \(B\) were not nested, then the inequality in Lemma 3.15 would be strict, contradicting the minimality of \(d_k(A)\) and \(d_k(B)\). \(\square\)

3.C. Stallings’ theorem on ends of groups.

**Lemma 3.21.** Let \(\Gamma \curvearrowright^\alpha X\) be an action of a group \(\Gamma\) on a set \(X\) with all point-stabilizers in the same commensurability class \(\mathcal{C}\) (e.g. \(\mathcal{C} := \) finite subgroups of \(\Gamma\)). Then the set-stabilizers of finite subsets of \(X\) also belong to \(\mathcal{C}\).

**Proof.** Let \(F \subseteq X\) be finite and let \(H := \text{Stab}_\alpha(F)\). The action of \(H\) on \(F\) gives a homomorphism \(\varphi : H \rightarrow \Sigma(F)\). Then \([H : \text{ker}(\varphi)] < \infty\), so \(H\) is in the same commensurability class as \(\text{ker}(\varphi)\). But \(\text{ker}(\varphi) = \bigcap_{x \in F} \text{Stab}_\alpha(x)\), so \(\text{ker}(\varphi) \in \mathcal{C}\) because \(F\) is finite. \(\square\)

**Corollary 3.22.** Let \(\Gamma \curvearrowright^\alpha G\) be an action of a group \(\Gamma\) on a graph \(G\) with finite vertex-stabilizers. Then the set-stabilizers of cuts are also finite.

**Proof.** For any \(\gamma \in \Gamma\) and a cut \(A\) of \(G\), \(\gamma A\) is also a cut and \(\gamma(\partial A) = \partial(\gamma A)\), so \(\text{Stab}(A) \subseteq \text{Stab}(\partial A)\) and Lemma 3.21 gives the conclusion. \(\square\)

We are now ready to prove Theorem 1.2, which we state again here for the reader’s convenience.

**Theorem 1.2.** If a group \(\Gamma\) admits a transitive action on a connected multi-ended graph \(G\) with all vertex-stabilizers being finite, then it also admits an action on a tree with finite edge-stabilizers and without fixed points.
**Proof.** By Proposition 3.20, we can apply Corollary 2.25 the collection $\mathcal{C}'$ as above and get an action on the tree $T_{\mathcal{C}'}$. The edges of this tree are exactly the cuts in $\mathcal{C}'$, so their stabilizers are exactly the set-stabilizers of cuts and Corollary 3.22 concludes the proof. As for fixed points, let $[A]_{\mathcal{C}'}$ be a vertex of $T_{\mathcal{C}'}$, so $A$ is infinite but $\partial A$ is finite. Take $x \in \partial A$ and $y \in A \setminus \partial A$ and let $\gamma \in \Gamma$ be such that $\gamma \cdot x = y$. Then $\partial(\gamma \cdot A) \neq \partial A$, so $\gamma \cdot A \neq A$, and also, $\gamma \cdot A \cap \partial A \ni y$, so the hypothesis of the “moreover” part of Corollary 2.25 is satisfied, and thus, the action $\Gamma \curvearrowright T_{\mathcal{C}'}$ has no fixed points. $\square$

Finally, combined with Bass—Serre theory [Ser80], the last theorem gives the following famous corollary, which states the nontrivial implication of Theorem 1.3.

**Corollary 3.23 (Stallings theorem).** If a group $\Gamma$ admits a transitive action $\Gamma \curvearrowright \alpha$ on a multi-ended graph $G$ with all vertex-stabilizers being finite and without fixed points, then $\Gamma$ splits over a finite subgroup $\Delta$.

**Proof.** By Theorem 1.2, $\Gamma$ admits an action on a tree with finite edge-stabilizers and without fixed points. By adding midpoints to the edges, if necessary, we may assume that the action is without inversions in the sense of [Ser80, Section 3.1, first paragraph]. By the fundamental theorem of Bass—Serre theory [Ser80, Theorem 13], $\Gamma$ is the fundamental group of a connected graph of groups $\mathcal{Y}$, where the groups are the vertex and edge stabilizers of the action $\alpha$.

Now take an (undirected) edge $e$ of $\mathcal{Y}$ and denote its stabilizer by $\Delta$. Removal of $e$ gives a new graph of groups $\mathcal{Z} := \mathcal{Y} \setminus \{e\}$ and the associativity of the construction of the fundamental group gives the following: if $\mathcal{Z}$ is still connected, then $\Gamma = \star_{\Delta} K$, where $K$ is the fundamental group of $\mathcal{Z}$; otherwise, $\mathcal{G} = K \star_{\Delta} \Lambda$, where $K, \Lambda$ are the fundamental groups of the two connected components of $\mathcal{Z}$. $\square$

### 4. A Stallings theorem for Borel equivalence relations

Throughout this section, let $X$ be a standard Borel space and let $E$ be a countable $^5$ Borel equivalence relation on $X$. Recall that a Borel graphing $G$ of $E$ is a Borel graph $^6$ on $X$, whose connectedness equivalence relation $E_G$ is exactly $E$.

All graph theoretic notions we have considered so far, such as multi-ended, cuts, basis, etc., were defined for a connected graph $G$. Given an arbitrary graph on $X$, we extend all these notions to $G$ by restricting our attention to considering only $E_G$-related subsets of $X$, i.e. each set we consider will be contained in one $G$-connected component. More precisely, in the definitions of these notions, we replace

- $\mathcal{P}(X)$ with $\mathcal{P}_{E_G}(X)$—the collection of all nonempty $E_G$-related subsets of $X$,
- a complement of a set $A \in \mathcal{P}_{E_G}(X)$ with $A^* := [A]_{E_G} \setminus A$.

For example, we call $G$ multi-ended if each of its connected components has more than one end. Furthermore, call $C \in \mathcal{P}_{E_G}(X)$ a cut of $G$ if $\partial C$ is finite and $C, C^*$ are both infinite. Next, we identify each cut $C$ of $G$ with

$$(\partial C, \partial C^*)_G := \{ (x, y) \in X^2 : x \in C \text{ and } y \in C^* \},$$

$^5$This means that each $E$-class is countable.

$^6$That is: an irreflexive and symmetric Borel subset of $X^2$.
so the set $C_G$ is just a Borel subset of $[G]^{<\infty}$, hence a standard Borel space. The equivalence relation $E_G$ naturally extends to that on $[G]^{<\infty}$ and we denote this extension by $\tilde{E}_G$. Note that if $G$ is multi-ended, then $C_G$ is a complete $\tilde{E}_G$-section.

We call a cut $C \in C_G$ thin if it is thin for its $G$-connected component. We also define the non-nestedness graph $N_G$ on $C_G$ by putting an edge between $A, B \in \mathcal{P}_G(X)$ if $A$ and $B$ are in the same $G$-connected component and are non-nested.

Letting

- $\mathcal{C}_G$ be the set of thin cuts of $G$,
- $\mathcal{C}_G^t \subset \mathcal{C}_G$ be the set of those cuts $C$ with minimum nestedness degree in the graph $N_G$ restricted to the set of thin cuts in the $G$-connected component of $C$,

it easily follows by the Luzin–Novikov uniformization theorem, these subsets are Borel.

Furthermore, given a Borel set $C \subseteq G$, the binary relation $\sim_C$ on $C$, as in Definition 2.17, is also Borel, again by the Luzin–Novikov uniformization theorem. Recall that if $C$ is nested and chain-vanishing, then Corollary 2.18 says that $\sim_C$ is an equivalence relation on $C$.

Theorem 1.4 is now easily derived from the constructions described above and is our main application. We restate it more precisely here, recalling that a set $C \subseteq C_G$ is called $G$-complete if it contains at least one cut from every connected component of $G$.

**Theorem 4.1** (Stallings for equivalence relations). Let $E$ be a countable Borel equivalence relation on a standard Borel space $X$ and let $G$ be a multi-ended Borel graphing of $E$. For any $G$-complete self-dual nested chain-vanishing Borel collection $C \subseteq C_G$ (e.g. $C := \mathcal{C}_G^t$), there is a treeable equivalence relation $E_T$ and a Borel equivalence relation $E_C \leq_B \sim_C$ such that $E = E_T \ast E_C$.

Because free product of treeable equivalence relations is treeable, this immediately gives:

**Corollary 4.2.** If a countable Borel equivalence relation $E$ admits a multi-ended Borel graphing $G$ such that $\sim_{C_G}$ is treeable (e.g. finite, smooth, hyperfinite), then $E$ is treeable.

**Remark 4.3.** Because the non-nestedness graph $N$ on the set $\mathcal{C}_G$ of thin cuts is locally finite by Proposition 3.11, there is a Borel maximal $N$-independent set $C \subseteq \mathcal{C}_G$; indeed, by [KST99, Proposition 4.5] this graph admits a countable Borel coloring, using which one easily constructs a Borel maximal independent set. By maximality, $C$ must be self-dual and it is chain-vanishing by Proposition 3.5, so Theorem 4.1 applies to $C$.

We devote the rest of this section to the proof of this theorem, so let $X, E, G,$ and $C$ be as in its hypothesis.

The Luzin–Novikov uniformization theorem, again, gives a Borel function $\pi : X \to \mathcal{C}$ that is a reduction of $E$ to $\tilde{E}$, i.e., for each point $x$, $\pi(x)$ is a cut $C \in \mathcal{C}$ with $x \in [C]_E$. Let $E_C = \pi^{-1}(C)$. The $\pi$-pullback of the equivalence relation $\sim_C$.

We now define the graph $T_{C}$ similarly to Subsection 2.D, more precisely, for each $C \in \mathcal{C}$, we put the edge $(C, C') \in T_C$ as well as its inverse. The tree $T_C$ described in Subsection 2.D is actually defined on $C/\sim_C$, but it is easy to see that $T_C$ is a lift of $T_C$ to $C$. Moreover, the natural projection map $C \to C/\sim_C$ induces a graph homomorphism $T_C \to T_C$ that is injective on (the edges of) $T_C$, so $T_C$ is acyclic. Let $C_0 := \pi(X)$.

Next, we apply the edge sliding argument as in either [JKL02, Proposition 3.3(i)] or [Gab00] and get an acyclic graph $T_{C_0}$ whose projection to $C_0/\sim_C$ is a treeing of $\tilde{E}|_{C_0}/\sim_C$.

Let $T$ be the $\pi$-pullback of $T_{C_0}$, i.e., $xTy :\iff \pi(x)T_{C_0}(\pi(y))$. It follows from its definition that the projection $T_{E_C}$ of $T$ under quotient map $X \mapsto X/E_C$ is a treeing of $E/E_C$. This implies that $E = E_T \ast E_C$, finishing the proof of the theorem. □(Theorem 4.1)
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