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Abstract
We construct a geometric lifting of the Burge correspondence as a composition of local birational maps on generic Young-diagram-shaped arrays. We establish its fundamental relation to the geometric Robinson-Schensted-Knuth correspondence and to the geometric Schützenberger involution. We also show a number of properties of the geometric Burge correspondence, specializing them to the case of symmetric input arrays. In particular, our construction shows that such a mapping is volume preserving in log-log variables. As an application, we consider a model of two polymer paths of given length constrained to have the same endpoint, known as polymer replica. We prove that the distribution of the polymer replica partition function in a log-gamma random environment is a Whittaker measure, and deduce the corresponding Whittaker integral identity. For a certain choice of the parameters, we notice a distributional identity between our model and the symmetric log-gamma polymer studied by O’Connell, Seppäläinen, and Zygouras (2014).
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1 Introduction

1.1 Background

The Robinson-Schensted-Knuth (RSK) correspondence [33], the Burge correspondence [20], and the Schützenberger involution [41] are celebrated combinatorial bijections, classically described in terms of operations on (generalized) permutations, integer matrices, words, and Young tableaux. These correspondences play a fundamental role in algebraic combinatorics, especially in the theory of symmetric functions. See [27,45] for more details on these correspondences.

The RSK correspondence is classically described as a map between non-negative integer matrices and pairs of semistandard Young tableaux of the same shape, through a row insertion algorithm. It can be used to prove various Cauchy-Littlewood identities, thus connecting to Schur functions [45]. The RSK map and Schur functions underpin the solvability of various interconnected probabilistic models such as longest increasing subsequences in random permutations, directed last passage percolation, the corner growth model, and the totally asymmetric simple exclusion process – see the seminal works [1,2,31].

Fomin [26] and Roby [39] first expressed the RSK correspondence in terms of local growth rules. Berenstein and Kirillov [9] described it explicitly in terms of piecewise linear functions, i.e. operations in the \((\max, +)\)-semiring, thus allowing the extension to input matrices with real (not necessarily integer) entries. Furthermore, such a piecewise linear description is naturally prone to be extended to generic Young-diagram-shaped input arrays (not necessarily rectangular). The latter aspect was useful to study last passage percolation models with point-to-line and point-to-half-line path geometries and/or various symmetries on the input weights. In particular, Bisi and Zygouras [11,14,15] found new exact formulas for such models in terms of all the irreducible characters of the classical groups (e.g. symplectic and orthogonal characters), which complemented the Schur measures of Baik and Rains [2].
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The Burge correspondence is, in the classical combinatorial description, a variant of the RSK mapping that bijectively transforms a non-negative integer matrix into a pair of semistandard Young tableaux of the same shape, through a column insertion algorithm. Its description in terms of piecewise linear functions is due to van Leeuwen [46] – see also [10,34]. The Burge correspondence, analogously to RSK, can be used to study last passage percolation models; for recent applications, see [10,12].

The Schützenberger involution is classically described as an evacuation algorithm, or equivalently a sequence of jeu de taquin operations on a (semi)standard Young tableau. It can be shown to be indeed an involution and to preserve the shape of the tableau. It can be alternatively described as a piecewise linear function on Gelfand-Tsetlin patterns [8] and, as such, extended to input patterns with real entries. Schützenberger involution and jeu de taquin have been also proven to be useful tools in combinatorial probability – see e.g. [40].

Considering the piecewise linear description of the above bijections, one may formally replace the operations \((\max, +)\) of the “tropical” semiring with the operations \((+, \times)\) of the usual algebra. Following [38], we call such a procedure geometric lifting and the resulting bijections geometric, from the theory of geometric crystals [7]. In particular, the geometric RSK correspondence is a birational mapping on matrices with positive real entries, while the geometric Schützenberger involution is a birational involution on triangular (more generally, trapezoidal) arrays with positive real entries. They have been both introduced by Kirillov [32] and further studied by Noumi and Yamada [37].

The geometric RSK correspondence and Whittaker functions, together, explain the solvability of certain \((1 + 1)\)-dimensional models of random directed polymers in a random environment. These statistical physics models were introduced in [30] and have been the object of intense research over the past thirty years – see [22] for a recent review. By directed lattice path of length \(n - 1\) we mean any sequence \(\pi = (\pi(1), \ldots, \pi(n)) \in (\mathbb{N}^2)^n\) such that \(\|\pi(i + 1) - \pi(i)\|_1 = 1\) for \(1 \leq i \leq n - 1\) and \(\|\pi(n) - \pi(1)\|_1 = n - 1\); only two consecutive directions are thus allowed for the whole path, for example south and east (see Fig. 1). Denote by \(\Pi_{m,n}\) the set of all directed lattice paths from \((1, 1)\) to \((m, n) \in \mathbb{N}^2\), and let \((W_{i,j})_{(i,j)\in\mathbb{N}^2}\) be a field of positive independent random weights, known as random environment. We define on \(\Pi_{m,n}\) the quenched probability, known as point-to-point polymer measure,

\[
\mathcal{P}_{m,n}(\pi) := \frac{1}{Z_{m,n}} \prod_{(i,j)\in\pi} W_{i,j} \quad \text{for } \pi \in \Pi_{m,n} ,
\]

where the normalizing point-to-point polymer partition function is

\[
Z_{m,n} := \sum_{\pi \in \Pi_{m,n}} \prod_{(i,j)\in\pi} W_{i,j} .
\]

We remark that, in the statistical physics literature, the directed path \(\pi\) is often viewed as the trajectory of a \((1 + 1)\)-dimensional simple walk and the random variables \(W_{i,j}\)
are viewed as Gibbs weights, i.e. exponential functions of a random energy divided by the temperature of the system.

If one applies the geometric RSK map to the (random) input matrix \((W_{i,j})_{1\leq i\leq m, 1\leq j\leq n}\), it turns out that the output matrix contains the partition function (1.2) as the entry \((m, n)\). This is a general fact. Furthermore, for some specific choices of the random environment, the properties of the geometric RSK map also permit finding exact formulas for the distribution of the partition function. The most studied exactly solvable polymer model is known as the log-gamma polymer and was introduced in [42]. In this model, all the weights follow an inverse-gamma law (so that the corresponding Gibbs weights are log-gamma distributed).

Corwin, O’Connell, Seppäläinen, and Zygouras [23] linked the distribution of the log-gamma polymer partition function to Whittaker functions, in their integral formulation given by Givental [29]. Their argument was based on the connection between the geometric RSK correspondence and \(\text{GL}_n(\mathbb{R})\)-Whittaker functions, analogous to the well-known relationship between the RSK map and Schur functions. The analog of the Cauchy-Littlewood identity in this setting turned out to be a certain Whittaker integral identity due to Bump [18] and Stade [44].

Subsequently, O’Connell, Seppäläinen, and Zygouras [38] provided a new description of the geometric RSK as a composition of several local birational maps on the entries of the input matrix, deducing that the geometric RSK is volume preserving in log-log variables. Besides, they began the study of the geometric RSK map in the presence of symmetry constraints, analyzing the corresponding polymer models and Whittaker measures. This program drew inspiration from the work of Baik and Rains [2] on RSK with symmetries, last passage percolation, and Schur measures, and aimed at studying their non-determinantal analogs in the polymer setting. In particular, [38] focused on symmetric input matrices, i.e. such that \(W_{i,j} = W_{j,i}\) for all \(i, j\), proving...
that the volume preserving property still holds in this setting. This allowed studying
the log-gamma polymer in a symmetric environment and obtaining the distribution of
its partition function as a (different) Whittaker measure. The corresponding Whittaker
integral identity is equivalent to a formula for the Mellin transform of a $GL_n(\mathbb{R})$-
Whittaker function due to Stade [43].

The log-gamma polymer with point-to-line or point-to-half-line path geometries
(with or without symmetry), where the polymer path has a fixed length but the endpoint
is not fixed, has been analyzed by Bisi and Zygouras [13]. Denote by $\Pi_n$ the set of all
directed lattice paths of length $n-1$ starting at $(1,1)$. Analogously to the point-to-point
case, one can then define the point-to-line polymer measure

$$P_n(\pi) := \frac{1}{Z_n} \prod_{(i,j) \in \pi} W_{i,j} \quad \text{for } \pi \in \Pi_n,$$

where the normalizing point-to-line polymer partition function is

$$Z_n := \sum_{\pi \in \Pi_n} \prod_{(i,j) \in \pi} W_{i,j}.$$

The main contribution of [13] was to express the law of $Z_n$ in terms of $SO_{2n+1}(\mathbb{R})$-
Whittaker functions. Their primary tool was the geometric RSK map extended to
generic polygonal (not necessarily rectangular) input arrays, already used in [36].

1.2 Contributions of this work

In this work, we continue the program initiated in [38] of studying polymer models
in symmetric environments and we focus on a persymmetric environment, a case that
was out of the scope of the approach of [38] and could not be covered therein. Namely,
we consider a weights’ matrix $(W_{i,j})_{1 \leq i,j \leq n}$ that is symmetric about the antidiagonal,
i.e. such that $W_{i,j} = W_{n-j+1,n-i+1}$ for all $i,j$; a matrix with this property is usually
called persymmetric. Notice that the point-to-point persymmetric polymer partition
function can be written as

$$Z_{n,n} = \sum_{\pi \in \Pi_{n,n}} \prod_{(i,j) \in \pi} W_{i,j} = \sum_{(a,b) : a + b = n + 1} \left( \sum_{\pi \in \Pi_{a,b}} \prod_{(i,j) \in \pi} W'_{i,j} \right) \left( \sum_{\tilde{\pi} \in \Pi_{a,b}} \prod_{(k,l) \in \tilde{\pi}} W'_{k,l} \right),$$

where $W'_{i,j} := \sqrt{W_{i,j}}$ for $i + j = n + 1$ and $W'_{i,j} := W_{i,j}$ for $i + j < n + 1$, so that
$Z'_{a,b}$ is the point-to-point partition function with endpoint $(a,b)$ on the line $\{a + b = n + 1\}$ and associated with the modified environment $(W'_{i,j})$. The “path transformation”
that justifies the identity above is illustrated in Fig. 1. Thus, remarkably, from the
physical point of view, the point-to-point persymmetric polymer partition function
can be interpreted as the replica partition function for two polymer paths of length \( n - 1 \) in the same environment \((W'_{i,j})\), constrained to coincide at the endpoint:

\[
Z_n^{\text{repl}} := \sum_{(a,b): \quad a+b=n+1} (Z'_{a,b})^2.
\] (1.6)

Replicas are important observables in statistical mechanics, as they can provide insights into the properties of the models. For polymer models, replicas can shed light on localization phenomena [4–6,21,22]. As a consequence of the connection with the persymmetric polymer, the present work leads to the computation of the Laplace transform of the replica partition function (1.6), which will be expressed as an integral of special functions called Whittaker functions (more in-depth explanations will be given later on and the detailed formulas can be found in Sect. 6).

A key to the problem of studying the distribution of the persymmetric polymer partition function is to prove a volume preserving property for the geometric RSK correspondence restricted to persymmetric matrices, as we now explain. The image of a persymmetric matrix \( w = (w_{i,j})_{1\leq i, j \leq n} \) under the geometric RSK map is a matrix \( t = (t_{i,j})_{1\leq i, j \leq n} \) whose lower and upper triangular parts are Schützenberger dual of each other. This is a consequence of the fact that the geometric RSK map commutes with the matrix transposition, together with Theorem 3.1. Therefore, the map \((w_{i,j})_i+j \leq n+1 \mapsto (t_{i,j})_{i \leq j}\) is a bijection. Proving a volume preserving property for such a bijection would permit obtaining the distribution of the persymmetric polymer partition function as a Whittaker measure, using similar techniques as in [38]. However, as the persymmetric constraints are “non-local” with respect to the order of composition of the local maps, it is not possible to prove the desired property from the geometric RSK construction as given in [38].

Our alternative approach to the analysis of the persymmetric polymer, instead, will consist in constructing and studying what we call the geometric Burge correspondence. We define it as a sequence of local birational maps, as done in [38] for geometric RSK, via geometric lifting of the piecewise linear description of the combinatorial Burge correspondence presented (with minor differences) in [10,34,46]. Notice that, wherever possible, we work with generic Young-diagram-shaped arrays instead of matrices. One of our main contributions is Theorem 3.2, which links together the three geometric correspondences (RSK, Burge, and Schützenberger) via column/row mirror reflection of the input matrix. Its combinatorial version, i.e. Theorem 2.2, is a classical result. However, the approach required to prove Theorem 3.2 differs significantly from the known combinatorial proofs; in particular, we will use the description of the three geometric correspondences in terms of local maps and apply induction several times. Interestingly, our proof reduces to certain local ‘commutation relations’ – see Proposition 3.3 – that, to our knowledge, were not even known in the combinatorial setting.

Let us now connect this construction to polymer models. Define \( \Pi^*_{m,n} \) to be the set of all directed lattice paths from \((m, 1)\) to \((1, n)\); notice that this set is “dual” to \( \Pi_{m,n} \), in the sense that its paths connect the other pair of opposite vertices of the rectangle.
Define also the dual partition function as

\[ Z_{m,n}^* := \sum_{\pi \in \Pi_{m,n}^*} \prod_{(i,j) \in \pi} W_{i,j}. \]  

We then have that the image \( T = (T_{i,j})_{1 \leq i \leq m, 1 \leq j \leq n} \) of the matrix \( W = (W_{i,j})_{1 \leq i \leq m, 1 \leq j \leq n} \) under the geometric Burge correspondence contains the dual partition function \( Z_{m,n}^* \) as the entry \( T_{m,n} \). This will be an immediate consequence of Theorem 3.2 and of the aforementioned fact that the geometric RSK output matrix contains the “usual” partition function \( Z_{m,n} \) defined in (1.2) as the entry \( T_{m,n} \).

It is clear that the partition function on a persymmetric input matrix \( W \) coincides with the dual partition function on the symmetric input matrix obtained by reversing the rows of \( W \). This, along with the observations above, explains why we can use the geometric Burge correspondence to study the persymmetric polymer partition function. This approach turns out to be far more convenient, as we need to deal with symmetric (instead of persymmetric) input matrices. As all the local maps of interest are volume preserving in log-log variables, the geometric Burge correspondence also is. Furthermore, the geometric Burge correspondence, like the geometric RSK, behaves nicely when restricted to symmetric matrices: the image of a symmetric matrix is also symmetric, and the volume preserving property continues to hold almost trivially. Using also other properties of the geometric Burge correspondence that we establish along the way (either via Theorem 3.2 or via the local maps definition), we will be able to obtain the distribution of the persymmetric polymer partition function as a \( \text{GL}_n(\mathbb{R}) \)-Whittaker measure.

The Whittaker measure that we find for the persymmetric polymer coincides, for a certain choice of parameters, with the one for the symmetric polymer obtained in [38]. This seems to be a highly non-trivial fact: we are not aware of a direct proof based on the definition of the polymer models. We also mention that a number of other very interesting distributional identities in integrable polymer models have been observed in recent papers: [17,28] are based on six vertex models and Yang-Baxter equations (see also [16] for related work), whereas [24] relies on RSK methods. However, the distributional equality we have observed in this work, for polymers on symmetric input matrices, does not appear in the above works.

As we have described above, our construction of the geometric Burge correspondence allows us to connect to polymer models. We should mention that the combinatorial Burge correspondence has been already used to deal with last passage percolation models, which (in the statistical physics terminology) are ‘zero temperature degenerations’ of polymer partition functions. This is e.g. the case in [10], where the main focus is on last passage percolation with point-to-half-line path geometry. Actually, one could argue that the Burge correspondence had also been implicitly used in [2] to provide a combinatorial bijection for the RSK map restricted to persymmetric matrices and ultimately study persymmetric last passage percolation. Our approach can, thus, be considered as a geometric lifting of Baik and Rains’s construction. However, in the combinatorial setting everything can be phrased in terms of the Schützenberger involution and there is no reason to give too much attention to the Burge map itself. On the other hand, in the geometric setting, in order to obtain the
required volume preserving property for the geometric RSK map restricted to persymmetric matrices, one requires a much deeper understanding of the geometric Burge map itself and its relation to the geometric versions of the RSK and Schützenberger maps. This is contained in our construction via local maps together with Proposition 3.3 and Theorem 3.2. Proposition 3.3, which is one of the key ingredients used in the proof of Theorem 3.2, gives a remarkable (and seemingly non-trivial) relation satisfied by the local maps involved.

In terms of asymptotic analysis, the partition functions of several polymer models are expected to be in the KPZ universality class. Although there has recently been important progress in this regard [25,47], this does not cover the setting of polymers with symmetries. For the latter, formal asymptotics have been achieved in [3]. We do not address such issues in the present work.

Organization of the article In Sect. 2 we introduce some notation and recap known piecewise linear descriptions of the classical combinatorial RSK, Burge, and Schützenberger bijections, to prepare the reader for the geometric lifting. In Sect. 3 we introduce the geometric Burge correspondence as a composition of local birational maps, recall analogous (known) definitions of the geometric RSK and Schützenberger maps, and explain their interconnection. In Sect. 4 we prove that the geometric Burge correspondence is volume preserving in log-log variables, as well as other useful properties. Section 5 deals with the restriction of the geometric Burge correspondence to symmetric input arrays and the specialization of its properties in this setting. In Sect. 6 we consider the persymmetric polymer (or equivalently the replica) partition function, proving that its distribution is given by a GLn(R)-Whittaker measure and deducing the corresponding Whittaker integral identity; we also discuss the relation to the symmetric polymer studied in [38].

2 Combinatorial bijections and their piecewise linear formulation

The RSK, Burge and Schützenberger correspondences are combinatorial bijections, classically constructed via row insertion, column insertion, and jeu de taquin operations, respectively. In this section, we give a brief and expository reminder of these bijections and their reformulation in terms of piecewise linear transformations. This will motivate their geometric lifting that we perform in Sect. 3. Besides the classical references, e.g. [27], we refer to [48] for several combinatorial aspects and interesting relations between these correspondences. We also refer to [8,34,37,38,49] for more details on the RSK correspondence and its piecewise linear formulations. Piecewise linear descriptions of the Burge correspondence (often exposed in the formalism of Fomin growth diagrams) can be found in [10,34,46]; in particular, the version that we present here is closer to [10]. Finally, we refer to [8] for the piecewise linear formulation of the Schützenberger involution.

Let \( \mathbb{N} := \{1, 2, 3, \ldots\} \). We will view any Young diagram \( \lambda \) as the partition \((\lambda_1, \lambda_2, \ldots)\) such that \( \lambda_i \) is the number of boxes in the \( i \)-th row of \( \lambda \) or, equivalently, as the index set \( \{(i, j) \in \mathbb{N}^2 : j \leq \lambda_i\} \) of its boxes. We will say that \((m, n)\) is a border box of a Young diagram \( \lambda \) if it is the last box of the corresponding diagonal, i.e. if \((m + 1, n + 1) \not\in \lambda \). In particular, we will call \((m, n)\)
a corner box if \( \lambda \setminus \{(m,n)\} \) is a Young diagram, i.e. if none of the three boxes \((m,n+1), (m+1,n), (m+1,n+1)\) belongs to \( \lambda \). For example, for the partition \((2,2,1) \equiv \{(1,1), (1,2), (2,1), (2,2), (3,1)\}\), all boxes except \((1,1)\) are border boxes, but only \((2,2)\) and \((3,1)\) are corner boxes. We will also denote a rectangular Young diagram by \( m \times n := \{1, \ldots, m\} \times \{1, \ldots, n\} \).

For a given Young diagram \( \lambda \), let \( \mathbb{R}^\lambda \) be the set of \( \lambda \)-shaped arrays \( P = (p_{i,j})_{(i,j) \in \lambda} \) of real numbers. If the values \( p_{i,j} \) are restricted to be positive integers and also have the property that are weakly increasing in \( j \), for any fixed \( i \), and strictly increasing in \( i \), for any fixed \( j \), then \( P \) is called a semistandard Young tableau. A useful reparametrization of Young tableaux goes under the name of Gelfand-Tsetlin patterns. Given a Young tableau \( P = (p_{i,j})_{(i,j) \in \lambda} \), its corresponding Gelfand-Tsetlin pattern \( u = (u_{i,j})_{i,j \geq 1} \) is given by

\[
u_{i,j} := \# \{ 1 \leq k \leq \lambda_j : p_{j,k} \leq i \}.
\] (2.1)

In words, \( u_{i,j} \) is the number of entries in the \( j \)-th row of \( P \) that are less than or equal to \( i \). Assuming that the shape \( \lambda \) of \( P \) is of length at most \( m \) and the entries \( p_{i,j} \) are in the alphabet \( \{1, \ldots, n\} \), one can view \( u \) as a trapezoidal array \((u_{i,j})_{1 \leq i \leq n, 1 \leq j \leq \lambda^m} \) – the \( u_{i,j} \)'s not in this range of indices being redundant. By construction, the shape \( \lambda \) of \( P \) corresponds to the bottom row \((u_{n,1}, u_{n,2}, \ldots) \) of \( u \). Moreover, it is easy to verify that the Gelfand-Tsetlin variables, as defined in (2.1), satisfy the interlacing conditions

\[
u_{i+1,j+1} \leq u_{i,j} \leq u_{i+1,j}.
\]

Piecewise linear maps We collect here, for convenience, all the piecewise linear maps that represent the building blocks of the piecewise linear formulation of all our combinatorial maps (RSK, Burge, and Schützenberger). Such a formulation, though, will be introduced for each combinatorial map separately, later in this section. We will denote all the piecewise linear maps by letters with a "vee accent", to distinguish them from the corresponding maps in the geometric setting of the next sections.

For a Young diagram \( \lambda \) and \((i,j) \in \lambda \), we define \( \tilde{a}_{i,j}, \tilde{b}_{i,j}, \tilde{c}_{i,j} : \mathbb{R}^\lambda \rightarrow \mathbb{R}^\lambda \) as the local maps that act on \( w \in \mathbb{R}^\lambda \) by only modifying \( w_{i,j} \) according to the following rules:

\[
\tilde{a}_{i,j} : w_{i,j} \mapsto w_{i-1,j} \vee w_{i,j-1} + w_{i+1,j} \land w_{i,j+1} - w_{i,j},
\] (2.2)

\[
\tilde{b}_{i,j} : w_{i,j} \mapsto w_{i-1,j} \vee w_{i,j-1} + w_{i,j+1} - w_{i,j},
\] (2.3)

\[
\tilde{c}_{i,j} : w_{i,j} \mapsto w_{i-1,j} \vee w_{i,j-1} + w_{i,j}.
\] (2.4)
For two distinct indices $(i, j), (k, l) \in \lambda$, we also define $\tilde{d}_{i, j}^{k, l} : \mathbb{R}^\lambda \rightarrow \mathbb{R}^\lambda$ as the local map that acts on an array $w \in \mathbb{R}^\lambda$ by only modifying $w_{i, j}$ and $w_{k, l}$ as follows:

$$
\tilde{d}_{i, j}^{k, l} : \begin{cases} 
  w_{i, j} \mapsto (w_{i-1, j} \vee w_{i, j-1} + w_{k, l}) \wedge w_{i, j}, \\
  w_{k, l} \mapsto w_{k, l} - w_{k, l} \wedge (w_{i, j} - w_{i-1, j} \vee w_{i, j-1}) + w_{i+1, j} \wedge w_{i, j+1} - w_{i, j}.
\end{cases}
$$

(2.5)

For $i = 1$ and/or $j = 1$, the values of $w_{i-1, j}$ and $w_{i, j-1}$ are determined by the following convention: $w_{0, 1} = w_{1, 0} = 0$ and $w_{0, k} = w_{k, 0} = -\infty$ for all $k > 1$. Notice that $\tilde{a}_{i, j}$ and $\tilde{d}_{i, j}^{k, l}$ also involve entries $w_{i+1, j}$ and $w_{i, j+1}$, so for these maps to be well defined we assume that $(i + 1, j), (i, j + 1) \in \lambda$; likewise, for $\tilde{b}_{i, j}$ we assume that $(i, j + 1) \in \lambda$. It is clear that all the above local maps are bijective, but only $\tilde{a}_{i, j}$ and $\tilde{b}_{i, j}$ are involutions. Furthermore, they all satisfy several trivial commutative properties, as each modifies only one or two entries of the input array.

From now on, for any $n \in \mathbb{Z}$ we will refer to the $n$-th diagonal of an array $w \in \mathbb{R}^\lambda$ as the sequence of its entries $w_{i, j}$ such that $j - i = n$. Let us now define, for all $(k, l) \in \lambda$, the following diagonal maps:

$$
\tilde{\varrho}_{k, l} := \tilde{a}_{k-h+1, l-h+1} \circ \tilde{a}_{k-h+2, l-h+2} \circ \cdots \circ \tilde{a}_{k-1, l-1} \circ \tilde{c}_{k, l},
$$

(2.6)

$$
\tilde{\sigma}_{k, l} := \tilde{a}_{k-h+1, l-h+1} \circ \tilde{a}_{k-h+2, l-h+2} \circ \cdots \circ \tilde{a}_{k-1, l-1} \circ \tilde{b}_{k, l},
$$

(2.7)

$$
\tilde{\tau}_{k, l} := \tilde{c}_{k, l} \circ \tilde{d}_{k-1, l-1} \circ \cdots \circ \tilde{d}_{k-h+2, l-h+2} \circ \tilde{d}_{k-h+1, l-h+1},
$$

(2.8)

where $h := k \wedge l$. The terminology “diagonal map” comes from the fact that any of these maps indexed by $(k, l)$ only modifies the $(l - k)$-th diagonal of the input array. It is likewise clear that any two diagonal maps commute if they act on diagonals that are not the same nor neighboring. As compositions of bijections, diagonal maps are all bijective. Furthermore, notice that $\tilde{c}_{k, l}$ is a composition of commuting involutions, hence it is itself an involution. Diagonal maps (2.6), (2.7), and (2.8) will be involved in the construction of the RSK, Burge, and Schützenbeger correspondences, respectively. The Robinson-Schensted-Knuth (RSK) correspondence This correspondence is based on an algorithm called row insertion, which we will now describe. Row inserting a positive integer $i$ into a given semistandard Young tableau works as follows: if $i$ is larger than or equal to all the entries of the first row of the tableau, then a new box containing $i$ is added at the end of the first row and the procedure stops. Otherwise, $i$ replaces the first number of the first row that is strictly larger than $i$. The replaced
number, call it \( j \), is now “bumped” and inserted into the second row of the tableau in the same way. The procedure continues until one of the bumped numbers is placed at the end of a row of the tableau, yielding a new semistandard Young tableau with one extra box.

Now, any word \( w \) in the alphabet \( \{1, \ldots, n\} \) can be decomposed into a sequence of \( m \) increasing words \( w_1, \ldots, w_m \) (for some \( m \)):

\[
w = \begin{array}{c}
\begin{array}{c}
w_1 \begin{array}{c}
1^{w_{1,1}} 2^{w_{1,2}} \cdots n^{w_{1,n}} \end{array}  \\
w_2 \begin{array}{c}
1^{w_{2,1}} 2^{w_{2,2}} \cdots n^{w_{2,n}} \end{array}  \\
\vdots \\
w_m \begin{array}{c}
1^{w_{m,1}} 2^{w_{m,2}} \cdots n^{w_{m,n}} \end{array}
\end{array}
\end{array},
\]  

(2.9)

where all \( w_{i,j} \)'s are non-negative integers and \( i^r \equiv i \cdots i \) denotes a sequence of \( r \) consecutive letters \( i \). The RSK algorithm acts on a word by successively row inserting all its letters. More precisely, one starts by inserting the first letter of \( w \) into the empty tableau \( P_0 = \emptyset \), thus obtaining a tableau \( P_1 \); then one inserts the second letter of \( w \) into \( P_1 \), obtaining a new tableau \( P_2 \). The process continues in the same way until all letters of \( w \) have been inserted, thus yielding a tableau \( P \) with as many boxes as the length of \( w \). In parallel with the \( P \)-tableau, one can construct a \( Q \)-tableau, which records the shapes of the successive sequence of (intermediate) \( P \)-tableaux after the row insertion of each increasing word \( w_k \). Namely, every time a letter of \( w_k \) in inserted into the \( P \)-tableau, thus yielding a new \( P \)-tableau with one extra box, a box containing \( k \) is also added to the \( Q \)-tableau in the same position. The RSK algorithm thus yields a bijection between a word \( w \) in the alphabet \( \{1, \ldots, n\} \) with \( m \) increasing subwords and a pair of semistandard Young tableaux \((P, Q)\) of the same shape \( \lambda \) of length at most \( m \wedge n \), such that the entries of \( P \) are in \( \{1, \ldots, m\} \) and the entries of \( Q \) are in \( \{1, \ldots, m\} \).

Notice that the word \( w \) is naturally encoded by a matrix \( w = (w_{i,j})_{1 \leq i \leq m, 1 \leq j \leq n} \in \mathbb{Z}_{\geq 0}^{m \times n} \). Let now \( u \) and \( v \) be the Gelfand-Tsetlin patterns that bijectively correspond to the output tableaux \( P \) and \( Q \), respectively:

\[
u = (u_{i,j})_{1 \leq i \leq m, 1 \leq j \leq i \wedge m}, \quad v = (v_{i,j})_{1 \leq i \leq m, 1 \leq j \leq i \wedge n}.
\]  

(2.10)

As \( P \) and \( Q \) are of the same shape, we can “glue” together \( u \) and \( v \) along their identical bottom rows \((u_{n,1}, u_{n,2}, \ldots) = (v_{m,1}, v_{m,2}, \ldots) = \lambda \). The result of this “gluing” is an \( m \times n \) matrix, which we denote\(^1\) by \( t = (u \setminus v) \), defined through the following relations:

\[
u_{i,j} := t_{m-j+1,i-j+1}, \quad v_{i,j} := t_{i-j+1,n-j+1}.
\]  

(2.11)

We will also say that \( u \) and \( v \) are the **series lower and upper triangular/trapezoidal parts** of \( t \), respectively. For instance, when \( m < n \), we have that

\[
t = (u \setminus v) = \begin{pmatrix}
\cdots & u_{m,m} & \cdots & u_{n,m} & \cdots & v_{1,1} \\
\cdots & \cdots & \cdots & u_{m,1} & \cdots & u_{n,1} = v_{m,1}
\end{pmatrix}.
\]  

(2.12)

\(^1\) This notation should not be confused with the notation for a skew partition \( \lambda/\mu \).
In this sense, the RSK correspondence can be also viewed as a map \( w \mapsto t \) between \( m \times n \) non-negative integer matrices. Notice that the pattern \( v := (v_{i,j})_{1 \leq i \leq m, 1 \leq j \leq i \wedge n} \) corresponding to \( Q \) has the property that the diagonal \((v_{k,1}, \ldots, v_{k,k \wedge n})\) is the shape of the tableau obtained after the row insertion of \( w_k \).

Recall that entry \( u_{i,j} \) of the Gelfand-Tsetlin pattern \( u \), which corresponds to tableau \( P \), encodes the numbers of entries in the \( j \)-th row of \( P \) that are smaller than or equal to \( i \). Using this fact, we will now briefly describe how the combinatorially defined RSK correspondence translates to piecewise linear transformations on Gelfand-Tsetlin patterns. Suppose that, after inserting the first \( k-1 \) words, we have obtained an (intermediate) \( P \)-tableau corresponding to the Gelfand-Tsetlin pattern \( u = (u_{i,j})_{1 \leq i \leq n, 1 \leq j \leq i \wedge (k-1)} \). Next, row inserting word \( w_k \) has the following effect: the number of ones in the \( P \)-tableau will increase to \( u'_{1,1} = u_{1,1} + w_{k,1} \), after the insertion of \( 1_{w_k} \). The inserted ones will bump a number of twos from the first row, which will then be row inserted in the second row. The number of twos that are bumped equals \((u'_{11} - u_{11}) \wedge (u_{21} - u_{11}) = u'_{11} \wedge u_{21} - u_{11} \); as a result, the number of twos in the second row will become \( u''_{22} = u_{22} + (u'_{11} \wedge u_{21} - u_{11}) \). After that, the row insertion of \( 2_{w_k} \) will change \( u_{21} \) to \( u'_{21} = w_{2} + u_{21} \vee u'_{11} \). The row insertion of the twos leads to a bumping of threes and the process continues in the same fashion through analogous piecewise linear transformation. Consider now transformations \( \bar{\varrho}_{k,l} \) defined in (2.6).

The change of \( u_{1,1} \) to \( u'_{1,1} \) is encoded through the application of \( \bar{\varrho}_{k,1} \), while the change of \( u_{2,1} \) and \( u_{2,2} \) to \( u'_{2,1} \) and \( u'_{2,2} \), respectively, is encoded through the application of \( \bar{\varrho}_{k,2} \). Similarly, transformation \( \bar{\varrho}_{k,3} \) will encode the changes of \( u_{3,1}, u_{3,2}, \) and \( u_{3,3} \) after the insertion of the threes and the corresponding bumping process, and so on.

As the expository description above suggests, the Gelfand-Tsetlin pattern \( u \) can be constructed by repeatedly applying maps of type \( \bar{\varrho}_{k,l} \). Actually, the same happens for the pattern \( v \) that corresponds to the \( Q \)-tableau, as we now briefly argue. A remarkable symmetry property of the RSK algorithm is that transposing the input matrix \( w \) amounts to swapping the roles of the resulting Gelfand-Tsetlin patterns \( u \) and \( v \) (or equivalently the \( P \)- and \( Q \)-tableaux). Therefore, \( v \) can be constructed via the same diagonal maps \( \bar{\varrho}_{k,l} \)’s applied on the transposed matrix. We conclude that the whole output matrix \( t = (u \setminus v) \) is obtained via repeated applications of these diagonal maps.

At this point, RSK can be extended in two natural ways: firstly, it can be seen as a bijective map between arrays indexed by a Young diagram (the case of matrices thus corresponding to rectangular Young diagrams); secondly, it can be seen as a map between arrays with real entries instead of non-negative integer entries (as the piecewise linear maps are still well defined). In this general framework, the RSK
correspondence $\tilde{K}^{\lambda} : \mathbb{R}^\lambda \to \mathbb{R}^\lambda$ on real $\lambda$-shaped arrays is defined by

$$\tilde{K}^{\lambda} := \tilde{\varrho}_{i_n,j_n} \circ \tilde{\varrho}_{i_{n-1},j_{n-1}} \circ \cdots \circ \tilde{\varrho}_{i_1,j_1},$$

(2.13)

where $((i_1, j_1), \ldots, (i_n, j_n))$ is any sequence of distinct boxes of $\lambda$ such that, for all $1 \leq k \leq n$, $\lambda^{(k)} := \{(i_1, j_1), \ldots, (i_k, j_k)\}$ is a Young diagram, and $\lambda^{(n)} = \lambda$. Notice that for such a sequence there might be several choices, which all lead to equivalent definitions of $\tilde{K}^{\lambda}$, due to the commutative properties of the diagonal maps. For instance, we have that

$$\tilde{K}^{(2,1,1)} = \tilde{\varrho}_{3,1} \circ \tilde{\varrho}_{2,1} \circ \tilde{\varrho}_{1,2} \circ \tilde{\varrho}_{1,1} = \tilde{\varrho}_{3,1} \circ \tilde{\varrho}_{1,2} \circ \tilde{\varrho}_{2,1} \circ \tilde{\varrho}_{1,1}$$

Even though $\tilde{K}^{\lambda}$ is defined for $\lambda$-shaped arrays, it may also be applied to $\mu$-shaped arrays, for any $\mu \supseteq \lambda$, by acting on the $\lambda$-part of the diagram and leaving all entries indexed by $\mu/\lambda$ unchanged; in such a case, we do not use the simplified notation $\tilde{K}$, to avoid ambiguity.

Finally, let us highlight that the RSK correspondence features a simple recursive definition in terms of corner boxes: if $(m, n)$ is a corner box of $\lambda$, then

$$\tilde{K}^{\lambda} = \tilde{\varrho}_{m,n} \circ \tilde{K}^{\lambda \setminus \{(m,n)\}},$$

where by convention $K^{\emptyset} = \text{id}$.

The Burge correspondence This correspondence is based on an algorithm called column insertion, somehow “dual” to row insertion. To column insert a positive integer $i$ into a given semistandard Young tableau, one proceeds as follows. If $i$ is strictly larger than all the entries of the first column of the tableau, then a new box containing $i$ is added at the end of the first column and the procedure stops. Otherwise, $i$ replaces the first number of the first column that is larger than or equal to $i$. The replaced number, call it $j$, is now “bumped” and inserted into the second column of the tableau in the same way. The procedure continues until one of the bumped numbers is placed at the end of a column of the tableau, yielding a new semistandard Young tableau with one extra box (it is fairly easy to check that the insertion preserves the strict monotonicity of columns and the weak monotonicity of rows).

The Burge correspondence uses the column insertion (instead of the row insertion in the RSK correspondence) to map a word $w$, as in (2.9), onto a pair of Young tableaux $(P, Q)$ of the same shape. A second difference from the RSK correspondence is that

---

2 The choice of the letter $\tilde{K}$ refers to Knuth.
3 As opposed to the first row in the case of row insertion.
the letters of each increasing word \( w_k \) are read in reverse order; namely, the Burge correspondence successively column inserts the letters of \( w \), reading them as follows:

\[
\begin{align*}
\begin{bmatrix}
    n^{w_1,n} & \cdots & 2^{w_1,1} \\
    n^{w_2,n} & \cdots & 2^{w_2,2} \\
    \vdots & \ddots & \vdots \\
    n^{w_m,n} & \cdots & 2^{w_m,2}
\end{bmatrix}
\begin{bmatrix}
w_1 \text{ reverse} \\
w_2 \text{ reverse} \\
\cdots \\
w_m \text{ reverse}
\end{bmatrix}
\]  

To obtain the \( P \)-tableau, one constructs a sequence (\( \varnothing = P_0, P_1, P_2, \ldots, P_L = P \)) of \( L \) intermediate tableaux (where \( L = \sum_{i,j} w_{i,j} \) is the length of the letter \( w \)) that starts from the empty tableau and ends at the final \( P \)-tableau: for \( 1 \leq l \leq L \), \( P_l \) is obtained from \( P_{l-1} \) by column inserting the \( l \)-th letter of (2.14) into \( P_{l-1} \). Finally, similarly to RSK, the \( Q \)-tableau in the Burge correspondence records the sequence of shapes of the intermediate \( P \)-tableaux after the column insertion of each increasing word \( w_k \) (read in reverse order).

Similarly to RSK, the Burge correspondence can be equivalently viewed as a bijection between a matrix \( w = (w_{i,j})_{1 \leq i \leq m, 1 \leq j \leq n} \in \mathbb{Z}_{\geq 0}^{m \times n} \) and a pair \((u, v)\) of Gelfand-Tsetlin patterns (2.10) with the same bottom row. Again, the two patterns can be glued together into an matrix \( t = (u \setminus v) \) as in (2.11)-(2.12), in order to view the Burge correspondence as a map between \( m \times n \) non-negative integer matrices.

Let us now briefly describe how the combinatorial description of the Burge correspondence can be viewed as a sequence of piecewise linear transformations on Gelfand-Tsetlin patterns. Suppose that we have inserted the first \( k \) \(-1\) words, thus obtaining an intermediate \( P \)-tableau corresponding to a Gelfand-Tsetlin pattern \( u = (u_{i,j})_{1 \leq i \leq n, 1 \leq j \leq i \wedge (k-1)} \). We now column insert word \( w_k \), reading it in reverse order, i.e. as \( n^{w_k,n} \cdots 2^{w_k,2} \cdot 1^{w_k,1} \). To convey the main idea in the simplest case, let us assume that \( n = 2 \), so that the intermediate \( P \)-tableau has at most two rows, filled with ones and twos only. When we column insert the first few twos, we start filling with the twos the \( u_{2,2} - u_{1,1} \) “free spaces” in the second row of \( P \). However, we cannot insert more than \( u_{2,2} - u_{1,1} \) twos in the second row of \( P \), otherwise the strict monotonicity of the columns would be violated; hence, if at some point we run out of such “free spaces”, the extra \( w_{k,2} - w_{k,2} \wedge (u_{1,1} - u_{2,2}) \) twos will end up in the first row. As a result, on the one hand the number \( u_{2,2} \) of twos in the second row changes to \( u'_{2,2} = (w_{k,2} + u_{2,2}) \wedge u_{1,1} \); on the other hand, the total length \( u_{2,1} \) of the first row of \( P \) increases to \( u'_{2,1} = u_{2,1} + (w_{k,2} - w_{k,2} \wedge (u_{1,1} - u_{2,2})) \). After the twos have been inserted, we column insert the \( w_{k,1} \) ones, placing them all in the first row. This has the effect of increasing by \( w_{k,1} \) both the number of ones of the first row and the total length of the first row. Namely, \( u_{1,1} \) changes to \( u'_{1,1} = u_{1,1} + w_{k,1} \) and \( u'_{2,1} \) changes to the final value \( u''_{2,1} = u'_{2,1} + w_{k,1} = u_{2,1} + w_{k,2} - w_{k,2} \wedge (u_{1,1} - u_{2,2}) + w_{k,1} \). The change of \( u_{1,1} \) to \( u'_{1,1} \) represents the action of transformation \( \tau_{k,1} := \zeta_{k,1} \) from (2.4) and (2.8), whereas the change of \( (u_{2,1}, u_{2,2}) \) to \( (u''_{2,1}, u'_{2,2}) \) can be viewed as the action of transformation \( \tau_{k,2} := \zeta_{k,2} \circ \zeta_{k-1,1}^{w_{k-1,1}} \) from (2.4), (2.5), and (2.8) (the index \( k \) refers to the fact that the \( k \)-th increasing word \( w_k \) is being inserted).

The construction of \( u \) can thus be achieved via repeated applications of \( \tau_{k,l} \)'s. As for RSK, a symmetry property holds for the Burge correspondence as well: if \( w \) is
mapped onto \((u, v)\), then the transpose of \(w\) is mapped onto \((v, u)\). Therefore, \(v\) can be constructed by applying maps \(\tilde{\tau}_{k,l}'s\) on the transposed matrix. We conclude that the whole output matrix \(t = (u \setminus v)\) is obtained via repeated applications of these diagonal maps.

Thanks to its piecewise linear description, the Burge correspondence can be also extended as a bijection between Young-diagram-shaped arrays with real entries. In this general framework, it is defined\(^4\) as the map \(\B = \mathbb{R}^\lambda \rightarrow \mathbb{R}^\lambda\) given by

\[
\B^\lambda := \tilde{\tau}_{m,n} \circ \tilde{\tau}_{l_{n-1},j_{n-1}} \circ \cdots \circ \tilde{\tau}_{i_1,j_1},
\]

where \(\{(i_1, j_1), \ldots, (i_n, j_n)\}\) is any sequence of distinct boxes of \(\lambda\) such that, for all \(1 \leq k \leq n\), \(\lambda^{(k)} := \{(i_1, j_1), \ldots, (i_k, j_k)\}\) is a Young diagram, and \(\lambda^{(n)} = \lambda\). As in RSK, even though \(\B^\lambda\) is defined for \(\lambda\)-shaped arrays, it may also be applied to \(\mu\)-shaped arrays, for any \(\mu \supseteq \lambda\), by acting on the \(\lambda\) part of the diagram and leaving all entries indexed by \(\mu/\lambda\) unchanged; in such a case, we do not use the simplified notation \(\B\), to avoid ambiguity.

Finally, we may rephrase the definition (2.15) of the Burge correspondence in a recursive fashion: if \((m, n)\) is a corner box of \(\lambda\), then

\[
\B^\lambda = \tilde{\tau}_{m,n} \circ \B^\lambda \setminus \{(m,n)\},
\]

where by convention \(\B^\emptyset = \text{id}\).

The Schützenberger involution For the sake of conciseness, we do not discuss the classical combinatorial construction of this correspondence, but we rather provide its piecewise linear description straightaway. Recalling the definition of the diagonal maps \(\tilde{\sigma}_{k,l}'s\) from (2.7), let us define the map \(\tilde{S} = \tilde{S}^{m \times n} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}\), acting on \(m \times n\) matrices, by

\[
\tilde{S}^{m \times n} := \tilde{\sigma}_{m,1} \circ \tilde{\sigma}_{m,2} \circ \tilde{\sigma}_{m,1} \circ \tilde{\sigma}_{m,3} \circ \cdots \circ \tilde{\sigma}_{m,n-1} \circ \cdots \circ \tilde{\sigma}_{m,1}.
\]

(2.16)

It is easy to see that this is an involution, using the commutative properties of the diagonal maps \(\tilde{\sigma}_{k,l}\) and the fact that each of them is an involution.

Denoting by \(\lambda'\) the conjugate partition of a partition \(\lambda\), define the transposition map \(\mathbf{T} : \mathbb{R}^\lambda \rightarrow \mathbb{R}^{\lambda'}, w \mapsto w^\mathbf{T}\) by setting \(w^\mathbf{T}_{i,j} := w_{j,i}\) for all \((i, j) \in \lambda'\). By definition

\(^4\) The choice of the letter \(\B\) refers to Burge.
of the \( \tilde{\sigma}_{k,l} \)'s, \( \tilde{S} \) only acts on the triangular/trapezoidal lower part\(^5\) \( u \) of the input matrix \( t = (u \backslash v) \), preserving the \((n - m)\)-th diagonal. Calling \( u \tilde{S} \) the lower part of \( \tilde{S}(u \backslash v) \), we thus have that \( \tilde{S}(u \backslash v) = (u \tilde{S} \backslash v) \). Likewise, \( \tilde{T} \tilde{S} T\) only acts on the upper part \( v \), replacing it with another triangular/trapezoidal array that we call \( v \tilde{S} \): we thus have that \( T \tilde{S} T(u \backslash v) = (u \tilde{S} \backslash v) \).

In the case of \( u \) being a Gelfand-Tsetlin pattern (equivalently, its corresponding Young tableau), the maps \( u \mapsto u \tilde{S} \) and \( v \mapsto v \tilde{S} \) coincide with the classical Schützenberger involution defined via jeu de taquin operations – see e.g. \([27,45]\). By extension, we will therefore refer to the maps \( \tilde{S} \) and \( T \tilde{S} T \) on \( m \times n \) real matrices as the Schützenberger involution on the upper and lower part, respectively.

Let us now define the involutions that reverse, respectively, the rows and the columns of an \( m \times n \) matrix:

\[
R : \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times n}, \quad w \mapsto w^R, \quad w^R_{i,j} = w_{m-i+1,j},
\]

(2.17)

\[
C : \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times n}, \quad w \mapsto w^C, \quad w^C_{i,j} = w_{i,n-j+1},
\]

(2.18)

for \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \).

The following theorems relate the RSK, Burge, and Schützenberger correspondences through row and/or column reversion of the input matrix. As we will see in the next section, they all admit a geometric lifting.

**Theorem 2.1** ([27, Appendix A.1])

*Let* \( w \in \mathbb{R}^{m \times n} \). *The following diagram commutes:*

\[
\begin{array}{c}
\xymatrix{ w \ar[r]^\tilde{K} & (u \backslash v) \\
(\tilde{S}T \backslash \tilde{S}) (u \tilde{S} \backslash v) \ar[u]_{RC} & (u \tilde{S} \backslash v) \tilde{S} \tilde{T} \ar[u]_{\tilde{T} \tilde{S} T} }
\end{array}
\]

**Theorem 2.2** ([27, Appendix A.4.1])

*Let* \( w \in \mathbb{R}^{m \times n} \). *The following diagrams commute:*

\[
\begin{array}{c}
\xymatrix{ w^R \ar[r]^\tilde{K} & (u \tilde{S} \backslash v) \\
(\tilde{S}T \backslash \tilde{S}) (u \tilde{S} \backslash v) \ar[u]_{RC} & (u \tilde{S} \backslash v) \tilde{S} \tilde{T} \ar[u]_{\tilde{T} \tilde{S} T} }
\end{array}
\]

---

\(^5\) Again we refer to (2.11)-(2.12) for the notation of lower and upper part.
The geometric Burge correspondence and the partition function...

The above theorems are usually stated in the classical combinatorial context of input matrices with non-negative integer entries [27]. The even more special case of permutation matrices corresponds to the following fact: column inserting the elements \( \sigma(n), \ldots, \sigma(1) \) of a permutation \( \sigma \) in reverse order gives the same \( P \)-tableau as row inserting \( \sigma(1), \ldots, \sigma(n) \) in the standard order, and the Schützenberger dual of the \( Q \)-tableau.

3 Geometric Burge, RSK, and Schützenberger correspondences

In this section we perform the geometric lifting of the piecewise linear bijections introduced in Sect. 2: namely, we formally replace the “tropical operations” \((\lor, \land, +, -)\) with the “usual four operations” \((+, -, \times, \div)\). This will lead to the definition of the corresponding birational maps on polygonal arrays with positive real entries, in terms of local maps on the entries. The geometric RSK correspondence has been first studied in [32,37], but our description in terms of local maps is due to [38] (in the case of rectangular input arrays); the geometric Schützenberger involution has been discussed in [32,37]; finally, to the best of our knowledge, the geometric Burge correspondence has not been considered before. Notice that some confusion might arise from the fact that, in some of the above references, the geometric lifting is called tropical image instead. We will also prove the geometric analog of Theorems 2.1 and 2.2, a result that links together all three geometric correspondences.

For a given Young diagram \( \lambda \), let \( \mathbb{R}^\lambda_{>0} \) be the set of \( \lambda \)-shaped arrays of positive real numbers. For \((i, j) \in \lambda\), we define \( a_{i,j}, b_{i,j}, c_{i,j} : \mathbb{R}^\lambda_{>0} \to \mathbb{R}^\lambda_{>0} \) as the local maps that act on \( w \in \mathbb{R}^\lambda_{>0} \) by only modifying \( w_{i,j} \) according to the following rules:

\[
\begin{align*}
    a_{i,j} : \quad w_{i,j} & \mapsto \frac{1}{w_{i,j}} \left( \frac{1}{w_{i-1,j} + w_{i,j-1}} \right) \left( \frac{1}{w_{i+1,j}} + \frac{1}{w_{i,j+1}} \right)^{-1} , \\
    b_{i,j} : \quad w_{i,j} & \mapsto \frac{1}{w_{i,j}} (w_{i-1,j} + w_{i,j-1}) w_{i,j+1} , \\
    c_{i,j} : \quad w_{i,j} & \mapsto w_{i,j} (w_{i-1,j} + w_{i,j-1}) .
\end{align*}
\]  

(2.1)

(2.2)

(2.3)

For two distinct indices \((i, j), (k, l) \in \lambda\), we also define \( d_{i,j}^{k,l} : \mathbb{R}^\lambda_{>0} \to \mathbb{R}^\lambda_{>0} \) as the local map that acts on an array \( w \in \mathbb{R}^\lambda_{>0} \) by only modifying \( w_{i,j} \) and \( w_{k,l} \) as follows:
F for any corner box $a, b, c$.

All these local maps are bijective, but only $a_{i,j}, b_{i,j},$ and $d_{i,j}$ to be well-defined, $(i + 1, j)$ and/or $(i, j + 1)$ must be boxes of $\lambda$.

It will also be useful to define the map $e_{i,j}^k$, which acts on a $\lambda$-shaped array $w$, with $(i, j), (k, l) \in \lambda$, by exchanging $w_{i, j}$ with $w_{k, l}$:

$$e_{i,j}^k: \begin{cases} w_{i,j} \mapsto w_{k,l}, \\ w_{k,l} \mapsto w_{i,j}. \end{cases}$$

(2.5)

All these local maps are bijective, but only $a_{i,j}, b_{i,j},$ and $e_{i,j}^k$ are involutions. As in the “tropical” case, they all satisfy obvious commutative properties, due to their local action on the entries of the input array. For example, local maps of type (2.1)–(2.3) commute whenever the subscripts are not nearest neighbors in $\mathbb{N}^2$.

Let us now define, for all $(k, l) \in \lambda$, the following diagonal maps:

$$\varrho_{k,l} := a_{k-h+1,l-h+1} \circ a_{k-h+2,l-h+2} \circ \cdots \circ a_{k-1,l-1} \circ c_{k,l},$$

(2.6)

$$\sigma_{k,l} := a_{k-h+1,l-h+1} \circ a_{k-h+2,l-h+2} \circ \cdots \circ a_{k-1,l-1} \circ b_{k,l},$$

(2.7)

$$\tau_{k,l} := c_{k,l} \circ d_{k-1,l-1}^k \circ \cdots \circ d_{k-h+2,l-h+2}^k \circ d_{k-h+1,l-h+1}^k,$$

(2.8)

where $h := k \land l$. All these maps are bijective, and $\sigma_{k,l}$ is also an involution. Any two diagonal maps commute if they act on diagonals that are not the same nor neighboring.

We can now define the geometric Robinson-Schensted-Knuth (RSK) correspondence $K = K^\lambda$ and the geometric Burge correspondence $B = B^\lambda$ as the bijections $\mathbb{R}^{\lambda}_{>0} \to \mathbb{R}^{\lambda}_{>0}$ given by

$$K := \varrho_{i_n,j_n} \circ \varrho_{i_{n-1},j_{n-1}} \circ \cdots \circ \varrho_{i_1,j_1},$$

(2.9)

$$B := \tau_{i_n,j_n} \circ \tau_{i_{n-1},j_{n-1}} \circ \cdots \circ \tau_{i_1,j_1}.$$  

(2.10)

As in (2.13) and (2.15), here $((i_1, j_1), \ldots, (i_n, j_n))$ is any sequence of distinct boxes such that, for all $1 \leq k \leq n$, $\lambda^{(k)} := \{(i_1, j_1), \ldots, (i_k, j_k)\}$ is a Young diagram, and $\lambda^{(n)} = \lambda$. We will be mostly using the following equivalent recursive definition of $K$ and $B$:

$$K^\lambda = \varrho_{m,n} \circ K^{\lambda\setminus\{(m,n)\}}$$ and  

$$B^\lambda = \tau_{m,n} \circ B^{\lambda\setminus\{(m,n)\}},$$

(2.11)

for any corner box $(m, n)$ of $\lambda$, where by convention $K^{\emptyset} = B^{\emptyset} = \text{id}$.

Recall that we denote by $T$ the map that acts on a Young-diagram-shaped array by transposing it in the usual way. As in the “tropical” case, it is easy to see that the
geometric RSK and Burge correspondences satisfy a symmetry property: $K(w^T) = K(w)^T$ and $B(w^T) = B(w)^T$ for all $w \in \mathbb{R}_{>0}$ – see Proposition 5.1 for a formal statement and proof in the Burge case.

We next define the geometric Schützenberger involution $S = S_{m \times n} : \mathbb{R}_{>0}^{m \times n} \to \mathbb{R}_{>0}^{m \times n}$ by

$$S_{m \times n} := \sigma_{m,1} \circ \sigma_{m,2} \circ \sigma_{m,1} \circ (\sigma_{m,3} \circ \sigma_{m,2} \circ \sigma_{m,1}) \circ \cdots \circ (\sigma_{m,n-1} \circ \cdots \circ \sigma_{m,1}).$$

(2.12)

Similarly to Sect. 2, we write $t = (u \setminus v)$ for a matrix $t$ with “lower part” $u$ and “upper part” $v$ (i.e. the parts that $t$ is divided into by the diagonal that contains the bottom-right corner of the matrix) – see (2.10)-(2.11)-(2.12). We have that $S$ (respectively, $TST$) acts on $t$ by modifying the lower part $u$ (respectively, the upper part $v$) only, and preserving the $(n - m)$-th diagonal. Therefore, if $u^S$ is the lower part of $S(u \setminus v)$ and $v^S$ is the upper part of $TST(u \setminus v)$, then we have that $S(u \setminus v) = (u^S \setminus v)$ and $TST(u \setminus v) = (u \setminus v^S)$. The maps $u \mapsto u^S$ and $v \mapsto v^S$ can be regarded as the geometric lifting of (the generalization of) the Schützenberger involution studied in [8].

The relation between geometric RSK and geometric Schützenberger involution goes through both row and column reversion of the input matrix, as stated in the following theorem, which is the geometric analog of Theorem 2.1. As in (2.17)-(2.18), $R$ and $C$ denote the maps that reverse, respectively, the rows and the columns of a matrix.

**Theorem 3.1** ([32, Section 4.5], [37, Sections 2.4, 3.1]) *Let $w \in \mathbb{R}_{>0}^{m \times n}$. The following diagram commutes:*

$$\begin{array}{ccc}
w & \xrightarrow{K} & (u \setminus v) \\
\downarrow R C & & \downarrow T S T S \\
w^{R C} & \xrightarrow{K} & (u^S \setminus v^S)
\end{array}$$

We will now prove a stronger and fundamental result that represents the geometric lifting of Theorem 2.2. It connects the geometric RSK, Burge, and Schützenberger correspondences through either column reversion or row reversion of the input matrix.

**Theorem 3.2** *Let $w \in \mathbb{R}_{>0}^{m \times n}$. The following diagrams commute:*

$$\begin{array}{ccc}
w & \xrightarrow{K} & (u \setminus v) \\
\downarrow C & & \downarrow S \\
w^C & \xrightarrow{B} & (u^S \setminus v)
\end{array} \quad \begin{array}{ccc}
w & \xrightarrow{K} & (u \setminus v) \\
\downarrow R & & \downarrow T S T \\
w^R & \xrightarrow{B} & (u \setminus v^S)
\end{array}$$

Notice that Theorem 3.1 can be indeed derived as a straightforward consequence of Theorem 3.2. To prove the latter result we need the following proposition, whose proof is quite involved and is postponed to the appendix.
Proposition 3.3  If \((p, q), (p, q + 1), (p - 1, q) \in \lambda\), then the following relation between maps acting on \(\lambda\)-shaped arrays holds:

\[
\sigma_{p,q} \varrho_{p,q+1} \tau_{p,q} = \tau_{p,q+1} \varrho_{p,q} \sigma_{p-1,q} e_{p,q}^{p,q+1}.
\]  (2.13)

The latter can be seen as a structural ‘commutation relation’ between the diagonal maps involved in the geometric RSK, Burge, and Schützenberger bijections. Following the same lines of our proofs (or, alternatively, using a tropical limit procedure as in [11, Sect. 1.1.3]), one can argue that an analogous commutation relation holds for the corresponding piece-wise linear maps discussed in Sect. 2. However, we are not aware of any combinatorial version of Proposition 3.3 in the literature and, moreover, this appears to be a somewhat non-trivial identity, even in the combinatorial setting. Notice that the combinatorial analog of Theorem 3.2, i.e. Theorem 2.2, is classically proven without resorting to the piece-wise linear formulation of the combinatorial correspondences.

Proof of Theorem 3.2  The second relation \(TSTK = BR\) just follows from the first relation \(BC = SK\) as well as the basic properties of the maps involved. Namely, assuming that \(BC = SK\) holds true, recalling that both \(K\) and \(B\) commute with the transposition, and using the trivial fact that \(TCT = R\), we obtain:

\[
TSTK = TSKT = TBCT = BTCT = BR.
\]

We are then left to prove that \(BC = SK\) as maps \(\mathbb{R}_{>0}^{m \times n} \rightarrow \mathbb{R}_{>0}^{m \times n}\); to do so, we will apply the induction principle several times. Let us first fix any \(n \geq 1\) and proceed by induction on \(m\), i.e. the number of rows of the matrices. For \(m = 1\) and a \(1 \times n\) matrix \(w = (w_1 \ w_2 \ldots \ w_{n-1} \ w_n)\), by definition we have that

\[
K(w) = B(w) = \left( w_1 \ w_1 \ w_2 \ldots \prod_{k=1}^{n-1} w_k \prod_{k=1}^{n} w_k \right).
\]

It is also easy to check that

\[
S(w) = \left( \begin{array}{c} w_n \\ w_{n-1} \\ w_{n-2} \\ \vdots \\ w_1 \end{array} \right). 
\]

It follows that

\[
BC(w) = B \left( w_n \ w_{n-1} \ldots \ w_2 \ w_1 \right) \\
= \left( w_n \ w_{n-1} w_n \ldots \prod_{k=2}^{n} w_k \prod_{k=1}^{n} w_k \right),
\]

\[
= S \left( w_1 \ w_1 \ w_2 \ldots \prod_{k=1}^{n-1} w_k \prod_{k=1}^{n} w_k \right) = SK(w),
\]

thus proving that \(BC = SK\) for \(1 \times n\) matrices.

Let us now suppose by induction that for a given \(m > 1\) the statement is true in the case of \((m - 1) \times n\) matrices for all \(n \geq 1\), and prove the statement in the
case of \( m \times n \) matrices for all \( n \geq 1 \). Let \( x = (x_{i,j})_{1 \leq i \leq m-1, 1 \leq j \leq n} \in \mathbb{R}_{>0}^{(m-1) \times n} \), \( y = (y_1, \ldots, y_n) \in \mathbb{R}_{>0}^{1 \times n} \), and

\[
\mathbf{w} := \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x_{1,1} & \ldots & x_{1,n} \\ \vdots & \ddots & \vdots \\ x_{m-1,1} & \ldots & x_{m-1,n} \\ y_1 & \ldots & y_n \end{pmatrix}.
\]

By definition, the geometric Burge correspondence on \( \mathbf{w} \) can be obtained by applying maps \( \tau_{k,l} \)'s first for all \( 1 \leq k \leq m-1 \) and \( 1 \leq l \leq n \), and subsequently for \( k = m \) and \( 1 \leq l \leq n \). Therefore,

\[
\text{BC}(\mathbf{w}) = \tau_{m,n} \cdots \tau_{m,1} \left( \frac{\text{BC}(\mathbf{x})}{C(y)} \right) = \tau_{m,n} \cdots \tau_{m,1} \left( \frac{\text{SK}(\mathbf{x})}{C(y)} \right),
\]

where in the latter equality we have applied the induction hypothesis on \( \mathbf{x} \). The same reasoning holds for the geometric RSK as a composition of maps \( \varrho_{k,l} \)'s:

\[
\text{SK}(\mathbf{w}) = \varrho_{m,n} \cdots \varrho_{m,1} \left( \frac{K(\mathbf{x})}{y} \right).
\]

Since \( K \) is invertible, to conclude that \( \text{BC} = \text{SK} \) on \( m \times n \) matrices it suffices to show that

\[
\tau_{m,n} \cdots \tau_{m,1} \left( \frac{S(\mathbf{x})}{C(y)} \right) = \varrho_{m,n} \cdots \varrho_{m,1} \left( \frac{x}{y} \right). \tag{2.14}
\]

We are then left to prove (2.14) for all \( m > 1 \) and \( n \geq 1 \). We will now fix \( m \) and proceed by induction on \( n \). The statement for \( n = 1 \) follows from the fact that \( \tau_{m,1} = \varrho_{m,1} = \varrho_{m,1} \) and \( S^{k \times 1} = C^{k \times 1} = \text{id}^{k \times 1} \) for any \( k \geq 1 \). We will now show that, for any given \( N > 1 \), if (2.14) holds for \( n = N - 1 \), then it also holds for \( n = N \). For \( n = N \), the left-hand side of (2.14) reads as

\[
\tau_{m,N} \cdots \tau_{m,1} \left( \frac{S(\mathbf{x})}{C(y)} \right) = \tau_{m,N} \left( \tau_{m,N-1} \cdots \tau_{m,1} \right) \left( \frac{S^{(m-1) \times (N-1)}(\sigma_{m-1,N-1} \cdots \sigma_{m-1,1})}{y_N \ y_{N-1} \ \cdots \ y_2 \ y_1} \right)
\]

\[
= \tau_{m,N} S^{m \times (N-1)}(\varrho_{m,N-1} \cdots \varrho_{m,1}) \left( \frac{(\sigma_{m-1,N-1} \cdots \sigma_{m-1,1})}{y_2 \ \cdots \ y_{N-1} \ y_N} \right)
\]

\[
= \tau_{m,N} S^{m \times (N-1)}(\varrho_{m,N-1} \cdots \varrho_{m,1}) (e_{m,N-1} \cdots e_{m,1}) \left( \frac{(\sigma_{m-1,N-1} \cdots \sigma_{m-1,1})}{y_1 \ y_2 \ \cdots \ y_{N-1} \ y_N} \right)
\]

\[
= \tau_{m,N} S^{m \times (N-1)}(\varrho_{m,N-1} \cdots \varrho_{m,1}) (\sigma_{m-1,N-1} \cdots \sigma_{m-1,1}) \left( \frac{x}{y} \right).
\]
For the above equalities we have used, in order: the recursive definition of $S$; the induction hypothesis, i.e. (2.14) for $n = N - 1$; the definition of the exchange operator $e_{i,j}^k$; finally, the commutative properties of local and diagonal maps. On the other hand, for $n = N$, the right-hand side of (2.14) reads as
\[
S_{Q_m,N} \cdots Q_m,1 \begin{pmatrix} x \\ y \end{pmatrix} = S_{m \times (N-1)}^m \left( (\sigma_{m,N-1} \cdots \sigma_{m,1}) (Q_m,N \cdots Q_m,2) Q_m,1 \right) \begin{pmatrix} x \\ y \end{pmatrix}
\]
again by definition of $S$ and the commutative properties. To conclude that (2.14) holds for $n = N$, it thus remains to show that
\[
\tau_{m,N} (Q_m,N-1) e_{m,N-1}^{m,N} \cdots (Q_m,1) e_{m,1}^{m,2} = (\sigma_{m,N-1} e_{m,N}) \cdots (\sigma_{m,1}) e_{m,1}. \tag{2.15}
\]
In turn, the latter readily follows from $N - 1$ iterative applications of Proposition 3.3 together with the already noticed fact that $\tau_{m,1} = e_{m,1}$. \qed

4 Properties of the geometric Burge correspondence

In this section we prove the volume preserving property and other useful properties of the geometric Burge correspondence. Such properties will follow either directly from the definition via local maps given in Sect. 3 or from Theorem 3.2, as a consequence of the analogous properties of the geometric RSK correspondence [38].

For the geometric RSK correspondence, it is known that the product of the last $k$ entries of a diagonal in the output array can be expressed in terms of the input array as a “partition function” on $k$ non-intersecting directed lattice paths.

**Proposition 4.1** ([37,38]) Let $w \in \mathbb{R}_{>0}^{m \times n}$ and $t := K(w)$. For all $1 \leq k \leq m \wedge n$ we have that
\[
l_{m,n} l_{m-1,n-1} \cdots l_{m-k+1,n-k+1} = \sum_{(\pi_1, \ldots, \pi_k) \in \Pi_{m,n}^{(k)}} \prod_{(i,j) \in \pi_1 \cup \ldots \cup \pi_k} w_{i,j}, \tag{2.1}
\]
where $\Pi_{m,n}^{(k)}$ is the set of $k$-tuples of non-intersecting directed lattice paths in $\mathbb{N}^2$ starting at $(1,1), (1,2), \ldots, (1,k)$ and ending at $(m,n-k+1), (m,n-k+2), \ldots, (m,n)$ respectively.

The geometric Burge correspondence has a similar property, where the non-intersecting paths go in the north-east direction instead of south-east. This fact is proven in the next proposition. We state the result for generic Young-diagram-shaped
arrays, and specialize it to the “extreme” cases, which are of particular interest. First, denote the product of all the entries on the $k$-th diagonal of $t \in \mathbb{R}_{>0}^k$ by

$$P_k(t) := \prod_{j-i=k} t_{i,j}. \quad (2.2)$$

**Proposition 4.2** Let $w \in \mathbb{R}_0^\lambda$ and $t := B(w)$. If $(m, n)$ is a border box of $\lambda$, then for all $1 \leq k \leq m \wedge n$ we have that

$$t_{m,n} t_{m-1,n-1} \cdot \cdot \cdot t_{m-k+1,n-k+1} = \sum_{(\pi_1, \ldots, \pi_k) \in \Gamma_{m,n}^*(k)} \prod_{(i,j) \in \pi_1 \cup \ldots \cup \pi_k} w_{i,j}, \quad (2.3)$$

where $\Gamma_{m,n}^*$ is the set of $k$-tuples of non-intersecting directed lattice paths in $\mathbb{N}^2$ starting at $(m, 1), (m, 2), \ldots, (m, k)$ and ending at $(1, n-k+1), (1, n-k+2), \ldots, (1, n)$ respectively. In particular, for $k = 1$,

$$t_{m,n} = \sum_{\pi \in \Pi_{m,n}^{(1)}} \prod_{(i,j) \in \pi} w_{i,j}, \quad (2.4)$$

and, for $k = m \wedge n$,

$$P_{n-m}(t) = \prod_{i=1}^m \prod_{j=1}^n w_{i,j}. \quad (2.5)$$

**Proof** Identities (2.4) and (2.5) are straightforward consequences of (2.3), hence we only need to prove the latter. It is clear from (2.10) that

$$t = B^\lambda(w) = \tau_{i_1,j_1} \circ \ldots \circ \tau_{i_l,j_l} \circ B^{m \times n}(w), \quad (2.6)$$

where $l = |\lambda| - mn$ and $(i_1, j_1), \ldots, (i_l, j_l)$ are chosen so that $(m \times n) \cup \{(i_1, j_1), \ldots, (i_l, j_l)\}$ is a Young diagram for all $1 \leq h \leq l$. Since by hypothesis $(m, n)$ is the last box of $\lambda$ on the corresponding diagonal, the application of $\tau_{i_1,j_1}, \ldots, \tau_{i_l,j_l}$ in (2.6) does not modify the $(n - m)$-th diagonal of $B^{m \times n}(w)$. It then suffices to prove (2.3) when $\lambda = m \times n$ is a rectangular partition, so we now restrict to this case. By Theorem 3.2 we have that $t = B(w) = \tilde{t}^\lambda$, where $\tilde{t} := K(w^C)$. By Proposition 4.1, we have that

$$\tilde{t}_{m,n} \tilde{t}_{m-1,n-1} \cdot \cdot \cdot \tilde{t}_{m-k+1,n-k+1} = \sum_{(\pi_1, \ldots, \pi_k) \in \Pi_{m,n}^{(k)}} \prod_{(i,j) \in \pi_1 \cup \ldots \cup \pi_k} w_{i,n-j+1}$$

$$= \sum_{(\pi_1, \ldots, \pi_k) \in \Pi_{m,n}^*} \prod_{(i,j) \in \pi_1 \cup \ldots \cup \pi_k} w_{i,j}.$$
The geometric Schützenberger involution does not modify the \((n - m)\)-th diagonal of 
\(\tilde{t}\), hence 
\(\tilde{t}_{m,n} = t_{m,n}, \tilde{t}_{m-1,n-1} = t_{m-1,n-1}, \ldots, \tilde{t}_{m-k+1,n-k+1} = t_{m-k+1,n-k+1}\). The
above display then proves (2.3) in the case \(\lambda = m \times n\).

We now state another property of the geometric Burge correspondence, which
expresses the sum of certain ratios of output entries as a sum of inverse input entries.

**Proposition 4.3** Let \(w \in \mathbb{R}_{\geq 0}^\lambda\) and \(t := B(w)\). We have that

\[
\frac{1}{t_{1,1}} = \sum_{i: (i,i) \in \lambda} \frac{1}{w_{i,i}},
\]

(2.7)

\[
\sum_{(i,j) \in \lambda} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} = \sum_{(i,j) \in \lambda} \frac{1}{w_{i,j}},
\]

(2.8)

with the convention that \(t_{0,1} = t_{1,0} = 1/2\) and \(t_{0,k} = t_{k,0} = 0\) for all \(k > 1\).

**Proof** Let \((n, n)\) be the (only) border box of \(\lambda\) on the main diagonal. Then (2.7) can be
obtained by setting \(m = n\) in Proposition 4.2 and dividing both sides of equation (2.3),
taken with \(k = n - 1\), by the corresponding sides of (2.5).

To prove (2.8), we proceed by induction on \(|\lambda|\). If \(\lambda\) has just the box \((1, 1)\), then (2.8)
follows for example from (2.7). Assume now that \(|\lambda| > 1\), and pick any corner box
\((m, n)\) of \(\lambda\). Let \(w \in \mathbb{R}_{\geq 0}^\lambda\) and \(t := B(w)\). Set \(\tilde{\lambda} := \lambda \setminus \{(m, n)\}\) and \(\tilde{t} := B^\lambda(w)\), so
that \(t = \tau_{m,n}(\tilde{t})\) by (2.11). By induction, the statement holds for the input array \(w\) and
the output array \(\tilde{t}\) when they are both restricted to the partition \(\tilde{\lambda}\). It then suffices to prove that

\[
\sum_{(i,j) \in \lambda} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} = \sum_{(i,j) \in \tilde{\lambda}} \frac{\tilde{t}_{i-1,j} + \tilde{t}_{i,j-1}}{\tilde{t}_{i,j}} + \frac{1}{w_{m,n}}.
\]

(2.9)

To fix the ideas, let us suppose \(m \leq n\) and set \(p := n - m \geq 0\). By (2.8), we then have that

\[
\tau_{m,n} = c_{m,n} \circ d_{m-1,n-1}^m \circ \cdots \circ d_{2,p+2}^m \circ d_{1,p+1}^m.
\]

In particular, the arrays \(t\) and \(\tilde{t}\) only differ at the entries on the \(p\)-th diagonal. Therefore,
we may restrict the sums on both sides of (2.9) to the terms that involve entries on the
\(p\)-th diagonal of \(t\) and \(\tilde{t}\). We are thus left to prove that

\[
\sum_{i=1}^{m-1} \left[ \frac{t_{i-1,p+i} + t_{i,p+i-1}}{t_{i,p+i}} + t_{i,p+i} \left( \frac{1}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} \right) \right] + \frac{t_{m-1,n} + t_{m,n-1}}{t_{m,n}}
\]

\[
= \sum_{i=1}^{m-1} \left[ \frac{\tilde{t}_{i-1,p+i} + \tilde{t}_{i,p+i-1}}{\tilde{t}_{i,p+i}} + \tilde{t}_{i,p+i} \left( \frac{1}{\tilde{t}_{i+1,p+i}} + \frac{1}{\tilde{t}_{i,p+i+1}} \right) \right] + \frac{1}{w_{m,n}}.
\]

(2.10)
To prove the latter, set \( t^{(0)} := \tilde{t} \) and \( t^{(i)} := d_{i,p+i}^{m,n}(t^{(i-1)}) \) for \( 1 \leq i \leq m-1 \), so that \( t = c_{m,n}(t^{(m-1)}) \). By definitions (2.4) and (2.3), we thus have that

\[
t_{i,p+i} = \left( \frac{1}{t_{i,p+i}} + \frac{1}{t^{(i-1)}_{i-1,p+i + t_{i,p+i-1}}} \right)^{-1} \quad \text{for } 1 \leq i \leq m-1, \tag{2.11}
\]

\[
t_{m,n} = t^{(m-1)}_{m-1,n + t_{m,n-1}}. \tag{2.12}
\]

Again from (2.4) it also follows that

\[
t^{(i)}_{m,n} = \left( \frac{t^{(i-1)}_{m,n} (t_{i-1,p+i} + t_{i,p+i-1})}{t^{2}_{i,p+i}} + \frac{1}{t_{i,p+i}} \right) \left( \frac{1}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} \right)^{-1}
\]

for \( 1 \leq i \leq m-1 \), which is equivalent to

\[
t^{(i-1)}_{m,n} = \left[ \frac{i^{(i)}_{m,n}}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} - \frac{1}{t_{i,p+i}} \right] \frac{t^{2}_{i,p+i}}{t_{i-1,p+i} + t_{i,p+i-1}}. \tag{2.13}
\]

From (2.11) and (2.13) we obtain another expression for \( t_{i,p+i} \) that involves \( t^{(i)}_{m,n} \) instead of \( t^{(i-1)}_{m,n} \):

\[
t_{i,p+i} = \tilde{t}_{i,p+i} - \frac{1}{t^{(i)}_{m,n}} \left( \frac{1}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} \right)^{-1}. \tag{2.14}
\]

We now compute the left-hand side of (2.10) by using (2.11) for the first occurrence of \( t_{i,p+i} \) (\( 1 \leq i \leq m-1 \)), (2.14) for the second occurrence of \( t_{i,p+i} \) (\( 1 \leq i \leq m-1 \)), and (2.12) for the only occurrence of \( t_{m,n} \):

\[
\sum_{i=1}^{m-1} \left[ \frac{t_{i-1,p+i} + t_{i,p+i-1}}{t_{i,p+i}} + t_{i,p+i} \left( \frac{1}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} \right) \right] + \frac{t_{m-1,n} + t_{m,n-1}}{t_{m,n}} = \sum_{i=1}^{m-1} \left[ \frac{t_{i-1,p+i} + t_{i,p+i-1}}{t_{i,p+i}} + \frac{1}{t^{(i)}_{m,n}} + \tilde{t}_{i,p+i} \left( \frac{1}{t_{i+1,p+i}} + \frac{1}{t_{i,p+i+1}} \right) - \frac{1}{t^{(i)}_{m,n}} \right]
\]

\[
+ \frac{1}{t^{(m-1)}_{m,n}}.
\]

Noticing that
as the summation is telescopic and \( \tilde{t}_{m,n}^{(0)} = \tilde{t}_{n,m} = w_{m,n} \), we conclude that (2.10) holds.

\[ \sum_{i=1}^{m-1} \left[ \frac{1}{t_{m,n}^{(i-1)}} - \frac{1}{t_{m,n}^{(i)}} \right] + \frac{1}{t_{m,n}^{(m-1)}} = \frac{1}{w_{m,n}}, \]

Remark 4.4 All the geometric correspondences of Sect. 3 have been defined via composition of local maps and hence, essentially, via a recursive procedure. Furthermore, the geometric RSK correspondence possesses another recursive structure on the border output entries, as we now explain. Let the geometric RSK correspondence possesses another recursive structure on the border position of local maps and hence, essentially, via a recursive procedure. Furthermore, Remark 4.4 All the geometric correspondences of Sect. 3 have been defined via composition of local maps and hence, essentially, via a recursive procedure. Furthermore, the geometric RSK correspondence possesses another recursive structure on the border output entries, as we now explain. Let \((m, n)\) be a border box of a partition \(\lambda\), \(w \in \mathbb{R}_{\geq 0}^\lambda\), \(s := K(w)\), and \(t := B(w)\). It is immediate to see from the definition (2.9) of geometric RSK correspondence that \(s_{m,n} = (s_{m-1,n} + s_{m,n-1})w_{m,n}\). However, the geometric Burge correspondence lacks such an obvious recursive structure, in the sense that \(t_{m,n}\) cannot be written as a function of the entries of \(t\) and \(w\) in the boxes neighboring \((m, n)\). This is also reflected by the fact that the right-hand side of (2.4), which expresses \(t_{m,n}\) in terms of directed paths on the input array \(w\), also lacks a recursive structure if viewed as a function of \((m, n)\). Therefore, it is not clear how to prove (2.4) inductively, i.e. similarly to the proof strategy of Proposition 4.3. On the other hand, it is easy to see that both sides of (2.5) do have an inductive structure, so formula (2.5) could be also proven inductively from the definition of geometric Burge correspondence.

We now state and prove the volume-preserving property for the geometric Burge correspondence in log-log variables.

Theorem 4.5 Let \(w \in \mathbb{R}_{\geq 0}^\lambda\) and \(t := B(w)\). Then, the map

\[ (\log w_{i,j})(i,j) \in \lambda \mapsto (\log t_{i,j})(i,j) \in \lambda \]

has Jacobian \(\pm 1\).

Proof As \(B\) can be written as a composition of \(c_{k,l}\)'s and \(d_{i,j}^{k,l}\)'s (see (2.10) and (2.8)), it suffices to show that both these types of local maps are volume preserving in log-log variables. This property is immediate for \(c_{k,l}\), so we will prove it for \(d_{i,j}^{k,l}\) only. We will also suppose that \(i, j > 1\), as the proof simplifies when \(i = 1\) or \(j = 1\). Set

\[
\begin{align*}
&x_1 := \log w_{i,j}, \quad x_3 := \log w_{i-1,j}, \quad x_5 := \log w_{i+1,j}, \\
&x_2 := \log w_{k,l}, \quad x_4 := \log w_{i,j-1}, \quad x_6 := \log w_{i,j+1}.
\end{align*}
\]

Looking at the definition (2.4) of \(d_{i,j}^{k,l}\), we define the transformation \(F : \mathbb{R}^6 \to \mathbb{R}^6\) with \(i\)-th component

\[
F_i(x_1, \ldots, x_6) = \begin{cases} 
-\log \left[ e^{-x_1} + e^{-x_2} (e^{x_3} + e^{x_4})^{-1} \right] & i = 1, \\
\log \left[ e^{x_2-2x_1} (e^{x_3} + e^{x_4}) + e^{-x_1} \right] - \log \left[ e^{-x_5} + e^{-x_6} \right] & i = 2, \\
x_i & 3 \leq i \leq 6.
\end{cases}
\]
To obtain the Jacobian of $F$, it suffices to compute the partial derivatives of $F_1$ and $F_2$ with respect of $x_1$ and $x_2$. Setting

$$g(x_1, x_2, x_3, x_4) := \frac{e^{-x_1}}{e^{-x_1} + e^{-x_2}(e^{x_3} + e^{x_4}) - 1},$$

one can easily obtain:

$$\frac{\partial F_1}{\partial x_1} = g, \quad \frac{\partial F_1}{\partial x_2} = 1 - g, \quad \frac{\partial F_2}{\partial x_1} = -1 - g, \quad \frac{\partial F_2}{\partial x_2} = g.$$

Therefore, the modulus of the Jacobian of $F$ is given by

$$\left| \frac{\partial F_1}{\partial x_1} \frac{\partial F_2}{\partial x_2} - \frac{\partial F_1}{\partial x_2} \frac{\partial F_2}{\partial x_1} \right| = |g^2 - (1 - g)(-1 - g)| = 1,$$

as desired.

5 The geometric Burge correspondence on symmetric arrays

A self-conjugate partition, or equivalently a symmetric Young diagram, is a partition $\lambda$ such that $(i, j) \in \lambda$ if and only if $(j, i) \in \lambda$. If $\lambda$ is a self-conjugate partition, an array $w$ of shape $\lambda$ is called symmetric if $w^T = w$, i.e. $w_{i,j} = w_{j,i}$ for all $(i, j) \in \lambda$.

The aim of this section is to explain how the geometric Burge correspondence behaves when restricted to symmetric arrays. This will be a key ingredient for the polymer analysis in Sect. 6.

Proposition 5.1 For any $w \in \mathbb{R}_\lambda^\lambda_{>0}$, we have that $B(w^T) = B(w)^T$. In particular, if $w$ is a symmetric array, then $B(w)$ also is.

Proof The equality $B(w^T) = B(w)^T$ follows from the fact that $B$ is a composition of local maps $c_{k,l}$’s and $d_{k,l}$’s, which trivially commute with the transposition map (see definitions (2.3) and (2.4)). In particular, if $w$ is symmetric, i.e. $w = w^T$, then $B(w) = B(w)^T$, which means that $B(w)$ is also symmetric.

The latter proposition implies that the geometric Burge correspondence on symmetric arrays of shape $\lambda$ can be restricted to a bijection on arrays indexed by the “upper part” of $\lambda$, i.e. $\lambda_{up} := \{(i, j) \in \lambda : i \leq j\}$ (notice that, in general, $\lambda_{up}$ is not a partition). Namely, there exists a bijection

$$B^{up} : \mathbb{R}_{\lambda_{up}}^{\lambda_{up}}_{>0} \rightarrow \mathbb{R}_{\lambda_{up}}^{\lambda_{up}}_{>0}, \quad (w_{i,j})_{(i,j) \in \lambda_{up}} \mapsto (t_{i,j})_{(i,j) \in \lambda_{up}}$$

such that $B(w)|_{\lambda_{up}} = B^{up}(w)|_{\lambda_{up}}$ for all $w \in \mathbb{R}_{\lambda_{up}}^\lambda_{>0}$. One obvious way to obtain the output of $B^{up}$ is to take the input array indexed by $\lambda_{up}$, symmetrize it about the diagonal, apply the geometric Burge correspondence, thus obtaining (via Proposition 5.1) another symmetric array, which can be restricted back to $\lambda_{up}$. Another equivalent way is to
define new local maps, by slightly modifying the original definitions, and apply them directly to the restricted array \((w_{i,j})_{(i,j)\in \lambda}^{up}\). More precisely, the new local maps \(c_{i,j}^{up}\) and \(d_{i,j}^{k,l,up}\) need to be defined as follows:

- If \(i < j\) and \(k < l\), then \(c_{i,j}^{up} := c_{i,j}\) and \(d_{i,j}^{k,l,up} := d_{i,j}^{k,l}\).
- If \(i = j\) and \(k = l\), then \(c_{i,j}^{up}\) and \(d_{i,j}^{k,l,up}\) only modify the following entries:

\[
c_{i,j}^{up} : \begin{cases} w_{i,i} \mapsto 2w_{i-1,i}w_{i,i}, \\ w_{i,k} \mapsto \left(\frac{1}{w_{i,i}} + \frac{1}{2w_{i-1,i}w_{k,k}}\right)^{-1}, \\ w_{k,k} \mapsto \left(\frac{2w_{i-1,i}w_{k,k}}{w_{i,i}} + \frac{1}{w_{i,i}}\right) \frac{w_{i,i+1}}{2}, \end{cases} \tag{2.1}
\]

\[
d_{i,i}^{k,k,up} : \begin{cases} w_{i,i} \mapsto \frac{1}{w_{i,i}} + \frac{1}{2w_{i-1,i}w_{k,k}}, \\ w_{k,k} \mapsto \left(\frac{2w_{i-1,i}w_{k,k}}{w_{i,i}} + \frac{1}{w_{i,i}}\right) \frac{w_{i,i+1}}{2}, \end{cases} \tag{2.2}
\]

with the usual conventions that \(w_{0,1} = 1/2\) and \(w_{0,k} = 0\) for all \(k > 1\).

These new local maps can be obtained by just specializing (2.3)-(2.4) to the symmetric case. We then define \(\tau_{k,l}^{up}\), for all \(k \leq l\), by just replacing \(c_{k,l}\) with \(c_{k,l}^{up}\) and each \(d_{i,j}^{k,l}\) with \(d_{i,j}^{k,l,up}\) in the definition (2.8) of \(\tau_{k,l}\). We can finally construct \(B^{up}\) by setting

\[
B^{up} := \tau_{i_{n},j_{n}}^{up} \circ \tau_{i_{n-1},j_{n-1}}^{up} \circ \cdots \circ \tau_{i_{1},j_{1}}^{up}, \tag{2.3}
\]

where \(((i_1, j_1), \ldots, (i_n, j_n))\) is any sequence of distinct boxes such that, for each \(1 \leq k \leq n\),

\[
\lambda^{(k)} := \{(i_1, j_1) \ldots, (i_k, j_k)\}_{k=1}^{n} \cup \{(j_1, i_1) \ldots, (j_k, i_k)\}_{k=1}^{n}
\]

is a Young diagram, and \(\lambda^{(n)} = \lambda\).

The properties stated in Propositions 4.2 and 4.3 automatically hold when the geometric Burge correspondence is restricted to symmetric arrays. On the other hand, the volume-preserving property does not follow immediately and is addressed in the next theorem.

**Theorem 5.2** Let \(w \in \mathbb{R}_{>0}^{\lambda}\) be a symmetric array and let \(t := B(w)\). Then, the map

\[
(\log w_{i,j})_{(i,j)\in \lambda, i \leq j} \mapsto (\log t_{i,j})_{(i,j)\in \lambda, i \leq j}
\]

has Jacobian \(\pm 1\).

**Proof** Set \(\lambda^{up} := \{(i, j) \in \lambda: i \leq j\}\). As explained above, we have that \(t|_{\lambda^{up}} = B^{up}(w|_{\lambda^{up}})\). Since \(B^{up}\) can be defined by (2.3), it is a composition of \(c_{i,j}^{up}\'s\) and \(d_{i,j}^{k,l,up}\'s\). Therefore, it suffices to prove that these modified local maps are volume preserving in log-log variables. If \(i < j\) and \(k < l\), the new local maps coincide with the old ones, which possess this property as shown in the proof of Theorem 4.5. If \(i = j\) and \(k = l\), the new local maps are given by (2.1) and (2.2); in this case, the check is still totally analogous to the one done for Theorem 4.5, so we omit it. \(\Box\)
6 Polymer replicas and Whittaker functions

In this section we study a polymer model in a persymmetric environment, as discussed in Sect. 1.2. In particular, thanks to the direct connection between the point-to-point partition function in a persymmetric environment and the replica partition function (see (1.5)-(1.6)), we determine the distribution of the latter as a Whittaker measure.

Let us first introduce Whittaker functions. For any triangular array \( z = (z_{i,j})_{1 \leq j \leq i \leq n} \), define the energy of \( z \) to be the functional

\[
E(z) := \sum_{i=1}^{n-1} \sum_{j=1}^{i} \left( \frac{z_{i+1,j+1} + z_{i,j}}{z_{i,j}} \right).
\]

Define also the (geometric) type of \( z \) to be the \( n \)-vector, denoted by \( \text{type}(z) \), whose \( i \)-th component is the ratio between the product of the \( i \)-th row of \( z \) and the product of its \((i-1)\)-th row:

\[
\text{type}(z)_i := \frac{\prod_{j=1}^{i} z_{i,j}}{\prod_{j=1}^{i-1} z_{i-1,j}}, \quad 1 \leq i \leq n. \quad (6.1)
\]

We then define the \( \text{GL}_n(\mathbb{R}) \)-Whittaker function with parameter \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \) and argument \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n > 0 \) as

\[
\Psi^n_\alpha(x) := \int_{T^n(x)} \left( \prod_{i=1}^{n} \text{type}(z)^{\alpha_i} \cdot e^{-E(z)} \prod_{1 \leq j < n} \prod_{1 \leq i \leq n} \frac{dz_{i,j}}{z_{i,j}} \right), \quad (6.2)
\]

where \( T^n(x) \) is the set of all triangular arrays \( z = (z_{i,j})_{1 \leq j \leq i \leq n} \) with positive entries and bottom row \((z_{n,1}, \ldots, z_{n,n}) = (x_1, \ldots, x_n) = x\).

Recall that a random variable \( Y \) follows an inverse gamma distribution with parameters \( \alpha > 0 \) and \( \beta > 0 \) if

\[
\mathbb{P}(Y \in dy) = \frac{\beta^\alpha}{\Gamma(\alpha)} y^{-\alpha} \exp\left( -\frac{\beta}{y} \right) 1_{\{y > 0\}} \frac{dy}{y}, \quad (6.3)
\]

in which case we write \( Y \sim \text{invGamma}(\alpha, \beta) \).

Fix now parameters \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n > 0 \) and \( \beta \in \mathbb{R}_0^+ \). Consider a random \( n \times n \) symmetric matrix \( W = (W_{i,j})_{1 \leq i, j \leq n} \) with entries \((W_{i,j})_{i \leq j} \) independent and inverse gamma distributed as follows:

\[
W_{i,j} \sim \begin{cases} \text{invGamma}(\alpha_i, \beta) & \text{if } 1 \leq i = j \leq n, \\ \text{invGamma}(\alpha_i + \alpha_j, 1) & \text{if } 1 \leq i < j \leq n. \end{cases}
\]
Namely, the joint distribution of the upper triangular entries of $W$ is
\[
P(W_{i,j} \in dw_{i,j} : i \leq j) = \frac{1}{c_{\alpha, \beta}} \left[ \prod_{i=1}^{n} w_{i,i}^{-\alpha_i} \prod_{i<j} w_{i,j}^{-\alpha_i-\alpha_j} \right] \exp \left\{ -\sum_{i=1}^{n} \frac{\beta}{w_{i,i}} - \sum_{i<j} \frac{1}{w_{i,j}} \right\} \prod_{i \leq j} I_{\{w_{i,j}>0\}} \frac{dw_{i,j}}{w_{i,j}},
\]
with normalization constant
\[
c_{\alpha, \beta} := \beta^{-\sum_{i=1}^{n} \alpha_i} \prod_{i=1}^{n} \Gamma(\alpha_i) \prod_{i<j} \Gamma(\alpha_i + \alpha_j).
\]

The main theorem of this section states that the diagonal entries of the image of $W$ under the geometric Burge correspondence have a joint density proportional to a $GL_n(\mathbb{R})$-Whittaker function (with an exponential prefactor).

**Theorem 6.1** If $W$ is an $n \times n$ symmetric matrix distributed according to (6.4) and $T := B(W)$, then
\[
P(T_{i,i} \in dx_i : 1 \leq i \leq n) = \frac{1}{c_{\alpha, \beta}} \psi^{-\beta/\alpha_n}(x_1, \ldots, x_n) \prod_{i=1}^{n} \Gamma(\alpha_i) \prod_{i<j} \Gamma(\alpha_i + \alpha_j) .
\]

Proof Our strategy consists in computing the push-forward measure that the distribution of $W$ induces on $T$, using the properties of the geometric Burge correspondence obtained in Sects. 4 and 5.

Let $w \in \mathbb{R}_{>0}^{n \times n}$ be a symmetric matrix; then, $t := B(w)$ is also symmetric by Proposition 5.1. Moreover, by (2.5), we have that
\[
\prod_{j=1}^{n} w_{i,j} = \frac{P_{n-1}(t)}{P_{n-i+1}(t)},
\]
where $P_k(t)$ is the product of the $k$-th diagonal of $t$, as defined in (2.2). It follows that
\[
\prod_{i=1}^{n} w_{i,i}^{-\alpha_i} \prod_{i<j} w_{i,j}^{-\alpha_i-\alpha_j} = \prod_{i,j=1}^{n} w_{i,j}^{-\alpha_i} = \prod_{i=1}^{n} \left( \prod_{j=1}^{n} w_{i,j} \right)^{-\alpha_i} = \prod_{i=1}^{n} \left( \frac{P_{n-i}(t)}{P_{n-i+1}(t)} \right)^{-\alpha_i} .
\]

On the other hand, Proposition 4.3 implies that
\[
\sum_{i=1}^{n} \frac{\beta}{w_{i,i}} = \frac{\beta}{n_{1,1}},
\]
\[
\sum_{i<j} \frac{1}{w_{i,j}} = \frac{1}{2} \sum_{i \neq j} \frac{1}{w_{i,j}} = \frac{1}{2} \sum_{1 \leq i, j \leq n} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}} \left(\sum_{1 \leq i \leq j \leq n, (i,j) \neq (1,1)} \right) = \sum_{1 < i \leq j \leq n} \frac{t_{i-1,j}}{t_{i,j}} + \sum_{1 \leq i < j < n} \frac{t_{i,j-1}}{t_{i,j}}.
\]

By Theorem 5.2 the map \((\log w_{i,j})_{i \leq j} \mapsto (\log t_{i,j})_{i \leq j}\) has Jacobian \(\pm 1\), hence the push-forward of (6.4) is

\[
\mathbb{P}(T_{i,j} \in dt_{i,j} : 1 \leq i \leq j \leq n) = \frac{1}{c_{\alpha, \beta}} \prod_{i=1}^{n} \left( \frac{P_{n-i}(t)}{P_{n-i+1}(t)} \right)^{-\alpha_i} \times \exp \left\{ -\left[ \frac{\beta}{t_{1,1}} + \sum_{1 < i \leq j \leq n} \frac{t_{i-1,j}}{t_{i,j}} + \sum_{1 \leq i < j < n} \frac{t_{i,j-1}}{t_{i,j}} \right] \right\} \prod_{i \leq j} \Delta(t_{i,j} > 0) \frac{dt_{i,j}}{t_{i,j}}.
\]

To obtain the joint density of \((T_{1,1}, \ldots, T_{n,n})\), one has to integrate out all \(t_{i,j}\)’s with \(i < j\) in the latter expression. If we then reindex the variables by setting \(t_{i,j} = z_{n-j+i,n-j+1}\) for all \(1 \leq i \leq j \leq n\), we obtain the right-hand side of (6.6), where the Whittaker function \(\Psi_{\alpha}^{n}\) is defined by (6.2).

Since the right-hand side of (6.6) is a probability density, we obtain as a consequence an explicit integral formula for Whittaker functions in terms of gamma functions.

**Corollary 6.2** For \(\alpha \in \mathbb{R}_{>0}^{n}\) and \(\beta \in \mathbb{R}_{>0}\), we have that

\[
\int_{\mathbb{R}_{>0}^{n}} e^{-\beta/x_{n}} \Psi_{\alpha}^{n}(x_{1}, \ldots, x_{n}) \prod_{i=1}^{n} \frac{dx_{i}}{x_{i}} = \beta^{-\sum_{i=1}^{n} \alpha_{i}} \prod_{i=1}^{n} \Gamma(\alpha_{i}) \prod_{1 \leq i < j \leq n} \Gamma(\alpha_{i} + \alpha_{j}).
\]

The latter can be seen as the analog of a Cauchy-Littlewood identity in our setting. It is equivalent to an integral identity for the Mellin transform of a Whittaker function, conjectured by Bump and Friedberg [19] and proved by Stade [43]—see [38, Sect. 7].

Let us now link Theorem 6.1 to the polymer models introduced in Sect. 1. Consider again the symmetric log-gamma random environment \(W\) of (6.4). For \(1 \leq k \leq n\), define

\[
Z_{n,n}^{(k)} := \sum_{(\pi_{1}, \ldots, \pi_{k}) \in \Pi_{n,n}^{(k)}} \prod_{(i,j) \in \pi_{1} \cup \cdots \cup \pi_{k}} W_{i,j},
\]

where \(\Pi_{n,n}^{(k)}\) is the set of \(k\)-tuples of non-intersecting directed lattice paths in \(\mathbb{N}_{2}^{2}\) starting at \((n,1), (n,2), \ldots, (n,k)\) and ending at \((1,n-k+1), (1,n-k+2), \ldots, (1,n)\) respectively. In particular, \(Z_{n,n}^{*} = Z_{n,n}^{*(1)}\) is the dual point-to-point polymer partition function in a symmetric environment. By (2.3), each \(Z_{n,n}^{*(k)}\) can be expressed...
as the product of some diagonal entries of the image $T$ of $W$ under the geometric Burge correspondence:

$$Z_{n,n}^{* (k)} = T_{1,1} \cdots T_{k,k}, \quad 1 \leq k \leq n.$$ 

Thus, the right-hand side of (6.6) is precisely the joint density of the random vector

$$\left( T_{1,1}, T_{2,2}, \ldots, T_{n,n} \right) = \left( Z_{n,n}^{* (1)}, \frac{Z_{n,n}^{* (2)}}{Z_{n,n}^{* (1)}}, \ldots, \frac{Z_{n,n}^{* (n)}}{Z_{n,n}^{* (n-1)}} \right).$$

(6.8)

Obviously, the dual point-to-point polymer partition function in the symmetric environment $W$ can be alternatively viewed as the point-to-point polymer partition function in the persymmetric environment obtained by reversing the columns (or the rows) of $W$. Furthermore, the latter can also be reinterpreted as a replica partition function of two polymer paths constrained to coincide at the endpoint – see explanations in Sect. 1, around (1.5)-(1.6). In particular, let $Z_{n,n}^{\text{repl}}$ be the replica partition function (1.6) on the modified log-gamma environment $(W_i', j)_{i+j \leq n+1}$ given by

$$\mathbb{P}(W_i', j \in dw_{i,j} : i + j \leq n + 1) = \frac{2^n}{c_{\alpha, \beta}} \left[ \prod_{i=1}^{n} w_{i,n-i+1}^{-2\alpha_i} \prod_{i+j \leq n} w_{i,j}^{-\alpha_i - \alpha_{n-j+1}} \right]$$

$$\times \exp \left\{ -\sum_{i=1}^{n} \frac{\beta}{w_{i,n-i+1}} - \sum_{i+j \leq n} \frac{1}{w_{i,j}} \right\} \prod_{i+j \leq n+1} \mathbb{1}_{\{w_{i,j} > 0\}} \frac{dw_{i,j}}{w_{i,j}},$$

with normalization constant $c_{\alpha, \beta}$ as in (6.5). It then follows that $Z_{n,n}^{\text{repl}}$ is equal in distribution to $Z_{n,n}^{*}$.

Thanks to Theorem 6.1 and (6.8), we thus arrive at the following theorem:

**Theorem 6.3** The Laplace transform of the replica partition function $Z_{n,n}^{\text{repl}}$ defined in (1.6) on the log-gamma environment (6.9) is given by the integral formula

$$\mathbb{E} \left[ e^{-r Z_{n,n}^{\text{repl}}} \right] = \frac{1}{c_{\alpha, \beta}} \int_{\mathbb{R}^n_{>0}} e^{-r x_1 - x_n / \Psi_{-\alpha}(x_1, \ldots, x_n)} \prod_{i=1}^{n} \frac{dx_i}{x_i}. \quad (6.10)$$

We close by discussing a non-trivial identity in distribution, in the context of symmetrized polymers, between the dual and the usual partition functions, which have been analyzed in the present work and in [38] respectively. Let us consider a symmetric matrix $W$ distributed as in (6.4) with $\beta = 1/2$. Define, for $1 \leq k \leq n$,

$$Z_{n,n}^{(k)} := \sum_{(\pi_1, \ldots, \pi_k) \in \Pi_{n,n}^{(k)}} \prod_{(i,j) \in \pi_1 \cup \cdots \cup \pi_k} W_{i,j},$$

(6.11)
where $\Pi_{n,n}^{(k)}$ is the set of $k$-tuples of non-intersecting directed lattice paths in $\mathbb{N}^2$ starting at $(1, 1)$, $(1, 2), \ldots, (1, k)$ and ending at $(n, n - k + 1), (n, n - k + 2), \ldots, (n, n)$ respectively. In particular, $Z_{n,n} = Z_{n,n}^{(1)}$ is the usual partition function from $(1, 1)$ to $(n, n)$ on $W$. It was shown in [38, Sect. 5] that the vector

$$
\left( \begin{array}{c}
Z_{n,n}^{(1)}, \quad Z_{n,n}^{(2)}, \quad \ldots, \quad Z_{n,n}^{(n-1)}
\end{array} \right)
$$

has exactly the density given by the right-hand side of (6.6) for $\beta = 1/2$. In particular, for this specific symmetric environment, $Z_{n,n}$ and $Z_{n,n}^*$ turn out to be identically distributed.

When $n = 2$, this reduces to the following identity in law: if $X, Y$ and $Z$ are independent inverse gamma random variables with respective parameters $a, b$ and $a + b$, then the random variables $(X + Y)Z^2$ and $XYZ$ have the same law. This can be seen as a consequence of Lukacs’ theorem [35, Sect. 1], as follows. Let us write $U := X^{-1} + Y^{-1}$ and $V := X^{-1}Y$. Since $U^{-1}$ and $Z$ are independent and both inverse gamma distributed with parameter $a + b$, we have that $U^{-2}Z$ and $U^{-1}Z^2$ are equally distributed. Moreover, by Lukacs’ theorem, $U$ and $V$ are independent. It follows that $XYZ = U^{-2}Z(1 + V)^2V^{-1}$ has the same law as $(X + Y)Z^2 = U^{-1}Z^2(1 + V)^2V^{-1}$, as required.
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APPENDIX A. Proof of Proposition 3.3

We will prove

$$\sigma_{p,q+1} \sigma_{p,q} = \sigma_{p-1,q+1} \sigma_{p,q},$$

as an identity of maps acting on an array $w = (w_{i,j})_{(i,j)\in \lambda} \in \mathbb{R}_{>0}^\lambda$, where $\lambda$ is a partition such that $(p, q), (p, q + 1), (p - 1, q) \in \lambda$. We will proceed by induction on the number of entries of $w$ that the maps appearing in (A.1) modify, i.e.

$$n_{p,q} := p \wedge q + p \wedge (q + 1) = \begin{cases} 2p & \text{if } p \leq q, \\ 2q + 1 & \text{if } p \geq q + 1. \end{cases}$$

(A.2)
Note that \( n_{p,q} \geq 3 \), as \((p, q), (p, q+1), (p-1, q) \in \lambda \).

When \( n_{p,q} = 3 \), i.e. \( p = 2, q = 1 \), the only entries that the maps in (A.1) use and/or modify are \( w_{i,j} \) with \( 1 \leq i, j \leq 2 \). We may then assume that \( \lambda = (2, 2) \) and compute:

\[
\begin{align*}
  w_{1,1} & \xrightarrow{\tau_2} w_{1,1} & w_{1,2} & \xrightarrow{\tau_2} w_{1,1} w_{1,2} \\
  w_{2,1} & \xrightarrow{\varrho_2} w_{1,2} & w_{1,1} w_{2,1} & w_{2,2}
\end{align*}
\]

\[
\begin{align*}
  w_{1,2} & \xrightarrow{\sigma_2} w_{1,2} w_{2,1} (w_{1,2} + w_{1,1} w_{2,1})^{-1} & w_{1,2} & \xrightarrow{\sigma_2} w_{1,2} (w_{1,2} + w_{1,1} w_{2,1}) \\
  w_{1,2} & \xrightarrow{\sigma_2} w_{1,2} w_{2,1} w_{1,1}^{-1} & w_{1,2} & \xrightarrow{\sigma_2} w_{2,2} (w_{1,2} + w_{1,1} w_{2,1}) \\
  w_{1,2} & \xrightarrow{\sigma_2} w_{1,2} w_{2,2} w_{1,1}^{-1} & w_{2,2} & \xrightarrow{\sigma_2} w_{2,2} (w_{1,2} + w_{1,1} w_{2,1})
\end{align*}
\]

and, on the other hand,

\[
\begin{align*}
  w_{1,1} & \xrightarrow{\varrho_2} w_{1,1} & w_{1,2} & \xrightarrow{\varrho_2} w_{1,1} w_{1,2} \\
  w_{2,1} & \xrightarrow{\varrho_2} w_{2,2} & w_{2,1} & \xrightarrow{\varrho_2} w_{2,2} w_{2,1}
\end{align*}
\]

\[
\begin{align*}
  w_{1,2} & \xrightarrow{\sigma_1} w_{1,2} w_{1,1}^{-1} & w_{1,2} & \xrightarrow{\sigma_1} w_{2,2} w_{2,1}^{-1} w_{2,1} \\
  w_{1,2} & \xrightarrow{\sigma_1} w_{1,2} w_{2,2} w_{1,1}^{-1} & w_{2,1} & \xrightarrow{\sigma_1} w_{2,2} w_{2,1} w_{1,1}^{-1} w_{1,1} \\
  w_{1,2} & \xrightarrow{\varrho_2} w_{1,2} w_{2,2} (w_{1,2} + w_{1,1} w_{2,1})^{-1} & w_{1,2} & \xrightarrow{\varrho_2} w_{2,2} (w_{1,2} + w_{1,1} w_{2,1})
\end{align*}
\]

The output arrays coincide, so (A.1) holds for \( n_{p,q} = 3 \).

The other “simple” cases \( n_{p,q} = 4, 5, 6 \) are also dealt by hand (we omit the straightforward but tedious checks), as the inductive procedure that we use in the following works when \( n_{p,q} \geq 7 \). Given \( n \geq 6 \), we then assume by induction that (A.1) holds when \( n_{p,q} = n \) and aim to deduce that it also holds when \( n_{p,q} = n + 1 \). To fix the ideas, we will prove this when \( n \) is even – the proof when \( n \) is odd is analogous. If \( n \) is even then \( n_{p,q} = n + 1 \) is odd and, by (A.2), we have that \( n_{p,q} = 2q + 1 \) and \( p \geq q + 1 \). Set \( m := p - q \geq 1 \). Notice that \( n_{q,q} = 2q = n \), so by the induction hypothesis we have that

\[
\sigma_{q,q} \varrho_{q,q+1} \tau_{q,q} = \tau_{q,q+1} \varrho_{q,q} \sigma_{q,q-1} \varrho_{q,q+1} \tau_{q,q}.
\] (A.3)

Keeping in mind that we eventually wish to deduce (A.1), we now apply (A.3) to the array obtained by just ignoring the first \( m \) rows of \( w \). This operation, viewed on the whole array \( w \), corresponds to “shifting downwards” the diagonal maps of (A.3) by \( m \) rows. The local maps involved in the diagonal maps of (A.3) with subscript \((i, j)\), \( i \geq 2 \), then simply become the corresponding maps shifted downwards by \( m \) rows: e.g., \( d_{i,j}^{k,l} \) just becomes \( d_{m+i,j}^{m+k,l} \) for all \( i \geq 2 \). However, when shifted downwards by \( m \) rows, \( a_{i,j} \) does not become \( a_{m+i,j} \). The reason is that the two maps act differently with respect to the previous row: by definition, \( a_{1,2} \) does not use any entries in row 0 (which
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does not even exist), whereas $a_{m+1,2}$ does use entries in row $m$ (in particular, it uses $w_{m,2}$). The same holds for all the other local maps with subscript on the first row: $a_{1,j}$ and $d_{1,j}^{k,l}$, after the downwards shift, do not become $a_{m+1,j}$ and $d_{m+1,j}^{m+k,l}$ respectively. Instead of the latter, we will need to use:

\[
\begin{align*}
\tilde{a}_{m+1,j} & : w_{m+1,j} \mapsto \frac{w_{m+1,j-1}}{w_{m+1,j}} \left( \frac{1}{w_{m+2,j}} + \frac{1}{w_{m+1,j+1}} \right)^{-1}, \\
\tilde{d}_{m+1,j}^{m+k,l} & : w_{m+k,l} \mapsto \left( \frac{w_{m,k,l}w_{m+1,j-1}}{w_{m+1,j}} + \frac{1}{w_{m+1,j}} \right) \left( \frac{1}{w_{m+2,j}} + \frac{1}{w_{m+1,j+1}} \right)^{-1},
\end{align*}
\]

with the convention (different from the usual one!) that $w_{m+1,0} = 1$. We thus conclude that (A.3), decomposed into local maps and downwards shifted (so that it really acts only on rows $i \geq m + 1$ of $w$), reads as

\[
\begin{align*}
[\tilde{a}_{m+1,1}a_{m+2,2} \cdots a_{m+q-1,q-1} b_{m+q,q}] & \circ [\tilde{a}_{m+1,2}a_{m+2,3} \cdots a_{m+q-1,q-1} c_{m+q,q+1}] \\
& \circ [c_{m,q,q}d_{m+q-1,q-1}^{m+q,q} \cdots d_{m+2,2}^{m+q,q} \tilde{a}_{m+1,1}^{m+q,q}] \\
& = [c_{m,q,q+1}d_{m+q-1,q-1}^{m+q,q+1} \cdots d_{m+2,3}^{m+q,q+1} \tilde{a}_{m+1,1}^{m+q,q+1}] \\
& \circ [\tilde{a}_{m+1,1}a_{m+2,2} \cdots a_{m+q-1,q-1} c_{m+q,q}] \\
& \circ [\tilde{a}_{m+1,2}a_{m+2,3} \cdots a_{m+q-2,q-1} b_{m+q,q+1}] \circ e_{m+q,q+1}^{m+q,q+1}.
\end{align*}
\]

(A.4)

We now wish to deduce (A.1) from the latter. Let us first recap a few properties of the local maps that we will use in the following:

- $a_{i,j}$ modifies $w_{i,j}$ only, using all its nearest neighbors $w_{i-1,j}$, $w_{i,j-1}$, $w_{i+1,j}$, and $w_{i,j+1}$;
- $b_{i,j}$ modifies $w_{i,j}$ only, using $w_{i-1,j}$, $w_{i,j-1}$, and $w_{i,j+1}$;
- $c_{i,j}$ modifies $w_{i,j}$ only, using $w_{i-1,j}$ and $w_{i,j+1}$;
- $d_{i,j}^{k,l}$ modifies $w_{i,j}$ and $w_{k,l}$, using all the nearest neighbors of $w_{i,j}$ only;
- the local maps with tilde and subscript $(i,j)$ act in the same way, except that they do not use any entry in the $(i-1)$-th row;
- $e_{i,j}^{k,l}$ just exchanges entries $w_{i,j}$ and $w_{k,l}$.

From the above properties, one can immediately deduce several commutation relations of the local maps, which we will apply repeatedly. Using the definitions (2.6)-(2.7)-(2.8) of the diagonal maps in terms of local maps and applying the aforementioned commutative properties, we can write the left-hand side of (A.1) as

\[
\begin{align*}
\sigma_{m+q,q} & \tilde{c}_{m+q,q+1}^{m+q,q} \\
& = [a_{m+1,1}a_{m+2,2}a_{m+3,3} \cdots a_{m+q-1,q-1} b_{m+q,q}]
\end{align*}
\]
Let us define
Continuing to apply the commutative properties of the local maps, we obtain:

$$\sigma_{m+q,q}^m \cdot \sigma_{m+q,q+1}^m \cdot a_{m+1,2} a_{m+2,3} \cdots a_{m+q-1,2} c_{m+q,q+1}$$
$$\circ \left[ a_{m+1,2} a_{m+2,3} \cdots a_{m+q-1,2} c_{m+q,q+1} \right]$$

$$= (a_{m+1,2} a_{m+2,3} \cdots a_{m+q-1,2} c_{m+q,q+1})$$

In particular, the latter equality has been obtained by: artificially introducing $\tilde{a}_{m+1,2}$ in between $a_{m+1,2}$ and $a_{m+2,3}$; moving $a_{m+1,2} \tilde{a}_{m+1,2}$ to the left; artificially introducing $a_{m+2,3} \tilde{a}_{m+1,2}$ and $d_{m+1,2}$, with their respective inverses (for all these operations, recall that all $a_{i,j}$’s and $\tilde{a}_{i,j}$’s are involutions!) We can now use (A.4), whose left-hand side appears in the latter expression. Setting

$$\tilde{A} := a_{m+1,2} a_{m+2,3} \cdots a_{m+q-1,2} c_{m+q,q+1}$$

for conciseness, we thus obtain:

$$\sigma_{m+q,q}^m \cdot \sigma_{m+q,q+1}^m \cdot a_{m+1,2} a_{m+2,3} \cdots a_{m+q-1,2} c_{m+q,q+1}$$

Let us define $B$ via

$$B e_{m+q,q}^{m+q,q+1} := e_{m+q,q}^{m+q,q+1} \tilde{d}_{m+1,1} - d_{m+1,1}^{m+q,q+1}.$$
\[ \begin{align*}
&= \left[ c_{m+q,q+1} d_{m+q,q+1}^{m+q,q+1} \cdots d_{m+q,q+1}^{m+q,q+1} \right] \\
&\quad \times \left( d_{m+1,1}^{m+q,q+1} \right)^{-1} \left( d_{m+1,2}^{m+q,q+1} \right)^{-1} \\
&\quad \circ \left( (m+q,q+1)^{-1} A^m_{m+2,3} d_{m+1,2}^{m+q,q+1} \tilde{a}_{m+1,1} a_{m+2,2} \tilde{a}_{m+1,2} \right) \\
&\quad \circ \left[ \tilde{a}_{m+1,1} a_{m+2,2} a_{m+3,3} \cdots a_{m+q-1,q-1} c_{m+q,q} \right] \\
&\quad \circ \left[ a_{m+1} \cdots a_{m+q-2,q-1} b_{m+q-1,q} e_{m+q,q+1} \right].
\end{align*} \]

For the first equality above, we have moved \( A \) to the right and \( B \) to the left; next, we have also artificially introduced the maps \( a_{m+1,2} \) and \( \tilde{a}_{m,1} \) and their inverses, using the fact that they are involutions. For the second equality, we have first moved \( \tilde{a}_{m+1,2} B a_{m+1,2} \tilde{a}_{m,1} \) to the left, and then artificially introduced \( d_{m+2,3}^{m+q,q+1} \), \( a_{m+1,2} \), \( d_{m+1,1}^{m+q,q+1} \), \( a_{m+2,2} \), and \( a_{m+1,1} \), with their respective inverses. Recognizing three diagonal maps in the display above, we then deduce that

\[ \sigma_{m+q,q} Q_{m+q,q+1} \tau_{m+q,q} = \tau_{m+q,q+1} C Q_{m+q,q} \sigma_{m+q-1,q} e_{m+q,q+1}, \]

where

\[ C := \left( d_{m+1,1}^{m+q,q+1} \right)^{-1} \left( d_{m+1,2}^{m+q,q+1} \right)^{-1} A d_{m+2,3}^{m+q,q+1} d_{m+1,2}^{m+q,q+1} \]

\[ \circ \tilde{a}_{m+1,1} a_{m+2,2} \tilde{a}_{m+1,2} B a_{m+1,2} a_{m+2,2} a_{m+1,1}. \]

Notice that the computations above hold when \( q \geq 3 \), i.e. \( n \geq 6 \): recall that such an assumption was made at the beginning of the inductive argument. In fact, the local maps involved in the definition of \( C \) are well defined only when \( q \geq 3 \). To conclude (A.1), it thus remains to show that the above-defined \( C \), which is the composition of twenty-one local maps (taking into account the definitions of \( A \) and \( B \)), equals the identity. This a straightforward, long and tedious “by hand” check, which can be easily carried out using a software: we have done this via an open access Mathematica package available at https://github.com/EliaBisi/LocalMaps.

References

1. Baik, J., Deift, P., Johansson, K.: On the distribution of the length of the longest increasing subsequence of random permutations. J. Am. Math. Soc. 12(4), 1119–1178 (1999)
2. Baik, J., Rains, E.M.: Algebraic aspects of increasing subsequences. Duke Math. J. 109(1), 1–65 (2001)
3. Barraquand, G., Borodin, A., Corwin, I.: Half-space Macdonald processes. Forum Math. Pi 8, e11 (2020)
4. Bates, E.: Full-path localization of directed polymers. Electron. J. Probab. 26, 1–24 (2021)
5. Bates, E., Chatterjee, S.: The endpoint distribution of directed polymers. Ann. Probab. 48(2), 817–871 (2020)
6. Bates, E., Chatterjee, S.: Localization in Gaussian disordered systems at low temperature. Ann. Probab. 48(6), 2755–2806 (2020)
7. Berenstein, A., Kazhdan, D.: Lecture notes on geometric crystals and their combinatorial analogues. Combinatorial Aspect of Integrable Systems. Vol. 17. MSJ Memoirs. Tokyo: Mathematical Society of Japan, (2007)
8. Berenstein, A., Kirillov, A.N.: Groups generated by involutions, Gelfand-Tsetlin patterns, and combinatorics of Young tableaux. St. Petersb. Math. J. 7(1), 77–127 (1996)
9. Berenstein, A., Kirillov, A.N.: The Robinson-Schensted-Knuth bijection, quantum matrices and piecewise linear combinatorics. Proceedings of the 13th International Conference on Formal Power Series and Algebraic Combinatorics. Arizona State University, May 20–26, 2001. 2001
10. Betz, D.: On the combinatorics of last passage percolation in a quarter square and GOE$^2$ fluctuations arXiv:1809.06792 (2018)
11. Bisi, E.: Random polymers via orthogonal Whittaker and symplectic Schur functions. PhD thesis. University of Warwick, 2018. URL: http://wrap.warwick.ac.uk/121448/
12. Bisi, E., Cunden, F.D., Gibbons, S., Romik, D.: Sorting networks, staircase Young tableaux and last passage percolation. Séminaire Lotharingien de Combinatoire 84B, Proceedings of the 32nd Conference on Formal Power Series and Algebraic Combinatorics. (2020) #3
13. Bisi, E., Zygouras, N.: Point-to-line polymers and orthogonal Whittaker functions. Trans. Am. Math. Soc. 371(12), 8339–8379 (2019)
14. Bisi, E., Zygouras, N.: GOE and Airy$_2\rightarrow$1 marginal distribution via symplectic Schur functions. In: Van derail, C., Friz, P., König, W., Mukherjee, C., Olla, S. (eds.) Probability and Analysis in Interacting Physical Systems. Springer, Berlin (2019)
15. Bisi, E., Zygouras, N.: Transition between characters of classical groups, decomposition of Gelfand-Tsetlin patterns and last passage percolation arXiv:1905.09756 (2019)
16. Borodin, A., Bufetov, A.: Color-position symmetry in interacting particle systems. Ann. Probab. 49(4), 1607–1632 (2021)
17. Borodin, A., Gorin, V., Wheeler, M.: Shift-invariance for vertex models and polymers arXiv:1912.02957 (2019)
18. Bump, D.: The Rankin-Selberg method: a survey. In: Aubert, K.E., Bombieri, E., Goldfeld, D. (eds.) Number Theory, Trace Formulas and Discrete Groups, pp. 49–109. Academic Press, Cambridge (1989)
19. Bump, D., Friedberg: The exterior square automorphic $L$-functions on GL$_n(\mathbb{R})$. Festschrift in Honor of I. I. Piatetski-Shapiro, Part 2. Ed. by S. GELBART, R. HOWE, and P. SARNAK. Vol. 3. Israel Mathematics Conference Proceedings. Weizmann, Jerusalem, 1990, pp. 47–65
20. Burge, W.H.: Four correspondences between graphs and generalized Young tableaux. J. Combin. Theory A 17(1), 12–30 (1974)
21. Chatterjee, S.: Proof of the path localization conjecture for directed polymers. Commun. Math. Phys. 370, 703–717 (2019)
22. Comets, F.: Directed Polymers in Random Environments: École d’Été de Probabilités de Saint-Flour XLVI - 2016. Springer International Publishing, Berlin (2017)
23. Corwin, I., O’Connell, N., Seppäläinen, T., Zygouras, N.: Tropical combinatorics and Whittaker functions. Duke Math. J. 163(3), 513–563 (2014)
24. Dauvergne, D.: Hidden invariance of last passage percolation and directed polymers. Ann. Probab. (2021+). To appear. arXiv:2002.09459
25. Dimitrov, E.: Two-point convergence of the stochastic six-vertex model to the Airy process arXiv:2006.15934 (2020)
26. Fomin, S.V.: Generalized Robinson-Schensted-Knuth correspondence. J. Math. Sci. 41(2), 979–991 (1988)
27. Fulton, W.: Young Tableaux: With Applications to Representation Theory and Geometry. London Mathematical Society Student Texts, Cambridge University Press (1997)
28. Galashin, P.: Symmetries of stochastic colored vertex models. Ann. Probab. 49(5), 2175–2219 (2021)
29. Givental, A.: Stationary phase integrals, quantum Toda lattices, flag manifolds and the mirror conjecture. In: Topics in Singularity Theory, Vol. 180. Amer. Math. Soc. Transl. Ser. 2, pp. 103–115 (1997)
30. Huse, D.A., Henley, C.L.: Pinning and roughening of domain walls in Ising systems due to random impurities. Phys. Rev. Lett. 54(25), 2708–2711 (1985)
31. Johansson, K.: Shape fluctuations and random matrices. Comm. Math. Phys. 209(2), 437–476 (2000)
32. Kirillov, A.N.: Introduction to Tropical Combinatorics. Physics and Combinatorics. Proc. Nagoya 2000 International Workshop, Ed. A. N. Kirillov and N. Liskova, pp. 82–150. World Scientific (2001)
33. Knuth, D.E.: Permutations, matrices, and generalized Young tableaux. Pac. J. of Math. 34(3), 709–727 (1970)
34. Krattenthaler, C.: Growth diagrams, and increasing and decreasing chains in fillings of Ferrers shapes. Adv. Appl. Math. 37(3), 404–431 (2006)
35. Lukacs, E.: A characterization of the gamma distribution. Ann. Math. Stat. 26(2), 319–324 (1955)
36. Nguyen, V.-L., Zygouras, N.: Variants of geometric RSK, geometric PNG, and the multipoint distribution of the log-gamma polymer. Int. Math. Res. Not. 2017(15), 4732–4795 (2017)
37. Noumi, M., Yamada, Y.: Tropical Robinson-Schensted-Knuth correspondence and birational Weyl group actions: representation theory of algebraic groups and quantum groups. Adv. Stud. Pure Math. 40, 371–442 (2004)
38. O’Connell, N., Seppäläinen, T., Zygouras, N.: Geometric RSK correspondence, Whittaker functions and symmetrized random polymers. Invent. Math. 197(2), 361–416 (2014)
39. Roby, T.W.: Applications and extensions of Fomin’s generalization of the Robinson-Schensted correspondence to differential posets. PhD thesis. Massachusetts Institute of Technology (1991)
40. Romik, D., Śniady, P.: Jeu de Taquin dynamics on infinite young tableaux and second class particles. Ann. Probab. 43(2), 682–737 (2015)
41. Schützenberger, M.-P.: La correspondance de Robinson. Combinatoire et représentation du groupe symétrique (Actes Table Ronde CNRS, Univ. Louis-Pasteur Strasbourg, Strasbourg, 1976) Ed. by D. FOA TA. Vol. 579. Lecture Notes in Math. Berlin: Springer 59–113 (1977)
42. Seppäläinen, T.: Scaling for a one-dimensional directed polymer with boundary conditions. Ann. Probab. 40(1), 19–73 (2012)
43. Stade, E.: Mellin transforms of $GL(n, \mathbb{R})$-Whittaker functions. Am. J. Math. 123(1), 121–161 (2001)
44. Stade, E.: Archimedean L-factors on $GL(n) \times GL(n)$ and generalized Barnes integrals. Israel J. Math. 127(1), 201–219 (2002)
45. Stanley, R.P.: Enumerative combinatorics. In: Charalambides, C.A. (ed.) Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge (1999)
46. van Leeuwen, M. A. A.: Spin-preserving Knuth correspondences for ribbon tableaux. Electron. J. Comb 12, (2005) #R10
47. Virág, B.: The heat and the landscape I, vol. arXiv:2008.07241. (2020)
48. Vo, K.-P., Whitney, R.: Tableaux and matrix correspondences. J. Combin. Theory, Ser. A 35(3), 328–359 (1983)
49. Zygouras, N.: Some algebraic structures in the KPZ universality arXiv:1812.07204 (2018)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.