Point Spread Function Estimation for Wide Field Small Aperture Telescopes with Deep Neural Networks and Calibration Data
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ABSTRACT
The point spread function (PSF) reflects states of a telescope and plays an important role in development of data processing methods, such as PSF based astrometry, photometry and image restoration. However, for wide field small aperture telescopes (WFSATs), estimating PSF in any position of the whole field of view is hard, because aberrations induced by the optical system are quite complex and the signal to noise ratio of star images is often too low for PSF estimation. In this paper, we further develop our deep neural network (DNN) based PSF modelling method and show its applications in PSF estimation. During the telescope alignment and testing stage, our method collects system calibration data through modification of optical elements within engineering tolerances (tilting and decentering). Then we use these data to train a DNN (Tel–Net). After training, the Tel–Net can estimate PSF in any field of view from several discretely sampled star images. We use both simulated and experimental data to test performance of our method. The results show that the Tel–Net can successfully reconstruct PSFs of WFSATs of any states and in any positions of the FoV. Its results are significantly more precise than results obtained by the compared classic method - Inverse Distance Weight (IDW) interpolation. Our method provides foundations for developing of deep neural network based data processing methods for WFSATs, which require strong prior information of PSFs.
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1 INTRODUCTION
Telescopes with wide FoV (normally with a diameter greater than 1 deg) and small apertures (less than 2 metre) are called WFSATs. They are low-cost, light-weighted and commonly used for wide field sky surveys in time domain astronomy (Burd et al. 2005; Ma et al. 2007; Yuan et al. 2008; Cui et al. 2008; Pablo et al. 2016; Ping & Zhang 2017; Ratzloff et al. 2019; Sun & Yu 2019). Because apertures of WFSATs are small, they are normally used to observe bright targets. To further increase detection and observation abilities of WFSATs, new data processing methods with strong prior conditions have recently been developed and proven their superiority over existing image processing techniques (Jia et al. 2020b; Glazier et al. 2020).

The PSF is the impulse response of an optical system and it reflects states of the whole telescope. For optical observation data processing methods, PSF is a commonly used prior condition. Prior conditions of PSFs mainly include shape and variations of PSFs within the whole FoV. For general purpose sky survey telescopes, different data processing methods have been recently tested on images with various PSFs and have successfully proved its robustness (González et al. 2018a; Duev et al. 2019; Burke et al. 2019a; He et al. 2020). However, PSFs of WFSATs are quite different from that of general purpose sky survey telescopes, because WFSATs are often working remotely (lack of maintenance) and images obtained by them have both low sampling rate and fluctuating quality (e.g., due to the high sensitivity of some optical elements to temperature and/or humidity). PSFs of WFSATs have significant deformation in different regions of FoV (Piotrowski & Żarnecki 2010) and they can evolve with time (Jia et al. 2017). It is very hard to design a fully deterministic image processing method that can model spatially and temporally PSFs, so more sophisticated PSF
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estimation methods are required.

The statistical PSF modelling method is commonly used for WFSATs nowadays. The statistical methods require large amount of star images as samples of PSFs and obtain effective components from these images through either principal component analysis (Jee et al. 2007; Jia et al. 2017; Popowicz 2018; Sun et al. 2020) or denoising autoencoders (Jia et al. 2020c). Because large amount of star images with adequate signal to noise ratio (SNR) are required (Wang et al. 2018), application of such methods is frequently unsuitable for WFSATs that are used for fast sky survey.

The forward PSF modelling method, which was firstly applied in space based telescopes (Krist et al. 2011; Perrin et al. 2012) and later in telescopes with adaptive optics systems (Martin et al. 2016; Fétick et al. 2019; Beltramo-Martin et al. 2019; Fusco et al. 2020; Jia et al. 2021b), shows good performance in modelling PSFs generated by the atmospheric turbulence with the help of DNN (Jia et al. 2020d; Jia et al. 2020c). The forward DNN based PSF modelling method (PSF–NET) builds the Monte Carlo model of the imaging process and generates huge amount of PSFs to train the DNN. After training, the PSF–NET learns a function that can reflect the response of a telescope (PSF) to complex external environments (such as the shape of wavefront distortion due to the atmospheric turbulence).

For WFSATs, because all lenses and mirrors are manufactured and assembled with predefined tolerances, PSFs of WFSATs can be interpreted as the response of an imaging system to the actual state of optical misalignment together with the actual quality of fabricated optical elements (Li et al. 2015). The distribution of PSFs with different shapes also reflects the impact of external conditions during imaging, like temperature, humidity or wind strength, which can lead to very complex deformations of PSFs (Jia et al. 2020a). Therefore, we decided to design the PSF estimation technique using current capabilities of artificial intelligence since such algorithms have already proven to be successful in realization of complex tasks in plenty of various fields.

In this paper, we propose the Tel–Net as a novel PSF modelling method for WFSATs. With tolerances of each optical element in a WFSAT as prior information, the Tel–Net is trained on various possible realizations of the optical alignment. After training, the Tel–Net can output PSFs of a WFSAT in any state and in any position within the FoV. We introduce the concept and structure of the Tel–Net in Section 2. The performance of the Tel–Net is tested with simulated data in Section 3 and with real data in Section 4. We give the conclusions and propose the future work in Section 5.

2 THE TEL–NET

The philosophy of the Tel–Net is quite simple. PSFs in the whole FoV are representations of the telescope state (Li et al. 2015) which can be modelled by a DNN (Jia et al. 2020a). After we train the Tel–Net with some PSFs as inputs and all PSFs within the whole FoV as outputs, the Tel–Net will be able to output all PSFs of a WFSAT in different states within the whole FoV with only some PSFs given at its input. The structure of the Tel–Net is adopted from the PSF–NET proposed in Jia et al. (2020a) and the DAE–NET proposed in Jia et al. (2020c). As shown in figure 1, the Tel–Net has an encoding and decoding structure with DNN blocks adopted to increase its representation ability.

Basic components in the encoding part of Tel–Net is convolutional neural network (CNN). The CNN uses trainable shared-weight architecture to extract features from two multi-dimensional data, which makes it suitable for multi-dimensional data processing, particularly for images. The CNN is widely used for tasks such as: astronomical target detection (González et al. 2018b; Burke et al. 2019b; Jia et al. 2020b; Hausen & Robertson 2020), classification (Jia et al. 2019a; Turpin et al. 2020; He et al. 2020) and image restoration (Schawinski et al. 2017; Jia et al. 2019b, 2021a). In the Tel–Net, the CNN is used to extract features of PSFs between pixels in the same PSF and pixels of different PSFs in different positions of FoV. A bias layer and a Relu layer are added after each convolutional layer. The bias layer adds additional values to outputs of the previous layer to make the activation function of the Relu layer effective. The Relu layer applies function $f(x) = \max(0, x)$ to inputs and it would add non-linear properties to the DNN (where $x$ stands for the input of Relu layer and $max$ stands for function to return maximal value between $x$ and 0).

In the decoding part of the Tel–Net, transposed convolutional layer (ConvTranspose2d), bias layer and Relu layer are arranged to form basic structure. The transposed convolutional layer also has shared-weight architecture and it generates outputs with dimensions that are larger than dimensions of inputs. With the encoding and decoding structure, the Tel–Net can estimate PSFs in different positions of the FoV from input PSFs.

The deeper the neural networks are, the better it would be able to model complex functions (Goodfellow et al. 2016). To increase the representation ability of the Tel–Net, we introduce Fixup blocks in the Tel–Net as DNN blocks. The structure of Fixup blocks is shown in right panel of figure 1, which uses fixed-update initialization, also known as Fixup method proposed by Zhang et al. (2019). The Fixup method is a regularization method that rescales weights of all layers in DNNs properly at the beginning of training. Comparing with other ordinary regularization methods, such as the normalization layers (Ba et al. 2016), the Fixup method can accelerate convergence and improve generalization without changing greyscale values of input images. Introduction of the Fixup method would be benefit in applications of astronomical image processing, because grey values of astronomical images have a wider range than that in typical 8-bit images and original grey values instead of their distributions are important for scientific data processing.

For the Tel–Net, PSFs of WFSATs in a given state are represented by a data cube (PSF-Cube) with dimensions of $N \times N \times M$, where $N$ stands for width and length of star images and $M$ stands for the number of PSFs that are used to represent a given FoV. In this paper, we divide the FoV of WFSATs into $M$ small sections with equal size (called patches) and we assume that PSFs are uniform in each patch (La Camera et al. 2015). These PSFs are arranged from left to right and top to bottom according to positions of patches in the FoV. Each PSF in a PSF-Cube is aligned with its brightest pixel in the centre. Besides, to reduce effects brought by sub-pixel uncertainties and to extend the training set, we randomly shift PSFs by a fraction of a pixel (within -0.5 to 0.5 pixels with
Figure 1. The structure of the Tel–Net. The Tel–Net consists of convolutional layers (Conv2d in blue), Bias layers (Bias in brown), Activation layers (Relu in purple), Conv-transpose layers (ConvTranspose2d in red), multiply layers (multiplier in grey) and Fixup blocks (Fixup block in green). The structure of Fixup block is shown in the right part of this figure.

uniform probability distribution) when we obtain PSF–Cubes.

The input and output of the Tel–Net are both PSF-Cubes of the same size. However, there are only several PSFs in input PSF-Cubes and others are zero matrices. For output PSF–Cubes, all matrices are PSFs. Because the Tel–Net should be able to predict all PSFs from several known PSFs, the input and output PSF–Cubes that correspond to the same state of the WFSAT are used as a pair of training data for the Tel–Net. During the training stage, the batch size is set to 4 (due to limited available memory in the GPU – GTX 1080 in this paper) and we choose the Adam Optimizer (Kingma & Ba 2014) as the optimization algorithm. The learning rate is set as 0.01 and the loss function – $L_1$ norm is defined in equation 1, where $n$ equals to the batch size, $TelNet(PSFCube_{in})$ is the output PSF-Cube obtained from the Tel–Net and the $PSFCube_{out}$ is expected output PSF–Cube, the norm $||$ utilizes the absolute difference, $n$ stands for the total number of PSFs in the PSF-Cube and $k$ stands for index of these PSFs.

$$L = \frac{1}{n} \sum_{k=1}^{n} ||TelNet(PSFCube_{in}) - PSFCube_{out}||$$

(1)

There are two possible ways to obtain PSFs to train the Tel–Net: computation–based PSFs or data–driven PSFs. We can obtain PSF of any position in the whole FoV for a WFSAT in any state through physical computation (Jia et al. 2020a). However, because there are differences between PSFs obtained by physical computation and PSFs in real observed images, the former can only be used as pre–trained data. PSFs that are obtained from real observations (data–driven PSFs) are required for real applications. Due to hardware limitations or time consumptions in obtaining PSFs in any position of the FoV during real observation, data–driven PSFs can only be obtained for a WFSAT with finite states in several predefined positions in the FoV and with finite accuracy.

These problems will be further discussed in Section 3 and Section 4.

3 TRAINING AND TESTING THE TEL-NET WITH SIMULATED DATA

In this section, we simulate a classic WFSAT (Baker super-Schmidt telescope) with ZEMAX to test the performance of the Tel–Net. Parameters of this WFSAT are shown in figure 2. This WFSAT has a field of view of $10^\circ$ and we divide it equally into $61 \times 61$ patches. In each patch, variations of PSFs are small thus a single PSF is representative. There are four optical elements in this telescope and we assume that the second lens has alignment error. There are six free dimensions for the second lens: decenter and tilt along x, y and z directions. To make sure that star images in different places within the FoV can be obtained by the WFSAT, we set the tolerance of the second lens as: -3 millimetres to 3 millimetres with step of 1.5 millimetres for x, y and z decenter, -0.2 degree to 0.2 degree with step of 0.1 degree for x and y tilt. In total, there are 2000 different states for this element and we could obtain 2000 PSF-Cubes. In each PSF-Cube, there are $61 \times 61$ PSFs and we obtain 744200 PSFs in total as the training set of the Tel–Net. The size of PSF window is 15.33 um with $64 \times 64$ pixels and pixelscale of 0.27 arcsec/pixel. Meanwhile, we generate 100 PSF-Cubes with the same WFSAT and this time we set the second mirror in random states within its misalignment configurations as the test set.

It should be noted that in essence PSF-Cubes in the training set are sparse samples of all PSFs that correspond to the WFSAT within tolerances of its secondary mirror. Because we sampled tolerances with relatively big steps, there are still large number of PSFs that can be obtained. Assuming all elements have the same number of free states as the second element, there would be tens of thousands of PSF–Cubes to be obtained, which is impossible
to be processed in real applications. However, for PSF estimation task, many of these states are redundant (although the telescope belongs to two different states, PSFs in a given point within FoV are almost the same). This is why we decided to make a trade-off between complexity and accuracy, and so we use sparsely sampled PSF–Cubes to train the Tel–Net. In the future, it would be necessary to further investigate possible methods of the optimal reduction (minimization) of the training set to its most informative subset.

3.1 Training and testing the Tel–Net with simulated data of small size

First of all, we test the robustness of the Tel–Net using a small data set, which includes only 200 PSF–Cubes reflecting states of the WFSAT along tilt of x and y and decenter of x. We select 150 from 200 PSF–Cubes to train the Tel–Net. For the input PSF–Cubes, we randomly select 60 PSFs as known PSFs and set all other PSFs to zero matrices. For the output PSF–Cubes, we use the same PSF–Cube with all PSFs as valid PSFs. After training, we select the remaining 50 PSF-Cubes to test the Tel–Net.

Meanwhile we use direct interpolation method for comparison. We select the Inverse Distance Weight (IDW) interpolation method (Lu & Wong 2008) as exemplary classic interpolation method. The IDW interpolation method is a commonly used weighted average interpolation method in which the weights depend on the reciprocal of the distance between interpolated points. We use the mean square error (MSE) between predicted PSFs and original PSFs as the evaluation function.

Since the Tel–Net is very deep and the number of PSF-Cubes is small, there would be some risks that the Tel–Net would over-fit these PSFs. Therefore, we plot the MSE of PSFs (both in the training set and the test set) as function of epochs as shown in figure 3. In order to save storage space, we save weights for every 10 epochs. We have trained the Tel–Net for 480 epochs in total and calculate the mean MSE for every 4 epochs. From this figure, we can conclude that the Tel–Net could obtain effective representation of PSFs without over-fitting.

We use the trained Tel–Net to reconstruct PSFs for WFSATs. The statical results of the MSE are shown in table 1 and histograms of the MSE are exposed in figure 4. We can find that with only a limited number of PSFs, the Tel–Net could still be able to predict PSFs with relatively high accuracy, while the existing IDW method presents a magnitude higher MSE. We further plot the heat map of MSE between PSFs reconstructed by different methods and

| Surface  | Surface Type       | Radius (mm) | Separation (mm) | Glass | Semi-Diameter (mm) |
|----------|--------------------|-------------|-----------------|-------|-------------------|
| 1        | Spherical          | 225.0       | 42.8            | BK7   | 164.5             |
| 2        | Spherical          | 191.3       | 197.5           | Air   | 143.8             |
| 3        | Even Aspherical    | Infinity    | 14.0            | F2    | 98.6              |
|          |                    | (0, −5.6 × 10⁻¹⁰, −2.4 × 10⁻¹⁴) |      |       |                   |
| 4        | Spherical          | -1355.0     | 13.0            | SK2   | 101.1             |
| 5        | Plane              | Infinity    | 239.2           | Air   | 105.1             |
| 6        | Spherical          | -293.1      | 42.8            | BK7   | 177.5             |
| 7        | Spherical          | -324.2      | 251.0           | Air   | 196.3             |
| 8        | Spherical          | -550.0      | -251.0          | Mirror| 290.8             |
| 9        | Spherical          | -324.2      | -42.8           | BK7   | 119.9             |
| 10       | Spherical          | -293.1      | -14.5           | Air   | 95.1              |

Table 1. MSE between predicted PSFs (estimated by the Tel–Net and the IDW) and original PSFs. The Tel–Net is trained by 150 training PSF–Cubes and tested by other 50 test PSF–Cubes.

| Method   | MSE mean    | MSE variance |
|----------|-------------|--------------|
| Tel-Net  | 3.77 × 10⁻⁸  | 2.76 × 10⁻¹⁶  |
| IDW      | 8.01 × 10⁻⁷  | 2.09 × 10⁻¹³  |

Figure 2. Parameters of a simulated WFSAT with Baker super-Schmidt design. The third surface is an even aspherical surface and the aspherical coefficients are also shown in this table to be processed in real applications. However, for PSF estimation task, many of these states are redundant (although the telescope belongs to two different states, PSFs in a given point within FoV are almost the same). This is why we decided to make a trade-off between complexity and accuracy, and so we use sparsely sampled PSF–Cubes to train the Tel–Net. In the future, it would be necessary to further investigate possible methods of the optimal reduction (minimization) of the training set to its most informative subset.

3.1 Training and testing the Tel–Net with simulated data of small size

First of all, we test the robustness of the Tel–Net using a small data set, which includes only 200 PSF–Cubes reflecting states of the WFSAT along tilt of x and y and decenter of x. We select 150 from 200 PSF–Cubes to train the Tel–Net. For the input PSF–Cubes, we randomly select 60 PSFs as known PSFs and set all other PSFs to zero matrices. For the output PSF–Cubes, we use the same PSF–Cube with all PSFs as valid PSFs. After training, we select the remaining 50 PSF-Cubes to test the Tel–Net.

Meanwhile we use direct interpolation method for comparison. We select the Inverse Distance Weight (IDW) interpolation method (Lu & Wong 2008) as exemplary classic interpolation method. The IDW interpolation method is a commonly used weighted average interpolation method in which the weights depend on the reciprocal of the distance between interpolated points. We use the mean square error (MSE) between predicted PSFs and original PSFs as the evaluation function.

Since the Tel–Net is very deep and the number of PSF-Cubes is small, there would be some risks that the Tel–Net would over-fit these PSFs. Therefore, we plot the MSE of PSFs (both in the training set and the test set) as function of epochs as shown in figure 3. In order to save storage space, we save weights for every 10 epochs. We have trained the Tel–Net for 480 epochs in total and calculate the mean MSE for every 4 epochs. From this figure, we can conclude that the Tel–Net could obtain effective representation of PSFs without over-fitting.

We use the trained Tel–Net to reconstruct PSFs for WFSATs. The statical results of the MSE are shown in table 1 and histograms of the MSE are exposed in figure 4. We can find that with only a limited number of PSFs, the Tel–Net could still be able to predict PSFs with relatively high accuracy, while the existing IDW method presents a magnitude higher MSE. We further plot the heat map of MSE between PSFs reconstructed by different methods and
and the histograms of the MSE are shown in figure 1, which indicates high repeatability of good results of this estimator.

Better prediction results than that of the IDW method; the shapes, which is probably the reason why our method has much better prediction results than that of the IDW method. The Tel-Net is trained by 150 training PSF-Cubes and tested by the other 50 test PSF-Cubes.

Table 2. MSE between predicted PSFs (estimated by the Tel-Net and the IDW) and original PSFs. The Tel-Net is trained by 2000 training PSF-Cubes and tested by 100 test PSF-Cubes.

| Method | MSE mean | MSE variance |
|--------|----------|-------------|
| Tel-Net | $1.49 \times 10^{-3}$ | $5.81 \times 10^{-13}$ |
| IDW    | $7.99 \times 10^{-7}$ | $2.04 \times 10^{-13}$ |

Table 3. MSE between predicted PSFs (estimated by the Tel-Net) and original PSFs for PSFs with different sizes. The Tel-Net is trained by 1900 training PSF-Cubes and tested by other 100 test PSF-Cubes.

| Number of pixels (pixelscale) | MSE mean | MSE variance |
|------------------------------|----------|-------------|
| $32 \times 32$ (0.54 arcsec/pixel) | $1.49 \times 10^{-8}$ | $5.81 \times 10^{-17}$ |
| $16 \times 16$ (1.08 arcsec/pixel) | $3.03 \times 10^{-10}$ | $1.03 \times 10^{-16}$ |
| $8 \times 8$ (2.16 arcsec/pixel) | $8.52 \times 10^{-10}$ | $5.72 \times 10^{-16}$ |

3.2 Training and testing the Tel-Net with simulated data of big size

In the next step, we test the performance of the Tel-Net with a bigger dataset. This time we use the entire 2000 PSF-Cubes that are defined in the beginning of this section. We use 100 PSF-Cubes with random misalignments of the secondary mirror as the test set. The Tel-Net is trained through 10 epochs which is enough to achieve reasonable abilities. The MSE of the training set and the test set of different epochs is shown in figure 7. The MSE mean values are also calculated for every 4 epochs. As shown in this figure, the Tel-Net converges after 40 epochs. The statistical results of the MSE are shown in table 2 and the histograms of the MSE are shown in figure 8. The results show that the Tel-Net has better ability to model PSFs in fine details than the interpolation method. The residual error is more than one order smaller than the IDW method. It indicates us that with adequate sampled PSFs as training set, the Tel-Net could almost predict any PSFs of WFSATs in any states. In comparison to results obtained on the smaller data set, we can find that the mean MSE has been reduced by half. The heat map of MSE in different positions of the FoV is shown in figure 9. We can find that with more PSFs as training set, the Tel-Net can better predict unknown PSFs. We show original and reconstructed PSFs in figure 10. As shown in this figure, we can find that with more PSFs as training set, the Tel-Net could better reconstruct PSFs.

3.3 Training and testing the Tel-Net with PSFs of different size

To cover a large FoV in a cost effective way, WFSATs used in fast sky survey would obtain images with low spatial sampling rate. In these images, PSFs have very limited number of pixels. Meanwhile, for photometry sky surveys, PSFs of WFSATs may be well sampled (normally each PSF has tens to hundreds pixels). To test robustness of the Tel-Net in processing images with different number of pixels, we generate PSFs of different sampling rates ($32 \times 32$ pixels, $16 \times 16$ pixels and $8 \times 8$ pixels). The number and the strategy we used in this subsection is the same as those used in subsection 3.2. The results of MSE for reconstructed PSFs of different sampling rates is shown in table 3. We can find that PSFs with different sampling rates can be well reconstructed by a trained Tel-Net. Meanwhile, as the pixel number increases, the MSE would decrease.
3.4 Training and testing the Tel-Net with star images of different SNR

Since the aperture size of WFSATs is small, images obtained by WFSATs may have relatively low SNR. Stars with low SNR would introduce additional error to the Tel-Net. To test the robustness of Tel-Net, we add different levels of Poisson noise to simulated PSFs (32 × 32 pixels) as observed star images. Then, these simulated star images are used as PSFs to train and test the Tel-Net. The results are shown in Table 4. Because PSFs are all normalized to 1 for the Tel-Net, we multiply 10 or 80 with PSFs to generate star images with different levels of signal and then add the same level of Poisson noise as background noise. Therefore, 80 stand for star images with photon counts that are 8 times larger than stars with 10. As shown in this table, we can find that as noise levels increases, the performance of the Tel-Net would drop down. But the performance is still better than the IDW method.
and with the experiment setup presented in (2021). We tilt the parabolic mirror (M3) to introduce (M1 and M2), a fibre laser as a point-like source of light and a figure given in figure experimental bench in the laboratory according to the schem a Table 4.

To further test the performance of the Tel–Net, we set up an optical bench–Cubes and tested by 100 test PSF–Cubes.

Figure 8. Histogram of MSE between PSFs predicted by Tel–Net and original PSFs. The blue histogram stands for MSE of PSFs predicted by the Tel–Net and orange histogram stands for MSE of PSFs predicted by the IDW method. The Tel–Net is trained by 2000 training PSF–Cubes and tested by 4 PSF–Cubes.

Figure 9. The heat map of mean MSE between original PSFs and PSFs reconstructed by the Tel–Net.

Table 4. MSE between predicted PSFs (estimated by the Tel–Net and the IDW) and original PSFs for stars with different SNRs.

| Counts of photons | Methods | MSE mean | MSE variance |
|-------------------|---------|----------|--------------|
| 80                | Tel–Net | 2.77 × 10\(^{-5}\) | 3.12 × 10\(^{-10}\) |
| 80                | IDW     | 7.04 × 10\(^{-5}\) | 3.84 × 10\(^{-5}\) |
| 10                | Tel–Net | 4.18 × 10\(^{-5}\) | 7.69 × 10\(^{-16}\) |
| 10                | IDW     | 9.62 × 10\(^{-5}\) | 4.32 × 10\(^{-5}\) |

4 TRAINING AND TESTING TEL–NET WITH EXPERIMENTAL DATA

To further test the performance of the Tel–Net, we set up an optical bench according to the schem given in figure 11 and with the experiment setup presented in figure 12. It includes a parabolic mirror (M3), an Ritcher-Chretien (RC) telescope with wavefront error (RMS value) less than 1/30\( \lambda \) (M1 and M2), a fibre laser as a point-like source of light and a camera (CCD). We tilt the parabolic mirror (M3) to introduce additional aberrations and then move the camera together with the telescope to obtain PSFs in different positions of the FoV. The experiment is carried out in the optical laboratory located in Nanjing Institute of Astronomical Optics & Technology, Chinese Academy of Sciences. In the laboratory, the temperature variation is smaller than 5 degrees and and the variation of humidity is below 10%. It took around 6 days to obtain all PSFs and in this paper, we assume variations of temperature and humidity would not introduce significant variations of PSFs. In total we generate 40 different levels of M3 tilts. For each levels of tilt, we obtain 25 PSFs equally distributed in 5 × 5 patches. An exemplary PSF with aberrations obtained at the edge of the FoV is shown in figure 13.

Because automatic alignment devices such as electric precise lifting platforms are not used in this experiment, tilt of M3 and capture of PSFs are all done manually. Therefore, although we have spent a long time to collect PSFs, only very limited data are obtained, comparing with the amount of data generated previously by ZEMAX. Besides, due to limitations of human beings, these data have obvious imperfections: different levels of tilts are not strictly equally distributed and PSFs of the same patch corresponding to different tilts have position uncertainties up to several pixels. These problems impose the need for the use of automatic alignment instruments and related control methods while calibrating the smart data processing algorithms.

Besides, limited PSF data would introduce over–fitting problem. The relation between MSE and epochs is shown in figure 13. As shown in this figure, the Tel–Net converges after 250 epochs but we could find that the Tel–Net is over–fitting the training set. It is caused by limited number of PSF–Cubes, which would require automatic alignment devices to obtain more data in our future experiments. Although these PSF–Cubes have some issues, we are still able to train the Tel–Net with these data to test its robustness. In total, we obtain 40 PSF–Cubes and we randomly select 36 PSF–Cubes to train the Tel–Net. 8 PSFs are randomly selected as known PSFs in input PSF–Cubes. After training, we use the Tel–Net to predict PSFs with PSF–Cubes from the test set. One of PSFs predicted by the Tel–Net and that predicted by the IDW method are shown in figure 14. The Tel–Net can predict PSFs in fine details, while the IDW method can only predict main structure of the original PSF. Kernel density estimation and statistical results of reconstruction error are shown in figure ?? and table 5. We can find that the Tel–Net has better performance than that of the IDW method, even with very limited data. It should be noted that because the number of PSFs in the training data is small, the results obtained in real applications are not as good as results obtained with the simulated data. This problem is caused by limited number of training data and could be solved through increasing the volume of training data with applying automatic alignment devices when we obtain training data.

| Method | MSE mean | MSE variance |
|--------|----------|--------------|
| Tel–Net | 1.29 × 10\(^{-6}\) | 3.07 × 10\(^{-12}\) |
| IDW    | 2.83 × 10\(^{-6}\) | 5.60 × 10\(^{-12}\) |
Figure 10. Several examples of original PSFs and corresponding PSFs reconstructed by different methods with their MSE values, when the number of PSFs in the training set is large. (a) are original PSFs, (b) are PSFs predicted by the Tel–Net and (c) are PSFs predicted by the IDW with four nearby PSFs.

Figure 11. The concept design of the optical path in our experiment.

Figure 12. The optical path utilized in our experiment.

Figure 13. MSE of PSFs in the training set and the test set as function of epochs for real observation PSFs. As we can find from this figure, the Tel–Net is over–fitting, because there is only very limited number of PSF-Cubes.

Then we train the Tel-Net with PSF–Cubes and use it to predict PSFs. We test the Tel-Net with simulated and real data and find that the Tel-Net can obtain PSFs in any positions of the FoV with finite number of star images. An example of classic PSF estimation method, the interpolation method utilizing the Inverse Distance Weighting has significantly worse performance and is not able to predict complex aberrations seen in both real and simulated PSFs.

The Tel-Net could be added as a necessary part to the calibration method for WFSATs, particularly for WFSATs that are lack of maintenance during observations, such as space telescopes. The Tel–Net indicates the importance of alignment data of a WFSAT pointing out the need for automatic characterization of the optical instrument during commissioning phase. In the future, we will use the Tel–Net as PSF modelling method to modify astronomical target detection and photometry neural networks (Jia et al. 2020b) to increase the observation accuracy of these telescopes when there are PSF variations in data obtained by these WFSATs.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we propose the Tel-Net as a new PSF modelling framework for WFSATs. The Tel-Net assumes that PSFs in WFSATs can be understood as a response of a complex system for a single state of an imaging instrument. States of the whole optical system are sampled by PSF–Cubes during system test procedure.
Figure 14. (a) is the original PSF, (b) is PSF predicted by the Tel–Net and (c) is PSF predicted by the IDW with four PSFs as prior information.

Figure 15. Histogram of MSE between PSFs predicted by Tel–Net and original PSFs. To make the results easier to compare, we use the kernel density estimation method to fit the Histogram. The blue curve stands for MSE of PSFs predicted by the T el–Net and orange curve stands for MSE of PSFs predicted by the IDW method. The Tel–Net has better performance in PSF estimation.
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