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*Highlights (for review)*

- Eddy covariance (EC) measurements over hillslope under forced convection
- Upward flows: agreement between topography and EC derived airflow inclinations
- Downward flows: differences between topography and EC derived airflow inclinations
- Downward flows: differences ascribed to separation bubble with streamline dilatation
- Energy balance closure similar to reports on flat and mountainous topographies
The current study addressed the consistency of Eddy Covariance (EC) measurements collected in sloping conditions within a hilly agricultural catchment. In the context of operational monitoring and modelling devoted to decision support, it is important to increase the knowledge of surface fluxes under conditions of hilly topography. The two-metre-high EC measurements were collected at the field scale within the two opposite rims of a V-shaped catchment located in northeastern Tunisia on the southern shore of the Mediterranean Basin. Measurements were collected under bare soil conditions to enhance the effects of the slopes. The data pre-processing and quality control measures were conducted using standard procedures. In assessing the consistency of the EC measurements we first compared the airflow inclinations captured by the EC measurements against the topographical slopes captured by a Digital Elevation Model; we then assessed the energy balance closure. The analysis of the micrometeorological data indicated specific regimes: externally driven winds; forced convection; and stability conditions close to neutrality or low instability. The two dominant wind directions induced upward and downward flows on the two opposite rims. For the upward flows, the airflow inclinations followed the topographical slopes on both fields. For the downward flows, the flows followed the topographical slopes on the southern rim and were almost horizontal on the other rim. In all cases, and especially for the upward flows, the energy balance closure was similar to that reported in the literature. Overall, the behaviour observed for upward flows was close to that reported in the literature for flat conditions, whereas the downward flows exhibited different trends. The different trends we observed for the downward flows were ascribed to the bubble separation zone that implies streamline dilatation, turbulence and reverse flows. Future investigations should address the vegetation conditions. The expected outcomes are of importance for revisiting the operational methods devoted to the estimation of evapotranspiration.

**KEYWORDS**: agricultural hilly catchment, eddy-covariance measurements, sloping conditions, airflow inclination, land surface energy balance.
1. INTRODUCTION

Knowledge of land surface energy fluxes is of paramount importance for water and crop management within semi-arid regions, where the annual actual evapotranspiration amounts to more than two-thirds of the yearly precipitation (Moussa et al., 2007; Daneshkar Arasteh and Tajrishy, 2008). Numerous methods have been developed for measuring and modelling the land surface energy fluxes in flat terrain (Rana and Katerji, 2000; Olioso et al., 2002a; Courault et al., 2005). However, little research has been performed for the hilly catchments that correspond to large agricultural areas in many regions of the world (e.g., Mediterranean countries, western Africa, eastern India). Hilly catchments allow water harvesting to be used to secure agricultural production (Mekki et al., 2006; Saha et al., 2007). Our understanding of the energy fluxes and crop evapotranspiration within hilly catchments is still incomplete; a major gap in the knowledge is the influence of the topography on the structure of turbulence within the boundary layer (Raupach and Finnigan, 1997).

Understanding the airflows and surface fluxes over hills was first investigated with wind tunnels (Jackson and Hunt, 1975; Brunet et al., 1994; Poggi and Katul, 2007), and analytical solutions have been proposed for wind and temperature profiles (Jackson and Hunt, 1975; Hunt et al., 1988; Raupach et al., 1992; Kaimal and Finnigan, 1994; Finnigan and Belcher, 2004). However, applying these formulations over hilly catchments is questionable because they are limited to simple two-dimensional hills. Another possibility is the large eddy simulation (LES) technique (Tamura et al., 2007; Dupont et al., 2008). However, LES implementation is a delicate task that requires substantial computer resources, especially over the heterogeneous landscapes that involve large spatial extents and fine spatial resolutions. Furthermore, the application of LES is still limited to simple topography (Dupont et al., 2008).

As a result of the aforementioned modelling difficulties and of the increasing availability of eddy covariance (EC) systems, several experimental campaigns have investigated the effects of sloping conditions. These campaigns have involved single flux towers either under mountainous conditions with forests (Geissbühler et al., 2000; Humphreys et al., 2003; Turnipseed et al., 2003) and grasslands (Hammerle et al., 2007; Hiller et al.,
or within hilly catchments with crop systems (Rana et al. 2007; Scott, 2010). Until recently, the experimental costs made it almost impractical to analyse turbulence and advection from the data collected by several nearby EC systems (Feigenwinter et al., 2008).

The effects of slope have been taken into account by applying rotational corrections to the EC measurements, such as the latter fitted to the airflow planes induced by the topographical slopes. When dealing with the single EC towers within hilly agricultural catchments, the energy flux data corrected for slope effects were next used to address the modelling of turbulent exchanges. Thus, Rana et al. (2007) proposed a semi-empirical correction to the turbulent exchange coefficients that accounts for the slope magnitude by extending to non-neutral conditions the neutral wind speed profile relationship proposed by Kaimal and Finnigan (1994). However, follow-up research is needed to extend the few existing works on the EC measurements from single towers; to enable such measurements to be used operationally for monitoring water consumption by crops in hilly catchments, especially in semi-arid regions.

The objective of the current study was to increase the understanding of EC measurements from single towers in sloping conditions within hilly agricultural catchments; by investigating the possible links between the topography, airflow inclinations driven by the wind direction, and surface energy balance closure. We considered a Mediterranean agricultural catchment with hilly topography, locating the EC measurements on the two opposite sides of a valley. We addressed bare soil conditions only, to minimise land-use heterogeneity effects and thus enhance the effects of topography. Section 2 presents the study area, the data collection and processing, including the flux calculation, quality control and footprint analysis, and topographical characterisation from a digital elevation model (DEM). Section 3 reports the analysis of micrometeorological conditions (wind regimes and stability conditions), as well as the results obtained when comparing the airflow inclinations against the topographical slopes and when verifying the energy balance closure according to the airflow inclinations. Section 4 discusses the main outcomes and future directions.
2. MATERIALS AND METHODS

2.1 Experimental site and calendar

The experiment was set within the agricultural Kamech catchment, which is located in the Cap Bon Peninsula in northeastern Tunisia (36°52’40''N, 10°52’40''E, Fig. 1). Comprehensive descriptions of the Kamech catchment are given by Mekki et al. (2006) and Raclot and Albergel (2006). This catchment belongs to the long-term environmental research observatory OMERE (a French acronym for the Mediterranean Observatory of Water and the Rural Environment). Within Mediterranean rural catchments, the OMERE studies the impacts of anthropogenic forcing and climate change on hydrology, erosion, and water quality in relation to pollutants (http://www.umr-lisah.fr/omere).

[Figure 1 about here]

The 2.45 km² Kamech catchment is crossed by the El Gameh wadi from the northeast to the southwest (Fig. 2). The catchment topography is entirely V-shaped from the middle to the south-western parts. The slopes are irregular, especially on the southern rim, which has natural embankments induced by sandstone hogbacks. The altitude ranges between 94 m and 194 m. The slopes range between 0% and 30%, the quartiles being 6%, 11% and 18%. Most fields have a small size with an average area of 0.6 ha. The soils have sandy-loam textures, with depths ranging from zero to two metres according to the location within the catchment and the local topography. These swelling soils exhibit shrinkage cracks under dry conditions during the summer (Raclot and Albergel, 2006). The main crops are winter cereals and legumes. The steepest parts of the catchment are used as rangeland for livestock and are therefore covered by natural vegetation. The regional climate is sub-humid with annual values of 600 mm and 1500 mm for the precipitation and Penman-Monteith reference crop evapotranspiration, respectively. Because of the combination of sub-humid climate and rain-fed agriculture, the catchment is under bare soil conditions from the end of spring to the middle of autumn.

[Figure 2 about here]
The flux measurements were conducted under bare soil conditions during several months in 2004 and 2006. For both years, a flux station was installed in Field A, located on the northern rim of the catchment (Fig. 2). Field A had an area of 1.1 ha with an homogeneous slope of 5° facing the south-southeast direction (Fig. 2 and Fig. 3). This field’s northern (and upper) limit was close to the rim top, which forms the catchment edge. To collect data on the opposite rim and subsequently to assess the possible effect of slope orientation on energy fluxes, a second flux station was installed in 2006 in Field C, located on the southern rim of the catchment (Fig. 2) and facing northwest. Field C had an area of 2.2 ha and a rugged topography (Fig. 3). The averaged slope around the field centre was approximately 8°. The southern (and upper) limit was close to a plateau, located in the middle of the rim. The northern limit had a natural embankment induced by a sandstone hogback.

Concentrating on bare soil conditions allowed (1) the removal of vegetation canopy effects, which had an influence on the turbulent fluxes that could be as strong as that of topography (Turnipseed et al., 2003), and (2) a focus on periods during which the land surface conditions were homogeneous throughout the catchment. In 2004, the measurements were collected in Field A from 18 July to 4 November. In 2006, the measurements were collected on fields A and C from 20 June to 28 July. The corresponding three data sets were labelled A04, A06 and C06, where the letter represents the field, and the two digits represent the year.

2.2. Instrumentation and data acquisition

A meteorological station located near the catchment outlet (labelled M on Fig. 2) measured: (1) the rainfall at a daily time step with a manual raingauge; (2) the solar irradiance with a SP1110 pyranometer (Skye, UK); (3) the air temperature and humidity with an HMP45C probe (Vaisala, Finland); (4) the wind speed with an A100R anemometer (Vector Instruments, UK); and (5) the wind direction with a W200P wind vane (Vector Instruments, UK). The instruments were installed 2 m above ground (except the raingauge, which was set up at 1 m) and were connected to a CR10X data-logger (Campbell Scientific, USA).
Variables were samples at 1 Hz and stored as 30-minute averages. All of the instruments were either new or recently new and had been calibrated by the manufacturer.

The sensible and latent heat fluxes, soil heat flux and net radiation were measured with similar flux stations at fields A and C. The instruments for each flux station are listed in Table 1. Because the CR23X data-logger has a limited storage capacity, the raw sonic anemometer and krypton hygrometer data were collected at a 10 Hz frequency and stored on the LoggerNet final storage area #2 of the CR23X data-logger. These raw data were then downloaded every minute to a laptop through the RS232 serial port. The instruments on Field A in 2004 and on Field C in 2006 were three months old. On field A in 2006, the two-year-old krypton hygrometer did not operate.

[Table 1 about here]

The three soil heat flux sensors were distributed two metres away from the station, and were buried between 20 and 50 mm below the soil surface. The net radiometers were installed 1.5 m above the ground. The sonic anemometers, the krypton hygrometers, and the air temperature and humidity probes were installed at the same height above the ground during each period of data acquisition: 1.96 m for Field A in 2004 (data set A04); 1.78 m for Field A in 2006 (dataset A06); and 2.02 m for Field C in 2006 (data set C06). The sonic anemometer verticality and the net radiometer horizontality were carefully checked during the experiments with spirit levels, but no realignment needed to be performed. The accuracy of the double spirit level used for the Young sonic anemometer was 0.5 mm/m, corresponding to an angle of 0.03°. Accuracy on the integrated spirit level of the CSAT sonic anemometer was unknown. Overall, we assumed the accuracy on device alignment was better than 1°. This proposed accuracy was further indirectly confirmed when comparing the flow inclination captured in 2004 and 2006 by the EC device on the same location within Field A. Indeed, the differences between both years were less than 2° (Section 3.3.2) (Fig. 8a and 8b).

The alternation between the dry and wet periods degraded the krypton hygrometer KH20. As a result, the KH20 did not operate in 2006 at Field A, and no latent heat flux data were collected for the data set A06. The data acquisition systems were powered by batteries.
and solar panels. Because of the high power consumption of the laptop computers, several battery failures occurred, and the 10 Hz data acquisitions were not continuous. Furthermore, only daytime data were considered for analysis in the context of quantifying evapotranspiration. The daytime periods were defined by the 30-minute intervals during which the positive values of solar irradiance were measured. After gap removal and daytime observation selection, the numbers of 30-minute intervals with 10 Hz data acquisition were 375, 463 and 579 for data sets A04, A06 and C06, corresponding to 10%, 25% and 30% of the experiment durations, respectively.

2.3 Calculation of net radiation and soil heat flux

A side-by-side comparison of NR-lite net radiometer measurements was conducted during one month over a natural grass field. This comparison was aimed at ensuring that both the measurements and the subsequent behaviour on the two opposite rims of the V-shaped catchment could be cross-analysed. The comparison of the net radiation data indicated a root mean square difference of 20 W m\(^{-2}\) (5% relative). This difference was notably close to the instrument accuracies. Thus, no correction was applied.

Measurements of net radiation (Rn) were corrected for the effects of slope following the procedure proposed by Holst et al. (2005). Only the direct solar irradiance was corrected by accounting for the angle between the solar direction and the normal to the local topography. The solar direction was derived from time, latitude and longitude with astronomical rules. The local topography was characterised by the slope (topographical zenith with nadir as origin) and aspect (topographical azimuth with north as origin). Both the slope and aspect were calculated using a four-metre spatial resolution DEM obtained by photogrammetry from a stereo pair of panchromatic Ikonos images (Raclot and Albergel, 2006). The direct solar irradiance was derived from total solar irradiance measured at the meteorological station (Section 2.2). For this, the diffuse solar irradiance was expressed as an empirical function of atmospheric transmittance; the latter was estimated as the ratio of the solar irradiance measured at the meteorological station to the extra-terrestrial solar irradiance derived from the astronomical rules. The empirical function was calibrated beforehand over the ReSeDA meteorological database that is representative of typical Mediterranean climates.
(Olioso et al., 2002b). The obtained calibration was notably close to that proposed by Collares-Pereira and Rabl (1979) and used by Holst et al. (2005).

The average correction of the net radiation measurements for slope effects was approximately 40 W m\(^{-2}\) (12% relative) and 55 W m\(^{-2}\) (15% relative) for fields A and C, respectively, as indicated by the root mean square differences between corrected and non-corrected data. The maximum corrections reached 60 W m\(^{-2}\) for Field A and 100 W m\(^{-2}\) for Field C, and they corresponded to the sunrise or sunset. On average, the corrections induced an increase (respectively decrease) of net radiation measurements on Field A (respectively C). Such between-field differences can be explained by field aspects, because Field A (respectively C) faced the south-southeast (respectively northwest) direction (Section 2.1).

The measurements of soil heat flux (G) are usually corrected for the heat storage between the surface and the sensors (Heusinkveld et al., 2004; Liebethal et al., 2005). However, no correction was performed here because the existing solutions are questionable when considering swelling soils that exhibit shrinkage cracks under dry conditions during the summer (Section 2.1). Neglecting the heat storage induced errors in the soil heat flux measurements of between 20 and 50 W m\(^{-2}\) (20% to 50% relative), as reviewed by Foken (2008). It was a posteriori verified when analysing the energy balance closure that such errors in soil heat flux were not critical (Section 3.4). Finally, soil heat flux was estimated as the mean value of the measurements collected by the three soil heat sensors distributed around each of the two stations.

### 2.4 Calculation of the EC-based convective fluxes and airflow inclinations

The three convective fluxes (friction velocity \(u_\ast\), sensible heat flux \(H\) and latent heat flux \(\lambda E\)) and the angles for characterising the airflow inclinations were calculated from the 10 Hz data collected with the sonic anemometer and the krypton hygrometer with the ECPACK library version 2.5.22 (http://www.met.wau.nl/projects/jep/report/ecromp/, van Dijk et al., 2004). We present hereafter the different steps of the calculations. We note \(u_\ast\) was used for both controlling the data quality and calculating the EC data footprint.
2.4.1 Instrumental corrections

The entire set of instrument corrections proposed in the aforementioned version of the ECPACK library was applied. These corrections addressed the following items: (1) the calibration drift of the krypton hygrometer with the air humidity and temperature measured by the HMP45C probe over each 30-minute interval; (2) the linear trends over the 30-minute intervals; (3) the sonic anemometer temperature for humidity; (4) the hygrometer response for oxygen sensitivity; (5) the mean vertical velocity (Webb term); and (6) the correction for the frequency response (spectral loss) and path averaging. In relation to a low measurement height of approximately 2 m above surface level (Section 2.2), the correction for the frequency response increased the flux magnitudes by 0.01 m s\(^{-1}\) (2% relative), 10 W m\(^{-2}\) (5% relative) and 5 W m\(^{-2}\) (8% relative) for \(u^*\), H and \(\lambda E\), respectively. The resulting convective fluxes were labelled NR for Non-Rotated.

A side-by-side comparison of the EC device measurements was conducted during one month within Field A. This comparison aimed at ensuring it was possible to compare the measurements and subsequent behaviour on the two opposite rims of the V-shaped catchment. The comparison of convective flux data indicated a root mean square difference of 20 W m\(^{-2}\) (15% relative). This difference was close to the accuracy of the EC data, which are widely accepted to be between 20 and 50 W m\(^{-2}\) for the latent heat and between 10 and 30 W m\(^{-2}\) for the sensible heat flux, which corresponds to 5–20% relative (Foken, 2008). Thus, no correction was applied.

2.4.2 Rotational corrections and airflow inclination

The sonic anemometers were installed vertically, although the sloping conditions were suspected to induce non-horizontal airflows. The rotational corrections were applied to correct the fluxes for the airflow inclination, as explained hereafter.

The three-dimensional sonic anemometers measure wind speed in three perpendicular directions (labelled u and v in the horizontal plane and w in the vertical). When estimating the convective fluxes from the EC measurements, the rotations are usually applied to the
coordinate system (Kaimal and Finnigan, 1994). Over flat terrain, the aim is to account for the incorrect vertical alignment of the sonic anemometer. Over slopes, the aim is to virtually align the sonic anemometer perpendicularly to the airflow streamlines (Geissbühler et al., 2000; Humphreys et al., 2003; Lewicki et al., 2008). These rotations are usually defined by three angles: the yaw angle, which is a rotation around the vertical axis that aligns u with the wind direction; the pitch angle, which is a rotation around the horizontal axis perpendicular to the wind direction that sets w to zero; and the roll angle, which is a rotation around the horizontal axis parallel to the wind direction.

Amongst the existing possibilities for performing rotational corrections, we selected the planar fit correction introduced by Wilczak et al. (2001) and implemented in the ECPACK library. This method has been recommended by several authors (Massman and Lee, 2002; Turnipseed et al., 2003; Lee et al., 2004) for correcting EC measurements acquired over sloping terrain. Assuming the airflow streamlines are included in a plane, the latter is fitted to a set of wind speed components collected over a long time interval, typically ranging from one to several days. Thus, the planar fit correction is less sensitive to the sampling errors than the double and triple rotation corrections (Turnipseed et al., 2003), where the latter are applied to each integration interval (30 minutes in our case). Because the current study focused on the daytime data, the planar fit correction did not suffer from uncertainties resulting from low night-time wind speeds.

Over heterogeneous terrain that induces anisotropic airflow, the tilt angles (pitch and roll) are likely to depend upon the wind direction (yaw angle). Consequently, the airflow inclination for various wind directions cannot be adequately represented by a single plane only. The 10-Hz EC data were therefore grouped according to wind direction (or wind sectors). Two calculations were made to ensure that the planar fit angles were not sensitive to the time interval over which they were estimated. A single plane was fitted over all of the data belonging to a wind sector for a given data set (A04, A06, and C06). Additionally, for a given field (A or C), one plane was fitted for each wind sector and each day. We a posteriori verified that considering these two methods provided similar results for airflow inclination, as captured with planar fit angles (Section 3.3) and flux magnitude (Section 3.4).
The planar fit provided the inclination angles of the plane that fitted the wind speed components over a given time interval in which the angles are in a coordinate system fixed to the anemometer. For a given plane inclination provided by the planar fit angles, along with the anemometer orientation that had previously been determined when setting up each flux station, it was possible to calculate the airflow inclination for any wind direction, including those that corresponded to the yaw angle measurements.

Finally, the planar fit angles calculated at the daily timescale for each wind sector were introduced into the planar fit correction of the fluxes, and the resulting convective fluxes calculated over 30-minute intervals were labelled PF (Planar Fit).

2.4.3 Quality control

The quality control of the 30-minute flux data was performed using two standard tests that are routinely employed over sloping terrains. These tests ensure that the theoretical requirements for the EC measurements are fulfilled (Geissbühler et al., 2000; Rebmann et al., 2005; Hammerle et al., 2007, Hiller et al., 2008).

The steady-state (ST) test (Foken and Wichura, 1996) characterises the turbulence time homogeneity for the three convective fluxes. This test compares the average flux values over each 30-minute interval with the averaged values over the six corresponding 5-minute subintervals. The integral turbulence characteristics (ITC) test (Foken and Wichura, 1996; Rebmann et al., 2005) characterises the development of turbulence and therefore the spatial homogeneity in terms of the surface aerodynamic properties. For that characterisation, the test compares the measured flux-variance similarities to those obtained from the empirical models based on Monin-Obukhov similarity theory. Over each 30-minute interval, the flux-variance similarities are tested for the horizontal wind speed u, vertical wind speed w and air temperature T.

Both the ST and the ITC tests are expressed as absolute values of the relative differences. These tests allow the data to be ranked (Foken et al., 2004; Rebmann et al., 2005): the high-quality turbulence data (test values less than 0.3); good quality data for the
flux measurements (test values between 0.3 and 1.0); and low-quality data (test values greater than 1.0).

2.4.4 Footprint of the EC fluxes

Quantifying the area that contributed to each flux measurement – the so-called footprint area – was an important step for characterising the representativeness of the measured fluxes. This step was also important for analysing any topographical influence on the flux measurements because this analysis required the knowledge of the relief within the contributing areas.

The footprint of each 30-minute sample of the EC flux data was estimated using the approach of Horst and Weil (1994), which relies on an analytical dispersion model that accounts for the effects of atmospheric stability. The Horst and Weil model offered a good compromise between ease of implementation and estimate reliability. Furthermore, the assumption of the spatial uniformity and temporal constancy of the surface roughness in the Horst and Weil model was well-fulfilled during the experiment because (1) each field and all surrounding plots were bare soil only, and (2) the flux data were filtered using the ST and ITC tests (see Section 2.4.3). For each flux estimate derived from the EC data via the ECPACK library, the footprint area was calculated from the outputs of the Horst and Weil model as the ellipsoid from which 90% of the flux originated. Each footprint ellipsoid was characterised by its length (respectively width) along (respectively across) the wind direction. The footprint ellipsoids were then combined with the digital map of the field boundaries (Fig. 3) to quantify the proportion of the measured fluxes that originated from the field on which the flux station was installed (field A or C).

2.5 Evaluation of the topographical slopes for the flux measurements

To understand the effects of relief on the energy fluxes, the topography near each flux station needed to be characterised, especially within the footprint area. Because the wind
direction fluctuated on a scale of 10 to 30 minutes, the terrain slopes for the dominant wind
directions needed to be evaluated within these time intervals. Thus, we calculated the terrain
slopes for all wind directions. The procedure was twofold.

First, we defined a rectangle centred on the flux station and oriented along a given
wind direction (yaw angle). The rectangle width was set to twice the median value of the
footprint width (the ellipsoid width across the wind direction, Section 2.4.4) and its length
was set to twice the median value of the footprint length (ellipsoid length along wind
direction, Section 2.4.4). We considered the median values of the footprint dimension twice to
account for the influence of the upstream / downstream relief on the flow structure. Once each
rectangle was defined, we extracted the corresponding altitude data from the DEM
(Section 2.3), and a topographical plane was fitted against the DEM data (i.e., the altitude
versus northing and easting coordinates). The topographical plane equation was next used to
calculate two terrain slopes geometrically similar to the angles given by the rotational
correction (Section 2.4.2): the along-wind slope corresponded to the pitch angle, and the
across-wind slope corresponded to the roll angle.

The above approach was chosen for three reasons: (1) it defined a wind-oriented
topography (along and across slopes); (2) these slopes were evaluated in a similar way to the
rotational correction characterising the airflow inclination; and (3) it accounted for the spatial
extent of the footprint area. The choice of a rectangle instead of an ellipsoid simplified the
calculations.

3. RESULTS

In this section we first analysed the meteorological data to characterise the
micrometeorological conditions, including the wind and convection regimes (Section 3.1). Secondly, we analysed the results of the flux data quality control and the footprint estimates (Section 3.2). Thirdly, we characterised the DEM-derived topographical slopes according to the wind direction and then compared them against the airflow inclinations derived from the rotational corrections of the EC data (Section 3.3). We finally addressed energy balance
 closure (Section 3.4). These analyses were conducted by comparing the results obtained on
the two opposite rims of the catchment (e.g., over fields A and C).

3.1 Climatic conditions

3.1.1 Wind regime

The data from the meteorological station showed large wind speed values with a mean
daytime value of 4 m s\(^{-1}\) that was twice as large as the FAO mean value for more than 2000
sites around the world (Allen et al., 1998). These wind speed measurements closely agreed
with those collected by the sonic anemometers within fields A and C – the differences were
less than 1 m s\(^{-1}\). This wind speed homogeneity was observed in previous studies conducted at
different locations within the Kamech catchment (Zitouna-Chebbi, 2009).

Fig. 4 presents the wind roses obtained from the data collected at the meteorological
station. These wind roses clearly show the existence of two dominant directions: winds
coming either from the northwest or from the south (actually south-southeast). This bi-modal
regime of northwest and south winds was observed throughout the experiment (years 2004
and 2006). At the daily timescale, no diurnal cycle was observed for the wind direction.

[Figure 4 about here]

To seek possible influences of wind direction on the turbulent fluxes, we distinguished
two dominant wind direction classes according to the observations displayed in Fig. 4
(clockwise degrees, north is 0°): winds coming from directions between the southwest (220°)
and east-northeast (70°), known hereafter as the northwest winds; and winds coming from the
other directions, known hereafter as south winds. For both 2004 and 2006, the proportions of
the northwest and south winds were 70% and 30%, respectively. These two dominant
directions were almost perpendicular to the valley axis (Fig. 2). Therefore, the northwest
winds induced simultaneous downward flows on the northern rim (Field A) and upward flows
on the southern rim (Field C). The reverse was observed with the south winds.
3.1.2 Micrometeorological conditions

As is typical for summer in the study site, rainfall amounts were notably low during the experiments with a total amount of 1.5 mm for the data sets A06 and C06. A larger value (81 mm) was observed for data set A04 because the experiment lasted until the beginning of autumn (Section 2.1). The reference evapotranspiration (ET$_0$) was calculated from the data collected at the meteorological station by following Allen et al. (1998). For the data set A04 (respectively A06 and C06), the ET$_0$ ranged between 1.4 and 10.4 mm per day (respectively 4.7 and 10.3 mm per day), with a mean value of 4.6 mm per day (respectively 6.6 mm per day).

As expected for the day-time measurements under windy conditions (Section 3.1.1), the Monin-Obukhov stability parameter (MOSP) was always negative, with notably few values less than -0.1. For the northwest (respectively south) winds, the MOSP median values were -0.042, -0.053 and -0.057 (respectively -0.059, -0.022 and -0.022) for the datasets A04, A06 and C06. These values corresponded to the conditions of neutrality or low instability.

3.2 Quality control and footprints of the EC data

3.2.1 Quality control of the EC data

The results of the quality control test in Table 2 are given for the EC flux data after the rotational correction. On average, 90% of the u$_*$ and H fluxes reached the first quality class for both the ST and ITC tests. For the latent heat flux, 70% of the data reached the first quality class. The good results obtained with the ST test a posteriori justified the integration of the EC data over the 30-minute intervals. The good results obtained with the ITC test showed that the surface aerodynamic properties were spatially homogeneous near the flux stations, which was in agreement with the bare soil conditions observed throughout the catchment during the experiments.

[Table 2 about here]
The current study addressed the energy fluxes under sloping conditions within a hilly catchment in the context of operationally monitoring crop water consumption under a semi-arid climate. Thus, only the data belonging to the first two quality classes (ST and ITC test values less than 1.0) were selected for further investigation. This represented 99% of the u, and H fluxes and 76% of the ΛE fluxes. Finally, we note applying rotational corrections induced larger amounts of data fitting the quality control test, where the number of rotated data in the first two quality classes increased by 40% relative to the number of non-rotated data.

3.2.2 Footprints of the EC fluxes

The footprint areas were calculated using the EC flux data after the rotational correction. For each 30-minute interval, the calculated footprint areas were superimposed on the field map (Fig. 3), which allowed an evaluation of the percentage of fluxes originating from the considered field. On average and regardless of wind direction, 55% (respectively 60%) of the flux measurements originated from Field A in 2004 (respectively 2006) and 80% originated from Field C in 2006. Although these fields were selected as the best locations within the catchment, these contributions were found to be moderate. However, this result was not considered to be a critical issue because the surface conditions of the surrounding fields were similar (bare soils), which was confirmed by the good results obtained with the ITC test (Section 3.2.1).

The mono-modal distributions of the lengths and widths of the ellipsoid-shaped footprints are given in Fig. 5. The median values of the footprint lengths were 208 m, 180 m and 182 m for the A04, A06 and C06 data sets, respectively. The median values of the widths were 62 m, 58 m and 58 m for the A04, A06 and C06 data sets, respectively. No significant influence from the wind directions (northwest and south) was observed for the footprint dimensions, with the differences between median lengths being less than 15% relative. This was expected because the micrometeorological conditions did not significantly vary with the wind direction.
3.3 Influence of the topography on the airflow inclination

3.3.1 Determination of the terrain slopes from DEM data

According to the results from Section 3.2.2, the length of the rectangles used to determine the terrain slopes from the DEM-based altitude data was fixed at 360 m, which is twice the median value of the ellipsoid footprint lengths. The width of these rectangles was fixed to 120 m, which was twice the median of the ellipsoid footprint widths.

The fitting of the terrain slopes for the south winds (yaw angle = 180° from north clockwise) and the northwest winds (yaw angle = 320° from north clockwise) are illustrated in Fig. 6, where the slanted thick lines represent the pitch angle calculated over the 360-m long and 120-m wide rectangles (Section 2.5).

In the vicinity of Field A, the topography at the 360-m scale appeared to be almost planar for both the south and northwest winds. The top of the northern rim, which corresponded to the catchment northwest limit (see Fig. 2), formed a sharp hill that is clearly visible on Fig. 6 for the south winds (right vertical arrow at x = 290 m on top left subplot) and for the northwest winds (left vertical arrow at x = -270 m on top right subplot). Field C had a rugged relief with more dispersion of the altitude data and a less planar shape, especially for the south winds. The hilltop at the field southern limit (x = -300 to -200 m on the bottom left subplot, x = 150 m on the bottom right subplot) was rugged compared to the top of the northern rim. The catchment southern limit was located 700 m south from Field C (left vertical arrow on bottom left subplot, and right vertical arrow on bottom right subplot).

Following the illustrations from Fig. 6, the negative (respectively positive) angles were allocated to the downward (respectively upward) flows. Fig. 7 displays the evolution of the topographical pitch terrain slope and roll terrain slope with respect to the yaw angle. On Field A, the pitch and roll terrain slopes ranged from 0 to 5.2° in absolute value, whereas they
ranged from 0 to 8.5° in absolute value on Field C, indicating a larger slope. As expected, the pitch and roll terrain slopes were in phase quadrature for both fields. For a given field, we observed different shapes for the pitch and roll curves. This finding was explained by the use of a rectangle when extracting the DEM data to calculate the terrain slopes (Section 2.5 and 3.2.2), where the pitch angle corresponded to the rectangle length, whereas the roll angle corresponded to the rectangle width. The quasi-sinusoidal shape observed for both the pitch and roll terrain slopes on Field A confirmed its almost planar shape, whereas the more complex evolution of the roll terrain slope on Field C corresponded to its rugged relief, as already observed in Fig. 6.

3.3.2 Comparison of the EC-based flow inclination against the DEM-based terrain slopes

The planar fit angle calculation for a given data set (A04, A06 and C06) was twofold, either fitting a single plane over all of the data belonging to a wind sector (northwest or south) or fitting a plane for each wind sector and each day (Section 2.4.2). The first calculation yielded two planes corresponding to the northwest and south sectors for each data set. When fitting a plane for each wind sector and each day, this calculation yielded between seven and 23 daily planes in accordance with the number of 30-minute intervals of 10-Hz data collected (Section 2.2).

Fig. 8a and 8b display the evolution of the pitch and roll angles according to the yaw angle when comparing the estimates from the DEM data and from the planar fit rotational correction of the EC data. The continuous lines correspond to the DEM-derived topographical slopes (Section 3.3.1). The discontinuous (dashed or dotted in accordance with year) lines correspond to the planar fit derived slopes when considering a unique plane fitted over all data belonging to a wind sector (northwest or south) for a given data set. In this case, pitch and roll angles are calculated from the fitting plane by setting a 1° step range of the yaw angle values that spread over the corresponding wind sector. The points are related to the planar fit-derived slopes when considering each wind sector and each day.
For each data set (A04, A06, C06) and each wind sector (northwest, south) the planar fit estimates of pitch angles at the daily scale (symbols) were in close agreement with those calculated over the entire data sets (portions of broken curves). This result was explained by the bare soil conditions during the experiments, inducing little or no variation of the surface roughness. Thus, the daily evaluation of the planar fit-derived pitch angles appeared to be stable. For the planar fit-derived roll angles, a lower but correct agreement was observed between daily estimates and the averaged values over the experiment.

For the upward flows (positive values of the pitch angles), Fig. 8a shows an excellent agreement between the pitch slope estimates from the planar fit correction and from the DEM data. This agreement indicated that the airflow inclination, as captured by the planar fit correction, followed the along-wind topographical slope deduced from the DEM data. As indicated by the discontinuous lines, the differences between 2004 and 2006 for Field A were within 1.5°. For the downward flows (negative values of the pitch angles), the agreement was also excellent on Field C. A different behaviour was observed on Field A, where the planar fit-derived pitch angles were close to nil, varying between -2.5° and +1° in 2004 and between -1° and 0° in 2006. The inclination flow, as captured by the planar fit correction of the EC data, thus appeared to be almost horizontal.

Notably similar findings were found when comparing the roll angles deduced from the planar fit correction to those calculated from the DEM data, as observed on Fig. 8b. On Field C, the planar fit roll angles were in close agreement with the topography (within 2°) for all of the wind directions and for a large range of topographic slopes (±7°). On Field A, the planar fit roll angles were in good agreement with the topography (within 3°) under the upward flows and were close to nil (between -2° and +3.6°) under the downward flows. The difference between the planar fit roll angles obtained in 2004 and 2006 remained less than 3°.
Summarising the observations reported above: for the upward flows, the airflow pitch (respectively roll) angles, as captured by the planar fit correction of the EC data, were in close agreement with the topographical slope along (respectively across) the wind direction. For the downward flows, the airflow pitch and roll angles were in close agreement with the topographical slopes on Field C, whereas they tended toward being horizontal on Field A.

3.4 Energy balance closure

We analysed the energy balance closure by comparing the sum of convective energy \((H+\lambda E)\) against the available energy \((R_n-G)\). The convective fluxes were those obtained from the EC flux data after the rotational correction. Although the usefulness of such analysis as a quality test may be debatable (Lee et al., 2004), it was considered an interesting comparison of the independent measurements. The data to be compared were those calculated over the 30-minute intervals (Section 2.2 and 2.4.2).

Given that no latent heat flux data were collected for the data set A06 because of the krypton hygrometer inoperability, the energy balance closure could be analysed only for the data sets A04 and C06. This issue was not critical because the previous observations noted for the A06 data set were nearly identical to those noted for the A04 data set, when comparing the planar fit angles against the terrain slopes (3.4.2). Next, the number of data involved in the energy balance closure analysis resulted from several filters. First, the convective flux data were filtered with quality control (Section 3.2.1). Second, an additional filter consisted of removing the data that corresponded to the negative values for the available energy. Finally, the number of available observations for assessing the energy balance closure was constrained by the smallest data set among the net radiation, soil heat flux, sensible and latent heat flux.

The energy balance closure is graphically presented in Fig. 9, and the corresponding statistics are given in Table 3. The energy balance closure, as expressed through the energy balance ratio, ranged between 87 and 95%, with the exception of one case (the downward flows on Field C in 2006) that corresponds to 73%. Regardless of the considered case (A04 and C06 data set, the upward and downward flows), the energy balance closure was comparable to those found in the literature under various conditions, such as vegetated...
canopies and bare soils under flat and mountainous conditions (Wilson et al., 2002; Hammerle et al., 2007; Foken, 2008). We also observed from our data set that the available energy systematically overestimated (respectively underestimated) the convective energy for large (respectively low) values, which was also in agreement with the aforementioned literature.

The 20–50 W m\(^{-2}\) error for the soil heat flux that resulted from neglecting the heat storage between the surface and plates (Section 2.3) was not considered to be a critical issue. Indeed, the resulting error had the same magnitude as the measurement uncertainty resulting from the instrumental errors and spatial variability (Stannard et al., 1994; Kustas et al., 2000; Olioso et al., 2002b; Shao et al., 2008). Most importantly, the energy balance closure reported in this study was similar to those reported in previous studies that accounted for the heat storage when measuring the soil heat flux (Wilson et al., 2002; Hammerle et al., 2007; Foken, 2008).

When analysing the energy balance closure as a function of the upward and downward flows, the results for the energy balance closure were similar on Field A, but they were better for the upward flow compared to the downward flow on Field C. On Field A, the systematic errors were similar for the upward and downward flows with similar slope and offset values for the linear regression of the convective energy against the available energy. The random error was smaller for the upward flows (unsystematic root mean square error of 39.6 W m\(^{-2}\) versus 47.4 W m\(^{-2}\) ), but the energy balance residual (difference between available and convective energy) was smaller for the downward flows (12.2 W m\(^{-2}\) versus 32.7 W m\(^{-2}\) ). On Field C, the random error was larger for the upward flows (unsystematic root mean square error of 34.9 W m\(^{-2}\) versus 25.6 W m\(^{-2}\) ), but the systematic error and the energy balance residual were larger for downward flows (slope value of 0.64 versus 0.73; energy balance residual of 81.2 W m\(^{-2}\) versus 26.9 W m\(^{-2}\) ). The most important result for Field C was the magnitude of the energy imbalance for the downward flows, approximately 27\%, compared to the other values, which ranged between 5\% and 13\%. 


We finally analysed the impact of the rotational corrections on the energy balance closure to compare with previously published results. We expected our findings to increase our confidence in the EC measurements performed under the conditions of hilly topography. The planar fit correction increased the convective fluxes for the upward flows (between 5 and 50 W m\(^{-2}\) depending on the field, year and convective flux), whereas it decreased the convective fluxes for the downward flows, especially on Field C (by as much as 90 W m\(^{-2}\)).

As expected, the magnitude of the planar fit correction was linked with the magnitude of the airflow inclination. Indeed, the horizontal airflows for the downward flows on Field A corresponded to the negligible planar fit correction for the convective fluxes. Furthermore, the planar fit correction was similar for the flux magnitude when comparing the two methods that we considered for calculating planar fit angles (Section 2.4.2), with differences of less than 10 W m\(^{-2}\) being observed. Finally, the energy balance closure was systematically improved after the planar fit correction (increase of EBR ratio values from 0.8 to 0.92 on average) apart from the downward flows on Field C.

4. DISCUSSION

For the wind regime, we had notably different findings when addressing the sloping effects within the Kamech hilly agricultural catchment compared to the previous studies that addressed slope effects within mountainous areas (Hammerle et al., 2007; Hiller et al., 2008). We did not observe the diurnal cycle of wind direction, anabatic and katabatic winds that blew up and down the slopes or the valley winds that followed the longitudinal axis of the catchment. This finding suggested the wind regime was externally driven and did not depend upon the local topography. We observed large wind speed values, which may be explained by the location of the catchment near the extremity of the Cap Bon Peninsula. The large wind speed values were in agreement with the micrometeorological data that indicated the dominant regimes of forced convection along with the conditions of near-neutrality or low instability.

When comparing the inclination flow derived from the planar fit correction of the EC measurements against the topographical slopes derived from the DEM data, different
situations were observed. For the upward flows, the planar fit angles were in notably good agreement with the topographical slopes, which indicated that the airflow followed the terrain slope along the wind direction. This result was observed on both fields A and C with the different EC devices (Section 2.2) and on Field A for two different years (2004 and 2006). For the downward flows, the planar fit angles were either in good agreement with the topographical slope for Field C or were close to nil for Field A.

The differences we observed between the upward and downward flows were not ascribed to the differences in the meteorological or micrometeorological conditions. Because the EC data were collected over two opposite sides of the watershed, the upward flows on a given side correspond to the downward flows on the opposite side for the same meteorological conditions and wind direction.

The verticality of the EC devices could not be set and controlled numerically. Nevertheless, the resulting inaccuracy of the alignment of the EC devices could not weaken the findings on the change in flow inclination according to the upward and downward flows. First, the same behaviour was observed in Field A in 2004 and 2006, where the agreement between the flow inclination and topographical slope was good despite small differences in the flow inclination between 2004 and 2006 (Fig. 8a and 8b). Second, the error of the alignment for each EC device did not affect the relative difference between the flow inclination for the upward and downward flows; this difference remained unchanged regardless of the EC alignment.

When comparing the airflow inclinations against the topographical slopes for the downward flows, the abovementioned differences between fields A and C were ascribed to the topographical conditions. The hillslope geometries were different because Field A depicted a twofold-lower ratio of the altitude difference to the length (0.1 versus 0.2) (Fig. 6), where this ratio is similar to the ratio of height to the half-length commonly used to characterise the flows over hills (Raupach and Finnigan 1997, Finnigan and Belcher 2004). These differences in the hillslope geometries were combined with differences in the locations of the EC flux stations within the hillslopes, closer to the rim top than to the valley bottom on Field A (top right subplot of Fig. 6 for northwest winds) and conversely for Field C (bottom
Thus, the EC flux stations had different locations within the separation bubble that is characterised by the airflow variability (Raupach and Finnigan 1997, Belcher et al., 2008). Furthermore, asymmetry between the upward and downward flows, as observed on Field A but not on Field C, was also reported by Finnigan and Belcher (2004). However, a comparison with the outcomes from such modelling studies should be substantiated. First, these modelling studies addressed the downward flows within the lee of the hill without any obstacle from the downstream topography. Second, the downward flows that we addressed in this study were in equilibrium with the downstream topography induced by the opposite rim of the catchment.

Apart from the downward flows of Field C, the energy balance closure was similar in all of the cases and improved after the application of the planar fit correction. Both findings were similar to those reported in the literature (Wilson et al., 2002, Hammerle et al., 2007; Foken, 2008). The available energy tended to overestimate the convective energy, as reported by Foken (2008). The worse results for Field C may be explained by the location of the EC flux station on the hillslope. Indeed, Finnigan (2004) suggested the location of the flux station relative to the hilltop is critical for flux accuracy, which depends upon the wind direction.

Overall, applying the rotational correction improved both the data filtering and the energy balance closure. This result was in agreement with the outcomes from other studies that mainly focused on flat or mountainous conditions. Such agreement was considered as an indicator of the data consistency and reliability. This is an important outcome for the data collected under these specific conditions that has been barely addressed until now (i.e., hilly topography).

Analysis of the results was conducted by differentiating the upward and downward flows. According to this analysis, the upward flows appeared to induce behaviours similar to those observed under flat conditions. Indeed, streamlines followed the local topography, whereas the energy balance was improved after the planar fit correction that increased the fluxes. Different behaviour was observed for the downward flows, possibly induced by the streamline dilatation and reverse circulation flow (Raupach and Finnigan 1997; Belcher et al., 2008). Furthermore, the results were worse for Field C, which may be explained by the
complex topography of the southern rim. First, the rugged topography may induce complex turbulence structures; second, the rugged topography induced differences in the solar heating for bare soils, which may result in horizontal advection.

5. CONCLUDING REMARKS

Hilly catchments are widespread throughout the world. In arid and semi-arid climates, they have socioeconomic implications with regard to water harvesting for agricultural production. Our understanding of surface fluxes within such areas must be improved in the context of operational monitoring and modelling for decision-support purposes. The current paper offered insights regarding energy fluxes from a hilly catchment under bare soil conditions, but further research is needed. Beyond the previous studies that addressed sloping terrain vegetated with tall canopies (e.g., forests); the fluxes over agricultural canopies must also be investigated. Indeed, vegetation is known to affect the pressure gradient associated with the flow over hills (Finnigan and Brunet, 1995, Finnigan and Belcher, 2004) and thus to influence the airflow and surface fluxes (Raupach and Finnigan, 1997; Turnipseed et al., 2003). Furthermore, these vegetation effects may combine with the topography and wind direction. Finally, the aerodynamic implications must be emphasised, where the roughness length should be revisited relative to the asymmetry between the upward and downward airflows, as suggested by Finnigan and Belcher (2004). This approach will enable the expansion of the recent modelling works (Rana et al., 2007) with implications for the operational FAO-56 method (Allen et al., 1998).
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Figure captions

Figure 1: Location of Tunisia within the Mediterranean Basin (top); location the Kamech catchment within the Cap Bon Peninsula, northeastern Tunisia (bottom left); and a three-dimensional view of the Kamech catchment with the corresponding perimeter in white (bottom right).

Figure 2: Topography of the Kamech catchment deduced from a 4-m spatial resolution digital elevation model (DEM). Altitude above sea level is given in metres (right greyscale bar). The thick black line represents the catchment outline. The altitude contour lines (thin black lines) are drawn every 10 m. The positions of the meteorological station (M) and of the flux stations on fields A and C are represented by the white circles.

Figure 3: Detailed view of the topography near fields A and C within the Kamech catchment. Altitude above sea level is given in metres (right greyscale bar). The thick black lines represent the field limits. The altitude contour lines (thin black lines) are drawn every 5 m. The positions of the flux stations are represented by white circles.

Figure 4: Distribution of the wind direction throughout the experiment for the years 2004 (left) and 2006 (right). The two wind roses indicate the occurrence of wind speeds for 16 wind directions.

Figure 5: Distributions of the footprint dimensions for the fields A (top line; datasets A04 and A06 are merged) and C (bottom line; dataset C06). The footprint lengths (along the wind direction) are in the left column, and the footprint widths (across the wind direction) are in the right column. Median values are indicated by vertical black lines. Footprint dimensions (x-axis) are in metres. The y-axis is the number of 30-minute intervals belonging to each class.

Figure 6: Determination of the wind-oriented topography for fields A (top line) and C (bottom line), for the south winds (left column, yaw angle = 180° from north clockwise) and northwest winds (right column, yaw angle = 320° from north clockwise). The points are the DEM-derived altitude data extracted within a 120-m-wide rectangle, oriented along each wind direction (S or NW) and passing through the flux stations (A or C). The x-axis is the distance from the flux stations (x=0, vertical dotted line) along the wind direction, where the wind blows from the negative to positive x values (metres). The y-axis is the altitude above sea level (metres). The vertical arrows represent the limits of the catchment. A topographical plane was fitted against these altitude data for determining the wind oriented topographical slopes equivalent to the planar fit pitch and roll angles. The thick lines represent the along-wind (pitch) slopes calculated with a 360-m-long and 120-m-wide wind-oriented rectangle. The insets are zoom-ins centred on each field, showing the local topography.

Figure 7: Evolution of the wind-oriented topography (along-wind slope – equivalent to pitch angle – and across wind slope – equivalent to roll angles – on y-axis) with respect to the wind direction (yaw angle as x-axis, 0° is north, 90° is east) for fields A (thick lines) and C (thin lines). The solid lines represent the pitch angles, and the dashed lines represent the roll angles. The slope angles are calculated with a 1° yaw angle step.
Figure 8a: Compared evolution of the planar fit derived pitch angles and the topographical along-wind slopes (y-axis) with respect to the wind direction (x-axis, 0° is north, 90° is east) for fields A (top) and C (bottom). The continuous curves represent the topographical along-wind slope, as derived from the DEM data (same as Fig. 7). The planar fit-derived pitch angles evaluated over the entire datasets (A04, A06, C06) and for each wind sector (south and northwest) are represented by the portions of discontinuous curves (dotted lines for year 2004, dashed lines for year 2006); they are labelled as the “PF mean pitch”. The planar fit-derived pitch angles evaluated for each day and each wind sector are represented by symbols (triangles for the year 2004, circles for the year 2006), where each symbol represents a day or a portion of the day during which the wind direction was within a wind sector; they are labelled as the “PF pitch”.

Figure 8b: Compared evolution of the planar fit derived roll angles and topographical across-wind slopes (y-axis) with respect to the wind direction (x-axis, 0° is north, 90° is east) for fields A (top) and C (bottom). The continuous curves represent the topographical across-wind slope, as derived from the DEM data (same as Fig. 7). The planar fit-derived roll angles evaluated over the entire datasets (A04, A06, C06) and for each wind sector (south and northwest) are represented by the portions of the discontinuous curves (dotted lines for the year 2004, dashed lines for the year 2006); they are labelled as the “PF mean roll”. The planar fit-derived roll angles evaluated for each day and each wind sector are represented by symbols (triangles for the year 2004, circles for the year 2006), where each symbol represents a day or a portion of the day during which the wind direction was within a wind sector; they are labelled as the “PF roll”.

Figure 9: Energy balance closure for the datasets A04 (top line) and C06 (bottom line) and for the upward winds (left column) and downward winds (right column). The available energy \( Rn-G \) (\( W \text{ m}^{-2} \)) is on the x-axis, and the convective energy \( H+LE \) (\( W \text{ m}^{-2} \)) is on the y-axis. The data correspond to the 30-minute intervals. The dashed line is the 1:1 line, and the continuous line is the y-axis data versus x-axis data regression line (regression coefficients are given in Table 3).
Figure 1: Location of Tunisia within the Mediterranean Basin (top); location the Kamech catchment within the Cap Bon Peninsula, northeastern Tunisia (bottom left); and a three-dimensional view of the Kamech catchment with the corresponding perimeter in white (bottom right).
Figure 2: Topography of the Kamech catchment deduced from a 4-m spatial resolution digital elevation model (DEM). Altitude above sea level is given in metres (right greyscale bar). The thick black line represents the catchment outline. The altitude contour lines (thin black lines) are drawn every 10 m. The positions of the meteorological station (M) and of the flux stations on fields A and C are represented by the white circles.
Figure 3: Detailed view of the topography near fields A and C within the Kamech catchment. Altitude above sea level is given in metres (right greyscale bar). The thick black lines represent the field limits. The altitude contour lines (thin black lines) are drawn every 5 m. The positions of the flux stations are represented by white circles.
Figure 4: Distribution of the wind direction throughout the experiment for the years 2004 (left) and 2006 (right). The two wind roses indicate the occurrence of wind speeds for 16 wind directions.
Figure 5: Distributions of the footprint dimensions for the fields A (top line; datasets A04 and A06 are merged) and C (bottom line; dataset C06). The footprint lengths (along the wind direction) are in the left column, and the footprint widths (across the wind direction) are in the right column. Median values are indicated by vertical black lines. Footprint dimensions (x-axis) are in metres. The y-axis is the number of 30-minute intervals belonging to each class.
Figure 6: Determination of the wind-oriented topography for fields A (top line) and C (bottom line), for the south winds (left column, yaw angle = 180° from north clockwise) and northwest winds (right column, yaw angle = 320° from north clockwise). The points are the DEM-derived altitude data extracted within a 120-m-wide rectangle, oriented along each wind direction (S or NW) and passing through the flux stations (A or C). The x-axis is the distance from the flux stations (x=0, vertical dotted line) along the wind direction, where the wind blows from the negative to positive x values (metres). The y-axis is the altitude above sea level (metres). The vertical arrows represent the limits of the catchment. A topographical plane was fitted against these altitude data for determining the wind oriented topographical slopes equivalent to the planar fit pitch and roll angles. The thick lines represent the along-wind (pitch) slopes calculated with a 360-m-long and 120-m-wide wind-oriented rectangle. The insets are zoom-ins centred on each field, showing the local topography.
Figure 7: Evolution of the wind-oriented topography (along-wind slope – equivalent to pitch angle – and across wind slope – equivalent to roll angles – on y-axis) with respect to the wind direction (yaw angle as x-axis, 0° is north, 90° is east) for fields A (thick lines) and C (thin lines). The solid lines represent the pitch angles, and the dashed lines represent the roll angles. The slope angles are calculated with a 1° yaw angle step.
Figure 8a: Compared evolution of the planar fit derived pitch angles and the topographical along-wind slopes (y-axis) with respect to the wind direction (x-axis, 0° is north, 90° is east) for fields A (top) and C (bottom). The continuous curves represent the topographical along-wind slope, as derived from the DEM data (same as Fig. 7). The planar fit-derived pitch angles evaluated over the entire datasets (A04, A06, C06) and for each wind sector (south and northwest) are represented by the portions of discontinuous curves (dotted lines for year 2004, dashed lines for year 2006); they are labelled as the “PF mean pitch”. The planar fit-derived pitch angles evaluated for each day and each wind sector are represented by symbols (triangles for the year 2004, circles for the year 2006), where each symbol represents a day or a portion of the day during which the wind direction was within a wind sector; they are labelled as the “PF pitch”. 
Figure 8b: Compared evolution of the planar fit derived roll angles and topographical cross-wind slopes (y-axis) with respect to the wind direction (x-axis, 0° is north, 90° is east) for fields A (top) and C (bottom). The continuous curves represent the topographical across-wind slope, as derived from the DEM data (same as Fig. 7). The planar fit-derived roll angles evaluated over the entire datasets (A04, A06, C06) and for each wind sector (south and northwest) are represented by the portions of the discontinuous curves (dotted lines for the year 2004, dashed lines for the year 2006); they are labelled as the “PF mean roll”. The planar fit-derived roll angles evaluated for each day and each wind sector are represented by symbols (triangles for the year 2004, circles for the year 2006), where each symbol represents a day or a portion of the day during which the wind direction was within a wind sector; they are labelled as the “PF roll”.
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Figure 9: Energy balance closure for the datasets A04 (top line) and C06 (bottom line) and for the upward winds (left column) and downward winds (right column). The available energy \( R_n - G \) (W m\(^{-2}\)) is on the x-axis, and the convective energy \( H + LE \) (W m\(^{-2}\)) is on the y-axis. The data correspond to the 30-minute intervals. The dashed line is the 1:1 line, and the continuous line is the y-axis data versus x-axis data regression line (regression coefficients are given in Table 3).
1 Table captions

Table 1: Listing of the instruments that were deployed for each flux station in fields A and C for the years 2004 and 2006.

Table 2: Results from the quality control on the turbulent fluxes. The steady-state (ST) test is applied to the friction velocity ($u'\overline{w'}$), sensible heat flux ($H\overline{T'w'}$) and latent heat flux ($\lambda E\overline{q'w'}$). The integral turbulence characteristics (ITC) test compares the flux-variance similarities to those given by the Monin-Obukhov similarity theory. For both the ST and ITC tests, the table gives the proportion of the data belonging to the three quality classes: high quality (ST and ITC values between 0 and 0.3), good quality (ST and ITC values between 0.3 and 1.0) and data not meeting the quality requirements (ST and ITC values greater than 1.0).

Table 3: Statistical indicators for characterising the energy balance closure through the comparison of convective energy ($CE = H + \lambda E$) as the y-axis variable against the available energy ($AE = Rn - G$) as the x-axis variables. N is the data number. Terms a and b are, respectively the slope and the intercept of the $y = a x + b$ linear regression (continuous lines on Fig. 9). $R^2$ is the coefficient of determination between y and x. RMSD is the root mean square difference between y and x. URMSD is the unsystematic RMSD, defined as the scattering around the $y = a x + b$ linear regression. EBR is the energy balance ratio defined as $EBR = CE / AE$. EB-RES is the energy balance residual, defined as $EB-RES = AE - CE$. The metrics used here were selected from among those reviewed by Kustas et al. (1996) and Wilson et al. (2002).
| Instrument                  | Field A Year 2004 | Field A Year 2006 | Field C Year 2006 | Frequency of acquisition | Frequency of storage |
|-----------------------------|-------------------|-------------------|-------------------|--------------------------|----------------------|
| Data logger                 | CR23X (Campbell Scientific Inc., USA) |                    |                   |                          |                      |
| Sonic anemometer            | CSAT3 (Campbell Scientific, USA)       | Young-81000V (R.M. Young, USA) | 10 Hz             | 10 Hz                    |
| Krypton hygrometer          | KH20 (Campbell Scientific, USA)        | -                 | KH20 (Campbell Scientific, USA) | 10 Hz             | 10 Hz                |
| Net radiometer              | NR-lite (Kipp & Zonen, The Netherlands) | 1s                |                   | 30 mn                    |
| Soil heat flux sensors      | Three HFP01 (Hukseflux, The Netherlands) | 1s                |                   | 30 mn                    |
| Thermo-hygrometer probe     | HMP45C (Vaisala, Finland)               | 1s                |                   | 30 mn                    |

Table 1: Listing of the instruments that were deployed for each flux station in fields A and C for the years 2004 and 2006.
Table 2: Results from the quality control on the turbulent fluxes. The steady-state (ST) test is applied to the friction velocity \( u'w' \), sensible heat flux \( H = \bar{w}'w' \) and latent heat flux \( \bar{w}'q' \). The integral turbulence characteristics (ITC) test compares the flux-variance similarities to those given by the Monin-Obukhov similarity theory. For both the ST and ITC tests, the table gives the proportion of the data belonging to the three quality classes: high quality (ST and ITC values between 0 and 0.3), good quality (ST and ITC values between 0.3 and 1.0) and data not meeting the quality requirements (ST and ITC values greater than 1.0).

|        | \( u'w' \) | \( T'w' \) | \( q'w' \) | \( \sigma_\nu/u_* \) | \( \sigma_u/u_* \) | \( \sigma_f/T_* \) |
|--------|------------|------------|------------|-----------------|-----------------|-----------------|
| <0.3   | 96%        | 96%        | 70%        | 99%             | 95%             | 63%             |
| 0.3 - 1| 3%         | 2%         | 16%        | 1%              | 4%              | 34%             |
| >1.0   | 2%         | 2%         | 14%        | 0%              | 0%              | 2%              |
|                | A04 Upward flows | A04 Downward flows | C06 Upward flows | C06 Downward flows |
|----------------|------------------|--------------------|------------------|--------------------|
| N (-)          | 155              | 99                 | 233              | 120                |
| Slope a (-)    | 0.69             | 0.71               | 0.73             | 0.64               |
| Intercept b (W m⁻²) | 47.0            | 63.3               | 44.8             | 28.2               |
| R² (-)         | 0.82             | 0.84               | 0.88             | 0.93               |
| RMSD (W m⁻²)   | 63.7             | 65.5               | 55.6             | 100.9              |
| URMSD (W m⁻²)  | 39.6             | 47.4               | 34.9             | 25.6               |
| EBR (-)        | 0.87             | 0.95               | 0.90             | 0.73               |
| EB-RES (W m⁻²) | 32.7             | 12.2               | 26.9             | 81.2               |

Table 3: Statistical indicators for characterising the energy balance closure through the comparison of convective energy (CE = H+λE) as the y-axis variable against the available energy (AE = Rn-G) as the x-axis variables. N is the data number. Terms a and b are, respectively the slope and the intercept of the y = a x+b linear regression (continuous lines on Fig. 9). R² is the coefficient of determination between y and x. RMSD is the root mean square difference between y and x. URMSD is the unsystematic RMSD, defined as the scattering around the y = a x+b linear regression. EBR is the energy balance ratio defined as EBR = CE / AE. EB-RES is the energy balance residual, defined as EB-RES = AE - CE. The metrics used here were selected from among those reviewed by Kustas et al. (1996) and Wilson et al. (2002).
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