Abstract: We designed the wire monopole antenna bent at three points by applying a machine learning technique to achieve a good impedance matching characteristic. After performing the deep neural network (DNN)-based training, we validated our machine learning model by evaluating mean squared error and R-squared score. Considering the mean squared error of about zero and R-squared score of about one, the performance prediction by the resulting machine learning model showed a high accuracy compared with that by the numerical electromagnetic simulation. Finally, we interpreted the operating principle of the antennas with a good impedance matching characteristic by analyzing equivalent circuits corresponding to their structures. The accomplished works in this research provide us with the possibility to use the machine learning technique in the antenna design.
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1. Introduction

The wire monopole antenna is one of the most popular antennas because it provides an omni-directional radiation pattern, high radiation efficiency, and easy fabrication, etc. [1–3]. In addition, the geometry of a wire monopole antenna can be easily modified in various manners to improve antenna performances: control of operating frequency bands by adding resonating elements [4,5], increment of antenna bandwidth by applying the tapered structure for a feeder [6], enhancement of the radiation gain by equipping with director and reflector wires [7,8], reduction of antenna size by folding the antenna body [9–11], achievement of favorable impedance matching by placing shorting wires or capacitive loads at the optimum location of an antenna body [9,12–14], and control of both radiation pattern and polarization by rendering antenna arms bent or folded [15–17].

Among the modified wire monopole antennas, the bent wire antennas such as an inverted-L antenna have good performances in the reduction of antenna size, as well as impedance matching because the angles between wire elements (bending angles) and the lengths of the wire elements affect the antenna impedance and the current induced on the wire [3,9,17,18]. However, as is well known, the reduction of the antenna size simultaneously yields the increase in quality \((Q)\) factor resulting in the diminishment of the antenna bandwidth [19,20]. This is because the antenna bandwidth is inversely proportional to the \(Q\) factor. In the case of an inverted-L antenna, the location of a bending point on the wire monopole significantly influences the \(Q\) factor because the location of the bending point adjusts the antenna size—the smallest sphere enclosing the antenna structure. In the results of [9], as the height of the inverted-L antenna—which implies the distance between the bending point and the ground plane—decreases under 10% of an electrical wavelength \((0.1\ \lambda_0)\) at the operating frequency \((f_0)\), the \(Q\) factor drastically
increases. Thus, the bent wire antennas such as the inverted-L antenna have to be optimized by utilizing the useful methodology to achieve the required antenna bandwidth in the restricted antenna size.

To optimize antenna structure having target antenna performances, various optimization algorithms such as the genetic algorithm and the particle swarm algorithm have been employed [21,22]. The more complex the antenna structure is, the more effective the optimization algorithm is in antenna design. However, electromagnetic (EM) analysis or simulation required to evaluate the fitness of sample antennas in the optimization process is a burden to antenna designers because the EM simulation needs lots of time and efforts to obtain the results. To overcome the aforementioned limitation in antenna design, machine learning (ML) techniques can be one of the solutions because the resulting ML model approximately provides the proper structure of an antenna without the EM simulation [23–25]. In [23], machine learning (ML) techniques such as least absolute shrinkage and selection operator (lasso), artificial neural networks (ANNs), and k-nearest neighbor (kNN) provide an efficient framework to identify optimal design for a T-shaped monopole antenna.

Machine learning [26] is a science that utilizes the capability of a computer to help humans deal with heterogeneous problems without being explicitly programmed. Some large projects related to machine learning which gained a big reputation in recent years can be listed here: GoogleBrain which focused on pattern detection in images and videos [27], AlexNet which led to the use of GPUs and convolutional neural networks in machine learning [28–30], and DeepFace which can recognize people with the same precision as a human can [31], etc. Supervised and unsupervised learning are most common machine learning methods. Supervised learning algorithms are trained by using the available input and the corresponding label (or the desired output). Training a model (the destination of a machine learning algorithm) is a process of the comparison of the actual label and the generated output, and minimizing these differences. Classification, regression, and prediction are sorted as a subcategory of supervised learning. Otherwise, unsupervised learning refers to using the input data without labels. The model itself now is required to figure out what is being shown, explore the data, and find the structure within. Some applications that can be mentioned here are customer segmentation, items recommendation, or detect the observations that seem strange in the dataset, etc.

Inspired by the powerful applicability of the machine learning techniques, we herein designed the bent monopole antenna having a good impedance matching characteristic using a deep neural network (DNN). Compared with the ANN model in [23], the proposed DNN uses multiple hidden layers to extract valuable features from the input [32]. The ML performance of the proposed DNN model is verified with a lasso [23] and linear regression. The proposed DNN yields highly accurate results for design parameters for bent monopole antennas. In the following parts of this paper, we describe the antenna geometry background and the training data generation in Section 2. The ML technique, the training process, and ML performance are then discussed in Section 3.1. Next, the validation of our ML model is explained in Section 3.2 where the impedance matching characteristics of optimal antenna models are compared with those of EM simulation and interpreted by their circuitual models.

2. Antenna Geometry and Data Generation

This section introduces the overall structure and design parameters of a bent wire monopole antenna and then explains the acquisition of the training data using the Numerical Electromagnetic Code (NEC) simulation [1].

2.1. Antenna Geometry

The geometry of the proposed wire antenna, built on an infinite ground plane at \( z = 0 \), is shown in Figure 1 where the copper wire with the radius of 0.5 mm is bent on the \( x-z \) plane (\( y = 0 \)). The antenna body, connected to the feed with the characteristic impedance (\( Z_0 \)) of 50 \( \Omega \), is divided into three sections that are determined by both the lengths of
wire-sections ($l_n$) and the bending angles ($\theta_n$) at the bending points ($P_n$) (where $n = 1, 2,$ and 3). Thus, the location of $(n + 1)$th bending point ($P_{n+1}$) is derived from $n$th bending point ($P_n$) and its design parameters $l_n$ and $\theta_n$, as shown in Table 1.

![Figure 1. Geometry of the bent wire monopole antenna.](image)

**Table 1.** Locations of the feed point, the bending points, and the end point of the bent wire monopole antenna.

| Bending Point | $x$ (m) | Location | $y$ (m) | $z$ (m) |
|---------------|---------|----------|---------|---------|
| $P_0$ (Feed point) | $x_0 = 0$ | $x_1 = 0$ | 0 | 0 |
| $P_1$ | $x_2 = x_1 + l_1 \cos \theta_1$ | 0 | $z_2 = z_1 + l_1 \sin \theta_1$ |
| $P_2$ | $x_3 = x_2 + l_2 \cos \theta_2$ | 0 | $z_3 = z_2 + l_2 \sin \theta_2$ |
| $P_3$ (End point) | $x_4 = x_3 + l_3 \cos \theta_3$ | 0 | $z_4 = z_3 + l_3 \sin \theta_3$ |

2.2. Data Generation for Machine Learning

To obtain the machine learning model predicting the antenna performance, the training data including the antenna performance corresponding to the antenna structure is required. Here, as the interesting antenna performance, we considered the impedance matching of an antenna with the operating frequency of 1 GHz in the frequency range from 950 to 1050 MHz. The reason why we employed the bent wire is that the antenna impedance is effectively controlled by the multiple bent wire sections to achieve a good impedance matching characteristic [3,9,17,18]. We thus defined the cost function ($Cost$) as (1) to evaluate the impedance matching characteristic:

$$Cost = \sum_{m=1}^{M} |\Gamma(f_m)| = \sum_{m=1}^{M} \left| \frac{Z_{\text{ant}}(f_m) - Z_0}{Z_{\text{ant}}(f_m) + Z_0} \right|$$

where $M$, $\Gamma(f_m)$, $Z_{\text{ant}}(f_m)$, and $Z_0$ are defined as the number of total frequency points in the interesting frequency range, the reflection coefficient at the frequency $f_m$, the antenna impedance at the frequency $f_m$, and the characteristic impedance of a feeder. Herein, we also set $M$, $Z_0$, and $f_m$ are as 201, 50 $\Omega$, and $(950 + 0.5m)$ MHz, respectively.

Based on the definition in (1), the $Cost$ becomes zero in the best case that an antenna is perfectly matched to a feeder of $Z_0$ in every interesting frequency. In the worst case, that any electromagnetic wave does not propagate from the feeder to the antenna (full reflection) in any interesting frequency, the $Cost$ is expected to be $M (= 1 \times M)$ because the full reflection makes the reflection coefficient one at each interesting frequency. Thus, we
can introduce the average fitness \((AF)\) in percentage to address the quality of the impedance matching in the interesting frequency range, as defined as (2).

\[
AF(\%) = \frac{\sum_{m=1}^{M} \left(1 - \frac{|\Gamma(f_m)|}{1}\right) \times 100}{M}
\]  

(2)

We obtained the training data of 729,000 samples using NEC simulation for the ML model, as shown in Table 2. In addition, the collected training data includes the information on the evaluated \(Cost\) corresponding to the design parameters \(l_1, l_2, l_3, \theta_1, \theta_2, \) and \(\theta_3\) of each sample antenna.

Table 2. Conditions of design parameters and interesting frequency for training data acquisition.

| Parameter | Range | Number of Points |
|-----------|-------|------------------|
| Frequency | 950–1050 MHz | 201 |
| Length of wire-section \((l_n)\) | 0.03–0.18 \(\lambda\) (9–54 mm) | 10 |
| Bending angle \((\theta_n)\) at bending point \(P_n\) | 10–90° | 9 |

3. Machine Learning Techniques

In this approach, in order to figure out the optimal antenna design which has the lowest \(Cost\) corresponding to a set of design parameters, we employed a deep neural network (DNN) model to handle this regression task [33]. The DNN model is a subfield of machine learning with algorithms inspired by the idea of simulating the human brain [34]. The DNN model has recently gained increasing research interests due to their capability of overcoming the drawback of traditional algorithms dependent on hand-designed programs, and is investigated in many different domains, such as speech recognition, computer vision, pattern recognition, and regression [35].

Figure 2 shows the structure of a DNN model, which consists of an input layer, hidden layers, and an output layer. The input layer contains all visible information about the object of interest (known as “data” in machine learning) and a hidden layer executes complicated mathematical functions to extract valuable features from the input layer. Based on that, the appropriate information is calculated for the output.

![Figure 2. DNN structure.](image)

Besides, regression analysis is a statistical measurement for estimating the relationships between one dependent variable (the factor we want to understand or predict) and a series of independent variables (the factors that influence the dependent variable) [33]. Here, we propose a DNN model based on regression for the design of a bent wire monopole antenna. In this problem, the input variables are assigned as a set of six design parameters.
$X = \{l_1, l_2, l_3, \theta_1, \theta_2, \theta_3\}$ (expressed in Section 2), and the output of the regression task is the corresponding output $y = \text{Cost}$ as defined in (1). Therefore, the relation between the input and the output is formulated as:

$$y = F(aX_i + b),$$

where $F$ represents the DNN regression model including $a$ and $b$ as unknown parameters; the simple denotation for the complexity of the problem will be defined during the training process. In the training phase, mean squared error ($\text{MSE}$) is utilized as the loss function [36]. The $\text{MSE}$ is computed as the average of the squared differences between the predicted and actual $\text{Cost}$ values as:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i),$$

where $n$ is represented for the number of data points, as well as $y_i$ and $\hat{y}_i$ are the actual and the corresponding predicted $\text{Cost}$ values to the given design parameters $X_i$, respectively. Minimizing the $\text{MSE}$ to zero is key for training the model because the $\text{MSE}$ approaching zero implies that the predicted $\text{Cost}$ is substantially similar to the actual $\text{Cost}$ computed from NEC simulation.

In addition, R-squared score ($R^2$) was chosen as a performance metrics to evaluate the model performance by comparing the trained model predictions with the observed data [37,38]. It is a statistical measure of how close the data are to the fitted regression line. The R-squared score is computed as:

$$R^2 = 1 - \frac{\text{Unexplained variation}}{\text{Total variation}} = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y}_i)^2},$$

where the unexplained variance is the sum of the square of the difference between the actual and predicted $\text{Cost}$ values and the total variance is calculated in a similar way by replacing the predicted value by the average actual one $\bar{y}_i$.

We illustrated our machine learning process to predict the antenna design as a block diagram in Figure 3. In this specific problem, the obtained data, which is composed of antenna design parameters and the $\text{Cost}$ value for each sample antenna, is used to train a machine learning model, or DNN. The model training process is discussed in detail in Section 3.1. The remaining part of Section 3 presents the plan to identify the optimal design parameters based on a grid search and the trained machine learning model as well as the performance verification.

![Block Diagram](image-url)

**Figure 3.** The block diagram of the proposed method.

### 3.1. Machine Learning Results

The data obtained in Section 2.2 was fed into the DNN model with the proportion in percentage: training set/validation set/testing set = 70%/15%/15%. The training, validation, and testing sets make the specific roles in the machine learning process: all the samples in the training set are used for training the various models and the responsibility of the validation set is to compare their performances and choose which one to employ; on the other hand, the testing set is kept separately from the remaining to verify whether the final predictions of the trained model are correct or not. If the predictions tend to be distinct from the corresponding actual values, the training process needs to be reset.

Table 3 shows the structure of the proposed DNN model, where the activation functions are Rectified Linear Unit (ReLU) for hidden layers and linear for the final layer to
generate the numerical output [39,40]. All these parameters are well defined for our dataset. The proposed model was trained using $MSE$ loss function, optimized by Adam [41] with learning rate of 0.001 and batch size of 128. A set of sequential Dense layers—the basic layer which consumes the input and computes the new output by performing matrix-vector multiplications—is the main component of this network. Adding the dropout layer behind each Dense layer was considered due to its efficiency in preventing overfitting (a concept in data science that a model performs well on training data but tends to fail on the untrained data such as testing set; this is not the desired result for every type of model in machine learning). However, dropout regularization was claimed to be not well-performing in regression task as in classification and natural language processing tasks [42]. Therefore, due to experiments, the dropout layer is not used in our model. The number of units in Dense layers are adjusted by trying multiple combinations to find the best preciseness for our dataset. The detailed information for the layers is summarized in Table 3.

Table 3. The structure of the proposed DNN model.

| Layer   | Layer Type | Number of Units |
|---------|------------|-----------------|
| Input   | Input      |                 |
| Dense 1 | Hidden     | 512             |
| Dense 2 | Hidden     | 256             |
| Dense 3 | Hidden     | 128             |
| Dense 4 | Hidden     | 64              |
| Dense 5 | Hidden     | 32              |
| Dense 6 | Hidden     | 16              |
| Dense 7 | Hidden     | 8               |
| Dense 8 | Output     | 1               |

Figure 4 shows a comparison between the actual value and the predicted one in the testing set to visualize the performance of the proposed method. Each dot in the figure is formed by the numerical actual value as the $x$-coordinate and the corresponding predicted values as the $y$-coordinate. Therefore, if two values are more and more approximate, the point generated from them (the blue dots) will be closer and closer to the function graph $y = x$ (the diagonal red line in the figure). Based on this figure, it could be argued that our prediction in testing phase is approaching the perfect performance, which confirms the efficiency of our DNN model.
Table 4 shows the comparison with two other machine learning techniques such as Lasso [43] and Linear regression [44]. MSE and R-squared score calculated on the testing set are utilized as the aspects of comparison. As mentioned before, smaller MSE and higher R-squared score denote a better model, therefore, our DNN model with MSE of 0.0353 and R-squared score of 0.999 is superior to both Lasso and Linear regression. In the regression problem, the proposed DNN outperforms the other methods.

Table 4. Comparison with other machine learning techniques.

| Method      | Mean Squared Error | R-Squared Score |
|-------------|--------------------|-----------------|
| Lasso       | 753.498            | 0.0533          |
| Linear regression | 521.797          | 0.3444          |
| Ours (DNN)  | 0.0353             | 0.999           |

3.2. Validation of Machine Learning Model

To find the optimal design parameters of the bent wire antenna based on the proposed DNN model, a grid search is formed to the parameters $l_1$, $l_2$, $l_3$, $\theta_1$, $\theta_2$, and $\theta_3$ with the number of points for each parameter double that of the one used for the training set while maintaining the range of each variable. This search ensures that this grid is denser than the training dataset. In other words, the number of points for each wire section length and each bending angle is 20 and 18, respectively. Therefore, the total number of samples generated by all possible combinations of parameters in this grid is 46,656,000.

All the samples in the grid are then put through our well-trained DNN model to obtain the corresponding Cost value. To validate our ML model, we compared their Costs derived from the ML model with those calculated by NEC simulation after extracting several designs of the antenna with Costs of around 60, 70, and 80 from the grid search. Table 5 represents the design parameters and corresponding Costs derived from ML model and NEC simulation. The comparison of Costs in Table 5 reveals that the relative errors between Costs from the ML model and NEC simulation are smaller than 2%, which verifies the accuracy of our ML model.

Table 5. Design parameters of the ranked antenna models in terms of AF when searching antenna models on the entire grid.

| Design Parameters | AF (%)/Cost        |
|-------------------|--------------------|
| Unit: mm          | Unit: degree       |
| $l_1$             | 23.2               | 16.1               | 27.9               | 75.9               | 71.2               | 19.4               | 70.1/60.0          | 69.6/61.0          |
| $l_2$             | 32.7               | 18.5               | 18.5               | 71.2               | 75.9               | 42.9               | 65.2/70.0          | 65.6/69.1          |
| $l_3$             | 35.1               | 18.5               | 18.5               | 47.6               | 90.0               | 85.29              | 60.2/80.0          | 60.1/80.2          |

After searching the antenna models with high AF on the entire grid using our ML model, we tabulated the design parameters and AFs and Costs of resulting antennas in comparison with the corresponding AFs and Costs derived by NEC simulations in Table 6. Table 6 shows the design parameters of the ranked antennas in terms of AF/Cost when searching the antenna models on the entire grid. The ranked antennas in Table 6 achieve AF over about 77%, which means the Costs are smaller than about 46. In addition, the resulting AFs from our ML model favorably agree with those from NEC simulation in that the maximum deviation between both AFs for the same model is smaller than 1%. This agreement of the AF indicates that our ML model is well-trained and capable of evaluating the impedance matching characteristic of a wire monopole antenna accurately.

The performed validation informs that the ML technique can be possibly applied to the antenna design from a practical standpoint. We thus expect that there may be a few advantages if the proposed method using ML technique is applied to antenna design. First,
we can extract approximated optimal design parameters from the grid search using the ML model when beginning antenna design. Second, we can easily derive the key design parameters by analyzing the change of an evaluation function corresponding to a variation of an individual design parameter. Finally, we can expansively apply the proposed method using the ML technique to the design of antennas with a more complicated structure.

### Table 6. Design parameters of the ranked antenna models in terms of $AF$ when searching antenna models on the entire grid.

| Rank | Design Parameters | Unit: mm | Unit: degree | $AF$ (%)/Cost |
|------|-------------------|----------|--------------|----------------|
|      | $l_1$ | $l_2$ | $l_3$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | ML Model | NEC Simulator |
| 1    | 49.3  | 9.0   | 9.0  | 90.0  | 14.7  | 90.0  | 78.76/42.70 | 78.58/43.05 |
| 2    | 49.3  | 9.0   | 9.0  | 90.0  | 10.0  | 85.3  | 78.71/42.79 | 78.49/43.24 |
| 3    | 49.3  | 9.0   | 9.0  | 90.0  | 14.7  | 85.3  | 78.70/42.80 | 78.46/43.30 |
| 4    | 49.3  | 9.0   | 9.0  | 90.0  | 19.4  | 90.0  | 78.66/42.89 | 78.49/43.24 |
| 5    | 49.3  | 9.0   | 9.0  | 90.0  | 10.0  | 80.6  | 78.66/42.89 | 78.39/43.44 |
| 6    | 32.7  | 23.2  | 11.4 | 90.0  | 90.0  | 10.0  | 78.63/42.95 | 77.90/44.42 |
| 7    | 49.3  | 9.0   | 9.0  | 90.0  | 19.4  | 85.3  | 78.63/42.96 | 78.33/43.56 |
| 8    | 49.3  | 9.0   | 9.0  | 90.0  | 14.7  | 80.6  | 78.62/42.98 | 78.32/43.58 |
| 9    | 35.1  | 20.8  | 11.4 | 90.0  | 90.0  | 10.0  | 78.61/42.99 | 77.97/44.28 |
| 10   | 49.3  | 9.0   | 9.0  | 90.0  | 24.1  | 90.0  | 78.61/43.00 | 78.30/43.62 |

In Table 6, the resulting antenna models can be divided into two types in geometry: one type is the monopole antenna with a top load such as the inverted-L antenna (the antennas with the ranks 6 and 9 in Table 6) and the other type is the monopole antenna with a middle load (the antennas with the ranks 1~5, 7~8, and 10 in Table 6). Thus, to further study two types of antennas, we examined the radiation pattern and the impedance matching characteristics of both types of antennas having the ranks 1 and 6 in Table 6 using NEC and commercial EM simulators [45]. From the simulated results, we confirmed that both antennas have a radiation pattern similar to that of an ideal monopole antenna. In addition, we represent the simulated reflection coefficients of both antennas as a function of frequency in Figure 5, where the configuration of both antennas is illustrated in the insets. Although there is a small discrepancy in reflection coefficient owing to the applied analysis methods (NEC using the moment of method and Femtet using the finite element method), the result of Figure 5 implies that both types of antennas operate well with small reflection coefficients in the interesting frequency range from 950 to 1050 MHz. This result also validates our ML model that can predict the impedance matching characteristic of the monopole antenna formed by a bent wire.

Based on the geometry depicted in the insets of Figure 5, we represent the monopole antennas with top load and middle load in Figure 6 as possible equivalent circuits [46–50]. We expressed the vertical and horizontal wire sections as series and parallel RLC circuits, respectively. In addition, we assigned the parallel capacitance ($C_{h2}$) caused by the open end of the antenna arm to the possible equivalent circuit. The series capacitance ($C_v$) is negligible due to the current flowing along the vertical wire section. Thus, the parallel capacitances ($C_{h1}$ and $C_{h2}$) derived from the loads and the open end dominantly influence the impedance matching because it cancels out the series inductance ($L_v$) yielded by the vertical wire section. In the case of a monopole antenna with a middle load, we found that the basic operating principle is similar to that of a monopole antenna with a top load. Although the contribution of the second vertical wire section (third wire section) to the antenna impedance is small, we think it may finely control the induced current affecting antenna impedance.
Figure 5. Impedance matching characteristics of the antennas with ranks 1 and 6 in Table 6.

Figure 6. Possible equivalent circuits corresponding to two types of antennas in Table 6: (a) possible equivalent circuit of the antennas with rank 6; (b) possible equivalent circuit of the antennas with rank 1.

4. Conclusions

We designed a bent monopole antenna with a good impedance matching characteristic by using an ML technique. We utilized the collected data, which is composed of antenna design parameters and the corresponding Cost for each sample antenna, to train the
DNN machine learning model. In the ML training, we checked the maturity of our ML model by evaluating MSE and R-squared values. After confirming that our ML model had an MSE of about 0.035, as well as an R-squared value above 0.99, we validated our ML model by comparing the actual AF and Cost values with the predicted ones. The resulting comparison showed a favorable agreement between both AFs and Costs due to the error being smaller than 1%. In addition, we compared the AFs and Costs of the antennas with a good matching performance with those calculated by NEC simulation. This comparison also showed high accuracy in the estimation of antenna performance. Finally, we interpreted the antennas with a good impedance matching characteristic in the perspective of a structure and a possible equivalent circuit. We found that the antennas with a good impedance matching performance are divided into two types of antennas with a top load and a middle load structure. In addition, we concluded that both types of antennas adequately utilize vertically and horizontally extended wire sections to achieve the good impedance matching characteristic. The accomplished works in this research provide us with the possibility to use the ML technique in the antenna design. From a practical point of view, we expect that it would improve our research to investigate various factors affecting antenna performance such as ground size and fabrication errors of bending angles and length of wire sections.
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