Acoustic Characterization of Rooms Using Reverberation Time Estimation Based on Supervised Learning Algorithm
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Abstract: The measurement of reverberation time is an essential procedure for the characterization of the acoustic performance of rooms. The values returned by these measurements allow us to predict how the sound will be transformed by the walls and furnishings of the rooms. The measurement of the reverberation time is not an easy procedure to carry out and requires the use of a space in an exclusive way. In fact, it is necessary to use instruments that reproduce a sound source and instruments for recording the response of the space. In this work, an automatic procedure for estimating the reverberation time based on the use of artificial neural networks was developed. Previously selected sounds were played, and joint sound recordings were made. The recorded sounds were processed with the extraction of characteristics, then they were labeled by associating to each sound the value of the reverberation time in octave bands of that specific room. The obtained dataset was used as input for the training of an algorithm based on artificial neural networks. The results returned by the predictive model suggest using this methodology to estimate the reverberation time of any closed space, using simple audio recordings without having to perform standard measurements or calculate the integration explicitly.
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1. Introduction

The sound field in a physically confined environment differs from that of an open space due to the presence, next to the direct sound waves between source and receiver, of sound waves reflected in various ways from the surrounding surfaces. The elements present inside an enclosed space, be they walls, furniture and people, influence the acoustic propagation by absorbing a part of the incident sound energy. The first wave front emitted by any source that reaches the receiver is called direct sound: it has not undergone absorption or reflection. The successive wave fronts constitute the reverberant field and are due to the complex of interactions that the sound wave undergoes due to the surfaces that delimit the space or to the objects it contains. Direct sound prevails near the source, while reverberant sounds prevail at a distance [1,2].

The direct wave behaves in a similar way to the propagation of sound in a free field, it decays by simple geometric divergence, with an acoustic intensity inversely proportional to the square of the distance from the source. This wave is simultaneously integrated by the first reflections coming from the surrounding surfaces. For the reverberated sound, the first reflections are distinguished, which reach the listener within a few tens of milliseconds after the direct sound from subsequent reflections which are masking. The total sound field is therefore given by the combination of the direct sound field and the reverberant field. The optimal combination of the two fields varies according to the type of sound signal to be transmitted in the room [3,4].

To address these issues, different methodologies can be used. The simpler approach, called geometric acoustics, is based on the study of the path of the sound rays that are
gradually reflected by the surfaces delimiting the space, in the simplified hypothesis of specular reflection. A more rigorous approach, on the other hand, analyzes the propagation of sounds from the wave point of view, considering the space as a complex system where many standing waves of different wavelengths, called vibration modes, can coexist. In general, when the dimensions of the space are comparable to the wavelengths of sound waves, a rigorous analysis cannot be ignored [5,6].

The acoustic quality of confined spaces has been the subject of considerable attention for years, even if a single procedure for their design has not yet been reached. Investigations carried out by statistically elaborating subjective judgments of many listeners have shown that, beyond the subjective evaluations, there are some objective parameters of the acoustic field capable of acoustically characterizing the spaces. Over the years, numerous scholars have proposed various methods of determining these parameters, assigning each of them a different weight [7–11].

The first example in this sense was given by Sabine [12], at the beginning of the last century, that identified the reverberation time as a fundamental parameter, and studied its optimal values for the various types of music and provided a simple relationship for its calculation. The reverberation time was the main, if not the only, physical descriptor used as an objective parameter for evaluating the acoustic behavior of a room until the 1950s. A single value, for each frequency band, can be representative of the sound field of the entire room only if this is sufficiently reverberant (where the average absorption coefficient is less of 0.25 [13]) and if it is homogeneously so, otherwise a value should be calculated at each listening point. The reverberation time indicates the time, in seconds, required so that, in a defined position, in a confined space, the sound level is reduced by a defined amount compared to what it had in the instant prior to the interruption of the sound source [14].

The measurement of the reverberation time is not an easy procedure to carry out and requires the use of a space in an exclusive way. In fact, it is necessary to use instruments that reproduce a sound source and instruments for recording the response of the space. In this work, an automatic procedure for estimating the reverberation time based on the use of artificial neural networks was developed. Section 2 presents the methodologies used to measure the reverberation times of the rooms under analysis, as well as the procedures for selecting and recording the sample sounds. The architecture of the algorithm based on the artificial neural networks used is also presented. In Section 3 the results obtained in this study are presented and adequately discussed. Finally, Section 4 summarizes the objectives of this study and the results obtained.

2. Materials and Methods
2.1. Reverberation Time

Reverberation time is a key parameter when it comes to acoustics in confined spaces. This is the decay of the sound following the switching off of a source and due to the sound reflections, that continue to travel in the space. The sound energy that affects a surface S is divided into three components: a part is reflected by the surface, a part is absorbed, and a part transmitted beyond the material [15–17].

Before the sound emitted from a generic source reaches the receiver, a time, called the sound wave propagation time, passes, equal to the ratio between the distance of the source from the receiver and the speed of sound. The receiver will receive various contributions deriving from the source, those related to direct sound and those due to reflections. Clement W. Sabine defined this parameter at the end of the 1800s as: given an interrupted stationary source, the reverberation time is the time between the instant in which the direct sound ends and the instant in which the sound level has dropped by 60 dB [18], as shown in Figure 1. In a room, the longer the reverberation time, the greater the contribution of the components of the reflected sound compared to the direct one. The absorption of the materials changes with the frequency, so the reverberation time also varies at the different frequencies considered. In architectural acoustics the frequencies in the octave bands from 125 to 4000 Hz are considered. Frequencies above 4000 Hz are not considered because
sound absorption by air prevails. Frequencies below 125 Hz are not considered because the human ear has a reduced sensitivity at low frequencies.

Figure 1. Diagram for the evaluation of the reverberation time (RT\(_{60}\)) using the natural decay curve of a sound signal. Reverberation time is the time between the instant in which the direct sound ends and the instant in which the sound level has dropped by 60 dB.

Sabine, through a series of experiments, found that the value of this parameter (RT\(_{60}\)) depended on the volume of the space and the total absorption of its internal surfaces. With the same shape of the confined space, the reverberation time increases linearly as the size increases. According to Sabine, the reverberation time value is a function of the room volume and the total sound absorption of its internal surfaces [18] as described in the following equation:

\[
T_{60} = 0.161 \times \frac{V}{\sum_{i=1}^{N} \alpha_i \times S_i}
\]  

(1)

Here:

- \(T_{60}\) is the time in seconds required for a sound to decay 60 dB
- 0.161 is a dimensioned factor (s/m)
- \(V\) is the volume of the room in m\(^3\)
- \(\alpha_i\) is the i-th sound absorption coefficient
- \(S_i\) is the i-th surface in m\(^2\) with a \(\alpha_i\)

The sound absorption coefficient is a number that varies between 0 and 1; 0 indicates absence of absorption, that is the surface is totally reflective, while 1 indicates total absorption without reflection. The sound absorption coefficient is used to evaluate the sound absorption efficiency of the materials. It is defined as the ratio of absorbed energy to incident energy. The measurement techniques of this parameter are essentially two for normal and random incidence. The measurement of the sound absorption coefficient for normal incidence is performed in a Kundt tube in accordance with ISO 10534 [19] to know the percentage of sound absorbed by a material. It is the only test in which there is no margin of discretion in the setup phase, since it is a sample of material inserted into a tube and hit by a direct wave. The measurement of the sound absorption coefficient for random incidence is performed in a reverberation room in accordance with ISO 354 [20] to calculate the percentage of sound absorbed by a product hit by waves from various directions, simulating a situation of real use. The test setup can affect the result since the absorption of a panel also depends on its position within a room such as the distance from rigid surfaces and the distance between panels.
The reverberation of a space has positive and negative aspects: in fact, if a certain value of the reverberation time helps to reinforce the direct sound it therefore improves listening; on the other hand, an excessive value of the sound tail compromises its quality [1,2]. For good reception, both in the case of speech and in the case of music, it is necessary to contain the decaying tail of reflected sound from a source and ensure a good spatial distribution of the sound field inside the room so that all listeners can perceive and appreciate the sound regardless of the space in which they are located [21].

An optimal reverberation time represents the right compromise between achieving a sufficient sound level in all parts of the space and reducing blending and overlap with reflected sounds caused by excess reverberation [22]. So, the optimal value of the reverberation time depends on the use to which the space is intended (Table 1). In Table 1 the parameters are defined as follows:

**Table 1.** Optimal reverberation time values for different listening conditions [6].

| Parameters                              | T<sub>30</sub>, s |
|-----------------------------------------|-------------------|
| Rooms intended for music                | 1.6 < T<sub>30</sub> < 2.2 |
| Rooms intended for speech               | 0.8 < T<sub>30</sub> < 1.2 |

- T<sub>30</sub> is a measure of reverberation time using a 30 dB interval with the evaluation starting after the sound level has dropped by 5 dB from steady state.

Since the absorption of the materials varies with the frequency, the reverberation time must also be calculated at the various frequencies. The measurement of the reverberation time can be performed according to the ISO 3382-2 [23]. The standard specifies the methods for measuring the reverberation time in rooms. In addition, it describes the measurement process, the equipment required, the coverage required and the method of evaluating the data and submitting the test report. The standard proposes two methods for measuring the reverberation time: the interrupted noise method and the integrated impulse response method. Both methods return comparable values, but the second requires more sophisticated tools [24,25].

In the interrupted noise method, a loudspeaker source must be used, and the input signal must be derived from random or pseudorandom broadband electrical noise. If a pseudo causal noise is used, it must randomly stop without using a repeat sequence. The sound source should be as omnidirectional as possible. The number of microphone stations used is determined by the coverage requested. Given the intrinsic randomness of the sound source, it is necessary to average over several measurements performed at each station to obtain an acceptable repeatability. Therefore, a minimum of three measurements should be made at each position and the results averaged.

The impulse response from a source position to a receiver position in an environment is a well-defined quantity that can be measured in many ways, using for example gunshots, firecrackers, or hand claps as signals. The pulse source must be able to produce a peak sound pressure level sufficient to ensure a decay curve that begins at least 45 dB greater than the background noise in the corresponding frequency band [26].

2.2. Acoustic Measurements

The acoustic measurements were carried out in empty rooms without people with an average internal temperature of about 20 °C and a relative humidity of 50%. There were no noisy activities in the vicinity, and the noise of vehicular traffic was negligible considering the distance from the nearest road. To further reduce the background noise, the measurements were carried out without any persons, so the impulse responses were all recorded under empty conditions. During the acoustic measurements, the background sound level was less than 35 dB.

To collect the data necessary for the training of the predicting model, acoustic measurements were carried out in the rooms chosen for this study. Two types of measurements
were made: sound recordings of the room response to the reproduced sounds, and impulse response measurements for the evaluation of the reverberation time.

Sound recordings of the room’s response to the reproduced sounds were performed with a high-quality portable recorder Zoom H6 Handy Recorder (Zoom Corporation, Tokyo, Japan) with a X–Y microphone (Table 2). The sounds sampled for the measurement of the room response were reproduced with a Bluetooth speaker (Table 2).

Table 2. Recording and reproducing sound instrument specifications.

| Type                | Specifications                                                |
|---------------------|---------------------------------------------------------------|
| Microphone          | Passive Sensitivity: 41 dB, 1 kHz at 1 Pa                     |
|                     | Input gain: $\infty$ to 46.5 dB                               |
|                     | Maximum sound pressure input: 136 dB SPL                      |
| Recording device    | Sampling rate: 48 KHz                                         |
|                     | Bit depth: 24 bit                                             |
| Bluetooth loudspeaker | Output power: 30 W RMS                                       |
|                     | True Wireless Stereo                                         |

To ensure an adequate ability to generalize to the prediction model, ten sounds of different types were selected. The choice of sounds was made to cover all the frequencies of the audible spectrum (20 Hz–20 kHz), favoring sounds with content in specific and diversified frequency ranges.

The measurement of the reverberation time of the rooms is simply aimed at obtaining the value necessary to label the data to be used as input to the prediction model. For the measurement of the reverberation time the integrated impulse response method [23] was adopted. Toy balloons inflated with air were used as the sound source to produce the impulsive sound. This impulsive source has already been used in previous studies [27], the burst of a balloon produces an impulse that excites the sound field, furthermore the background noise is very low as it is far from anthropogenic noises. The bursting of a balloon provides a sufficient SNR ratio. Signal-to-noise ratio (SNR) is a measure that compares the level of a desired signal to the level of background noise.

Ten equally distributed recording points were identified for the evaluation of the spatial average of the acoustic properties of the room, in each point the device for recording the response of the room was placed. The balloons were popped to a height of 1.6 m from the floor approximately equal to that of the speaker’s mouth, in the position where the speaker’s seat was. The recorder, on the other hand, was positioned in correspondence with the seats, at a height of 0.8 m, to simulate the position of the listeners as much as possible. The recorded impulse responses were subsequently processed with Dirac 4.0 software for the extraction of reverberation time (Schroeder’s backward integration).

2.3. Reverberation Time Prediction Methodology Based on Artificial Neural Network

To simplify the procedure for estimating the reverberation time of a room, a methodology based on the use of artificial neural networks was studied. Mathematically, the topology of an artificial neural network defines a space of hypothesis, also called the space of possibilities, in which useful representations of the data to be analyzed can be sought.

A generic multilayer network is represented by a succession of layers (Figure 2): the first layer is called the input layer, the outputs of which are supplied in input to the subsequent layers which are called hidden layers. The adjective “hidden” derives from the fact that, in these levels, the representation of the data is transitory, and as a result hidden from the outside world, therefore we cannot properly speak of output values for them. The last layer of the network is called the output layer and contains from 1 to N neurons whose task is to provide the real network output based on the required task [28].
Each layer is made up of a series of neurons. Information is stored inside each neuron and is transferred to those of the subsequent layers through a connection to which a weight is associated. Weights adjustment represents the real learning task of the entire process and takes place through an adaptation procedure based on an iterative optimization process [29].

Given a set of independent input variables \( x = (x_1, ..., x_n) \), we can define with \( W \) the weights matrix, in which each element \( w_{ji} \) represents the weight of the connection between the i-th node of the input layer and j-th node of the hidden layer. Each row of the weight matrix defines the weights for a single hidden layer node, so the association between the input vector and the output of each hidden node can be illustrated through the following equation:

\[
h_j = f \left( \sum_{i=1}^{n} w_{ji} \times x_i + b \right)
\]

In Equation (2) the terms are defined as follows:

- \( h_j \) is the j-th output of the hidden layer
- \( f \) is the activation function
- \( w_{ji} \) is an element of the weight matrix
- \( x_i \) is the i-th input
- \( b \) is the bias

An essential feature of this technology is the activation function: Its importance lies in the fact that a neural network without an activation function essentially behaves like a normal regression model whose purpose is to provide a function that best approximates the provided data input and that, at the same time, is flexible enough to allow a forecast of a possible output value. Initially, in the history of neural network-based algorithms implementation, the first network structures were designed to perform purely linear logical operations, the function that was to approximate the input points was therefore linear [30]. With the evolution of networks, this linear function represented the distribution of points in an imprecise way. For this reason, it was decided to introduce, within the networks, an element of non-linearity, hence the sigmoidal activation function.

The developed methodology aims to predict the value of the reverberation time, based on recordings of the responses of a room to a series of signals. To train the network, recordings were made in a series of rooms characterized by different reverberation times. This methodology is based on the following steps (Figure 3):

- Reverberation time measurement using the integrated impulse response method.
- Recordings of a series of signals.

![Artificial neural network architecture.](image-url)
• Features extraction of the recorded signals.
• Construction of a dataset containing the processed data.
• Training of a regression algorithm based on artificial neural networks.
• Regressor test.
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Figure 3. Flow chart for the reverberation time prediction methodology based on artificial neural network. Two sound recordings are made: the first to record the impulse response of the room to calculate the reverberation time. This value will be used in the training phase to label values. The second recording will be used to estimate the reverberation time of the room using a method based on a supervised learning algorithm.

Once the prediction system has been set up it will only be necessary to record a signal in a room to derive the reverberation time.

2.4. Feature Extraction

Sound signals are the result of processes occurring in the time domain; however, it is convenient to study them in the frequency domain, both in deterministic and stochastic cases, which is why it is necessary to obtain the power spectral density (PSD) function. The input signal is time-limited, non-stationary and has overlap noise, so PSD needs to be estimated from a record of a certain amount of data. The first methods for PSD estimation were based on the estimation of the Fourier transform (FT). An important step in modern spectral estimation was the work of Wiener [31,32], who established the theoretical basis for the treatment of stochastic processes. Khinchin showed that FT relates the autocorrelation function of a stationary process and its PSD [33]. It is generally called the Wiener–Khinchin theorem. Before the introduction of the fast Fourier transform (FFT) algorithm in 1965, the usual method for estimating PSD was the implementation of the Wiener–Khinchin theorem suggested by Blackman and Tukey [34].

According to this method, the autocorrelation coefficients are estimated using a sequence of event data. To obtain the PSD, the Fourier transform of this window correlation is performed. This method is often also called the indirect method. Since the introduction of the FFT, which implied the provision of a computationally efficient algorithm for the computation of the discrete Fourier transform (DFT), the direct approximation (periodogram)
is used intensively, which is obtained as a square quantity of the obtained DFT by FFT and applied directly to the data.

The power spectrum (PS) is defined as the Fourier transform of the autocorrelation function, as in the following Equation (3):

$$PS(f) = \sum_{n=0}^{N-1} r_{xx}(n)e^{-i2\pi fT}$$

In Equation (3) $r_{xx}$ is the autocorrelation function as defined in the Equation (4).

$$r_{xx} = \sum_{k=1}^{N} x(k) \times x(k+n)$$

Here $x$ is the signal. The power spectrum returns the power distribution of a signal over a range of frequencies. The power spectrum can be evaluated by applying the Fourier transform on the entire signal. However, the averaging of the spectra is used, particularly when the available waveform is only a sample of a longer signal. In this case we speak of a periodogram [35].

The periodogram is calculated by dividing the signal into several segments, possibly overlapping, and evaluating the Fourier transform on each of these segments: On two successive data segments a shift of a number of points equal to $D$ is performed. Each segment is made up of $N$ points, where the $i$-th sequence is given by the following expression:

$$x_i(n) = x(n+iD); \quad n = 0, 1, \ldots, N-1$$

The overlap between two consecutive segments $x_i(n)$ and $x_{i+1}(n)$ is equal to $N-D$ points. If a 50% overlap is allowed, as proposed by Welch [36], the number of sections $K$ of the length $L$ is calculated using the following equation:

$$K = \frac{2 \times N}{L - 1}$$

Using Equation (6), the length of the sequence does not vary. Additionally, doubling the number of periodograms to be averaged reduces the variance. The final spectrum is obtained as the average of the different spectra obtained on the segments. The frequency resolution of the spectrum is approximately $1/N$, where $N$ is the number of samples per segment. Taking a small segment increases the number of segments to the mean and thus increases the smoothing in the estimated spectrum. At the same time the frequency resolution is reduced. The overlap associated with the periodogram calculated with the Welch method helps to significantly improve the correlation of the data, improving its statistical properties and therefore improving the reliability of the estimate [37].

For discrete-time systems, the Welch periodogram returns an estimate of the power spectral densities. This method segments the time signal into periods of a certain block size. For each period, the spectrum is calculated through an average estimate of the final spectral density. The block size affects the duration of the individual segments and the spectral resolution of the final estimate of the power density.

The PSD extracted from the recorded signals was subsequently used for the estimation of the magnitude-squared coherence. These values were then used as input for the ANN-based model.

To evaluate the differences between two signals, it is possible to use the concept of coherence which represents an ideal property of waves: It allows a stationary interference that is constant in time and space. Two wave sources are perfectly coherent if their frequency and waveform are identical and their phase difference is constant. More generally, coherence describes all the properties of the correlation between physical quantities of multiple waves. So, to evaluate the effects of the room on the sound field we can use the coherence between the recorded signals (using the Zoom H6 Handy Recorder (Zoom
Corporation, Tokyo, Japan) equipped with a X–Y microphone) and the anechoic signal. Coherence is a function of the power spectral densities of the two signals, and of the cross power spectral density \[38,39\]. Cross-power spectral density is a statistical property of a pair of random sequences that indicates the likely distribution of power over different frequencies at any given time. The cross-power spectral density of a pair of X and Y signals is the Fourier transform of the cross correlation between the signals.

Given two signals \(a\) and \(b\), the coherence function is defined by Equation (7):

\[
Coh_{a,b}(f) = \frac{|PSD_{a,b}(f)|^2}{PSD_{a,a}(f) \times PSD_{b,b}(f)} \tag{7}
\]

Here,
- \(PSD_{a,b}(f)\) is the cross power spectral density for \(a\) and \(b\) signals
- \(PSD_{a,a}(f)\) is the power spectral density of \(a\) signal (coherent signal)
- \(PSD_{b,b}(f)\) is the power spectral density of \(b\) signal (no-coherent signal = signal modified by the reverberation of the room)

### 3. Results and Discussions

The first part of the study was used to collect several examples sufficient to train the algorithm effectively. Ten anechoic signals with different characteristics were used to excite the rooms in a different way, to record the response of the rooms to the different sound stresses. An anechoic signal is recorded in an anechoic chamber in which there are no reflections as the walls, the floor and the ceiling absorb all the incident waves. Different sounds with different characteristics were used to ensure an effective generalization capacity for the model.

The characteristics of the signals used are such as to cover all the frequencies of the audible spectrum (20 Hz–20 kHz). Table 3 reports the statistical descriptors of the anechoic signals used in this work \[40\]. Leq (equivalent continuous sound pressure level) is the constant noise level that would result in the same total sound energy being produced over a given period. Lmax (maximum level) is the noise with maximum energy content. Lmin (minimum level) is the noise with minimum energy content. StdDev is the standard deviation. L95, L90, L50, L10, L5 are the percentile sound levels. The percentile level represents the noise level exceeded for a percentage of the measurement time. For example, L95 represents the noise level exceeded for 95% of the measurement time.

| Signal          | Leq  | Lmin  | Lmax  | StdDev | L95 | L90  | L50  | L10  | L5   |
|-----------------|------|-------|-------|--------|-----|------|------|------|------|
| White noise     | 71.3 | 70.9  | 71.7  | 0.1    | 70.9| 71   | 71.2 | 71.4 | 71.5 |
| Pink noise      | 64.8 | 64    | 66.7  | 0.4    | 64.1| 64.2 | 64.6 | 65   | 65.2 |
| Brown noise     | 61.2 | 59.7  | 64.3  | 0.6    | 60.2| 60.5 | 61   | 61.8 | 62.3 |
| Sweep noise     | 75.9 | 63.4  | 81.6  | 4.1    | 66  | 69.3 | 74.5 | 78.8 | 80.6 |
| Music 1         | 62.1 | 46.7  | 68.2  | 5.4    | 49.6| 51.9 | 58.9 | 66.1 | 67.2 |
| Music 2         | 58.4 | 47    | 65.4  | 4.3    | 49.4| 50.5 | 56   | 61.7 | 63.7 |
| Speech          | 63.9 | 44.7  | 70.9  | 6.2    | 47.5| 51.7 | 62.1 | 67.2 | 68.4 |
| Music 3         | 66.3 | 54.8  | 69.5  | 1.7    | 64.1| 64.4 | 66.1 | 67.6 | 67.9 |
| Music 4         | 70.5 | 52.8  | 76.1  | 4.8    | 59.5| 62.9 | 68.6 | 74.4 | 75.1 |
| Music 5         | 68.5 | 46.7  | 76.5  | 6.2    | 55.3| 57.3 | 63.1 | 73.6 | 75.1 |

Figure 4 shows the average spectral levels in the one-third octave band between 100 Hz and 16 kHz (dB Lin) for the ten signals used to train and test the models. The first three signals (white noise, pink noise, brown noise) represent artificially generated noise with characteristics that cover the entire frequency spectrum. White noise is characterized by the absence of periodicity and by a constant amplitude that includes all the frequencies of the audible. Pink noise has low frequency components with higher power.
brown noise has an even greater accentuation of the presence of low frequencies than pink noise. The intensity decreases, from one octave to the other, like the inverse of the square of the frequency with an attenuation, on a logarithmic scale, of 6 dB. Sweep noise is a signal composed of a pure tone whose frequency increases over time with a certain trend.

Table 3. Training signals descriptors in dB.

| Signal    | $L_{eq}$ | $L_{min}$ | $L_{max}$ | $S_t$ | $dDev$ | $L_{95}$ | $L_{90}$ | $L_{50}$ | $L_{10}$ | $L_{5}$ |
|-----------|---------|---------|---------|------|-------|---------|---------|---------|---------|-------|
| White noise | 71.3    | 70.9    | 71.7    | 0.1  |       | 70.9    | 71      | 71.2    | 71.4    | 71.5  |
| Pink noise  | 64.8    | 64.0    | 66.7    | 0.4  |       | 64.1    | 64.2    | 64.6    | 65      | 65.2  |
| Brown noise | 61.2    | 59.7    | 64.3    | 0.6  |       | 60.2    | 60.5    | 61      | 61.8    | 62.3  |
| Sweep noise | 75.9    | 63.4    | 81.6    | 4.1  |       | 66      | 69.3    | 74.5    | 78.8    | 80.6  |
| Music 1    | 62.1    | 46.7    | 68.2    | 5.4  |       | 49.6    | 51.9    | 58.9    | 66.1    | 67.2  |
| Music 2    | 58.4    | 47.0    | 65.4    | 4.3  |       | 49.4    | 50.5    | 56      | 61.7    | 63.7  |
| Speech     | 63.9    | 44.7    | 70.9    | 6.2  |       | 47.5    | 51.7    | 62.1    | 67.2    | 68.4  |
| Music 3    | 66.3    | 54.8    | 69.5    | 1.7  |       | 64.1    | 64.4    | 66.1    | 67.6    | 67.9  |
| Music 4    | 70.5    | 52.8    | 76.1    | 4.8  |       | 59.5    | 62.9    | 68.6    | 74.4    | 75.1  |
| Music 5    | 68.5    | 46.7    | 76.5    | 6.2  |       | 55.3    | 57.3    | 63.1    | 73.6    | 75.1  |

Figure 4. Average spectral levels in the one-third octave band (dB Lin) between 100 Hz and 16 kHz (logarithm scale) for the ten signals used to train and test the models.

In addition, anechoic female speech and anechoic music signals were used, specifically the music signals concerned various musical instruments with contributions to both low and high frequencies. The diversification of the signals was a choice dictated by a strategy aimed at collecting records that contain the greatest number of information necessary to develop a model capable of generalizing the behavior of the system [41].

The elements present within an enclosed space (walls, furniture, people) affect the acoustic propagation with important effects on the acoustics of the environment itself as they absorb the sound energy that affects them to varying degrees. The acoustics of the room are also conditioned by the size of the room as well as by its geometry. To give the model its ability to generalize the behavior of the system, rooms with different characteristics have been selected both in terms of size, geometry, and furnishings. Twelve rooms with parallelepiped geometry were selected. The rooms are differentiated by volume, by type of flooring, by type of walls, and by type of furniture. Table 4 summarizes the main characteristics of the rooms.

Figure 5 shows some of the rooms used in this study. The type of rooms used is diversified: We pass from rooms used as offices, to laboratories, conference rooms, mechanical workshops, and rooms in houses.

In each room the reverberation time was measured using the impulse response technique in accordance with ISO 3382 [23]. The rooms were characterized from an acoustic point of view with the values of reverberation time $T_{30}$. Table 5 shows the octave band reverberation time measured in some of the rooms used in this study.
Table 4. Characteristics of the rooms covered by this study.

| Length (m) | Width (m) | Height (m) | Volume (m³) | Floor Type | Walls Type | Furniture Type |
|------------|-----------|------------|-------------|------------|------------|----------------|
| T₃₀, room 1 | 10.8      | 7.4        | 3.5         | 279.72     | PVC        | plastered | Office         |
| T₃₀, room 2 | 10.8      | 7.4        | 5           | 399.60     | PVC        | plastered | Office         |
| T₃₀, room 3 | 27.8      | 12         | 12          | 4003.20    | Concrete   | plastered | Workshop       |
| T₃₀, room 4 | 7.3       | 4.4        | 3.5         | 112.42     | marble grit | plastered | Laboratory      |
| T₃₀, room 5 | 6.8       | 3.9        | 3.5         | 92.82      | marble grit | plastered | Office         |
| T₃₀, room 6 | 4.4       | 3.1        | 3.5         | 47.74      | marble grit | plastered | Office         |
| T₃₀, room 7 | 6.7       | 4.1        | 3.5         | 96.15      | marble grit | plastered | Office         |
| T₃₀, room 8 | 5         | 3          | 2.7         | 40.50      | terracotta tiles | plastered | Home          |
| T₃₀, room 9 | 5         | 5          | 2.7         | 67.50      | stone tiles | plastered | Home          |
| T₃₀, room 10| 5         | 4          | 2.7         | 54.00      | stone tiles | plastered | Home          |
| T₃₀, room 11| 10        | 3          | 3.5         | 245.00     | concrete    | plastered | Home          |
| T₃₀, room 12| 9         | 6.5        | 2.7         | 157.95     | stone tiles | plastered | Home          |

Figure 5. Example images of some rooms used to record the response of the environment to the sounds played. The rooms have both geometric characteristics and different sizes. The volume of the rooms ranges from approximately 40 m³ to more than 4000 m³. (a) Room 2; (b) Room 1; (c) Room 3; (d) Room 5; (e) Room 4; (f) Room 12.

As anticipated, the measured reverberation times were used for the construction of the dataset to be used as the input of the prediction model. Using these values, the features extracted from the recordings were appropriately labeled.

Figure 6 shows the magnitude-squared coherence estimation of the recorded signals in twelve rooms, evaluated using the Equation (7). For each estimation, the same source signal was used (white noise). We can note that the coherence function allows us to discriminate between the different curves and therefore represents an appropriate choice as a descriptor.

The results returned by a simulation model strongly depends on the quality of the input data that is presented to the algorithm. This is the reason why to obtain a satisfactory result it is necessary to pay particular care and attention to the procedure of processing the input data. In Figure 3 we have presented a flow chart of the entire procedure, in it is possible to notice that the first part of the procedure is aimed at building the dataset that will be used for training the model and subsequently for its validation and testing. We decided to use the spatial coherence function as a characteristic; specifically, the magnitude-squared
The coherence function as defined in Equation (7) was evaluated. The signals were divided into 100 segments, each segment with a Hamming window of equal bandwidth, in addition a 50% overlap between segments was used. A total of 129 discrete Fourier transform (DFT) points were set, and a frequency range for the estimation of magnitude-squared coherence from 0 to Fs/2 (Fs = 44,100 Hz). Fs is the sampling frequency, that is the number of samples per second.

**Table 5.** Reverberation time in the octave band measured in some of the rooms used in this study (s).

| Frequency, Hz | 125 | 250 | 500 | 1000 | 2000 | 4000 |
|--------------|-----|-----|-----|------|------|------|
| T<sub>30</sub>, room 1 (s) | 0.60 | 0.63 | 0.64 | 0.77 | 0.75 | 0.74 |
| T<sub>30</sub>, room 2 (s) | 0.85 | 0.90 | 0.92 | 1.06 | 1.09 | 0.93 |
| T<sub>30</sub>, room 3 (s) | 2.40 | 2.50 | 2.60 | 2.75 | 2.80 | 2.45 |
| T<sub>30</sub>, room 4 (s) | 0.73 | 0.75 | 0.79 | 0.67 | 0.69 | 0.57 |
| T<sub>30</sub>, room 5 (s) | 0.69 | 0.73 | 0.77 | 0.87 | 0.86 | 0.78 |
| T<sub>30</sub>, room 6 (s) | 0.65 | 0.68 | 0.70 | 0.82 | 0.84 | 0.75 |
| T<sub>30</sub>, room 7 (s) | 0.63 | 0.65 | 0.68 | 0.75 | 0.83 | 0.80 |
| T<sub>30</sub>, room 8 (s) | 0.83 | 0.85 | 0.90 | 0.81 | 0.70 | 0.60 |
| T<sub>30</sub>, room 9 (s) | 0.38 | 0.39 | 0.40 | 0.51 | 0.43 | 0.39 |
| T<sub>30</sub>, room 10 (s) | 0.59 | 0.65 | 0.69 | 0.71 | 0.64 | 0.59 |
| T<sub>30</sub>, room 11 (s) | 0.34 | 0.35 | 0.37 | 0.50 | 0.52 | 0.52 |
| T<sub>30</sub>, room 12 (s) | 0.70 | 0.72 | 0.74 | 0.86 | 0.83 | 0.74 |

**Figure 6.** Magnitude-squared coherence estimation for the signals recorded in twelve rooms. Each curve refers to the same reproduced signal (white noise) and is calculated as function of the power spectral densities, and the cross power spectral density, as reported in Equation (6).
After calculating the coherence function for the signals recorded in the selected rooms, the records were labeled by associating each sequence with the value of the reverberation time in octave bands as reported in Table 3. At the end, a dataset with 720 observations and 131 features was obtained. The 720 observations refer to the signals recorded in the twelve rooms, while the 131 features represent the components at different frequencies of the magnitude-squared coherence. At this point, the processed dataset can be used to train an algorithm based on supervised learning.

The reverberation time prediction model developed is based on a multi-level artificial neural network, feed-forward type, with 1 hidden layer (with 10 neurons) and an output that represents the reverberation time. In feed-forward networks, information moves in one direction only, forward, from the input nodes, through the hidden nodes until it reaches the output nodes, without creating loops in the network. To provide the system with the ability to generalize, the data were divided into three groups, the selection was performed randomly [42,43]. This selection divides the data randomly into three subsets as follows:

- 70% of the available observations were used to create a training set. This subset is used by the network during training where the connection weights are adjusted according to the error made on the output production. This set contains 504 observations.
- 15% of the available observations are used to create a validation set. It is a set of examples used to optimize the parameters of a classifier to find the “optimal” number of hidden drives or to determine a checkpoint for the back-propagation algorithm. This set contains 108 observations.
- 15% of the available observations are used to create a test set. This is a set of examples used only to evaluate the performance of a fully trained classifier to estimate the error rate after choosing the final model. This set contains 108 observations.

The model was trained using the Levenberg–Marquardt algorithm (LM) [44,45]: This is a standard iterative regression technique for solving multivariable nonlinear problems. The algorithm is composed of a slow but converging gradient descent phase, followed by a faster Gauss–Newton solver. The algorithm tries to work on the strengths of the two approaches: gradient descent [46] and Gauss–Newton [47], to take advantage of both.

The back propagation algorithm bases the updating of the weights on the rules of the descending gradient [48,49]. The mean square error is indicated with $E$ between the output produced by the network and the desired one and with $w_{ij}$ the generic element of the weight matrix $W$, the descending gradient rule can be expressed as follows:

$$\Delta w_{ij} = -\eta \times \frac{\partial E}{\partial w_{ij}}$$

In the Equation (8) $\eta$ is the learning rate and regulates the speed with which the adopted algorithm learns. The algorithm works as follows:

- If the error increases with increasing weights, that is $\frac{\partial E}{\partial w_{ij}} > 0$, then the algorithm predicts a decrease in weights and therefore $\Delta w_{ij} < 0$
- If the error decreases as the value of the synaptic weights increases then the opposite occurs and therefore $\Delta w_{ij} > 0$.

This algorithm has some limits, including a rather slow convergence and the risk of occurring in local minima. To overcome these drawbacks some variants have been proposed. Among these we remember the variant that provides for the addition of a memory term of the past update, or the presence of a learning rate coefficient that varies with time [50]. Newton’s algorithm predicts a faster convergence than the back propagation algorithm. In this case the weights are updated according to the following equation:

$$W(t + 1) = W(t) - H^{-1}(t) \times g(t)$$

Here:

- $W$ is the weight matrix.
• $H$ is the Hessian matrix. The Hessian matrix of a function is the matrix containing the second derivatives of that function.

• $g$ is the error gradient.

This algorithm requires a considerable computational capacity, since, during the training phase, it is necessary to calculate the Hessian matrix at each step, that is, the matrix of the second derivatives of the error with respect to the weights.

To overcome this drawback, we can use a class of algorithms known as quasi-Newton algorithms which are based on Newton’s algorithm, but do not require the calculation of the Hessian matrix. An example is the Levenberg–Marquardt algorithm [51]. It provides for the approximation of the Hessian matrix and the gradient of the error as follows:

$$H = J^T \times J, \quad g = J^T \times e$$

(10)

Here:

• $J$ is the Jacobian matrix whose elements are the first derivatives of the error with respect to the weights.

• $e$ is the vector of errors.

With these approximations, the update rule of the weight matrix is transformed as follows:

$$W(t + 1) = W(t) - \left[J^T \times J + \mu \times I\right]^{-1} \times J^T \times e$$

(11)

In Equation (11), $\mu$ is a scalar which balances the two contributions of the algorithm: Newton and gradient descent. When the scalar is zero, Equation (11) represents Newton’s method with an approximation of the Hessian matrix. With $\mu$ sufficiently large, Equation (11) represents the method of descending the gradient with a small step size. We know that Newton’s method is faster and more accurate when we are close to a minimum of error. So, our aim is to use Newton’s method as quickly as possible. Therefore, $\mu$ is decreased after each successful pass and is increased only when a temporary pass would increase the performance function [52]. Thus, the performance function is always reduced with each iteration of the algorithm. Figure 7 shows how these parameters change during the training phase.

To measure the performance returned by the prediction model, various metrics were adopted. A first check can be performed using a measure of the variability present between the real data and those returned by the model. Variability is the amount of dispersion present in the data. Two data sets can differ in both location and variability; or they can be characterized by the same variability, but by a different measure of position; or again, they may have the same position measure, but differ considerably in terms of variability. One measure that considers how observations are distributed or concentrated around a central trend measure is the root mean square error. The mean squared error (MSE) of an estimator with respect to the estimated parameter is defined as follows [53]:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2$$

(12)

Here:

• $x_i$ is the real value.

• $\hat{x}_i$ is the predicted value.

• $N$ is the number of the observation.
• training phase.

Each iteration of the algorithm. Figure 7 shows how these parameters change during the training process. The term epoch refers to one cycle through the full training dataset. (a) Shows the variation of the gradient at each step performed by the algorithm for adjusting the weights of the connections, as described in Equation (7). (b) Shows how the scalar parameter \( \mu \) was used to balance the two contributions of the algorithm Newton and gradient descent changes, as described in Equation (10).

Another way to measure model performance is to use the correlation coefficient. Correlation is an index that measures the association between two variables, more specifically, it measures the degree to which two variables move together [54]. Regardless of the type of correlation index you intend to use, all indices have some common characteristics. The two sets of scores are associated with the same individuals or events, or with different subjects but associated with each other from a specific point of view. The value of the correlation index vary between \(-1\) and \(+1\); both extreme values represent perfect relationships between the variables, while \(0\) represents the absence of relationship. This at least if we consider linear relationships. A positive relationship means that individuals who get high values in one variable tend to get high values on the second variable. And vice versa is also true, that is, those who have low values on one variable tend to have low values on the second variable. A negative relationship indicates that low scores on one variable correspond to high scores on the other variable [55]. In Table 6 are shown the MSE and the correlation coefficient returned by the model.

**Table 6.** MSE and \( R \) for the regression model.

|        | MSE          | \( R \)       |
|--------|--------------|---------------|
| Training | \( 3.58 \times 10^{-3} \) | \( 9.94 \times 10^{-1} \) |
| Validation | \( 9.13 \times 10^{-3} \) | \( 9.87 \times 10^{-1} \) |
| Test    | \( 9.01 \times 10^{-3} \) | \( 9.79 \times 10^{-1} \) |

The values in Table 6 tell us that the errors made in the prediction of the reverberation time are very low; specifically, there is a slight increase in the error passing from the training set to the test set. Consistent with this result, the correlation coefficient presents values very close to unity indicating a strong correlation between the real values and those predicted by the model. Additionally, in this case there is a slight decrease in \( R \) passing from the training set to the test set. These results tell us that the procedure proposed in this work can return the values of the reverberation time of a room using simple sound sound recordings.

**Figure 7.** Parameter changes during the training process. The term epoch refers to one cycle through the full training dataset. (a) Shows the variation of the gradient at each step performed by the algorithm for adjusting the weights of the connections, as described in Equation (7). (b) Shows how the scalar parameter \( \mu \) was used to balance the two contributions of the algorithm Newton and gradient descent changes, as described in Equation (10).
4. Conclusions

Measurement of reverberation time is not an easy procedure to perform and requires the use of a space exclusively. It is in fact necessary to use instruments that reproduce a sound source and instruments to record the impulse response. In this work, an automatic procedure for estimating reverberation time based on the use of artificial neural networks was developed. At first some sounds were selected to be reproduced in the rooms, having the foresight to choose sounds that covered all the frequency ranges, with diversified characteristics. These sounds were reproduced, and joint recordings were made. The reverberation times of the rooms under observation were then measured using the integrated impulse response method. Toy balloons inflated with air were used as the sound source to produce the impulsive sound.

The recorded sounds were processed with the feature’s extraction, then they were labeled by associating to each sound the value of the reverberation time in octave bands of that specific room. The feature used was the magnitude-squared coherence estimation for the signals recorded in twelve rooms. The obtained dataset was used as input for the training of an algorithm based on artificial neural networks. Subsequently, previously unused observations were used for model validation and testing. The model returned excellent performance ($R = 0.979$), suggesting the use of the procedure for estimating the reverberation time of the rooms.

The evaluation of the reverberation time with the methodology described in this work is easy to carry out both in terms of instruments and in terms of people to use. On the other hand, it requires careful selection of where to place the sound source and where to place the recorder.
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