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Abstract. We explore whether quantum advantages can be found for the zeroth-order online convex optimization problem, which is also known as bandit convex optimization with multi-point feedback. In this setting, given access to zeroth-order oracles (that is, the loss function is accessed as a black box that returns the function value for any queried input), a player attempts to minimize a sequence of adversarially generated convex loss functions. This procedure can be described as a \( T \) round iterative game between the player and the adversary. In this paper, we present quantum algorithms for the problem and show for the first time that potential quantum advantages are possible for problems of online convex optimization. Specifically, our contributions are as follows. (i) When the player is allowed to query zeroth-order oracles \( O(1) \) times in each round as feedback, we give a quantum algorithm that achieves \( O(\sqrt{T}) \) regret without additional dependence of the dimension \( n \), which outperforms the already known optimal classical algorithm only achieving \( O(\sqrt{nT}) \) regret. Note that the regret of our quantum algorithm has achieved the lower bound of classical first-order methods. (ii) We show that for strongly convex loss functions, the quantum algorithm can achieve \( O(\log T) \) regret with \( O(1) \) queries as well, which means that the quantum algorithm can achieve the same regret bound as the classical algorithms in the full information setting.
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1. Introduction

Convex optimization is a basic foundation for artificial intelligence, particularly for machine learning. While many ingenious algorithms have been developed for convex optimization problems [1, 2], people still hunger for more efficient solutions in the era of big data. Since quantum computing exhibits advantages over classical computing
[3, 4, 5, 6], people seek to employ quantum computing techniques to accelerate the optimization process. On the one hand, combinatorial optimization was shown to be acceleratable by using quantum techniques such as Grover’s algorithm or quantum walks [4, 7, 8, 9, 10, 11, 12, 13]. On the other hand, in the last few years, some significant quantum improvements were achieved for convex optimization in linear programming [14, 15, 16], second-order cone programming [17, 18, 19], quadratic programming [20], polynomial optimization [21], and semi-definite optimization [14, 22, 23, 24, 25]. Note that they are all special cases of convex optimization. In the last two years, quantum algorithms for general convex optimization were studied [26, 27], where the main technique used is the quantum gradient estimation algorithm [28, 29]. Note that the studies mentioned above focus on improving offline optimization with quantum computing techniques. Recently, people began to consider applying quantum computing methods to online optimization problems. In 2020, two related results were given [30, 31], where quantum algorithms for the best arm identification problem, a central problem in multi-armed bandit, were proposed. In the same year, the initial version of this paper was uploaded to arXiv [32]. The online problem considered in [30, 31] is discrete, while we study a continuous online problem, that is the online convex optimization problem. Besides the different settings, the basic quantum technique they used is the quantum amplitude amplification, while ours is the quantum phase estimation.

1.1. Online convex optimization

Online convex optimization (OCO) is an important framework in online learning, and particularly useful in sequential decision making problems, such as online routing, portfolio selection, and recommendation systems. Online convex optimization is best understood as a $T$ round iterative game between a player and an adversary. At every iteration $t$, the player generates a prediction $x_t$ from a fixed and known convex set $\mathcal{K} \subseteq \mathbb{R}^n$. The adversary observes $x_t$ and chooses a convex loss function $f_t : \mathcal{K} \rightarrow \mathbb{R}$. After that, the player suffers the loss $f_t(x_t)$. Then, some information about the loss function $f_t$ is revealed to the player as feedback. The goal of the player is to minimize his regret, which is defined as

$$\sum_{t=1}^{T} f_t(x_t) - \min_{x^* \in \mathcal{K}} \sum_{t=1}^{T} f_t(x^*).$$

A good algorithm/strategy of the player should have a sublinear regret (that is, its regret is sublinear as a function of $T$) since this implies that as $T$ grows, the accumulated loss of the algorithm converges to that with the best fixed strategy in hindsight [33, 34].

The variants of OCO mainly depend on the following four aspects:

(i) **The power of the adversary**
(a) Completely adaptive adversary: A completely adaptive adversary is allowed to choose loss functions $f_t$ after observing the player’s choice $x_t$.

(b) Adaptive adversary: An adaptive adversary is limited to choosing the loss function $f_t$ of each round before observing the player’s choice $x_t$.

(c) Oblivious adversary: An oblivious adversary is limited to choosing all the loss functions $f_1, f_2, \ldots, f_T$ before the game starting.

(ii) Feedback

(a) Full information setting: After suffering the loss $f_t(x_t)$, $f_t$ is revealed to the player as feedback.

(b) First-order setting: After suffering the loss $f_t(x_t)$, a gradient oracle is revealed to the player as feedback, where the player can query the gradient of the loss function.

(c) Multi-query bandit setting: After suffering the loss $f_t(x_t)$, a zeroth-order oracle is revealed to the player (i.e., $f_t$ is supplied to the player as a black box), where the player can query the value of the loss function at more than 1 points as feedback.

(d) Single-query bandit setting: After suffering the loss $f_t(x_t)$, only the loss value $f_t(x_t)$ is revealed to the player. This can be seen as 1-query of a zeroth-order oracle.

(iii) The property of loss functions: $\beta$-smooth, $\alpha$-strongly, exp-concave et al.

(iv) The property of the feasible set.

1.2. Related work

For more information about online convex optimization, one can refer to Reference [35]. Also note that any algorithm for online convex optimization can be converted to an algorithm for stochastic convex optimization with similar guarantees [36, 37, 38, 39], and the quantum state learning problem can be benefited from online convex optimization [40, 41, 42]. As shown in Table 1, below we review some work on online convex optimization that are closely related to the topic considered in this paper, which is organized according to the feedback fashion. We put the first-order setting and the full information setting together because most of the work in full information setting only use the gradient information.

First-order oracles/Full information. In 2003, Zinkevich defined the online convex optimization model and showed that the online gradient descent could achieve $O((D^2 + G^2)\sqrt{T})$ regret [43]. By modifying the original proof of [43], the regret can be improved to $O(DG\sqrt{T})$ by choosing a better learning rate if the diameter $D$ and the Lipschitz constant $G$ are known to the player. Additionally, it has been known that the lower bound of this setting is $\Omega(DG\sqrt{T})$ (Theorem 3.2 of [33]). For strongly convex loss functions, Hazan et al. showed that $O(G^2 \log T)$ regret could be achieved by using
online gradient descent [44]. In the same paper, for exp-concave loss functions, Hazan et al. proposed an online Newton method which achieved $O(DGn \log T)$ regret [44].

**Single-query bandit setting.** In those work mentioned above, it is assumed that the player can get full information of loss functions as feedback, or has access to gradient oracles of loss functions. Contrarily, online convex optimization in the single-query bandit setting was proposed by Flaxman et al. [45], where the only feedback was the value of the loss and the adversary was assumed to be oblivious. Note that in the bandit setting, a regret bound for any strategy against the completely adaptive adversary is necessarily $\Omega(T)$. Thus, it needs to be assumed that the adversary is adaptive or oblivious, i.e. the adversary must choose the loss function before observing the player’s choice or before the game starting, respectively. The expected regret of Flaxman’s algorithm is $O(\sqrt{DGCnT^{3/4}})$, where $C$ is the width of the range of loss functions. In 2016, the dependence on $T$ was reduced to $O(DGn^{11/4}\sqrt{T\log^4 T})$ by Bubeck and Eldan [46] with the price that the dimension-dependence increased to $n^{11}$. In 2017, the dependence on $T$ and $n$ was balanced slightly to $O(DGn^{9.5}\sqrt{T\log^{7.5} T})$ [47]. Recently, Lattimore proved that the upper bound was at most $O(DGn^{2.5}\sqrt{T\log T})$ [48], which improves the ones by [46, 47], but it still had a polynomial dependence on $n$.

**Multi-query bandit setting.** Better regret can be achieved if the player can query the value of the loss function at more than 1 points in each round. In 2010, Agarwal et al. [49] considered the multi-query bandit setting and proposed an algorithm with an expected regret bound of $O((D^2 + n^2G^2)\sqrt{T})$, where the player queries $O(1)$ points in each round. In 2017, the upper bound was improved to $O(DG\sqrt{nT/k})$ by Shamir [39], where the player queries $k$ points in each round. It is worth mentioning that the regret lower bound of zeroth-order online convex optimization with $O(1)$ queries each round is still not known very well, and the best upper bound still has additional dependence of dimension.

### 1.3. Problem setting and our contributions

In this paper, we present quantum algorithms for the online convex optimization problem (Subsection 1.1) in the multi-query bandit setting, exploring whether quantum advantages can be found. Here, an algorithm is allowed to query the zeroth-order oracle multiple times after committing the prediction for getting feedback in each round. A classical zeroth-order oracle $O_f$ to the loss function $f$, queried with a vector $x \in \mathcal{K}$, outputs $O_f(x) = f(x)$. A quantum zeroth-order oracle $Q_f$ is a unitary transformation that maps a quantum state $|x\rangle|q\rangle$ to the state $|x\rangle|q + f(x)\rangle$, where $|x\rangle$, $|q\rangle$ and $|q + f(x)\rangle$ are basis states corresponding to the floating-point representations of $x$, $q$ and $q + f(x)$. Moreover, given the superposition input $\sum_{x,q} \alpha_{x,q} |x\rangle|q\rangle$, by linearity the quantum oracle will output the state $\sum_{x,q} \alpha_{x,q} |x\rangle|q + f(x)\rangle$.

Unlike the previous work of the bandit setting, we do not need to limit the power of the adversary, namely, the adversary in our setting is completely adaptive, who can choose $f_t$ after observing the player’s choice $x_t$. We assume that both the player and
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| Paper | Feedback | Adversary | Regret |
|-------|----------|-----------|--------|
| [43, 33] | Full information (first-order oracles) | Completely adaptive | $O(DG\sqrt{T})$ |
| [33] | Full information (first-order oracles) | Completely adaptive | $\Omega(DG\sqrt{T})$ |
| [45] | Single query (zeroth-order oracles) | Oblivious | $O(\sqrt{DGcnT^{3/4}})$ |
| [46] | Single query (zeroth-order oracles) | Oblivious | $O(DGn^{11/2}\sqrt{T\log T})$ |
| [47] | Single query (zeroth-order oracles) | Oblivious | $O(DGn^{9.5}\sqrt{T\log T})$ |
| [48] | Single query (zeroth-order oracles) | Oblivious | $O(DGn^{3.5}\sqrt{T\log T})$ |
| This work | $O(1)$ queries (zeroth-order oracles) | Completely adaptive | $O(DG\sqrt{T})$ |
| This work | $O(n)$ queries (zeroth-order oracles) | Completely adaptive | $O(DG\sqrt{T})$ |
| This work | $O(1)$ queries (quantum zeroth-order oracles) | Completely adaptive | $O(DG\sqrt{T})$ |

Table 1. Regret bound for online convex optimization with different settings. For a strategy, the less feedback information that the player uses, the better; the stronger adversary the player faces, the better. The full information feedback model reveals the most information about the function, while the single-query feedback model reveals the least. The completely adaptive adversary is strongest, thus the corresponding models are the least restrictive ones in using, while the oblivious adversary is weakest, thus the corresponding models are the most stringent ones in using. Compared with the first block, the improvement of Algorithm 1 is with respect to the feedback. Compared with the second block, the improvement is with respect to the adversary and the dependence of $T$ and $n$, with the price of slightly stronger feedback. Compared with the third block, the improvement is with respect to the adversary and the dependence of $n$. The part above the row containing arrows is about general convex loss functions, while the part below is about strongly convex loss functions.

the adversary are quantum, which means that the adversary returns a quantum oracle as feedback and the player can use a quantum computer and query the oracle with a superposition input. In addition, as usually in online convex optimization, we also make the following assumptions: The loss functions are $G$-Lipschitz continuous, that is, $|f_t(x) - f_t(y)| \leq G\|y - x\|$, $\forall x, y \in \mathcal{K}$; the feasible set $\mathcal{K}$ is bounded and its diameter has an upper bound $D$, that is, $\forall x, y \in \mathcal{K}, \|x - y\|_2 \leq D$. $\mathcal{K}, D, G$ are known to the player.

Our main results are as follows.

i In online convex optimization problems with quantum zeroth-order oracles, there exists a quantum randomized algorithm that can achieve the regret bound $O(DG\sqrt{T})$, by querying the oracle $O(1)$ times in each round. (Theorem 1)

ii In online convex optimization problems with quantum zeroth-order oracles and $\alpha$-strongly convex loss functions, there exists a quantum randomized algorithm that can achieve the regret bound $O(G^2\log T)$, by querying the oracle $O(1)$ times in each round. (Theorem 2)
For completeness, we also give a simple classical algorithm which guarantees $O(DG\sqrt{T})$ regret by consuming $O(n)$ queries in each round (see Theorem 3).

From Table 1 and the above results, one can see the following points:

- Quantum algorithms outperform classical ones in the zeroth-order OCO model, since to our best knowledge the optimal classical algorithm with $O(1)$ queries in each round can only achieve $O(DG\sqrt{nT})$ regret [39], where $n$ is the dimension of the feasible set, whereas our quantum algorithm has a better regret $O(DG\sqrt{T})$.

- The quantum zeroth-order oracle is as powerful as the classical first-order oracle, since our quantum algorithm with only $O(1)$ queries to the zeroth-order quantum oracle in each round has achieved the regret lower bound $\Omega(DG\sqrt{T})$ of the classical algorithms with first-order oracles [33].

- Theorem 2 shows that for $\alpha$-strongly convex loss functions, the quantum algorithm with only $O(1)$ queries to the zeroth-order oracle in each round can achieve the same regret $O(G^2\log T)$ as the classical algorithms in the first-order setting [44].

The dependency relationship between lemmas and theorems are depicted in Figure 1. The main idea is that we first give a quantum algorithm in Algorithm 1, and then we show that the algorithm can guarantee the results mentioned above by choosing appropriate parameters. The overall idea of choosing parameters is as follows: since we can’t get the best fixed strategy $x^*$ directly when we analyze the regret bound, we prove a stronger property, namely the subgradient bound, to get the difference between the loss suffered by the player and the function value of the loss function at any point in the feasible set (the second column in Figure 1). Then we let the ‘any point’ be $x^*$ and choose parameters to bound every term and make the regret as small as it can (the third column in Figure 1).

In technical aspect, we use Jordan’s quantum gradient estimation method [28] as the gradient estimator of each round. However, in the original 1-query version, the analysis was given by omitting the high-order terms of Taylor expansion of the function directly, which did not give any error bound we need. Later, a version contained error analysis was given in [29], and was applied to the general convex optimization problem [26, 27]. In those case, however, $O(\log n)$ repetitions were needed to estimate the gradient/subgradient within a acceptable error. It’s obvious that it doesn’t meet our requirement, namely $O(1)$-query. For solving the OCO problem, firstly, we improve the analysis of the quantum gradient estimation method in Lemma 1, and show that $O(1)$ queries is enough in our problem, instead of $O(\log n)$ repetitions. This comes from the observation that, for each coordinate, at the expense of a weaker quality of approximation, the failure probability of a single repetition can be made small (To get the $\ell_1$ bound with high probability). The worse approximation guarantee can then be fixed by choosing a finer grid. Secondly, we introduce the uncompute part which recovers the ancillary registers to the initial states. Since the quantum subroutine needs to be called many times in an online setting, it is necessary to recycle the quantum resource otherwise it will waste a substantial number of qubits. Furthermore, in $\alpha$-strong case,
Lemma 3 — Lemma 4 — Theorem 1
Lemma 1 — Lemma 5 — Theorem 2
Lemma 2
Lemma 6 — Lemma 7 — Theorem 3

Figure 1. The relation among the lemmas and theorems of this paper. For example, the three arrows before Lemma 4 indicate that Lemma 4 is derived from Lemma 1, 2 and 3. The lemmas in the first column are technical lemmas which analyze the evaluating error of the basic modules. The lemmas in the second column are middle lemmas which combine those before the arrows correspondingly and show the subgradient bound in each round of the algorithms for different settings. The theorems in the last column give the carefully chosen parameters and prove the regret bound for different settings.

we give a better subgradient bound by using strong convexity so that logarithmic regret can be guaranteed by the same algorithm with different parameters.

The rest of this paper is organized as follows. Section 2 is for the online convex optimization with quantum zeroth-order oracles; Section 3 is for the online convex optimization with classical zeroth-order oracles. Notations and some extra definitions are listed in Appendix A for the reader’s benefit. Proofs, except those of our main theorems, are placed in Appendix B.

2. Online convex optimization with quantum zeroth-order oracles

This section aims to prove Theorem 1 and 2. We first give a quantum algorithm and state some technical lemmas in Subsection 2.1. Then in Section 2.2, for general convex loss functions, we show that by choosing appropriate parameters, sublinear regret can be guaranteed. Finally in Subsection 2.3, we show that for $\alpha$-strongly convex loss functions, $O(\log T)$ regret can be guaranteed by Algorithm 1 with different parameters, which gives Theorem 2. See Appendix A for the definition of $\alpha$-strongly convex functions.

2.1. Algorithm

For the OCO problem stated in Subsection 1.1 and the setting stated in Subsection 1.3, given the total horizon $T$ and $\delta$, we present Algorithm 1 to produce a decision sequence $x_1, x_2, x_3, \ldots, x_T$ for the player, such that it achieves a regret being sublinear of $T$, with probability greater than $1 - \delta$. Specifically, $\delta$ is divided into two parameters $p$ and $\rho$ which are two intermediate parameters used to adjust the success probability of two sub-processes (Lemma 1 and 3). Initially, the algorithm chooses $x_1$ randomly from $\mathcal{K}$, and then sequentially produces $x_2, x_3, \ldots, x_T$ by online gradient descent. Steps 5-12 are
the process of quantum gradient estimation. The quantum circuit of $Q_{F_t}$ in Step 7 is constructed after the sampling of $z$ by using $Q_{f_t}$ twice; $\mathbb{1}$ in Step 7 is the $n$-dimensional all 1’s vector; the last register and the operation of addition modulo $2^c$ in Step 8 are used for implementing the common technique in quantum algorithm known as phase kickback which adds a phase shift related to the oracle; Step 9 is known as uncompute trick which recovers the ancillary registers to the initial states so that they can be used directly in the next iterative; the diagrammatic representation is depicted in Figure 2; the projection operation is defined as $\hat{P}_K(y) \triangleq \arg\min_{x \in K} \|x - y\|$; $B_\infty(x, r)$ is the ball in $L_\infty$ norm with radius $r$ and center $x$.

**Algorithm 1** Quantum online subgradient descent (QOSGD)

**Input:** Step sizes $\{\eta_t\}$, parameters $\{r_t\}, \{r'_t\}$

**Output:** $x_1, x_2, x_3, \ldots x_T$

1: Choose the initial point $x_1 \in K$ randomly.

2: for $t = 1$ to $T$ do

3: Play $x_t$, get the oracle of loss function $Q_{f_t}$ from the adversary.

4: Sample $z \in B_\infty(x_t, r_t)$.

5: Let $\beta = \frac{nG}{pr_t}$. Prepare the initial state: $n$-qubit registers $|0^\otimes b, 0^\otimes b, \ldots, 0^\otimes b\rangle$ where $b = \log_2 \frac{G\rho}{4\pi n^2 \beta r'_t}$. Prepare 1 $c$-qubit register $|0^\otimes c\rangle$ where $c = \log_2 \frac{4G}{2^b n^2 \beta r'_t} - 1$. And prepare $|y_0\rangle = \frac{1}{\sqrt{2^n}} \sum_{a \in \{0, 1, \ldots, 2^n - 1\}} e^{\frac{2\pi ia}{2^n}} |a\rangle$.

6: Apply Hadamard transform to the first $n$ registers.

7: Perform the quantum query oracle $Q_{F_t}$ to the first $n + 1$ registers, where $F_t(u) = \frac{2^b}{2Gr'_t} \left[ f_t \left( z + \frac{r'_t}{2^b} \left( u - \frac{2^b}{2^b} \mathbb{1} \right) \right) - f_t(z) \right]$, and the result is stored in the $(n + 1)$th register.

8: Perform the addition modulo $2^c$ operation to the last two registers.

9: Apply the inverse evaluating oracle $Q_{F_t}^{-1}$ to the first $n + 1$ registers.

10: Perform quantum inverse Fourier transformations to the first $n$ registers separately.

11: Measure the first $n$ registers in computation bases respectively to get $m_1, m_2, \ldots, m_n$.

12: Let $\tilde{\nabla} f_t(x_t) = \frac{2G}{2^b} \left( m_1 - \frac{2^b}{2}, m_2 - \frac{2^b}{2}, \ldots, m_n - \frac{2^b}{2} \right)^T$.

13: Update $x_{t+1} = \hat{P}_K(x_t - \eta_t \tilde{\nabla} f_t(x_t))$.

14: Bitwise erase the first $n$ registers with control-not gates controlled by the corresponding classical information of the measurement results $m_1, m_2, \ldots, m_n$.

15: end for
Figure 2. Diagrammatic representation of Algorithm 1 in timestep $t$. The workflow can be divided into three parts: (a) Playing, feedback getting and loss suffering. This part is about the interaction between the player and the adversary. The decision and the corresponding feedback, with the parameters in this timestep, are then passed to the quantum subroutine. (b) The quantum subroutine for the gradient estimation. The initial quantum data structure is registers with all $|0\rangle$ in it, and the ancillary register with $|y_0\rangle$ in it is prepared by applying QFT to $|1\rangle$. The inputs (decision and feedback information) are encoded into the unitary transformation $Q_{F_t}$. Here the outputs on the right-hand side of the measurement operators stand for the quantum states after measurement, while the classical information of the measurement result is expressed by the outputs above the measurement part. The quantum register resources are recyclable through the uncompute step and the bitwise erasing, where the bitwise erasing is implemented with control-not gates controlled by the corresponding classical information of the measurement results. (c) Generating the decision for the next round. The prediction is generated by gradient descent with an appropriate learning rate.

First we analyze the query complexity of Algorithm 1. In each round, it needs to call the oracle twice to construct $Q_{F_t}$, and twice to perform the uncompute step $Q_{F_t}^{-1}$, so totally 4 times for computing the gradient. Thus, $O(1)$ times for each round.

In order to prove the main results of this paper (i.e., Theorems 1 and 2), some technical lemmas (i.e., Lemmas 1, 2, and 3) are required, of which the proofs are presented in Appendix B. First, Lemma 1 shows that the evaluating error of the gradient can be bounded. The proof sketch is: using the analysis framework of the phase estimation to get the error bound of each dimension of the ideal state; then using the trace distance to bound the difference in the probabilities between the ideal state and the current state of the algorithm with the help of smoothness; at last, using the union bound to get the one norm bound of the evaluating error.
Lemma 1. In Algorithm 1, for all timestep $t$, if $f_t$ is $\beta$-smooth in the domain of $B_\infty(x_t, r_t + r'_t)$, then for any $r_t, r'_t > 0$ and $1 \geq \rho_t > 0$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies
\[
\Pr\left[\|\nabla f_t(z) - \tilde{\nabla} f_t(x_t)\|_1 > 8\pi n^3(n/\rho_t + 1)\beta r'_t/\rho_t\right] < \rho_t. \tag{1}
\]

The evaluating error of subgradient of $f_t$ at point $x_t$ in each round can also be bounded by convexity and simple equivalent transformation, as follows.

Lemma 2. (Lemma 12 of [26]) In Algorithm 1, for all timestep $t$, let $z \in B_\infty(x_t, r_t)$ and $f_t : \mathcal{K} \to \mathbb{R}$ be a convex function with Lipschitz parameter $G$, then for any $y \in \mathcal{K}$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies
\[
f_t(y) \geq f_t(x_t) + \tilde{\nabla} f_t(x_t)^T(y - x_t) - \|\nabla f_t(z) - \tilde{\nabla} f_t(x_t)\|_1\|y - x_t\|_\infty - 2G\sqrt{n}r_t. \tag{2}
\]

Then, Lemma 3 shows that non $\beta$-smooth loss functions are still $\beta$-smooth in a small region with high probability by bounding the trace of their Hessian matrices [27, 50].

Lemma 3. (Lemma 2.5 and 2.6 of the old version of [27]) In Algorithm 1, for all timestep $t$, let $f_t : \mathcal{K} \to \mathbb{R}$ be a convex function with Lipschitz parameter $G$. Then for any $r_t, r'_t > 0$ and $1 \geq p_t > 0$, we have
\[
\Pr_{z \in B_\infty(x_t, r_t)} \left[ \exists y \in B_\infty(z, r'_t), \Tr\{\nabla^2 f_t(y)\} \geq \frac{nG}{\rho_t r_t} \right] \leq p_t. \tag{3}
\]

2.2. Analysis for general convex loss functions

In this subsection we show how to choose appropriate parameters such that Algorithm 1 guarantees $O(DG\sqrt{T})$ regret for all $T \geq 1$, which gives Theorem 1. Before that, the following lemma is required, with proof given in Appendix B. This follows from combining Lemma 1, 2, and 3.

Lemma 4. In Algorithm 1, for all timestep $t$, let $f : \mathcal{K} \to \mathbb{R}$ is convex with Lipschitz parameter $G$, where $\mathcal{K}$ is a convex set with diameter $D$, then for any $y \in \mathcal{K}$, with probability greater than $1 - (\rho_t + p_t)$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies
\[
f_t(y) \geq f_t(x_t) + \tilde{\nabla} f_t(x_t)^T(y - x_t) - \frac{8\pi n^4(n + \rho)DG r'_t}{\rho^2 p r_t} - 2G\sqrt{n}r_t. \tag{4}
\]

In the following, we prove the regret bound of Algorithm 1 for general convex loss functions.

Theorem 1. Algorithm 1 with parameters $\eta_t = \frac{D}{G\sqrt{t}}, r_t = \frac{1}{\sqrt{tn}}, r'_t = \frac{\rho^2 p}{8\pi \sqrt{tn^3(n + \rho)}}$, can achieve the regret bound $O(DG\sqrt{T})$, with probability greater than $1 - T(\rho + p)$, and its query complexity is $O(1)$ in each round.
Proof. Inequality (4) is required to hold for all $T$ rounds simultaneously. Let $B_t$ be the event that Algorithm 1 fails to satisfy Inequality (4) in the $t$-th round. First, set the failure rate of each round to be the same, specifically, equal to $p + \rho$. Then by Lemma 4, we have $\Pr(B_1) = \Pr(B_2) = \cdots = \Pr(B_T) \leq p + \rho$. By the union bound (that is, for any finite or countable event set, the probability that at least one of the events happens is no greater than the sum of the probabilities of the events in the set), we have $\Pr(\cup_{t=1}^{T} B_t) \leq \sum_{t=1}^{T} \Pr(B_t) \leq T(p + \rho)$. Namely, the probability that Algorithm 1 fails to satisfy Inequality (4) at least one round is less than $T(p + \rho)$, which means the probability that Algorithm 1 succeeds for all $T$ round is greater than $1 - T(p + \rho)$. Let $x^* \in \arg\min_{x \in K} \sum_{t=1}^{T} f_t(x)$. Then by Lemma 4, for the fixed $y = x^*$, with probability $1 - T(p + \rho)$ we have

$$f_t(x_t) - f_t(x^*) \leq \tilde{\nabla} f_t(x_t)^T (x_t - x^*) + \frac{8\pi n^4 (n + \rho) DGr^t}{\rho^2 pr_t} + 2G\sqrt{n}r_t, \text{ for all } t \in [T]. \tag{5}$$

By the update rule for $x_{t+1}$ and the Pythagorean theorem, we get

$$\|x_{t+1} - x^*\|^2 = \|\tilde{P}_K(x_t - \eta_t \tilde{\nabla} f_t(x_t)) - x^*\|^2$$

$$\leq \|x_t - \eta_t \tilde{\nabla} f_t(x_t) - x^*\|^2$$

$$= \|x_t - x^*\|^2 + \eta_t^2 \|\tilde{\nabla} f_t(x_t)\|^2 - 2\eta_t \tilde{\nabla} f_t(x_t)^T (x_t - x^*). \tag{6}$$

Hence

$$\tilde{\nabla} f_t(x_t)^T (x_t - x^*) \leq \frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \frac{\eta_t \|\tilde{\nabla} f_t(x_t)\|^2}{2}. \tag{7}$$

Substituting Inequality (7) into Inequality (5) and summing Inequality (5) from $t = 1$ to $T$, we have

$$\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) \leq \sum_{t=1}^{T} \left(\tilde{\nabla} f_t(x_t)^T (x_t - x^*) + \frac{8\pi n^4 (n + \rho) DGr^t}{\rho^2 pr_t} + 2G\sqrt{n}r_t\right)$$

$$\leq \sum_{t=1}^{T} \left(\frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \frac{\eta_t \|\tilde{\nabla} f_t(x_t)\|^2}{2} + \frac{8\pi n^4 (n + \rho) DGr^t}{\rho^2 pr_t} + 2G\sqrt{n}r_t\right). \tag{8}$$

Upper bounds can be obtained for the right side of the above inequality. First:

$$\frac{1}{2} \sum_{t=1}^{T} \frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{\eta_t} \leq \frac{1}{2} \sum_{t=2}^{T} \left(\|x_t - x^*\|^2 \left(\frac{1}{\eta_t} - \frac{1}{\eta_{t-1}}\right)\right) + \frac{\|x_T - x^*\|^2}{2\eta_1}$$

$$\leq \frac{D^2}{2} \sum_{t=2}^{T} \left(\frac{1}{\eta_t} - \frac{1}{\eta_{t-1}}\right) + \frac{D^2}{2\eta_1}$$

$$= \frac{D^2}{2\eta_T}. \tag{9}$$
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Second, let \( g = \nabla f_t(z) \), there is

\[
\sum_{t=1}^{T} \eta_t \frac{\| \tilde{\nabla} f_t(x_t) \|^2}{2} = \sum_{t=1}^{T} \eta_t \frac{\| \tilde{\nabla} f_t(x_t) + g - g \|^2}{2}
\]

\[
\leq \sum_{t=1}^{T} \eta_t (\| \tilde{\nabla} f_t(x_t) - g + \| g \|)^2
\]

\[
\leq \sum_{t=1}^{T} \eta_t (\| \tilde{\nabla} f_t(x_t) - g \|_1 + G)^2
\]

\[
\leq \sum_{t=1}^{T} \eta_t \left( \frac{8\pi n^4(n+\rho) G r_t'}{\rho^2 p r_t} + G \right)^2,
\]

(10)

where the last inequality holds as long as Lemma 4 holds (which implies that Lemma 1 and 3 holds).

Setting \( \eta_t = \frac{D}{\sqrt{t}} \), \( r_t = \frac{1}{\sqrt{n}} \), \( r_t' = \frac{\rho^2 p}{8\pi \sqrt{n^4(n+\rho)}} \), we have

\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) \leq \frac{DG\sqrt{T}}{2} + \sum_{t=1}^{T} \frac{D(G + G)^2}{2G\sqrt{t}} + \sum_{t=1}^{T} \frac{DG}{2\sqrt{t}} + \sum_{t=1}^{T} \frac{2G}{\sqrt{t}}
\]

\[
\leq \frac{DG\sqrt{T}}{2} + \sum_{t=1}^{T} \frac{2DG}{\sqrt{t}} + \frac{DG\sqrt{T}}{2} + 2G\sqrt{T}
\]

\[
\leq \frac{DG\sqrt{T}}{2} + 2DG\sqrt{T} + \frac{DG\sqrt{T}}{2} + 2G\sqrt{T}
\]

\[
= O(DG\sqrt{T}).
\]

(11)

Thus, the theorem follows.

The space complexity can be analyzed as follows. Replacing \( \{r_t\}, \{r_t'\} \) into \( b, c \), we have \( b = \log_2 \frac{Gp}{4\pi n^2 \beta r_t'} = \log_2 \frac{2n(n+\rho)}{\rho} = O(\log(Tn/\delta)) \), \( c = \log_2 \frac{4G}{2\pi \sqrt{n^4(n+\rho)} - 1} = \log_2 \frac{16\pi n}{\rho} - 1 = O(\log(Tn/\delta)) \), where \( \delta = T(\rho + p) \) is the failure probability we set for the algorithm. Since the failure probability of each timestep is set to be the same, the number of qubits we need in each timestep are actually equal. After the uncompute step and the bitwise erasing, the registers can be used for the next round directly, and no additional qubit is needed. Thus, \( O(n \log(Tn/\delta)) \) qubits are needed totally.

2.3. Analysis for \( \alpha \)-strongly convex loss functions

In this subsection, we show that for \( \alpha \)-strongly convex loss functions, \( O(G^2 \log T) \) regret can be guaranteed by choosing different parameters in Algorithm 1, which gives Theorem 2. Before that, the following lemma is required, with proof given in Appendix B. This follows from combining Lemma 1, 3, and an improving version of Lemma 2.
Lemma 5. In Algorithm 1, for all timestep $t$, let $f_t: \mathcal{K} \to \mathbb{R}$ be $\alpha$-strongly convex with Lipschitz parameter $G$, where $\mathcal{K}$ is a convex set, then for any $y \in \mathcal{K}$, with probability greater than $1 - (\rho_t + p_t)$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies

$$f_t(y) \geq f_t(x_t) + \tilde{\nabla} f_t(x_t)^T(y - x_t) - \frac{8\pi n^4(n + \rho)G r_t'}{\rho_t^2 p r_t} - (2G\sqrt{n} + \alpha n D) r_t + \frac{\alpha}{2} \|y - x_t\|^2.$$  

(12)

In the following, we show that with appropriate parameters, a better regret can be guaranteed for $\alpha$-strongly convex loss functions by Algorithm 1.

Theorem 2. For $\alpha$-strongly convex loss functions, Algorithm 1 with parameters $\eta_t = \frac{1}{\alpha_t} r_t = \frac{G^2}{(2G\sqrt{n} + \alpha n D)}$, $r_t' = \frac{8\pi n^4(n + \rho)G^2 p^2 r_t}{2G\sqrt{n} + \alpha n D}$, can achieve the regret bound $O(G^2 \log T)$, with probability greater than $1 - T(\rho + p)$, and its query complexity is $O(1)$ in each round.

Proof. Inequality (12) is required to hold for all $T$ rounds. Let $B_t$ be the event that Algorithm 1 fails to satisfy Inequality (12) in the $t$-th round. First, set the failure rate of each round to be the same, specifically, equal to $p + \rho$. Then by Lemma 5, we have $\Pr(B_1) = \Pr(B_2) = \cdots = \Pr(B_T) \leq p + \rho$. By the union bound (that is, for any finite or countable event set, the probability that at least one of the events happens is no greater than the sum of the probabilities of the events in the set), we have $\Pr(\cup_{t=1}^T B_t) \leq \sum_{t=1}^T \Pr(B_t) \leq T(\rho + p)$. Namely, the probability that Algorithm 1 fails to satisfy Inequality (12) at least one round is less than $T(\rho + p)$, which means the probability that Algorithm 1 succeeds for all $T$ round is greater than $1 - T(\rho + p)$. Let $x^* \in \arg\min_{x \in \mathcal{K}} \sum_{t=1}^T f_t(x)$. By Lemma 5, for the fixed $y = x^*$, with probability $1 - T(\rho + p)$ we have

$$f_t(x_t) - f_t(x^*) \leq \tilde{\nabla} f_t(x_t)^T(x_t - x^*) + \frac{8\pi n^4(n + \rho)G r_t'}{\rho_t^2 p r_t} + (2G\sqrt{n} + \alpha n D) r_t - \frac{\alpha}{2} \|x_t - x^*\|^2.$$  

(13)

By the update rule for $x_{t+1}$ and the Pythagorean theorem, there is

$$\|x_{t+1} - x^*\|^2 = \|\hat{P}_\mathcal{K}(x_t - \eta_t \tilde{\nabla} f_t(x_t)) - x^*\|^2 \leq \|x_t - x^*\|^2 + \eta_t^2 \|\tilde{\nabla} f_t(x_t)\|^2 - 2\eta_t \tilde{\nabla} f_t(x_t)^T(x_t - x^*).$$  

(14)

Hence

$$\tilde{\nabla} f_t(x_t)^T(x_t - x^*) \leq \frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \frac{\eta_t \|\tilde{\nabla} f_t(x_t)\|^2}{2}.$$  

(15)

Substituting Inequality (15) into Inequality (13) and summing Inequality (13) from $t = 1$ to $T$.
to $T$, we have
\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) 
\leq \sum_{t=1}^{T} (\tilde{\nabla} f_t(x_t)^T (x_t - x^*) + \frac{8\pi n^4(n + \rho)DG'}{\rho^2 p r_t} + (2G\sqrt{n} + \alpha nD) r_t - \frac{\alpha}{2} \|x_t - x^*\|^2)
\]
\[
\leq \sum_{t=1}^{T} \left( \frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \eta_t \|\tilde{\nabla} f_t(x_t)\|^2 + \frac{8\pi n^4(n + \rho)DG'}{\rho^2 p r_t}
\right)
\leq \sum_{t=1}^{T} \frac{1}{2} \left( \|x_t - x^*\|^2 \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - \alpha \right) \right) + \|x_t - x^*\|^2 \left( \frac{1}{2\eta_1} - \frac{\alpha}{2} \right)
\leq \frac{D^2}{2} \sum_{t=2}^{T} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - \alpha \right) + \frac{D^2}{2} \left( \frac{1}{2\eta_1} - \frac{\alpha}{2} \right)
= \frac{D^2}{2} \left( \frac{1}{\eta_T} - \alpha T \right).
\] (16)

In the right side of the above inequality, for the first term and the last term, we have
\[
\sum_{t=1}^{T} \frac{1}{2\eta_t} \left( \|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2 \right)
\leq \frac{1}{2} \sum_{t=2}^{T} \left( \|x_t - x^*\|^2 \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - \alpha \right) \right) + \|x_t - x^*\|^2 \left( \frac{1}{2\eta_1} - \frac{\alpha}{2} \right)
\leq \frac{D^2}{2} \sum_{t=2}^{T} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} - \alpha \right) + \frac{D^2}{2} \left( \frac{1}{2\eta_1} - \frac{\alpha}{2} \right)
= \frac{D^2}{2} \left( \frac{1}{\ eta_T} - \alpha T \right).
\] (17)

The handing of the second term is the same as Equation (10). Setting $\eta_t = \frac{1}{\alpha t}$, $r_t = \frac{G^2}{t(2G\sqrt{n} + \alpha nD)}$, $r'_t = \frac{G^2 \rho^2 p}{8\pi n^4 (n + \rho) (2G\sqrt{n} + \alpha nD)}$, we have
\[
\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) \leq \frac{D^2}{2} (\alpha T - \alpha T) + \sum_{t=1}^{T} \frac{(G + G^2)}{2\alpha t} + \sum_{t=1}^{T} \frac{G^2}{2t} + \sum_{t=1}^{T} \frac{G^2}{t}
\leq \frac{2G^2}{\alpha} \log T + \frac{G^2 \log T}{2} + G^2 \log T
= O(G^2 \log T).
\] (18)

Hence, the theorem follows.

\[\square\]

### 3. Online convex optimization with classical zeroth-order oracles

In this section, we first give a classical OCO algorithm using classical zeroth-order oracles, which is stated in Algorithm 2. Then after some technical lemmas, we analyze its performance and show how we choose the appropriate parameters to ensure that it performs well in Theorem 3.

Here we give the classical OCO algorithm. For the OCO problem stated in Subsection 1.1 and the setting stated in Subsection 1.3, given the total horizon $T$
and $\delta$, we present Algorithm 2 to produce a decision sequence $x_1, x_2, x_3, \ldots, x_T$ for the player, such that it achieves a regret being sublinear of $T$, with probability greater than $1 - \delta$. Initially, the algorithm chooses $x_1$ randomly from $\mathcal{K}$, and then sequentially produces $x_2, x_3, \ldots, x_T$ by online gradient descent. Steps 5-8 are the process of the finite difference method. Step 6 is the process of evaluating the partial derivative. The projection operation in Step 8 is defined as $\hat{P}_{\mathcal{K}}(y) \triangleq \arg\min_{x \in \mathcal{K}} \|x - y\|; B_{\infty}(x, r)$ is the ball in $L_{\infty}$ norm with radius $r$ and center $x$.

Algorithm 2 Classical online subgradient descent (COSGD)

**Input:** Step sizes $\{\eta_t\}$, parameters $\{r_t\}, \{r'_t\}$

**Output:** $x_2, x_3, \ldots x_T$

1: Choose the initial point $x_1 \in \mathcal{K}$ randomly.

2: for $t = 1$ to $T$ do

3: play $x_t$, get the oracle of loss function $O_{f_t}$.

4: Sample $z \in B_{\infty}(x_t, r_t)$.

5: for $j = 1$ to $n$ do

6: $\nabla^{(r'_t)} f_t(z) = \frac{O_{f_t}(z + r'_t e_j) - O_{f_t}(z - r'_t e_j)}{2r'_t}$.

7: end for

8: $\bar{\nabla} f_t(x_t) = \left(\nabla^{(r'_t)} f_t(z), \nabla^{(r'_t)} f_t(z), \ldots, \nabla^{(r'_t)} f_t(z)\right)$.

9: update $x_{t+1} = \hat{P}_{\mathcal{K}}(x_t - \eta_t \bar{\nabla} f_t(x_t))$.

10: end for

First we analyze the query complexity of Algorithm 2. In each round, it needs to call the oracle twice to compute each partial derivative, so totally $2n$ times for computing the gradient. Thus, $O(n)$ times for each round. Next, we show that Algorithm 2 guarantees $O(DG\sqrt{T})$ regret for all $T \geq 1$ under the setting of our paper.

The evaluating error of gradient of $f_t$ at point $z$ in each round can be bounded as shown in Lemma 6, of which the proof can be found in Lemma 10 and Lemma 11 of [26].

**Lemma 6.** (Lemma 10 and 11 of [26]) In Algorithm 2, for all timestep $t$, let $f_t : \mathcal{K} \to \mathbb{R}$ be convex with Lipschitz parameter $G$. For any $r_t \geq r'_t > 0$, the estimated gradient $\bar{\nabla} f_t(x_t)$ satisfies

$$\mathbb{E}_{z \in B_{\infty}(x_t, r_t)} \|\nabla f_t(z) - \bar{\nabla} f_t(x_t)\|_1 \leq \frac{nG r'_t}{2r_t}. \quad (19)$$

The evaluating error of subgradient of $f_t$ at point $x_t$ in each round can also be bounded as follows, with proof given in Appendix B.

**Lemma 7.** In Algorithm 2, for all timestep $t$, let $f_t : \mathcal{K} \to \mathbb{R}$ be convex with Lipschitz parameter $G$, where $\mathcal{K}$ is a convex set with diameter $D$, then for any $y \in \mathcal{K}$, with
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probability greater than $1 - \rho$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies

$$f_t(y) \geq f_t(x_t) + \tilde{\nabla} f_t(x_t)^T (y - x_t) - \frac{nG r_t D}{2\rho r_t} - 2G \sqrt{nr_t}. \quad (20)$$

Now we give the regret bound of Algorithm 2, with proof given in Appendix B.

**Theorem 3.** Algorithm 2 with parameters $\eta_t = \frac{D}{G \sqrt{t}}, r_t = \frac{1}{\sqrt{tn}}, r'_t = \frac{\delta}{r \sqrt{t n^3}}$ can achieve the regret bound $O(DG \sqrt{T})$, with probability greater than $1 - \delta$, and its query complexity is $O(n)$ in each round.

4. Conclusion

In this paper, we considered the multi-points bandit feedback setting for online convex optimization against the completely adaptive adversary. We provided a quantum algorithm and proved that it can achieve $O(\sqrt{T})$ regret where only $O(1)$ queries were needed in each round. We further showed that the algorithm can achieve $O(\log T)$ regret for $\alpha$-strongly convex loss functions by choosing different parameters. These results showed that the quantum zeroth-order oracle is as powerful as the classical first-order oracle because the quantum case achieves the regret lower bound of the classical one, in the same query complexity. Furthermore, our results showed that the quantum computing outperforms classical computing in this setting because, with $O(1)$ queries in each round, the state-of-the-art classical algorithm against weaker adversary only achieved $O(\sqrt{nT})$ regret.

This work leaves some open questions for future investigation: Can quantum algorithms achieve better regret bound if quantum first-order oracles are available? Is there any quantum algorithm which can achieve $O(\sqrt{T})$ regret with only 1 query in each round? Furthermore, the regret lower bound of classical $O(1)$ queries methods is still needed to be proved to show the quantum advantage rigorously. It is also interesting to discuss some special cases of online convex optimization such as projection-free setting and constraint setting.
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Appendix A. Notations and definitions

In this appendix, we list some additional definitions for the reader’s benefit. The definition or explanation of the notations used in this paper are listed in Table A1.

| Notations | Definition or explanation |
|-----------|--------------------------|
| $K$       | The convex feasible set. $K \subseteq \mathbb{R}^n$. |
| $T$       | The total horizon. |
| $D$       | The upper bound of the diameter of the feasible set $K$, that is, $\forall x, y \in K, \|x - y\|_2 \leq D$. |
| $G$       | The Lipschitz parameters of any possible loss function $f_t$, that is, $\forall x, y \in K, |f_t(x) - f_t(y)| \leq G\|y - x\|$. |
| $\nabla f(x)$ | The gradient of $f$ at point $x$. |
| $\hat{P}_K$ | The projection operation. $\hat{P}_K(y) \triangleq \arg \min_{x \in K} \|x - y\|$. |
| $x_t$ | The decision made by the player in timestep $t$. |
| $f_t(x_t)$ | The loss suffered by the player in timestep $t$. |
| $Q_f$ | The feedback oracle got by the player from the adversary in timestep $t$. |
| $Q_F$ | The quantum circuit constructed by using $Q_f$ in timestep $t$. |
| $\tilde{\nabla} f_t(x_t)$ | The gradient estimated by the quantum part in timestep $t$. |
| $\eta_t, r_t, r'_t$ | The parameters to be chosen in timestep $t$. |
| $b, c$ | The number of qubits required in the registers, which are determined by the dimension $n$ and the success rate we set. |
| $p, \rho$ | The failure rates of the two sub-modules respectively. They can be controlled by the player and together with $T$ they will affect the final success rate. The higher the success rate it sets, the more qubits it needs. |

**Table A1.** Definition or explanation of notations used in this paper.

**Definition 1** (Convex set). A set $K$ is convex if for any $x, y \in K$,

$$\forall \theta \in [0, 1], \theta x + (1 - \theta)y \in K. \quad (A.1)$$

**Definition 2** (Convex functions). A function $f : K \to \mathbb{R}$ is convex if for any $x, y \in K$

$$\forall \theta \in [0, 1], f((1 - \theta)x + \theta y) \leq (1 - \theta)f(x) + \theta f(y). \quad (A.2)$$
Definition 3 (β-smooth convexity). A function $f : \mathcal{K} \to \mathbb{R}$ is β-smooth if for any $x, y \in \mathcal{K}$,
$$f(y) \leq f(x) + \nabla f(x)^T (y - x) + \frac{\beta}{2} \|y - x\|^2. \quad (A.3)$$

Definition 4 (α-strong convexity). A function $f : \mathcal{K} \to \mathbb{R}$ is α-strongly convex if for any $x, y \in \mathcal{K}$,
$$f(y) \geq f(x) + \nabla f(x)^T (y - x) + \frac{\alpha}{2} \|y - x\|^2. \quad (A.4)$$

If the function is twice differentiable, the above conditions for β-smooth convexity and α-strong convexity are equivalent to the following condition on the Hessian of $f$, denoted $\nabla^2 f(x)$:
$$\alpha I \preceq \nabla^2 f(x) \preceq \beta I, \quad (A.5)$$
where $A \preceq B$ if the matrix $B - A$ is positive semidefinite.

Definition 5 (Norm ball). The ball of radius $r > 0$ in $L_p$ norm centered at $x \in \mathbb{R}^n$ is defined to be $B_p(x, r) := \{y \in \mathbb{R}^n | \|x - y\|_p \leq r\}$.

Definition 6 (Subgradient). The subgradient for a function $f : \mathcal{K} \to \mathbb{R}$ at $x \in \mathcal{K}$ is defined to be any member of the set of vectors $\{\nabla f(x)\}$ that satisfies
$$\forall y \in \mathcal{K}, f(y) \geq f(x) + \nabla f(x)^T (y - x). \quad (A.6)$$

Appendix B. Proof of Lemmas and Theorems

In this appendix, we give the proofs of lemmas and theorems mentioned in the text. Note that we omit the subscript $t$ in the proofs of the lemmas as they hold for each timestep $t$.

Lemma 1. In Algorithm 1, for all timestep $t$, if $f_t$ is β-smooth in the domain of $B_{\infty}(x_t, r_t + r_t')$, then for any $r_t, r_t' > 0$ and $1 \geq \rho_t > 0$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies
$$\Pr \left[ \|\nabla f_t(z) - \tilde{\nabla} f_t(x_t)\|_1 > 8\pi n^3(n/\rho_t + 1)\beta r_t'/\rho_t \right] < \rho_t. \quad (1)$$

Proof. The states after Step 5 will be:

$$\frac{1}{\sqrt{2^n}} \sum_{a \in \{0,1,...,2^n-1\}} e^{2\pi i a} \left| 0 \otimes^b, 0 \otimes^b, \ldots, 0 \otimes^b \right> \left< 0 \otimes^c, a \right|. \quad (B.1)$$

After Step 6:

$$\frac{1}{\sqrt{2^{2n+c}}} \sum_{u_1, u_2, \ldots, u_n \in \{0,1,...,2^b-1\}} \sum_{a \in \{0,1,...,2^c-1\}} e^{2\pi i a} \left| u_1, u_2, \ldots, u_n \right> \left< 0 \otimes^c, a \right|. \quad (B.2)$$

After Step 7:

$$\frac{1}{\sqrt{2^{2n+c}}} \sum_{u_1, u_2, \ldots, u_n \in \{0,1,...,2^b-1\}} \sum_{a \in \{0,1,...,2^c-1\}} e^{2\pi i a} \left| u_1, u_2, \ldots, u_n \right> \left< F(u), a \right|. \quad (B.3)$$
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After Step 8:
\[
\frac{1}{\sqrt{2^{bn+c}}} \sum_{u_1, u_2, \ldots, u_n \in \{0, 1, \ldots, 2^b-1\}} \sum_{a \in \{0, 1, \ldots, 2^c-1\}} e^{2\pi i F(u)} e^{\frac{2\pi i a}{2c}} |u_1, u_2, \ldots, u_n\rangle |F(u)\rangle |a\rangle. \tag{B.4}
\]

After Step 9:
\[
\frac{1}{\sqrt{2^{bn+c}}} \sum_{u_1, u_2, \ldots, u_n \in \{0, 1, \ldots, 2^b-1\}} \sum_{a \in \{0, 1, \ldots, 2^c-1\}} e^{2\pi i F(u)} e^{\frac{2\pi i a}{2c}} |u_1, u_2, \ldots, u_n\rangle |0^{\otimes c}\rangle |a\rangle. \tag{B.5}
\]

In the following, the last two registers will be omitted:
\[
\frac{1}{\sqrt{2^{bn}}} \sum_{u_1, u_2, \ldots, u_n \in \{0, 1, \ldots, 2^b-1\}} e^{2\pi i F(u)} |u_1, u_2, \ldots, u_n\rangle. \tag{B.6}
\]

And then we simply relabel the state by changing \( u \rightarrow v = u - \frac{2^b}{\pi} \).
\[
\frac{1}{\sqrt{2^{bn}}} \sum_{v_1, v_2, \ldots, v_n \in \{-2^b-1, -2^b-1+1, \ldots, 2^b-1\}} e^{2\pi i F(v)} |v\rangle. \tag{B.7}
\]

We denote Formula (B.7) as \( |\phi\rangle \). Let \( g = \nabla f(z) \), and consider the idealized state
\[
|\psi\rangle = \frac{1}{\sqrt{2^{bn}}} \sum_{v_1, v_2, \ldots, v_n \in \{-2^b-1, -2^b-1+1, \ldots, 2^b-1\}} e^{\frac{2\pi i g \cdot v}{2G}} |v\rangle. \tag{B.8}
\]

After Step 10, from the analysis of phase estimation [51]:
\[
\Pr \left[ \left| \frac{Ng_i}{2G} - m_i \right| > \epsilon \right] < \frac{1}{2(e-1)}, \forall i \in [n]. \tag{B.9}
\]

Let \( \epsilon = n/\rho + 1 \), where \( 1 \geq \rho > 0 \). We have
\[
\Pr \left[ \left| \frac{Ng_i}{2G} - m_i \right| > n/\rho + 1 \right] < \frac{\rho}{2n}, \forall i \in [n]. \tag{B.10}
\]

Note that the difference in the probabilities of measurement on \( |\phi\rangle \) and \( |\psi\rangle \) can be bounded by the trace distance between the two density matrices:
\[
\| |\phi\rangle \langle \phi| - |\psi\rangle \langle \psi| \|_1 = 2\sqrt{1 - |\langle \phi|\psi\rangle|^2} \leq 2 \| |\phi\rangle - |\psi\rangle \|.
\] \( \tag{B.11} \)

Since \( f \) is \( \beta \)-smooth, we have
\[
F(v) \leq \frac{2^b}{2G r'} [f(z + r'v/N) - f(z)] + \frac{1}{2c+1}
\]
\[
\leq \frac{2^b}{2G r'} \frac{r'}{2b} g \cdot v + \frac{\beta (r'v)^2}{2^{2b}} + \frac{1}{2c+1}
\]
\[
\leq g \cdot v + \frac{2^b \beta r' n}{4G} + \frac{1}{2c+1}. \tag{B.12}
\]
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Then,

$$
\|\phi - |\psi\rangle\|^2 = \frac{1}{2\ln} \sum_v |e^{2\pi i F(v)} - e^{2\pi i g \cdot v}|^2
\leq \frac{1}{2\ln} \sum_v |2\pi i F(v) - \frac{2\pi i g \cdot v}{2G}|^2
\leq \frac{1}{2\ln} \sum_v 4\pi^2 \left( \frac{2^b \beta r' n}{4G} + \frac{1}{2c+1} \right)^2.
$$

(B.13)

Set $b = \log_2 \frac{G\rho}{4\pi n^2 \beta r}$, $c = \log_2 \frac{4G}{2\pi n^2 \beta r} - 1$. We have

$$
\|\phi - |\psi\rangle\|^2 \leq \frac{\rho^2}{16n^2},
$$

(B.14)

which implies $\|\phi\rangle\langle\phi\| - |\psi\rangle\langle\psi| \leq \frac{\rho}{2n}$. Therefore, by the union bound,

$$
\text{Pr}\left[ \left| \frac{2^b g_i}{2G} - m_i \right| > n/\rho + 1 \right] < \frac{\rho}{n}, \forall i \in [n].
$$

(B.15)

Furthermore, there is

$$
\text{Pr}\left[ |g_i - \tilde{\nabla}_i f(x)| > \frac{2G(n/\rho + 1)}{2^b} \right] < \frac{\rho}{n}, \forall i \in [n],
$$

(B.16)

as $b = \log_2 \frac{G\rho}{4\pi n^2 \beta r}$, we have

$$
\text{Pr}\left[ |g_i - \tilde{\nabla}_i f(x)| > \frac{8\pi n^2 (n/\rho + 1) \beta r'/\rho} \right] < \frac{\rho}{n}, \forall i \in [n].
$$

(B.17)

By the union bound, we have

$$
\text{Pr}\left[ \|g - \tilde{\nabla} f(x)\|_1 > \frac{8\pi n^3 (n/\rho + 1) \beta r' / \rho} \right] < \rho,
$$

(B.18)

which gives the lemma. \(\square\)

**Lemma 2.** (Lemma 12 of [26]) In Algorithm 1, for all timestep $t$, let $z \in B_\infty(x_t, r_t)$ and $f_t: \mathcal{K} \to \mathbb{R}$ be a convex function with Lipschitz parameter $G$, then for any $y \in \mathcal{K}$, the estimated gradient $\tilde{\nabla} f_t(x_t)$ satisfies

$$
f_t(y) \geq f_t(x_t) + \tilde{\nabla} f_t(x_t)^T (y - x_t) - \|\tilde{\nabla} f_t(z) - \tilde{\nabla} f_t(x_t)\|_1 \|y - x_t\|_\infty - 2G \sqrt{\beta} r_t.
$$

(2)

**Proof.** Let $g = \nabla f(z)$. For any $y \in \mathbb{R}^n$, by convexity and simple equivalent transformation, we have

$$
f(y) \geq f(z) + <g, y - z >
= f(z) + <g, y - z > + (\tilde{\nabla} f(x)^T (y - x) - \tilde{\nabla} f(x)^T (y - x)) + (f(x) - f(x))
= f(x) + \tilde{\nabla} f(x)^T (y - x) + (g - \tilde{\nabla} f(x))^T (y - x) + (f(z) - f(x)) + g^T (x - z)
\geq f(x) + \tilde{\nabla} f(x)^T (y - x) - ||g - \tilde{\nabla} f(x)||_1 ||y - x||_\infty - G ||z - x||_2 + ||g||_2 ||x - z||_2
\geq f(x) + \tilde{\nabla} f(x)^T (y - x) - ||g - \tilde{\nabla} f(x)||_1 ||y - x||_\infty - 2G \sqrt{\beta} r_t.
$$

(B.19) \(\square\)
Lemma 3. (Lemma 2.5 and 2.6 of the old version of [27]) In Algorithm 1, for all timestep $t$, let $f_t : K \rightarrow \mathbb{R}$ be a convex function with Lipschitz parameter $G$. Then for any $r_t, r'_t > 0$ and $1 \geq p_t > 0$, we have

$$\Pr_{z \in B_\infty(x_t, r_t)} \left[ \exists y \in B_\infty(z, r'_t), \text{Tr}\{\nabla^2 f_t(y)\} \geq \frac{nG}{pr'_t} \right] \leq p_t. \quad (3)$$

Proof. This lemma comes from Lemma 2.5 and 2.6 of the old version of [27]. They improved their proof in the published version, but the old version is enough for us. We rewrite it here for reader’s benefit. First, we use the mollification of $f$, an infinitely differentiable convex function with the same Lipschitz parameter as $f$, to approximate $f$ with the approximated error much less than the truncation error, by choosing appropriate width of mollifier. Then from Inequality (2.21) of [27], we have

$$\mathbb{E}_{z \in B_\infty(x, r)} \text{Tr}(\nabla^2 f(z)) \leq \frac{nG}{r}. \quad (B.20)$$

By Markov’s inequality, we have

$$\Pr_{z \in B_\infty(x, r)} \left[ \text{Tr}(\nabla^2 f(z)) \geq \frac{nG}{pr} \right] \leq p. \quad (B.21)$$

We denote the set $\{ y | \text{Tr}(\nabla^2 f(y)) \leq \frac{nG}{pr} \}$ as $Y$, and denote the measure of $Y$ as $\mathcal{M}(Y)$. Consider $z \in B_\infty(x, r)$, the probability that $z \in Y \subseteq B_\infty(x, r)$ is $\mathcal{M}(Y)/(2r)^n$. Define $B_\infty(Y, r') := \{ z | \exists y \in B_\infty(z, r'), y \in Y \}$, from the union bound, we have

$$\mathcal{M}(B_\infty(Y, r')) \leq \mathcal{M}(Y) + \mathcal{M}(Y)\mathcal{M}(B_\infty(x, r')) = (1 + (2r')^n)\mathcal{M}(Y). \quad (B.22)$$

Then,

$$\Pr_{z \in B_\infty(x, r)} \left[ \exists y \in B_\infty(z, r'), \text{Tr}(\nabla^2 f(y)) \geq \frac{nG}{pr} \right] = \frac{\mathcal{M}(B_\infty(x, r'))}{(2r)^n} \leq (1 + (2r')^n)\frac{\mathcal{M}(Y)}{(2r)^n} = (1 + (2r')^n) \Pr_{z \in B_\infty(x, r)}[z \in Y] \leq (1 + (2r')^n) \Pr_{z \in B_\infty(x, r)}[\text{Tr}(\nabla^2 f(z)) \geq \frac{nG}{pr}] \leq (1 + (2r')^n)p. \quad (B.23)$$

Since $r' \ll 1$ (see Theorem 1 and 2), we omit that term approximately, which gives the lemma. \qed
Lemma 4. In Algorithm 1, for all timestep $t$, let $f : K \to \mathbb{R}$ be convex with Lipschitz parameter $G$, where $K$ is a convex set with diameter $D$, then for any $y \in K$, with probability greater than $1 - (\rho_t + p_t)$, the estimated gradient $\widetilde{\nabla} f_t(x_t)$ satisfies

$$f_t(y) \geq f_t(x_t) + \widetilde{\nabla} f_t(x_t)^T (y - x_t) - \frac{8\pi n^4 (n + \rho) G r_t^2}{\rho^2 p r_t} - 2G\sqrt{n} r_t.$$  \hfill (4)

Proof. By lemma 1, we have

$$\|g - \widetilde{\nabla} f(x)\|_1 \leq 8\pi n^3 (n/\rho + 1) \beta r'/\rho,$$  \hfill (B.24)

succeeded with probability greater than $1 - \rho$.

By lemma 3, for any $z \in B_\infty(x, r)$, the probability of $\forall y \in B_\infty(z, r')$, $\nabla^2 f(y) < \frac{G}{\rho}$ is greater than $1 - p$. Thus, by the condition of $\beta$-smooth convex (see Appendix A), we set $\beta = \frac{nG}{\rho r'}$. By the union bound, the probability of both success is greater than $1 - (\rho + p)$. Combining with Lemma 2, we have

$$f(y) \geq f(x) + \widetilde{\nabla} f(x)^T (y - x) - \frac{8\pi n^4 (n + \rho) G r_t^2}{\rho^2 p r_t} - 2G\sqrt{n} r_t,$$  \hfill (B.25)

succeeded with probability greater than $1 - (\rho + p)$. \hfill $\square$

Lemma 5. In Algorithm 1, for all timestep $t$, let $f_t : K \to \mathbb{R}$ be $\alpha$-strongly convex with Lipschitz parameter $G$, where $K$ is a convex set, then for any $y \in K$, with probability greater than $1 - (\rho_t + p_t)$, the estimated gradient $\widetilde{\nabla} f_t(x_t)$ satisfies

$$f_t(y) \geq f_t(x_t) + \widetilde{\nabla} f_t(x_t)^T (y - x_t) - \frac{8\pi n^4 (n + \rho) G r_t^2}{\rho^2 p r_t} - (2G\sqrt{n} + \alpha n D) r_t + \frac{\alpha}{2} \|y - x_t\|^2.$$  \hfill (12)

Proof. Let $g = \nabla f(z)$. For any $y \in \mathbb{R}^n$ and $z \in B_\infty(x, r)$, by strong convexity,

$$f(y) \geq f(z) + \langle g, y - z \rangle + \frac{\alpha}{2} \|y - z\|^2.$$  \hfill (B.26)

For the last term in the right side, we have

$$\frac{\alpha}{2} \|y - z\|^2 = \frac{\alpha}{2} \|(y - x) - (z - x)\|^2 \geq \frac{\alpha}{2} \|y - x\| - \|z - x\| \|y - x\| \geq \frac{\alpha}{2} \|y - x\|^2 + \|z - x\|^2 - 2 \|y - x\| \|z - x\| \geq \frac{\alpha}{2} \|y - x\|^2 - 2\sqrt{n} \|y - x\| \|z - x\| \geq \frac{\alpha}{2} \|y - x\|^2 - 2\sqrt{n} D \sqrt{n} r \geq \frac{\alpha}{2} \|y - x\|^2 - 2n Dr).$$  \hfill (B.27)
For other terms, by the same technique as Lemma 2, we have
\[
f(y) \geq f(z) + <g, y - z> + \frac{\alpha}{2}\|y - z\|^2
\]
\[
\geq f(x) + \nabla f(x)^T(y - x) - \|g - \nabla f(x)\|_1\|y - x\|_\infty - 2G\sqrt{n}r + \frac{\alpha}{2}\|y - z\|^2
\]
\[
\geq f(x) + \nabla f(x)^T(y - x) - \|g - \nabla f(x)\|_1\|y - x\|_\infty - 2G\sqrt{n}r
\]
\[
+ \frac{\alpha}{2}(\|y - x\|^2 - 2nDr)
\]
\[
\geq f(x) + \nabla f(x)^T(y - x) - \|g - \nabla f(x)\|_1 D - (2G\sqrt{n} + \alpha n D)r + \frac{\alpha}{2}\|y - x\|^2.
\]
(B.28)

By lemma 1, we have
\[
\|g - \nabla f(x)\|_1 \leq 8\pi n^3(n/\rho + 1)\beta r'/\rho,
\]
(B.29)
succeeded with probability greater than $1 - \rho$. By lemma 3, we have $\beta = \frac{nG}{pr}$ succeeded with probability greater than $1 - p$. Then by the union bound, the probability of both success is greater than $1 - (\rho + p)$, which we have,
\[
f(y) \geq f(x) + \nabla f(x)^T(y - x) - \|g - \nabla f(x)\|_1 D - (2G\sqrt{n} + \alpha n D)r + \frac{\alpha}{2}\|y - x\|^2
\]
\[
\geq f(x) + \nabla f(x)^T(y - x) - \frac{8\pi n^4(n + \rho)DG r'}{\rho^2 pr} - (2G\sqrt{n} + \alpha n D)r + \frac{\alpha}{2}\|y - x\|^2,
\]
(B.30)
succeeded with probability greater than $1 - (\rho + p)$, which gives the lemma.

**Lemma 7.** In Algorithm 2, for all timestep $t$, let $f_t : \mathcal{K} \to \mathbb{R}$ be convex with Lipschitz parameter $G$, where $\mathcal{K}$ is a convex set with diameter $D$, then for any $y \in \mathcal{K}$, with probability greater than $1 - \rho$, the estimated gradient $\nabla f_t(x_t)$ satisfies
\[
f_t(y) \geq f_t(x_t) + \nabla f_t(x_t)^T(y - x_t) - \frac{nGr_tD}{2pr_t} - 2G\sqrt{nr_t}.
\]
(B.31)

**Proof.** By Lemma 6 and Markov's inequality, we have
\[
\Pr[\|\nabla f(z) - \nabla f(x)\|_1 \leq \frac{nGr_t}{2\rho r_t}] \geq 1 - \rho.
\]
Combining with Lemma 2, we have
\[
f(y) \geq f(x) + \nabla f(x)^T(y - x) - \frac{nGr'D}{2pr} - 2G\sqrt{nr}.
\]
(B.32)
succeeded with probability greater than $1 - \rho$. 

**Theorem 3.** Algorithm 2 with parameters $\eta_t = \frac{D}{r_t \sqrt{T}}$, $r_t = \frac{1}{\sqrt{eT}}$, $r'_t = \frac{D}{r_t \sqrt{T}}$ can achieve the regret bound $O(DG\sqrt{T})$, with probability greater than $1 - \delta$, and its query complexity is $O(n)$ in each round.
Proof. Inequality (20) is required to hold for all $T$ rounds, then by the union bound, the probability that Algorithm 2 fails to satisfy Inequality (20) at least one round is less than $T\rho$, which means the probability that Algorithm 2 succeeds for all $T$ round is greater than $1 - T\rho$. Let $x^* \in \arg\min_{x \in K} \sum_{t=1}^{T} f_t(x)$. By Lemma 7, setting $\rho = \frac{1}{T}$, for the fixed $y = x^*$, with probability greater than $1 - \delta$, we have

$$f_t(x_t) - f_t(x^*) \leq \tilde{\nabla} f_t(x_t)^T (x_t - x^*) + \frac{TnG\eta_{t}D}{2\delta r_t} + 2G\sqrt{nr_t}. \quad \text{(B.33)}$$

By the update rule for $x_{t+1}$ and the Pythagorean theorem, we get

$$\|x_{t+1} - x^*\|^2 = \|\tilde{P}_{K}(x_t - \eta_t\tilde{\nabla} f_t(x_t)) - x^*\|^2$$

$$\leq \|x_t - \eta_t\tilde{\nabla} f_t(x_t) - x^*\|^2$$

$$= \|x_t - x^*\|^2 + \eta_t^2 \|\tilde{\nabla} f_t(x_t)\|^2 - 2\eta_t \tilde{\nabla} f_t(x_t)^T (x_t - x^*). \quad \text{(B.34)}$$

Hence

$$\tilde{\nabla} f_t(x_t)^T (x_t - x^*) \leq \frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \frac{\|\tilde{\nabla} f_t(x_t)\|^2}{2} \quad \text{(B.35)}$$

Substituting Inequality (B.35) into Inequality (B.33) and summing Inequality (B.33) from $t = 1$ to $T$, we have

$$\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) \leq \sum_{t=1}^{T} (\tilde{\nabla} f_t(x_t)^T (x_t - x^*) + \frac{TnG\eta_{t}D}{2\delta r_t} + 2G\sqrt{nr_t})$$

$$\leq \sum_{t=1}^{T} (\frac{\|x_t - x^*\|^2 - \|x_{t+1} - x^*\|^2}{2\eta_t} + \frac{\|\tilde{\nabla} f_t(x_t)\|^2}{2} + \frac{TnG\eta_{t}D}{2\delta r_t}$$

$$+ 2G\sqrt{nr_t}). \quad \text{(B.36)}$$

Upper bounds can be obtained for the right side of the above inequality. The handing of the first term and the second term are the same as Inequality (9) (10). Setting $\eta_t = \frac{D}{G\sqrt{t}}$, $r_t = \frac{1}{\sqrt{m}}$, $r'_t = \frac{\delta}{T\sqrt{m}}$, we have

$$\sum_{t=1}^{T} (f_t(x_t) - f_t(x^*)) \leq \frac{1}{2}DG\sqrt{T} + \sum_{t=1}^{T} \frac{D(G + G)^2}{2G\sqrt{t}} + \sum_{t=1}^{T} \frac{DG}{2}\sqrt{t} + \sum_{t=1}^{T} \frac{2G}{\sqrt{t}}$$

$$\leq \frac{1}{2}DG\sqrt{T} + \sum_{t=1}^{T} \frac{2DG}{\sqrt{t}} + \frac{DG\sqrt{T}}{2} + 2G\sqrt{T}$$

$$\leq \frac{1}{2}DG\sqrt{T} + 2DG\sqrt{T} + \frac{DG\sqrt{T}}{2} + 2G\sqrt{T}$$

$$= O(DG\sqrt{T}). \quad \text{(B.37)}$$

Hence, the theorem follows.