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More precisely, we give a quick and very simple proof of “the Connes embedding problem implies the synchronous Tsirelson conjecture” that relies on only two elementary ingredients: 1) the well-known description of synchronous correlations as traces on the algebra per player $C^*(\text{player}) = C^*(\text{in/out})$ and 2) an elementary lifting result by Kim, Paulsen and Schafhauser.

Moreover, this bypasses every of the deep results by Kirchberg as well as any other implicit reformulation as the microstates conjecture and thelike.

Meanwhile, we also give a different construction of Connes’ algebra $\mathcal{R}^\omega$ appearing in the Connes embedding problem, which is more suitable for the purposes of quantum information theory and much easier to comprehend for the reader without any prior knowledge in operator algebras.

Most importantly, however, we present this proof for the following reason: Since the recent refutation of the synchronous Tsirelson conjecture by MIP*═RE, there exists a nonlocal game which violates the synchronous Tsirelson conjecture, and by the proof of MIP*═RE even a synchronous such game. The approach however is based on contradiction with the undecidability of the Halting problem, and so remains implicit. As such the quest now has started to give an explicit example of a synchronous game violating the synchronous Tsirelson conjecture together with a direct argument for the failure, and the current article serves as a direct translation to the corresponding operator algebra and its tracial state violating the Connes embedding problem.

Meanwhile the author would like to stress that he does not take any credit for any of the results as already available. Our only contribution lies in combining the well-known results from quantum information theory with the lifting result as established by Kim Paulsen and Schafhauser in [KPS18].
1 Algebra per player: $C^*(\text{in|out})$

Let us swiftly introduce the algebra per player, which defines one of the two relevant algebras appearing in our main result below. It is well-known (by Gelfand and Pontryagin duality) that the universal $C^*$-algebra generated by a projection valued measure agrees with the group $C^*$-algebra

$$C^*(\mathbb{Z}/A) = C^*(e_1, \ldots, e_A \in \text{proj} | e_1 + \ldots + e_A = 1)$$

and as such we obtain as the universal $C^*$-algebra per player with a given number of questions and answers the amalgamated free product

$$C^*(X = \text{in}|A = \text{out}) := \text{many} C^*(\mathbb{Z}/A) *_{1} \ldots *_{1} C^*(\mathbb{Z}/A) = C^*(\mathbb{Z}/A * \ldots * \mathbb{Z}/A).$$

From here one may (we won’t be needing it though) define the algebra for two-player games as the maximal tensor product of each player’s algebra (with corresponding question and answer sets)

$$C^*(\text{two player}) = C^*(\text{Alice}) \otimes C^*(\text{Bob}) = C^*(X|A) \otimes C^*(Y|B)$$

and any quantum commuting strategy arises simply as a state

$$\varphi : C^*(\text{two player}) \rightarrow \mathbb{C} : p(ab|xy) = \varphi \left( e(a|x) \otimes e(b|y) \right).$$

For us the above algebra per player however will be sufficient since we will be dealing with synchronous strategies exclusively, and whence tracial states on the algebra per player. Having introduced the first algebra relevant for our main result, let us proceed to the second one.

2 Connes’ algebra: $\mathcal{R}^\omega$

We introduce in this section the tracial ultrapower of the hyperfinite II_1-factor, in short also referred to as Connes’ algebra, which defines the main player in the Connes embedding problem. For this we will pursue another construction for the Connes algebra, which defines a more suitable approach when working in quantum information theory (and which may be also much easier to comprehend for the reader without any prior knowledge in operator algebras).

But before we do so, let us first describe how the usual construction of the hyperfinite II_1-factor goes along, just for having both constructions available.
Pick your favorite UHF-algebra of infinite-type like

$$\text{UHF} = M_2 \otimes M_2 \otimes \ldots = \bigotimes \infty M_2, \quad \text{or} \quad \text{UHF} = \left( \bigotimes \infty M_3 \right) \otimes \left( \bigotimes \infty M_7 \right).$$

or

$$\text{UHF} = \left( \bigotimes \infty M_2 \right) \otimes \left( \bigotimes \infty M_3 \right) \otimes \ldots = \bigotimes_{p\text{ all primes}} \left( \bigotimes \infty M_p \right).$$

and consider its unique tracial state, for example

$$\text{tr} : \text{UHF} = \bigotimes \infty M_2 \rightarrow \mathbb{C} : \text{tr}(a_1 \otimes a_2 \otimes 1 \otimes \ldots) = \text{tr}(a_1) \text{tr}(a_2).$$

Just as an intermediate result — which may however also be omitted! — one may embed the chosen UHF-algebra in the GNS-representation for the tracial state. Taking the von-Neumann algebraic completion of the UHF-algebra within the GNS-representation produces then the hyperfinite II$_1$-factor:

$$\mathcal{R} = \text{UHF}^{w*} \subseteq B(\text{UHF}^2)$$

The story however wouldn’t be over here: From here we would still need to proceed to the ultrapower of the hyperfinite II$_1$-factor as follows: Take the infinite repeated power of either the UHF-algebra from above (or alternatively the hyperfinite II$_1$-factor that arose from the completion), which we denote for shorthand by

$$\ell^\infty(\text{UHF}) := \left\{ a \in \prod \infty_n \text{UHF} \left| \sup_n \|a_n\| < \infty \right. \right\} = \prod \infty_n \text{UHF}.$$

The resulting operator algebra comes together with the induced trace

$$\text{tr}_\omega : \ell^\infty(\text{UHF}) \rightarrow \mathbb{C} : \text{tr}_\omega(a) = \lim_{n \rightarrow \omega} \text{tr}(a_n)$$

where the limit is taken along any free ultrafilter. In order to render the trace faithful one passes, together with the trace, to the following quotient which defines the so-called tracial ultrapower

$$\text{UHF}^\omega := \frac{\ell^\infty(\text{UHF})}{c_\omega(\text{UHF}; \text{tr})} := \{ a \in \ell^\infty(\text{UHF}) | \text{tr}_\omega(a^*a) = 0 \}.$$
This would be the final object appearing in the Connes embedding problem:

\[ \mathcal{R}^\omega = \frac{\ell^\infty(\mathcal{R})}{c_\omega(\mathcal{R}; \text{tr})} = \frac{\ell^\infty(\text{UHF})}{c_\omega(\text{UHF}; \text{tr})} = \text{UHF}^\omega \]

Now, while this construction has its merits in the classification of factors due to the hyperfinite II$_1$-factor appearing in the intermediate construction, it would be way too overloaded for applications in quantum information theory, and in particular for the relation between the Connes embedding problem and the Tsirelson conjecture. So we refrain from this construction!

Instead we introduce now a different construction which, as promised above, defines a more convenient approach when working in quantum information theory. For this we shortcut the construction above and basically start at its very end. More precisely, we take the infinite product on matrices of arbitrary sizes, which we denote suggestively as above by

\[ \ell^\infty(M) := \left\{ a \in \prod_n M_n \ \bigg| \ \sup_n \|a_n\| < \infty \right\} = \prod_n M_n. \]

As above, this comes together with the induced trace (along any free ultrafilter)

\[ \text{tr}_\omega : \ell^\infty(M) \to \mathbb{C} : \text{tr}_\omega(a) = \lim_{n \to \omega} \text{tr}_n(a_n) \]

which we render faithful as above by passing to the quotient by

\[ c_\omega(M; \text{tr}) := \left\{ a \in \prod_n M_n | \text{tr}_\omega(a^*a) = \lim_n \text{tr}_n(a_n^*a_n) = 0 \right\}. \]

Summarizing the construction: considering sequences of matrices of arbitrary sizes allows us to pickup all finite-dimensional representations, and passing to the quotient allows us to also do so approximately.

On the other hand, the surprising feature (surprising just to some extend) is that this defines also the same tracial ultrapower as before,

\[ M^\omega = \frac{\ell^\infty(M)}{c_\omega(M; \text{tr})} = \frac{\ell^\infty(\mathcal{R})}{c_\omega(\mathcal{R}; \text{tr})} = \mathcal{R}^\omega. \]

This follows basically by some Kaplansky density type argument and a careful diagonal reindexing — just with many more steps (see also the footnote above). Since this would however escape the scope of the current article, we refrain from presenting a proof in here and instead leave it to the experienced reader.

Now the left-hand side construction we have just provided is much closer to correlations, and so we will from now on use our construction in what follows. So far on the operator algebra appearing in the Connes embedding problem.
3 Two ingredients

In this section we prepare two simple ingredients, proposition 3.1 and proposition 3.2 below, which are all what is needed for “the Connes embedding problem implies the synchronous Tsirelson conjecture”. Let us start with the first.

**Proposition 3.1 ([PSSTW16, corollary 5.6]).** The set of synchronous quantum-commuting correlations is realized by the trace space restricted on two-moments:

\[ \tau \in TC^{*}(in|out) : \quad p(ab|xy) = \tau(e_{ax}e_{by}). \]

Similarly the set of finite dimensional synchronous correlations is realized by those of such traces which live on finite dimensional quotients thereof

\[ C^{*}(in|out) \rightarrow \text{some fin dim quotient} \rightarrow C \]

and then restricted on two-moments as above.

We skip the proof since it is fairly elementary and well-known. The second ingredient is the following lifting result found by Kim, Paulsen and Schafhauser, which we recall together with its proof for convenience of the reader.

**Proposition 3.2 ([KPS18, lemma 3.5]).** The following lifting problem has a solution: Every representation into the hyperfinite II_{1}-factor lifts to matrices

\[ C^{*}(\mathbb{Z}/m) = \mathbb{C} \oplus \ldots \oplus \mathbb{C} \rightarrow \ell^{\infty}(M)/c(M, \text{tr}) = \mathcal{R}^{\omega} \]

and unital representations may be lifted unitaly. As a consequence, the lifting problem also has a solution for any number of inputs and outputs

\[ C^{*}(\mathbb{Z}/m * \ldots * \mathbb{Z}/m) = C^{*}(n = in|m = out). \]

Before we begin with the proof itself, let us note that the lifting problem easily admits a solution by positive maps: Any such representation is determined by some tuple of mutually orthogonal projections in the quotient

\[ \mathbb{C} \oplus \ldots \oplus \mathbb{C} \rightarrow \ell^{\infty}(M)/c(M, \text{tr}) : \quad e_{1} \mapsto q_{1}, \ldots, e_{m} \mapsto q_{m} \]

and so in particular by some tuple of positive elements. Any single positive
element in a quotient may however be easily lifted itself

\[ \pi : A \to B \to 0 : \forall b \in \text{pos}(B) \exists a \in \text{pos}(A) : \pi(a) = b \]

and so also an entire tuple of positive elements — each element one-by-one. Put together this defines a solution by some positive map

\[ \mathbb{C} \oplus \ldots \oplus \mathbb{C} \to \ell^\infty(M) : e_1 \mapsto a_1, \ldots, e_m \mapsto a_m. \]

At the same time one may always arrange for such a lift without increasing the norm of each lift and so arrange for contractions

\[ \|a_1\| = \|q_1\| \leq 1, \ldots, \|a_m\| = \|q_m\| \leq 1. \]

On the other hand, in case of some unital representation one may moreover arrange for a unital lift by adding the remainder on the last,

\[ \text{rem} = 1 - (a_1 + \ldots + a_m) : a'_m := a_m + \text{rem}. \]

The gist is now to also arrange for some projection valued lift: this is one of the main accomplishments by Kim, Paulsen and Schafhauser in their article on synchronous games. At the heart of this problem lies the following technical result, which we formulate in its slightly improved, optimal version.

**Lemma 3.3** (compare [KPS18, lemma 3.4]). Consider for any positive matrix contraction \( a \in M_n \) the spectral projection onto the interval \([1/2, 1] \subseteq \mathbb{R}\):

\[ p(a) := 1_{[1/2,1]}(a) \in M_n : \quad p(a)^2 = p(a) = p(a)^*. \]

Then it holds the upper bound for the distance

\[ \|a - p(a)\|_\varphi \leq 2\|a^2 - a\|_\varphi \]

uniformly in every positive matrix contraction and any state 2-norm

\[ \|x\|^2_\varphi = \langle x|x\rangle_\varphi = \varphi(x^*x) = \varphi(|x|^2) \]

and the bound above is optimal for faithful states.

**Proof.** We give a slightly different proof than in [KPS18]: Instead the optimal bound can be easily read off from the spectrum as follows. For this denote for
shorthand the left-hand and right-hand side as
\[ f(x) := x - h(x), \quad g(x) := x^2 - x = x(1 - x). \]

Since states are positive, we have as a sufficient condition
\[ f(a)^2 \leq g(a)^2 \implies \varphi(f(a)^2) \leq \varphi(g(a)^2). \]
This however can be now read off from the spectrum as
\[ \forall x \in \sigma(a) : \quad |f(x)| \leq |g(x)| \]
which in our case boils down to the condition
\[
\begin{cases}
|x| \leq 2|x| \cdot |1 - x| & \text{for } x \in [0, 1/2] \cap \sigma(a), \\
|1 - x| \leq 2|x| \cdot |1 - x| & \text{for } x \in [1/2, 1] \cap \sigma(a).
\end{cases}
\]
Finally note that the bound is optimal for faithful states: simply use some matrix whose spectrum contains the eigenvalue 1/2 — for instance half the identity. \(\blacksquare\)

With the previous bound at hand one may now derive the desired solution to the lifting problem, which we sketch for completeness.

**Sketch of proposition 3.2 (based on the construction by [KPS18]):** Say we have already found a lift to some tuple of positive contractions
\[ a_1, \ldots, a_m \in \ell^\infty(M) = \prod_n M_n. \]
While each element of the tuple is a matrix sequence itself like
\[ a = (a_1, a_2, \ldots) \in \ell^\infty(M) \]
we will keep viewing each matrix sequence as a single element. The reader new to operator-algebraic techniques may however also safely run the following procedure indexwise for each sequence in the tuple. Replace the first one in the tuple by the spectral projection from lemma 3.3, then cut-off the resulting projection from the next one and apply the lemma again to that,
\[ p_1 := p(a_1), \quad a'_2 := (1 - p_1)a_2(1 - p_1), \quad p_2 := p(a'_2). \]
Continuing this way one needs to cut-off all the previous projections, for example
\[ a'_3 = (1 - p_1 - p_2)a_3(1 - p_1 - p_2). \]
This way we guarantee their orthogonality since for each next step

$$1 \leq k + 1 \leq m : \quad a_{k+1}' \perp p_1, \ldots, p_k \implies p(a_{k+1}') \perp p_1, \ldots, p_k.$$ 

The upper bound in lemma 3.3 now guarantees that the deformation procedure remains a lift for the original tuple in the quotient: Indeed recall that the quotient is given by the ideal

$$c(M, \text{tr}) = \{ a \in \ell^\infty(M) \mid \|a\|_2 = 0 \}$$ 

which reads when written out as a sequence $a = (a_1, \ldots) \in \prod_n M_n$:

$$\|a\|_2^2 = \text{tr}_\omega(a^* a) = \lim_{n\to\omega} \text{tr} \left( a_n^* a_n \right) = 0.$$ 

The original tuple in the quotient however consists of mutually orthogonal projections and so the deformation procedure remains a lift since: Taking the spectral projection does not alter the equivalence class since by lemma 3.3

$$\|p(a) - a\|_2 \leq 2\|a^2 - a\|_2 = 0$$

(it helps to view them as a sequence of matrices and one as a sequence of projection matrices, which indexwise get closer and closer in trace 2-norm), nor does the cutting-off procedure since this cannot be seen by any orthogonal pair in a quotient anyways:

$$\pi : A \to B \to 0 : \quad \pi(a) \perp \pi(a') \implies \pi(1 - a)\pi(a')\pi(1 - a) = \pi(a').$$

This completes the sketch of the construction for proposition 3.2. 

We have now successfully established our ingredients, and so we may now proceed to the main result of the article:

# 4 Connes $\Rightarrow$ Tsirelson

With our two simple ingredients at hand, namely proposition 3.1 and 3.2, we may now verify that “Connes implies the synchronous Tsirelson conjecture”.

Theorem 4.1. The Connes embedding problem implies the synchronous Tsirelson conjecture. More precisely, suppose the Connes embedding problem holds true, meaning all tracial states approximately arise as the unique tracial
state on the hyperfinite II$_1$-factor in the sense that there exists a factorization

\[
\begin{array}{ccc}
A & \xrightarrow{\text{some trace}} & \mathcal{R}^\omega \\
\downarrow & & \downarrow \text{tr}_\omega \\
\mathbb{C}
\end{array}
\]

Then the synchronous Tsirelson conjecture would also hold true:

\[
C^{\ast}_{qe}(n|m) \subseteq C^\ast_q(n|m) \cap C^\ast(n|m) \left( \subseteq C^{\ast}_{qe}(n|m) \subseteq C^{\ast}_{qe}(n|m) \right).
\]

For comparison it still holds by [KPS18]

\[
C^\ast_q(n|m) \cap C^\ast(n|m) = C^\ast_{qe}(n|m)
\]

which requires yet a difficult result by Kirchberg on amenable traces!

As consequence, the recent refutation of the synchronous version of the Tsirelson conjecture by [JNVWY21] implies the failure of the Connes embedding problem.

**Proof.** The result now basically follows from the previous ingredients:

Step 1: Consider a synchronous quantum-commuting strategy, which by proposition 3.1 is given by some trace restricted on two-moments,

\[
\tau \in TC^\ast(\text{in}|\text{out}) : \quad p(ab|xy) = \tau(e_{ax}e_{by}).
\]

Step 2: Assuming the Connes embedding problem, all traces would approximately arise as the unique trace on the hyperfinite II$_1$-factor and so also our trace:

\[
C^\ast(\text{in}|\text{out}) \xrightarrow{\text{tr}} \ell^\infty(M)/c_\omega(M, \text{tr}) = \mathcal{R}^\omega \xrightarrow{\text{tr}_\omega} \mathbb{C}.
\]

Step 3: By proposition 3.2 any such representation admits a lift

\[
\begin{array}{ccc}
\ell^\infty(M) & \xrightarrow{\text{tr}} & \mathbb{C} \\
\downarrow & & \downarrow \\
C^\ast(\text{in}|\text{out}) & \xrightarrow{\text{tr}} & \ell^\infty(M)/c_\omega(M, \text{tr}) = \mathcal{R}^\omega.
\end{array}
\]

Putting all together, any such resulting lift however gives a desired approxima-
tion by finite dimensional synchronous correlations:

\[ \ell^\infty(M) \xrightarrow{\text{tr}_\omega} \ell^\infty(M)/c_\omega(M, \text{tr}) = \mathbb{R}^\omega \xrightarrow{\text{tr}_\omega} \mathbb{C}. \]

More precisely, simply recall the trace as it was originally defined:

\[ \prod_n M_n = \ell^\infty(M) \ni a = (a_1, a_2, \ldots) : \text{tr}_\omega(a) = \lim_{n \to \omega} \text{tr}_n(a_n). \]

This completes the proof and so we conclude as desired: the Connes embedding problem implies the synchronous Tsirelson conjecture. \qed
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