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**Abstract**—Internet of things (IoT) is transforming the way we imagine healthcare with ubiquitous connectivity, faster response and deeper personalized insights using large amounts of data. Fitness trackers provide useful insights to maintain balance of a healthy lifestyle. Nowadays, fitness trackers are available as wearable devices which creates a sense of unease in exercise and may cause skin irritation. In this paper, we present mmFiT, an edge computing enabled, contactless, real-time fitness tracker using a single mmwave radar point cloud data. It has the inherent advantage of user privacy preservation while tracking indoor fitness activities. Experimental results show that the system can classify various exercises with real-time accuracy of 95.53% and is also capable of counting repetitions of exercises. This implementation is computationally inexpensive, and therefore, the system can be deployed in an IoT connected edge device for real-time operations. This system will be an ideal fit in a smart home or smart gymnasium setting.

**Index Terms**—mmwave radar, point-cloud, deep learning, CNN, IWR1642, non contact, real-time, privacy preserving, contactless, human activity recognition, fitness tracker, exercise, edge computing.

I. INTRODUCTION

CONNECTED healthcare is opening up new avenues for people’s health management systems. IoT provides unprecedented flexibility in achieving the goal of connected healthcare. It provides the required framework for the connectivity and data exchange capability to the devices. An IoT device in a crude sense is a source of data. The data processing usually happens at a central place. As the number of IoT devices increase, this approach will require huge computing power, big data centers, increased infrastructure cost, and high network bandwidth apart from increased delay. This is where a new computing paradigm, edge computing, comes to rescue. Edge computing is the computing which takes place near the device or data source. Edge devices have enough processing power and memory to collect, process, and make real-time decisions based on the processed data with little to no help from other parts of the network [1]. Artificial intelligence (AI) is growing at a rapid pace. Concurrently, advances in hardware technology have facilitated low cost, compact, and powerful processing devices bringing artificial intelligence in the realm of edge computing. The convergence of AI and edge computing with IoT is called Edge Intelligence [2] or Artificial Intelligence of Things (AIoT) [3]. Deng et. al. differentiates edge intelligence into ‘AI for edge’ and ‘AI on edge’ [2]. The AI on edge aims to provide insights and decisions from massive data available at edge while delivering advantage of performance, low-cost, privacy, reliability, and efficiency. This work is based on the AI on edge paradigm.

Commercialization of single-chip mmwave radar sensors in the last decade has created opportunities in various fields such as healthcare [4], high resolution radar imaging [5], human activity recognition [6], and many more. Camera sensors can also be used for accurate human activity recognition [7]. However, user privacy remains a grave concern apart from issues such as poor lighting and other environmental factors. One of the biggest advantages of using mmwave radar sensors in a smart home setting is user privacy preservation while providing feature rich data [8]-[9]. Radar micro-doppler spectrograms have been extensively used for human activity classification [10]-[13]. Most state of the art approaches require raw radar data for spectrogram generation. These methods are not suited for real-time operations on resource limited edge devices, as spectrogram generation is computationally expensive and raw data collection requires high data transfer speed [14]. Moreover, using only micro-doppler spectrograms may not be an effective approach for classification of symmetric activities since the spectrograms will be similar. On the other hand, processed radar point cloud has lower data size and can be acquired in real-time. However, sparsity of point cloud creates additional challenges for accurate classification.

A healthy lifestyle keeps one physically as well as mentally fit to enjoy all aspects of life. Daily exercising is one of the important foundations of a healthy lifestyle. Keeping track of the daily exercise routine has become a necessity in this connected and fast world. Fitness trackers nowadays are widely available in the market as various types of wearables [15]-[16]. However, performing intense workout while wearing these gadgets may give a sense of unease and cause skin irritation. Tiwari et. al. proved the concept of using a single mmwave radar sensor for realizing a real-time contactless fitness tracker using deep convolutional neural networks [17]. They achieved accuracy of 99.85% using grayscale feature plots. However, this accuracy was achieved while putting the user in a predefined position. The accuracy of the system was not satisfactory when user moved from one position to another and the CNN with range-doppler image as input could not differentiate in symmetrical activities.

In this paper, we present mmFiT, a user privacy preserving, contactless, highly accurate, real-time fitness tracker system for indoor fitness activities, capable of running on edge devices for applications in IoT connected healthcare. We propose...
simple yet effective following approaches to improve the classification accuracy of CNNs: (i) Use of color feature plots with intensity vectors for improving classification of range-doppler image CNN for symmetrical activities. (ii) Data transformation technique using translation of range-angle values and angle normalization, which eliminates the requirement of additional training data and re-training the CNN for position variation of the user. We propose methods to extract repetition counting of exercises from the sparse point cloud data. Based on this data, we can estimate the calorie burnout of users in a workout session. We also propose an algorithm for real-time implementation of the fitness tracker for activity classification and exercise repetition counting. This system can be deployed in a smart home or smart gymnasium where the user can perform exercises freely without the need of attaching any wearable sensor for workout tracking. Using the IoT connection, the user can be informed about details of his/her workout session in real-time.

This paper is structured as follows: Section II presents the system design of the fitness tracker followed by brief description of the dataset and radar point cloud processing. Section III presents analysis of various deep learning classifiers for fitness activity classification. In section IV, we analyse the effect of position variation of users on classifiers and propose a data transformation technique to improve accuracy. Section V illustrates the process of extracting repetition count of exercises from the radar point-cloud data. Section VI presents the analysis and results of real-time performance of the system followed by memory and computational requirement analysis of CNN for deployment on edge devices.

II. SYSTEM DESIGN

To realise an edge computing enabled, privacy preserving, real-time, contactless fitness tracker, we use the feature-rich point cloud data output of a mmwave radar sensor. Fig. 1 shows the block diagram of the entire system chain. The user performs exercises in front of the radar. The radar collects the reflected returns and performs onboard radar signal processing i.e. FFT, CFAR, and angle of arrival estimation to generate point cloud data output in real-time. This radar data is collected on a computer using serial interface and processed. This processed data is then used to generate feature plots for the classifier. We use a dataset of seven fitness activities to train and test the classifiers. Once the classification of the data is performed, the data is sent for repetition counting. After the workout, the system generates a session report which shows the duration and repetitions of each exercise. This data can be used to estimate the calorie burnout of the user during the workout. Calorie burn in an activity can be calculated as [18]:

\[
\text{Calorie burn/minute} = \frac{MET \times 3.5 \times \text{Body weight(Kg)}}{200}
\]

Here, MET is metabolic equivalent of task, which is the ratio of metabolic rate of the body in an activity compared to when the body is at rest.

A. Dataset Description

A dataset of total seven fitness activities namely dumbbell, shoulder press, squat, lateral raise, boxing, right arm tricep, and left arm tricep were collected. Block diagram for data collection is shown in Fig. 2. An mmwave FMCW radar system IWR1642 by Texas Instruments was used in this experiment. The user performed the exercises approximately 4 meters away from the radar. Static clutter removal algorithm was enabled in the radar for detection of only moving targets. The radar sends detection of point-cloud in real-time using a serial connection to the host computer. This point cloud data can be saved as a binary file to the computer. Two volunteers participated for data collection in 11 sessions. In each session, 20 samples for each of the seven exercises were collected corresponding to each volunteer. The duration of each sample was 10 seconds. The details of the dataset are shown in Table I. Movement of body parts in various exercises are shown in Fig. 3.
TABLE II
IMAGE DATASET FOR CONVOLUTION NEURAL NETWORKS.

| Exercise       | No. of Image Samples | Class Label Value |
|----------------|----------------------|-------------------|
| Dumbbell       | 2652                 | 1                 |
| Shoulder press | 2652                 | 2                 |
| Squat          | 2652                 | 3                 |
| Lateral raise  | 2640                 | 4                 |
| Boxing         | 2658                 | 5                 |
| Right triceps  | 2652                 | 6                 |
| Left triceps   | 2658                 | 7                 |
| Total          | 18564                |                   |

B. Radar Point-Cloud Processing

The mmwave radar system performs 1D FFT, 2D FFT, CFAR, and angle processing using the on-chip DSP. Thereafter, it sends out range, velocity, and angular information for the detected points. This point cloud information is transmitted over the serial interface in the form of packets. This serial interface has data rate limitation (< 1Mbps). Each packet comprises multiple types of TLV (Tag-Length-Value) structures. There are 10 types of TLVs for the selected radar board and the required TLVs may be selected while configuring the system parameters. However, choosing all TLVs results in increased data for each frame which may restrict the real-time radar performance due to data rate limitation. We make use of only two TLVs which are: (a) list of detected points, and (b) statistics for timing information. The structure of a saved binary file for a sample is shown in Fig. 4. After processing these TLVs, we can extract range, velocity, angle of arrival, and timing information for each detection point. Although radar frame rate is 10Hz, it sends these TLVs only when radar detects an object. It means that the number of detections in each sample may vary. Additionally, since radar is capable of detecting multiple targets, we may also get multiple detection points at the same instant. Fig. 5 shows point cloud of doppler, range, and angle variations over time for one sample of shoulder press exercise.

III. DEEP LEARNING CLASSIFIERS

Authors in [17] showed that convolutional neural networks cannot differentiate symmetrical movements just by using the grayscale Range-Doppler image (RDI) as feature input. This is because the RDI for symmetrical activities will be similar. Joint input of Range-Doppler image (RDI), Range-Angle image (RAI), and Angle-Doppler image (ADI) significantly enhances the CNN performance. However, the accuracies drop when there is position variation of user w.r.t. the radar as RDI, RAI, and ADI are dependent on the position of the user.

To improve the accuracy of RDI CNN, we propose to use color images of Range-Doppler variations and use angle values as intensity vector with the help of [19] in matlab. Range-Doppler variations with angle as intensity for one sample is shown in Fig. 6.
TABLE III
COMPARISON OF CNN ACCURACIES WITH [17].

|               | RDI  | RAI  | ADI  |
|---------------|------|------|------|
| [17] (Grayscale image) | 92.77 | 99.35 | 98.54 |
| Present work (Color image with intensity as third variable) | 99.8 | 99.9 | 99.7 |

Fig. 7. Framework of the CNN [17].

of squat exercise is shown in Fig. 6. Further, to increase the number of image samples in the dataset, each sample of 10 seconds was used to generate 6 samples using a sliding time window of 5 seconds. The number of image samples generated from the dataset are shown in TABLE II. We use the same framework for CNN as used in [17], apart from increasing the pool size of max pooling layer to (3,3) with stride (3,3). This helps in downsizing the feature map for fully connected layer and eases memory requirement for training the CNN. For ease of reference, the framework of the CNN is shown in Fig. 7. The CNN was trained with this color RDI plot using angle as intensity. The samples were randomly distributed in training, validation, and test dataset in the ratio of 80:10:10. The validation frequency was set for 50 iterations. The CNN was trained on the MATLAB R2021a version with Nvidia GTX 1060 graphics having 3GB GDDR5 memory. Input image size was 205×269×3. The total time for training was approximately 10 minutes. The CNN achieves an accuracy of 99.8%. The confusion matrix of this CNN for the test dataset is shown in Fig 8.

Similar to the RDI plot, we train the CNN using color plots of Rangle-Angle image (RAI) with doppler as intensity and Angle-Doppler image (ADI) with range as intensity. A comparison of the CNN accuracy with [17] is shown for RDI, RAI, and ADI feature inputs in TABLE III. There is significant improvement in accuracy for RDI CNN, because of the additional angle information provided as intensity vector. With angle information, the CNN is able to differentiate in symmetrical right tricep and left tricep exercises.

IV. POSITION VARIATION OF THE USER

The classifiers were trained on data collected from User 1 and User 2 at position 0 (refer Fig. 9). RDI, RAI, and ADI feature plots are dependent on the position of the user w.r.t. radar. When the user positions change, it affects the feature plots which in turn affects the CNN accuracy. The drop in accuracies in [17] were primarily due to two factors: first is that at position 1, 2, 5 & 6 the angle variations affect the RAI and ADI plots, and second is that at position 3 and 4, the spread of point cloud is more and less respectively compared to position 0 due to change in both range and angle variations.

Apart from using the color image as feature plots, we filtered angle values centered around the median angle of the user position. It was observed that all the exercises had angular variations not more than 50 deg. For example, position 1 was located at a median angle of 116 deg. Therefore, we filtered angle values from 91 deg to 141 deg. Apart from normalization of angle variations in feature plots, this also helped in filtering unwanted clutter due to other objects. We tested the CNNs trained for position 0 for various other positions of the user w.r.t. radar. A total of 210 image samples (30 for each exercise) were generated for each position 1 to 6. Table IV shows that there is significant enhancement in accuracy when compared to [17]. However, this technique does not help much in improving accuracies at position 3 and 4. Both the range and angle values change at position 3 and 4 compared to position 0. Therefore, we propose a data transformation technique to improve accuracies for position 3 and 4.
TABLE IV  
Prediction Accuracies of CNNs at Various Positions Using Colored Feature Plots with Angle Normalization.

| Position | RDI | RAI | ADI |
|----------|-----|-----|-----|
| 1        | 85.96 | 78.95 | 96.49 |
| 2        | 82.05 | 87.61 | 97.86 |
| 3        | 17.84 | 25.82 | 61.50 |
| 4        | 16.99 | 21.84 | 83.01 |
| 5        | 100.00 | 86.67 | 93.33 |
| 6        | 92.59 | 98.15 | 97.22 |

Fig. 10. Data transformation from position 4 to position 0.

A. Translation of Range-Angle Values

When the user moves from position 0 to position 3 or 4, the movement of body parts are similar as the user performs the same exercises. However, the feature plot input image changes. This change is due to the fact that when a user moves farther from radar, the angular variations w.r.t. radar will be lesser for similar movement of body parts because of change in the range w.r.t. radar. Therefore, we propose translation of range and angle values for position 3 and 4 as if the user is in the range w.r.t. radar. Therefore, we propose translation of lesser for similar movement of body parts because of change farther from radar, the angular variations w.r.t. radar will be changes. This change is due to the fact that when a user moves exact same exercises. However, the feature plot input image movement of body parts are similar as the user performs the same exercises. However, the feature plot input image changes. This change is due to the fact that when a user moves farther from radar, the angular variations w.r.t. radar will be lesser for similar movement of body parts because of change in the range w.r.t. radar. Therefore, we propose translation of range and angle values for position 3 and 4 as if the user is performing exercises at position 0.

Referring Fig. 10, let position 0 is situated at range \(r_0\) from the radar and position 4 is at range \(r_4\). The difference in range of position 4 and position 0 is \(\Delta r = r_4 - r_0\). At position 4, we assume that in a certain exercise, the movement of body parts extend within a circle with radius \(d\). Let a point \((x_4, y_4)\) exists on the circle having range \(cr_4\) and angle \(\theta_4\), where \(x_4 = cr_4 \times \cos(90 - \theta_4)\) and \(y_4 = cr_4 \times \sin(90 - \theta_4)\). As discussed before, the movement of body parts in exercises remains the same irrespective of the position of the user. When we translate the point from position 4 to position 0, the point becomes \((x_4, y_4 - \Delta r)\). Now we can calculate \(cr_0\) and \(\theta\) as,

\[
cr_0 = \sqrt{(x_4)^2 + (y_4 - \Delta r)^2} \quad (1)
\]

\[
\theta = 90 - \tan^{-1} \left( \frac{y_4 - \Delta r}{x_4} \right) \quad (2)
\]

Using this technique, we translate the data of position 3 & 4 and generate the RDI, RAI, and ADI feature plots. TABLE V shows the accuracy of the CNNs after using the translation technique for position 3 & 4 data. This technique significantly enhances the accuracy for all three types of feature plot inputs.

The data collection for training the CNN is a highly demanding task. The discussed two techniques of angle normalization and translation of range-angle values eliminate the requirement of additional training data and re-training the CNN for various other positions. The ADI CNN trained for position 0 performs remarkably well for other positions as well.

V. COUNTING REPETITIONS OF EXERCISES

Apart from accurate classification of exercises, a fitness tracker shall have the capability to count the number of repetitions of exercise. We can see in Fig. 5, that there are distinct repeating variations in doppler, range, and angle data over time which represent the repetition of the exercise. Based on the body part movements in various exercises, we select one dominant feature (i.e. doppler, range or angle variations) for each exercise. The repetition count can be calculated by extracting the smoothed envelope of the data and counting the number of peaks. To extract the boundary of the scattered point cloud, we create an alpha shape and extract boundary facets. We used a shrink factor of 0.6. Using the boundary facets, we can find the boundary points and extract the minimum and maximum envelope. This envelope of the point cloud data is then smoothed using Local Weighted Scatterplot Smoothing (LOWESS) technique. LOWESS takes the weights of the scattered points into account in a defined window size based on the least square regression [20]. This helps in reducing the effect of outliers in smoothed data. We take the window size of 5 to 8 points depending on the exercise. Fig. 11(a) shows the extracted max and min envelope from the time-doppler point cloud data for shoulder press exercise. The solid

TABLE V  
Prediction Accuracies of CNNs for Position 3 & 4 after Translation of Range-Angle Values.

| Position | RDI | RAI | ADI |
|----------|-----|-----|-----|
| 3        | 91.08 | 84.98 | 92.96 |
| 4        | 56.80 | 46.60 | 96.12 |

TABLE VI  
Features Selected for Extracting Repetition Count of Various Exercises.

| Exercise       | Feature for Repetition Count |
|----------------|-------------------------------|
| Dumbbell       | Doppler                       |
| Shoulder Press | Doppler                       |
| Squat          | Range                         |
| Lateral Raise  | Angle                         |
| Boxing         | Range                         |
| Right Tricep   | Doppler                       |
| Left Tricep    | Doppler                       |
TABLE VII
COMPARISON OF PREDICTION ACCURACIES OF CNNS WITH VARIABLE WINDOW SIZE AT VARIOUS POSITIONS USING COLORED FEATURE PLOTS WITH ANGLE NORMALIZATION AND TRANSLATION FOR POSITION 3 AND 4.

| Position | CNN (1 Sec Window) | CNN (2 Sec Window) | CNN (5 Sec Window) |
|----------|--------------------|--------------------|--------------------|
|          | RDI    | RAI    | ADI   | RDI    | RAI    | ADI   | RDI    | RAI    | ADI   |
| 0        | 97.6   | 96.2   | 94.2  | 98.9   | 98.9   | 98.8  | 99.8   | 99.9   | 99.7  |
| 1        | 88.06  | 85.67  | 91.64 | 85.67  | 79.75  | 94.08 | 85.96  | 78.95  | 96.49 |
| 2        | 74.64  | 69.23  | 78.63 | 81.16  | 83.28  | 96.05 | 82.05  | 87.61  | 97.86 |
| 3*       | 86.67  | 74.44  | 73.06 | 91.67  | 84.57  | 90.12 | 91.08  | 84.98  | 92.96 |
| 4*       | 57.78  | 35     | 54.72 | 54.32  | 44.75  | 74.38 | 56.80  | 46.60  | 96.12 |
| 5        | 97.26  | 86.59  | 82.62 | 99.34  | 88.78  | 94.72 | 100    | 86.67  | 93.33 |
| 6        | 88.92  | 85.03  | 88.62 | 89.81  | 89.49  | 98.41 | 92.59  | 98.15  | 97.22 |

*After applying data transformation

Fig. 11. Extraction of repetition count of exercises from the doppler, range, and angle scattered point cloud. The dashed black rectangle shows the repetition of exercise (a) Smoothed max and min doppler envelope variation over time for shoulder press exercise, (b) Smoothed min range envelope variation over time for squat exercise, (c) Smoothed max and min angle envelope variation over time for lateral raise exercise.

lines show the LOWESS smoothed data. The four dashed black rectangles show the repetition of the exercise. Fig. 11(b) and Fig. 11(c) show the repetition counting for squat and lateral raise exercises using range and angle data respectively. Similarly, we can extract the repetition count of other exercises by processing the selected dominant features shown in TABLE VI.

VI. REAL-TIME PERFORMANCE OF SYSTEM

The radar gives point cloud data output in real-time using the serial connection. The connected computer receives the data collected for 1 second duration and sends it to the processor function. To simulate the real-time output of the radar, four random samples (of nearly 10 seconds each) for each of the seven exercises for position 0 were selected and processed from a test dataset. The processed data had time, range, doppler, angle, and actual activity information. Every second, the data for the last 1 second duration from this processed radar data was filtered and sent to the processor function. In Section III, we took a window size of 5 seconds for feature plots generation considering that at least one iteration of the exercise would have been performed. TABLE VII shows the comparison of accuracy of CNNs with different window sizes. As we increase the window size, the accuracy of the CNNs increases. This makes sense, since as we increase the window size, more variations of the exercise will be captured in the generated feature plot. However, a large window size negatively affects the real-time accuracy. The larger the window size, the more time it will take for CNN to detect transitions from one exercise to another. Keeping this in mind, we selected the ADI CNN with a window size of 2 seconds for real-time testing of the system as it had good accuracy for all positions. Fig. 13 shows the control flow graph of the algorithm used for real-time execution. The data was sent for classification only when there was at least 2 seconds of continuous data. If the confidence of the predicted activity was less than 80 percent, the activity was classified as none of the seven (class label 0). Once the exercise was classified by the CNN, the data was sent for repetition counting only when there was a change in current predicted exercise to the last predicted exercise and at least 5 seconds of continuous data for last predicted exercise was available. Fig. 14 shows the real-time processing output of the system. The real-time angle-doppler plot is shown on the left and command window on the right shows the predicted activity, its confidence, and actual activity. There were 235 correct predictions by CNN out
Fig. 12. (a) Comparison of real-time prediction and actual activity for window size of 2 seconds, (b) Comparison of real-time prediction and actual activity for window size of 5 seconds, (c) Session report showing duration and repetitions of exercises.

Fig. 13. Flow chart of the real-time implementation algorithm.

of a total 246. Therefore, real-time accuracy of the system was 95.53%. Fig. 12(a) and (b) show the comparison of predicted activity to the actual activity with a window size of 2 and 5 seconds respectively. When the window size is 5 seconds, the CNN performs poorly in detecting the transition from one exercise to another. At the end, the system generates a session report as shown in Fig. 12(c). The report shows the duration of each exercise in seconds followed by repetition count.

The deployment feasibility of a neural network on any device will be ultimately governed by the available memory and computational power of the device. The memory requirement of the network during test time is dominated by the memory required to store intermediate layer outputs and model parameters [21]. Considering single precision floating point format, the total memory requirement of the designed CNN during test time is approximately 7.96 MB. Computation complexity of a CNN can be approximated by calculating the number of floating point operations (FLOPs). The FLOPs count in a forward pass of CNN are dominated by the convolution layer and the fully connected layer [21]. FLOPs for a fully connected layer are equal to product of number of inputs and number of outputs, and for a convolution layer it can be calculated as product of height of input, width of input, previous layer depth, current layer depth, kernel width, and kernel height. The computation details of the CNN are shown in TABLE VIII. This network can be deployed on edge computing devices such as Raspberry Pi 4 or Nvidia Jetson Nano. Raspberry Pi 4B has Broadcom Videocore VI graphics which is capable of 32G (FP32) floating point operations per second (FLOPS) [22]. The Nvidia Jetson Nano has 128 CUDA cores capable of 236G (FP32) FLOPS [23]. Both the devices have available memory in excess of 2 GB and are capable of running deep learning models. Considering the computational power and available memory, both the edge devices will be able to run the trained CNN in real-time.

VII. CONCLUSION

In this paper, we presented mmFit, an edge computing enabled, user privacy preserving, real-time, and contactless fitness tracker system for indoor fitness activities using a single mmwave radar sensor. The contactless configuration helps to avoid the hassle of attaching tracking sensors to body and skin irritation. The system is capable of highly accurate classification and exercise repetition counting in real-time. It is computationally inexpensive to be deployed on IoT connected edge devices. The system can be deployed in a smart home
or smart gymnasium setting with inherent advantage of user privacy preservation.
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