Controlling the ac Stark effect of RbCs with dc electric and magnetic fields
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We investigate the effects of static electric and magnetic fields on the differential ac Stark shifts for microwave transitions in ultracold bosonic $^{87}$Rb$^{133}$Cs molecules, for light of wavelength $\lambda = 1064$ nm. Near this wavelength we observe unexpected two-photon transitions that may cause trap loss. We measure the ac Stark effect in external magnetic and electric fields, using microwave spectroscopy of the first rotational transition. We quantify the isotropic and anisotropic parts of the molecular polarizability at this wavelength. We demonstrate that a modest electric field can decouple the nuclear spins from the rotational angular momentum, greatly simplifying the ac Stark effect. We use this simplification to control the ac Stark shift using the polarization angle of the trapping laser.

I. INTRODUCTION

Experimental interest in ultracold molecules is growing rapidly, spurred on by applications spanning precision measurement [1–11], state-resolved chemistry [12–17], dipolar quantum matter [18–22], quantum simulation [23–28] and quantum information processing [29–35]. Two prominent methods have emerged for producing molecular gases in the ultracold regime. The first relies on association of pre-cooled atoms using magnetooassociation on a Feshbach resonance followed by coherent optical transfer to the rovibronic ground state. When the initial atomic gases are at or near quantum degeneracy, a molecular gas with high phase-space density is produced. Numerous bialkali molecules have been created in this way, including KRb [36], Cs$_2$ [37], Rb$_3$ [38], RbCs [39–41], NaK [41–43], NaRb [44] and NaLi [45]. Significant progress is also being made towards producing molecules from mixtures of open-shell and closed-shell atoms [46–51]. The second method employs direct laser cooling of molecules. Although molecules have complex level structures that make them difficult to cool, there are a few that have almost closed electronic transitions suitable for laser cooling. So far, laser cooling has been demonstrated for SrF [52–55], YO [56], CaF [57–59], YbF [60] and SrOH [61], with several other species being pursued [62–65].

There are many proposals that use polar molecules confined in optical lattices for the simulation of novel problems in many-body physics [23–28, 66–69]. These proposals exploit long-range dipole-dipole interactions between molecules, which can be controlled using dc electric or microwave fields. If the molecules are permitted to tunnel between lattice sites, novel quantum phases, including super-solids and spin glasses, are predicted to emerge [25, 26, 28, 66–69]. Alternatively, if the molecules are pinned to the lattice sites, pseudo-spin excitations encoded in the rotational states of the molecule can propagate in the lattice due to dipolar spin-exchange interactions. This allows exploration of Hamiltonians relevant to quantum magnetism [23, 24, 27, 70–73]. The rich rotational and hyperfine structure of molecules expands the range of Hamiltonians that are accessible. In both cases, the majority of proposals require high occupancy in the lattice. For atoms, high occupancy may be achieved via the Mott-insulator transition [74]. Extending this to two atomic species and then forming molecules from the atomic pairs can lead to high occupancy for the molecules, as demonstrated for ground-state KRb [75] and RbCs Feshbach molecules [76].

To realise a useful simulator, we need to confine molecules in a lattice or optical tweezers in a way that fulfils several criteria. First, the molecules must be adequately confined. This requires a peak laser intensity of at least a few kW cm$^{-2}$. Second, the one-body lifetime, limited by evaporation and off-resonant light scattering, must be much greater than the timescales associated with the evolution of the Hamiltonian under investigation. Third, the ac Stark effect must be controlled such that the coherence time is longer than the characteristic intersite interaction time. Bialkali molecules typically have permanent electric dipole moments of $\sim 1$ D, which for a lattice spacing of $\sim 500$ nm leads to a dipole-dipole interaction energy $\sim h \times 1$ kHz. Rotational coherence times greater than 10 ms are therefore needed. Finally, for molecules like RbCs, which are transferred to the rovibronic ground state from a Feshbach state, it is desirable that the Feshbach state and the ground state have very similar polarizabilities. This prevents excitation into higher bands of the lattice during the optical transfer to the ground state [35, 77]. In the case of RbCs...
molecules, it has been predicted [78] that this last condition should be satisfied for a lattice wavelength near 1064 nm, motivating the present work. In this paper, we investigate the ac Stark effect for $^{87}$Rb$^{133}$Cs molecules (hereafter referred to simply as RbCs) in light of wavelength $\lambda = 1064$ nm. We show that application of a dc electric field parallel to the magnetic field can dramatically simplify the microwave spectrum, as predicted theoretically [79, 81]. We demonstrate that this simplification extends to the ac Stark effect. With a careful choice of laser polarization, RbCs in an optical lattice will be suitable for quantum simulation using the $N = 0$ and $N = 1$ rotational states. En route, we measure the lifetime of RbCs in the optical trap at $\lambda = 1064$ nm, revealing several unanticipated two-photon resonances, and accurately determine the isotropic and anisotropic polarizabilities at this wavelength.

The paper is structured as follows. In Sec. II, we present the theory describing the energy-level structure of RbCs in magnetic, electric, and optical fields. We demonstrate how the use of an electric field simplifies the ac Stark effect and permits the creation of magic-angle traps. In Sec. III, we briefly present our experimental setup. In Sec. IV, we investigate the lifetime of RbCs molecules in the 1064 nm trap. In Sec. V, we report measurements of the isotropic and anisotropic polarizabilities at this wavelength. In Sec. VI, we use these results to control the ac Stark effect, with a view to achieving long rotational coherence times for trapped molecules. Finally, in Sec VII we conclude and consider the implications of our results for quantum science with RbCs molecules.

II. THEORY

We choose to focus on the rotational transition, $N = 0 \rightarrow 1$, and aim to minimise differential ac Stark shifts of this transition for suitable trap depths. To achieve this, we need a detailed understanding of the internal structure of the molecule in the presence of magnetic, electric and optical fields. In this section we describe a general Hamiltonian appropriate for diatomic molecules in the lowest vibrational state of a $1\Sigma^+$ electronic state and then apply it to the specific case of RbCs under experimentally relevant conditions.

A. The Molecular Hamiltonian

The effective Hamiltonian for a diatomic molecule in a single vibrational level $v$ of a $1\Sigma^+$ electronic state is [79, 82]

$$ H = H_{\text{rot}} + H_{\text{hf}} + H_{\text{ext}}, $$

where $H_{\text{rot}}$ is the Hamiltonian associated with the rotational degree of freedom, $H_{\text{hf}}$ is the hyperfine structure, and $H_{\text{ext}}$ is associated with interaction between the molecule and external fields. We will discuss each of these terms below.

The rotational structure for low-lying rotational states is well described by [79, 82, 83]

$$ H_{\text{rot}} = B_v N^2 - D_v N^2 N^2. $$

Here $N$ is the rotational angular momentum operator, $B_v$ is the rotational constant and $D_v$ is the centrifugal distortion constant. The eigenstates of this Hamiltonian are simply the spherical harmonics; we denote these states by kets $|N, M_N\rangle$, where $N$ is the rotational quantum number and $M_N$ is the projection of the rotational angular momentum onto the space-fixed $z$ axis.

The hyperfine term in Eq. 1 has four contributions [79, 84]

$$ H_{\text{hf}} = H_{\text{quad}} + H_{I I}^{(0)} + H_{I I}^{(2)} + H_{N I}, $$

where

$$ H_{\text{quad}} = \sum_{j=Rb,Cs} eQ_j \cdot q_j, $$

$$ H_{I I}^{(0)} = c_4 I_{Rb} \cdot I_{Cs}, $$

$$ H_{I I}^{(2)} = -c_3 \sqrt{6} T^2 (C) \cdot T^2 (I_{Cs}, I_{Rb}) $$

$$ H_{N I} = \sum_{j=Rb,Cs} c_j N \cdot I_j. $$

$H_{\text{quad}}$ represents the interaction between the nuclear electric quadrupole of nucleus $j$ ($eQ_j$) with the electric field gradient at the nucleus ($q_j$). $H_{I I}^{(0)}$ and $H_{I I}^{(2)}$ are the scalar and tensor nuclear spin-spin interactions, with strengths governed by the coefficients $c_4$ and $c_3$. The second-rank tensors $T^2$ describe the angular dependence and anisotropy of the interactions [84]. $H_{N I}$ is the interaction between the nuclear magnetic moments and the magnetic field generated by the rotating molecule and has a coupling constant $c_j$ for each of the two nuclei.

The term $H_{\text{ext}}$ describes interactions between the molecule and external fields. Here this includes the Zeeman effect, the dc Stark effect and the ac Stark effect, with the Zeeman effect, the dc Stark effect and the ac Stark effect,

$$ H_{\text{ext}} = H_{\text{Zeeman}} + H_{\text{dc}} + H_{\text{ac}}. $$

The Zeeman term describes interactions of the rotational and nuclear magnetic moments with the external magnetic field (B) and is

$$ H_{\text{Zeeman}} = -g_N \mu_N N \cdot B $$

$$ - \sum_{j=Rb,Cs} g_j (1 - \sigma_j) \mu_N I_j \cdot B. $$

The first term accounts for the magnetic moment generated by the rotation of the molecule, characterised by the rotational $g$-factor $g_N$. The second term accounts for the nuclear spin contributions, characterised by the nuclear $g$-factors $g_j$ shielded isotropically by the factor $\sigma_j$. [79].
In both terms \( \mu_N \) is the nuclear magneton. For our analysis we designate the axis of the magnetic field \( B \) as the space-fixed \( z \) axis and its magnitude as \( B_z \).

The dc Stark effect describes the interaction between the molecular dipole moment and a static electric field \( E \), and is

\[
H_{dc} = -\mathbf{\mu} \cdot \mathbf{E}.
\]

(7)

The matrix elements of the dipole moment operator, \( \mathbf{\mu} \), are \[82\]

\[
\langle N, M_N | \mathbf{\mu} | N', M_N' \rangle = \sum_{i=-1,0,+1} \mu_i \hat{\epsilon}_i \sqrt{(2N+1)(2N'+1)}\langle -M_n | M_n' \rangle,
\]

where \( \hat{\epsilon}_i \) is a unit vector along the axes \( x - iy, z \) and \( x + iy \) for \( i = -1, 0, +1 \) respectively. \( \mu_i \) is the permanent dipole moment of the molecule in the molecule-fixed frame and the symbols in parentheses are Wigner 3j symbols. \( i = -1, 0, 1 \) correspond to \( \sigma_+, \pi, \sigma_- \) transitions, respectively, which can change \( M_N \) by \( +1, 0, -1 \) when a photon is absorbed. We restrict \( E \) to lie along \( z \), with magnitude \( E_z \), so that only the term with \( i = 0 \) contributes to the dc Stark effect.

The ac Stark effect arises from the interaction of an off-resonant oscillating electric field \( E_{ac} \) with the frequency-dependent molecular polarizability tensor \( \alpha \) \[85\]. It is

\[
H_{ac} = -\frac{1}{2} E_{ac} \cdot \mathbf{\alpha} \cdot E_{ac}.
\]

(9)

For a linear diatomic molecule, the polarizability along the internuclear axis, \( \alpha_\parallel \), is greater than that perpendicular to it, \( \alpha_\perp \). The overall polarizability of the molecule is therefore anisotropic. For a molecule oriented at an angle \( \theta \) to the laser polarization, the polarizability is

\[
\alpha(\theta) = \alpha_\parallel \cos^2 \theta + \alpha_\perp \sin^2 \theta
\]

\[
= \alpha^{(0)} + \alpha^{(2)} P_2(\cos \theta),
\]

(10)

where \( \alpha^{(0)} = \frac{1}{2}(\alpha_\parallel + 2\alpha_\perp) \), \( \alpha^{(2)} = \frac{3}{2}(\alpha_\parallel - \alpha_\perp) \) and \( P_2(x) = (3x^2 - 1)/2 \) is the second-order Legendre polynomial \[82\]. We consider the case where the laser is polarized in the \( xy \) plane at an angle \( \beta \) to the \( z \) axis. To transform the polarizability from the molecular frame to laboratory coordinates requires a rotation through angle \( \beta \) about \( y \). The matrix elements of Eq. \[82\] in the basis set \[N,M_N\] are \[85\]

\[
\langle N, M_N | H_{ac} | N', M_N' \rangle = -\frac{I \alpha^{(0)}}{2E_{ac}} \delta_{N,N'} \delta_{M_N,M_N'}
\]

\[
-\frac{I \alpha^{(2)}}{2E_{ac}} \sum_M d_{M0}^2(\beta)(-1)^{M_N} \sqrt{(2N+1)(2N'+1)}
\]

\[
\times \begin{pmatrix} N' & 2 & N \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} -M_N' & M & M_N \end{pmatrix}.
\]

(11)

Here \( I \) is the laser intensity, \( \delta_{A,B} \) is a Kronecker delta and \( d_{M0}^2(\beta) \) is a reduced Wigner rotation matrix.

The term proportional to the isotropic part, \( \alpha^{(0)} \), produces an equal energy shift of all \( \langle N, M_N \rangle \). The term proportional to the anisotropic part, \( \alpha^{(2)} \), has more complicated behavior: for \( N > 0 \) it has elements both diagonal and off-diagonal in \( M_N \) that depend on \( \beta \). If we consider only matrix elements with \( N = N' = 1 \), the matrix representation of the term proportional to \( I \alpha^{(2)} \) is

\[
\left( I \alpha^{(2)} \right) \left( \frac{5}{2} \times 2E_{ac} \right)
\]

\[
\times \begin{pmatrix} P_2(\cos \beta) & \frac{3}{\sqrt{2}} \sin \beta \cos \beta & -\frac{3}{2} \sin^2 \beta \\ \frac{3}{\sqrt{2}} \sin \beta \cos \beta & -2P_2(\cos \beta) & -\frac{3}{\sqrt{2}} \sin \beta \cos \beta \\ -\frac{3}{2} \sin^2 \beta & -\frac{3}{\sqrt{2}} \sin \beta \cos \beta & P_2(\cos \beta) \end{pmatrix},
\]

(12)

where rows and columns are in the order \( M_N, M_N' = -1, 0, 1 \).

We construct the Hamiltonian in a fully uncoupled basis set. The eigenstates are

\[
| \psi_{hi} \rangle = \sum_{N,X} A_X | N, M_N \rangle | i_{RB}, m_{RB} \rangle | i_{CS}, m_{CS} \rangle,
\]

(13)

where \( | i_j, m_j \rangle \) represents a basis function for nucleus \( j \) with nuclear spin \( i_j \) and projection \( m_j \) and \( X \) collectively represents the quantum numbers \( M_N, m_{RB}, m_{CS} \). At the fields we consider here, it is sufficient to include basis functions with \( N \leq 5 \). The mixing of different values of \( N \) is relatively weak; \( N \) is not a good quantum number, but it remains a useful label for the eigenstates.

The hyperfine term in the Hamiltonian mixes states with different values of \( M_N, m_{RB} \) and \( m_{CS} \), though it conserves their sum, \( M_F = M_N + m_{RB} + m_{CS} \). It is also weakly off-diagonal in \( N \). Accordingly, the eigenstates can be mixtures of many different rigid-rotor and nuclear-spin states, even in the absence of external fields.

The Zeeman, dc Stark and ac Stark terms are diagonal in \( m_{RB} \) and \( m_{CS} \). The Zeeman term is also diagonal in \( N \) and \( M_N \). For an electric field along \( z \), the dc Stark term is diagonal in \( M_N \) but is off-diagonal in \( N \) with \( \Delta N = \pm 1 \). When \( \beta = 0 \), so that the trapping laser is polarized along \( z \), \( H_{ac} \) is diagonal in \( M_N \), but weakly off-diagonal in \( N \) with \( \Delta N = 0, \pm 2 \). Under these circumstances, the entire Hamiltonian is diagonal in \( M_F \), so it is a good quantum
number. For $\beta \neq 0$, however, $H_{ac}$ is off-diagonal in $M_N$ and hence in $M_F$. In this case no good quantum numbers exist.

B. Application to RbCs

We now apply the full Hamiltonian of Eq. 1 to Eq. 11 to RbCs molecules in the $v = 0$ state of the $^3\Sigma^+$ electronic state, as used in our experiments. We use the spectroscopic constants tabulated in ref. [50], determined from microwave spectroscopy or from the calculations of ref. [51] where necessary. The nuclear spins of $^{87}\text{Rb}$ and $^{133}\text{Cs}$ are $I_{\text{Rb}} = 3/2$ and $I_{\text{Cs}} = 7/2$, respectively. At small magnetic fields ($B_z < 10$ G) these couple to one another and to the rotational angular momentum to form a resultant $F$. For $N = 0$ there are four zero-field levels with $F = 2$, 3, 4, 5; these split into a total of $(2N + 1)(2I_{\text{Rb}} + 1)(2I_{\text{Cs}} + 1) = 32$ Zeeman sub-levels in a magnetic field. For $N = 1$, the number of sub-levels is increased to 96 because of the additional rotational angular momentum. We designate individual sub-levels $(N, M_F)_i$, where $i$ distinguishes between those with the same values of $N$ and $M_F$, in order of increasing energy at 181.5 G; the lowest sub-level for each $(N, M_F)$ is designated $i = 0$.

In Fig. 1(a) we show the energies of the sub-levels for $N = 0$ and 1 as a function of magnetic field in the absence of dc and ac electric fields. In our apparatus, we produce RbCs molecules at a magnetic field of 181.5 G in the lowest hyperfine sublevel, $(N, M_F)_i = (0, 5)_0$, which has well-defined nuclear spin projections $m_{\text{Rb}} = 3/2$ and $m_{\text{Cs}} = 7/2$. At this magnetic field, $F$ is no longer a good quantum number but transitions with $\Delta N = 1$ and

$\Delta M_F = 0, \pm 1$ have significant strength. In Fig. 1(a), we have highlighted the three sub-levels of $N = 1$ with $M_F = 5$. Because of the nuclear quadrupole interaction, Eq. 16, these states have components with different nuclear spin projections; this can be exploited to change the nuclear spin state in the ground rotational state [14, 80, 86–88].

In Fig. 1(b) we show the level energies at 181.5 G as a function of a small electric field $E_z < 150$ V cm$^{-1}$, parallel to the magnetic field. For $N = 0$ the sub-levels are parallel to one another as a function of electric field, because every sub-level has the same rotational projection $M_N = 0$. For $N = 1$, by contrast, there is a pattern of crossings and avoided crossings as the states split according to $|M_N|$. The branch with $M_N = 0$ is higher in energy than that with $M_N = \pm 1$. The strength of the blue highlighting in Fig. 1(b) indicates the value of the relative transition strength for microwaves polarized along $z$. This is proportional to $|\mu_{zi}|^2$, where $\mu_{zi}$ is the $z$ component of the transition dipole moment $\mu_{zi} = \langle 0 | \mu | i \rangle$; here $|0\rangle$ and $|i\rangle$ are the state vectors for the sub-levels $(0, 5)_0$ and $(1, 5)_i$. Of the three transitions allowed for microwaves polarized along $z$ in parallel fields, only one retains its strength as electric field increases. This is the one that is predominantly $M_N = 0$ at high field, and correlates with $(1, 5)_2$ at zero field. By applying an electric field, we suppress the effect of the nuclear spins on the internal structure.

In Fig. 2(a) we increase the electric field further to 1000 V cm$^{-1}$. The dc Stark shift is approximately quadratic; at 400 V cm$^{-1}$ only the state $(1, 5)_2$ has any appreciable transition dipole moment from $(0, 5)_0$. We show the evolution of the relative transition strength in Fig. 2(b) by shading the appropriate energy level in the Stark map; we also show the numerical values of $|\mu_{zi}|$.
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In Fig. 3(a) we show the ac Stark shift without an electric field, and can be constructed from the spherical harmonics alone [31, 89].
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Note the different offsets on the transition frequency axes due to the internal structure; for this we drop \( H_z \).

\[ \beta \]

For states that are predominantly \( N \), \( M_N \) for states that are predominantly \( M_N = 0 \). This implies that a simpler Hamiltonian can be used to explain the internal structure; for this we drop \( H_{hf} \) and \( H_{Zeeman} \) from Eq. [4] to leave a simpler hindered-rotor Hamiltonian [31] [89] [90]. The eigenstates of this simpler system do not depend on the nuclear spin degrees of freedom and can be constructed from the spherical harmonics alone [31] [89].

\[ |\psi_{\text{hindered}}\rangle = \sum_{N'} A_{NN'} |N', M_N\rangle. \tag{14} \]

The application of an electric field greatly simplifies the hyperfine structure, and leads to more linear ac Stark shifts in the presence of \( E_{ac} \). In Fig. 3 we show the shifts of the transitions with \( \Delta M_F = 0 \) as a function of laser intensity, with a dc magnetic field of 181.5 G, for three laser polarization angles: \( \beta = 0^\circ \), \( \beta_{\text{magic}} \) and \( 90^\circ \). Here \( \beta_{\text{magic}} \) is the “magic angle” that occurs at the point where \( P_2(\cos \beta) = 0 \), which is \( \beta_{\text{magic}} \approx 54.7^\circ \) [91] [92]. At this angle the diagonal elements of Eq. [4] are reduced to zero. In Fig. 3(a) we show the ac Stark shift without an electric field. For \( \beta \neq 0^\circ \), the intensity dependence is non-trivial, with a rich pattern of avoided crossings. We have previously shown that, whilst these avoided crossings can be used to minimise the differential ac Stark shift locally for certain transitions [94], their effectiveness in producing an intensity-insensitive trap is limited. In this region the ac Stark shift can be adequately quantified only by the gradient of the transition frequency \( f \) with respect to intensity \( I \). This gives a measure of the “local” differential polarizability, which depends strongly on intensity. We contrast this with the behavior in Fig. 3(b), where an electric field of 300 V cm\(^{-1}\) has been introduced. The states are now well represented by Eq. [14], and this leads to \( df/dI \) independent of intensity. Most importantly, \( df/dI \) can be reduced to zero at the magic angle [91] [92].

The simplified internal structure is less sensitive to variation in the external trapping potential. For molecules at a temperature of 1.5 \( \mu K \), a suitable trap has depth \( \sim k_B \times 15 \mu K \approx h \times 300 \) kHz. This depth is comparable to the hyperfine splitting and so variations in laser intensity as molecules move around the trap can strongly change the structure. By contrast, when states with different values of \( |M_N\rangle \) are separated by more than 1 MHz, as is the case at \( E_z > 100 \) V cm\(^{-1}\), the ac Stark effect is much weaker than the energy splitting and so sensitivity to such variations is reduced.

### III. DETAILS OF THE EXPERIMENT

Our experimental apparatus and method for creating ultracold RbCs molecules have been discussed in previous publications [40] [95] [99]. In this work we create a sample of up to \( \sim 3000 \) RbCs molecules in their absolute ground state at a temperature of 1.5(1) \( \mu K \) by magnetoassociation on an interspecies Feshbach resonance [99], followed by transfer to the rovibronic and hyperfine ground state by stimulated Raman adiabatic passage (STIRAP) [10] [99]. The magnetoassociation is performed in a crossed optical dipole trap (ODT) operating at \( \lambda = 1550 \) nm, but the STIRAP is performed in free space to avoid spatially varying ac Stark shifts [98] [99].

A uniform magnetic field of 181.5 G is present throughout the STIRAP. Once prepared in the ground state, the molecules may be recaptured in the ODT and/or interrogated with microwave fields to drive transitions to rotationally excited states [89]. Detection is performed by reversing the STIRAP and magnetoassociation steps, breaking the molecules apart into their constituent atoms, which are then imaged using conventional absorption imaging. We are therefore able to detect molecules only when they are in the specific rotational and hyperfine state addressed by STIRAP.

In this work we consider the ac Stark shift at \( \lambda = 1064 \) nm. The 1064 nm light is derived from a Nd:YAG based master-oscillator-power-amplifier (MOPA) system. We monitor the laser frequency using a HighFinesse WS-U wavemeter. The wavemeter output is used as the input to a software-based servo loop which provides feedback to the temperature of the MOPA’s Nd:YAG crystal to stabilise the output frequency. Using this approach we are able to stabilise the frequency of the light to \( \sim 10 \) MHz over a tuning range of \( \sim 24 \) GHz. For trapping we can split the light into two beams which form a second...
crossed optical trap. For our spectroscopic work we require only a single beam, which has a waist of 173(1) µm; the large waist ensures the molecules experience a nearly homogeneous intensity.

To control the rotational and hyperfine state of the molecule, we use resonant microwaves [85, 86, 94]. The microwaves are emitted by two omni-directional quarter-wave antennas, tuned to the $N = 0 \rightarrow 1$ transition frequency. Each antenna is connected to an independent signal generator, frequency referenced to a 10 MHz GPS reference. The microwave output can be switched on a nanosecond timescale and is controlled externally by TTL synchronised to the experimental sequence. The antennas are oriented perpendicularly to each other; in free space one would produce microwaves linearly polarized along $z$ and the other would produce microwaves linearly polarized in the $xy$ plane. We find that both antennas actually generate a strong component polarized along $z$; we attribute this to the presence of magnetic field coils that are separated along $z$ by significantly less than a quarter of the microwave wavelength.

For the generation of dc electric fields, two pairs of electrodes are mounted around the UHV fused silica cell in which the ultracold molecules are prepared [10]. The electrodes are arranged such that the electric field maximum is located at the position of the ODT. As the cell is dielectric, some remnant charge can build up on the glass. We find that limiting the maximum electric field we apply to 500 V cm$^{-1}$ reduces the impact of the electric field variation on our spectroscopic measurements, within a single experimental run, to less than the $\sim 10$ kHz Fourier width associated with our square microwave pulses. Additionally, between experimental runs, high-power UV light (up to 3 W with wavelength 365 nm) irradiates the cell for 1 s, removing any accumulated charges.

IV. OPTICAL TRAPPING IN THE GROUND STATE

Theoretical analysis shows that the polarizability of RbCs in the ground vibronic state is dominated by transitions to vibrational levels of the $A^1\Sigma$ and $B^3\Pi$ states [78, 101]. The potential minima of these states lie 300 THz and 410 THz above the vibronic ground state, respectively. This is higher in energy than the $\sim h \times 281$ THz provided by one photon with $\lambda = 1064$ nm. It is worth noting that, due to spin-orbit coupling, the lowest levels of the $b^3\Pi$ electronic state have significant singlet character, which produces strong resonant behavior from $h \times 262$ THz to $h \times 270$ THz even though singlet-triplet transitions are forbidden. The calculations indicate that the polarizabilities of the ground and Feshbach molecular states vary smoothly from 270 THz to 300 THz (wavelengths from 1020 nm to 1110 nm), and predict that the difference between them crosses zero at 1064.96 nm [78]. The transitions to vibronic levels of the $b^3\Pi$ state in this wavelength range are suppressed by negligible Franck-Condon factors [78, 101]. Nevertheless, during initial attempts to load RbCs molecules into an ODT of $\lambda \approx 1064$ nm, we observed loss of ground-state molecules that was orders of magnitude faster than the near-universal collisional losses that typically dominate our experiments [102, 103].

To investigate the optical losses, we trap ground-state molecules in the crossed optical dipole trap at $\lambda = 1550$ nm and pulse on the light at $\lambda = 1064$ nm in a single beam to perform spectroscopy. We find that the loss of molecules is very sensitive to laser frequency, with several resonances in the region accessible to us. To determine the nature of these resonances, we designate one of the resonant frequencies $f_0 = 281.634630(2)$ THz and stabilise the laser to this frequency; we apply additional modulation of 35 MHz at a rate of 5 kHz to remove error due to frequency tuning. We measure the loss of molecules as a function of time due to the resonant light. Example loss measurements are shown in Fig. 4(a).

We examine the density dependence of the loss by reducing the starting number of ground-state molecules, while keeping all other experimental parameters the same. Fig. 4(b) shows the rate of change of the fraction remaining, over the first 15 ms, for two samples with a factor of 2 difference in the initial density: this is the largest change that we can make whilst still being able...
to measure an accurate lifetime. The two measurements agree within one standard deviation, so we conclude that the resonant loss is principally a one-body process.

To investigate the mechanism behind the resonant loss, we model the rate of change of density \( n \) as

\[
\dot{n}(r, t) = -k_2 n(r, t)^2 - k_1 n(r, t).
\]  

We fix the rate coefficient for two-body inelastic loss \( k_2 = 4.8 \times 10^{-11} \text{ cm}^3 \text{s}^{-1} \) at the value measured previously \[102\] and extract the rate coefficient \( k_1 \) for resonant loss. We measure \( k_1 \) as a function of the peak intensity of the beam at \( \lambda = 1064 \text{ nm} \). The results are shown in Fig. 5(c). We fit the resulting variation with the function \( k_1 = A \kappa^l \), with \( A \) as a free parameter. We fix \( \kappa = 1, 2, 3 \) corresponding to loss due to a one-, two-, or three-photon process, and find \( \chi_{\text{red}}^2 = 31, 4 \) and 17 respectively. We confirm this fitting by additionally allowing \( \kappa \) to vary: we find \( \kappa = 2.02(8) \) with no significant change in the best value for \( \chi_{\text{red}}^2 \). We conclude that the loss is a two-photon process, with \( A_{\gamma=2} = 25(1) \text{ s}^{-1} \text{ (kW cm}^{-2})^{-2} \).

The resonant loss is a one-body process with quadratic dependence on intensity. We believe it is caused by driving one or more two-photon transitions to an electronically excited state. A pair of photons with \( \lambda = 1064 \text{ nm} \) has sufficient energy to drive transitions to the low-lying levels of the \( (5) \Sigma^+ \) state; its potential curve, shown in Fig. 5(b), has a minimum of energy \( h \times 557 \text{ THz} \) (\( \lambda = 538 \text{ nm} \)) above that of the ground state \[100\].

We can suppress the resonant loss, such that it becomes unobservable in our experiments, by tuning the laser frequency several GHz away from the transition. By doing this, we have been able to load RbCs molecules into an ODT made with 1064 nm light, with the lifetime limited by optical excitation of complexes formed in bimolecular collisions \[102\] \[103\] \[105\].

To resolve transitions we reduce the intensity to \( \sim 1 \text{ kW cm}^{-2} \) and dither the frequency over 35 MHz, pulsing the light on for 50 ms. The dithering artificially broadens the transitions to the level where we can resolve individual lines with our current apparatus. In Fig. 5(a) we show the resulting spectra. We fit the observed lines with a Gaussian function to extract center frequencies with uncertainties of a few MHz. From the \( (0, 5)_0 \) sub-level of \( N = 0 \) we observe two doublets with strongest components at laser frequencies \( f_0 \) and \( f_0 + 1.189(3) \text{GHz} \). This energy splitting is typical for rotational transitions.

To ensure that we can reliably trap excited-state molecules, we repeat the loss spectroscopy for molecules that have been transferred to the \( (1, 5)_0 \) sub-level of \( N = 1 \) by a microwave \( \pi \)-pulse \[86\]. The results are shown in Fig. 5(a) offset by the microwave transition frequency 980.231 MHz. From this state we see markedly different structure, with two doublets and a singlet. The strongest components of the two doublets are at laser frequencies \( f_0 - 0.0903(17) \text{GHz} \) and \( f_0 + 1.834(3) \text{GHz} \). The singlet is at \( f = f_0 - 0.749(6) \text{GHz} \).

We believe that the lines observed are probably due to two-photon transitions of the form \( X^1 \Sigma^+, v = 0, N \rightarrow (5) \Sigma^+, v', N' \). The rotational selection rule for a two-photon transition is \( \Delta N = 0, \pm 2 \). We fit the strongest of each pair of lines in the spectra to the eigenvalues of the rotational Hamiltonian \( B'_{\Sigma}, N'(N' + 1) \), weighted by the error in the center frequencies extracted from the

Figure 5. Resonant two-photon loss of ground-state molecules in the presence of light with \( \lambda = 1064 \text{ nm} \). (a) The fraction of molecules trapped with light at \( \lambda = 1550 \text{ nm} \) that remain after exposure to light with \( \lambda = 1064 \text{ nm} \), as a function of laser frequency. Measurements are shown for molecules prepared in \( N = 0 \) (blue) or \( N = 1 \) (red). To display the results on a continuous scale corresponding to the excited-state energy, we plot the horizontal axes as twice the laser frequency (offset from \( f_0 = 281, 634.630(2) \text{ GHz} \)) and offset the measurements for \( N = 1 \) by \( 2 \times B_{\Sigma=0}/h = 980.231 \text{ MHz} \) on the top axis. Each data point is the average of 3 runs, with error bars indicating the standard deviation; the solid lines are Gaussian fits to the data. The vertical dashed lines indicate the excited-state rotational structure for \( B'_{\Sigma} = h \times 389.9(4) \text{ MHz} \). (b) The potential energy curves for low-lying electronic states of RbCs \[100\]. The black arrows indicate the energies of one- and two-photon transitions at \( \lambda = 1064 \text{ nm} \).
fits. This gives $B'_c = h \times 389.9(4) \text{ MHz}$, which compares favorably with the theoretical value of 410 MHz [100], calculated at the potential minimum of the $^5\Sigma$ state.

V. DETERMINING THE POLARIZABILITY

A. Isotropic polarizability in the ground state

As described in section [11], the isotropic part of the polarizability, $\alpha^{(0)}$, produces an equal energy shift of all $(N, M_F)_J$ states, whilst the term proportional to $\alpha^{(2)}$ is non-zero only for $N > 0$. Thus only $\alpha^{(0)}$ contributes to the trapping potential for $N = 0$. The value of this component can be found either by direct trap frequency measurements, e.g. through parametric heating [55], or by the differential ac Stark shift between two vibronic states. We choose the second method and measure the intensity-dependent energy shift of the ground state with respect to a weakly-bound Feshbach state. In Fig. 6, we show the two-photon transition used in STIRAP [98], measured with and without the light of wavelength 1064 nm. Hereafter we refer to this light as the “trapping light”, it is delivered in a single beam with a waist of 173(1) $\mu$m, and peak intensity of 8.60(7) kW cm$^{-2}$.

Two-photon transitions might produce a term in the Hamiltonian proportional to $I^2$, corresponding to a 4th-order hyperpolarizability. To ascertain whether such effects are significant, we perform measurements with the trapping laser tuned approximately $\pm 10$ GHz from the loss features observed in Fig. 5. The energy shifts measured above and below the transitions are $h \times 68(8)$ kHz and $h \times 68(9)$ kHz respectively. These identical shifts confirm that the laser frequency is far from resonance with the two-photon transitions.

The measured energy shift gives the difference in polarizability between the ground and Feshbach states. The molecule’s constituent atoms interact very weakly in the Feshbach state, so its polarizability is just the sum of the atomic polarizabilities $\alpha_{Rb}$ and $\alpha_{Cs}$, which are well known [100]. The weighted average of our two measurements yields the polarizability of the rovibronic ground state. Because of rotational averaging, this is equivalent to the isotropic polarizability of the ground vibronic state, $\alpha^{(0)} = \alpha_{Rb} + \alpha_{Cs} + 4\pi\varepsilon_0 \times 1.7(4) \times 10^2 \alpha_0^3$.

Our measurement corresponds to a ratio of the ground-state and Feshbach polarizabilities ($\alpha^{(0)}/(\alpha_{Rb} + \alpha_{Cs})$) of 1.09(2). This is significantly different from the value of 1.00006 predicted by Vexiau et al. [78]. Our previous work [55] at a wavelength of 1550 nm found good agreement between the experimental ratio of 0.88(1) and the predicted value of 0.874. The difference observed here may arise because the polarizability at $\lambda = 1550$ nm is dominated by far-detuned transitions to the $A^1\Sigma$ state, whereas $\lambda = 1064$ nm is closer to resonance and the polarizability is more sensitive to the frequencies and strengths of individual transitions.
B. Anisotropic polarizability

In this section we determine the value of the anisotropic polarizability, $\alpha^{(2)}$. We use microwave spectroscopy of the $N = 0 \rightarrow 1$ rotational transition in RbCs, with an applied magnetic field of 181.5 G. The measurements in the previous subsection are insensitive to $\alpha^{(2)}$, because it does not affect trapping in the rotational ground state. However, $\alpha^{(2)}$ is always important for $N > 0$. Moreover, states with permanent laboratory-frame dipole moments always involve mixtures of rotational states and so $\alpha^{(2)}$ is needed whenever an electric field is applied.

We measure the value of $\alpha^{(2)}$ for RbCs at $\lambda = 1064$ nm by considering the frequency shift of the rotational transitions as a function of laser intensity. In Fig. 8, we show the ac Stark maps for $\beta = 0^\circ$ and $90^\circ$. The mixing of hyperfine states causes complex patterns of crossings and avoided crossings. We calculate these patterns by diagonalising the full Hamiltonian of Eq. 11 to Eq. 13. We fit simultaneously to the experimental microwave spectra for $\beta = 0^\circ$ and $90^\circ$ and obtain a good fit with the single value $\alpha^{(2)}/4\pi\epsilon_0 = 1997(6) a_0^3$. This contrasts with previous work [50] at $\lambda = 1550$ nm that required separate values of $\alpha^{(2)}$ at $\beta = 0^\circ$ and $\beta = 90^\circ$.

With knowledge of both parts of the polarizability, we have determined all the parameters in both the full hyperfine and hindered-rotor Hamiltonians described in Section II. Accordingly, all results in the remainder of the paper are presented without free parameters.

VI. CONTROLLING THE AC STARK EFFECT

A. In a magnetic field

We first investigate the effect of the polarization of the trapping light on the ac Stark effect in the absence of an electric field. We fix the intensity of the trapping light at 1.05(1) kW cm$^{-2}$ and vary the polarization angle. Fig. 9(a) shows the polarization-dependent Stark shift at (i) 181.5 G and (ii) 355 G. In both cases the ac Stark shift deviates from the form proportional to $P_2(\cos \beta)$ expected from models that ignore hyperfine structure; the frequency shift actually crosses zero at $\beta = 63(1)^\circ$. To investigate the intensity dependence at this zero-crossing we fix the polarization at this angle and vary the intensity at both magnetic fields; these measurements are shown in Fig. 9(b). In both cases the light shift shows a maximum as a function of intensity and crosses zero with substantial gradient.

The results in Fig. 8 indicate that hyperfine effects play a significant role in the ac Stark effect under these conditions. The hyperfine interactions mix states with different values of $M_N$ in Eq. 13 so that the ac Stark effect...
Figure 10. The ac Stark shifts of transitions $N = 0 \rightarrow N = 1$ with a dc electric field along the uniform 181.5 G magnetic field. The shifts are shown as a function of (a) the polarization angle ($\beta$) of the trapping laser with an electric field of 300 V cm$^{-1}$ and a laser intensity of 3.12 kW cm$^{-2}$; and (b) the laser intensity with $\beta$ fixed to the magic angle indicated in (a) by the dashed line. Each point is the fitted center frequency from a measured microwave spectrum for the $(0,5)_0 \rightarrow (1,5)_2$ line; the uncertainties are a few kHz, which is too small to be seen at this scale. The solid lines show the results of the hyperfine-free hindered-rotor Hamiltonian. The lines are labeled with $|M_N|$ for $N = 1$; the ac Stark term mixes states with $M_N = \pm 1$, and the resulting combinations are labeled $1^\pm$. The shaded regions indicate the error due to the uncertainty in $\alpha^{(2)}$, though the scatter in the experimental points is dominated by electric field noise.

has a different dependence on angle. It is expected that, at higher magnetic fields, the nuclear spins will decouple from the rotational angular momentum. However, this does not happen for RbCs at the magnetic fields we use; this is unsurprising in view of the small magnetic moments in the molecule, compared to the hyperfine structure and ac Stark effect. Our calculations including hyperfine structure show that the field would need to be $\sim 700$ G for the $|N = 1, M_N = 0, m_{\mathrm{Rh}} = 3/2, m_{\mathrm{Cs}} = 7/2\rangle$ component of the state $(1,5)_0$ to be greater than 99%.

B. In combined electric and magnetic fields

In the molecular frame RbCs has a permanent electric dipole moment of 1.23 D. Because of this, there is stronger coupling to dc electric fields than to a dc magnetic field. A modest electric field is sufficient to decouple the rotational and nuclear angular momenta. In Fig. 11(a) we show the calculated Stark shifts and relative strengths of the microwave transitions from the state $(0,5)_0$ over a similar range to Fig. 2(a). A field of 100 V cm$^{-1}$ is sufficient to split the $N = 1$ rotational level into two branches with $M_N = 0$ and $\pm 1$ and to reach 99% state purity for $(1,5)_2$.

Figure 11. The ac Stark shift of the transition $(0,5)_0 \rightarrow (1,5)_h$ in an electric field of 100.8 V cm$^{-1}$ as a function of the intensity of the trapping laser. The shifts are shown for two values of the polarization angle, $\beta$. Each point is the fitted center frequency from a measured microwave spectrum; the uncertainties are a few kHz. The continuous lines are the results from the full Hamiltonian including hyperfine and Zeeman terms. Transition strengths for microwaves polarized along $z$ are coded as in Fig. 8.

In Fig. 10(a) we show the polarization dependence of the ac Stark shift in a dc electric field of 300 V cm$^{-1}$, using a fixed intensity of 3.12 kW cm$^{-2}$. In this case the measured points agree within one standard deviation with the results of the hyperfine-free hindered-rotor Hamiltonian, using the previously measured value of $\alpha^{(2)}$. This shows that even a modest electric field can decouple $N_i$, $i_{\mathrm{Rh}}$, and $i_{\mathrm{Cs}}$.

To test the remaining ac Stark shift, we fix the polarization angle $\beta$ of the trapping laser to the predicted magic angle of 54.7° and vary the intensity of the light. The results are shown in Fig. 10(b) for three electric fields. We see that the ac Stark shift scales approximately as $I^2$; this phenomenon is often termed “hyperpolarizability”, but it is important to recognise that it is completely described within Eq. 11 which includes only electronic polarizability and not hyperpolarizability. At higher electric fields the effect of $\alpha^{(2)}$ is reduced; at 300 V cm$^{-1}$ the maximum frequency shift due to $\alpha^{(2)}$ is 10.0(1.6) kHz, although that due to the dc Stark effect is $\sim 20$ MHz. This simplified ac Stark shift comes at the cost of increased sensitivity to electric field noise, which we believe is at the level of one part in a thousand in the present experiments, and is responsible for the remaining scatter in Fig. 10(b).

C. Beyond the magic angle

At the magic angle, $\beta_{\text{magic}} \approx 54.7°$, the diagonal terms of Eq. 11 are zero. In a state that is well described by a single basis function $|N = 1, M_N\rangle$, this removes the com-
component of the ac Stark shift due to $\alpha^{(2)}$. Previous work has focused on finding the magic angle \cite{92, 93}. However due to the quadratic intensity dependence of the remnant ac Stark shift, as seen in Fig. 10(b) and Fig. 11(a), the differential polarizability is reduced to zero at $I = 0$. Here we describe a tunable arrangement in which the total frequency shift is reduced to near zero at an intensity suitable for trapping. This technique does not require full decoupling of the nuclear spins from the rotation, so it can be used at much smaller electric fields, reducing the sensitivity to electric field noise.

In Fig. 11 we compare the ac Stark shifts of the $(N, M_N) = (0, 0) \rightarrow (1, 0)$ transition at two different polarization angles with the results of the full Hamiltonian including hyperfine structure. At $\beta_{\text{magic}}$, shown in Fig. 11(a) the ac Stark shift increases almost quadratically with intensity. However, by tuning the polarization angle away from $\beta_{\text{magic}}$ we can engineer a broad minimum at a required intensity; for $I \approx 6 \text{ kW cm}^{-2}$, this occurs at $\beta = 47^\circ$, as seen in Fig. 11(b). This intensity corresponds to a trap depth of 27 $\mu$K in the rotational ground state, so would be suitable for trapping molecules at our current molecular temperature of 1.5 $\mu$K.

We quantify the expected transition frequency spread $\Delta f$ for a 4\% spread in intensity by evaluating the Taylor expansion of the ac Stark map at $I = I_0$ and $I_0 - \Delta I$ for the two cases shown in Fig. 11. For $\beta = 54.7^\circ$ we obtain $\Delta f = 1.5$ kHz. By contrast, for $\beta = 47^\circ$, where we have optimised the intensity to minimise differential Stark shifts, we obtain $\Delta f = 33$ Hz. The coherence time in this arrangement should scale with $1/\Delta f \sim 30$ ms. For comparison, Seefelberg et al. \cite{93} trapped $^{23}\text{Na}^{40}\text{K}$ in an electric field in a spin-decoupled optical lattice and observed a coherence time of 8.7(6) ms.

\section{VII. OUTLOOK AND SUMMARY}

In this work we have characterized the behavior of the RbCs molecule in light of wavelength 1064 nm. We have found that the lifetime of the molecule in traps of this wavelength can be severely impacted by two-photon transitions to the $(5)\Sigma^+$ state, which were not predicted by theory. However, there are regions between these transitions where the losses are not significantly enhanced. We have determined the isotropic polarizability of the molecule in these regions with optical spectroscopy of the rovibronic ground state. We have also found the anisotropic polarizability by observing the ac Stark effect on hyperfine components of the $N = 0 \rightarrow 1$ rotational transition using microwave spectroscopy with kHz precision.

We have studied the impact of applying additional dc electric and magnetic fields on the ac Stark shift. A magnetic field beyond our current experimental capability would be required to reduce the impact of the hyperfine structure. However, we have found that a modest electric field is sufficient to decouple the rotational motion from the nuclear spins and simplify the hyperfine structure. Under these circumstances we can model the structure using a hindered-rotor Hamiltonian, without hyperfine or Zeeman terms.

Our medium-term goal is to achieve long coherence times for molecules in optical lattices and tweezers. To achieve this, we need to reduce the dependence of the ac Stark shift on laser intensity, at intensities high enough for trapping. We have found that this may be achieved for RbCs by applying a moderate dc electric field and adjusting the polarization angle of the laser. The optimum polarization angle is close to the “magic angle” of 45.7$^\circ$ for low laser intensities, but different polarization angles are needed at the higher intensities necessary for trapping. This result opens the way to using arrays of RbCs molecules as a platform for quantum simulation.
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