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K-mer-based methods are widely used in bioinformatics for various types of sequence comparison. However, a single mutation will mutate $k$ consecutive k-mers and makes most k-mer based applications for sequence comparison sensitive to variable mutation rates. Many techniques have been studied to overcome this sensitivity, e.g., spaced k-mers and k-mer permutation techniques, but these techniques do not handle indels well. For indels, pairs or groups of small k-mers are commonly used, but these methods first produce k-mer matches, and only in a second step, a pairing or grouping of k-mers is performed. Such techniques produce many redundant k-mer matches due to the size of $k$.

Here, we propose strobemers as an alternative to k-mers for sequence comparison. Intuitively, strobemers consists of linked minimizers. We show that under a certain minimizer selection technique, strobemers provide more evenly distributed sequence matches than k-mers and are less sensitive to different mutation rates and distributions. Strobemers also produce a higher total match coverage across sequences. Strobemers are a useful alternative to k-mers for performing sequence comparisons as commonly used in sequence alignment, clustering, classification, and error-correction. A reference implementation with code for analyses is available at https://github.com/ksahlin/strobemers.

**Introduction**

The decreased sequencing costs have led to a dramatic increase in sequencing data over the past two decades, which has prompted development of computational methods for sequence comparison. A popular sequence comparison paradigm is k-mer based analysis, where k-mers are substrings of length $k$ of, e.g., genomic, transcriptomic, or protein sequences. K-mer-based methods have been applied for sequence comparison for error correction (1), genome assembly (2, 3), metagenomic (4) and chromosome (5) sequence classification, sequence clustering (6), database search (7, 8), structural variation detection (9, 10), transcriptome analysis (11, 12), and many other applications. Because of this widespread use, many data structures and techniques for efficiently storing, querying, and counting k-mers have been proposed (see (13) for a review).

While k-mers have proven to be practical in several sequence comparison problems, they are sensitive to mutations. A mutation will mutate $k$ consecutive k-mers across a string. As the mutation rate increases, the number of matching k-mers quickly reduces. In (14), the distribution of mutated k-mers were studied in detail. The authors provided closed-form expressions for the mean and variance estimates on the number of mutated k-mers under a random mutation model. For sequence comparison methods, while the number of k-mer matches between sequences is of interest, it is often more informative to know how they are distributed across the matching region. K-mer matches, because of their consecutive nature, cluster tightly in shared sequence regions, while matches may be absent in regions with higher mutation rates. Spaced k-mers (or spaced seeds) have been studied in several sequence comparison contexts to overcome the k-mers’ sensitivity to mutations (15–17). The advantage of spaced k-mers is that matches of spaced k-mers at different positions are less correlated with each other than k-mer matches. In fact, k-mers are the worst seed pattern for the problem of similarity search (18). Another innovative idea has been to permute the letters in a string before comparison (19, 20). The main idea is that, under several different permutations in a region of a string, at least one permutation will, with statistical certainty, have pushed any mutation(s) towards the end of the strings under comparison, which allows for constant-time query of the prefix of the permuted strings. However, both spaced k-mers and permutation techniques are only practical for substitutions. An insertion or deletion (indel) will shift the sequence and, similarly to k-mers, result in a long stretch of dissimilar k-mers. For certain applications such as genome assembly, selecting several sizes of $k$ for inference has also shown to help sequence comparison (21), but it significantly increases runtime and complexity of analysis.

There are also methods to collapse repetitive regions before k-mer based comparison (22), which reduces the processing time of repetitive hits. However, such techniques is usually employed for reference-based analysis and do not apply to general sequence comparison problems.

As third-generation sequencing techniques appeared with sequencing errors mostly consisting of insertions and deletions, many of the previously developed sequence comparison techniques for short-read data became unsuitable. For the third generation sequencing, MinHash (23) and minimizers (24, 25) proved to be useful data structures for such sequence comparison as minimizers can be preserved in a window affected by an indel. In addition, they also reduce the size of the index by subsampling the data. This has made MinHash and minimizers a popular technique for subsampling k-mers employed for sequence comparison in a range of applications such as metagenome distance estimation (26) and alignment (27, 28), clustering (29) error-correction (30),...
and assembly (31) of long-read sequencing data. Because of the widespread practical use of minimizers, several methods have been proposed for sampling them with as low density as possible (32), more evenly (33, 34).

Due to the error rates of long-read sequencing, minimizers are often chosen much shorter (about 13-15nt) than what is considered to produce mostly unique k-mers in, e.g., the human genome (around \( k > 20 \)nt). With this length of minimizers, they produce many candidate sequence matches. Therefore, it would be useful to combine the robustness of minimizers to indels and mutation errors with larger k-mer sizes that would offer more unique matches. One approach is to use a small k-mer size and identify pairs (35) or groups (36) of them clustered tightly together, and it has been studied how to design the sampling distribution of seeds to optimize alignment sensitivity (37, 38). Multi-seed methods are robust to any mutation type and have shown to, e.g., improve overlap detection between long reads (39). However, they still match single k-mers individually and group them based on statistics after individual k-mer hits have been found. To remove the redundancy in matches, we suggest that it is beneficial to couple the k-mers in the initial matching step and perform a single constant-time lookup of coupled k-mers. Coupled k-mers have been explored in, e.g., (30, 40) where paired minimizers are generated and stored as a single hash. A paired minimizer-match signals that the region is similar between sequences. Due to the gap between the minimizers, such a structure is not as sensitive to indels or substitutions as k-mers. Paired minimizers were shown to be useful for both genome assembly (40) and error correction of long cDNA reads (30) where the reads are similar only in some regions due to alternative splicing. However, in both (40) and (30), they consider pairs of minimizers where each minimizer is produced independently, and paired up after the minimizer generation. Here, we show that we can substantially improve on paired minimizers for sequence matching by producing minimizers chosen jointly depending on previous windows. We also generalize paired minimizers to link more than two together.

We propose a method to extract subsequences from a string and we call those subsequences strobemers. The name is inspired by strobe sequencing technology (an early Pacific Biosciences sequencing protocol), which would produce multiple subreads from a single contiguous fragment of DNA where the subreads are separated by ‘dark’ nucleotides whose identity is unknown, illustrated in (41). Strobemers introduced here are, however, produced computationally. Intuitively, strobemers are groups of linked short k-mers (strobes) from adjacent windows. The strobes can be chosen as minimizers either independently within windows (e.g., as in (30, 40)), which we call minstrobes, or dependent on previous k-mers called randstrobes. We show that strobemers, and particularly randstrobes, improve sequence matching by providing more evenly distributed matches than k-mers, are less sensitive to different mutation rates and give a higher total coverage of matches across strings. We also show on human chromosomes that strobemers can offer higher unique-ness, and therefore confidence in a match, than k-mers due to the spacing of the strobes. Strobemers generalizes paired minimizers and we show that choosing minimizers dependent on previous k-mers (randstrobes) significantly improves over independently generated paired minimizers as in (30, 40).

Methods

Definitions. We refer to a subsequence of a string as a set of ordered letters that can be derived from a string by deleting some or no letters without changing the order of the remaining letters. A substring is a subsequence where all the letters are consecutive. We use \( i \) to index the position in a string \( s \) and let \( s[i \colon i + k] \) denote a k-mer substring at position \( i \) in \( s \). We will consider 1-indexed strings. If \( s[i \colon i + k] \) is identical to a k-mer \( t[i' \colon i' + k] \) in string \( t \), we say that the k-mers match, and that the match occurs at position \( i \) in \( s \) (and \( j \) in \( t \)). Similarly, let \( f(i, k, s) \) be any function to extract a subsequence of length \( k \) with first letter at position \( i \) from \( s \). If \( f(i, k, s) \) is identical to \( f(i', k, t) \), we say that the subsequences match, and that the match occurs at position \( i \) in \( s \) (and \( j \) in \( t \)). For example, for k-mers we have \( f(i, k, s) = s[i \colon i + k] \). We let \( |·| \) denote the length of strings. We use \( h \) to denote a hash function \( h : \sum^* \to Z \) mapping strings to random numbers. Given two integers \( w \) and \( k \) such that \( 1 \leq k \leq w \leq |s| \), the minimizer at position \( i \) in \( s \) is the substring of \( s \) of length \( k \) starting in the interval of \([i, i + w - k + 1]\) that minimizes \( h \).

Aim. We will introduce strobemers by describing the problem they aim to solve. Consider two strings \( s \) and \( t \) that are identical up to \( m \) mutations. We desire a function \( f \) to produce a set of subsequences from \( s \) and \( t \) that have two characteristics: (1) as few possible placements of the \( m \) mutations result in no matches between \( s \) and \( t \), and (2) the subsequences of length \( k \) should be as unique as k-mers on \( s \) and \( t \). Characteristic 1 and 2 relates to the sensitivity and precision of searching for matches and we will discuss this in an example below. For practical purposes we also require that at most one subsequence is produced per position to mimic how k-mers are derived in a string (and limit the amount of data we store for each string). Certainly, we could produce all possible subsequences at each position to minimize criteria 1, but this is not feasible. A similar objective to characteristic 1 was studied for multi-seed design (37), where the authors want to find a set of seeds so that at least one seed matches a gapless alignment between two sequences.

A motivational example. Consider two strings of 100 nucleotides with \( m = 3 \) mutations between them. This could occur, e.g., in splice alignment to an exon, or in sequence clustering. If we use a k-mer of size 30 to find matches, and the two strings differ at position 25, 50 and 75, there will
Fig. 1. An illustration of four minstrobemers (A) and randstrobes (B) with \( n = 3, |k_1| = 3, w = 5 \) generated from a DNA string of 16 letters. The values on top of the nucleotides in A are made up hash values computed for each 3-mer under some random hash function \( h \). The start k-mer \( k_1 \) in each of the four strobemers is highlighted in blue, and the adjacent window of five nucleotides is displayed in a boldfaced box. The 3-mer minimizers from all windows in the figure are indicated by red squares at first position of the 3-mer. In the minstrobe protocol (A), the minimizers in \( w_1 \) and \( w_1 \) are selected independently in each window from computing hash values \( h(k) \), which gives rise to a high similarity between nearby strobemers (from sharing minimizers). The four minstrobes produced are shown to the right in A with shared minimizers between minstrobes in gray scale. In the randstrobe protocol (B), minimizers in \( w_1 \) and \( w_1 \) are selected dependent on the previous k-mers, i.e., \( h(k(k_1, \ldots, k_{i-1})) \). The function producing the conditional dependence is irrelevant for the purpose of illustration. Here we use string concatenation of previous strobemers to produce the dependence, but any other function will suffice. Because of the conditional dependence in the hash function, randstrobes are more randomly (but deterministically) distributed across the sequence.

be no matching k-mers. Similarly, this holds for mutations at positions 15, 40, and 65, and many other combinations. As described, we want as few possible placements of errors leading to the region being unmatched.

Using spaced k-mers (15) or permutations of the string (20) would help if the mutations were substitutions. We could consider lowering \( k \), but this would generate more matches to other strings as well. To achieve the same uniqueness as longer \( k \), we could consider coupled k-mers (35) of say 15nt per pair, with some gap in between them. Note that, to avoid many matches to other sequences, the k-mers would need to be coupled before searching for matches, not simply look for clustered k-mers. Furthermore, if the coupled k-mers have a fixed distance from each other, we have just created a specific type of spaced k-mers, which are only robust to substitutions. We, therefore, could consider coupled minimizers (30, 40) to select a random gap size for us, but in a deterministic manner.

This brings us to the strobemers. In the scenario above, we could pick a k-mer of size 15 at a position we want to sample and couple it with a minimizer of length 15 derived from a window downstream from the k-mer. Together, they have sequence length 30 and are therefore robust to false matches. They can also match across the mutations, where the mutations could be both substitutions and indels. If we increase the mutation density on our string, eventually, our two k-mers of length 15nt will also fail to produce any matches. Therefore, we could consider triplets of a k-mer and two minimizers of length, e.g., 10nt. Finally, as we will show in this study, we could further reduce the sampled minimizers’ dependency, and therefore the matches, by a joint hash function (over k-mers) to compute minimizers.

**Strobemers.** Consider a string \( s \). A strobemer of order \( n \) in \( s \) is a subsequence of \( s \) at some position \( i \in [1,|s|−k+1] \). Specifically, a strobemer at position \( i \) in \( s \) is composed of a set of ordered non-overlapping substrings \( k_1, \ldots, k_n \) on \( s \) of equal length, that we call strobases, where \( k_1 = s[i : i + |k_1|] \) and \( k_j, j \geq 2, \) are minimizers selected from adjacent windows of size \( w > |k_j| \) such that the starting position of \( k_j \) falls within the window \( w = s[i + |k_1| + (j - 2)w : i + |k_1| + (j - 1)w - |k_j| + 1] \) to assure that the minimizers do not overlap. Since we consider strobases of the same length we can rewrite the
expression as
\[ w_j = s[i + |k_1| + (j - 2)w : i + (j - 1)w + 1]. \]

We will from now on parametrize a strobemer as \((n, |k_1|, w)\) denoting the order, the length of the strobe, and the window size, respectively.

We select \(k_2, \ldots, k_n\) based on some hash function. We will consider two different hash functions for producing them, which give significantly different results. First we denote as \textit{minstrobe}, a strobemer where strobes \(k_2, \ldots, k_n\) are independently selected as minimizers in their respective windows under a hash function \(h\).

Second, we denote as \textit{randstrobe}, a strobemer where strobe \(k_j\) is selected as minimizer dependent on the previous \(k_1, \ldots, k_{j-1}\) strobes. Any asymmetric hash function with conditional dependence on previous strobes suffice for our purposes in this study. Here, we chose the hash function \(h(k'|k_1, \ldots, k_{j-1}, k) = k_1 \oplus \ldots \oplus k_{j-1} \oplus k'\), where \(\oplus\) denotes string concatenation, where \(h\) concatenates the previous selected strobes \(k_1, \ldots, k_{j-1}\). Thus, the \(k\)-mers \(k_j\) in the randstrobe are produced iteratively from \(i = 1, \ldots, n\) and yields a more randomly distributed set of strobes. Fig. 1 gives an illustration of minstrobes and randstrobes.

There are two important practical differences between minstrobes and randstrobes. Firstly, for two different starting strobes \(k_1\) and \(k_1'\), \(k\)-mers \(k_2, \ldots, k_n\) will most frequently be the same under the minstrobe generation due to independent minimizers, and most frequently differ in a randstrobe. This means that under the same parameters in the protocols, the randstrobes will (in all likelihood) contain more uniquely sampled positions and, hence, more unique randstrobes, while minstrobes more frequently share minimizers. Secondly, generating minstrobes is in practice as fast as producing minimizers while generating randstrobes, under the function we consider here, is not. We elaborate on this in the section on time complexity.

**Construction.** We aim to produce a minstrobe or randstrobes of a string \(s\) in a similar manner to how \(k\)-mers are produced, \(i.e.,\) one strobemer per position \(i \in [1, |s| - k + 1]\). This would mean that we extract the same amount of \(k\)-mers and strobemers from a string \(s\), and consequently for equal length \(k\), the same amount of raw data. Note however that the number of unique \(k\)-mers and strobemers may differ. We construct strobemers as follows. We denote the total length of the string considered to construct the strobe of order \(n\) as \(W = |k_1| + nw\), and the total subsequence length as \(k = \sum_{j=1}^n k_j\). If \(W \leq |s| - i\) we use the predefined window size \(w\) and compute the strobemers under the respective hash functions described above. If \(W > |s| - i\), we can narrow the window sizes until \(k_1\) to \(k_n\) are all adjacent to each other producing a substring of length \(k\). Any way to narrow the windows can be considered. Here, we choose to shorten each window \(w\) to \(\frac{|s| - i}{n}\).

**Time complexity.** If we ignore the time complexity of the hash function, the time complexity of generating minimizers is \(O(|s|w)\) for a window size \(w\). However, as (27) noted, computing minimizers is in practise close to \(O(|s|)\) if we use a queue to cache previous minimizer values in the window. The expensive step is when a previous minimizer is discarded from the queue and a new minimizer needs to be computed for the window.

Similar to computing minimizers, both minstrobes and randstrobes have the same worst-case time complexity of \(O(|s|W)\). However, the independence of hash values in the minstrobes protocol makes it \(O(|s|)\) in practice by using a queue in the same manner as computing minimizers independently. The randstrobe protocol does not have this independence under the hashing scheme we consider in this study, which means that all hash values have to be recomputed at each position. This means its practical time complexity is therefore \(O(|s|W)\). We did not study different schemes to produce randmers but note that this is subject for future study. For example, it is possible that, by exploring symmetry properties (42), we may come up with faster methods to generate them.

**Results**

Here we will compare sequence matching performance for \(k\)-mers, spaced \(k\)-mers under two densities, minstrobes, and randstrobes (order 2 and 3). We first compare how effective the different protocols are at finding matches under different error rates. We then compare how effective they are at providing the same uniqueness (or confidence) in a match. Naturally, the size of \(k\) is central in these two aspects. We are interested in comparing sizes of subsequences that are similar between the protocols. Specifically, if the size of the \(k\)-mer is 30, we want to compare the \(k\)-mers to strobemers parameterized, \(e.g.,\) by \((2, 15, \cdot)\) and \((3, 10, \cdot)\) as all the extracted subsequences have a length of 30 on the strings. The spaced \(k\)-mers consists of a window of size \(L\) with \(k\) fixed positions and a set of \(L - k\) wildcard (or "don’t care") positions. This is commonly represented as a binary string where 1’s are sampled, and 0’s are wildcard positions. For example, in the string AGGTCA with \(L = 6\), the spaced \(k\)-mer 101011 is AGCA. In our evaluations, we choose two densities of fixed positions for the spaced \(k\)-mers. First, we denote as \textit{spaced-dense} a strategy where 2/3 of the positions are fixed, and \textit{spaced-sparse} where 1/3 of the positions are fixed. The spaced-dense and the spaced-sparse frequency of fixed positions roughly correspond to the densities used in (16) and (43), respectively. To keep \(k\) fixed, \(L = 1.5k\) in the spaced-dense protocol and \(L = 3k\) in the spaced-sparse protocol. The windows’ first and last positions are always fixed (as in (16, 43)) to assure the length of the spaced \(k\)-mer. The remaining fixed positions are randomly chosen. In, \(e.g.,\) (43), the sampled positions are handpicked. While handpicking positions may be more suitable for optimizing lower correlation between matches, it is out of scope for this study. We focus on designing a protocol robust to indels, and we will observe that spaced \(k\)-mers do not work well for mutations other than substitutions.
**Evaluation metrics.** We say that a match between two sequences $s_1$ and $s_2$ occur at position $i$ and $i'$ in the two strings respectively, if the k-mer (strobemer) extracted from position $i$ in $s$ and $i'$ in $t$ produce the same k-mer (strobemer). Furthermore, we say that this match covers positions $[i, i + k]$ for k-mers, and $[i, i + k_1]$ for strobemers in $s$. We adapt similar terminology as in (14) and denote a maximal interval of consecutive positions without matches between $s$ and $t$ as an island.

To evaluate the ability to preserve matches under different error rates, we compare (i) the number of matches, (ii) the total fraction of covered positions across the strings, and (iii) the distribution of islands. We need to make some clarifications on these evaluation metrics. First, our experiments on simulated data are designed with parameters so that the event of observing a false match under any protocol has a negligible probability. This means that our simulated experiments only measure the raw ability to identify correct matches.

Secondly, to compute the total coverage of matches across the strings, we let all the $k$ positions contribute to k-mer and spaced k-mer coverage, as all the sampled positions are known in these protocols. For the strobemers, we only let the first $|k_1|$ nucleotides contribute to the coverage for the strobemer protocols. This is unfavorable for the strobemer-protocols as it only provides a lower bound on coverage. While we could store the other strobes’ positions and get exact coverage, this is not the intended use of the data structure and such information is lost (under a non-reversible hash function). Therefore, we simply omit them from the coverage computation. Consequently, strobemer protocols will not produce perfect coverage even for identical strings as the last segment between the strings cannot be added to the coverage. Storing positional information of other strobes is subject to future study.

Finally, as for the distribution of islands, we calculate the average island size. However, only measuring average island size is not a fair metric if the methods differ significantly in the number of islands they produce. The strobemer protocols (particularly randstrobe) produce many small islands, which deflates the mean. We are particularly interested in the larger islands. Therefore, we also calculate the island E-size (44), a commonly used metric in genome assembly that we will adapt for our purposes. For a string $s$ and a set of islands lengths $X$ on $s$ we calculate the island E-size $E$ as follows

$$E = \frac{1}{|s|} \sum_{x \in X} x^2$$

$E$ measures the expected island size, and intuitively, we can think of $E$ as follows. If we pick a position at random across $s$, what is the island size in that position? At first, we may pick a position at random that are covered by matches (i.e., island size 0), but if we keep picking positions at random and store our observations on the island lengths, we will end up with $E$ according to the law of large numbers. We will also show the entire island distribution.

**Fig. 2.** An example of strobemer matches for minstrobes and randstrobes with two different parameterizations each (separate panels). Each panel shows matches between a string $s$ of 100nt and string $t$ derived from simulating mutations every 15th position in $s$. Indels and substitutions are chosen at random with equal probability. The matches are plotted with respect to the positions in $s$ on the $x$ possible matching positions ($x$-axis). Each row in a panel corresponds to a separate simulation.

**Strobemers vs k-mer matching.** We compare how effective the different protocols are at preserving matches for different error rates. We start with a controlled scenario, where mutations are distributed with a fixed distance. In our second experiment, we use a random mutation distribution. We perform the fixed-distance mutation experiment to illustrate clearly the potential advantage of strobemer protocols.

**Controlled mutations.** First, we provide a small simulation to illustrate a scenario similar to the motivational example described earlier. We simulate a string $s$ of 100 random nucleotides and a string $t$ derived from simulating mutations every 15th position in $s$. Insertions, deletions, and substitutions are chosen at random with equal probability of 1/3 each. We simulate $s$ and $t$ five times to illustrate the variability in matches for the strobes in simulations between simulations. The number of matches under two different parametrizations for minstrobes and randstrobes are shown in Fig. 2. We note that we would not obtain any matches for k-mers of 15nt or larger in this scenario, and furthermore, no matches for spaced k-mers if the mutations were indels. Minstrobes, while more effective than k-mers in this scenario, fail to produce matches in simulation 3 for the $(2,9,40)$ parametrization and in simulation 1 and 4 for the $(3,6,20)$ parametrization. We observe that randstobes produce matches in all five experiments under both parametrizations and provide a more random match distribution across the string than minstrobes.

To better quantify the performance in this scenario, we increase the size of our controlled experiment. We simulate a string of length 10,000nt and construct a second string by generating an insertion, deletion, or substitution with a probability of 1/3 each, every 20 nucleotides. We then simulate k-mers with size 30, spaced-dense with $k = 30$, and $L = 45$, spaced-sparse with $k = 30$, $L = 90$, and strobemers with parameters $(2,15,50)$ and $(3,10,25)$ so that all protocols have the same sampled subsequence length, and compare the number
Table 1. Statistics of the number of matches \((m)\) as a percentage of the length of the original sequence of 10,000nt, the percentage of covered bases by matches \((c)\) and the average island size \((g)\) for the SIM-C dataset which has evenly spaced mutations with distance 20nt. The second column shows the parameters to the protocols.

Table 2. Statistics of the number of matches \((m)\), the percentage of covered bases by matches \((c)\) and the average island size \((g)\) under mutations rates of 0.01, 0.05, 0.1. *In the strobemer protocols, only \(k_1\) contributes to calculated covered positions, which is a lower bound of the actual covered positions. For the k-mers and the spaced k-mers the value is exact.

Fig. 3. Histogram of island lengths for the SIM-R experiment with mutation rate 0.1.
or all mutations. Furthermore, the experiment shows the difference in performance between minstrokes and randstrobes and their different parameterizations. The randstrobe protocols’ matches cover the largest fraction of the sequences, and they also have the smallest average and expected island size (table 1). In this experiment, the randstrobe of order 3 produces the most favorable sequence matching result.

**Random mutations.** In our second experiment, we simulate a string of length 10,000nt and construct a second string by generating insertions, deletions or substitutions with equal probability of $1/3$ each across the string with mutation rate $\mu \in 0.01, 0.05, 0.1$. This means that the positions for the mutations are randomly distributed. Each such simulation is replicated 1000 times to alleviate sample variation. We refer to this as the SIM-R experiment (for simulation random). In this scenario, spaced k-mer protocols generally perform worse than k-mers, with fewer matches, lower match coverage, and larger expected island size (table 2). When comparing the minstrobe protocols under the two given parameterizations, they have roughly the same performance as k-mers. Minstrobes have a slightly lower number of matches, match coverage, and roughly the same expected island size. However, the randstrobe protocols are also in this scenario significantly better at distributing matches across the sequences compared to all the other protocols. The randstrobe protocols have a substantially smaller expected island size under both parameterizations, which is an important aspect of sequence matching. Also, randstrobes of order 2 produce a higher lower-bound match coverage than k-mers, and randstrobes of order 3 produce a lower-bound match coverage close to the exact coverage of k-mers (table 2).

We also show the full distribution of island sizes in Fig. 3 for mutation rate 0.1 and in Fig. A.1 for mutation rate 0.01 and 0.05, which all illustrate the general trend in island sizes for the seven different protocols. For example, for a mutation rate of 0.1, we observe that the randstrobe protocols have roughly 1,000nt as the largest island size in our simulations, while k-mers have about 2,000nt Fig. 3. The two minstrobe protocols follow the k-mer island distribution tightly Fig. 3, while the spaced k-mer protocols perform worse. Finally, we also computed minstrobes and randstrobes under a different window parameterization of $(2,15,40)$ and $(3,10,20)$. In this setting, the minstrobe protocols produce significantly better results than for the parameterization with window sizes 25 and 50 (table 3), and favorable expected island size compared to k-mers. However, the randstrobe protocols showed the opposite behavior and produced slightly worse results for this parameterization. This motivates further study on optimizing parameters for protocols.

**Strobemer vs k-mer uniqueness.** We also need to compare the confidence or uniqueness of a match. Strobemers offer more match flexibility, as they can preserve a match with indels in the sampled region. We refer to the ability for a protocol to match over indels as flexible-position protocols, contrary to k-mers and spaced k-mers (referred to as fixed-position protocols). Therefore, it is reasonable to assume that, for the same size $k$ of extracted subsequence, the strobemer protocols will have lower uniqueness (precision) than k-mers and spaced k-mers. We study this by computing the percentage of unique k-mers, spaced k-mers, and strobemers on the three largest human chromosomes (Fig. 4). Similarly to the SIM-C and SIM-R experiments, for a k-mer size of $k$, we parametrize the strobemer protocols with $(n,k/n,50/(n-1))$ for $n = 2,3$ in order to have the same subsequence lengths to occupy the same amount of memory and can be stored and queried under the same conditions. Similarly, the spaced k-mers are parametrized by $L = 1.5k$ and $L = 3k$ and the positions are simulated as in previous experiments.

We observe that for the three fixed-position protocols, a larger window helps subsequence uniqueness. The spaced-sparse has the highest uniqueness across all the three chromosomes, followed by spaced-dense and finally the k-mers. Contrary to our intuition, the strobemer protocols also offer higher precision than k-mers at sizes of $k \geq 24$ (Fig. 4). This may be due to the increased sampling window of the strobemer protocols compared to k-mers, as we observed was the trend between the three fixed sampling protocols. The strobemers, with their flexible-position sampling protocol, offer a uniqueness roughly similar to that of spaced-dense for $k \geq 24$ (Fig. 4). Out of the strobemer protocols evaluated here, strobemers of order 3 produce the highest percentage of unique matches for reasonably large subsequence lengths $k$. However, for $k = 18$, the strobemer protocols will be parametrized by $(2,9,50)$ and $(3,6,25)$, which with the flexible-position sampling appear too small to guarantee reasonable uniqueness on the largest human chromosomes.

**Discussion**

We have studied strobemers, an alternative sampling protocol to k-mers and spaced k-mers. We have experimentally demonstrated that strobemers, particularly randstrobes, efficiently reduce gaps between matches in sequences under different mutation rates. We demonstrated that randstrokes are less sensitive to the distribution and density of mutations across all SIM-C and SIM-R experiments, providing smaller islands and a higher percentage of covered bases (table 1 and table 2). Under a random mutation model (SIM-R), we observed that for a specific parametrization, the minstrobe protocols produce match coverage and island sizes on par or worse than k-mers (table 2). However, they improved over k-mers with different window size (table 3), suggesting the future study of optimal strobemer parameterization.

While spaced k-mer protocols offer a higher number of unique k-mers (specificity) on the larger human chromosomes (Fig. 4), they sacrifice sensitivity compared to k-mers in matches when indels are present. Our experiments show that strobemers, particularly randstrobes, do not sacrifice one for the other and achieve a favorable result to k-mers in both sensitivity and specificity for some commonly used sizes of $k$. We measured specificity as the percentage of unique subsequences being produced on the largest human chromosomes for several sizes of $k \geq 24$ (Fig. 4). We find the in-
creased specificity to k-mers surprising, as the strobemers were designed to offer more flexibility in matches by allowing substitutions and indels between strobes. We hypothesize that the strobemers, due to their larger span than k-mers, offer more uniqueness in repetitive regions. This remains to be studied.

In all SIM-R experiments, k-mers provide a higher match count (table 2). However, due to the properties of k-mers, the matches are compactly clustered between mutations. Therefore, the number of matches is not always helpful as the matches may cluster due to local repeats. Randstrobes can offer more evenly distributed matches, higher match coverage, and higher uniqueness. These are features that are useful for several algorithms that require chains of matches between two sequences to be considered candidates for alignment or clustering, e.g., as in (27, 29). Overall, the strobemers, particularly randstrobes, show a promising data structure for algorithms that rely on sequence comparison. Similarly to k-mers, minstrobes and randstrobes can be subsampled as minimizers (25), syncmers (34), or any other thinning protocol that can be applied to k-mers. By studying the mathematical properties of hashes and minimizers (32, 45), we may also find an effective subsampling technique of strobemers.

With the methods used in this study, randstrobes are slower to generate than k-mers and minstrobes. In practice, generating randstrobes takes \( O(|s|W) \) time compared to a runtime of \( O(|s|) \) for k-mers, and an, in practice, runtime of \( O(|s|) \) for minstrobes. By employing ideas like cyclic polynomial hash functions (42), we may come up with faster methods to generate them. In terms of memory requirements, for a given subsequence length \( k \), k-mers and strobemers parametrized as \( (n, k/n, \cdot) \) require the same memory to store as they can be treated as concatenated strings with the same length.

**Future study of strobemers.**

**Parameterization.** While our study provides an experimental evaluation of strobemers under some commonly used values of \( k \) and mutation rates, the statistics of strobemers remains to be explored. In (14), the authors derived the mean and variance of islands for k-mers and the number of mutated k-mers under given mutation rate. If we can derive analytic expressions for strobemers, it may suggest us how to optimize parameters of the strobemer protocols under various mutation rates, which will be useful for similarity comparison algorithms. Even without analytic expressions, we can evaluate the sizes on strobes and windows suitable for various mutation rates. This study tested four parameterizations of minstrobes and randstrobes, respectively, which produced different results. A grid search over parameter values may help us to better select parameterizations at various mutation rates.

Also, we may not limit the study of different parameters to selecting a single best size of strobes and window sizes. Instead, we could relax the constraint of equal size strobes and window sizes studied here to variable sizes over strobes and windows. As a start in this direction, we may derive more efficient parameter selection on window sizes by modeling the number of mutations after a certain number of nucleotides as a Poisson Process. Under such a model, the author hypothesizes that choosing larger window sizes downstream could be beneficial. This remains to be explored.

**Construction, storing and queries.** There are several aspects of construction, indexing, and storage of strobemers that could be explored. One such direction is to store and query the positions of the other strobes efficiently. This could give extra information about the coverage of matches and the span of matches across sequences (for sequence similarity applications). Another application is to efficiently index the data sets for abundance and presence of strobemers (46). For such applications, minstrobes may be advantageous due to the more frequently shared minimizers between the strobes. Finally, as we described earlier, the possibility of decreasing practical runtime for constructing randstrobes remains to be explored.

**Span coverage for matching.** Since strobemers are gapped sequences, it also motivates the study of match coverage and distribution of matches across regions (or positions) similarly...
to what has been done for gapped experimental protocols such as mate-pair or paired-end reads (47). For example, one could compute the match coverage across a position or smaller region to decide the matches’ confidence in the regions.

**Generalization of strobemers.** Finally, we can view the process of extracting a k-mer or a spaced k-mer at position i in a string s as applying a function $f(i, k, s)$ on s. Similarly, the process of extracting a strobomer from s can be viewed as applying the higher-order function $f'(i, k, s, h)$ on s where h is either some hash function or hash strategy (e.g., iterative and conditionally dependent as in randstrobes). We demonstrated that applying $f'$ on s is equally or more efficient than f for sequence matching for two different functions h (minstrokes and randstrobes), which poses the following question. Can we further improve over randstrobes for sequence matching by designing h differently?

**Conclusions**

We have presented strobemers as an alternative to k-mers for sequence comparison. Strobemers, particularly randstrobes, offer a more evenly distributed set of matches across sequences than k-mers, are less sensitive to the distribution of mutations across sequences, and can produce a higher match coverage under some parameterizations. We also showed that strobemers can offer higher uniqueness than k-mers at the same subsequence length for practical subsequence sizes. These features are useful for algorithms that perform sequence matching. Strobemers are also easy to both construct and query, making it a compelling alternative to k-mers. While we have empirically demonstrated the useful properties of strobemers, their statistical properties require further investigation.
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Supplementary Note A: Figures

Fig. A.1. Histograms of island lengths for the SIM-R experiments for mutation rate 0.01 (a) and 0.1 (b).

Supplementary Note B: Tables

| SIM-R          | 0.01       | 0.05       | 0.1        |
|----------------|------------|------------|------------|
|                | m | c | g | E | m | g | E | m | g | E |
| minstrobe      | (2,15,40) | 72.8 | 91.4* | 24.1 | 6.8 | 20.4 | 45.5* | 51.2 | 65.4 | 4.0 | 13.2* | 154.7 | 292.3 |
|                | (3,10,20) | 70.7 | 88.6* | 17.8 | 6.1 | 18.0 | 39.9* | 39.2 | 61.2 | 3.2 | 10.5* | 128.5 | 278.4 |
| randstrobe     | (2,15,40) | 72.8 | 95.2* | 21.1 | 4.2 | 20.5 | 54.1* | 42.3 | 48.8 | 3.9 | 17.6* | 114.3 | 212.7 |
|                | (3,10,20) | 70.7 | 94.2* | 15.1 | 3.2 | 18.0 | 50.8* | 30.2 | 41.1 | 3.2 | 15.2* | 86.7 | 189.4 |

Table 3. Performance of strobemer protocols under a different window parameterization. Statistics of the number of matches (m), the percentage of covered bases by matches (c) and the average island size (g) under mutations rates of 0.01, 0.05, 0.1. *In the strobemer protocols, only $k_1$ contributs to calculated covered positions, which is a lower bound of the actual covered positions. For the k-mers and the spaced k-mers the value is exact.