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Abstract

Knowing the physical properties and scattering mechanisms contributes to Synthetic Aperture Radar (SAR) image interpretation. For single-polarized SAR data, however, it is difficult to extract the physical scattering mechanisms due to lack of polarimetric information. Time-frequency analysis (TFA) on complex-valued SAR image provides extra information in frequency perspective beyond the 'image' domain. Based on TFA theory, we propose to generate the sub-band scattering pattern for every object in complex-valued SAR image as the physical property representation, which reveals backscattering variations along slant-range and azimuth directions. In order to discover the inherent patterns and generate a scattering classification map from single-polarized SAR image, an unsupervised hierarchical deep embedding clustering algorithm based on time-frequency analysis (HDEC-TFA) is proposed to learn the embedded features and cluster centers simultaneously and hierarchically. The polarimetric analysis result for quad-pol SAR images is applied as reference data of physical scattering mechanisms. In order to compare the scattering classification map obtained from single-polarized SAR data with the physical scattering mechanism result from full-polarized SAR, and to explore the relationship and similarity between them in a quantitative way, an information theory based evaluation method is proposed. We take Gaofen-3 quad-polarized SAR data for experiments and the results and discussions demonstrate that the proposed method is able to learn valuable scattering properties from single-polarization complex-valued SAR data, and to extract some specific targets as well as polarimetric analysis. At last, we give a promising prospect to future applications.
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Abstract—Knowing the physical properties and scattering mechanisms contributes to Synthetic Aperture Radar (SAR) image interpretation. For single-polarized SAR data, however, it is difficult to extract the physical scattering mechanisms due to lack of polarimetric information. Time-frequency analysis (TFA) on complex-valued SAR image provides extra information in frequency perspective beyond the ‘image’ domain. Based on TFA theory, we propose to generate the sub-band scattering pattern for every object in complex-valued SAR image as the physical property representation, which reveals backscattering variations along slant-range and azimuth directions. In order to discover the inherent patterns and generate a scattering classification map from single-polarized SAR image, an unsupervised hierarchical deep embedding clustering algorithm based on time-frequency analysis (HDEC-TFA) is proposed to learn the embedded features and cluster centers simultaneously and hierarchically. The polarimetric analysis result for quad-pol SAR images is applied as reference data of physical scattering mechanisms. In order to compare the scattering classification map obtained from single-polarized SAR data with the physical scattering mechanism result from full-polarized SAR, and to explore the relationship and similarity between them in a quantitative way, an information theory based evaluation method is proposed. We take Gaofen-3 quad-polarized SAR data for experiments and the results and discussions demonstrate that the proposed method is able to learn valuable scattering properties from single-polarization complex-valued SAR data, and to extract some specific targets as well as polarimetric analysis. At last, we give a promising prospect to future applications.
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I. INTRODUCTION

SYNTHETIC Aperture Radar (SAR) image understanding is important but challenging. Different from the optical remote sensing sensors, SAR has special imaging mechanisms with an active microwave system. The large slant-range geometric distortions such as fore-shortening, layover, and shadowing effect in SAR images which are against human visual habits bring many difficulties in interpretation [1]. The pixel intensity in SAR images reflects the radar backscattering of objects on the ground, which is influenced by several factors, like polarization, resolution, look angle, material and shape of objects, and so on. How these factors influence the radar backscatter requires a complicated physical model to explain, which is hard to derive [2].

Knowing physical properties of objects on the ground benefits SAR image interpretation. Polarimetric SAR (PolSAR) images are usually used for terrain and land-use classification due to the inherent characteristics of physical scattering mechanisms. Such polarimetric decomposition and classification approaches [3], [4], [5], [6] were proposed to discover the physical scattering characteristics and contribute to distinguishing man-made targets from vegetated areas [7], built-up area extraction [8], vegetation discrimination [9], etc. Meanwhile, the polarimetric information has been also combined with the spatial information of SAR images for interpretation [10], [11].

Nowadays, some very-high-resolution (VHR) SAR satellites have been launched (such as TerraSAR-X [12] and Gaofen-3 [13]), providing VHR SAR images with more spatial textual details but generally single- or dual-polarized. However, many SAR systems have to make a trade-off between very high resolution and full-polarization, which may result in a lack of physics concept for VHR SAR images. For single-polarized VHR SAR images, some studies have applied time-frequency analysis approaches like sub-aperture decomposition [14], [15] to describe the variations of targets in different sub-band which reflects physical properties, but only some canonical targets were discussed. Most researches focused on intensity information or the processed multi-looked despeckled data which is more visually understandable to analyze the texture features [16], [17]. In this way, single-polarized VHR SAR images are regarded as “images” similar to optical ones, with electromagnetism characteristics being neglected.

Deep learning has been widely developed in SAR remote sensing image applications recently, including SAR target detection and recognition [16], [18], [17], [19], land cover and land use classification [20], target simulation [21], and so on. The deep convolutional neural network (DCNN) performs well on learning hierarchical texture features from VHR SAR images automatically. Other than learning from image domain,
can deep learning explore deeper in non-visual information of SAR image for more knowledge?

Discovering the inherent physical properties from single-polarized VHR SAR images automatically with deep learning is starting to receive attentions. A few recent studies have addressed this issue to learn the physical signature or to reconstruct the polarimetric features from non-polarized SAR data, with supervision of full-polarized images [22], [23]. In this paper, however, we propose an unsupervised deep learning method of hierarchical deep embedding clustering based on time-frequency analysis (HDEC-TFA) to study the physical scattering properties for high-resolution single-polarized complex-valued SAR data from time-frequency perspective. The main idea is inspired by studies about time-frequency analysis on SAR data [15], revealing that different targets would present various kinds of backscattering behaviors when being observed in sub-bands.

The sub-band scattering pattern is extracted for each pixel position with 2-D continuous sub-band decomposition, which represents the backscattering variations in different azimuth angles and range frequency bandwidths. The processing provides a large amount of data for deep learning. In order to distinguish targets with different physical properties automatically, we propose the hierarchical deep embedding clustering algorithm for implementation in an unsupervised manner which can learn the embedded feature representations and cluster centers simultaneously. The difficulty of evaluating the result lies in the absence of ground truth. Although the polarimetric analysis provides different types of scattering mechanisms with our method, there is somehow correlation between them [15], [24]. Consequently, we take full-polarized SAR images for experiments and use the polarimetric result as reference data in order to help understand the scattering behavior classes in single-polarized data. For quantitative analysis, an information theory based evaluation method is proposed. In order to illustrate the significance in extracting valuable scattering information from single-polarized SAR data of our proposed method, some particular targets are demonstrated and discussed.

The contributions of this paper are as follows:

1) For every target in single-polarized SAR images with complex-values, a sub-band scattering pattern is extracted with time-frequency analysis approach which reveals the backscattering variations along range and azimuth directions. It is regarded as a representation of the target physical scattering property.

2) A novel unsupervised deep learning approach (HDEC-TFA) is proposed for single-polarized SAR images to discover the latent features of sub-band scattering patterns and generate a visualized scattering map to give an intuitive understanding of physical scattering properties.

3) A novel evaluation method based on information theory is proposed to demonstrate the correlation and differences between the proposed method and polarimetric analysis.

4) Some specific objects and land covers are analyzed and discussed to demonstrate the significance of learning valuable scattering properties with the proposed method, in comparison with polarimetric analysis. In addition, the generalization ability of trained deep model is discussed with different SAR data.

In Section II, we will introduce time-frequency analysis and polarimetric analysis methods. The proposed hierarchical deep embedding clustering based on time-frequency analysis method (HDEC-TFA) is presented in Section III. Section IV and Section V present the experimental results and discussions, respectively. Finally, the conclusion is given in Section VI.

II. TIME-FREQUENCY ANALYSIS AND POLARIMETRIC ANALYSIS

In this section, the related work of time-frequency analysis for single-polarized SAR images which inspires us is introduced, and then the polarimetric analysis method applied in this paper to generate the reference data is given. Also, the correlation and combination between the two types of analysis methods are demonstrated.

A. Time-frequency Analysis for Single-polarized SAR Images

In previous studies, time-frequency analysis (TFA) in the azimuth direction has been applied for sub-aperture decomposition to process a set of sub-aperture images containing different parts of the SAR spectrum, with reduced resolution though. For some man-made objects with particular backscattering phenomena, the azimuth sub-band decomposition provides useful information for SAR image understanding due to the differences among different looks of a synthesized antenna. The sub-aperture analysis has been used for moving target detection [14], [25], urban area analysis [14], [26], and characterizing the scattering behavior of targets [27]. For high-resolution SAR, the antenna transmits linearly modulated chirp signals with a large bandwidth spectrum in range direction. The sub-bands decomposition in range frequency domain allows to obtain a series of scene reflectivity behaviors at different observation frequencies which have been used to detect and characterize objects with frequency sensitive responses [28], [29], [30]. Also, TFA in two-dimension has been proposed to process the extended 2-D SAR image spectrum with chirp bandwidth in range and Doppler bandwidth in azimuth, aiming at extracting backscattering variations from the 2-D frequency spectrum and characterizing the target properties [15], [28], [31], [32].

Several TFA methods have been applied in SAR target analysis, such as 2-D Gabor transform [33], Matching-Pursuit algorithm [34], Multidimensional Continuous Wavelet Transform (MCWT) [35] and short-time Fourier transform (STFT) [15]. TFA extends the SAR image in spatial domain to time-frequency domain, making it possible to reveal the backscattering diversity versus range and azimuth frequencies unseen in SAR images. The extension also makes data volume multiplied which inspires us to use deep learning algorithms for discovering the inherent patterns of scattering behaviors.

B. Polarimetric Analysis and GD-Wishart Classification

The polarimetric analysis is based on the scattering and physical modeling in polarimetric systems, and not data specific in principle. There are many researches concerning the
coherent or incoherent decomposition from the scattering matrix of PolSAR data in order to analyze the physical scattering mechanisms and understand the land surface. $H/A/\alpha$ decomposition approach [3] proposed by Cloude and Pottier creates an $H/\alpha$ plane for classification. Freeman and Durden [36] proposed the Freeman-Durden scattering power decomposition approach and Yamaguchi et al. [5] added the helix scattering term to Freeman’s method. Based on the polarimetric decomposition, Lee et al. [4], [37] proposed a well-known unsupervised classification approach using complex Wishart classifier.

In this paper, to obtain the reference data of polarimetric characterized scattering mechanism map, we apply a newer polarimetric analysis method based on Kennaugh matrix ($\mathbf{K}$) and geodesic distance Wishart classification (GD-Wishart) proposed by Ratha et al. [38] in 2018.

For a full-polarized SAR image, the $2\times2$ complex scattering matrix $\mathbf{S}$ containing complete polarimetric information about backscattering from a target can be described as

$$
\mathbf{S} = \begin{bmatrix}
S_{HH} & S_{HV} \\
S_{VH} & S_{VV}
\end{bmatrix}.
$$

(1)

The Kennaugh matrix $\mathbf{K}$ [39] which preserves the scattering information can be obtained from $\mathbf{S}$ by

$$
\mathbf{K} = \frac{1}{2} \mathbf{A}^* (\mathbf{S} \otimes \mathbf{S}^*) \mathbf{A}^H,
$$

(2)

where

$$
\mathbf{A} = \begin{bmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
0 & j & -j & 0
\end{bmatrix},
$$

(3)

and $\otimes$ denotes the Kronecker product, $j = \sqrt{-1}$.

The characteristic scattering mechanisms odd-bouncing (O), double-bouncing (D), and volume bouncing (V) scattering are modeled with a trihedral corner reflector, a dihedral corner reflector, and a cloud of uniformly distributed randomly oriented dipole scatterers, respectively. Defined by $\mathbf{K}$ matrices, the corresponding $\mathbf{K}_O$, $\mathbf{K}_D$, and $\mathbf{K}_V$ are given by

$$
\mathbf{K}_O = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix},
$$

(4)

$$
\mathbf{K}_D = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
$$

(5)

$$
\mathbf{K}_V = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1/2 & 0 & 0 \\
0 & 0 & 1/2 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
$$

(6)

Then a normalized scattering similarity measure $w$ based on geodesic distance [40] between the elementary target ($\mathbf{K}_O$, $\mathbf{K}_D$, and $\mathbf{K}_V$) and the observed $\mathbf{K}$ matrix is computed and modulated by $\text{SPAN}$, the total received power from the four polarimetric channels that

$$
\text{SPAN} = |S_{HH}|^2 + |S_{HV}|^2 + |S_{VH}|^2 + |S_{VV}|^2.
$$

(7)

The geodesic distance between two $\mathbf{K}$ matrices is given by

$$
\text{GD}(\mathbf{K}_1, \mathbf{K}_2) = \frac{2}{\pi} \cos^{-1} \left( \frac{\text{Tr}(\mathbf{K}_1^T \mathbf{K}_2)}{\sqrt{(\text{Tr}(\mathbf{K}_1^T \mathbf{K}_1))(\text{Tr}(\mathbf{K}_2^T \mathbf{K}_2))}} \right).
$$

(8)

As a result, the normalized scattering similarity $w_i$ for each $i \in \{O, D, V\}$ is defined as

$$
w_i = \text{SPAN} \times \frac{1 - \text{GD}(\mathbf{K}, \mathbf{K}_i)}{\sum_i (1 - \text{GD}(\mathbf{K}, \mathbf{K}_i))}.
$$

(9)

An initial category $i \in \{O, D, V\}$ is defined according to the dominant $w_i$ for each pixel. By dividing and merging clusters for each category, Wishart classification [4] is then applied iteratively with $w_i$ as the input for each pixel and a final scattering category belonging to odd-bounce, double-bounce, and volume-bounce is given. In [38], pixels with nearly equal $w_i$ can be flexibly re-classified to any category of $\{O, D, V\}$ by Wishart classification. In our work, however, those flexible pixels are fixed as a new scattering class, mixed bounce $M$, and are not allowed to change to other three categories during Wishart classification.

C. Correlation and Combination between Time-frequency Analysis and Polarimetric Analysis

Although TFA and polarimetric analysis are based on different theories and reveal different physical characteristics of SAR, some literatures indicated the correlations between them. In [24], the authors discussed the point target behaviors in high resolution SAR images with both TFA and polarimetric analysis methods. Spigai et al. [15] defined four elementary possible backscattering behaviors: (1) frequency-invariant that the backscattering is stable in azimuth and range direction; (2) range-variant that the backscattering varies along the range direction while stable in azimuth direction; (3) azimuth-variant that the backscattering varies along the azimuth-variant while stable in range direction; (4) 2D-variant that there is no specific patterns of backscattering in both range and azimuth directions. According to this work, they demonstrated the possible relation between odd-double bouncing detected by polarimetric analysis and frequency-invariant/azimuth-variant behavior detected by TFA, since the frequency-invariant target is either a trihedral or dihedral on the rough ground.

Time-frequency analysis brings more extra information for man-made targets, describing the backscattering behaviors for different azimuth angles of observation and frequencies of illumination. As a result, some researches combine the TFA and polarimetric information to analyze urban cities [34], [35], [33].

To our knowledge, the polarimetric analysis has developed for years with abundant studies toward the scattering mechanisms. In comparison, the backscattering behavior patterns of objects derived from time-frequency analysis are less explored and only some particular targets with elementary backscattering pattern are discussed. Since the latent correlation between
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TFA and polarimetric analysis, we generate the polarimetric characterized scattering mechanism result as the reference data for evaluation in this paper.

III. Hierarchical Deep Embedding Clustering with Time-frequency Analysis

A novel unsupervised deep learning method based on time-frequency analysis (HDEC-TFA) for single-polarimetric SAR images in order to generate the backscattering behavior map is proposed in this section.

A. Workflow Overview

The main target is to discover the latent characteristics of sub-band scattering pattern and assign specific labels to pixels, with a visualized backscattering behavior map generated finally to provide an intuitive result. We summarize the overall workflow of the proposed method in this section and the flowchart is shown in Fig. 1. Details will be explained in Section III-B, III-C, III-D, and III-E.

1) For quad-polarized SAR images, apply polarimetric analysis method (namely GD-Wishart for short) [38] to obtain the polarimetric characterized scattering mechanism map. Odd-bouncing (O), double-bouncing (D), volume-bouncing (V), and mixed scattering (M) are predicted for every pixel.

2) Take the HH channel image and generate the sub-band scattering pattern for each pixel with 2-D continuous sub-band decomposition based on time-frequency analysis theory.

3) Design and train a deep convolutional neural network (CNN) and cluster centroids for sub-band scattering patterns with deep embedding clustering (DEC) algorithm in an unsupervised manner. Thus, an initial backscattering behavior output map is obtained.

4) Evaluate the backscattering behavior output map and compare it with the polarimetric characterized scattering mechanism result. Select some clusters for a further study.

5) For the selected clusters, perform 3) in a multi-task learning manner to obtain a series of sub-clusters.

6) Code and colorize clusters and their sub-clusters to get the final backscattering behavior map. Evaluate the final result with polarimetric analysis result.

B. 2D Continuous Sub-band Decomposition for Single Polarized SAR Data

We demonstrate the time-frequency analysis approach to generate the sub-band scattering pattern in Figure. 2. The basic idea is based on short-time Fourier transform (STFT) and bandpass filtering. Given a position \((x_0, y_0)\) in a complex SAR image, a segment \(s(x_0 - x, y_0 - y)\) centered in \((x_0, y_0)\) is extracted and transformed to Fourier domain that

\[
\hat{S}(f_r, f_a) = \text{FFT}(s(x_0 - x, y_0 - y)),
\]

where FFT denotes the Fourier transform.

In frequency domain, a series of bandpass filters \(w(f_r, f_a)\) centered on frequency pairs \((f_{r1}, f_{a1}), (f_{r2}, f_{a2})\) both in range and azimuth directions are applied on \(S\), and then those filtered signals are transformed back to spatial domain to obtain a series of sub-band images that

\[
\hat{s}_{(f_{r1}, f_{a1})}(x_0 - x, y_0 - y) = \text{FFT}^{-1}\{S(f_r, f_a) \cdot w(f_r, f_{a1})\},
\]

where \(\cdot\) and \(\text{FFT}^{-1}\) denote the dot product and inverse Fourier transform, respectively.

Here, we call them sub-band images which are decomposed in both range and azimuth directions to distinguish from sub-aperture (or azimuth sub-band) decomposition in literatures [14], [25], [26], [27]. These sub-band images are with lower resolutions in spatial domain but more evidently reflect the backscattering variations of objects on the ground, especially for man-made targets which could be visible in some sub-bands but invisible in other sub-bands [14]. Hence, we pick up the center position \((x_0, y_0)\) of each \(\hat{s}\) to generate the radar spectrogram for the pixel \((x_0, y_0)\) in the SAR image that

\[
r(x_0, y_0, f_r, f_a) = \text{FFT}^{-1}\{S \cdot w(f_r, f_a)\}(x_0, y_0).
\]

For better visualization and further processing, we denote the amplitude of \(r(x_0, y_0)\) as \(|r|\) and define it as sub-band scattering pattern in the following, shown in Fig. 2.
polarimetric analysis, we also want to obtain a backscattering for each pixel and assign the label it belongs to. Similar with the data-driven approach to discover the latent features for behaviors, we propose the hierarchical deep embedding learning to demonstrate the physical properties of objects in real SAR scene images, especially in urban areas. However, there could be more complicated backscattering behaviors, together with the corresponding objects A (street lamp), B (bare-ground), C (ship), and D (industrial building roof).

Four elementary targets in a SAR scene of Sentinel-1 and show the corresponding sub-band scattering behaviors in Fig. 3. Four elementary targets in a SAR scene of Sentinel-1 and show the corresponding sub-band scattering behaviors in Fig. 3.

**C. Unsupervised Hierarchical Deep Embedding Clustering**

Based on the analysis in Section III-B, sub-band scattering patterns are generated in pixel scale which provide a big data volume for a complex-valued SAR image, inspiring us to apply the data-driven approach to discover the latent features for each pixel and assign the label it belongs to. Similar with the polarimetric analysis, we also want to obtain a backscattering behavior map to demonstrate the physical properties of objects on the ground. Without any prior knowledge and information in this field, a completely unsupervised deep learning workflow is proposed based on deep embedding clustering.

Deep embedding clustering (DEC) [41] was proposed to simultaneously learn the feature representation and cluster assignments with deep neural networks. The main idea is to map data to a lower-dimension space and iteratively optimize the cluster centers with an auxiliary target distribution derived from the initial soft cluster assignment. Here, we will demonstrate our hierarchical DEC (HDEC) workflow specific to sub-band scattering patterns.

In the first step, a denoising stacked convolutional auto-encoder (DSCAE) is designed for learning the latent features from the initial soft cluster assignment. The encoder part contains four convolutional block, each with a convolutional layer, a batch normalization layer, an activation layer, and with or without a max-pooling layer, as shown in Fig. 4. Since the scattering patterns are less complicated in texture than normal natural images, it is not necessary to train a very deep neural network with millions of parameters. We denote \(G_F(\theta)\) as the encoder part of DSCAE and \(\tilde{G}_F(\bar{\theta})\) as the decoder part. Given a scattering patterns \(|r(x_0, y_0)|\) of the pixel \((x_0, y_0)\), \(G_F\) projects it to a latent feature space \(\phi = G_F(|r|) \in \mathbb{R}^n\). The optimization is conducted by minimizing the mean square error between the output of the decoder \(|\tilde{r}|\) and the input of the encoder \(|r|\) that

\[
Loss_{max} = \sum_{j} \left| \tilde{G}_F(G_F(|r|)) - |r| \right|^2.
\]  

(13)

The DEC training diagram is demonstrated in Fig. 5. In the beginning, \(k\) cluster centers \(\{\mu_j\}_{j=1}^k\) are initialized by \(k\)-means clustering [42] performed on the latent feature space.
For an input sub-band scattering pattern $|r_i|$, to measure the similarity between latent feature $\phi_i$ and centroid $\mu_j$, a soft assignment is given based on the Student's $t$-distribution with the degrees of freedom setting to 1 that

$$q_{ij} = \frac{(1 + ||\phi_i - \mu_j||^2)^{-1}}{\sum_j (1 + ||\phi_i - \mu_j||^2)^{-1}}. \tag{14}$$

The soft assignment $q_{ij}$ can be considered as the probability of assigning data $|r_j|$ to cluster $j$. In order to refine the cluster centroids iteratively, a Kullback-Leibler (KL) divergence distance between the soft assignment $Q$ and the target distribution $P$ is given for optimization:

$$Loss_{kl} = KL(P||Q) = \sum_i \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}, \tag{15}$$

where $p_{ij}$ is defined as

$$p_{ij} = \frac{q_{ij}^2}{\sum_j(q_{ij}^2 / \sum_k q_{jk})}. \tag{16}$$

During the training process, cluster centroid $\mu$ and parameters $\theta$ in $G_\theta$ are simultaneously updated with the gradients of $Loss_{kl}$ with respect to $\mu$ and $\phi$, respectively. In testing step, the cluster label $j$ of each sub-band scattering pattern $|r_i|$ is projected to the corresponding position $(x_i, y_i)$ to obtain the result map. In this step, the input sub-band scattering pattern $|r|$ is averaged by a small window with a size of $3 \times 3$ to make the result map more smooth.

For a hierarchical training scheme, some selected clusters obtained from level-1 training are taken for level-2 training. The selection strategy will be introduced in Section III-D based on the proposed evaluation approach. In level-2 training, a multi-task learning strategy is applied to share the parameters of first two layers in $G_\theta$ but to calculate and update the cluster centroids independently when training different sub-clusters. Thus, these sub-training tasks can be conducted in parallel and prevent over-fitting in feature learning.

The reason of conducting a hierarchical training scheme is that we found the sub-band scattering patterns for some natural surfaces are with no specific characteristics, which makes their features much more various and scattered than other targets. As cluster number increases, the increased clusters are with little significance for us to understand. These clusters are defined as "non-stationary classes" in this paper. We also found the "non-stationary classes" are less related to any scattering mechanism obtained by polarimetric analysis. Consequently, we select the "stationary classes" for level-2 training to discover more information compared with polarimetric result.

In the next section, we will introduce the evaluation approach and the principles for selecting clusters for level-2 training.

### D. Information Theory Based Evaluation Approach

In this paper, the method of learning the physical scattering properties from single polarized SAR images is firstly put forward in an unsupervised manner. It is difficult to generate the ground truth of backscattering behaviors, since besides four characteristic backscattering behaviors defined in [15], there would still be various of possible backscattering behaviors in SAR images, which are complicated to figure out. Polarimetric analysis method (denoted as GD-Wishart) introduced in Section II-B provides a perspective of physical scattering mechanisms for polarimetric SAR images, including odd-bounce, double-bounce, volume-bounce, and mixed scattering. With a full-polarimetric SAR image, it is possible to generate a polarimetric characterized scattering mechanism map by polarimetric analysis method. However, we would not consider it as the ground truth, since the scattering properties detected by polarimetric analysis and time-frequency analysis are somehow different. Serving it as the reference data, we propose an information theory based evaluation approach here to demonstrate the effectiveness of our proposed method in learning meaningful physical properties from single polarized SAR images and present a quantitative analysis to describe the relationship with polarimetric analysis result.

Denote $Y^1$ and $Y^2$ as variables of labels predicted by GD-Wishart and HDEC-TFA. Suppose there are $y^1$ labels in GD-Wishart and $y^2$ labels in HDEC-TFA, and basically $y^1 \neq y^2$. Here, we consider the prediction from a SAR image to a scattering map as an information transmission system, transforming the information in each position $(x_k, y_k)$ to a scattering label. For GD-Wishart method, the information in position $(x_k, y_k)$ is the polarimetric scattering matrix $S$ while for HDEC-TFA it represents the sub-band scattering pattern $|r|$. In [43], a framework for supervised classification performance evaluation with information-theoretic method was proposed, using information-theoretic measures to quantify the information transmitted from true to estimated labels. Here, we borrow the idea to measure the information shared by HDEC-TFA for single-polarized and GD-Wishart for full-polarized SAR data.

For a specific scattering mechanism class $i$ in $Y^1$ and undefined backscattering behavior class $j$ in $Y^2$, the more information that $i$ contains about $j$ (or $j$ contains about $i$), the more similar physical significance $j$ represents with $i$. As a result, we use point-wise mutual information (PMI) for quantification. The PMI between $i$ and $j$ is defined as:

$$PMI_{Y^1Y^2}(i,j) = \log \frac{P_{Y^1Y^2}(i,j)}{P_{Y^1}(i)P_{Y^2}(j)} = \log \frac{P_{Y^2|Y^1}(i,j)}{P_{Y^1}(i)}, \tag{17}$$

where $P_{Y^1Y^2}(i,j)$ denotes the joint distribution of label $i$ and $j$, $P_{Y^1}(i)$ and $P_{Y^2}(j)$ denote their marginal distributions, and $P_{Y^2|Y^1}(i,j)$ denotes the conditional distribution. Intuitively speaking, if $i$ and $j$ are mutually exclusive, then $P_{Y^1Y^2}(i,j) = 0$ and the corresponding PMI$_{Y^1Y^2}(i,j) = -\infty$. And if $i$ and $j$ are independent, then $P_{Y^1Y^2}(i,j) = P_{Y^1}(i)P_{Y^2}(j)$ and $P_{Y^2|Y^1}(i,j) = 0$. Since $Y^2$ as a reference, we consider $P_{Y^1}(i)$ is fixed and $PMI_{Y^1Y^2}(i,j)$ will increase as $P_{Y^2|Y^1}(i,j)$ increases. Therefore, $i$ and $j$ are mostly positive correlated when $PMI_{Y^1Y^2}(i,j)$ reaches the maximum.

To obtain the PMI matrix for each $(i,j)$ pair, the empirical estimates of $P_{Y^1Y^2}(i,j)$, $P_{Y^1}(i)$, and $P_{Y^2}(j)$ are given based
on a normalized count matrix \( M \) that
\[
M(i, j) = \frac{1}{N} \sum_{k=1}^{N} \delta(i, j)(y_k^1, y_k^2),
\]
(18)

where
\[
\delta(i, j)(y_k^1, y_k^2) = \begin{cases} 
1 & y_k^1 = i \text{ and } y_k^2 = j \\
0 & \text{otherwise}
\end{cases}
\]
(19)

Thus, the empirical estimate of joint distribution and its marginals can be defined as \( P_{Y_2|Y_1}(i, j) = M(i, j) \), \( P_{Y_1}(i) = \sum_j M(i, j) \), and \( P_{Y_2}(j) = \sum_i M(i, j) \). According to (17), we can obtain the empirical estimate of PMI matrix \( \text{PMI}_{Y_2|Y_1}(i, j) \). Since we only concern about the positive correlation between \( i \) and \( j \) and also in order to avoid the negative infinity of PMI, the calculated PMI is cut off to 0 in case of negative values.

After the level-1 training, each cluster is visualized and the evaluation matrix \( \text{PMI}^{(1)} \) is calculated. In order to discover more meaningful and refined classes, we select some “stationary” clusters with significant meanings for a further study, which we define with the help of PMI matrix in a quantitative way. For class \( j \) in DEC clusters \( Y^2 \), if there are more than one label \( i \) in polarimetric analysis classes \( Y^1 \) subject to \( \text{PMI}_{Y_2|Y_1}(i, j) > \lambda \) where \( \lambda \) is a threshold, then the \( j \) cluster is continued to train the sub-clusters. In this paper, we decide \( \lambda \) as 1. The evaluation PMI matrix for the final result is generated after level-2 DEC training, denoted as \( \text{PMI}^{(2)} \).

In experiments and discussions, the potential correlation could be found between the so-called stationary classes in level-1 DEC training and the GD-Wishart result. In principle, the selected clusters represent concentrated objects with significant semantic meaning, such as man-made targets, water bodies, and roads. On the other hand, the targets in non-stationary classes are usually distributed. Consequently, we could empirically select the stationary classes with visualized scattering map.

E. Colorization

To make the backscattering map more understandable, colors for each cluster can be set based on the evaluated PMI matrix with polarimetric labels. For polarimetric analysis visualization, we assign blue, red, green, and brown colors for odd-bounce, double-bounce, volume-bounce, and mixed scattering classes, respectively. Firstly, the evaluated PMI matrix in level-1 learning decides the main color tone of each level-1 cluster and the corresponding level-2 sub-clusters (if existed). For \( j^{(1)} \) in level-1 DEC clusters, if \( \text{PMI}^{(1)}(\cdot, j^{(1)}) > \lambda \) and the largest value in \( \text{PMI}^{(1)} \) corresponds to only one kind of scattering mechanism, for example, only odd-bounce scattering, then \( j^{(1)} \) is set as blue color. It ensures the areas with strong correlation between HDEC-TFA and GD-Wishart look similar in the result map. On the other hand, if \( \text{PMI}^{(1)}(\cdot, j^{(1)}) < \lambda \) which denotes little correlation between \( j^{(1)} \) and any scattering mechanism of polarimetric analysis, a darker color is assigned for \( j^{(1)} \). Similarly for level-2 sub-clusters, we decide the specific color for each sub-cluster \( j^{(2)} \) based on the main color tone of its level-1 label \( j^{(1)} \) and the largest values in \( \text{PMI}^{(2)}(\cdot, j^{(2)}) \).

The afore-mentioned colorization rules based on quantitative PMI evaluation method are set for a better comparison with polarimetric scattering map. Generally speaking, the most learned classes can be related to specific objects. Following the universal principles that green-like colors for natural lands, red-like colors for man-made targets, blue-like colors for water bodies, etc., we can make color coding empirically without full-polarized reference data. To emphasize, the generated visualization map is only for an intuitive understanding, and the learned scattering properties are the most important things for helping SAR image interpretation applications in the future.

IV. EXPERIMENTAL RESULTS

A. Data Description

We propose this method aiming at learning backscattering behaviors of single polarized SAR images to help understand the physical properties of objects on the ground when polarimetric information is unavailable, especially in very high resolution SAR images. However, in order to demonstrate the effectiveness of our method and compare the result with polarimetric analysis, we choose the full-polarimetric SAR data of GF-3 [13] in our experiments.

GF-3 [13] is a multi-polarization SAR mission working in C-band, which provides twelve observing modes and with single-, dual-, and quad-polarization. Here, we use the Quad-pol Stripmap products in San Francisco, USA and Paris, France which is available on-line [44]. With a resolution of 8 meters, the Quad-pol SAR images provide HH/HV/VH/VV channels in complex values. The parameters of the two SAR
B. Experimental Setup

The TFA analysis window size of complex-valued SAR image is set as 32×32 and the continuous bandpass filters group is with a bandwidth of half full-aperture bandwidths both in range and azimuth. In polarimetric analysis GD-Wishart algorithm and the proposed HDEC-TFA method, the \( K \) matrix and sub-band scattering pattern \(|r|\) are both averaged by a window of \( 3 \times 3 \).

The cluster number \( k \) in HDEC-TFA method should be considered in practice. According to the previous studies [15], [14], four elementary backscattering behaviors can be derived from TFA and practically there could be more complicated behaviors in SAR images. To this end, \( k \) should be greater than 4 in the level-1 DEC training. In order to set up a proper cluster number, we have tested \( k \) from 5 to 10 by cropping a relatively small area of \( 512 \times 512 \) pixels for experiment. Fig. 7 shows the training results of each cluster for different \( k \) values. The blue and red borders in row mark the positive and negative additional clusters, respectively. We found that as \( k \) becomes much larger than 4, clusters about man-made targets (such as column 1 and 2) are beginning to stabilize but natural targets related clusters (such as column 5 and 7) keep splitting into more clusters. To our knowledge, the sub-band scattering pattern of SAR data provides abundant information of man-made objects due to the specific physical properties like resonant structure while little extra information of natural targets. As a result, we set up \( k \) of level-1 DEC training to 6 or 7 in our experiments to make sure the algorithm could separate particular backscattering behaviors as far as possible with less computation load. For a further study, we decide \( k \) as 3 in the level-2 DEC training.

The DSCAE and HDEC training is implemented by stochastic gradient descent (SGD) optimizer, with weight decay 0.0005 and momentum 0.9, and a fixed learning rate of 0.01 and \( 10^{-4} \), respectively. All experiments are conducted on a workstation of 64 bit Win7 operating system, with 64G RAM and NVIDIA Quadro M2000M graphics card of 4GB GDDR5 VRAM clocked at 1250 MHz.

C. HDEC-TFA and GD-Wishart Results by Visualization

The GF-3 Quad-Pol SAR images in Paris and San Francisco are explored here.

1) Paris: Taking the full-polarization SAR image with HH/HV/VH/VV channels, the scattering mechanism output map of polarimetric analysis is obtained by GD-Wishart algorithm, as shown in Fig. 8a. By dividing and merging clusters and then re-classifying, GD-Wishart algorithm divides the pixels into 14 scattering mechanism classes in total, including two clusters of odd-bounce with blue colors, three clusters of double-bounce with yellow/brown colors, four clusters of volume-bounce with green colors, and five clusters of mixed-bounce with red colors. That is \( Y^1 = \{ O1, O2, D1, D2, D3, V1, V2, V3, V4, M1, M2, M3, M4, M5 \} \) and \( y^1 = 14 \). In Fig. 8a, \( O1 \) represents very typical odd-bounce related to water bodies and soil ground. Volume-bounce is common in the situations of thick vegetation and extremely rough surfaces, like very high density area of high buildings. \( V1 \) is mainly happened in vegetation region while \( V3 \) and \( V4 \) are more related to high density urban areas in different degrees. It seems that \( M2 \) is more likely in some natural areas such as vegetation and soil ground while

\[
\begin{align*}
\text{Image City} & \quad \text{San Francisco} & \quad \text{Paris} \\
\text{Satellite} & \quad \text{GaoFen-3} & \quad \text{GaoFen-3} \\
\text{Band} & \quad \text{C-band} & \quad \text{C-band} \\
\text{Imaging Mode} & \quad \text{Quad Stripmap} & \quad \text{Quad Stripmap} \\
\text{Polarization} & \quad \text{HH/HV/VH/VV} & \quad \text{HH/HV/VH/VV} \\
\text{Selected Area (pixel)} & \quad 2048 \times 1750 & \quad 2854 \times 3120 \\
\text{Resolution-az (m)} & \quad 8 & \quad 8 \\
\text{Resolution-rg (m)} & \quad 6 \sim 9 & \quad 6 \sim 9 \\
\text{Pixel Spacing-rg (m)} & \quad 2.25 & \quad 2.25 \\
\text{Pixel Spacing-az (m)} & \quad 5.36 & \quad 5.3 \\
\text{Incident Angle (°)} & \quad 19 \sim 22 & \quad 35 \sim 37
\end{align*}
\]
blocks and similar structures, the backscattering in bounce mainly in vegetation areas. High-density building areas while correspond to some man-made targets. For volume-bounce, odd-bounce smooth ground surfaces. However, the other three clusters representing the water areas (river, lake, and sea), and some clusters in mixed scattering with red colors, the total number two clusters in volume-bounce with green colors and three blue colors, two clusters in double-bounce with yellow colors, is shown in Fig. 9a. With five clusters in odd-bounce with red colors, the final backscattering behavior map is shown in Fig. 9b. Comparing Fig. 8a with 8b, the results of polarimetric analysis and HDEC-TFA are visually similar.

2) San-Francisco: The experiments on San Francisco and Paris are done independently considering various urban structures in two cities. As a result, different clusters are obtained in this SAR image.

The polarimetric analysis output map of San Francisco area is shown in Fig. 9a. With five clusters in odd-bounce with blue colors, two clusters in double-bounce with yellow colors, two clusters in volume-bounce with green colors and three clusters in mixed scattering with red colors, the total number of scattering mechanism classes by GD-Wishart is 12 that \( Y^1 = \{ O1, O2, O3, O4, O5, D1, D2, V1, V2, M1, M2, M3 \} \) and \( y^1 = 12 \). In Fig. 9a, \( O1 \) and \( O5 \) are obvious in mainly representing the water areas (river, lake, and sea), and some smooth ground surfaces. However, the other three clusters of odd-bounce \( O1, O2, \) and \( O3 \) mainly happen in urban areas that correspond to some man-made targets. For volume-bounce, it is easy to tell that \( V1 \) represents the volume-bounce in high-density building areas while \( V2 \) represents the volume-bounce mainly in vegetation areas. \( D1 \) and \( M1 \) mostly happen in residential areas and some other man-made targets.

With a particular urban planning with regular street blocks and similar structures, the backscattering in San Francisco is less complicated than Paris, so we apply \( k = 6 \) in the first level DEC training that \( Y^2_{\text{level-1}} = \{ a, b, c, d, e, f \} \) and \( y^2_{\text{level-1}} = 6 \). Then \( b, c, d, \) and \( f \) classes are applied in the second level training to obtain 14 clusters finally that \( Y^2_{\text{level-2}} = \{ a, b1, b2, b3, c1, c2, c3, d1, d2, d3, e, f1, f2, f3, g \} \) and \( y^2_{\text{level-2}} = 14 \). The final result is shown in Fig. 9b.

V. DISCUSSIONS

A. HDEC-TFA Results Discussion with Quantitative Evaluation

In this part, the evaluated PMI matrix is analyzed to have a quantitative discussion of the HDEC-TFA results.

1) Paris: Taking Paris data as an example, we demonstrate the way to select classes in level-1 training result to the next training level based on quantitative analysis of PMI matrix.

In level-1 training, with \( y^1 = 14 \) and \( y^2_{\text{level-1}} = 7 \), the obtained level-1 PMI matrix with the size of \( 14 \times 7 \) is shown in Fig. 10. \( \text{PMI}^{(1)}(D2, e) \) has the highest value of 5.0367 which indicates that class \( e \) is most related to \( D2 \). The following PMI\(^{(1)}(D1, e)\), PMI\(^{(1)}(D3, e)\), and PMI\(^{(1)}(V4, e)\) with values of 2.9853, 2.9654, and 2.7004, can also verify that class \( e \) contains certain information in double bouncing classes \( D1, D3 \), and volume bouncing class \( V4 \). Class \( a \) can be easily associated with \( O1 \) with only PMI\(^{(1)}(O1, a)\) of 2.6693 is greater than \( \lambda \) and the others are 0 or relatively small. Class \( c \) and \( g \) are more complicated since several PMI\(^{(1)}(;, c)\) and PMI\(^{(1)}(;, g)\) have significant value. Class \( b, d, \) and \( f \) are little related to any scattering class of polarimetric analysis with small PMI value that PMI\(^{(1)} < \lambda \). Therefore, we only take class \( a, c, e, g \) to the next step with level-2 DEC learning, obtaining 3 sub-clusters in each class.
Fig. 8: The physical scattering maps in Paris area. (a) The polarimetric analysis result with GD-Wishart algorithm, using quad-polarimetric SAR images. (b) The single-polarization SAR data result with the proposed HDEC-TFA method.

Fig. 9: The physical scattering maps in San Francisco area. (a) The polarimetric analysis result with GD-Wishart algorithm, using quad-polarimetric SAR images. (b) The single-polarization SAR data result with the proposed HDEC-TFA method.
Fig. 10: The PMI matrix of level-1 HDEC-TFA training in Paris area.

Fig. 11: The PMI matrix of final HDEC-TFA result in Paris area.

With \( y^{2}_{\text{level-2}} = 15 \) in the final result, the PMI matrix with the size of \( 14 \times 15 \) is shown in Fig. 11. Interestingly, some classes in level-1 training have become more distinct to be related with a specific scattering mechanism class of GD-Wishart result after a further sub-training. For example, \( \text{PMI}^{(2)}(D2, e3) = 6.4512 \) has absolute advantage compared with the following largest values \( \text{PMI}^{(2)}(V4, e3) = 1.4669 \) and \( \text{PMI}^{(2)}(O1, c3) = 0.1887 \). The hierarchical learning scheme of HDEC-TFA splits the cluster of interest (almost related to man-made targets) more characteristic and mostly increases the dominant PMI value with GD-Wishart classes. \( \text{PMI}^{(2)}(O1, a3) = 3.4582 \) is 0.8159 higher than \( \text{PMI}^{(2)}(M2, a3) = 0.4286 \) has been reduced by 0.404 compared with \( \text{PMI}^{(2)}(M2, a) = 0.8326 \). With a quantitative analysis, we find that the hierarchical learning scheme of HDEC-TFA is more effective in extracting useful and understandable backscattering classes.

We select the sub-cluster \( a3, c3, e3, \) and \( g1 \) in each class \( a, c, e, \) and \( g \) of HDEC-TFA result with the highest PMI.

Fig. 12: The PMI matrix of level-1 HDEC-TFA training in San Francisco area.

Fig. 13: The PMI matrix of final HDEC-TFA result in San Francisco area.

Fig. 14: The sub-band scattering pattern examples of class \( a3, c3, e3, \) and \( g1 \), in Paris area.
value to demonstrate the connection between the polarimetric scattering mechanism derived from full-polarized data and the backscattering behaviors derived from single-polarized data. Fig. 14 shows some sub-band scattering patterns of randomly chosen pixels in $a_3$, $c_3$, $e_3$, and $g_1$ class. As defined in Section II-A, four elementary scattering behaviors of 2D-variant, range-variant, azimuth-variant, and frequency-invariant, can be related to these four sub-clusters. $a_3$ is most associated with $O_1$ due to the maximum PMI value that $\text{PMI}^{(2)}(O_1, a_3) = 3.4582$, as shown in Fig. 11, with 2D-variant backscattering behaviors. Since the 2D-variant spectrograms show variations along both range and azimuth directions without specific characteristics and happen almost in natural targets, $a_3$ in Fig. 8b is highly related to the river and soil ground. Correspondingly, these areas usually reflect single bouncing mechanism from the surfaces as $O_1$ represents in Fig. 8a. Secondly, the frequency-invariant targets have isotropic backscattering pattern with stable spectrograms with respect to both range and azimuth frequencies as $e_3$ represents, related to trihedral or dihedral above rough soil. On the other hand, the double-bounce could be modeled by a dihedral corner reflector. In Fig. 11, the highest PMI value that $\text{PMI}^{(2)}(D_2, e_3) = 6.4512$ demonstrates $e_3$ can be strongly associated with one kind of double-bounce $D_2$.

2) San Francisco: The PMI matrices of level-1 training and the final result of San Francisco data are shown in Fig. 12 and Fig. 13. In this case, class $f$ in level-1 DEC training is highly associated with multiple scattering mechanisms of GD-Wishart, like odd bouncing $O_2$ with $\text{PMI}^{(2)}(O_2, f) = 5.0944$, double bouncing $D_1$ with $\text{PMI}^{(2)}(D_1, f) = 4.8441$, and mixed scattering $M_2$ with $\text{PMI}^{(2)}(M_2, f) = 4.6550$. Class $f$ of level-1 DEC result and class $M_2$ of GD-Wishart result are visualized in Fig. 15, showing some similar areas $f$ and $M_2$ correspond to. In polarimetric analysis, odd bouncing $O_2$ and double bouncing $D_1$ are related to some particular man-made targets like roof and shipyard, as shown in Fig. 16. The high PMI values of $(O_2, f)$ and $(D_1, f)$ demonstrate that these particular targets can be also detected by unsupervised HDEC-TFA method in class $f$, as pink pixels represent in Fig. 16.

Although different principles HDEC-TFA and GD-Wishart follow, there are still some similarities and correlations between two methods. Our proposed HDEC-TFA approach on single-polarized SAR images has the ability in learning some meaningful physical properties from complex-valued SAR images.

**B. Specific Targets Discussion**

In this section, we select some specific targets, including man-made objects and natural objects for discussion.

As shown in Fig. 17 of San Francisco area, three building roofs marked as A, B, and C are with similar structure that an inclined plane forms an acute angle to the ground. For the GF-3 SAR sensor of an incident angle of about $19^\circ$-$22^\circ$, it probably reflects the odd bouncing mechanism. As a result, the polarimetric analysis result verifies our conjecture that target A and some parts of target B are detected as odd bouncing $O_2$. However, the scattering mechanism of target C in polarimetric analysis result is not clear. On the other hand, we find that these similar structures can be easily detected by HDEC-TFA with only one HH channel SAR image. It indicates our proposed method could have certain advantage in revealing some particular structures which is helpful to understand the complicated urban areas in high-resolution SAR images where polarimetric information is not available.

Meanwhile, the Eiffel Tower and three other targets in Paris area which are railway station, city block, and high building, with their HDEC-TFA results and GD-Wishart results, are shown in Fig. 18 and Fig. 19. It can be seen that for some particular man-made targets, the unsupervised HDEC-TFA method on single polarized SAR data can achieve a similar detection result compared with polarimetric analysis method on full-polarized data. However, there are also some differences between them. For example, in high building area,
Fig. 17: Specific targets in San Francisco detected by polarimetric analysis and HDEC-TFA method, respectively.

Fig. 18: Three specific targets, railway station, street block, and high buildings in Paris are detected by polarimetric analysis and HDEC-TFA method, respectively.

Polarimetric analysis can detect the volume bouncing (light green pixels in Fig. 18 and Eiffel Tower in Fig. 19) which is different from other lower buildings or residential houses. While HDEC-TFA on single-polarized SAR data may consider them the same class of backscattering behaviors because of the similar structure and material.

Next, we select some vegetation and water body areas in Paris and San Francisco to compare the components of both scattering mechanism types and backscattering behavior classes to see if there is any connection even the PMI values are very small. A patch with a size of $100 \times 100$ is cropped for analysis and the percentage of pixels in each class is calculated. The cropped areas A, B, C, and D from Paris and San Francisco are marked in Fig. 8a and Fig. 9a, respectively. Although Fig. 10 shows that the PMI values of $\text{PMI}^{(2)}(b)$, $\text{PMI}^{(2)}(d)$, $\text{PMI}^{(2)}(f)$ are very small, the percentage of class $b$ and $d$ is similar with volume bouncing $V1$ and mixed bouncing $M2$, respectively, as shown in Fig. 20. For natural targets such as water, vegetation, and agriculture, TFA provides sub-band scattering patterns without specific pattern.
some vegetation areas where volume bouncing rather say it seems like class comparing the percentage of pixels in each class. We would related to vegetation areas. From Fig. 21, it is a little difficult to the rivers and roads. While class contains not only some vegetation areas, but also the roads of San Francisco in level-1 training, we found that class is more associated with compared with man-made targets. Unlike the polarimetric analysis which is usually used to classify vegetation types, the HDEC-TFA method on single-polarized SAR data could not bring much information on it. By visualizing the class of San Francisco in level-1 training, we found that class contains not only some vegetation areas, but also the roads and rivers. To distinguish better, class is sent into the second level DEC training to obtain d1, d2, and d3. From PMI matrix in Fig. 13, we found that class d2 is more associated with odd bouncing O5 compared with d1 and d3, corresponding to the rivers and roads. While class d1 and d3 are more related to vegetation areas. From Fig. 21, it is a little difficult to correspond the result of GD-Wishart and HDEC-TFA by comparing the percentage of pixels in each class. We would rather say it seems like class a, e, d1, and d3 can be related to some vegetation areas where volume bouncing V2 represents.

### C. Data-Driven and Theory-Driven Discussion

The above-mentioned polarimetric analysis method is based on the well-established radar polarimetry theories and can be generally applied to different SAR images. The absence of polarimetric information makes it difficult to use these theory-driven approaches to interpret the polarimetric features for SAR images. In order to reconstruct the polarimetric information from non-pol SAR images, Song et al. [22] proposed a data-driven deep learning method under the supervision of the polarimetric features extracted from full-pol SAR images. Recently, Zhao et al. [23] also proposed a data-driven method based on complex-valued CNN to extract the polarimetric features from single-pol SAR data, with ground-truth labels generated automatically according to H-alpha division plane.

The proposed HDEC-TFA algorithm in this paper is different from the above-mentioned data-driven approaches, even though all taking the single-polarized SAR data for training. On the one hand, it is an unsupervised deep learning algorithm without ground-truth labels derived from full-pol SAR data so that the learned physical properties are not polarimetric based. The experiments have demonstrated the correlation between them only to clarify the physical significance of the learned classes. On the other hand, the proposed learning method is partly theory-driven where the 2-D continuous sub-band decomposition with TFA approach provides the scattering behavior of targets in different azimuth angles and range chirp bandwidths, and partly data-driven where the HDEC learns to discover the inherent patterns and assign labels automatically. The theory-driven TFA brings explainable physical perspective for objects which is intrinsic for complex-valued SAR images so that the proposed HDEC-TFA learning method can be applied to any other single-polarized SAR images. Meanwhile, the data-driven method generally makes the trained model data-specific. The following experiments will discuss if the trained model could be generalized to different cases.
TABLE II: The detailed configuration of the trained source data and different target data.

| Satellite | GaoFen-3 Source Data | GaoFen-3 Different Scenarios | Sentinel-1 Different polarization | TerraSAR-X Different Bands |
|-----------|----------------------|-------------------------------|----------------------------------|---------------------------|
| Band      | C-band               | C-band                        | C-band                           | X-band                    |
| Imaging Mode | Stripmap           | Stripmap                      | Stripmap                         | Stripmap                 |
| Polarization | HH                 | HH                            | HH and HV                        | HH                        |
| Resolution-rg (m) | 8                 | 8                             | 2.5                              | 1.18                      |
| Resolution-az (m) | 6~9               | 6~9                           | 3.6                              | 3.3                       |
| Pixel Spacing-rg (m) | 2.25              | 2.25                          | 2.2                              | 0.9                       |
| Pixel Spacing-az (m) | 5.36              | 5.36                          | 3.5                              | 2                         |
| Incident Angle (°) | 19~22             | 19~22                         | 31.2                             | 26.4                     |

Fig. 22: The MODEL-A which is trained with a GF-3 SAR image patch with the size of 512×512 is then tested or fine-tuned on SAR images with different scenes, sensors, and polarizations. The tested and transferred results are compared with those trained from scratch.

We denote the level-1 trained DEC model in Paris area with the size of 3120×2480 (see Fig. 8b) as MODEL-P. Select an area in Paris city with the size of 512×512 as the training data and obtain the trained DEC model namely MODEL-A, as shown in Fig. 22. Table II presents the detailed parameters of various target images with different scenes, polarizations, and frequency bands. Fig. 22 records different experimental results of these target images, that are (1) directly tested by MODEL-A, (2) initializing the DEC network by MODEL-A and fine-tuning, and (3) randomly initializing the model and retraining from scratch. When testing directly on a different scenario selected from the same SAR image, as depicted in the first row of Fig. 22, the visualized classification map shows a well enough result. The tested image could tell the vegetation/bareground area with green-like colors, and the scattered man-made objects with red-like colors. It is visually similar with the fine-tuned result except for some objects, such as those in river area, which are reclassified to more proper classes (blue-like colors) after fine-tuning MODEL-A. Since the volume of training data is proportional to the pixel numbers of the selected SAR image, the coverage of the trained image and the various of sub-band scattering patterns for pixels decide the generality of the trained model. As long as sufficient patterns the training data would provide, the trained model could be solid to apply to other scenarios. Fig. 23 gives the visualized result to apply MODEL-A to the whole...
In this paper, in order to extract the physical scattering properties from single-polarized SAR data, a hierarchical deep embedding clustering based on time-frequency analysis method (HDEC-TFA) is proposed. By discovering the latent backscattering patterns of targets along range and azimuth directions automatically and hierarchically, a backscattering behavior map is generated for single-polarized SAR images. It provides a new perspective for visualization to help understand the physical properties of objects on the ground despite for the absence of polarimetric information in single-polarimetric data. Due to the partly data-driven approach, our proposed HDEC-TFA method may be lack of theory explanation and physical modeling support compared with polarimetric analysis. For a better understanding, a polarimetric analysis approach GD-Wishart algorithm is applied for generating the reference data of scattering mechanisms. We propose an information theory based evaluation method to compare the HDEC-TFA result with polarimetric analysis in a quantitative way. The experiments are conducted with Gaofen-3 quad-polarimetric data. Some specific targets are analyzed and discussed. The results show that our proposed HDEC-TFA method for single-polarized SAR images can learn the inherent backscattering pattern for each pixel and group them into clusters. There is a strong correlation between HDEC-TFA and polarimetric analysis in some specific classes related to man-made targets. Specifically, the HDEC-TFA method is able to detect some targets with characteristic geometry from single-polarized data better than GD-Wishart method could do for quad-polarized data. This work gives an inspiration on how to integrate the deep learning algorithm and SAR image understanding, with physical scattering properties to be considered even though the polarimetric information is not available. Our future work will focus on the applications of combining the learnt physical properties and some interpretation tasks with deep learning, such as target detection, recognition, land use and land cover classification and so on.

VI. CONCLUSION

Applying MODEL-A to SAR images from different sensors is also discussed in the second and third rows of Fig. 22. Directly testing MODEL-A on Sentinel-1 and TerraSAR-X SAR image may cause problems. Since the extracted sub-band scattering pattern for each pixel reveals the backscattering behaviors in different azimuth angles and frequency bandwidth, the C-band pre-trained model cannot be applied to X-band SAR image even with fine-tuning. For instance, the distinct penetrating abilities for X-band and C-band sensors would result in different scattering behaviors in vegetation areas. Both the feature extracting network and the learned cluster centers will be ineffective. With the same frequency band (C-band) of Sentinel-1, however, the fine-tuning result shows significant improvement. To further demonstrate the validity, we test a larger Sentinel-1 SAR patch with the size of 1024×1024 with a more solid pre-trained GF-3 Paris model obtained in Section IV-C, namely MODEL-P, as shown in Fig. 24. The result of testing MODEL-P on Sentinel-1 data is much better than the one tested with MODEL-A shown in Fig. 22. Additionally, Fig. 22 demonstrates the comparison for applying MODEL-A to HH and HV polarized data of Sentinel-1 images which indicates the fine-tuned model is applicable to cross-polarized SAR data with same frequency band.

**REFERENCES**

[1] C. Oliver and S. Quegan, *Understanding synthetic aperture radar images*. SciTech Publishing, 2004.

[2] G. Franceschetti, M. Migliaccio, and D. Riccio, “The sar simulation: an overview,” in *1995 International Geoscience and Remote Sensing Symposium, IGARSS ‘95. Quantitative Remote Sensing for Science and Applications*, vol. 3, July 1995, pp. 2283–2285 vol.3.

[3] S. Cloude and E. Pottier, “An entropy based classification scheme for land applications of polarimetric SAR,” *IEEE Trans. Geosci. Remote Sens.*, vol. 35, pp. 68–78, Jan. 1997.

[4] Jong-Sen Lee, M. R. Grunes, E. Pottier, and L. Ferro-Famil, “Unsupervised terrain classification preserving polarimetric scattering characteristics,” *IEEE Trans. Geosci. and Remote Sens.*, vol. 42, no. 4, pp. 722–731, April 2004.

[5] Y. Yamaguchi, Y. Yajima, and H. Yamada, “A four-component decomposition of polar images based on the coherency matrix,” *IEEE Geoscience and Remote Sensing Letters*, vol. 3, no. 3, pp. 292–296, July 2006.

[6] S. Chen and M. Sato, “General polarimetric model-based decomposition for coherency matrix,” in *2012 IEEE International Geoscience and Remote Sensing Symposium*, July 2012, pp. 99–102.

[7] R. Guinvauc’h and L. Thirion-Lefèvre, “Cross-polarization amplitudes of obliquely orientated buildings with application to urban areas,” *IEEE Geoscience and Remote Sensing Letters*, vol. 14, no. 11, pp. 1913–1917, Nov 2017.
F. Bovenga, V. Giacovazzo, A. Refice, D. Nitti, and N. Veneziani, “Polarimetric scattering feature estimation for accurate vegetation area classification,” in 2009 IEEE International Geoscience and Remote Sensing Symposium, vol. 3, July 2009, pp. 3888–3891.

Y. Zhou, H. Wang, F. Xu, and Y. Jin, “Polarimetric sar image classification using deep convolutional neural networks,” IEEE Geoscience and Remote Sensing Letters, vol. 13, no. 12, pp. 1935–1939, Dec 2016.

P. Du, A. Samat, B. Waske, S. Liu, and Z. Li, “Random forest and rotation forest for fully polarized sar image classification using polariometric and spatial features,” ISPRS Journal of Photogrammetry and Remote Sensing, vol. 105, pp. 38 – 53, 2015. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S0924271615000611

W. Fritz and D. Miller, “The terrasar-x satellite,” IEEE Transactions on Geoscience and Remote Sensing, vol. 48, no. 2, pp. 615–622, Feb 2010.

J. Sun, W. Yu, and Y. Deng, “The sar payload design and performance for the ge-f3 mission,” Sensors, vol. 17, no. 10, 2017.

F. Tupin and C. Tison, “Sub-aperture decomposition for SAR urban area analysis,” SAR 2004, pp. 431–434, 2004.

M. Spigai, C. Tison, and J.-C. Souryis, “Time-frequency analysis in high-resolution SAR imagery,” IEEE Trans. Geosci. Remote Sens., vol. 49, no. 7, pp. 2699–2711, 2011.

Q. An, Z. Pan, and H. You, “Ship detection in gaofen-3 sar images based on sea clutter distribution analysis and deep convolutional neural network,” Sensors, vol. 18, no. 2, 2018. [Online]. Available: https://www.mdpi.com/1424-8220/18/2/334

Z. Huang, Z. Pan, and B. Lei, “Transfer learning with deep convolutional neural network for SAR target classification with limited labeled data,” Remote Sens., vol. 9, no. 9, 2017.

Q. An, Z. Pan, L. Liu, and H. You, “Debox-v2: An improved detector with rotatable boxes for target detection in sar images,” IEEE Transactions on Geoscience and Remote Sensing, vol. 57, no. 11, pp. 8333–8349, Nov 2019.

Z. Huang, Z. Pan, and B. Lei, “What, where and how to transfer in sar target recognition based on deep cnns,” 2019.

J. Geng, H. Wang, J. Fan, and X. Ma, “Deep supervised and contractive neural network for SAR image classification,” IEEE Trans. on Geosci. Remote Sens., vol. 55, no. 4, pp. 2442–2459, April 2017.

J. Guo, B. Lei, C. Ding, and Y. Zhang, “Synthetic aperture radar image synthesis by using generative adversarial nets,” IEEE Geosci. Remote Sens. Lett., vol. 14, no. 7, pp. 1111–1115, 2017.

Q. Song, F. Xu, and Y. Jin, “Radar image colorization: Converting single-polarization to fully polarimetric using deep neural networks,” IEEE Access, vol. 6, pp. 16647–16661, 2018.

J. Zhao, M. Daturu, Z. Zhang, H. Xia, and W. Yu, “Contrastive-regulated conv in the complex domain: A method to learn physical scattering signatures from flexible polar sar images,” IEEE Transactions on Geoscience and Remote Sensing, vol. 57, no. 12, pp. 10116–10135, 2019.

C. Tison, J.-C. Souryis, and N. Clerc-Renaud, “Point target behaviour in high-resolution sar images: time-frequency versus polariometric analysis,” EURASAR 2006, 2006.

A. Renga, M. D. Graziano, and A. Moccia, “Segmentation of marine sar images by sublook analysis and application to sea traffic monitoring,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 3, pp. 1463–1477, March 2019.

W. Wu, H. Guo, and X. Li, “Man-made target detection in urban areas based on a new azimuth stationarity extraction method,” IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens., vol. 6, no. 3, pp. 1138–1146, June 2013.

L. Ferro-Famil, A. Reigber, E. Pottier, and W. Boerner, “Scene characterization using subaperture polarimetric SAR data,” IEEE Trans. Geosci. Remote Sens., vol. 41, no. 10, pp. 2264–2276, Oct 2003.

L. Ferro-Famil, A. Reigber, and E. Pottier, “Nonstationary natural media analysis from polarimetric SAR data using a two-dimensional time-frequency decomposition approach,” Canadian Journal of Remote Sens., vol. 31, no. 1, pp. 21–29, 2005. [Online]. Available: https://doi.org/10.5589/m10-046

F. Bovenga, D. Derauw, F. M. Rana, C. Barbier, A. Refice, N. Veneziani, and R. Vitulli, “Multi-chronmic analysis of SAR images for coherent target detection,” Remote Sens., vol. 6, no. 9, pp. 8822–8843, 2014. [Online]. Available: http://www.mdpi.com/2072-4292/6/9/8822

F. Bovenga, V. Giacovazzo, A. Refice, D. Nitti, and N. Veneziani, “Interferometric multi-chronmic analysis of high resolution x-band data,” in Proceedings of the Fringe 2011 Workshop, Frascati, Italy, 2011, pp. 19–23.

J. Singh and M. Daturu, “SAR image categorization with log cumulants of the fractional fourier transform coefficients,” IEEE Trans. Geosci. Remote Sens., vol. 51, no. 12, pp. 5273–5282, Dec 2013.

Z. Huang, M. Daturu, Z. Pan, and B. Lei, “Deep sar-net: Learning objects from signals,” ISPRS Journal of Photogrammetry and Remote Sensing, vol. 161, pp. 179 – 193, 2020. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S0924271620300162

L. Ferro-Famil and E. Pottier, “Urban area remote sensing from l-band polar sar data using time-frequency techniques,” in 2007 Urban Remote Sensing Joint Event, April 2007, pp. 1–6.

P. Luducq, L. Ferro-Famil, and E. Pottier, “Time-frequency analysis of polarimetric sar images,” in European Radar Conference, 2005. EURAD, Oct 2005, pp. 109–112.

M. Duquenoy, J. P. Ovarlez, L. Ferro-Famil, L. Vignaud, and E. Pottier, “Study of dispersive and anisotropic scatterers behavior in radar imaging using time-frequency-analysis and polarimetric coherent decomposition,” in 2006 IEEE Conference on Radar, April 2006, pp. 6 pp.–.

A. Freeman and S. L. Durden, “A three-component scattering model for polarimetric sar data,” IEEE Trans. Geosci. Remote Sens., vol. 36, no. 3, pp. 963–978, 1998.

Jong-Sen Lee, M. R. Grunes, T. L. Ainsworth, Li-Jen Du, D. L. Schuler, and S. R. Cloude, “Unsupervised classification using polariometric decomposition and the complex wishart classifier,” IEEE Transactions on Geoscience and Remote Sensing, vol. 37, no. 5, pp. 2249–2258, Sep. 1999.

D. Ratha, A. Bhattacharya, and A. C. Frery, “Unsupervised classification of polar sar data using a scattering similarity measure derived from a geodesic distance,” IEEE Geosci. Remote Sens. Lett., vol. 15, no. 1, pp. 151–155, Jan 2018.

B. You, J. Yang, J. Yin, and B. Xu, “Decomposition of the kernel matrix based on a new norm,” IEEE Geoscience and Remote Sensing Letters, vol. 11, no. 5, pp. 1000–1004, 2014.

J. Boutilier, P. D. Francesco, and E. Guittet, “Geodesic distance in planar graphs,” Nuclear Physics B, vol. 663, no. 3, pp. 535 – 567, 2003. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S0550321303003559

J. Xie, R. Girshack, and A. Farhadi, “Unsupervised deep embedding for clustering analysis,” in Proceedings of The 33rd International Conference on Machine Learning, ser. Proceedings of Machine Learning Research, M. F. Balcan and K. Q. Weinberger, Eds., vol. 48, New York, New York, USA: PMLR, 20–22 Jun 2016, pp. 478–487. [Online]. Available: http://proceedings.mlr.press/v48/xieb16.html

J. A. Hartigan and M. A. Wong, “Algorithm as 136: A k-means clustering algorithm,” Journal of the Royal Statistical Society. Series C (Applied Statistics), vol. 28, no. 1, pp. 100–108, 1979. [Online]. Available: http://www.jstor.org/stable/2346830

F. J. Valverde-Albacete and C. Pelaez-Moreno, “A framework for supervised classification performance analysis with information-theoretic methods,” IEEE Transactions on Knowledge and Data Engineering, pp. 1–1, 2019.

“Gaofen-3 (gf-3) full (quad) polarimetric sample datasets,” https://www.mdpi.com/1424-8220/18/2/334

Zhongling Huang (S’20)received the B.Sc. degree in electronic information science and technology from Beijing Normal University, Beijing, China, in 2015. She is currently pursuing the Ph.D. degree with the University of Chinese Academy of Sciences (UCAS), Beijing, and the Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing, and a joint Ph.D. degree with the EO Data Science Department, German Aerospace Center (DLR), Wessling, Germany, under a scholarship from UCAS. Her research interests include remote sensing, synthetic aperture radar (SAR) target recognition, SAR image understanding, and deep learning.
Mihai Datcu (SM’04–F’13) received the M.S. and Ph.D. degrees in electronics and telecommunications from the University Politehnica Bucharest (UPB), Bucharest, Romania, in 1978 and 1986, respectively, and the Habilitation a diriger des recherches in computer science from the University Louis Pasteur, Strasbourg, France, in 1999. From 1992 to 2002, he had a longer invited Professor assignment at the Swiss Federal Institute of Technology (ETH Zurich), Zurich, Switzerland. He has held visiting professor appointments at the University of Oviedo, Oviedo, Spain; University Louis Pasteur, Strasbourg, France; International Space University, Strasbourg; the University of Siegen, Siegen, Germany; University of Innsbruck, Innsbruck, Austria; University of Alcala, Alcala de Henares, Spain; University Tor Vergata, Rome, Italy; the Universidad Pontificia de Salamanca, Madrid, Spain; University of Camerino, Camerino, Italy; and the Swiss Center for Scientific Computing, Manno, Switzerland. Since 1981, he has been a Professor with the Department of Applied Electronics and Information Engineering, Faculty of Electronics, Telecommunications and Information Technology, UPB, where he is involved in image processing and electronic speckle interferometry. Since 1993, he has been a Scientist with the German Aerospace Center (DLR), Wessling, Germany. He is developing algorithms for model-based information retrieval from high-complexity signals and methods for scene understanding from very-high-resolution synthetic aperture radar (SAR) and interferometric SAR data. He is currently a Senior Scientist and the Image Analysis Research Group Leader with the Remote Sensing Technology Institute, DLR. Since 2011, he has been leading the Immersive Visual Information Mining Research Laboratory, Munich Aerospace Faculty, and the Director of the Research Center for Spatial Information, UPB. Since 2001, he had been initiating and leading the Competence Centre on Information Extraction and Image Understanding for Earth Observation, ParisTech, Paris Institute of Technology, Telecom Paris, Paris, France, a collaboration of DLR with the French Space Agency (CNES). He has been a Professor of the DLR-CNES Chair, ParisTech, Paris Institute of Technology, Telecom Paris. He has initiated the European frame of projects for image information mining (IIM) and is involved in research programs for information extraction, data mining and knowledge discovery, and data understanding with the European Space Agency (ESA), NASA, and in a variety of national and European projects. He and his team have developed and are currently developing the operational IIM processor in the Payload Ground Segment systems for the German missions, TerraSAR-X, TanDEM-X, and the ESA Sentinel-1 and Sentinel-2. He is the author of more than 450 scientific publications; among them, 80 are journal papers and a book on number theory. He is involved in research related to information-theoretical aspects and semantic representations in advanced communication systems. His research interests include Bayesian inference, information and complexity theory, stochastic processes, model-based scene understanding, image information mining, for applications in information retrieval, and understanding of high-resolution SAR and optical observations.

Dr. Datcu is also a member of the ESA Working Group Big Data from space (BiDS). He received the Best Paper Award and the IEEE Geoscience and Remote Sensing Society Prize in 2006, the National Order of Merit with the rank of Knight, for outstanding international research results, awarded by the President of Romania in 2008, and the Romanian Academy Prize Traian Vuia for the development of the SAADI image analysis system and his activity in image processing in 1987. He has served as a co-organizer of international conferences and workshops and a guest editor for a special issue on IIM of the IEEE and other journals.

Zongxu Pan (M’19) received the B.Eng. degree in electronic and information engineering from Harbin Institute of Technology, Harbin, China, in 2010, and the Ph.D. degree in information and communication engineering from Tsinghua University, Beijing, China, in 2015. He is currently an Associate Professor with Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing, China. He has authored or coauthored over 40 papers in refereed journals and conference proceedings, including IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, IEEE GEOSCIENCE AND REMOTE SENSING LETTERS, Remote Sensing and so on. His current research interests focus on deep learning in remote sensing application, such as target detection and recognition in optical remote sensing and synthetic aperture radar images, and super-resolution reconstruction of remote sensing images.

Dr. Pan serves as a reviewer of over 10 refereed journals, such as IEEE TGRS, IEEE GRSL, IEEE JSTARS, IEEE ACCESS. He has reviewed more than 100 manuscripts.

Xiaolan Qiu (M’09–SM’18) received the B.S. degree from University of Science and Technology of China (USTC) in 2004 and Ph.D. degree from Graduate University of Chinese Academy of Sciences (GUCAS) in 2009, respectively. Since July 2009, she has been working in the Institute of Electronics, Chinese Academy of Sciences (IECAS), where she is currently a research fellow with the Signal Processing and Image Analysis Laboratory. Her research interests including SAR/Bistatic SAR imaging, SAR image understanding and SAR 3D reconstruction.

Bin Lei received the B.Sc. degree in electrical engineering from Tsinghua University, Beijing, China, in 2000, the M.Sc. and Ph.D. degrees in signal and information processing from the Institute of Electronics, Chinese Academy of Sciences, Beijing, China, in 2003, and 2014, respectively. He is currently a Professor and the Director with the Key Laboratory of Technology in Geo-spatial Informatics Processing and Application System, Chinese Academy of Sciences. His research interests include investigating remote sensing data processing and system applications.