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19.1 Introduction

Particle physics research at the energy frontier has entered an exciting era: Experiments at the CERN Large Hadron Collider (LHC) are exploring the fabric of matter at an unprecedented level of precision and are expected to provide answers to some of the most fundamental questions in science. The recent discovery of a Higgs boson with SM-like properties at the LHC marks the beginning of an exciting journey with the goal to fully reveal the nature of the mechanism responsible for the generation of mass and its messenger, the Higgs boson. Besides the study of the Higgs boson at the LHC and future collider experiments, these experiments at the energy frontier strive to discover new particles and to gain new insights in the fundamental principles that govern all dynamics and properties of matter, i.e. beyond what is described by the Standard Model (SM) of particle physics.

The SM is a thoroughly tested framework for describing electromagnetic, weak and strong interactions of the fundamental constituents of matter, based on a symmetry principle and mathematically formulated as a renormalizable Quantum Field Theory. The SM successfully describes all presently observed electroweak and strong interactions of matter particles (quarks and leptons) and of the mediators of the fundamental forces (photon, W and Z bosons, and the gluon). Despite this enormous success of the SM, it is generally accepted that the SM is merely a low-energy approximation to a more fundamental theory, which is expected to reveal itself at the LHC or at future high-energy experiments, in the form of the emergence of new, non-SM particles and interactions. A promising candidate for a theory beyond the SM, which also provides a dark matter candidate, is Supersymmetry (SUSY), an additional symmetry connecting fermions and bosons. The LHC is presently searching for signals of SUSY, and already succeeded in excluding a range of possible manifestations of SUSY. While direct signals of new particles (i.e., the on-mass shell production of non-SM particles) may require collider energies not yet accessible, it is possible that new physics manifests itself first in form of small deviations between measurements and equally precise predictions of properties of SM particles. The deviations can arise due to the virtual presence of new particles in quantum loops and in new amplitudes generated by their exchange at tree-level.

This is the realm of precision electroweak physics, where well-defined electroweak precision observables (EWPO) are being measured in the interactions of W and Z bosons and are equally well predicted by
complex quantum-field theoretical calculations of these quantum loop effects of SM and beyond-the-SM (BSM) particles. The powerful concept of precision physics not only tests the SM as a full-fledged Quantum Field Theory, but also provides indirect access to currently unobserved sectors of the SM and beyond. Examples of successful applications of precision physics in the recent past include the test of the electroweak sector of the SM at the 0.1% level at LEP and the SLC [1], an indirect prediction of the mass of the top quark and the SM Higgs boson prior to their discovery respectively in $p\bar{p}$ collisions at the Tevatron and $pp$ collisions at the LHC, and exclusion of, or severe constraints on, various extensions of the SM (e. g. Technicolor). In this report, in Sec. [19.2] we will study the potential of EWPOs measured at future high-energy colliders for revealing signals of new physics, constraining the parameter space of BSM models, or providing additional information about the underlying model once a new particle is discovered.

Apart from UV-complete theories such as SUSY, an alternate way to indirectly search for signals of BSM physics is based on Effective Field Theories (EFT). If the new physics scale is well above the energies reached in experiments, the new degrees of freedom cannot be produced directly and the new physics appears only as new interactions between the known particles. These new interactions are included in the Lagrangian as higher-dimensional operators which are invariant under the SM symmetries and suppressed by the new physics scale $\Lambda$,

$$L_{EFT} = L_{SM} + \sum_{d>4} \sum_i \frac{c_i}{\Lambda^{d-4}} O_i$$

where $d$ is the dimension of the operators. In the limit $\Lambda \to \infty$, this EFT Lagrangian reduces to the SM one. Since the $c_i$ are fixed by the complete high energy theory, any extension of the SM can be parametrized by this Lagrangian where the coefficients of the operators are kept as free parameters. Below the new physics scale, only the operators with lowest dimensions can give a large contribution and need to be kept (unless the coefficient of a higher-dimension operator is substantially larger). Once truncated, the EFT Lagrangian becomes predictive even without fixing the coefficients and parametrizes any heavy new physics scenario. However, it should be kept in mind that this truncated Lagrangian is only valid at energies below the new physics scale.

EFT operators are a useful method for parameterizing the predictions of various strongly-interacting light Higgs (SILH) models [2] which describe the Higgs boson as a pseudo-Goldstone Boson arising from the breaking of a larger symmetry. The lightness of the Higgs boson is the big question raised by the non-stability of the SM Higgs potential under the effect of quantum loops. While SUSY offers an elegant solution which is weakly-coupled and perturbative, EFT operators provide a starting point for exploring strongly-coupled solutions to this important question. Some of these operators induce deviations in EWPOs and Higgs couplings as well as multi-boson production, while others are uniquely probed by multi-boson production.

In this report, in Sec. [19.3] we will use the EFT approach to explore the potential of multi-boson processes at the LHC and other machines for providing information about the scale and the dynamics of the new physics.

### 19.2 Electroweak precision physics

In this section we focus on two important observables, $M_W$ and $\sin^2\theta_{\text{eff}}$. We start with a discussion on the theoretical predictions, followed by discussions of their measurements at various machines.
19.2 Electroweak precision physics

19.2.1 Uncertainties in predictions of $Z$ pole observables, $\sin^2 \theta^\ell_{\text{eff}}$ and $M_W$

At $e^+e^-$ colliders, near the $Z$-peak the differential cross section for $e^+e^+ \rightarrow f\bar{f}$ can be written as

$$\frac{d\sigma}{d\cos \theta} = R_{\text{ini}} \left[ \frac{9}{2} \pi \frac{\Gamma_{ee} \Gamma_{ff}(1-P_e A_e) (1+\cos^2 \theta) + 2(A_e-P_e) A_f \cos \theta}{(s-M_Z^2)^2 - M_Z^4 \Gamma_Z^2} + \sigma_{\text{non-res}} \right], \quad (19.2)$$

where $\Gamma_{ff} = R^f_V g^2_{Vf} + R^f_A g^2_{Af}$, \quad $\Gamma_Z = \sum_f \Gamma_{ff}$, \quad $A_f = 2 \frac{g_{Vf}/g_{Af}}{1+(g_{Vf}/g_{Af})^2} = \frac{1-4|Q_f|^2 \sin^2 \theta^f_{\text{eff}}}{1-4 \sin^2 \theta^f_{\text{eff}} + 8(\sin^2 \theta^f_{\text{eff}})^2}$. \quad (19.3)

Here $\Gamma_Z$ is the total $Z$ decay width, $\Gamma_{ff}$ is the partial width for the decay $Z \rightarrow f\bar{f}$, and $g_{Vf}/g_{Af}$ are the effective vector/axial-vector coupling that mediate this decay. These effective couplings include higher-order loop corrections to the vertex, except for QED and QCD corrections to the external $f\bar{f}$ system, which are captured by the radiator functions $R^f_V$ and $R^f_A$. The factor $R_{\text{ini}}$, on the other hand, accounts for QED radiation in the initial-state. (Specifically, as written in Eq. [19.2], it describes these effects relative to the final-state radiation contribution for $e^+e^-$.)

Equation [19.2] explicitly spells out the leading $Z$-pole contribution, while additional effects from photon exchange and box corrections are included in the remainder $\sigma_{\text{non-res}}$.

The ratio of the vector and axial vector couplings of fermions to the $Z$ boson, $g_{Vf}$ and $g_{Af}$, is commonly parametrized through the effective weak mixing angle $\sin^2 \theta^f_{\text{eff}}$. At $e^+e^-$ colliders it can be determined from the angular distribution of fermions in $e^+e^- \rightarrow f\bar{f}$ processes with respect to the scattering angle $\cos \theta$ or from the dependence on the initial electron polarization $P_e$:

$$A_{\text{FB}} \equiv \frac{\sigma(\cos \theta > 0) - \sigma(\cos \theta < 0)}{\sigma(\cos \theta > 0) + \sigma(\cos \theta < 0)} = R_{\text{FB}} \frac{3}{4} A_e A_f, \quad (19.5)$$

$$A_{\text{LR}} \equiv \frac{\sigma(P_e > 0) - \sigma(P_e < 0)}{\sigma(P_e > 0) + \sigma(P_e < 0)} = A_e. \quad (19.6)$$

$R_{\text{FB}}$ accounts for QCD and QED corrections. The total cross-section, decay width $\Gamma_Z$, and branching ratios of the $Z$ boson are measured from the rates and lineshape of the cross sections $\sigma_{e^+e^- \rightarrow f\bar{f}(s)}$ on the $Z$ pole ($\sqrt{s} = M_Z$) and for at least one value of $\sqrt{s}$ each above and below the pole ($\sqrt{s} = M_Z \pm \Delta E$).

At hadron colliders, the effective weak mixing angle can be determined from the forward-backward asymmetry of the process $q\bar{q} \rightarrow \ell^+\ell^-$ ($\ell = e, \mu$) near the $Z$ pole. However, one cannot determine on a event-by-event basis from which side the quark and the antiquark were coming. For a $p\bar{p}$ initial state, it is generally assumed that the (anti)quark originated from the (anti)proton, respectively, and the dilution effect from the opposite possibility is evaluated based on Monte-Carlo simulations \cite{4}. For a $pp$ initial state, the boost direction of the $\ell^+\ell^-$ system is defined as the quark direction \cite{5}, based on the observation that the valence quarks from the proton tend to be more energetic than the sea antiquarks. Again, dilution effects from the wrong quark-antiquark assignment are studied with Monte-Carlo generators.

Due to the high precision of the experimental measurements for these observables, much effort has gone into their theoretical calculation within the Standard Model (SM).

\footnote{For a review, see Ref. \cite{3}.}
The effective weak mixing angle can be written as

$$\sin^2 \theta^\prime_{\text{eff}} = \frac{1}{4Q_f}(1 + \mathcal{R}_c \frac{g_{Vf}}{g_{Af}}) = (1 - \frac{M_W^2}{M_Z^2})(1 + \Delta \kappa),$$

(19.7)

where $\Delta \kappa$ denotes the contribution from radiative corrections. At tree level, $\Delta \kappa = 0$ and the effective weak mixing angle coincides with the so-called on-shell weak mixing angle.

For leptonic final states, the effective weak mixing angle $\sin^2 \theta^\prime_{\text{eff}}$ has been calculated to the complete two-loop order \[6,7\], and 3- and 4-loop corrections of order $\mathcal{O}(\alpha^2)$ \[8\] and $\mathcal{O}(\alpha \alpha_s^2)$ \[9\] are also known. Furthermore, the leading $\mathcal{O}(\alpha^3)$ and $\mathcal{O}(\alpha^2 \alpha_s)$ contributions for large values of $m_t$ \[10\] or $m_H$ \[11\] have been computed.

The current uncertainty from unknown higher orders is estimated to amount to about $4.5 \times 10^{-5}$ \[7\], which mainly stems from missing $\mathcal{O}(\alpha^2 \alpha_s)$ and $\mathcal{O}(N_f^2 \alpha^3, N_f^3 \alpha^3)$ contributions beyond the leading $m_t^4$ and $m_H^6$ terms, respectively. (Here $N_f^0$ denotes diagrams with $n$ closed fermion loops. Based on experience from lower orders, the $\mathcal{O}(\alpha^3)$ diagrams with several closed fermion loops are expected to be dominant.) The calculation of these corrections requires three-loop vertex integrals with self-energy sub-loops and general three-loop self-energy integrals, which realistically can be expected to be worked out in the foreseeable future. The remaining $\mathcal{O}(\alpha^3)$ and four-loop terms are tentatively estimated to amount to about $4 \times 10^{-5}$. This estimate should improve when the aforementioned calculations have been completed.

When extracting $\sin^2 \theta^\prime_{\text{eff}}$ from $A_{FB}$ and $A_{LR}$, the initial- and final-state QED radiator functions $\mathcal{R}_i$ must be taken into account. In general, the QED corrections are known to $\mathcal{O}(\alpha)$ for the differential cross section and to $\mathcal{O}(\alpha^2)$ for the integrated cross section (see Ref. \[12\] for a summary). However, for the LR asymmetry these corrections completely cancel up to NNLO \[13\], while for the FB asymmetry they cancel if hard photon contributions are excluded, i.e. they cancel up to terms of order $E_\gamma/\sqrt{s}$ \[13\] \[14\] \[15\]. Therefore, a sufficiently precise result for the soft-photon contribution with $E_\gamma < E_\gamma^\text{cut}$ can be obtained using existing calculations for small enough $E_\gamma^\text{cut}$, while the hard-photon contribution ($E_\gamma > E_\gamma^\text{cut}$) can be evaluated with numerical Monte-Carlo methods.

Other important $Z$ pole observables are $R_b$ and the $Z$ width. For the branching fraction $R_b = \Gamma_b/\Gamma_{\text{had}}$, two-loop corrections of $\mathcal{O}(\alpha \alpha_s)$, $\mathcal{O}(N_f \alpha^2)$, and $\mathcal{O}(N_f^2 \alpha^2)$ are known \[16\] \[17\]. Assuming geometric progression of the perturbative series, the remaining higher-order contributions are estimated to contribute at the level of $\sim 2 \times 10^{-4}$. As before, the contribution from electroweak two-loop diagrams without closed fermion loops is expected to be small. The dominant missing contributions are the same as for $\sin^2 \theta^\prime_{\text{eff}}$.

For the total width $\Gamma_Z$, only an approximate result for the electroweak two-loop corrections in the limit of large $m_t$ is known \[18\]. The remaining $\mathcal{O}(N_f \alpha^2)$ may be relatively large. As deduced from the size of individual vertex factors in the calculation of $R_b$ \[17\], and assuming that there are no relevant cancellations between them, the uncertainty of $\Gamma_Z$ associated with these corrections is estimated to be a few MeV, which is by far dominant compared to missing three-loop contributions. However, the $\mathcal{O}(N_f \alpha^2)$ correction can be computed with existing methods without conceptual difficulties.

Besides $Z$-pole observables, the $W$-boson mass, $M_W$ plays an important role for electroweak precision physics. Theoretically, it can be predicted from the muon decay rate. After subtraction of QED radiation effects \[19\], muon decay can be described by an effective four-fermion interaction with the Fermi coupling constant $G_\mu$, which in the SM is given by

$$\frac{G_\mu}{\sqrt{2}} = \frac{\pi \alpha M_Z^2}{2M_W^2(M_Z^2 - M_W^2)}(1 + \Delta r),$$

(19.8)

where $\Delta r$ summarizes the electroweak (non-QED) higher-order corrections. This equation can be solved numerically for $M_W$. 
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The current status of the theoretical calculations and prospects for the near future are summarized in corrections [8, 9, 10]. The intrinsic theoretical error is estimated to be about 4 MeV, mostly due from missing Zfitter. The known corrections to the effective weak mixing angles and the partial widths are implemented in that the known one-loop corrections are sufficient to reach NNLO precision at the amplitude is expanded about the complex pole NNLO level and beyond. Such a framework can be established based on the pole scheme [24], where the Eq. 19.2 [7]. While these discrepancies may be numerically small, it would be desirable to construct a new and factorization assumptions. Another problem is the separation of leading and sub-leading pole terms in Zf designed for NLO but not NNLO corrections. In particular, there are mismatches between the electroweak predictions for $\alpha_M$ determined with the help of the parametrization formulae of Ref. [21] for $\alpha$ and $\Delta_M$ to missing higher order corrections as listed in Table 19-2 have been taken from Refs. [21, 7]. Using the numbers in the last column are rough order-of-magnitude guesses.

| Quantity       | Current theory error | Leading missing terms | Est. future theory error |
|----------------|----------------------|-----------------------|--------------------------|
| $\sin^2 \theta_{eff}^l$ | $4.5 \times 10^{-5}$ | $O(\alpha^2 \alpha_s)$, $O(N_f^2 \alpha^3)$ | $1...1.5 \times 10^{-5}$ |
| $R_b$          | ~ $2 \times 10^{-4}$ | $O(\alpha^2)$, $O(N_f^2 \alpha^3)$ | ~ $1 \times 10^{-4}$ |
| $\Gamma_Z$     | few MeV              | $O(\alpha^2)$, $O(N_f^2 \alpha^3)$ | < 1 MeV |
| $M_W$          | 4 MeV                | $O(\alpha^2 \alpha_s)$, $O(N_f^2 \alpha^3)$ | ≤ 1 MeV |

Table 19-1. Some of the most important precision observables for Z-boson production and decay and the W mass (first column), their present-day estimated theory error (second column), the dominant missing higher-order corrections (third column), and the estimated improvement when these corrections are available (fourth column). In many cases, the leading parts in a large-mass expansion are already known, in which case the third column refers to the remaining pieces at the given order. The numbers in the last column are rough order-of-magnitude guesses.

Within the SM, $M_W$ has been computed including full two-loop corrections [20, 21] and leading 3- and 4-loop corrections [8, 9, 10]. The intrinsic theoretical error is estimated to be about 4 MeV, mostly due from missing $O(\alpha^2 \alpha_s)$ and $O(N_f^2 \alpha^3)$ contributions beyond the leading-$m_t$ approximation. Inclusion of these effects, which would require the computation of the 3-loop self-energies, would reduce the perturbative error to less than 1 MeV.

The current status of the theoretical calculations and prospects for the near future are summarized in Tab. 19-1. Note that $\sigma_{non-res}$ in Eq. 19.2 is suppressed by $\Gamma_Z/M_Z$ compared to the leading pole term, so that the known one-loop corrections are sufficient to reach NNLO precision at the $Z$ pole.

The known corrections to the effective weak mixing angles and the partial widths are implemented in programs such as Zfitter [12, 22] and Gfitter [23]. However, these programs are based on a framework designed for NLO but not NNLO corrections. In particular, there are mismatches between the electroweak NNLO corrections to the Zf vertices and QED/QCD corrections to the external legs due to approximations and factorization assumptions. Another problem is the separation of leading and sub-leading pole terms in Eq. 19.2 [7]. While these discrepancies may be numerically small, it would be desirable to construct a new framework that treats the radiative corrections to Z-pole physics systematically and consistently at the NNLO level and beyond. Such a framework can be established based on the pole scheme [24], where the amplitude is expanded about the complex pole $s = M_Z^2 - iM_Z \Gamma_Z$, with the power counting $\Gamma_Z/M_Z \sim \alpha$.

In addition to intrinsic theoretical error, the predictions of $\sin^2 \theta_{eff}^l$, $M_W$, etc. also depend on input parameters and their experimental uncertainties. The parametric uncertainties in the currently best SM predictions for $M_W$ and $\sin^2 \theta_{eff}^l$ due to uncertainties in $m_t$, $\Delta \alpha_{had}^{(5)}$ and $M_Z$ of Tables 19-2, 19-3 have been determined with the help of the parametrization formulae of Ref. [21] for $M_W$ and of Ref. [4] for $\sin^2 \theta_{eff}^l$.

Two recent determinations of the five-quark hadronic contribution to $\alpha(M_Z)$ find $\Delta \alpha_{had}^{(5)}(M_Z) = (275.7 \pm 1.0) \times 10^{-4}$ [25] and $\Delta \alpha_{had}^{(5)}(M_Z) = (276.26 \pm 1.38) \times 10^{-4}$ [26]. The residual theory uncertainties due to missing higher order corrections as listed in Table 19-2 have been taken from Refs. [21, 7]. Using the following measured values in the calculation of $M_W$ and $\sin^2 \theta_{eff}^l$: $m_t = 173.2 \pm 0.9$ GeV [27], $\alpha_s(M_Z) = 0.1184 \pm 0.0007$ [28], $M_Z = 91.1876 \pm 0.0021$ GeV [8], and $M_H = 125 \pm 1$ GeV, one finds $M_W = 80.3603 \pm 0.0076$ GeV and $\sin^2 \theta_{eff}^l = 0.23127 \pm 0.00007$ for $\Delta \alpha_{had}^{(5)}(M_Z) = (276.26 \pm 1.38) \times 10^{-4}$ [26] and $M_W = 80.3614 \pm 0.0074$ GeV and $\sin^2 \theta_{eff}^l = 0.23129 \pm 0.00007$ for $\Delta \alpha_{had}^{(5)}(M_Z) = (275.7 \pm 1.0) \times 10^{-4}$ [25].

Table 19-3 clearly shows that measurements of $M_W$ at the few MeV level, and $\sin^2 \theta_{eff}^l$ at the level of $10^{-5}$, requires significant improvements in the parametric uncertainties from $m_t$, $\Delta \alpha_{had}^{(5)}$ and $M_Z$ as well as in higher order calculations. Parametric uncertainties from $m_{t\bar{t}}$ and $\Delta \alpha_{had}$, if reduced by a factor of 2 compared to
current uncertainties, will prevent them from exceeding the anticipated total precision on $M_W$ at the LHC. At the ILC and TLEP a factor of 5 and 10 improvement, respectively, in the parametric uncertainties is needed, which is only achievable if the precision on $M_Z$ is considerably improved as well. TLEP can improve the $M_Z$ precision by a factor of at least 10 (for a discussion of prospects for an improvement in $\Delta m_t$ see Section 19.2.5). The LHC may be able to achieve $\Delta m_t \sim 0.5$ GeV but further progress at the LHC will likely be limited by theoretical uncertainties in the non-perturbative QCD effects associated with translating the kinematically-reconstructed $m_t$ to the pole mass. We refer to the summary report of the Snowmass working group on *Fully understanding the top quark* for a detailed discussion of the prospects for future precision $m_t$ measurements.

| $\Delta M_W$ [MeV] | $\Delta (\Delta^5_{\text{had}}) = \Delta M_Z = 2.1$ MeV | missing h.o. | total |
|---------------------|--------------------------------|--------------|-------|
| 5.4                 | 2.5 (1.8)                      | 2.6          | 4.0   | 7.6 (7.4) |
| $\Delta \sin^2 \theta_{\text{eff}} [10^{-5}]$ | 2.8 | 4.8 (3.5) | 1.5 | 4.5 | 7.3 (6.5) |

**Table 19-2.** Current parametric and theory uncertainties of SM predictions of $M_W$ and $\sin^2 \theta_{\text{eff}}$.

In many new physics models, the leading contributions beyond the SM to electroweak precision observables can be described by the *oblique* parameters $S, T, U$ [29]:

$$\Delta r \approx \Delta r^{\text{SM}} + \frac{\alpha}{2 s_w^2} \Delta S - \frac{\alpha c_w^2}{s_w^2} \Delta T + \frac{s_w^2 - c_w^2}{s_w^4} \Delta U,$$

$$\sin^2 \theta_{\text{eff}} \approx (\sin^2 \theta_{\text{eff}})^{\text{SM}} + \frac{\alpha}{4(c_w^2 - s_w^2)} \Delta S - \frac{\alpha s_w^2 c_w^2}{c_w^4 - s_w^4} \Delta T,$$

where $s_W^2 = 1 - c_W^2 = 1 - M_W^2/M_Z^2$, and $S, T, U$ are given at 1-loop level in terms of the transverse parts of 1-PI gauge boson self-energies, $\Pi_{VV'}$:

$$\alpha S = 4 s_w^2 c_w^2 \left[ \Pi_{ZZ}^I(0) - \frac{c_w^2 - s_w^2}{s_w c_w} \Pi_{Z\gamma}^I - \Pi_{\gamma\gamma}^I(0) \right],$$

$$\alpha T = \Delta \rho = \frac{\Pi_{WW}(0)}{M_W^2} - \frac{\Pi_{ZZ}(0)}{M_Z^2},$$

$$\alpha U = 4 s_w^2 \left[ \Pi_{WW}^I(0) - \frac{c_w^2}{s_w^2} \Pi_{ZZ}^I(0) - 2 s_w c_w \Pi_{Z\gamma}^I - s_w^2 \Pi_{\gamma\gamma}^I(0) \right].$$

Note that $\Delta T = 0 \ (\Delta \rho = 0)$ and $\Delta U = 0$ in case of exact custodial $SU(2)$ symmetry. A discussion of the current and expected precision in the determination of the oblique parameters $S$ and $T$, for a fixed value of $U = 0$, can be found in Section 19.2.6.
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19.2.2 Uncertainties in measurements of $M_W$ and $\sin^2 \theta_{\text{eff}}$ at hadron colliders

In this section we discuss the theoretical inputs and the experimental aspects of measuring these EWPOs at hadron colliders.

19.2.2.1 Theory and PDF aspects: $M_W$

In hadronic collisions, the $W$ boson mass can be determined from the transverse mass distribution of the lepton pair, $m_T(l\nu)$, originating from the $W$ boson decay, $W \to l\nu$, and the transverse momentum distribution of the charged lepton or neutrino. Both QCD and electroweak (EW) corrections play an important role in the measurement of $W$ boson observables at hadron colliders. For the anticipated experimental precision in the measurement of $M_W$ at the Tevatron and the LHC, as presented in Section 19.2.2.2, it is imperative to control predictions for the relevant observables at the per-mille level. For instance, the transverse momentum distribution of the $W$ boson is an important ingredient in the current $W$ mass measurement at the Tevatron (see, e.g., Ref. [30] for a review). In lowest order (LO) in perturbation theory, the $W$ boson is produced without any transverse momentum. Only when QCD corrections are taken into account does the $W$ boson acquire a non-negligible transverse momentum, $p_T^W$. For a detailed understanding of the $p_T^W$ distribution, it is necessary to resum the soft gluon emission terms, and to model non-perturbative QCD corrections. This has either be done using calculations targeted specifically for resummation and parametrizing non-perturbative effects (see, e.g., Refs. [31] and [32]), or interfacing a calculation of $W$ boson production at next-to-leading order (NLO) in QCD with a parton-shower Monte Carlo (MC) program and tuning the parameters used to describe the non-perturbative effects. The latter approach has been pursued in Refs. [33, 34, 35]. Fixed higher-order QCD corrections to fully differential distributions in $W$ boson production are known through next-to-next-to-leading order [36, 37, 38].

While QCD corrections only indirectly affect the $W$ mass extracted from the $m_T(l\nu)$ distribution, QED radiative corrections can considerably distort the shape of this distribution in the region sensitive to the $W$ mass. For instance, final-state photon radiation is known to shift $M_W$ by $\mathcal{O}(100 \text{ MeV})$ [39, 40, 41, 42, 43, 44, 45, 46]. In the last few years, significant progress in providing predictions including EW corrections to $W$ boson production in hadronic collisions has been made. The complete $\mathcal{O}(\alpha)$ EW radiative corrections to $p_T^W \to W^\pm \to \ell^\pm \nu (\ell = e, \mu)$ were calculated by several groups [47, 48, 49, 50, 51, 52, 53] and found to agree [54, 55]. First steps towards going beyond fixed order in QED radiative corrections in $W$ boson production were taken in Refs. [56, 57, 58, 59, 60] by including the effects of final-state multiple photon radiation. For a review of the state-of-the-art of predictions for $W$ and $Z$ boson production at hadron colliders see, e.g., Refs. [51, 55, 61]. Given the anticipated accuracy of the $W$ boson mass measurement at the Tevatron and the LHC, it is necessary to not only fully understand and control separately higher-order QCD and EW corrections, but also their combined effects. A first study of combined effects can be found in Ref. [62], where final-state photon radiation was added to a calculation of $W$ boson production which includes NLO and resummed QCD corrections. This study showed that the difference in the effects of EW corrections in the presence of QCD corrections and of simply adding the two predictions may be not negligible in view of the anticipated precision. Moreover, in the relevant kinematic region, i.e. around the Jacobean peak, the QCD corrections tend to compensate some of the effects of the EW corrections. In Ref. [63] the full set of EW $\mathcal{O}(\alpha)$ corrections of HORACE [52] was combined with the NLO QCD corrections to $W$ boson production simulated by the generator MC@NLO [38], which is matched with the parton-shower MC program Herwig [54]. The results of a combination of the EW $\mathcal{O}(\alpha)$ corrections to $W$ and $Z$ boson production as implemented in SANC [51, 65] with Pythia [66] and Herwig can be found in Ref. [67], without, however, performing a matching of NLO QCD corrections to the parton shower. Recently, the complete EW $\mathcal{O}(\alpha)$ radiative corrections to $W$ and $Z$ boson production became available in POWHEG [68, 69, 70], which allows one to study the effects of...
NLO EW corrections in the presence of QCD radiation and with both Pythia and Herwig. However, this approach can only capture part of the two-loop mixed QCD-EW corrections, and only a complete 2-loop calculation of $\mathcal{O}(\alpha\alpha_s)$ corrections will provide a reliable estimate of the theoretical uncertainty due to missing higher-order corrections. In view of recent improvements in the calculation of two-loop corrections [71], it is reasonable to expect that these calculations are available at the timescale of a final LHC measurement of $M_W$.\footnote{See, e. g., Ref. [72] for a calculation of the two-loop virtual mixed QCD×QCD corrections to the Drell-Yan process, and Ref. [73] for a recent discussion of factorizable contributions.}

The PDF uncertainty must be considerably reduced for a target uncertainty of $\Delta M_W = 9\, (5)$ MeV at the Tevatron (LHC). An analysis performed in Ref. [74] has shown that the LHC measurements of the $W$ charge asymmetry using the 2012 data has the potential to reduce the $W$ mass uncertainty at the Tevatron by about a factor of two (see also Section [19.2.2.2]). But none of the PDF sets studied in Ref. [74] included the recent constraints from the LHC measurements of electroweak boson production, which constrain PDFs for the same flavor combinations and the same kinematic regions relevant for $M_W$ determinations. In order to update this study taking this information into account, we have repeated the determination of $\Delta M_W$ at NLO-QCD (with DYNNLO for the theory modeling) using the same method as in Ref. [74] but using now the NNPDF2.3 [75]. This set is particularly suited for the determination of the $W$ mass at the LHC since it already includes constraints from $W$ and $Z/\gamma^*$ production data from ATLAS, CMS and LHCb. In order to reduce the statistical fluctuations, a dedicated set of $N_{\text{rep}} = 1000$ replicas has been produced and used to compute the theory predictions for the $W$ transverse mass distribution at NLO-QCD [76]. All of the results shown below correspond to $W^+$ boson production, but we know from [74] that they should apply as well for $W^-$ boson production.

For each of the $N_{\text{rep}} = 1000$ PDF replicas, the fit determines which is the value of $M_W$ which maximizes the agreement with the template distributions. The distribution of best-fit $M_W$ over the NNPDF2.3 replicas for normalized distributions is shown in Fig. 19-1. Note that our procedure entails a methodological uncertainty due to the finite statistics used to generate the templates, which is not explicitly accounted for here. Note also that our estimate of $\delta_{\text{PDF}} = 5$ MeV applies to the $m_T^W$ distribution fits only, and to derive the final estimate we would need as well the results obtained with the MSTW [77] and CT10 [78] sets. Finally, the PDF uncertainty depends on the details of the experimental distribution being fit, and therefore the effects of the experimental resolution are also important. Resolution effects tend to increase the PDF uncertainty.
In order to determine if a particular PDF combination is responsible for the bulk of the PDF uncertainties in \( M_W \), it is useful to compute the correlations \([19]\) between the \( N_{\text{rep}} = 1000 \) PDF replicas of NNPDF2.3 and the 1000 determinations of \( M_W \) obtained from the template fits for each replica. The results are shown in Fig. 19-2 for the unnormalized templates (left plot) and for the normalized templates (right plot). In the case of the unnormalized templates, the correlation between PDFs and \( M_W \) is similar to the case of the inclusive \( W^+ \) cross section \([80]\). On the other hand, for the normalized templates the correlations are much smaller, showing that the normalization effectively decorrelates the \( M_W \) fits with respect to the PDFs.

Since experimental measurements always use normalized templates, this is the result of relevance. It is clear that there is not a particular range of Bjorken-\( x \) or a particular quark flavor that dominates the \( M_W \) measurement. This implies that, in order to further reduce the PDF uncertainty in the \( M_W \) measurement from \( m_T^W \), one needs new data constraining all quark flavors and gluons in the broadest possible \( x \) range.

The results that we have just discussed were based on the determination of \( M_W \) from the \( W \) transverse mass distribution. This distribution receives small higher-order QCD corrections, but its accurate determination at the LHC will be challenging, to achieve a competitive \( M_W \) measurement. Next we report on preliminary work towards the extension of the results of \([74]\) to a template-fit analysis of the lepton transverse momentum distribution, which has been successfully used at the Tevatron to measure \( M_W \).

As opposed to the transverse mass distribution, the lepton transverse momentum, \( p_T^l \), is substantially modified by higher-order QCD corrections, given its strong correlation with the \( W \) boson transverse momentum, \( p_T^W \), which vanishes at the Born level. For this distribution the use of resummed calculations for the \( W \) boson \( p_T^W \) is required, either using analytical \( p_T^W \) resummation or NLO-QCD calculations matched to QCD parton showers, with a significant increase in the amount of CPU time needed to generate the theory templates.

The relevance of NLO-QCD corrections implies that the gluon PDF yields also a more important contribution to the PDF uncertainty on \( M_W \) than in the transverse mass case. In order to confirm this, in Fig. 19-3 we show the contribution of quark-antiquark terms to the total PDF uncertainty in the transverse mass and lepton \( p_T \) distributions, computed at NLO-QCD with \textsc{dylnld}. It is clear that for the lepton \( p_T^l \) distribution the contribution of the quark-gluon subprocess is substantial, in particular near the Jacobian peak. It should be stressed that the results presented in Fig. 19-3 have been obtained at fixed order, whereas a fully resummed calculation would be ideal at least in the lepton \( p_T^l \) case. Furthermore, the quark-antiquark contribution alone provides a correct estimate of its PDF uncertainty, but only the results including all the partonic subprocesses are sensible in terms of physical distributions. With these two caveats in mind, it is
clear that a dedicated analysis should be pursued in order to limit as much as possible the contribution to $\Delta M_W$ due to the gluon PDF. For example, ratios of $W$ over $Z$ distributions provide a significant cancellation of contributions which are common in the two cases, e.g. the quark-gluon initiated subprocesses, strongly reducing the corresponding contribution to the PDF uncertainty.

As a final remark, let us mention that PDFs with QED contributions included should be taken into account to consistently assess the corrections to the $M_W$ fits induced by QED effects. The recently released NNPDF2.3 QED set \cite{82} is specially suitable for this purpose, since not only does it include the combined NNLO QCD with LO QED corrections, but it also includes the most recent constraints from electroweak gauge boson production data at the LHC. The implications of NNPDF2.3 QED for $M_W$ determinations should be the topic of detailed studies in the near future.

19.2.2.2 Experimental aspects: $M_W$

The Tevatron experiments have made precise measurements of the $W$ boson mass \cite{83,84}. The combined uncertainty on $M_W$ using CDF and DO measurements is 16 MeV \cite{85}, significantly surpassing the combined LEP precision of 33 MeV. This is a noteworthy achievement for hadron collider experiments. Furthermore, additional statistics are available at the Tevatron (approximately a factor of 4 at CDF and a factor of 2 at DO) and very large samples are available at the LHC (which will grow further in the coming years). The Tevatron experiments have demonstrated that many systematic uncertainties related to calibrations can be reduced as the statistics of the calibration samples and other control samples increase \cite{30}. This is a non-trivial demonstration since consistency between multiple calibration methods and channels, e.g. as shown in the CDF measurements \cite{83,39}, is an essential component of a robust analysis.

Uncertainties due to parton distribution functions (PDFs) and electroweak radiative corrections rely on external experimental and theoretical input. Improvements in theoretical calculations have led to reductions in the latter. Collider measurements of boson distributions have provided constraints on PDFs and increased statistics in the future should continue to do so.

Table 19-4 shows the projections from CDF and DO on the $M_W$ uncertainty they expect to achieve with their respective final datasets from the Tevatron. These projections build mostly on the 4-5 measurements that these experiments have each made over the last two decades, which show that careful analysis of data has led to the approximate scaling of many systematic uncertainties with statistics. The datasets have grown

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{The total relative PDF uncertainty and the separate contribution of quark-antiquark diagrams for the transverse mass (left plot) and the lepton $p_T$ (right plot) distributions, computed at NLO with DYNNLO.}
\end{figure}
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by a factor of 200-500 over this time period. The projections to the full dataset assume some improvement in the understanding of the tracking and calorimetry, modest improvement in the understanding of radiative corrections, and a factor of two improvement in the PDF uncertainty over the next few years. The analysis in Ref. [74] has shown that the LHC measurements of the W charge asymmetry using the 2012 data has the potential to reduce the W mass uncertainty at the Tevatron by about a factor of two. Thus, it is reasonable to assume that the final Tevatron measurements will achieve a combined uncertainty of 9-10 MeV, as projected. According to Ref. [74], the PDF uncertainty at the LHC is about a factor of two larger than at the Tevatron. Thus, further improvements in the PDF uncertainty will be required to produce higher precision on the W boson mass. This will require a program of measurements of differential boson distributions such as (i) the Z boson rapidity distribution, (ii) the charged lepton rapidity distribution from W boson decays, (iii) the W charge asymmetry distribution, and (iv) the W+charm production which constrains the strange quark contribution. Combined with the increasing understanding of the LHC detectors, we suggest that a PDF uncertainty below 5 MeV is a reasonable target for the LHC (see also Sec. [19.2.2.1] for a detailed discussion). As shown in Table [19-5], we propose targets for mW precision at the LHC, approaching 5 MeV in the long term. Note that detailed detector studies and improved analysis techniques are just as important in this endeavor as the growth of the data statistics. We consider having a 5 MeV target for the total precision as a reasonable ambition for the LHC.

### Table 19-4. Current and projected uncertainties in the measurement of M_W at the Tevatron.

| ∆M_W [MeV] | CDF | D0 | combined | final CDF | final D0 | combined |
|------------|-----|----|----------|-----------|----------|----------|
| L [fb^{-1}] | 2.2 | 4.3 (+1.1) | 7.6 | 10 | 10 | 20 |
| PDF       | 10  | 11  | 10  | 5  | 5  | 5  |
| QED rad.  | 4   | 7   | 4   | 4  | 3  | 3  |
| p_T(W) model | 5   | 2   | 2   | 2  | 2  | 2  |
| other systematics | 10  | 18  | 9   | 4  | 11 | 4  |
| W statistics | 12  | 13  | 9   | 6  | 8  | 5  |
| Total     | 19  | 26 (23) | 16 | 10 | 15 | 9  |

### Table 19-5. Current and target uncertainties in the measurement of M_W at the LHC.

| ∆M_W [MeV] | LHC |
|------------|-----|
| √s [TeV]   | 8   | 14  | 14  |
| L [fb^{-1}] | 20  | 300 | 3000 |
| PDF       | 10  | 5   | 3   |
| QED rad.  | 4   | 3   | 2   |
| p_T(W) model | 2   | 1   | 1   |
| other systematics | 10  | 5   | 3   |
| W statistics | 1   | 0.2 | 0   |
| Total     | 15  | 8   | 5   |
19.2.2.3 Experimental aspects: $\sin^2 \theta_{\text{eff}}$

At hadron colliders, investigations around the $Z$ resonance in single neutral-current vector-boson, $q\bar{q} \rightarrow \gamma, Z \rightarrow l^+l^-$, with charged leptons $l$ in the final state, allow a precise measurement of the electroweak mixing angle from the forward-backward asymmetry $A_{\text{FB}}$. The results of a measurement of $\sin^2 \theta_{\text{eff}}$ at the Tevatron by the CDF and D0 collaborations and at the LHC by the ATLAS and CMS collaborations are presented in Table 19-6 and Table 19-7 respectively.

At the Tevatron, because the quark direction is better defined for $\bar{p}p$ than for $pp$ collisions, the measurement of $\sin^2 \theta_{\text{eff}}$ is less sensitive to PDF uncertainties and higher order QCD corrections. In addition, three significant improvements have been recently introduced in the analysis at CDF. The first is the introduction of the event weighting technique [86], which to first order results in the cancellation of acceptance errors and also reduces the statistical errors by 20%. The second is the introduction of momentum scale corrections [87], which remove the bias in the determination of muon momenta, and the third is the consideration of electroweak radiative corrections using Zfitter [88]. Therefore, smaller error bars are expected for the final analysis of the full Run II Tevatron data as shown in Table 19-6. The errors in the $e^+e^-$ channel are smaller than in the $\mu^+\mu^-$ channel, if forward electrons (i.e. large $\cos \theta$) are included in the analysis. Based on the recent improvements in the CDF analysis, we expect similar errors with the full Run II data set at D0.

The recent CDF measurement [88] with an $e^+e^-$ sample corresponding to $2.1 \text{ fb}^{-1}$ of integrated luminosity yields (statistical and systematic errors are added linearly): $\sin^2 \theta_{\text{eff}} = 0.2328 \pm 0.0011$. D0 measures $\sin^2 \theta_{\text{eff}} = 0.2309 \pm 0.0008 \text{ (stat)} \pm 0.0006 \text{ (syst)}$ [89] using an $e^+e^-$ sample corresponding to $5.0 \text{ fb}^{-1}$ of integrated luminosity.

| $\Delta \sin^2 \theta_{\text{eff}} \times 10^{-5}$ | CDF | D0 | final CDF | final CDF | final CDF |
|-----------------|-------|-------|---------|---------|---------|
| $\mathcal{L} \text{[fb}^{-1}]$ | $e^+e^-$ | $e^+e^-$ | $\mu^+\mu^-$ | $e^+e^-$ | combined |
| PDF | 12 | 48 | 12 | 12 | 12 |
| higher order corr. | 13 | 8 | 13 | 13 | 13 |
| other systematics | 5 | 38 | 5 | 5 | 5 |
| statistical | 90 | 80 | 80 | 40 | 40 |
| total $\Delta \sin^2 \theta_{\text{eff}}$ | 92 | 101 | 82 | 44 | 41 |

Table 19-6. Current and target uncertainties in the measurement of $\sin^2 \theta_{\text{eff}}$ at the Tevatron.

At the LHC, the measurement of the forward-backward asymmetry $A_{\text{FB}}$ at the $Z$ boson pole is complicated by the fact that the $pp$ initial state dilutes the $A_{\text{FB}}$ in the $q\bar{q}$ collision. As a result, the measurement is sensitive to the PDFs. Table 19-7 shows the uncertainties from the current LHC analyses. Systematic uncertainties due to experimental effects will very likely reduce with higher statistics as efficiencies and resolutions are better measured using control samples. In order to exploit this potential, however, a significant improvement in the understanding of PDFs will be required. We note that the PDF uncertainty will need to reduce by a factor of $\sim 7$ for the LHC measurement of $\sin^2 \theta_{\text{eff}}$ to have precision comparable to the LEP and SLC measurements. A factor of 2 reduction in the systematic uncertainty due to missing higher order corrections will also be required. In the following we discuss in more detail the challenges involved in reaching the target uncertainties shown in Table 19-7 based on the experience from the recent ATLAS analysis.

The main difficulty in measuring $\sin^2 \theta_{\text{eff}}$ at the LHC from the forward backward asymmetry, $A_{\text{FB}}$, lies in the fact that it is a $pp$ collider. Since both beams have valence quarks (as opposed to anti-quarks), there is an ambiguity in the incoming quark direction. This ambiguity gives rise to a dilution, or reduction, in
the $A_{FB}$. The effect of dilution can be resolved in part by using the momentum of the $Z$ boson along the longitudinal direction ($z$) to determine the direction of the outgoing lepton with respect to the quark. However, for events produced in the central part of the detector, there remains about a 50% probability of misidentifying the quark direction. Therefore the best region of phase space to make this measurement is at large $p_z$, or equivalently rapidity, of the $Z$ boson.

The ATLAS $\sin^2 \theta^l_{\text{eff}}$ measurement [90] utilizes electrons and muons not only in the central region of the detector, which are standard for most measurements, but also electrons in the forward region ($2.5 < |\eta| < 4.9$). However, there are some difficulties in using forward electrons. The forward calorimeters are not as highly segmented and there are no tracking detectors, so reconstruction relies on less information. Also, distinguishing between photons and electrons is not possible. Finally, electrons in the forward region are more sensitive to pile-up, which not only increases the background but also makes background modeling more difficult. These difficulties can be overcome by requiring one central electron and one forward electron in the $Z$ reconstruction.

This approach means that ATLAS has produced three search channels in total in the 2011 analysis: a muon channel with two central muons, an electron channel with two central electrons (CC electron), and an electron channel with one central electron and one forward electron (CF channel). To measure $\sin^2 \theta^l_{\text{eff}}$, the $A_{FB}$ spectra from data were compared to the asymmetry spectra from Monte Carlo (MC) predictions produced with varying initial values of the weak mixing angle. The results from the three channels are as follows:

- CC electron: $\sin^2 \theta^l_{\text{eff}} = 0.2288 \pm 0.0009 \text{(stat.)} \pm 0.0014 \text{(syst.)}$
- Muon: $\sin^2 \theta^l_{\text{eff}} = 0.2294 \pm 0.0009 \text{(stat.)} \pm 0.0014 \text{(syst.)}$
- CF electron: $\sin^2 \theta^l_{\text{eff}} = 0.2304 \pm 0.0006 \text{(stat.)} \pm 0.0010 \text{(syst.)}$

Despite having fewer events, the CF electron has the smallest total uncertainty. This is due to the reduced effect of dilution in this channel, which allows better discrimination between the MC templates. The uncertainties in the combined ATLAS measurement of $\sin^2 \theta^l_{\text{eff}} = 0.2297 \pm 0.0004 \text{(stat.)} \pm 0.0009 \text{(syst.)}$ are outlined in Table 19-7. The systematic uncertainty is dominated by the PDF uncertainty (0.0007) which is correlated and therefore did not see the reduction that the other uncertainties did. This uncertainty was estimated using the CT10 NLO PDF set. The total uncertainty for this measurement matches the precision of the most recent results from the Tevatron experiments shown in Table 19-6.

### Table 19-7. Current and target uncertainties in the measurement of $\sin^2 \theta^l_{\text{eff}}$ at the LHC. The target uncertainties are based on expected advancements in both theory and experiment as described in the text. A conservative and more optimistic (in parentheses) target uncertainty is provided for the measurement at 8 TeV.

| $\Delta \sin^2 \theta^l_{\text{eff}}$ $[10^{-5}]$ | ATLAS | CMS | LHC/per experiment |
|--------------------------------|------|-----|-----------------|
| $\sqrt{s}$ [TeV] | 7    | 7   | 8   | 14  | 14  |
| $\mathcal{L}[\text{fb}^{-1}]$ | 4.8  | 1.1 | 20  | 300 | 3000 |
| PDF              | 70   | 130 | 35  | 25  | 10  |
| higher order corr. | 20   | 110 | 20  | 15  | 10  |
| other systematics | 70   | 181 | 60  | (35)| 20  | 15  |
| statistical      | 40   | 200 | 20  | 5   | 2   |
| Total            | 108  | 319 | 75  | (57)| 36  | 21  |

Despite having fewer events, the CF electron has the smallest total uncertainty. This is due to the reduced effect of dilution in this channel, which allows better discrimination between the MC templates. The uncertainties in the combined ATLAS measurement of $\sin^2 \theta^l_{\text{eff}} = 0.2297 \pm 0.0004 \text{(stat.)} \pm 0.0009 \text{(syst.)}$ are outlined in Table 19-7. The systematic uncertainty is dominated by the PDF uncertainty (0.0007) which is correlated and therefore did not see the reduction that the other uncertainties did. This uncertainty was estimated using the CT10 NLO PDF set. The total uncertainty for this measurement matches the precision of the most recent results from the Tevatron experiments shown in Table 19-6.
The $\sin^2 \theta_{\text{eff}}^l$ ATLAS measurement is limited by the PDF uncertainty in the two central channels, and by the energy scale and smearing in the CF electron channel. The future of this measurement lies in reducing the PDF uncertainty for the central channels. It is a factor of 2 larger than the next largest uncertainty. However, it is the CF electron channel that shows the most potential for being competitive with the LEP and SLC experiments. If the PDF and energy scale/smearing uncertainties were both reduced by a factor of two, ATLAS would become competitive. Although the energy scale/smearing will be increasingly difficult with increased pile-up conditions as well as higher trigger thresholds due to the increased luminosity, the increased statistics as well as better knowledge of the detector (with more use and simulation) will allow us to work toward a significant reduction.

For the 2012 projection with 8 TeV and 20 fb$^{-1}$ of data shown in Table 19-7, the PDF and energy scale/smearing uncertainties will most likely not be reduced to the point where it will be competitive with the world’s best measurements. The statistical uncertainty will be reduced by a factor of two (with the 4x increase in data). The MC statistical uncertainty can be reduced to a negligible amount which reduces the “other systematics” column to 6 instead of 7 in a conservative scenario (shown in parentheses is a more optimistic scenario where it is assumed that energy scale/smearing uncertainties can be considerably reduced). Assuming that the inclusion of LHC data in updated PDF fits yields a reduction of the PDF error by a factor of 2 (see discussion in Section 19.2.2.1), this would lead to a total uncertainty of $75(57) \times 10^{-5}$.

The target uncertainties (for $\sqrt{s} = 14$ TeV and 300 fb$^{-1}$ and 3000 fb$^{-1}$ respectively) for a future ATLAS measurement of $\Delta \sin^2 \theta_{\text{eff}}^l$ shown in Table 19-7 are based on the following reasoning and expectations for advancements in both theory and experiment. We assume that with advancements in MC generators the uncertainty due to higher order corrections will decrease dramatically. Currently this is taken as a systematic uncertainty in the ATLAS and CMS measurements, however in the future, it could just be a shift or not required at all. It is difficult to reduce the energy scale/smearing uncertainty in the forward channel, but this task can be made the priority if this became the limiting systematic uncertainty. The last challenge will be triggering on CF electron events. Since there is only one central electron, ATLAS relies on the single-electron trigger. For the 2015 run, these thresholds will increase compared to the 2012 level, making it more difficult to trigger on signal events. There is currently work going on in ATLAS to overcome this challenge, so that forward-electron $Z$-boson events can still be used in the future.

19.2.3 Uncertainties in measurements of $M_W$ and $\sin^2 \theta_{\text{eff}}^l$ at lepton colliders

We now turn to the discussion of these EWPOs at lepton colliders, starting with theoretical aspects and moving to experimental issues.

19.2.3.1 Theory status of $W$-pair production at $e^+e^-$ colliders

The possibilities offered by future $e^+e^-$ colliders make it mandatory to improve the accuracy of the theoretical predictions of the $e^+e^- \rightarrow W^+W^-$ cross section beyond the level achieved for LEP2. A precise measurement of $m_W$ with an accuracy $\sim 5$ MeV from a threshold scan in the GigaZ option of an ILC or at TLEP requires a cross-section calculation with a precision of a few per-mille in the threshold region $\sqrt{s} \sim 2m_W$. At high center of mass energies $\sqrt{s} \gtrsim 800$ GeV in the second phase of an ILC or at CLIC, which are particularly relevant for measurements of anomalous triple gauge couplings, electroweak radiative corrections are enhanced so that NNLO corrections can become relevant. In the following we review recent calculations that improve the theoretical predictions in these regimes and assess the remaining theoretical uncertainties.
Precise theoretical predictions for $W$-pair production have to take the $W$-boson decay into account and treat the full 4-fermion final state. The state of the art during the LEP2 run consisted of the so-called double-pole approximation (DPA) utilized in the computer programs RACOONWW [91] and YFSWW3 [92]. In the DPA the quantum corrections to four-fermion production are consistently decomposed into the corrections to on-shell $W$-boson production and decay (factorizable corrections), soft-photon corrections connecting $W$-production, propagation and decay stages (non-factorizable corrections), and into a non-resonant remainder. More recently, a complete NLO calculation of 4-fermion production was performed [93], including loop corrections to singly- and non-resonant diagrams and treating unstable particles in the complex mass scheme. As can be seen in Figure 19-4 the results of the DPA for the total cross section agree well with the full $e^+e^-\to 4f$ calculation for energies $200\text{ GeV} \lesssim \sqrt{s} \lesssim 500\text{ GeV}$. But the full calculation is required in the threshold region $160\text{ GeV} \lesssim \sqrt{s} \lesssim 170\text{ GeV}$ and at energies $\sqrt{s} > 500\text{ GeV}$ where off-shell effects become important. The description of differential distributions for hadronic $W$-decays could be improved in the future since presently only QCD corrections to the inclusive $W$-decay width are included.

At center of mass energies $s \gg m_W^2$ as relevant for the measurement of anomalous triple gauge boson couplings, large radiative corrections to $W$-pair production arise due to so-called Sudakov logarithms $\log^2(s/m_W^2)$ [94]. The NNLO corrections to on-shell $W$-pair production at NNLL accuracy (i.e. corrections of the form $\alpha^2 \log^m(s/m_W^2)$ with $m = 2, 3, 4$) have been computed in [95]. They are of the order of 5% (15%) for $\sqrt{s} = 1\text{ TeV} (\sqrt{s} = 3\text{ TeV})$ and therefore should be taken into account in the second phase of an ILC or at CLIC. The remaining uncertainty due to the uncalculated single-logarithmic NNLO terms has been estimated to be 1–2% [95]. It might also be relevant to consider NNLO Sudakov logarithms for the full 4-fermion final state instead of using the approximation of on-shell $W$-bosons.

Near the $W$-pair production threshold, Coulomb corrections of the form $(\alpha/\beta)^n$, with $\beta = \sqrt{1 - 4m_W^2/s}$, are enhanced over the remaining corrections of the same order in $\alpha$. Therefore the second-order Coulomb correction $\sim (\alpha/\beta)^2$ [96] and contributions of the form $\alpha^2/\beta$ are expected to be the dominant NNLO corrections near threshold. These have been calculated in [97] using an effective-field theory (EFT) approach [98]. As can be seen in Figure 19-5, the effect of the threshold-enhanced NNLO corrections is of the order of 0.5%. The remaining uncertainty of the $m_W$-measurement from a threshold scan due to uncalculated NNLO corrections has been estimated to be below $\Delta m_W \approx 3\text{ MeV}$ [97]. The current best prediction for the total cross section near threshold is obtained by adding the dominant NNLO corrections to the NLO$_{\text{res},4f}$ result [99] that includes one-loop singly and non-resonant diagrams beyond the NLO EFT calculation. For the future, a calculation of the leading NNLO corrections for differential distributions is desirable. As a caveat, further uncertainties arise since the cross section at threshold is very sensitive to initial-state radiation (ISR). In the NLO$_{\text{EFT}}$ and NNOLO$_{\text{thresh}}$ results in Figure 19-5 as well as in the DPA and ee4f results in Figure 19-4 a leading-logarithmic resummation of ISR effects [99] is performed for the Born cross section while higher-order corrections are added without ISR improvement. In the blue-dashed curve in Figure 19-5 the higher-order EFT corrections are improved by ISR resummation [100]. The numerical impact of this next-to-leading logarithmic (NLL) effect is as large as 2% directly at threshold while it soon becomes negligible at higher energies. Therefore a consistent NLL-treatment of ISR might be required for sufficient theoretical control over the cross section at threshold.

19.2.3.2 Experimental aspects: $M_W$

The three most promising approaches to measuring the $W$ mass at an $e^+e^-$ collider are:

- Polarized threshold scan of the $W^+W^-$ cross-section as discussed in [100].

\footnote{Note that the IBA approximation in Figure 19-4 also contains ISR improvement of the first Coulomb correction.}
![Figure 19-4. Relative corrections to the total cross section for $e^+ e^- \rightarrow \nu_\tau \tau^+ \mu^- \bar{\nu}_\mu$, normalized by the Born cross section without ISR improvement: improved Born approximation (IBA, blue dashed), double-pole approximation (DPA, green short-dashed) and the NLO calculation for the 4-fermion final state (ee4f, red). Taken from Ref. [93].]

- Kinematically-constrained reconstruction of $W^+ W^-$ using constraints from four-momentum conservation and optionally mass-equality as was done at LEP2.
- Direct measurement of the hadronic mass. This can be applied particularly to single-$W$ events decaying hadronically or to the hadronic system in semi-leptonic $W^+ W^-$ events.

The three different methods are summarized in the following tables. There is one reasonably complete study related to a polarized threshold scan at ILC [100] which has been updated for this Snowmass workshop. There is also a new, much more precise method for determining the beam energy in situ using di-muon events at ILC which has been developed in more depth during this workshop and was presented at [101]. This gives the potential to reduce the beam energy uncertainty on the $W$ mass to 0.8 MeV (limited by stand-alone momentum scale uncertainties estimated at 10 ppm). This previously important systematic for the threshold method - and dominant systematic for the kinematically-constrained reconstruction method appears to be no longer such a critical issue. The reported tables should be taken as reasonable indications of the potential performance. $W$ mass measurements were statistics limited for these methods at LEP2. It is clear that large improvements in the systematics are feasible at future machines like ILC. Exactly how much better can be done is something that can not be predicted with absolute certainty, given the orders of magnitude of improvement. In practice it is something that typically can only be pinned down once a detector is operating.

Table [19-8] has projected results for running close to the $WW$ threshold. ILC can collide highly longitudinally polarized electrons and positrons - this is particularly advantageous for a threshold scan. In the tables it is assumed that if ILC undertakes a dedicated scan near threshold that this would be done with the highest polarization levels achievable. The estimated uncertainties assume that the beam energy scale can be established from collision data at the level of 1 part in $10^5$ leading to a corresponding experimental uncertainty on $M_W$ of 0.8 MeV. This has been shown to be statistically feasible using di-muon events provided that the momentum scale is determined to the same precision. This appears feasible using $J/\psi$ events in $Z$ boson decays. The ILC numbers are based on a detailed and updated study with realistic assumptions on detection efficiency, polarization determination, backgrounds, efficiency and normalization errors using
Figure 19-5. Relative corrections to the total cross section for $e^+e^- \rightarrow \mu^-\bar{\nu}_\mu u\bar{d}$ in the EFT approach, normalized by the Born cross section without ISR improvement: NLO (red, dash-dotted), NLO with dominant NNLO corrections (black, solid). In the blue, dashed curve the higher-order corrections are convoluted with ISR structure functions. Based on Ref. [97].

Table 19-9 has projected results for kinematic reconstruction using the semi-leptonic channels as was used at LEP2. Details of this method are in the recently submitted LEP2 legacy paper [102] and the systematics discussed there are used as the basis for this discussion. At LEP2 the fully hadronic channel was also used. It is not expected to be competitive at the sub-10 MeV level because of final-state interaction effects and so is neglected for these projections. There have not been dedicated studies on the semi-leptonic channel for ILC, but the measurements at LEP2 can be used to estimate/bracket some of the primary uncertainties. The beam energy uncertainty is taken again as a $10^{-5}$ uncertainty at 250 GeV leading to an error of 0.8 MeV. At higher energies this uncertainty is scaled linearly with center-of-mass energy reflecting in part less statistics for in situ checks. Systematic errors associated with knowledge of the luminosity spectrum $dL/dx_1dx_2$ are estimated to be at the 1 MeV level at 250 GeV and will increase with center-of-mass energy. The table assumes a linear dependence. Two of the primary systematics associated with the $W$ boson mass measurement at LEP2, namely from hadronization and detector effects will be controlled much better with the modern ILC detectors and a more than one hundred times larger dataset. In particular for example it is reasonable to expect that the 7 MeV error associated with a 0.3% uncertainty on the muon energy scale in for example the OPAL analysis is reduced to negligible (naively 0.02 MeV). The hadronization errors which dominated the LEP2 systematic uncertainty were a result of several effects. The much larger statistics envisaged at ILC will allow the kaon and proton fractions in $W$ boson decays to be measured at least ten times better.
\[ \Delta M_W \ [\text{MeV}] \]
| \( \sqrt{s} \ [\text{GeV}] \) | LEP2 | ILC | ILC | \( e^+e^- \) | TLEP |
|-----------------|------|-----|-----|-----------|------|
| 161             | 161  | 161 | 161 | 161       | 161  |
| 0.040 \ [fb^{-1}] |      |     |     |           |      |
| 0               | 90   | 90  | 0   | 0         |      |
| 0               | 60   | 60  | 0   | 0         |      |

| systematics     | 70   |     |     | ?         | < 0.5 |
| statistics      | 200  |     |     | 2.3?      | 0.5   |
| experimental total | 210  | 3.9 | 1.9 | > 2.3     | < 0.7 |

| beam energy     | 13   | 0.8-2.0 | 0.8-2.0 | 0.8-2.0 | 0.1   |
| radiative corrections | -   | 1.0 | 1.0 | 1.0 | 1.0   |
| total           | 210  | 4.1-4.5 | 2.3-2.9 | > 2.6-3.2 | < 1.2 |

Table 19-8. Current and preliminary target uncertainties in the measurement of \( M_W \) at \( e^+e^- \) colliders close to \( WW \) threshold, including an estimate for a future theoretical uncertainty due to missing higher-order corrections.

The improvement in jet reconstruction should make it more feasible to use identified particles in reconstructing jets. Given the improvements in the detector and statistics, improvements in the leading experimental systematics by a factor of 10 can be envisaged. The radiative corrections systematic can presumably be improved with further work. The growing importance of ISR at higher center-of-mass energies suggests that this systematic will degrade as the center-of-mass energy increases. The effective statistical error is not completely straightforward to estimate as it includes effects from ISR and beamstrahlung which often degrade the validity of the kinematic constraints both of which are substantially larger at higher center-of-mass energy. It has been shown that these effects can be ameliorated in the fully hadronic channel \[103\] by allowing for such photon radiation. It is expected that similar methods will be useful to improve the effective resolution in the semi-leptonic channel too although this is not as highly constrained given the unobserved neutrino. This method is likely to be \textit{systematics} dominated.

Table 19-10 has projected results from the direct measurement of the hadronic mass. This measurement depends primarily on how well the hadronic mass scale can be determined. It essentially does not depend at all on measurements of the beam energy or luminosity spectrum and so is very complementary to the previous two methods. In the particle-flow approach it is in principle possible to cast this as primarily a “bottom-up” problem of determining the tracker momentum scale, the electro-magnetic calorimeter scale and the calorimeter energy scale for neutral hadrons and it is these components that affect the jet energy scale. Over the course of the envisaged ILC program it is anticipated that the samples of Z bosons decaying to hadrons where the Z boson mass is currently known to 2.1 MeV should make it feasible to target a 3 MeV error originating from the jet energy scale. The hadronization error is anticipated to be dominated by knowledge of the \( K^0_L \) and neutron fractions. The pile-up entry refers to primarily \( \gamma\gamma \rightarrow \) hadrons events coincident with \( W \) boson events. The contribution of such events to the measured hadronic mass can be mitigated and is not expected to be a dominant systematic error - but it will be more problematic at higher center-of-mass energies. The statistical error depends on the jet energy resolution and the consequent hadronic mass resolution. The hadronic mass resolution for a particular event varies substantially depending primarily on the fractions of energy in charged particles, photons and neutral hadrons in the event. The effective hadronic mass resolution is therefore a strong function of the analysis method. A full convolution fit with more advanced reconstruction techniques like \( \pi^0 \) mass-constrained fitting offers the potential to improve the \( W \) boson mass statistical error by a factor of 2.2 over that naively estimated from the observed average jet energy resolution in full simulation studies. In the estimates presented, we have been conservative and
have assumed that the actual improvement factor of a realistic and mature analysis is 1.4. This method is likely to be systematics dominated.

Prospects at CLIC

CLIC has yet to study the potential precision for a $W$ boson mass measurement from direct reconstruction. However, it is anticipated that with more than 50 million single $W$ boson events, a statistical precision on the $W$ boson mass of a few MeV will be achievable \[104\]. CLIC does not foresee operation at either 91 GeV or 161 GeV.

Prospects at TLEP

Studies of the prospects at TLEP have just begun and will continue over the next few years. As described in \[105\], the statistical precision achievable at TLEP using the $WW$ threshold scan is very high, with about 25 million $W$ boson pairs produced at threshold. A statistical precision of about 1 MeV per experiment, leading to 0.5 (0.7) MeV combining four (two) experiments, should be possible.

The key experimental issue is the calibration of the beam energy using the resonant depolarization technique. Using a subset of the collider bunches in situ to perform this calibration, the uncertainty on the beam energy of about 100 keV has been projected. The main question is whether this technique can be made operational at a beam energy of 81 GeV, and it is motivated in \[105\] that it can be.

In Table 19-8 a statistical uncertainty of 0.5 MeV is mentioned (to represent 4 experiments) and a placeholder for other experimental systematics (such as backgrounds) of < 0.5 MeV is also included. Finally, a placeholder for the uncertainty in QED radiative corrections of 1 MeV is included, partly to indicate that this theoretical uncertainty is a major challenge for TLEP; on the other hand, the TLEP potential may provide strong motivation to improve the radiative correction calculations further. A target for the total $M_W$ uncertainty

| $\Delta M_W$ [MeV] | LEP2 | ILC | ILC | ILC |
|---------------------|------|-----|-----|-----|
| $\sqrt{s}$ [GeV]    | 172-209 | 250 | 350 | 500 |
| $\mathcal{L}$ [fb$^{-1}$] | 3.0 | 500 | 350 | 1000 |
| $P(e^-)$ [%]     | 0 | 80 | 80 | 80 |
| $P(e^+)$ [%]     | 0 | 30 | 30 | 30 |
| beam energy       | 9 | 0.8 | 1.1 | 1.6 |
| luminosity spectrum | N/A | 1.0 | 1.4 | 2.0 |
| hadronization      | 13 | 1.3 | 1.3 | 1.3 |
| radiative corrections | 8 | 1.2 | 1.5 | 1.8 |
| detector effects   | 10 | 1.0 | 1.0 | 1.0 |
| other systematics  | 3 | 0.3 | 0.3 | 0.3 |
| total systematics  | 21 | 2.4 | 2.9 | 3.5 |
| statistical        | 30 | 1.5 | 2.1 | 1.8 |
| total              | 36 | 2.8 | 3.6 | 3.9 |

Table 19-9. Current and preliminary estimated experimental uncertainties in the measurement of $M_W$ at $e^+e^-$ colliders from kinematic reconstruction in the $q\bar{q}\ell\nu_\ell$ channel with $\ell = e, \mu$. 
Study of Electroweak Interactions at the Energy Frontier

| $\Delta M_W$ [MeV] | ILC | ILC | ILC | ILC |
|---------------------|-----|-----|-----|-----|
| $\sqrt{s}$ [GeV]   | 250 | 350 | 500 | 1000 |
| $\mathcal{L}$ [fb$^{-1}$] | 500 | 350 | 1000 | 2000 |
| $P(e^-)$ [%]       | 80  | 80  | 80  | 80  |
| $P(e^+)$ [%]       | 30  | 30  | 30  | 30  |
| jet energy scale   | 3.0 | 3.0 | 3.0 | 3.0 |
| hadronization      | 1.5 | 1.5 | 1.5 | 1.5 |
| pileup             | 0.5 | 0.7 | 1.0 | 2.0 |
| total systematics  | 3.4 | 3.4 | 3.5 | 3.9 |
| statistical        | 1.5 | 1.5 | 1.0 | 0.5 |
| total              | 3.7 | 3.7 | 3.6 | 3.9 |

Table 19-10. Preliminary estimated experimental uncertainties in the measurement of $M_W$ at $e^+e^-$ colliders from direct reconstruction of the hadronic mass in single-$W$ and WW events where one $W$ boson decays hadronically. Does not include WW with $q\bar{q}\ell\nu_\ell$ where $\ell = e, \mu$.

of 0.5 MeV is quoted in [105]; including placeholders for other systematics in Table 19-8, a projected total uncertainty of $<1.2$ MeV is obtained. Clearly, more studies are needed to check that the ultimate statistical precision of TLEP can be fully exploited.

19.2.3.3 Experimental aspects: $\sin^2 \theta^\ell_{\text{eff}}$

With polarized beams, the left-right asymmetry $A_{LR}$ provides the most sensitive measurement of the effective weak mixing angle. Details of this measurement at a polarized linear collider running at the Z-pole are reported in [106, 107, 108]. With $10^9$ Z bosons, an electron polarization of 80% and no positron polarization, a statistical error of $\Delta A_{LR} = 4 \cdot 10^{-5}$ can be realized, although the systematic uncertainty achievable on the absolute polarization measurement will be significantly worse. Extrapolating from the SLD experience, where $\Delta P/P = 0.5\%$ has been achieved [109], it is assumed that at a future facility a polarization uncertainty of 0.25% is realistic [110], leading to $\Delta A_{LR} = 3.8 \cdot 10^{-4}$ or $\Delta \sin^2 \theta^\ell_{\text{eff}} = 5 \cdot 10^{-5}$.

If positron polarization is available, a significantly more precise measurement can be made using a modified Blondel scheme [111] which removes the need for an absolute polarization measurement. The total cross section with both beams being polarized can be written as $\sigma = \sigma_{\text{unpol}} [1 - P_{e^-}P_{e^-} + A_{LR}(P_{e^-} - P_{e^-})]$. If all four helicity combinations are measured, $A_{LR}$ can be determined as

$$A_{LR} = \sqrt{\frac{(\sigma_{++} + \sigma_{+-} - \sigma_{+} - \sigma_{--})(-\sigma_{++} + \sigma_{--} - \sigma_{+} + \sigma_{--})}{(\sigma_{++} + \sigma_{--} + \sigma_{-} + \sigma_{--})(-\sigma_{++} + \sigma_{--} + \sigma_{-} - \sigma_{--})}},$$

which is independent of the absolute polarization. Only 10% of the total luminosity needs to be delivered in the ‘wrong-helicity’ combinations $(+, -)$. The statistical uncertainty which can be achieved with $P_{e^-} = 80\%$ and $P_{e^+} > 30\%$ is $\Delta A_{LR} < 5 \cdot 10^{-5}$ or $\Delta \sin^2 \theta^\ell_{\text{eff}} < 6 \cdot 10^{-6}$. The statistical uncertainty improvement for higher positron polarization values is relatively mild, asymptotically approaching $\Delta A_{LR} = 2.5 \cdot 10^{-5}$.

Even though an absolute polarization measurement is not needed, a precise measurement of the polarization difference between the beam helicity states is required. If the polarization in the two helicity states is written as $P_{e^\pm} = \pm |P_{e^\pm}| + \delta P_{e^\pm}$, the dependence of the measured $A_{LR}$ value on the polarization difference...
is given by $dA_{LR}/d\delta P_{e\pm} \approx 0.5$. Extrapolating from the SLC experience, it has been estimated that $\delta P_{e\pm}$ can be measured to around $10^{-4}$ \[107\]. With effort, this uncertainty might be reduced further, although the difficulty of quickly reversing the positron helicity may limit how precisely the relative positron polarization difference can be measured. Several other experimental systematic uncertainties on $A_{LR}$ also need to be controlled at the $10^{-4}$ level, including asymmetries in the luminosity delivered and backgrounds observed in the different helicity combinations.

Due to $\gamma-Z$ interference, the dependence of $A_{LR}$ on the collision energy $\sqrt{s}$ is given by $dA_{LR}/d\sqrt{s} = 2 \times 10^{-2}/\text{GeV}$. The difference $\sqrt{s} - M_Z$ thus needs to be known to $\sim 10$ MeV to match the experimental precision achievable with electron polarization only, and to $\sim 1$ MeV with polarized positrons. A multi-point scan of the $Z$ peak is foreseen to provide the relative calibration of the collision energy $\sqrt{s}$ with respect to $m_Z$ at the $\sim 1$ MeV level. The collision energy $\sqrt{s}$ must be understood including any beamstrahlung, which causes a significant $\approx 50$ MeV shift to the luminosity-weighted mean $\sqrt{s}$, depending on the exact collision parameters. As long as the beamstrahlung distribution is constant throughout the $Z$ scan, however, this effect will be calibrated out to first order by the scan. Direct measurements of this beamstrahlung shape to a few percent should also be possible using Bhabha acolinearity and the di-muon momentum spectrum.

Overall, an uncertainty of $\Delta A_{LR} = 10^{-4}$ can be achieved at a polarized linear collider with $10^9 Z$ bosons, corresponding to an uncertainty on the effective weak mixing angle of $\Delta \sin^2 \theta_{\text{eff}} < 1.3 \cdot 10^{-5}$ \[106\].

Polarized beams can also be produced at circular $e^+e^-$ storage rings, and transverse polarizations of $\sim 50\%$ were observed at LEP \[113\]. To exploit this polarization for a measurement of $A_{LR}$ requires spin rotators to be installed to provide longitudinal polarization at the interaction points. With the luminosity available at a machine like TLEP, very small statistical uncertainties on $A_{LR}$ can be achieved. The collision energy $\sqrt{s}$ can be measured to a precision of 100 keV using resonant depolarization as was used at LEP for the measurement of the $Z$ boson mass \[114\]. This uncertainty limits the achievable precision on the effective weak mixing angle to $\Delta \sin^2 \theta_{\text{eff}} = 1 \cdot 10^{-6}$ \[105\].

In a storage ring, it is difficult to reverse the helicity of the colliding bunches on a short time scale, so the scheme used at a linear collider is not applicable. To avoid being limited by an absolute polarization measurement, the original Blondel scheme has been proposed where four helicity combinations are formed from polarized and unpolarized electron and positron bunches circulating in the same fill \[111\]. This scheme again relies on the ability to measure the difference in polarization between the electron and positron bunches ($\delta P_{e\pm}$), and also to measure or limit any residual polarization in the nominally unpolarized bunches. An added complication is that the longitudinal polarization needs to be known at the interaction point, while the polarization measurements at a storage ring are most easily made on the transversely-polarized beams away from the interaction points, so possible asymmetries in the spin rotators must be carefully considered. Detailed estimates of the other experimental systematic uncertainties achievable at TLEP are not currently available, although in general they are similar to the experimental challenges faced at a linear $e^+e^-$ collider for the same measurement. In Table 19-11, a placeholder for the systematics at TLEP is based on scaling with statistics; a better estimate is needed. Higher order calculations needed for the extraction of $\sin^2 \theta_{\text{eff}}$ also require further study and are absent in this table at the moment. A target of $\Delta \sin^2 \theta_{\text{eff}} = 1 \cdot 10^{-6}$ is quoted in \[103\]; in Table 19-11, the systematics-dominated target of $\Delta \sin^2 \theta_{\text{eff}} = 3 \cdot 10^{-6}$ is subject to further study of the TLEP potential.
\[
\Delta \sin^2 \theta^e_{\text{eff}} \times 10^{-5} \quad \text{ILC/GigaZ} \quad \text{TLEP(Z)}
\]

| \(\sqrt{s} \ [\text{GeV}]\) | 91 | 91 |
| \(\mathcal{L} \ [\text{fb}^{-1}]\) | 30 | 3000 \times 4 |
| systematics | 1.1 | 0.2 |
| statistical | 0.5 | 0.1 |
| higher order corr. | ? | ? |
| beam energy | 0.5 | 0.05 |
| total | 1.3 | 0.3 |

Table 19-11. Projected target uncertainties in the measurement of \(\sin^2 \theta^e_{\text{eff}}\) at \(e^+e^-\) colliders. Systematic uncertainties for TLEP have been scaled with statistics; whether this scaling can be achieved remains a question to study. Higher-order calculations required for the measurement also need to be investigated.

19.2.4 Summary of experimental target accuracies and theory uncertainties for \(\sin^2 \theta^e_{\text{eff}}\) and \(M_W\)

In Table 19-12, we summarize the discussion of the previous sections by showing the target accuracies for the measurements of \(M_W\) and \(\sin^2 \theta^e_{\text{eff}}\) at the LHC, ILC and TLEP and the estimated future theory uncertainties of their SM predictions.

| \(\sqrt{s} \ [\text{TeV}]\) | LHC | LHC | ILC/GigaZ | ILC | ILC | ILC | TLEP | SM prediction |
| \(\mathcal{L} \ [\text{fb}^{-1}]\) | 300 | 3000 | 0.091 | 0.161 | 0.161 | 0.250 | 0.161 | - |
| \(\Delta M_W \ [\text{MeV}]\) | 8 | 5 | - | 4.1-4.5 | 2.3-2.9 | 2.8 | < 1.2 | 4.2(3.0) |
| \(\Delta \sin^2 \theta^e_{\text{eff}} \times 10^{-5}\) | 36 | 21 | 1.3 | - | - | - | 0.3 | 3.0(2.6) |

Table 19-12. Target accuracies for the measurement of \(M_W\) and \(\sin^2 \theta^e_{\text{eff}}\) at the LHC, ILC and TLEP, also including estimated future theoretical uncertainties due to missing higher-order corrections, and theory uncertainties of their SM predictions. The uncertainties on the SM predictions are provided for \(\Delta m_t = 0.5(0.1) \text{ GeV}\) (see Table 19-3 for details). At present the measured values for \(M_W\) and \(\sin^2 \theta^e_{\text{eff}}\) are: \(M_W = 80.385 \pm 0.015 \text{ GeV}\) \[112\] and \(\sin^2 \theta^e_{\text{eff}} = (23153 \pm 16) \times 10^{-5}\) \[3\] compared to their current SM predictions of Section 19.2.1. \(M_W = 80.360 \pm 0.008 \text{ GeV}\) and \(\sin^2 \theta^e_{\text{eff}} = (23127 \pm 7.3) \times 10^{-5}\).

19.2.5 Other EWPOs at lepton colliders

Besides \(M_W\) and \(\sin^2 \theta^e_{\text{eff}}\), other EWPOs of great interest include the \(Z\)-pole observables such as the \(Z\) boson mass and width, and its hadronic and leptonic partial widths. Estimates of statistical sensitivity and beam energy calibration uncertainty are presented for TLEP in \[103\]. This machine is capable of producing about a trillion \(Z\) bosons. Pending further study, preliminary targets of 0.1 MeV uncertainty have been stated for \(M_Z\) and \(\Gamma_Z\). A relative precision of \(5 \times 10^{-5}\) is stated to be a reasonable target for the ratio of the \(Z\)-boson’s hadronic-to-leptonic partial widths at TLEP, as well as for the ratios of the \(Z\)-boson leptonic widths (as a test of lepton universality). These estimates would represent a factor of \(\approx 20\) improvement over LEP.
The vertex correction to the $Z \rightarrow b\bar{b}$ partial width is also of interest, which is sensitively probed by $R_b = \Gamma_{Z \rightarrow b\bar{b}}/\Gamma_{\text{had}}$. A precision of $2 - 5 \times 10^{-5}$ is stated as a reasonable goal for the measurement of $R_b$ at TLEP, a factor of $\approx 10$ improvement over LEP and SLC.

A discussion of present and future anticipated theory errors of predictions for $R_b$ and $\Gamma_Z$ can be found in Section 19.2.1.

### 19.2.6 Prospects for determinations of SM parameters from global fits with GFITTER

Measurements at future colliders will increase the experimental precision of key observables sensitive to electroweak loop effects. Among these are the $W$ boson mass, the top quark mass, and the effective weak mixing angle. Alongside the construction of these machines, progress in the calculation of multi-loop corrections to these observables, and also in the determination of $\Delta a_{\text{had}}(M_Z^2)$, is expected. Taken together in the global electroweak fit, these improvements will provide tests of the consistency of the SM with unprecedented power.

This section presents a short summary of preliminary studies foreseen to be published soon. To date results of the global electroweak fit are compared with expectations for the Large Hadron Collider (LHC) with $\int L dt = 300 \text{ fb}^{-1}$ at $\sqrt{s} = 14 \text{ TeV}$ and the International Linear Collider (ILC) with GigaZ option [197].

The left columns of Table 19-13 summarize the current and the projected experimental precisions for the observables used in the fit. For the studies of fit prospects at the LHC and ILC presented here, the central values of the assumed future measurements have been adjusted to obtain a common fit value of $M_H \simeq 126 \text{ GeV}$. We assume that the theoretical uncertainties in the SM predictions of $M_W$ and $\sin^2 \theta_{\text{eff}}$ reduce from the current $\delta_{\text{theo}} M_W = 4 \text{ MeV}$ and $\delta_{\text{theo}} \sin^2 \theta_{\text{eff}} = 4.7 \cdot 10^{-5}$ to $1 \text{ MeV}$ and $10^{-5}$, respectively. We refer to our past publications [115, 116, 117] for details about the theoretical calculations and the statistical methods used.

Indirect determinations of the SM parameters and observables are obtained by scanning the $\Delta \chi^2$ profile in fits where the corresponding input constraint is ignored. Examples for such profiles of the Higgs boson mass are shown in the left panel of Fig. 19-6. The resulting one-sigma uncertainties are listed in Table 19-13.

The assumed improvements in the experimental precision of $M_W$ and $m_t$ from the LHC lead to a reduction of the uncertainty in the indirect determination of $M_H$ (present: $^{44}_{-34}$ GeV, LHC: $^{23}_{-20}$ GeV). Substantial gain is achieved with the ILC/GigaZ with an expected uncertainty of $^{10}_{-9}$ GeV. In all scenarios the uncertainties on the indirect $M_H$ determination are quoted for a common fit value of $M_H \simeq 126 \text{ GeV}$.

The current uncertainty on the indirect $M_W$ determination from the fit of 11 GeV will improve to 5.8 GeV with the LHC and to 3.6 MeV at the ILC/GigaZ. A comparison of the direct $M_W$ measurement at the ILC (5 MeV expected precision) with the more precise indirect determination will provide a stringent test of the SM.

The right panel of Fig. 19-6 shows the allowed areas for fits with fixed variable pairs $M_W$ versus $m_t$ in the three scenarios (current fit, LHC prospects, ILC prospects). Also shown by the horizontal and vertical bands are the one-sigma ranges of the current direct measurements (blue), as well as the LHC (green) and ILC/GigaZ expectation (yellow). A significant rise in precision is found for the future scenarios.

4 A fit using the uncertainties and the central values of the present measurements yields $M_H = 94^{+25}_{-22}$ GeV [117].
The left panel of Fig. 19-7 shows the corresponding results in the $M_W$ versus $\sin^2\theta_{\text{eff}}$ plane. The high precision of the expected $\sin^2\theta_{\text{eff}}$ measurement at the ILC will enable a stringent test of the internal SM consistency in this area.

The expected constraints on the oblique parameters $S$ and $T$, parametrizing possible new physics contributions to the neutral and to the difference between neutral and charged weak current, respectively, for a fixed value of $U = 0$, are shown in the right panel of Fig. 19-7. The blue ellipses indicate the 68% and 95% contours of the current electroweak fit. The light blue ellipses show the results using the current uncertainties with adjusted central values to obtain $M_H \simeq 126$ GeV, the green ellipses that of the LHC, and the orange ellipses show the precision expected for the ILC/GigaZ. The corresponding numerical values are given in Table 19-13. The sensitivity to new physics is improved over a factor of three compared with that of today.

19.2.7 EWPOs in the MSSM

Precision measurements of SM observables have proven to be a powerful probe of BSM physics via virtual effects of the additional BSM particles. In general, precision observables (such as particle masses, mixing angles, asymmetries etc.) constitute a test of the model at the quantum-loop level, since they can be calculated within a certain model beyond leading order in perturbation theory, depending sensitively on the other model parameters, and can be measured with equally high precision. Various models predict different values of the same observable due to their different particle content and interactions. This permits to distinguish between, e.g., the SM and a BSM model, via precision observables. Naturally, this requires

| Parameter | Experimental input $[\pm 1\sigma]$ | Indirect determination $[\pm 1\sigma_{\text{exp}} \pm 1\sigma_{\text{tho}}]$ |
|-----------|---------------------------------|-------------------------------------------------|
| $M_H$ [GeV] | $\pm 0.4$ | $< \pm 0.1$ | $< \pm 0.1$ | $+\frac{32}{-26} \pm \frac{12}{-8}$ | $+\frac{20}{-26} \pm \frac{3}{-2}$ | $+\frac{6.9}{-6.6} \pm \frac{2.7}{-2.4}$ |
| $M_W$ [MeV] | $\pm 15$ | $\pm 8$ | $\pm 5$ | $\pm 6.3 \pm 4.2$ | $\pm 4.8 \pm 1.0$ | $\pm 1.9 \pm 1.7$ |
| $M_Z$ [MeV] | $\pm 2.1$ | $\pm 2.1$ | $\pm 2.1$ | $\pm 11.6 \pm 3.8$ | $\pm 6.9 \pm 0.8$ | $\pm 2.6 \pm 1.1$ |
| $m_t$ [GeV] | $\pm 0.9$ | $\pm 0.6$ | $\pm 0.1$ | $\pm 2.3 \pm 0.8$ | $\pm 1.4 \pm 0.2$ | $\pm 0.7 \pm 0.3$ |
| $\sin^2\theta_{\text{eff}}$ [10$^{-5}$] | $\pm 16$ | $\pm 16$ | $\pm 1.3$ | $\pm 4.8 \pm 5.0$ | $\pm 2.7 \pm 1.1$ | $\pm 2.0 \pm 1.2$ |
| $\Delta\alpha_{\text{had}}^5 M_Z^2$ [10$^{-5}$] | $\pm 10$ | $\pm 4.7$ | $\pm 4.7$ | $\pm 43 \pm 15$ | $\pm 36 \pm 4$ | $\pm 5.7 \pm 2.9$ |
| $R^0_{\ell}$ [10$^{-5}$] | $+25$ | $\pm 25$ | $\pm 4$ | $+$ | $+$ | $+$ |
| $\alpha_S(M_Z)$ [10$^{-4}$] | $-$ | $-$ | $-$ | $\pm 27 \pm 1$ | $\pm 27 \pm 1$ | $\pm 6.8 \pm 0.3$ |

| $S | U=0$ | $- \pm 0.09$ | $\pm 0.09$ | $\pm 0.02$ |
| $T | U=0$ | $- \pm 0.07$ | $\pm 0.06$ | $\pm 0.02$ |

Table 19-13. Current and estimated future uncertainties in the input observables (left), and the precision obtained from the fit without using a given observable as input (right). The experimental and theoretical uncertainties are separately given, where in the Rfit scheme the total error corresponds to the linear sum of both contributions. The value of $\alpha_S(M_Z^2)$ is not used directly as input in the fit. The exact value of the uncertainties of the future $M_H$ measurements is not relevant for the fit. For all indirect determinations shown in this table (including the present $M_H$ determination) the assumed central values of the input measurements have been adjusted to obtain a common fit value of $M_H \simeq 126$ GeV.
a very high precision of both the experimental results and the theoretical predictions. (It should be kept in mind that the extraction of precision data often assumes the SM.) Important EWPOs are the $W$ boson mass, $M_W$, and the effective leptonic weak mixing angle, $\sin^2 \theta_{\ell\text{eff}}$, where the top quark mass plays a crucial role as input parameter. As an example for BSM physics the Minimal Supersymmetric Standard Model (MSSM) is a prominent showcase and will be used here for illustration.

The first analysis concerns the $W$ boson mass. The prediction of $M_W$ in the MSSM depends on the masses, mixing angles and couplings of all MSSM particles. Sfermions, charginos, neutralinos and the MSSM Higgs bosons enter already at one-loop level and can give substantial contributions to $M_W$. The evaluation used here consists of the complete available SM calculation, a full MSSM one-loop calculations and all available MSSM two-loop corrections [119,120]. Due to the strong MSSM parameter dependencies, it is expected to obtain restrictions on the MSSM parameter space in the comparison of the $M_W$ prediction and the experimental value.

The results for the general MSSM can be obtained in an extensive parameter scan [120]. The ranges of the various SUSY parameters are given in Table 19-14. $\mu$ is the Higgsino mixing parameter, $M_{P_i}$ denotes the soft SUSY-breaking parameter for sfermions of the $i$th family for left-handed squarks ($F = Q$), right-handed up- and down-type squarks ($F = U,D$), left-handed sleptons ($F = L$) and right-handed sleptons ($F = E$). $A_f$ denotes the trilinear sfermion-Higgs couplings, $M_3$ the gluino mass parameter and $M_2$ the SU(2) gaugino mass parameter, where the U(1) parameter is fixed as $M_1 = 5/3 s_w^2/c_w^2 M_2$. $M_A$ is the CP-odd Higgs boson mass and $\tan \beta$ the ratio of the two Higgs vacuum expectation values.

All MSSM points included in the results have the neutralino as LSP and the sparticle masses pass the lower mass limits from direct searches at LEP. The Higgs and SUSY masses are calculated using FeynHiggs (version 2.9.4) [121,122,123,124,125]. For every point, it was tested whether it is allowed by direct Higgs searches using the code HiggsBounds (version 3.8.0) [126,127]. This code tests the MSSM points against the limits from LEP, Tevatron and the LHC.
Figure 19-7. Fit results for the present and assumed future scenarios. Left: fit contours for $M_W$ versus $\sin^2\theta_{\text{eff}}$ compared to the direct measurements; in blue, orange and green the present, LHC and ILC/GigaZ scenarios are shown, respectively. For the future scenarios the central values of the input measurements are adjusted to reproduce the SM with $M_H \simeq 126$ GeV; horizontal and vertical bands indicate today’s and the expected future precision of the direct measurements. Right: constraints of the oblique parameters $S$ and $T$, with $U = 0$ fixed, for the present data (blue), the present uncertainties with central values adjusted to obtain $M_H \simeq 126$ GeV (light blue), the LHC (green) and ILC/GigaZ prospects (orange).

| Parameter | Minimum | Maximum |
|-----------|---------|---------|
| $\mu$     | -2000   | 2000    |
| $M_{\tilde{E}_{1,2,3}} = M_{\tilde{L}_{1,2,3}}$ | 100   | 2000   |
| $M_{\tilde{Q}_{1,2}} = M_{\tilde{U}_{1,2}} = M_{\tilde{D}_{1,2}}$ | 500   | 2000   |
| $M_{\tilde{Q}_3}$ | 100  | 2000   |
| $M_{\tilde{E}_3}$ | 100  | 2000   |
| $M_{\tilde{D}_3}$ | 100  | 2000   |
| $A_e = A_\mu = A_7$ | -3 $M_{\tilde{E}}$ | 3 $M_{\tilde{E}}$ |
| $A_u = A_d = A_e = A_s$ | -3 $M_{Q_{12}}$ | 3 $M_{Q_{12}}$ |
| $A_b$ | -3 max($M_{Q_3}$, $M_{\tilde{D}_3}$) | 3 max($M_{Q_3}$, $M_{\tilde{D}_3}$) |
| $A_t$ | -3 max($M_{Q_3}$, $M_{\tilde{E}_3}$) | 3 max($M_{Q_3}$, $M_{\tilde{E}_3}$) |
| $\tan \beta$ | 1 | 60 |
| $M_3$ | 500 | 2000 |
| $M_A$ | 90 | 1000 |
| $M_2$ | 100 | 1000 |

Table 19-14. MSSM parameter ranges. All parameters with mass dimension are given in GeV.

The results for $M_W$ are shown in Fig. 19-8 as a function of $m_t$, assuming the light $CP$-even Higgs $h$ in the region $125.6 \pm 0.7(3.1)$ GeV in the SM (MSSM) case. The red band indicates the overlap region of the SM and the MSSM. The leading one-loop SUSY contributions arise from the stop sbottom doublet. However requiring $M_h$ in the region $125.6 \pm 3.1$ GeV restricts the parameters in the stop sector [128] and with it the possible $M_W$ contribution. Large $M_W$ contributions from the other MSSM sectors are possible, if either charginos, neutralinos or sleptons are light.
The gray ellipse indicates the current experimental uncertainty, whereas the blue and red ellipses shows the anticipated future LHC and ILC/GigaZ precisions, respectively (for each collider experiment separately) of Table 19-12, along with $m_t = 172.3 \pm 0.9$ (0.5, 0.1) GeV for the current (LHC, ILC) measurement of the top quark mass. While, at the current level of precision, SUSY might be considered as slightly favored over the SM by the $M_W-m_t$ measurement, no clear conclusion can be drawn. The smaller blue and red ellipses, on the other hand, indicate the discrimination power of the future LHC and ILC/GigaZ measurements. With the improved precision a small part of the MSSM parameter space could be singled out.
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**Figure 19-8.** Predictions for $M_W$ as a function of $m_t$ in the SM and MSSM (see text). The gray, blue and red ellipses denote the current, and the target LHC and ILC/GigaZ precision, respectively, as provided in Table 19-12.

In a second step we apply the precise ILC measurement of $M_W$ to investigate its potential to determine unknown model parameters. Within the MSSM we assume the hypothetical future situation that a light scalar top has been discovered with $m_{\tilde{t}_1} = 400 \pm 40$ GeV at the LHC, but that no other new particle has been observed. We set lower limits of 100 GeV on sleptons, 300 GeV on charginos, 500 GeV on squarks of the third generation and 1200 GeV on the remaining colored particles. The neutralino mass is constrained by the GUT relation $M_1 \approx M_2/2$ so that setting a lower limit of 300 GeV on charginos also sets the lower mass limits on neutralinos of $\sim 150$ GeV. We have selected the points from our scan accordingly. Any additional particle observation would lead to an even more restricted set of points and thus strengthen the parameter determination. In Fig. 19-9 we show the “surviving” points from our scan. All points fulfill $M_h = 125.6 \pm 0.7$ GeV and $m_{\tilde{t}_1} = 400 \pm 40$ GeV. Orange, red, blue and purple points denote in addition $W$ boson mass values of $M_W = 80.375, 80.385, 80.395, 80.405 \pm 0.005$ GeV, respectively. In the right-hand figure we show the results as a function of the masses of the heavy scalar top and the light scalar bottom. It can be seen that these unknown mass scales are restricted to small intervals if 80.385 GeV or higher $M_W$ values are assumed as central experimental values (i.e. sufficiently different from the SM prediction). In this situation the precise $M_W$ measurement could give clear indications of where to search for these new particles (or how to rule out the simple MSSM picture). For instance, a measurement of $M_W = 80.405 \pm 0.005$ GeV (purple MSSM scenarios) would indicate that $m_{\tilde{b}_1} < 800$ GeV.
Figure 19-9. Results of a MSSM parameter scan to illustrate what can be learned from an improved $M_W$ measurement under the assumption a light stop is found with $m_{\tilde{t}_1} = 400 \pm 40$ GeV: green points: all points in the scan with $M_h = 125.6 \pm 3.1$ GeV and $m_{\tilde{t}_1} = 400 \pm 40$ GeV, yellow, red, blue, purple points: $M_W = 80.375 \pm 0.005$ GeV (yellow), $M_W = 80.385 \pm 0.005$ GeV (red), $M_W = 80.395 \pm 0.005$ GeV (blue), and $M_W = 80.405 \pm 0.005$ GeV (purple).

The MSSM parameter space could also be constrained by a precise measurement of $\sin^2 \theta_{\text{eff}}^\ell$. The evaluation of the latter is performed at the same level of accuracy as for $M_W$ [129].

In the first example it is investigated whether the high accuracy achievable at the GigaZ option of the ILC would provide sensitivity to indirect effects of SUSY particles even in a scenario where the superpartners are so heavy that they escape detection at the LHC [129]. We consider in this context a scenario with very heavy squarks and a very heavy gluino. It is based on the values of the SPS 1a’ benchmark scenario [130], but the squark and gluino mass parameters are fixed to 6 times their SPS 1a’ values. The other masses are scaled with a common scale factor given by the light chargino mass, except $M_A$ which we keep fixed at its SPS 1a’ value. In this scenario the strongly interacting particles are too heavy to be detected at the LHC, while, depending on the scale-factor, some colour-neutral particles may be in the ILC reach. In Fig. 19-10 we show the prediction for $\sin^2 \theta_{\text{eff}}^\ell$ in this scenario as a function of the lighter chargino mass, $m_{\tilde{\chi}_1^\pm}$. The prediction includes the parametric uncertainty, $\sigma_{\text{para-LC}}$, induced by the ILC measurement of $m_t$, $\Delta m_t = 100$ MeV, and the numerically more relevant prospective future uncertainty on $\Delta \alpha_{\text{had}}^{(5)}$, $\delta(\Delta \alpha_{\text{had}}^{(5)}) = 5 \times 10^{-5}$. The MSSM prediction for $\sin^2 \theta_{\text{eff}}^\ell$ is compared with the experimental resolution with GigaZ precision, $\sigma_{\text{LC}} = 0.000013$, using for simplicity the current experimental central value. The SM prediction (with $M_{h}^\text{SM} = M_{h}^\text{MSSM}$) is also shown, applying again the parametric uncertainty $\sigma_{\text{para-LC}}$. Despite the fact that no coloured SUSY particles would be observed at the LHC in this scenario, the ILC with its high-precision measurement of $\sin^2 \theta_{\text{eff}}^\ell$ in the GigaZ mode could resolve indirect effects of SUSY up to $m_{\tilde{\chi}_1^\pm} \lesssim 500$ GeV. This means that the high-precision measurements at the LC with GigaZ option could be sensitive to indirect effects of SUSY even in a scenario where SUSY particles have neither been directly detected at the LHC nor the first phase of the ILC with a centre of mass energy of up to 500 GeV.

We now analyse the sensitivity of $\sin^2 \theta_{\text{eff}}^\ell$ together with $M_W$ to higher-order effects in the MSSM by investigating a broad parameter scan range similar as in Tab. 19-14. Only the constraints on the MSSM parameter space from the LEP Higgs searches [131, 132] and the lower bounds on the SUSY particle masses previous to the LHC SUSY searches were taken into account. However, the SUSY particles strongly affected...
by the LHC searches are the squarks of the first and second generation and the gluino. Exactly these particles, however, have a very small effect on the prediction of $M_W$ and $\sin^2 \theta^\ell_{\text{eff}}$ and thus a negligible effect on this analysis.

In Fig. 19-11 we compare the SM and the MSSM predictions for $M_W$ and $\sin^2 \theta^\ell_{\text{eff}}$ as obtained from the scatter plot data. The predictions within the two models give rise to two regions in the $M_W$–$\sin^2 \theta^\ell_{\text{eff}}$ plane, red for the SM and green for the MSSM. The SM region also forms part of the MSSM-allowed intervals in the decoupling regime. For the SM $M^\text{SM}_h = 125.6 \pm 0.7$ GeV has been required, whereas for the MSSM the Higgs mass measurement is met with a larger uncertainty due to the still large theory uncertainties in the $M_h$ calculation [122]. The variation with $m_t$ from 170 to 175 GeV is indicated. The 68% C.L. experimental results for $M_W$ and $\sin^2 \theta^\ell_{\text{eff}}$ are indicated in the plot, given for the current precision and for the target LHC and ILC/GigaZ accuracies, see Tab. 19-12. The center ellipse corresponds to the current world average. Also shown are the error ellipses corresponding to the two individual most precise measurements of $\sin^2 \theta^\ell_{\text{eff}}$, based on $A^b_{\text{LR}}$ by SLD and $A^b_{\text{FB}}$ by LEP, corresponding to

$$A^b_{\text{FB}}(\text{LEP}) : \sin^2 \theta^\ell_{\text{eff}}^\text{exp,LEP} = 0.23221 \pm 0.00029 ,$$

$$A^b_{\text{LR}}(\text{SLD}) : \sin^2 \theta^\ell_{\text{eff}}^\text{exp,SLD} = 0.23098 \pm 0.00026 ,$$

$$\sin^2 \theta^\ell_{\text{eff}}^\text{exp,aver.} = 0.23153 \pm 0.00016 ,$$

where the latter one represents the average [3]. The first (second) value prefers a value of $M^\text{SM}_h \sim 32$ (437) GeV. The two measurements differ by about 3σ. The averaged value of $\sin^2 \theta^\ell_{\text{eff}}$, as given in Eq. 19.16 prefers $M^\text{SM}_h \sim 110$ GeV. One can see that the current averaged value is compatible with the SM with $M^\text{SM}_h \sim 125.6$ GeV and with the MSSM. The value of $\sin^2 \theta^\ell_{\text{eff}}$ obtained from $A^b_{\text{LR}}(\text{SLD})$ clearly favors the MSSM over the SM. On the other hand, the value of $\sin^2 \theta^\ell_{\text{eff}}$ obtained from $A^b_{\text{FB}}(\text{LEP})$ together with the $M_W$ data from LEP and the Tevatron would correspond to an experimentally preferred region that deviates from the predictions of both models. This unsatisfactory solution can only be resolved by new measurements. The anticipated LHC accuracy for $\sin^2 \theta^\ell_{\text{eff}}$ would have only a limited potential to resolve this discrepancy, as it is larger than the current uncertainty obtained from the LEP/SLD average.
Figure 19-11. MSSM parameter scan for $M_W$ and $\sin^2 \theta_{\text{eff}}$ (see text). Today’s 68% C.L. ellipses (from $A_{FB}^b(\text{LEP})$, $A_{LR}^e(\text{SLD})$ and the world average) are shown as well as the anticipated LHC and ILC/GigaZ precisions, drawn around today’s central value.

On the other hand, a $Z$ factory, i.e. the GigaZ option, would be an ideal solution, as is indicated by the red ellipse. The anticipated ILC/GigaZ precision of the combined $M_W-\sin^2 \theta_{\text{eff}}$ measurement could put severe constraints on each of the models and resolve the discrepancy between the $A_{FB}^b(\text{LEP})$ and $A_{LR}^e(\text{SLD})$ measurements. If the central value of an improved measurement with higher precision should turn out to be close to the central value favored by the current measurement of $A_{FB}^b(\text{LEP})$, this would mean that the electroweak precision observables $M_W$ and $\sin^2 \theta_{\text{eff}}$ could rule out both the SM and the most general version of the MSSM.

19.2.8 EWPOs and $Z'$ bosons

EWPOs also constrain possible new physics scenarios such as $U(1)'$ gauge extensions of the SM. Current constraints\cite{133} on the associated $Z'$ boson masses, $M_{Z'}$, are generally comparable and in some cases stronger than the direct lower search limits from LEP and the Tevatron. The 8 TeV LHC data have extended the lower limits to roughly 2.5 TeV (depending on the model). However, the LHC dilepton and dijet resonance searches are insensitive to the $Z-Z'$ mass mixing angle, $\theta_{ZZ'}$. Current EWPOs constrain $\theta_{ZZ'}$ to the $10^{-2}$ level and very often well below this. The EWPOs projected for the ILC including the GigaZ option as shown in Table 19-12 (most importantly the measurements of $M_W$ to 2.3-2.9 MeV, the effective weak mixing angle to $1.3 \times 10^{-3}$, and $m_t$ to 0.1 GeV) would improve the $\theta_{ZZ'}$ limits by almost another order of magnitude. This is important, since in specific models, $M_{Z'}$ and $\theta_{ZZ'}$ are not independent. As an example, consider the popular benchmark case of the $Z'$ boson (appearing in SO(10) GUT models) with a $U(1)'$ breaking Higgs...
sector compatible with Supersymmetry. In this case, the projected EWPOs would experience noticeable shifts for $M_{Z'}$ values of up to 6 TeV, without assuming any improvement in $\Delta\alpha_{\text{had}}$. The EWPOs are also important for leptophobic $Z'$ bosons where the LHC sets weaker mass limits.

In the case of a $Z'$ discovery at the LHC, it becomes mandatory to achieve the highest possible accuracy in the EWPOs. As an illustration, suppose a future LHC run discovers a dilepton resonance with an invariant mass of 3 TeV. Even if one would succeed to determine the spin of the resonance, it would not be possible to simultaneously obtain meaningful information on the coupling strength and on $\theta_{ZZ'}$, by using LHC data alone. But the EWPOs would determine the size and the sign of $\theta_{ZZ'}$ which would give valuable information on the $U(1)'$ breaking sector and simultaneously constrain the $T$ parameter to the level of $\pm 0.01$, thereby constraining possible additional non-degenerate fermion (or scalar) multiplets that may be necessary to cancel gauge anomalies related to the $U(1)'$.

### 19.3 New interactions in vector boson scattering and tri-boson processes

Multi-boson production in various topologies provides a unique way to probe new physics. Assuming that the 125 GeV boson discovered at the LHC is the SM Higgs boson, it is natural to assume that electroweak symmetry breaking occurs according to the SM Higgs mechanism. Therefore, deviations from the SM in multi-boson production can be parameterized by SU(2)$_L \times$U(1)$_Y$ gauge-invariant operators which do not introduce any new sources of EWSB. If the new physics associated with these operators occurs at a high mass scale, one is motivated to use the formulation of Effective Field Theory (EFT) to organize the operators in order of increasing dimensionality. Here we will consider an EFT, which includes dimension-6 and dimension-8 operators that modify the interactions among electroweak gauge bosons, described by the following Lagrangian:

$$\mathcal{L}_{\text{EFT}} = \mathcal{L}_{\text{SM}} + \sum_{i=W,WW,WWB,WWB} \frac{c_i}{\Lambda^2} \mathcal{O}_i + \sum_{j=0,1} \frac{f_{S,j}}{\Lambda^4} \mathcal{O}_{S,j} + \sum_{j=0,...,9} \frac{f_{T,j}}{\Lambda^4} \mathcal{O}_{T,j} + \sum_{j=0,...,7} \frac{f_{M,j}}{\Lambda^4} \mathcal{O}_{M,j}$$

(19.17)

A detailed discussion of these operators is provided in Section 19.3.1

As an example of new physics in the Higgs sector, let us consider the interaction of the Higgs doublet field $\Phi$ with a new scalar field $S$ of the form $\Phi^\dagger \Phi \Phi S$. This operator can mediate $\Phi \Phi \rightarrow \Phi \Phi$ scattering via $s$ and $t$ channel exchange of the $S$ boson. In the limit of the mass of $S$ being much larger than the energy of this scattering process, the lowest dimension effective operator induced is the dimension-4 operator $(\Phi^\dagger \Phi)^2$, which mimics the quartic Higgs potential in the SM. At the next order in the momentum flowing along the $S$ propagator, the effective operator induced is

$$O_{\phi d} = \frac{c_{\phi d}}{M_S^2} \partial_\mu (\Phi^\dagger \Phi) \partial^\mu (\Phi^\dagger \Phi)$$

where the coefficient is enhanced by the coupling of the $\Phi$ to the $S$ field and is suppressed by the squared mass of the $S$ boson. This example illustrates a tree-level contribution to a higher-dimension operator due to a new interaction with a massive scalar field. After the Higgs field $\Phi$ acquires a vev, the operator $O_{\phi d}$ changes the normalization of the Higgs field and therefore changes its coupling to the electroweak gauge bosons. As a result, the unitarization of the vector boson scattering (VBS) amplitudes is altered and we would expect anomalous contributions.

An example of a dimension-8 operator is provided by the analogue of the QED light-by-light scattering mediated by the electron box loop. In the limit that the electromagnetic field is weak and slowly varying,
this process is described by the Euler-Heisenberg Lagrangian

\[ \mathcal{L}_{EH} = \frac{1}{2}(E^2 - B^2) + 2 \frac{\alpha^2}{45m^4}[(E^2 - B^2)^2 + 7(E.B)^2] \]

where \( E \) and \( B \) are the electric and magnetic field strengths, \( \alpha \) is the electromagnetic coupling and \( m \) is the electron mass. The second term represents the \( \gamma \gamma \rightarrow \gamma \gamma \) scattering EFT operator induced by the electron box diagram when the photon energies are much smaller than the electron mass. This term can be re-written as a linear combination of the operators \((F_{\mu\nu}F^{\mu\nu})^2 \) and \((F_{\mu\rho}F^{\mu\sigma})(F_{\nu\rho}F_{\nu\sigma})\), where \( F \) is the electromagnetic field strength tensor.

Similarly, one may imagine a new heavy fermion coupling to the electroweak gauge bosons and inducing a four-boson contact interaction via a box loop. Such an interaction can mediate anomalous triple gauge boson production and anomalous vector boson scattering. The operator would be suppressed by four powers of the heavy fermion mass and enhanced by potentially strong coupling between the new fermion and the longitudinal vector bosons. These dimension-8 operators are described by the operators \( O_{T,i}, i = 0, 1, 2 \) of Eqs. 19.33, 19.34 and 19.35.

In the following, a review of studies using VBS and triboson channels is presented. The main purpose of these studies is to estimate the improvement of sensitivity to these operator coefficients as a function of integrated luminosity and collider energy.

### 19.3.1 Theory of non-standard EW gauge boson interactions

While the translation between simplified new physics models in the EW sector to an EFT is described in [134] and also presented in Section 19.3.6, there are also ambiguities for the low-energy EFT. This results from the choice of operator bases. In the following sections, which are taken from Ref. [135], we give a brief overview of dimension-6 and dimension-8 operators, discuss the EFTs in different operator bases, and provide translations from one basis to another. This should simplify the comparison between many different studies that have been performed for several past, present and future collider experiments. We also address unitarization and discuss the role of higher-order corrections in studies of non-standard EW interactions using VBFNLO and a POWHEG BOX implementation of higher-order QCD corrections to \( WWjj \) production.

#### 19.3.1.1 Dimension-six operators for electroweak vector boson pair and triple production and scattering

If baryon and lepton numbers are conserved, only operators with even dimension can appear in the EFT. Consequently, the largest new physics contribution is expected from dimension-six operators. Three CP conserving dimension-six operators,

\[
\begin{align*}
O_{WWW} &= \text{Tr}[W_{\mu\nu}W^{\nu\rho}W_{\rho}] \\
O_{W} &= (D_{\mu}\Phi)^\dagger W^{\mu\nu}(D_{\nu}\Phi) \\
O_{B} &= (D_{\mu}\Phi)^\dagger B^{\mu\nu}(D_{\nu}\Phi),
\end{align*}
\]

and two CP violating dimension-six operators,

\[
\begin{align*}
O_{\bar{W}WW} &= \text{Tr}[\bar{W}_{\mu\nu}W^{\nu\rho}W_{\rho}] \\
O_{\bar{W}} &= (D_{\mu}\Phi)^\dagger \bar{W}^{\mu\nu}(D_{\nu}\Phi),
\end{align*}
\]

\[ \text{Community Planning Study: Snowmass 2013} \]
affect the triple and quartic gauge couplings. Here \( \Phi \) denotes the Higgs doublet field. The covariant derivative for such a field with hypercharge \( Y = 1/2 \) is given by

\[
D_\mu = \partial_\mu + \frac{ig'}{2} B_\mu + ig W^i_\mu \tau^i
\]

(19.20)

where \( \tau^i, i = 1, 2, 3 \) are the \( SU(2)_I \) generators with \( \text{Tr}[\tau^i \tau^j] = 2 \delta^{ij} \). The field strength tensors of the \( SU(2)_I \) (\( W^i_\mu \)) and \( U(1)_Y \) (\( B_\mu \)) gauge fields read

\[
W_{\mu\nu} = \frac{i}{2} g \tau^i (\partial_\mu W^i_\nu - \partial_\nu W^i_\mu + g \epsilon_{ijk} W^j_\mu W^k_\nu)
\]

\[
B_{\mu\nu} = \frac{i}{2} g' (\partial_\mu B_{\nu} - \partial_\nu B_{\mu})
\]

(19.21)

As in the SM, trilinear gauge couplings (TGCs) and quartic gauge couplings (QGCs) induced by dimension-six operators are completely related by the requirement to guarantee gauge invariance. In addition, three CP-conserving operators

\[
O_{\Phi d} = \partial_\mu (\Phi^\dagger \Phi) \partial^\mu (\Phi^\dagger \Phi)
\]

(19.22)

\[
O_{\Phi W} = (\Phi^\dagger \Phi) \text{Tr}[W^{\mu\nu}W_{\mu\nu}]
\]

(19.23)

\[
O_{\Phi B} = (\Phi^\dagger \Phi) B^{\mu\nu}B_{\mu\nu}
\]

(19.24)

and two CP-violating dimension-six operators

\[
O_{\tilde{W} W} = \Phi^\dagger \tilde{W}_{\mu\nu} W^{\mu\nu} \Phi
\]

(19.25)

\[
O_{\tilde{B} B} = \Phi^\dagger \tilde{B}_{\mu\nu} B^{\mu\nu} \Phi
\]

modifying the coupling of the Higgs boson to the weak gauge bosons and therefore the four-gauge-boson amplitudes. The list of vertices relevant to three- and four-gauge-boson amplitudes of each operator is displayed in Table 19-15. We have neglected the operators affecting the couplings of the bosons to fermions as they can be measured in other processes such as \( Z \) boson decay. This is a minimal set of independent dimension-six operators relevant to amplitudes involving vertices of three and four electroweak gauge bosons. Additional dimension-six operators invariant under SM symmetries can be constructed but they can be shown to be equivalent to a linear combination of the previous operators by using equations of motion. Consequently,
the choice of the basis of operators is not unique. Other choices than the one presented here can be found in the literature. For example, the operators \( Q_{\Phi D} \) and \( Q_{\Phi WB} \) in Ref. [136] have been replaced in this paper by \( O_W \) and \( O_B \). Our basis avoids the otherwise necessary redefinition of the masses of the gauge bosons and the mixing of the neutral vector bosons. The operator \( O_{\Phi d} \) does not contain any gauge boson since \( \Phi^\dagger \Phi \) is a singlet under all the SM gauge groups. However, it contributes to the Higgs field’s kinetic term after \( \Phi \) has been replaced by its value in the unitary gauge, i.e. with

\[
\Phi = \left( 0, \frac{v + h}{\sqrt{2}} \right)^T
\]  

(19.26)

one finds

\[
O_{\Phi d} \ni v^2 \partial_\mu h \partial_\mu h,
\]  

(19.27)

and it requires a renormalization of the Higgs field,

\[
h \rightarrow h(1 - \frac{c_{\Phi d}}{\Lambda^2} v^2),
\]  

(19.28)

in the full Lagrangian. The Higgs couplings to all particles including the electroweak gauge bosons are consequently multiplied by the same factor. \( O_{\Phi W} \) and \( O_{\Phi B} \) modify the kinetic term of the gauge bosons after the Higgs doublet has been replaced by its vacuum expectation value (\( v \)). Those two operators require a renormalization of the gauge fields and the gauge couplings. As a matter of fact, their part proportional to \( v^2 \) is entirely absorbed by those redefinitions and can therefore be removed directly in the definition of the operators, i.e.

\[
O_{\Phi W} = (\Phi^\dagger \Phi - v^2) \text{Tr}[W^{\mu \nu} W_{\mu \nu}]
\]

\[
O_{\Phi B} = (\Phi^\dagger \Phi - v^2) B^{\mu \nu} B_{\mu \nu}
\]  

(19.29)

It is now clear that those operators affect only the vertices with one or two Higgs bosons and not the TGCs or the QGCs.

### 19.3.1.2 Dimension-eight operators for genuine QGCs

As can be seen in Table 19-15, the dimension–six operators giving rise to QGCs also exhibit TGCs. In order to separate the effects of the QGCs we shall consider effective operators that lead to QGCs without a TGC associated to them. Moreover, not all possible QGCs are generated by dimension–six operators, for instance, these operators do not give rise to quartic couplings among the neutral gauge bosons.\(^5\) The lowest dimension operator that leads to quartic interactions but does not exhibit two or three weak gauge boson vertices is of dimension eight.\(^6\) The counting is straightforward: we can get a weak boson field either from the covariant derivative \( (D_\mu \Phi \text{ of Eq. [19.20]) of } \Phi \) or from the field strength tensor of Eq. [19.21]. In either case, the vector field is accompanied by \( v \) (after using Eq. [19.26]) or a derivative \( \partial_\mu \). Therefore, genuine quartic vertices are of dimension 8 or higher.

The idea behind using dimension–eight operators for QGCs is that the anomalous QGCs are to be considered as a straw man to evaluate the LHC potential to study these couplings, without having any theoretical prejudice about their size. There are three classes of genuine QGC operators [138]:

---

\(^5\)Notice that the lowest order operators leading to neutral TGCs are also of dimension eight.

\(^6\)Effective operators possessing QCGs but no TGCs can be generated at tree level by new physics at a higher scale [137], in contrast with operators containing TGCs that are generated at loop level.
Operators containing only $D_\mu \Phi$

This class contains two independent operators, i.e.

\begin{align}
O_{S,0} &= \left[ (D_\mu \Phi)^\dagger D_\nu \Phi \right] \times \left[ (D_\nu \Phi)^\dagger D_\mu \Phi \right], \\
O_{S,1} &= \left[ (D_\mu \Phi)^\dagger D_\nu \Phi \right] \times \left[ (D_\nu \Phi)^\dagger D_\mu \Phi \right],
\end{align}

where the Higgs covariant derivative is given by the expression in Eq. (19.20). These operators can be generated when we integrate out a spin–one resonance that couples to gauge–boson pairs as discussed in Section 19.3.6.

The operators $O_{S,0}$ and $O_{S,1}$ contain quartic $W^+ W^- W^+ W^-$, $W^+ W^- ZZ$ and $ZZ ZZ$ interactions that do not depend on the gauge boson momenta; for a comparative table showing all QGCs induced by dimension–eight operators see Table 19-16. In our framework, the QGCs are accompanied by vertices with more than 4 particles due to gauge invariance. In order to simply rescale the SM quartic couplings containing $W^\pm$ and $Z$ it is enough to choose $f_{S,0} = -f_{S,1} = f$ which leads to SM quartic couplings modified by a factor $(1 + f v^4/8 \Lambda^4)$, where $v$ is the Higgs vacuum expectation value ($v \simeq 246$ GeV).

Operators containing $D_\mu \Phi$ and two field strength tensors

QGCs are also generated by considering two electroweak field strength tensors and two covariant derivatives of the Higgs doublet \[^{128}\]:

\begin{align}
O_{M,0} &= \text{Tr} \left[ W_{\mu\nu} W^{\mu\nu} \right] \times \left[ (D_\beta \Phi)^\dagger D^\beta \Phi \right], \\
O_{M,1} &= \text{Tr} \left[ W_{\mu\nu} W^{\nu\beta} \right] \times \left[ (D_\beta \Phi)^\dagger D^\mu \Phi \right], \\
O_{M,2} &= \left[ B_{\mu\nu} B^{\mu\nu} \right] \times \left[ (D_\beta \Phi)^\dagger D^\beta \Phi \right], \\
O_{M,3} &= \left[ B_{\mu\nu} B^{\nu\alpha} \right] \times \left[ (D_\beta \Phi)^\dagger D^\mu \Phi \right], \\
O_{M,4} &= \left[ (D_\mu \Phi)^\dagger W_{\beta\nu} D^\nu \Phi \right] \times B^{\beta\nu}, \\
O_{M,5} &= \left[ (D_\mu \Phi)^\dagger W_{\beta\mu} D^\nu \Phi \right] \times B^{\beta\nu}, \\
O_{M,6} &= \left[ (D_\mu \Phi)^\dagger W_{\beta\nu} W^{\beta\nu} D^\mu \Phi \right], \\
O_{M,7} &= \left[ (D_\mu \Phi)^\dagger W_{\beta\mu} W^{\beta\mu} D^\nu \Phi \right],
\end{align}

where the field strengths $W_{\mu\nu}$ and $B_{\mu\nu}$ have been defined above in Eq. (19.21). In this class of effective operators the quartic gauge-boson interactions depend upon the momenta of the vector bosons due to the presence of the field strength in their definitions. Therefore, the Lorentz structure of these operators can not be reduced to the SM one. The complete list of quartic vertices modified by these operators can be found in Table 19-16.
Operators containing only field strength tensors

The following operators containing four field strength tensors also lead to quartic anomalous couplings:

\[
\begin{align*}
O_{T,0} &= \text{Tr} \left[ W_{\mu\nu} W^{\mu\nu} \right] \times \text{Tr} \left[ W_{\alpha\beta} W^{\alpha\beta} \right], \\
O_{T,1} &= \text{Tr} \left[ W_{\alpha\beta} W^{\mu\beta} \right] \times \text{Tr} \left[ W_{\nu\alpha} W^{\nu\alpha} \right], \\
O_{T,2} &= \text{Tr} \left[ W_{\alpha\mu} W^{\mu\beta} \right] \times \text{Tr} \left[ W_{\beta\nu} W^{\nu\alpha} \right], \\
O_{T,5} &= \text{Tr} \left[ W_{\mu\nu} W^{\mu\nu} \right] \times B_{\alpha\beta} B^{\alpha\beta}, \\
O_{T,6} &= \text{Tr} \left[ W_{\alpha\nu} W^{\mu\beta} \right] \times B_{\mu\beta} B^{\nu\alpha}, \\
O_{T,7} &= \text{Tr} \left[ W_{\alpha\mu} W^{\mu\beta} \right] \times B_{\beta\nu} B^{\nu\alpha}, \\
O_{T,8} &= B_{\mu\nu} B^{\mu\nu} B_{\alpha\beta} B^{\alpha\beta}, \\
O_{T,9} &= B_{\alpha\nu} B^{\mu\beta} B_{\beta\mu} B^{\nu\alpha}.
\end{align*}
\]

(19.33) - (19.40)

It is interesting to note that the two last operators \(O_{T,8}\) and \(O_{T,9}\) give rise to QGCs containing only the neutral electroweak gauge bosons.

Previous analyses \cite{139,140,141} of the LHC potential to study QGCs were based on the non–linear realization of the gauge symmetry, i.e. using chiral Lagrangians as for instance implemented in whizard. The relation between the above framework and chiral Lagrangians can be found in Section 19.3.1.4.

| \(O_{S,0}, O_{S,1}\) | WWWW | WWZZ | ZZZZ | WWAA | ZZAA | ZAAA | AAAA |
|----------------------|-------|-------|-------|-------|-------|-------|-------|
| \(O_{M,0}, O_{M,1}, O_{M,6}, O_{M,7}\) | X     | X     | X     | X     | X     | X     |      |
| \(O_{M,2}, O_{M,3}, O_{M,4}, O_{M,5}\) | X     | X     | X     | X     |      |       |      |
| \(O_{T,0}, O_{T,1}, O_{T,2}\) | X     | X     | X     | X     | X     | X     | X     |
| \(O_{T,5}, O_{T,6}, O_{T,7}\) | X     | X     | X     | X     | X     | X     | X     |
| \(O_{T,8}, O_{T,9}\) | X     | X     | X     | X     |       |      |      |

Table 19-16. Quartic vertices modified by each dimension-8 operator are marked with X.

19.3.1.3 Comparison with the anomalous coupling approach and the LEP convention for aQGCs

The anomalous couplings approach is based on the Lagrangian \cite{142}:

\[
\mathcal{L} = i g_{WWV} \left( g_1^V \left( W_{\mu\nu}^+ W^{-\mu} - W^{+\mu} W^{-\nu} \right) V^{\nu} + \kappa_V W_{\mu}^+ W_{\nu}^- V^{\mu\nu} + \frac{\lambda_V}{M_W^2} W_{\nu}^+ W_{\nu}^- V^{\mu\nu} \right) + g_5 V^+ \left( \partial^{\mu} V^{\nu} + \partial^{\nu} V^{\mu} \right) - i g_5 V^+ \varepsilon^{\mu\rho\sigma} \left( W_{\mu}^+ \partial_{\rho} W_{\nu}^- - \partial_{\rho} W_{\mu}^+ W_{\nu}^- \right) V_{\sigma} + \kappa_V W_{\mu}^+ W_{\nu}^- \tilde{V}^{\mu\nu} + \frac{\lambda_V}{m_W^2} W_{\nu}^+ W_{\nu}^- \tilde{V}^{\mu\nu},
\]

(19.41)

where \(V = \gamma, Z\); \(W_{\mu}^\pm = \partial_{\mu} W_{\nu}^\pm - \partial_{\nu} W_{\mu}^\pm\), \(V_{\mu\nu} = \partial_{\mu} V_{\nu} - \partial_{\nu} V_{\mu}\), \(g_{WW\gamma} = -e\) and \(g_{WWZ} = -e \cot \theta_W\). The first three terms of Eq. (19.41) are \(C\) and \(P\) invariant while the remaining four terms violate \(C\) and/or \(P\). Electromagnetic gauge invariance requires that \(g_1^V = 1\) and \(g_5^V = \bar{g}_5^V = 0\). Finally there are five independent \(C\)- and \(P\)-conserving parameters: \(g_7^\gamma, \kappa_\gamma, \kappa_Z, \lambda_\gamma, \lambda_Z\); and six \(C\) and/or \(P\) violating parameters.
$g_1^Z, g_5^Z, \kappa_\gamma, \kappa_Z, \lambda_\gamma, \lambda_Z$. This Lagrangian is not the most generic one, since extra derivatives can be added in all of the operators. Furthermore, there is no reason to remove those extra terms, since they are not suppressed by $\Lambda$ but by $M_W$.

The effective field theory approach described in the previous section allows one to calculate those parameters in terms of the coefficients of the five dimension-six operators relevant for TGCs, i.e. in terms of the EFT coefficients $c_{WWW}, c_W, c_B, c_{\tilde{W}WWW}$ and $c_{\tilde{V}}$. One finds for the anomalous TGC parameters \[143, 144\]:

$$g_1^Z = 1 + c_W \frac{m_Z^2}{2 \Lambda^2}$$ \hspace{1cm} (19.42)

$$\kappa_\gamma = 1 + (c_W + c_B) \frac{m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.43)

$$\kappa_Z = 1 + (c_W - c_B \tan^2 \theta_W) \frac{m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.44)

$$\lambda_\gamma = \lambda_Z = c_{WWW} \frac{3 g^2 m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.45)

$$g_4^V = g_5^V = 0$$ \hspace{1cm} (19.46)

$$\tilde{\kappa}_\gamma = c_{\tilde{W}} \frac{m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.47)

$$\tilde{\kappa}_Z = -c_{\tilde{W}} \tan^2 \theta_W \frac{m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.48)

$$\tilde{\lambda}_\gamma = \tilde{\lambda}_Z = c_{\tilde{W}WWW} \frac{3 g^2 m_W^2}{2 \Lambda^2}$$ \hspace{1cm} (19.49)

Defining $\Delta g_1^Z = g_1^Z - 1$, $\Delta \kappa_\gamma, Z = \kappa_\gamma, Z - 1$, the relation \[143\]

$$\Delta g_1^Z = \Delta \kappa_Z + \tan^2 \theta_W \Delta \kappa_\gamma$$ \hspace{1cm} (19.50)

and the relation $\lambda_\gamma = \lambda_Z$ reduce the five $C$ and $P$ conserving parameters down to three. For the $C$ and/or $P$ violating parameters, the relation

$$0 = \tilde{\kappa}_Z + \tan^2 \theta_W \tilde{\kappa}_\gamma$$ \hspace{1cm} (19.51)

and the relations $\tilde{\lambda}_\gamma = \tilde{\lambda}_Z$ and $g_4^V = g_5^V = 0$ reduce the six $C$ and/or $P$ violating parameters down to just two.

The Lagrangian of Eq. 19.41 is not $SU(2)_L$ gauge invariant under linear transformations even after imposing those relations because the quartic and higher multiplicity couplings are not included. Furthermore, gauge invariance requires also several relations between vertices with different number of particles. The quartic couplings involving two photons have been parametrized in a similar way. However, the parametrization is not generic enough and does not include the contributions from the dimension-six operators.

The LEP2 constraints on the vertices $\gamma\gammaW+W^-$ and $\gamma\gammaZZ$ \[145\] described in terms of anomalous couplings $a_0/\Lambda^2$ and $a_c/\Lambda^2$ can be translated into bounds on $f_{M,0} - f_{M,7}$. In Ref. \[146\] (see also Refs \[147, 148\]), genuine anomalous quartic couplings involving two photons have been introduced as follows:

$$L_0 = -\frac{e^2}{16 \pi \Lambda^2} a_0 F_{\mu\nu} F^{\mu\nu \alpha} \bar{W}_\alpha$$ \hspace{1cm} (19.52)

$$L_c = -\frac{e^2}{16 \pi \Lambda^2} a_c F_{\mu\alpha} F^{\mu\beta} \bar{W}_\alpha \bar{W}_\beta$$
with

\[ F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu \]

\[ \tilde{W}_\mu = \left( \begin{array}{c} \frac{1}{\sqrt{2}} (W^+_\mu + W^-_\mu) \\ \frac{1}{\sqrt{2}} (W^+_\mu - W^-_\mu) \\ \frac{Z_\mu}{\cos \theta_w} \end{array} \right) \]  

where \( A_{\mu} \) and \( W^+_\mu, Z_\mu \) denote the photon and weak fields, respectively. Thus, using the conventions of Eq. (19.21) for the fields in the operators \( O_{\mu,i} \), and Eq. (19.53) for the fields in the operators \( L_0 \) and \( L_c \), the following relations for the \( WW\gamma\gamma \) (upper sign) and \( ZZ\gamma\gamma \) (lower sign) vertices can be derived:

\[ f_{M,0} = \frac{a_0}{\Lambda^4} \frac{g^2 v^2}{\Lambda^2} \quad \text{and} \quad f_{M,1} = -\frac{a_c}{\Lambda^4} \frac{g^2 v^2}{\Lambda^2} \]  

\[ f_{M,2} = \frac{a_0}{\Lambda^4} \frac{2}{g^2 v^2} \quad \text{and} \quad f_{M,3} = -\frac{a_c}{\Lambda^4} \frac{2}{g^2 v^2} \]  

\[ f_{M,4} = \pm \frac{a_0}{\Lambda^4} \frac{1}{g^2 v^2} \quad \text{and} \quad f_{M,5} = \pm \frac{a_c}{\Lambda^4} \frac{2}{g^2 v^2} \]  

\[ f_{M,6} = \frac{a_0}{\Lambda^4} \frac{2}{g^2 v^2} \quad \text{and} \quad f_{M,7} = \frac{a_c}{\Lambda^4} \frac{2}{g^2 v^2} \]  

\[ (19.54) \]

\[ (19.55) \]

\[ (19.56) \]

\[ (19.57) \]

19.3.1.4 Conventions for non-standard electroweak gauge boson interactions in different MC programs

Dimension-8 operators: VBFNLO and MadGraph5

The convention for the dimension-8-operators in VBFNLO is the same as described in Section 19.3.1.2, and the coefficients \( f_i/\Lambda^4 \) set in the input file are the ones that multiply the operators of Section 19.3.1.2. However, the MadGraph5 implementation by means of a UFO file \[149\] uses expressions for the field strengths which are slightly different than the ones from Eq. (19.21):

\[ \tilde{W}_{\mu\nu} = \frac{1}{2} \tau^i (\partial_{\mu} W^i_\nu - \partial_{\nu} W^i_\mu + g \epsilon_{ijk} W^j_\mu W^k_\nu) = \frac{1}{ig} W_{\mu\nu} \]

\[ \tilde{B}_{\mu\nu} = (\partial_{\mu} B_\nu - \partial_{\nu} B_\mu) = \frac{2}{ig'} B_{\mu\nu} \]  

\[ (19.58) \]
The resulting changes can be absorbed in a redefinition of the operator coefficients:

\[
\begin{align*}
    f_{S,0,1} & = f_{VBFNLO,0,1}^{S} = f_{MG5,0,1}^{S}, \\
    f_{M,0,1} & = f_{VBFNLO,0,1}^{M} = -\frac{1}{g^2} f_{MG5,0,1}^{M}, \\
    f_{M,2,3} & = f_{VBFNLO,2,3}^{M} = -\frac{4}{g^2} f_{MG5,2,3}^{M}, \\
    f_{M,4,5} & = f_{VBFNLO,4,5}^{M} = -\frac{2}{g} f_{MG5,4,5}^{M}, \\
    f_{M,6,7} & = f_{VBFNLO,6,7}^{M} = -\frac{1}{g^2} f_{MG5,6,7}^{M,1}, \\
    f_{T,0,1,2} & = f_{VBFNLO,0,1,2}^{T} = \frac{1}{g^2} f_{MG5,0,1,2}^{T}, \\
    f_{T,5,6,7} & = f_{VBFNLO,5,6,7}^{T} = \frac{4}{g^2 g'} f_{MG5,5,6,7}^{T}, \\
    f_{T,8,9} & = f_{VBFNLO,8,9}^{T} = \frac{16}{g^2 g'} f_{MG5,8,9}^{T}. \\
\end{align*}
\]  

(19.59)

Dimension-8 operators: WHIZARD

WHIZARD uses different anomalous coupling operators than the ones described in Section 19.3.1.2, assuming a different symmetry group [150], and so a conversion is in general not possible. However, a vertex-specific conversion exists for the operators \( O_{S,0} \) and \( O_{S,1} \) to their corresponding operators

\[
\begin{align*}
    L_4^{(4)} & = \alpha_4 \left[ \text{Tr} (V_\mu V_\nu) \right]^2, \\
    L_5^{(4)} & = \alpha_5 \left[ \text{Tr} (V_\mu V_\mu) \right]^2, \quad \text{with } V_\mu = (D_\mu \Sigma) \Sigma^\dagger. \\
\end{align*}
\]  

(19.60)

The conversion reads:

- for the WWWW-Vertex:

\[
\begin{align*}
    \alpha_4 & = \frac{f_{S,0} v^4}{4^4} \\
    \alpha_4 + 2 \cdot \alpha_5 & = \frac{f_{S,1} v^4}{8} \\
\end{align*}
\]  

(19.61)

(19.62)

- for the WWZZ-Vertex:

\[
\begin{align*}
    \alpha_4 & = \frac{f_{S,0} v^4}{4^4} \\
    \alpha_5 & = \frac{f_{S,1} v^4}{4^4} \\
\end{align*}
\]  

(19.63)

(19.64)

- for the ZZZZ-Vertex:

\[
\begin{align*}
    \alpha_4 + \alpha_5 & = \left( \frac{f_{S,0}}{4^4} + \frac{f_{S,1}}{4^4} \right) v^4 \\
\end{align*}
\]  

(19.65)
Dimension-6 operators: VBFNLO and MadGraph5

The MadGraph model EWdim6 has been generated from FeynRules and contains the operators from Eqs. 19.18, 19.19, 19.22, 19.23 and 19.24 with the exception of $O_{\tilde{W}W}$, $O_{\tilde{B}B}$ of Eq. 19.25 and $O_{D\tilde{W}}$ of Eq. 19.687. The names of the coefficients is displayed in Table 19-17. All the coefficients include the $1/\Lambda^2$ as reminded by the ”L2” at the end of the names and are in TeV$^{-2}$. The model also has a new coupling order $NP$ counting the power of $1/\Lambda$. Consequently, each vertex from the dimension-six operators has $NP=2$.

| $c_{WW}/\Lambda^2$ | CWWL2 |
|---------------------|--------|
| $c_W/\Lambda^2$     | CWL2   |
| $c_B/\Lambda^2$     | CBL2   |
| $c_{\tilde{W}W}/\Lambda^2$ | CPWWL2 |
| $c_{\tilde{W}}/\Lambda^2$ | CPWL2 |
| $c_{\Phi d}/\Lambda^2$ | CphidL2 |
| $c_{\Phi W}/\Lambda^2$ | CphiWL2 |
| $c_{\Phi B}/\Lambda^2$ | CphiBL2 |

Table 19-17. Names of the couplings of the dimension-six operators present in the EWdim6 model of MadGraph5.

The operators from Eqs. 19.18 and 19.19 in Section 19.3.1.1 are directly available in VBFNLO. The operators $O_{\tilde{W}W}$ and $O_{BB}$ of Eq. 19.25 and $O_{\Phi B}$ of Eq. 19.24 are available as well ($O_{\Phi B}$ is called $O_{BB}$ within VBFNLO). Additionally, the operator

$$O_{WW} = \Phi^\dagger W_{\mu\nu} W^{\mu\nu} \Phi$$ (19.66)

from VBFNLO can be related to the operator $O_{\Phi W}$ of Eq. 19.23 by choosing the coefficient as

$$c_{\Phi W} = 2 \cdot c_{WW}$$ (19.67)

In addition to those operators, VBFNLO also provides the following CP-odd operators:

$$O_B = (D_{\mu} \Phi)^\dagger \bar{B}_{\mu\nu} (D_{\nu} \Phi)$$

$$O_{BB} = \Phi^\dagger B_{\mu\nu} \tilde{W}^{\mu\nu} \Phi$$ (19.69)

$$O_{D\tilde{W}} = \text{Tr} \left( [D_{\mu}, \tilde{W}_{\rho\nu}] [D_{\mu}, W^{\rho\nu}] \right).$$

However, only 4 of the 7 CP-odd operators are linearly independent, so the additional operators can be expressed in terms of the operators of Eqs. 19.19 and 19.25 as follows:

$$O_B = O_{\tilde{W}} + \frac{1}{2} O_{WW} - \frac{1}{2} O_{BB}$$

$$O_{BB} = -2 O_{\tilde{W}} - O_{\tilde{W}W}$$

$$O_{D\tilde{W}} = -4 O_{\tilde{W}WW}. $$ (19.69)

The CP-conserving anomalous couplings implementation is also available in VBFNLO with the parameters $\Delta g_Z^Z$, $\Delta \kappa_Z$, $\Delta \kappa_\gamma$, and $\lambda_\gamma$, defined in Section 19.3.1.3.

We have neglected the CP violating operators with the dual strength tensors affecting only the gauge boson Higgs couplings, since measuring CP violation in the four-weak-boson amplitude would be very challenging.
19.3 New interactions in vector boson scattering and tri-boson processes

19.3.1.5 Discussion of unitarity bounds and usage of form factors

The effective field theory is valid only below the new physics scale \( \Lambda \) and no violation of unitarity occurs in this regime. In the regime where EFT is valid, the new physics contributions to a SM process, i.e. the interference of the SM amplitude with the higher-dimensional operators and the square of the new physics amplitudes, are suppressed by increasing powers of \( 1/\Lambda \),

\[
|\mathcal{M}_{SM} + \mathcal{M}_{dim6} + \mathcal{M}_{dim8} + \ldots|^2 = \left|\mathcal{M}_{SM}\right|^2 + 2\text{Re} \left(\mathcal{M}_{SM}\mathcal{M}_{dim6}\right) + \left|\mathcal{M}_{dim6}\right|^2 + 2\text{Re} \left(\mathcal{M}_{SM}\mathcal{M}_{dim8}\right) + \ldots
\]

(19.70)

For illustration we show in Figs. 19-12, 19-13 the invariant mass distribution of the \( W \)-pair, \( m_{WW} \), produced at the 14 TeV LHC, with and without the contribution of the dimension six operator \( \mathcal{O}_{WWW} \) of Eq. 19.18. As can be seen in Figs. 19-12, the prediction for \( m_{WW} \) including \( \mathcal{O}_{WWW} \) is well below the unitarity bound [151] for this process in the relevant energy regime. However, as illustrated in Fig. 19-13, the contributions of this operator to the amplitude squared for \( W_LW_T \) production reach similar magnitude at \( m_{WW} \approx 1.3 \) TeV and above this energy the \(^1/\Lambda^2 \) suppressed term overtakes the \(^1/\Lambda^4 \) suppressed contribution. Clearly, the \(^1/\Lambda \) expansion is only valid below this energy. In typical analyses for anomalous couplings, the EFT does not break down for \( m_{VV} \) as low as 1 TeV.

For dimension eight operators, the effect from unitarity violation typically sets in earlier due to the higher exponent in \( \Lambda \) in the denominator. Hence, the task to avoid unphysical contributions from regions where unitarity is violated becomes more important. In these regions the EFT expansion in terms of suppressed additional contributions to the SM part, our starting point, is no longer valid, as each order becomes similarly important.

In experimental searches one has to ensure that the sensitivity to anomalous gauge couplings is not driven by parameter regions where unitarity is violated. As nature will ensure unitarity conservation in the full model, such results would not be meaningful. Thereby, one can take advantage of the fact that only energies up to the center-of-mass energy of the collider are probed. For hadron colliders like the LHC, the steep fall-off of the parton distribution functions means that the effective probed energy range is even smaller, as the expected number of signal events will be smaller than one above a certain energy and therefore this region will not contribute. However, if the bound for unitarity violation is lower than that, some method to ensure that no sensitivity comes from this energy range needs to be employed. One possibility is to use

Figure 19-12. \( m_{WW} \) distributions in W-pair production at the 14 TeV LHC are displayed for the SM (in blue) and for the SM plus the dimension six operator \( \mathcal{O}_{WWW} \) with \( c_{WWW}/\Lambda^2 = 6.25 \) TeV\(^{-2} \). Also shown is the unitarity bound [151] (in green).
appropriate experimental cuts. However, often processes will contain neutrinos and so the full reconstruction of the partonic energy is not possible. Another option is to use form factors. These are introduced to model an energy-dependent cutoff, which in the full theory would be accomplished by new-physics states at the scale $\Lambda$, which have been integrated out in the EFT description. Various options are possible, for example a sharp cut-off of the higher-dimensional contributions at a fixed energy scale, or a dipole-like form factor as used in VBFNLO, that gives a smoother cut-off. The exact choice depends on the full model, so for an effective theory description all choices are equally well motivated from the theory side. The last possibility to ensure no unitarity violation happens is a unitarity projection, like the $K$-matrix method implemented in WHIZARD (see also Section 19.3.6). There the amplitude $A$ is moved onto the unitarity circle along a line connecting $\Re(A)$ and the imaginary unit $i$. Physically, this corresponds to introducing an infinitely heavy and wide resonance. This scheme maximizes the contributions from anomalous couplings while ensuring unitarity for all energies.

19.3.1.6 The role of higher order corrections in multi-boson processes at the LHC

Higher-order corrections play an important role for accurate predictions at the LHC. In this section we study the impact of NLO QCD corrections in vector-boson fusion and triboson processes and how they impact the extraction of anomalous quartic gauge couplings. As example of these two process classes we take the processes $W^+W^+jj$ and $W^+\gamma\gamma$, respectively. The NLO results including anomalous QGCs presented in Sections 19.3.6 and 19.3.6 have been obtained with VBFNLO. We discuss the impact of a parton shower on the example of $W^+W^+jj$ production with POWHEG+PYTHIA [152] in Section 19.3.1.6. Finally, in Section 19.3.1.6 we discuss the impact of NLO electroweak corrections in triboson processes.

Vector-boson-fusion process $W^+W^+jj$ with VBFNLO

The production of a vector-boson pair via vector-boson fusion [153, 154, 155, 156, 157] has a characteristic signature of two high-energetic, so-called tagging jets in the forward region of the detector, which are defined as the two jets with the largest transverse momentum. This can be exploited experimentally by requiring that there is a large rapidity separation ($\Delta \eta_{jj} > 4$) between the tagging jets, they are in opposite detector hemispheres ($\eta_{j_1} \times \eta_{j_2} < 0$) and they possess a large invariant mass ($M_{jj} > 600$ GeV). Additional central jet

Figure 19-13. $m_{WW}$ distributions in $W$-pair production at the 14 TeV LHC are displayed for the production of one longitudinally and one transversally polarized $W$ boson, when considering the SM (solid blue line), only the interference between the SM and the dimension-six operator (solid red line), the sum of the two (dashed red line), only the square of the new physics amplitude (solid green line), and finally the total contribution from the SM and the dimension-six operator (dashed green line).
radiation at higher orders is strongly suppressed due to the exchange of a color-singlet in the t-channel, in contrast to typical QCD-induced backgrounds. Higher-order corrections are typically small, below the 10% level, and reduce the residual scale uncertainty to about 2.5%. Choosing the momentum transfer between an incoming and an outgoing parton along a fermion line proves to be particularly advantageous, as then also corrections to important distributions are small and flat over the whole range.

As example we take the process $pp \to e^+\nu_e\mu^+\nu_\mu jj$ with anomalous coupling $\frac{f_{T_1}}{\Lambda^4} = 200 \text{ TeV}^{-4}$ and form factor scale $\Lambda = 1188 \text{ GeV}$ and exponent $p = 4$. The results for the total cross sections at LO and NLO are shown in Table 19-18. Switching on the anomalous couplings increases the cross section by just under 20%, and NLO QCD corrections hardly change this number. This can also be seen in Fig. 19-14 where we show the differential distribution with respect to the invariant mass of the two leptons and the two neutrinos. In the left-hand plot we present the differential cross section in the SM and with anomalous couplings switched on both at LO and NLO. Similar to the integrated cross section, the difference between LO and NLO is small in both cases. In contrast the anomalous couplings yield a positive contribution to the cross section over the SM, which starts at an invariant mass of about 500 GeV, before the formfactor, introduced to preserve unitarity, damps the contributions again at higher invariant masses. On the right-hand side we present two groups of ratios. The differential K factor is flat and close to one both for the SM and the anomalous coupling scenario. The second set shows the ratio of differential anomalous-coupling over SM cross section both at LO and NLO. The two curves agree well and show enhancements of the cross section up to a factor of three. Hence, in this process higher-order corrections do not influence the extraction of anomalous couplings.

### Table 19-18.

|                  | $\sigma_{LO}$ | $\sigma_{NLO}$ |
|------------------|---------------|----------------|
| SM               | 1.169 fb      | 1.176 fb       |
| anom. coupl.     | 1.399 fb      | 1.388 fb       |

Total cross sections at LO and NLO for the process $pp \to e^+\nu_e\mu^+\nu_\mu jj$ in the SM and with anomalous coupling $\frac{f_{T_1}}{\Lambda^4} = 200 \text{ TeV}^{-4}$. Statistical errors from Monte Carlo integration are below the per mille level.
Vector-boson-fusion process $W^+W^+jj$ in the POWHEG BOX

NLO-QCD calculations are a crucial prerequisite for precision analyses at the LHC, reducing theoretical uncertainties associated with hard scattering processes significantly. On the other hand, a realistic description of the additional hadronic activity that occurs in any collider environment crucially relies on parton-shower Monte Carlo generators such as HERWIG [64] or PYTHIA [60]. The perturbative accuracy of these programs is, however, limited to leading logarithmic accuracy. The most realistic yet accurate predictions available to date for processes with many particles in the final state are thus obtained by combining NLO-QCD calculations for the hard scattering with parton shower programs, for example in the framework of the POWHEG formalism [158, 159]. Such a matching can be performed with the help of the POWHEG BOX [160], a repository that provides all process-independent building blocks of the matching procedure, while process-specific elements have to be provided by the user.

Building on existing NLO-QCD calculations [161, 162, 156, 153], recently various VBF processes have been implemented in the POWHEG BOX [163, 164, 165, 152, 166]. The code developed is publicly available from the project webpage, http://powhegbox.mib.infn.it/, and can be tailored to the user’s needs for any dedicated study. In order to assess the impact of parton-shower effects on NLO-QCD predictions for VBF-induced $W^+W^+jj$ production at the LHC, numerical analyses for a representative setup have been performed for the $e^+\nu_e\mu^-\nu_\mu jj$ final state [152]. At a collision energy of $\sqrt{s} = 7$ TeV, the MSTW2008 parton distribution functions [77] are used for incoming protons and the FASTJET package [167] for the reconstruction of jets via the $k_T$ algorithm with a resolution parameter of $R = 0.4$. Events are showered with PYTHIA 6.4.21, including hadronization corrections and underlying event with the Perugia 0 tune. At least two hard jets are required with $p_{T,j} \geq 20$ GeV and $|y_j| \leq 4.5$, well-separated from each other such that $y_{j1} - y_{j2} > 4$, $y_{j1} \times y_{j2} < 0$, and $M_{j1j2} > 600$ GeV. In addition, an $e^+$ and a $\mu^+$ with $p_{T,\ell} \geq 20$ GeV, $|y_\ell| \leq 2.5$, $\Delta R_{j\ell} \geq 0.4$, $\Delta R_{\ell\ell} \geq 0.1$, located between the two tagging jets, are requested. For the renormalization and factorization scales dynamical choices bound to the kinematics of the underlying Born configuration are made.

In this setup distributions related to the tagging jets or the hard leptons turn out to be rather insensitive to parton-shower effects. As illustrated by Fig. 19.3.1.6 (left panel) for the invariant mass distribution of the charged-lepton pair, the NLO-QCD and the POWHEG+PYTHIA results are very similar, both in normalization and shape. More pronounced effects of the parton shower occur in observables related to the emission of an extra hard jet, c.f. Fig. 19.3.1.6 (right panel) for $d\sigma/dy_{j3}$. When the rapidity distribution of a third jet is used in order to estimate central-jet veto efficiencies, this effect should be carefully taken into account.

Figure 19-15. Invariant mass distribution of the tagged lepton pair (left) and rapidity distribution of the third jet (right) in VBF-induced $e^+\nu_e\mu^-\nu_\mu jj$ production at the LHC with $\sqrt{s} = 7$ TeV and the selection cuts described in the text. The lower panels show the respective ratios of the POWHEG+PYTHIA and the NLO-QCD results. Horizontal bars indicate statistical errors in each case.
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|               | $\sigma_{\text{LO}}$ | $\sigma_{\text{NLO}}$ |
|---------------|----------------------|----------------------|
| SM           | 1.124 fb             | 3.674 fb             |
| anom.coupl.  | 1.216 fb             | 3.787 fb             |

Table 19-19. Total cross sections at LO and NLO for the process $pp \rightarrow e^+ \nu_e \gamma \gamma$ in the SM and with anomalous coupling $f_{T6} = 2000 \text{ TeV}^{-4}$. Statistical errors from Monte Carlo integration are below the per mille level.

Turning to differential distributions, we show the transverse momentum distribution of the harder photon in Figure 19-16. The left-hand side shows again the differential cross section. Both the SM and the anomalous-coupling scenario show differential NLO cross sections which are significantly larger than their

Triboson process $W^+ \gamma \gamma$ with VBFNLO

The second group of process where anomalous quartic gauge couplings can be tested are the triboson processes [168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178]. The quartic vertex enters via an $s$-channel vector boson, which decays into three vector bosons, while diagrams with two or three bosons attached to the quark line as well as non-resonant contributions form an irreducible background. These processes have been shown to possess quite large K factors, typically between 1.5 and 1.8, mostly due to the additional quark-gluon–induced production processes first entering in the real-emission process. They also have a considerable scale dependence. While the dependence on the factorization scale can be reduced by NLO QCD corrections, the strong coupling constant first enters in the real emission part and therefore shows a large variation with the scale.

The example process we are considering here is $pp \rightarrow e^+ \nu_e \gamma \gamma$ [174, 175]. In this process the K factor with a numerical value of about 3 is particularly large. This is due to the fact that the SM amplitude vanishes when the two photons are collinear and $\cos \theta_W = \frac{1}{3}$, where $\theta_W$ is the angle between the $W$ boson and the incoming quark in the partonic center-of-mass frame. This so-called radiation zero [179, 180, 181] is spoiled by the extra jet emission at NLO, therefore giving huge K factors in these phase-space regions. The numerical values for the integrated cross section are tabulated in Table 19-19. As anomalous coupling we choose the operator $T_6$ with $\frac{f_{T6}}{\Lambda^4} = 2000 \text{ TeV}^{-4}$, form factor scale $\Lambda = 1606 \text{ GeV}$ and exponent $p = 4$.

Turning to differential distributions, we show the transverse momentum distribution of the harder photon in Figure 19-16. The left-hand side shows again the differential integrated cross section. Both the SM and the anomalous-coupling scenario show differential NLO cross sections which are significantly larger than their
LO counterpart. Contributions from anomalous couplings start to contribute for transverse photon momenta above 100 GeV and their relative size becomes gradually larger when going to higher momenta as expected.

On the right-hand side one can see that the K-factor behavior differs for the SM and the anomalous coupling scenario. While, in the SM, the K factor is almost constant and only slightly decreases when going to larger transverse momenta, there is a much stronger decrease when anomalous couplings are switched on. At the high end of the shown range, the K factor has reached a value of around 1.8, which is the number typically observed in other triboson processes involving W bosons. As the effect of the anomalous coupling increases, the cancellation between different amplitudes gets gradually destroyed and the radiation zero filled up. Only the effects from additional jet radiation remain, yielding the smaller K factor.

That this is indeed the case can be seen in Fig. 19-17. Here we require additionally that the transverse momentum of the harder photon exceeds 200 GeV and the invariant mass of the lepton-neutrino system exceeds 75 GeV to suppress radiation off the final-state lepton. The effect of the radiation zero should be visible as a dip at zero in the rapidity difference between the diphoton system and the lepton-neutrino system, which can be indeed observed for the LO SM curve. In contrast the anomalous-coupling curve shows no such behavior even at LO, and at NLO the dip is filled in both cases.

Turning back to the right-hand plot of Fig. 19-16, the ratio between anomalous-coupling and SM prediction decreases when going from LO to NLO. This is due to the same effect, as part of the additional contribution is caused by filling up the radiation zero, which is no longer present at NLO because there already QCD effects have caused this. Hence, for this process group, higher-order corrections play an important role and cannot be neglected when determining the size of or limits on anomalous quartic gauge couplings.

Electroweak corrections to triboson processes

The first calculation of electroweak NLO corrections for a triboson processes at hadron colliders has appeared only very recently. Hence, no publicly available Monte Carlo implementation is available at the present stage. For gauge boson pair production via vector-boson fusion electroweak corrections no results exist in the literature at the current stage.

In Ref. [182] the full NLO corrections to on-shell WWZ production have been considered. Besides the QCD corrections already calculated in Refs. [169, 171], additional virtual electroweak diagrams with loops up to the pentagon level appear as well as real-emission processes with an additional external photon. There, processes with both photon radiation and initial-state photons are taken into account. The latter appear...
when using PDFs with photons [81, 82]. Additionally, in this case the photon-initiated contribution of \( \gamma \gamma \rightarrow WWZ \) is added at tree-level. The electroweak corrections are typically quite small for integrated cross sections, of about -2%. They can, however, get significant in differential distributions. For example, looking at the transverse-momentum distribution of the \( Z \) boson, at the 14 TeV LHC, one observes corrections of up to -30% for transverse momenta of 1 TeV. Thereby, the photon-initiated processes play an important role to partly cancel large Sudakov virtual corrections.

### 19.3.2 Current bounds on triple and quartic gauge boson couplings

Current bounds on the aTGCs of Eq. 19.41 from LEP, Tevatron and LHC searches in \( WW\gamma, WWZ, ZZ \) and \( Z\gamma \) events are summarized in Figs. 19-18, 19-19, 19-20 and 19-21. Constraints from a combined analysis of EWPOs and LEP data on aTGCs can be found in Ref. [183], for instance.

![Limits on anomalous WW\gamma couplings. Tevatron limits use a form factor with the cut-off parameter \( \Lambda = 2 \) TeV. Taken from Ref. [184].](image)

A review of current bounds on quartic gauge couplings from LEP can be found in Ref. [145]. Recently, stringent bounds on anomalous quartic gauge couplings involving two photons, \( a_0 \) and \( a_c \) of Eq. 19.52, have been obtained from two-photon production of a \( W^+W^- \) pair at the LHC, as reported by CMS [187] (95% CL intervals): \( |a_0/\Lambda^2| < 0.00015 \text{ GeV}^{-2} \), \( |a_c/\Lambda^2| < 0.0005 \text{ GeV}^{-2} \) with a dipole form factor and \( \Lambda_{\text{cutoff}} = 500 \text{ GeV} \), and \( |a_0/\Lambda^2| < 4.0 \times 10^{-6} \text{ GeV}^{-2} \), \( |a_c/\Lambda^2| < 1.5 \times 10^{-5} \text{ GeV}^{-2} \) without using a form factor.

### 19.3.3 Multi-boson processes at the 14 TeV LHC

Studies on vector boson scattering (VBS) and triboson production have been presented by ATLAS collaboration for \( \sqrt{s} = 14 \text{ TeV} \) and integrated luminosities of 300 fb\(^{-1}\) and 3 ab\(^{-1}\) respectively [188, 189]. These studies showcase the greatly increased sensitivity for new physics in these channels.
Figure 19-19. Limits on anomalous $WWZ$ couplings. Tevatron limits use a form factor with the cut-off parameter $\Lambda = 2$ TeV. Taken from Ref. [184].

Figure 19-20. Anomalous $ZZ\gamma$ and $ZZZ$ 95% CL intervals from $ZZ$ production at ATLAS, CMS, LEP and the Tevatron experiments. If a form factor is used, the cut-off parameter $\Lambda$ is also shown. Taken from Ref. [185].
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Figure 19-21. The 95% CL intervals for neutral aTGCs from ATLAS, CMS, LEP and the Tevatron experiments as obtained from $Z\gamma$ events. If a form factor is used, the cut-off parameter $\Lambda$ is also shown. Taken from Ref. [186].

| parameter | $300 \text{ fb}^{-1}$ | $1 \text{ ab}^{-1}$ | $3 \text{ ab}^{-1}$ |
|-----------|------------------------|---------------------|---------------------|
| $\alpha_4$ | 0.066 | 0.025 | 0.016 |

Table 19-20. Summary of expected upper limits for $\alpha_4$ at the 95% confidence level using the $p_p \rightarrow W^+W^- + 2j \rightarrow e\mu + 2\nu + 2j$ VBS search at $p_p$ collision center-of-mass energy of 14 TeV at ATLAS [188]. See Table 19-32 for corresponding resonance mass limits in a dimension-8 operator formulation and considering simplified models of electroweak resonances.

Studies of vector boson scattering in the $W^+W^-jj \rightarrow \ell^+\ell^-\nu jj$ have been presented based on the comparison of the $m_{\ell\ell jj}$ distribution from backgrounds (including $t\bar{t}$ production, diboson production with ISR jets, and SM VBS) and anomalous VBS signal. The statistical sensitivity has been parameterized using the electroweak chiral lagrangian operator with coefficient $\alpha_4$ (see Eq. 19.60). In this formulation of new physics, this particular operator is one of the least constrained since it preserves the CP symmetry and the electroweak SU(2) custodial symmetry, does not induce oblique corrections in the gauge boson propagators, and only induces anomalous quartic couplings which have not been constrained by past studies on trilinear gauge couplings. Unitarity is maintained by using the inverse amplitude method [190, 191]. Table 19-20 shows the results of this ATLAS study, as reproduced from their report. The sensitivity to the $\alpha_4$ (referred to as $a_4$ in [188]) coefficient is increased by more than a factor of 4 in the high-luminosity upgrade of the LHC. Using a dimension-8 operator formulation and considering simplified models of electroweak resonances, these $\alpha_4$ limits are converted to corresponding masses of heavy resonances in Table 19-32.

ATLAS has also presented a study of VBS in the $ZZ \rightarrow 4\ell$ channel which has a clean and fully reconstructible final state. In this study, the K-matrix unitarization approach is used to model anomalous quartic couplings and unitarization is achieved by including TeV-scale resonances. Such resonances would be clearly visible in the 4$\ell$ invariant mass distribution. Table 19-21, reproduced from the ATLAS report, shows the statistical significance of potential resonant signals given the background-only hypothesis, for a number of resonance masses and couplings. The comparison of the two scenarios with integrated luminosities of 300 fb$^{-1}$ and 3000 fb$^{-1}$ respectively showcases the discovery potential of the high-luminosity upgrade.
ATLAS has estimated the precision on the measurement of the integrated cross section for the purely-electroweak SM process \( pp \to ZZ + 2j \to 4\ell + 2j \). In the kinematic region where the tagging forward jets have \( m_{jj} > 1 \text{ TeV} \) and the 4-lepton invariant mass \( m_{4\ell} > 200(500) \text{ GeV} \), a statistical precision of 10(15)% is achievable with 3000 fb\(^{-1}\), compared to 30(45)% with 300 fb\(^{-1}\). Since a key prediction of the SM is that the Higgs boson unitarizes longitudinal VBS, it is important to make the definitive measurements of this cross section, which is only possible with the high-luminosity upgrade in this clean and robust channel.

| model                  | 300 fb\(^{-1}\) | 3000 fb\(^{-1}\) |
|------------------------|-----------------|-----------------|
| \( m_{\text{resonance}} = 500 \text{ GeV} \), \( g = 1.0 \) | 2.4\(\sigma\)   | 7.5\(\sigma\)   |
| \( m_{\text{resonance}} = 1 \text{ TeV} \), \( g = 1.75 \) | 1.7\(\sigma\)   | 5.5\(\sigma\)   |
| \( m_{\text{resonance}} = 1 \text{ TeV} \), \( g = 2.5 \) | 3.0\(\sigma\)   | 9.4\(\sigma\)   |

Table 19-21. Summary of the expected sensitivity to anomalous VBS signal, quoted in terms of the background-only \( p_0 \)-value expected for signal+background. The \( p_0 \)-value has been converted to the corresponding number of Gaussian \( \sigma \) in significance. These results are given for the \( pp \to ZZ + 2j \to 4\ell + 2j \) channel at \( \sqrt{s} = 14 \text{ TeV} \). The increase in significance with integrated luminosity is shown for different resonance masses and couplings \( g \).

ATLAS has also shown sensitivity studies using the fully-leptonic decay modes of \( W^\pm W^\pm \), \( WZ \) and \( ZZ \) channels in the VBS mode as well as triboson results in the \( Z\gamma\gamma \) channel. These results are quoted in the language of EFT higher-dimension operators. The studies are performed in the kinematic regions where unitarity is preserved. In this context, ATLAS has studied one dimension-6 operator, \( O_{\Phi W} \) of Eq. (19.23) and four dimension-8 operators, \( O_{S,0} \) of Eq. (19.30) and \( O_{T,i}, i = 1, 8, 9 \) of Eqs. (19.34)-(19.39) and (19.40). Their values for 5\(\sigma\)-significance discovery are summarised in Table 19-22 reproduced from the ATLAS report. The high-luminosity upgrade increases the discovery potential for the operator coefficients by factors of 2-3, with further increases possible using analysis optimizations. If an anomaly is discovered with 300 fb\(^{-1}\), the corresponding operator coefficient can be measured with a precision of 5% or better with 3000 fb\(^{-1}\) of integrated luminosity, allowing detailed studies of the underlying physics in this arena.

| Parameter          | dimension | channel | \( \Lambda_{UV} \) [TeV] | 300 fb\(^{-1}\) | 3000 fb\(^{-1}\) |
|--------------------|-----------|---------|--------------------------|-----------------|-----------------|
| \( c_{\Phi W}/\Lambda^2 \) | 6         | ZZ      | 1.9                      | 34 TeV\(^{-2}\) | 20 TeV\(^{-2}\) |
| \( f_{S,0}/\Lambda^4 \)    | 8         | \( W^\pm W^\pm \) | 2.0                      | 10 TeV\(^{-4}\) | 6.8 TeV\(^{-4}\) |
| \( f_{T,1}/\Lambda^4 \)    | 8         | WZ      | 3.7                      | 1.3 TeV\(^{-4}\) | 0.7 TeV\(^{-4}\) |
| \( f_{T,8}/\Lambda^4 \)    | 8         | \( Z\gamma\gamma \) | 12                       | 0.9 TeV\(^{-4}\) | 0.5 TeV\(^{-4}\) |
| \( f_{T,9}/\Lambda^4 \)    | 8         | \( Z\gamma\gamma \) | 13                       | 2.0 TeV\(^{-4}\) | 0.9 TeV\(^{-4}\) |

Table 19-22. 5\(\sigma\)-significance discovery values and 95% CL limits for coefficients of higher-dimension operators. Madgraph5 is used for the event generation. \( \Lambda_{UV} \) is the unitarity violation bound corresponding to the sensitivity with 3000 fb\(^{-1}\) of integrated luminosity. See Table 19-33 for resonance mass limits corresponding to the \( f_{S,0}/\Lambda^4 \) sensitivity above, in a dimension-8 operator formulation and considering simplified models of electroweak resonances.

The substantially improved sensitivity to these higher dimensional operators highlights the potential of the LHC to probe one of the most important aspects of the electroweak sector of the SM, namely, the unitarization of the vector boson scattering amplitudes by the Higgs mechanism. Since the "Mexican hat" Higgs potential is essentially just a parameterization, a more "dynamical" explanation of this potential in...
terms of the Higgs’ interaction with new scalar, vector or fermion fields involving strong dynamics can easily induce higher-dimension operators as precursors to the more complete theory of the Higgs sector.

Another example of the impact of the HL-LHC in studying the unitarization mechanism is provided by the improved sensitivity to the $\mathcal{O}_{\Phi d}$ operator of Eq. 19.22 shown in Table 19-24. The threshold of interest in the magnitude of this operator is provided by $v^{-2}$ where $v$ is the Higgs field’s vacuum expectation value, thus $v^{-2} = 16 \text{ TeV}^{-2}$. As the sensitivity to the magnitude of this operator falls below $16 \text{ TeV}^{-2}$, we obtain a direct test of the SM unitarization mechanism. Table 19-24 shows that this threshold is crossed by increasing the LHC integrated luminosity from $300 \text{ fb}^{-1}$ to $3000 \text{ fb}^{-1}$.

Vector boson scattering and triboson production are unique probes of the possible high-energy dynamics underlying the Higgs potential. Furthermore, the different operators reflect directly in different energy dependencies of VBS and triboson production, and the study of these processes can not only detect the presence of new underlying dynamics but also distinguish between the operators through the differences in the kinematic shapes.

**19.3.4 Multi-boson processes at HE pp colliders**

Additional sensitivity studies have been performed using the Snowmass-DELPHES detector simulation [192]. These studies extend the ATLAS investigations to higher energy pp colliders, and also include additional final states and higher-dimension operators. Madgraph5 has been used for the event generation and the relations of Eqn. 19.59 apply. The results presented in [192] are summarized here and tables of numerical results have been reproduced from this reference. The main area of interest is anomalous quartic gauge couplings which are only probed by vector boson scattering and triboson production. Access to these processes has only opened up with the availability of LHC data, and therefore they are promising new avenues for discovery, for instance, of the composite nature of the Higgs sector.

In the following, a review of studies using VBS and triboson channels is presented. A number of different combinations of operators and final states are investigated. The main purpose of these studies is to estimate the improvement of sensitivity to coefficients of higher-dimension operators as a function of integrated luminosity and collider energy. In cases where the same operator is used with different final states, we also learn which of these final states are more sensitive.

Using the VBS $ZZ \rightarrow 4\ell$ final state, the sensitivity to the following operators was quantified for 14 TeV and 33 TeV pp colliders; the dimension-6 operator $\mathcal{O}_{WV}$ of Eqn. 19.23 and the dimension-8 operators $\mathcal{O}_{T,8}$ of Eqn. 19.39 and $\mathcal{O}_{T,9}$ of Eqn. 19.40 with the results shown in Table 19-23. As the sensitivity to these operators is probed with higher-energy colliders, the regime where the amplitude violates unitarity is probed more deeply. This is an indication of the colliders’ ability to directly produce the particle excitations of the ultraviolet-complete field theory underlying the EFT. The results in [192] are quoted both with and without the application of a unitarity-violating (UV) upper bound on the invariant mass of the multi-boson system. When the bound is applied, the surviving events are restricted to the low-mass region where the corresponding beyond-SM amplitude does not violate unitarity.

Similarly, the studies of the VBS $WZ \rightarrow 3\ell\nu$ were extended to 14 TeV and 33 TeV pp colliders using the following operators; the dimension-8 operator $\mathcal{O}_{T,1}$ of Eqn. 19.34 and the dimension-6 operator $\mathcal{O}_{\Phi d}$ of Eqn. 19.22 The results are shown in Table 19-24.

Another sensitive channel is the VBS production of same-sign $W$ bosons, which unlike VBS $W^+W^-$ is not dominated by $t\bar{t}$ production. Sensitivity studies to the $\mathcal{O}_{T,1}$ operator (Eqn. 19.34) produce the results shown...
Table 19-23. In $pp \rightarrow ZZ + 2j \rightarrow 4\ell + 2j$ processes, 5σ-significance discovery values and 95% CL limits are shown for coefficients of high-dimension operators with $300 \text{ fb}^{-1}/3000 \text{ fb}^{-1}$ of integrated luminosity. To show the impact of the UV bound, the corresponding results are shown in parentheses.

| Parameter | Luminosity [fb$^{-1}$] | 14 TeV | 33 TeV |
|-----------|------------------------|--------|--------|
| $c_{\Phi W}/\Lambda^2$ [TeV$^{-2}$] | 3000 | 16.2 (16.2) | 9.7 (9.7) | 13.2 (13.2) | 8.2 (8.2) |
| | 300 | 31.3 (31.5) | 18.2 (18.3) | 23.8 (23.8) | 14.7 (14.7) |
| $f_{T,8}/\Lambda^4$ [TeV$^{-4}$] | 3000 | 2.9 (4.7) | 1.7 (2.4) | 1.6 (1.7) | 1.0 (1.3) |
| | 300 | 5.5 (8.4) | 3.2 (5.3) | 2.8 (2.3) | 1.8 (1.8) |
| $f_{T,9}/\Lambda^4$ [TeV$^{-4}$] | 3000 | 5.7 (6.3) | 3.9 (4.6) | 3.8 (6.6) | 2.5 (3.5) |
| | 300 | 8.7 (9.0) | 6.2 (6.7) | 6.3 (10.1) | 4.2 (8.2) |

Table 19-24. In $pp \rightarrow WZ + 2j \rightarrow 4\ell + 2j$ processes, 5σ-significance discovery values and 95% CL limits are shown for coefficients of higher-dimension operators with $300 \text{ fb}^{-1}/3000 \text{ fb}^{-1}$ of integrated luminosity at 14 TeV and 33 TeV. The results obtained after applying the UV bounds are shown in parentheses.

| Parameter | Luminosity [fb$^{-1}$] | 14 TeV | 33 TeV |
|-----------|------------------------|--------|--------|
| $c_{\Phi d}/\Lambda^2$ [TeV$^{-2}$] | 3000 | 15.2 (15.2) | 9.1 (9.1) | 12.6 (12.7) | 7.7 (7.7) |
| | 300 | 28.5 (28.7) | 17.1 (17.1) | 23.1 (23.3) | 14.1 (14.2) |
| $f_{T,1}/\Lambda^4$ [TeV$^{-4}$] | 3000 | 0.6 (0.9) | 0.4 (0.5) | 0.3 (0.6) | 0.2 (0.3) |
| | 300 | 1.1 (1.6) | 0.7 (1.0) | 0.6 (0.9) | 0.3 (0.6) |

in Table 19-25. As part of this exercise, different pileup configurations were investigated and found not to have a significant effect, as shown in Table 19-25. The implication is that none of the fully-leptonic channels considered in these studies are very sensitive to pileup. In this channel, the studies are extended to a 100 TeV $pp$ collider.

Good sensitivity to higher-dimension operators is also obtainable from triboson production. Using the $WWW \rightarrow 3\ell + 3\nu$ final state, the following operators were investigated: the dimension-8 operator $O_{T,0}$ of Eqn. 19.33 and the dimension-6 operator $O_{WWW}$ of Eqn. 19.18. The sensitivity to these operators is presented in Table 19-26.

Finally, the final state $Z\gamma\gamma \rightarrow \ell\ell\gamma\gamma$ is used to investigate the sensitivity for the dimension-8 operators $O_{M,i}, i = 0, 1, 2, 3$ of Eqn. 19.32 and the results are presented in Table 19-27.

The conclusions that can draw from these numerical results, have been stated in [192] and reproduced verbatim in this report for convenience, below:

- The VBS ZZ final state, when used to probe the $O_{\Phi W}$ dimension-6 operator, increases in sensitivity to the operator coefficient by a factor of $\approx 1.9$ when the luminosity is increased by a factor of 10 from 300 fb$^{-1}$ to 3000 fb$^{-1}$, and by a factor of $\approx 1.2$ when the collider energy is increased from 14 TeV to 33 TeV. When considering the dimension-8 operators $O_{T,8}$ ($O_{T,9}$), the sensitivity increases by a factor of 1.9 (1.5) due to the same luminosity increase and by a factor of $\approx 1.8$ (1.5) due to the energy increase. The sensitivity to the dimension-6 operator is not affected by imposing a UV bound, while the sensitivity to the dimension-8 operator is reduced by a factor of about 1.8 when the bound is applied.
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| Parameter | $\sqrt{s}$ [TeV] | Luminosity [fb$^{-1}$] | pileup | $5\sigma$ [TeV$^{-4}$] | 95% CL [TeV$^{-4}$] |
|-----------|------------------|----------------------|--------|------------------|------------------|
| $f_{T,1}/\Lambda^4$ | 14 | 300 | 50 | 0.2 (0.4) | 0.1 (0.2) |
| $f_{T,1}/\Lambda^4$ | 14 | 3000 | 140 | 0.1 (0.2) | 0.06 (0.1) |
| $f_{T,1}/\Lambda^4$ | 14 | 3000 | 0 | 0.1 (0.2) | 0.06 (0.1) |
| $f_{T,1}/\Lambda^4$ | 100 | 1000 | 40 | 0.001 (0.001) | 0.0004 (0.0004) |
| $f_{T,1}/\Lambda^4$ | 100 | 3000 | 263 | 0.001 (0.001) | 0.0008 (0.0008) |

Table 19-25. In $pp \to W^\pm W^\pm + 2j \to \ell\nu\ell\nu + 2j$ processes, $5\sigma$-significance discovery values and 95% CL limits are shown for coefficients the higher-dimension operator, $f_{T,1}/\Lambda^4$, for different machine scenarios without the UV cut and with the UV cut in parenthesis. Pileup refers to the number of $pp$ interactions per crossing.

| Parameter | dim. | Luminosity [fb$^{-1}$] | 14 TeV | 33 TeV | 100 TeV |
|-----------|------|----------------------|--------|--------|---------|
| $c_{WWW}/\Lambda^2$ [TeV$^{-2}$] | 6 | 300 | 4.8 (8) | - | - |
| | | 1000 | - | - | 1.3 (1.5) |
| | | 3000 | 2.3 (2.5) | 1.7 (2.0) | 0.9 (1.0) |
| $f_{T,0}/\Lambda^4$ [TeV$^{-4}$] | 8 | 300 | 1.2 | - | - |
| | | 1000 | - | - | 0.004 |
| | | 3000 | 0.6 | 0.05 | 0.002 |

Table 19-26. In the $pp \to WWW \to 3\ell + 3\nu$ process, the $5\sigma$-significance discovery values are shown for the coefficients of higher order operators. The values in parentheses are obtained with the UV bound applied. $pp$ colliders at $\sqrt{s} = 14$, 33 and 100 TeV are studied.

- The VBS $WZ$ final state, when used to probe the $O_{\Phi d}$ dimension-6 operator, increases in sensitivity to the operator coefficient by a factor of $\approx 1.9$ when the luminosity is increased from 300 fb$^{-1}$ to 3000 fb$^{-1}$, and by a factor of $\approx 1.2$ when the collider energy is increased from 14 TeV to 33 TeV. When considering the dimension-8 operator $O_{T,1}$, the sensitivity increases by a factor of $\approx 1.8$ due to the same luminosity increase and by a factor of $\approx 2$ due to the energy increase. The sensitivity to the dimension-6 operator is not affected by imposing a UV bound, while the sensitivity to the dimension-8 operator is reduced by a factor of about 1.8 when the bound is applied.

- The VBS same-sign $WW$ final state, when used to probe the $O_{T,1}$ dimension-8 operator, increases in sensitivity to the operator coefficient by a factor of $\approx 2$ when the luminosity is increased from 300 fb$^{-1}$ to 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. An increase in collider energy from 14 TeV to 33 TeV (100 TeV) increases the sensitivity by a factor of 100. The sensitivity is not affected at $\sqrt{s} = 100$ TeV by imposing a UV bound because the bound is very high for the value of the coefficient probed. The sensitivity at $\sqrt{s} = 14$ TeV is reduced by a factor of about 2 when the bound is applied.

- The triboson $WWW$ final state, when used to probe the $O_{WWW}$ dimension-6 operator, increases in sensitivity to the operator coefficient by a factor of $\approx 2$ when the luminosity is increased from 300 fb$^{-1}$ to 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. An increase in collider energy from 14 TeV to 33 TeV (100 TeV) increases the sensitivity by a factor of 1.3 (2.5). These results are affected at the 10% level by the application of the UV bound. When probing the dimension-8 operator $O_{T,0}$, the sensitivity to the operator coefficient increases by a factor of $\approx 2$ when the luminosity is increased from 300 fb$^{-1}$ to 3000 fb$^{-1}$.
Table 19-27. In $pp \to Z\gamma\gamma \to l^+l^-\gamma\gamma$ processes, $5\sigma$-significance discovery values and 95% CL limits are shown for coefficients of dimension-8 operators with integrated luminosity of 300 fb$^{-1}$ at $\sqrt{s} = 14$ TeV and 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV, 33 TeV and 100 TeV, respectively. To show the impact without the UV bound, the corresponding results are shown in parentheses.

| Parameter          | $\sqrt{s}$ | 14 TeV | 14 TeV | 33 TeV | 100 TeV |
|--------------------|------------|--------|--------|--------|---------|
|                    | Lum.       | 300 fb$^{-1}$ | 3000 fb$^{-1}$ |
| $f_{M,0}/\Lambda^4$ [TeV$^{-4}$] | $5\sigma$ | 7300 (830) | 3600 (310) | 1900 (190) | 750 (120) |
|                    | 95% CL     | 4200 (360) | 1200 (160) | 660 (120) | 71 (59) |
| $f_{M,1}/\Lambda^4$ [TeV$^{-4}$] | $5\sigma$ | 7600 (1600) | 3600 (680) | 2100 (340) | 1000 (220) |
|                    | 95% CL     | 4500 (800) | 1200 (290) | 770 (160) | 240 (126) |
| $f_{M,2}/\Lambda^4$ [TeV$^{-4}$] | $5\sigma$ | 6700 (56) | 160 (21) | 110 (13) | 25 (10) |
|                    | 95% CL     | 820 (133) | 210 (52) | 130 (23) | 38 (15) |

It is important to note that the sensitivities for the 33 TeV and 100 TeV colliders are based on analyses that have not been re-optimized for higher energy colliders; the analyses were optimized for 14 TeV only. Optimization of the analyses for higher collider energies is important and should be revisited in the future, as it will lead to further improvements of the sensitivity to new physics at those machines. The leptonic channels studied in [192] have been shown to be relatively insensitive to pileup effects.

19.3.5 Multi-boson processes at lepton colliders

Di-boson processes, in particular $e^+e^- \to W^+W^-$, were used very successfully at LEP to probe TGCs, and multi-boson processes have also been studied at ILC and CLIC to estimate the sensitivity to TGCs and QGCs. Table 19-28 provides projected sensitivities to the TGCs of Eq. 19.41 at a 500 GeV and 800 GeV ILC with polarized beams. As shown in Fig. 19-22 (see Ref. 193), most TGCs will be better constrained at ILC than at the LHC, though the LHC will improve significantly upon LEP and the Tevatron. For one specific anomalous coupling parameter, $\Delta\lambda_\gamma$, the LHC and especially the HL-LHC (with 3000 fb$^{-1}$) is competitive with ILC800.

Estimates of sensitivities to CP-even aTGCs in W-boson pair production at CLIC have been provided in Ref. 195 and reproduced for the Snowmass study in Ref. 104, as shown in Table 19-29. The TGCs
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| coupling | error $\times 10^{-4}$ | $\sqrt{s} = 500$ GeV | $\sqrt{s} = 800$ GeV |
|----------|------------------------|----------------------|----------------------|
| $\Delta g_1^Z$ | 15.5 | 12.6 |
| $\Delta \kappa_{\gamma}$ | 3.3 | 1.9 |
| $\lambda_{\gamma}$ | 5.9 | 3.3 |
| $\Delta \kappa_Z$ | 3.2 | 1.9 |
| $\lambda_Z$ | 6.7 | 3.0 |
| $g_5^\gamma$ | 16.5 | 14.4 |
| $g_4^Z$ | 45.9 | 18.3 |
| $\tilde{\kappa}_Z$ | 39.0 | 14.3 |
| $\tilde{\lambda}_Z$ | 7.5 | 3.0 |

Table 19-28. Results of the single parameter fits (1σ) to the different triple gauge couplings at the ILC for $\sqrt{s} = 500$ GeV with $L = 500$ fb$^{-1}$ and $\sqrt{s} = 800$ GeV with $L = 1000$ fb$^{-1}$; $P_{e^-} = 80\%$ and $P_{e^+} = 60\%$ has been used. Taken from Ref. [194].

Prospects for precision studies of anomalous quartic couplings at the ILC have been studied in $e^+ e^- \rightarrow WWZ$ and $e^+ e^- \rightarrow ZZZ$ and VBS processes with and without beam polarization in Ref. [196] (see also Ref. [197] for a review), and the results for $WWZ, ZZZ$ production are presented in Table 19-30. The aQGCs have been parametrized in the effective chiral Lagrangian approach as described in Section 19.3.6.

\[ g_i^{L,R}, \lambda_{L,R} \text{ and } \Delta \kappa_{L,R} \text{ are defined in terms of the TGCs of Eq. 19.41. The superscripts L (R) refer to the values obtained for amplitudes with left (right) handed electrons and right (left) handed positrons. The definitions for } g_1 \text{, for example, are} \]

\[ g_1^L = 4 \sin^2 \theta_W g_1^\gamma + (2 - 4 \sin^2 \theta_W) g_1^Z \xi \]

\[ g_2^L = 4 \sin^2 \theta_W g_2^\gamma - 4 \sin^2 \theta_W g_1^Z \xi \]

where $\xi = s/(s - m_Z^2)$. For more details, see [195].
In Section 19.3.1.4 we provide a conversion of the aQGCs coupling parameters $\alpha_4, \alpha_5$ of this approach to the EFT coefficients $f_{S,0}, f_{S,1}$ for $WWW,WWZZ$ and $ZZZZ$ vertices. Using this translation, we can convert the $\alpha_4, \alpha_5$ sensitivity from ILC in Table 19-30 to the $f_{S,0}, f_{S,1}$ basis used by the ATLAS studies in Section 19.3.3 and the LHC and higher-energy $pp$ collider studies in Section 19.3.4. Using Eq. 19.61, we find that the ILC sensitivity translates to 90% CL limits on $f_{S,0}/\Lambda^4 \approx 20$ TeV$^{-4}$, which are about a factor of 20 weaker than the 95% CL limit estimated by the ATLAS study using 3000 fb$^{-1}$, as shown in Table 19-22. The sensitivity to the other dimension-8 operators, which induce purely quartic anomalous couplings, is even higher at the LHC, as shown in Sec. 19.3.3 and Sec. 19.3.4. This is likely because the $O_{S,0}(1)$ operators do not contain derivatives of the gauge boson fields, while such derivatives in other dimension-8 operators enhance the anomalous production at the higher LHC energy.

We arrive at the preliminary conclusion that aTGC’s, which are induced by dimension-6 operators, are significantly better probed by the high-energy ILC options compared to the LHC. On the other hand, aQGC’s, which are induced by dimension-8 operators, are significantly better probed (by 1-2 orders of magnitude) by the LHC, due to the stronger growth of the anomalous cross section with energy. This conclusion is supported by the comparison of 95% CL limits in Table 19-33 for the LHC and Table 19-34 for the ILC. The LHC is sensitive to resonance masses that are higher by more than a factor of two, as compared to ILC1000. Note further that this comparison is based on the $O_{S,0}$ operator of Eqn. 19.30, for which the LHC sensitivity is not as strong as for the other operators (such as $O_{T,i}, i = 1, 8, 9$ of Eqn. 19.34-19.39 and 19.40) due to the difference in the number of derivatives of gauge fields.

### 19.3.6 Simplified Models for New Physics in Vector Boson Scattering

Here we briefly describe the translation of very heavy resonances that arise in simplified models and leave only traces in the form of deviations in the SM couplings into higher-dimensional operators leading to such deviations. A detailed discussion can be found in Ref. [134].
The simplified models discussed here contain the SM supplemented by all possible resonances that could couple to the sector of EW gauge bosons according to their spin and isospin quantum numbers. Such simplified models cover cases ranging from Two- or Multi-Higgs doublet models, extended scalar sectors, Technicolor models, models of complete or partial compositeness, Little Higgs models, Twin Higgs models and many more. Cases where there is only a single resonance present could be described along these lines as well as cases where there are more resonances (but maybe only one of them accessible to LHC). The resonances are just parametrized by their mass, possibly their width, as well as their couplings to the electroweak sector. As simplified models are like any effective field theory not UV-complete, perturbative unitarity of tree-level amplitudes in that setup are not guaranteed (see also Section [19.3.1]). To give a prescription that can be used by the experiments in a model-independent setup and does not yield overly optimistic results due to unphysical amplitude contributions within exclusion limits, a unitarization formalism has been introduced in Ref. [134] that projects back on amplitudes that are genuinely unitary. This is insured by giving additive corrections to the SM vector boson scattering augmented by the BSM resonances. A simple implementation has been performed in the event generator Whizard [199].

Here we define a simplified model that is able to describe the essence of a new physics sector that couples to the EW sector in an approach as model-independent as possible. We refrain from discussing fermionic resonances here as those would contribute only at the 1-loop order to vector boson scattering, and concentrate on new bosonic resonances. To do so, one needs to supplement the Lagrangian of the EW SM (accounting for the discovery of the 125 GeV state as the SM Higgs boson but maybe allowing its couplings to deviate within the limits of the EW perturbation theory (EWPT) from their SM values). As the main signatures to study the EW sector of the SM are diboson, triboson and generically multi-boson production as well as vector-boson scattering (VBS), and here particularly scattering of longitudinal gauge bosons, it is convenient to use an operator basis containing explicitly the longitudinal degrees of freedom (DOFs) of the EW gauge bosons. This effective Lagrangian is basically identical to the chiral EW Lagrangian [198], except that we linearize the Lagrangian by adding the Higgs particle, and all higher-dimensional operators stem from BSM contributions. So we implement $SU(2)_L \times U(1)_Y$ gauge invariance, where the building blocks are the SM fermions, $\psi$, the EW (transversal) gauge boson fields $W_\mu^a$ ($a = 1, 2, 3$) and $B_\mu$ as well as the longitudinal DOFs, $\Sigma = \exp \left( \frac{i}{\Lambda} w^{a} - a \right)$.

The effective Lagrangian is obtained by adding to the minimal (SM) Lagrangian of Ref. [134] deviations from that Lagrangian in the form of higher-dimensional operators allowed by gauge symmetry as well as CP as follows:

$$\mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{min}} + \beta_1 \mathcal{L}_0 + \sum_i \alpha_i \mathcal{L}_i + \frac{1}{\Lambda} \sum_i \alpha_i^{(5)} \mathcal{L}_i^{(5)} + \frac{1}{\Lambda^2} \sum_i \alpha_i^{(6)} \mathcal{L}_i^{(6)} + \ldots$$  \hspace{1cm} (19.73)

where $\Lambda$ is (up to $O(1)$ constants) the scale where BSM physics potentially enters. The operators are

$$\mathcal{L}_0' = \frac{v^2}{4} \text{tr}[TV_\mu] \text{tr}[TV^\mu]$$  \hspace{1cm} (19.74)

$$\mathcal{L}_1 = \text{tr}[B_{\mu\nu} W^{\mu\nu}]$$  \hspace{1cm} \mathcal{L}_6 = \text{tr}[V_\mu V_\nu] \text{tr}[TV^\mu] \text{tr}[TV^\nu]$$  \hspace{1cm} (19.75)

$$\mathcal{L}_2 = \text{i tr}[B_{\mu\nu}[V^\mu, V^\nu]]$$  \hspace{1cm} \mathcal{L}_7 = \text{tr}[V_\mu V^\mu] \text{tr}[TV_\nu] \text{tr}[TV^\nu]$$  \hspace{1cm} (19.76)

$$\mathcal{L}_3 = \text{i tr}[W_{\mu\nu}[V^\mu, V^\nu]]$$  \hspace{1cm} \mathcal{L}_8 = \frac{1}{4} \text{tr}[TW_{\mu\nu}] \text{tr}[TW^{\mu\nu}]$$  \hspace{1cm} (19.77)

$$\mathcal{L}_4 = \text{tr}[V_\mu V_\nu] \text{tr}[V^\mu V^\nu]$$  \hspace{1cm} \mathcal{L}_9 = \frac{1}{2} \text{tr}[TW_{\mu\nu}] \text{tr}[T[V^\mu, V^\nu]]$$  \hspace{1cm} (19.78)

$$\mathcal{L}_5 = \text{tr}[V_\mu V^\mu] \text{tr}[V_\nu V^\nu]$$  \hspace{1cm} \mathcal{L}_{10} = \frac{1}{2} \text{tr}[TV_\mu] \text{tr}[TV^\mu]^2$$  \hspace{1cm} (19.79)

Here, the field strength tensors are defined in terms of $W_\mu^a$ ($a = 1, 2, 3$) and $B_\mu$ as

$$W_{\mu\nu} = \partial_\mu W_\nu - \partial_\nu W_\mu + ig [W_\mu, W_\nu]$$  \hspace{1cm} (19.80)

$$B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu$$  \hspace{1cm} (19.81)
with
\[
W_\mu = W_\mu \frac{\tau^a}{2} \quad \text{and} \quad B_\mu = B_\mu \frac{\tau^3}{2}.
\]  
(19.82)

Using the covariant derivative
\[
D_\mu \Sigma = \partial_\mu + ig W_\mu \Sigma - ig' \Sigma B_\mu
\]  
(19.83)

one defines \( V \) as a field representing longitudinal vectors, \( V = \Sigma(D\Sigma)^\dagger \) that will be used shortly to write down operators giving rise to modified couplings. In order to write down operators projecting out the neutral component, one uses \( T = \Sigma \tau^2 \Sigma^\dagger \). For more technical details about this formalism interpreted in that context of simplified models of extended EW symmetry breaking, cf. [150] [200]. Indirect information on new physics is encoded in the operator coefficients \( \beta_1, \alpha_i \). From EWPT (SLC/LEP/Tevatron measurements), one knows that \( \alpha_i \ll 1 \), while on the other hand from naive dimensional analysis one would assume \( \alpha_1 \approx 1/16\pi^2 \approx 0.006 \) as they have to renormalize divergences in an effective field theoretic simplified model of a UV-complete BSM model. Using such a bottom-up approach, it is notoriously difficult, as the usual setup as a ratio of the EW and the BSM scale \( \alpha_i = \sqrt{s}/\Lambda^2 \) is only valid up to unknown operator normalization coefficients (that are in general coupling constants of the UV-complete model), furthermore the power counting can be highly nontrivial, producing unexpected scaling behavior of operators.

Higher-dimensional operators do lead to deviations of the triple and quartic gauge couplings from their SM values. For completeness, we repeat the formulae for triple and quartic gauge couplings, and how they depend on the SM parameters as well as on the operator coefficients of the effective Lagrangian above:

\[
\mathcal{L}_{TGC} = \text{i}e \left[ g_1 A_\mu \left( W_\nu^\mu W_\nu^\mu - W_\nu^+ W_\nu^- \right) + \kappa^\gamma W_\mu^- W_\nu^+ A^{\mu\nu} + \frac{\lambda^\gamma}{M_W^2} W_\mu^- W_\nu^+ W_\nu^{-\mu} A^{\rho\mu} \right]
\]

\[
+ \frac{\text{i}e}{2g} \left[ g_2^\gamma Z_\mu \left( W_\nu^\mu W_\nu^\mu - W_\nu^+ W_\nu^- \right) + \kappa^Z W_\mu^- W_\nu^+ Z^{\mu\nu} + \frac{\lambda^Z}{M_W^2} W_\mu^- W_\nu^+ W_\nu^{-\mu} Z^{\rho\mu} \right]
\]  
(19.84)

\[
\mathcal{L}_{QGC} = \frac{e^2}{2g^2} \left[ g_1^Z A^\mu W_\mu^- W_\nu^+ - g_2^Z A^\mu A_\mu W_\nu^+ \right]
\]

\[
+ \frac{\text{i}e}{2g} \left[ g_1^Z Z_\mu W_\mu^- W_\nu^+ - g_2^Z Z_\mu W_\nu^+ W_\nu^- \right]
\]

\[
+ \frac{\text{i}e}{2g} \left[ g_1^{WW} W_\mu^- W_\nu^+ W_\mu^- W_\nu^- - g_2^{WW} \left( W_\mu^- W_\nu^- \right)^2 \right] + \frac{e^2}{4g^2} h^{ZZ} \left( Z_\mu Z_\mu \right)^2
\]  
(19.85)

In these equations, the SM values are \( g_1^Z = \kappa^Z = 1 \), \( \lambda^Z = 0 \), and \( g_1^{WW} = 1 \), \( h^{ZZ} = 0 \). The quantity \( \delta_Z = \frac{\delta_1 + g^2 \alpha_1}{c_w^2} \) takes into account the definition of the EW scheme as well as the oblique corrections through the \( \rho \) parameter. In the presence of the operators Eq. [19.74] one gets the following shifts:

\[
\Delta g_1^\gamma = 0 \quad \text{and} \quad \Delta \kappa^\gamma = g_2^\gamma \left( \alpha_2 - \alpha_1 \right) + g^2 \alpha_3 + g^2 \left( \alpha_9 - \alpha_8 \right)
\]

\[
\Delta g_1^Z = \delta_Z + \frac{g^2}{c_w^2} \alpha_3 \quad \text{and} \quad \Delta \kappa^Z = \delta_Z - g_2^Z \left( \alpha_2 - \alpha_1 \right) + g^2 \alpha_3 + g^2 \left( \alpha_9 - \alpha_8 \right)
\]  
(19.86)

as well as

\[
\Delta g_1^{\gamma\gamma} = 0 \quad \text{and} \quad \Delta \kappa^{\gamma\gamma} = g^2 \left( \alpha_2 - \alpha_1 \right) + g^2 \alpha_3 + g^2 \left( \alpha_9 - \alpha_8 \right)
\]  
(19.87)

\[
\Delta g_1^{ZZ} = \delta_Z + \frac{g^2}{c_w^2} \alpha_3 \quad \text{and} \quad \Delta \kappa^{ZZ} = 2g^2 \left( \alpha_2 - \alpha_1 \right) + g^2 \alpha_3 + g^2 \left( \alpha_9 - \alpha_8 \right)
\]  
(19.88)

\[
\Delta g_1^{\gamma Z} = 2 \Delta g_1^Z \quad \text{and} \quad \Delta \kappa^{\gamma Z} = 2 \Delta g_1^Z \left( \alpha_5 + \alpha_7 \right)
\]

\[
\Delta g_1^{W W} = 2g^2 \Delta g_1^Z + 2g^2 \left( \alpha_9 - \alpha_8 \right) + g^2 \alpha_4
\]  
(19.89)

\[
\Delta g_1^{W W} = \frac{g^2}{c_w^2} \Delta g_1^Z + 2g^2 \left( \alpha_9 - \alpha_8 \right) - g^2 \left( \alpha_4 + 2\alpha_5 \right)
\]  
(19.90)

\[
\Delta g_1^{Z Z} = 2 \Delta g_1^Z \left( \alpha_4 + \alpha_5 + 2 \left( \alpha_6 + \alpha_7 + \alpha_{10} \right) \right)
\]  
(19.91)
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The energy range of testing these anomalous couplings is bound by unitarity. Using $\alpha_4$ as example the invariant mass of VBS is constrained by $\sqrt{s} \leq \sqrt{\frac{6}{\alpha_4}} v$. Beyond this energy bound Monte-Carlo generators would generate too many unphysical events and a useful statement about the tested anomalous coupling is not possible. Therefore dependent on the anomalous coupling only a small part of the energy range of LHC can be used. A possible formalism to utilize nevertheless events in the complete energy range is the K-Matrix scheme, which is described in [134]. Following this scheme the isospin-spin eigenamplitude will saturate for energies above the unitarity bound (cf figure 19-23). Therefore Monte Carlo generators using K-Matrix generate the maximal number of events allowed by unitarity.

We now make the connection to how BSM models in their incarnation as EW resonances, coupling to the SM EW gauge boson sector (particularly the longitudinal DOFs), generate such anomalous couplings. To be as general as possible, we include weakly interacting cases (e.g. Little Higgs models) where the new resonances are narrow (proper particles), as well as strongly interacting cases (e.g. compositeness or Technicolor models) where the new resonances are rather wide and could even approach the case of a continuum (e.g. unparticles or conformal sectors). As we know from EWPT, $\beta_1 \ll 1$, so the $SU(2)_{c}$ custodial symmetry of weak isospin (that in the SM is only broken by hypercharge $g'$ $\neq 0$ and the fermion masses) is valid to a very good approximation. From the spin and isospin quantum numbers, only the resonances in the following table can couple to system of two EW vector bosons,

| $I$ | $J = 0$ | $J = 1$ | $J = 2$ |
|-----|--------|--------|--------|
| 0   | $\sigma^0$ ("Higgs") | $[\omega^0]$ ($\gamma'/Z'$) | $f^0$ (KK graviton) |
| 1   | $[\pi^\pm, \pi^0]$ (2HDM) | $\rho^\pm, \rho^0$ ($W'/Z'$) | $[a^\pm, a^0]$ |
| 2   | $\phi^{\pm\pm}, \phi^\pm, \phi^0$ (Higgs triplet) | --- | $t^{\pm\pm}, t^\pm, t^0$ |

So only the scalars, vector or tensors can couple, and only the weak isospins $I = 0, 1, 2$ are allowed. The table shows prime examples for the corresponding combinations where a specific choice for the hypercharge has been made. The entries in brackets are combinations that are only possible with $SU(2)_{c}$-violating couplings, and are not further discussed here. The scalar isoscalar has the same quantum numbers as the SM Higgs boson. The scalar isovector appears in Technicolor models, while the isotensor can be found in the Littlest Community Planning Study: Snowmass 2013
Higgs model, e.g. Vector resonances appear in extra-dimensional models, Technicolor, Little Higgs models and many more. Tensor resonances without EW quantum numbers can be thought of as a recurrence of the graviton, while the isovector and -tensor are quite exotic and appear only, e. g., in extended compositeness models.

As a next step, we relate these resonances from our simplified models to anomalous couplings. Consider any kind of heavy resonance with generic Lagrangian \( L_{\Phi} = z \left( \Phi (M_{\Phi}^2 + DD) \Phi + 2 \Phi J \right) \). Here, \( z \) is a (wavefunction re)normalization constant of the Lagrangian, and \( D \) is the gauge-covariant derivative. \( J \) is the EW current to which that particular resonance couples. Integrating out the resonance leads to \( L_{\Phi}^{\text{eff}} = -\frac{z}{v^2}JJ + \frac{z}{\sqrt{2}}J(DD)J + \mathcal{O}(M^{-6}) \). We now specialize to a scalar isoscalar resonance \( \sigma \), whose Lagrangian is given by \( L_{\sigma} = -\frac{1}{2} \sigma (M_{\sigma}^2 + \partial^2)\sigma - g_{\sigma} v \text{tr} [V_\mu V^\mu] - h_{\sigma} \text{tr} [TV_\mu] \text{tr} [TV^\mu] \). Integrating out the scalar, leads to the effective Lagrangian

\[
L_{\sigma}^{\text{eff}} = \frac{v^2}{8M_{\sigma}^2} \left[ g_{\sigma} \text{tr} [V_\mu V^\mu] + h_{\sigma} \text{tr} [TV_\mu] \text{tr} [TV^\mu] \right]^2
\]

From this one can read off that integrating out a scalar isoscalar generates the following anomalous quartic couplings

\[
\alpha_5 = g_{\sigma}^2 \left( \frac{v^2}{8M_{\sigma}^2} \right) \quad \alpha_7 = 2g_{\sigma} h_{\sigma} \left( \frac{v^2}{8M_{\sigma}^2} \right) \quad \alpha_{10} = 2h_{\sigma}^2 \left( \frac{v^2}{8M_{\sigma}^2} \right)
\]

One sees immediately, that a heavy SM Higgs would have fit into that scheme, using the special couplings \( g_{\sigma} = 1 \) and \( h_{\sigma} = 0 \).

When one tries to turn constraints on anomalous couplings into direct constraints on new physics, one faces the problem that there are too many free parameters to over-constrain the system. There is however one limiting case where one can do that which has been applied in the context of studies of the possible search limits behavior differently depending on the spin of the resonance:

| Type     | Couplings          | Mass Constraints |
|----------|--------------------|------------------|
|Scalar:   | \( \Gamma \sim g^2 M^3 \), \( \alpha \sim g^2 / M^2 \) | \( \alpha_{\text{max}} \sim 1 / M^4 \) |
|Vector:   | \( \Gamma \sim g^2 M \), \( \alpha \sim g^2 / M^2 \) | \( \alpha_{\text{max}} \sim 1 / M^2 \) |
|Tensor:   | \( \Gamma \sim g^2 M^3 \), \( \alpha \sim g^2 / M^2 \) | \( \alpha_{\text{max}} \sim 1 / M^4 \) |

Table 19-31 shows the width of the five different possible non-\( SU(2)_c \) violating resonances for their decays into longitudinal EW gauge bosons, as well as their contributions to the anomalous quartic couplings parameters.
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\[ \Gamma(g^2 M^2/(64\pi v^2)) \]

\[ \Delta \alpha_4[(16\Gamma/M)(v^4/M^4)] \]

\[ \Delta \alpha_5[(16\Gamma/M)(v^4/M^4)] \]

Table 19-31. Width \( \Gamma \) of the five different possible non-SU(2)\(_c\) violating resonances for their decays into longitudinal EW gauge bosons, as well as their contributions to the anomalous quartic couplings parameters \( \alpha_4 \) and \( \alpha_5 \).

| Type of resonance | LHC 300 fb\(^{-1}\) | LHC 3000 fb\(^{-1}\) |
|-------------------|---------------------|---------------------|
| scalar \( \phi \)  | 0.9 TeV             | 1.3 TeV             |
| vector \( \rho \)  | 1.2 TeV             | 1.7 TeV             |
| tensor \( f \)     | 1.6 TeV             | 2.3 TeV             |

Table 19-32. 95% CL limits for the mass \( M \) of a broad resonance in simplified models obtained from limits on \( \alpha_4 \) of Table 19-20 and using the widths of Table 19-31 with \( \Gamma \sim M \).

\[ M = \left( \frac{nc_R 16\pi}{f_{S,0}/\Lambda^4} \right)^{\frac{1}{4}} \]

(19.95)

where \( c_R \) are the contributions to \( \Delta \alpha_4 \) of Table 19-31 and \( n = 8,16 \) for the WW\( WW\) and ZZ\( WW\) case, respectively. These equivalent resonance mass sensitivities are shown in Table 19-33. Note that the sensitivities shown in Table 19-33 are better than those in Table 19-32 because of the absence of the large \( t \bar{t} \) background in the \( W^+W^- \) VBS channel which has a significant \( t \bar{t} \) background, whereas the channels used for Table 19-33 do not suffer from this large background.

| Type of resonance | LHC 300 fb\(^{-1}\) | LHC 3000 fb\(^{-1}\) |
|-------------------|---------------------|---------------------|
| scalar \( \phi \)  | 1.8 TeV             | 2.0 TeV             |
| vector \( \rho \)  | 2.3 TeV             | 2.6 TeV             |
| tensor \( f \)     | 3.2 TeV             | 3.5 TeV             |

Table 19-33. 5\( \sigma \)-significance discovery values and 95% CL limits for the mass \( M \) of a broad resonance in simplified models. These values are obtained from the \( f_{S,0}/\Lambda^4 \) values of Table 19-22 and using Eq. 19.93 for the WW\( WW\) case (n = 8). These studies are more sensitive than those in Table 19-32 because of the absence of the large \( t \bar{t} \) background in the \( W^\pm W^\mp \) VBS channel used for these studies, while there is a large \( t \bar{t} \) background in the \( W^+W^- \) VBS channel used for Table 19-32.

In Ref. [196], 1 \( \sigma \) sensitivities on the anomalous couplings \( \alpha_i \) from VBS studies at a 1 TeV ILC (with 1 ab\(^{-1}\)) have been translated into 1 \( \sigma \) limits on masses of pure EW resonances (\( M \)). Table 19-34 shows the corresponding 95% CL exclusion limits on \( M \) in the \( SU(2)_c \) conserving case and assuming \( \Gamma/M = 1 \).
Table 19-34. 95% CL exclusion limits for the mass $M$ of a pure EW resonance from $\alpha_4$ sensitivity studies in VBS at a 1 TeV ILC (with 1 ab$^{-1}$) in the SU(2)$_L$ conserving case and assuming a single resonance with $\Gamma/M = 1$. The 95% CL limits have been obtained from the 1 $\sigma$ limits of Ref. [196], $M_{\phi,\rho,f} = 1.95, 2.49, 3.29$ TeV, which are based on 16$\pi^2\Delta\alpha_4 = 0.5026, 0.5671, 0.6437$ for $\phi, \rho, f$ resonances. The latter have been doubled to 2 $\sigma$, which are then interpreted as 95% CL limits for $M$ using Table [19-31].

19.3.7 TGCs from a global fit to Higgs data

In this Section, we discuss the limits on higher-dimension operator coefficients in EFT from measurements of the Higgs boson properties.

As discussed earlier in this report, effective Lagrangians can be used to parametrize in a model-independent way the low-energy effects of possible extensions of the standard model (SM) [201] [202] [203] [204] [205]. There is a freedom in the choice of the operator basis since operators connected by the equations of motion lead to the same $S$-matrix elements [200]. Taking advantage of the freedom in the choice of the operator basis, it is convenient to include in the basis used to analyze the Higgs couplings, operators that are directly related to the existing data, in particular to triple gauge couplings (TGCs), as well as, to the precision electroweak observables [202] [203] [207]. Neglecting, for the moment, modifications of the Higgs couplings to the first and second families and CP violating interactions, a useful basis is [203]

$$L_{\text{eff}} = -\frac{\alpha_s v}{8\pi} \frac{f_g}{\Lambda^2} O_{GG} + \frac{f_{WW}}{\Lambda^2} O_{WW} + \frac{f_{B\Phi}}{\Lambda^2} O_{B\Phi} + \frac{f_{G\Phi}}{\Lambda^2} O_{G\Phi} + \frac{f_{W\Phi}}{\Lambda^2} O_{W\Phi} + \frac{f_{WWW}}{\Lambda^2} O_{WWW}$$

(19.96)

with

$$O_{GG} = \Phi^\dagger \Phi G^a \mu \nu G_{a \mu \nu}, \quad O_{WW} = \Phi^\dagger W_{\mu \nu} \Phi,$$

$$O_{B} = (D_{\mu} \Phi)^\dagger B^{\mu \nu} (D_{\nu} \Phi), \quad O_{B} = (D_{\mu} \Phi)^\dagger B^{\mu \nu} (D_{\mu} \Phi),$$

$$O_{WWW} = \text{Tr} [W_{\mu \nu} W_{\rho \sigma} W^\rho_{\mu \nu}], \quad O_{B \Phi} = (\Phi^\dagger \Phi)(L_{\mu} \Phi R_{\mu}),$$

$$O_{c \Phi,ij} = (\Phi^\dagger \Phi)(L_{\mu} \Phi R_{\mu}), \quad O_{d \Phi} = (\Phi^\dagger \Phi)(Q_{\mu} \Phi R_{\mu}),$$

(19.97)

(19.98)

where $\Phi$ stands for the Higgs doublet with covariant derivative $D_{\mu} \Phi = (\partial_{\mu} + ig'd_{\mu}B_{\mu} + ig'\sigma_{\mu} W^a_{\mu}) \Phi$ and $v = 246$ GeV is its vacuum expectation value. $B_{\mu \nu} = i\frac{g'}{2} B_{\mu \nu}$ and $W_{\mu \nu} = ig'\sigma_{a} W^a_{\mu \nu}$ with SU(2)$_L$ (U(1)$_Y$) gauge coupling $g$ ($g'$) and Pauli matrices $\sigma^a$. We also use the notation of $L$ for the lepton doublet, $Q$ for the quark doublet and $f_R$ for the SU(2) singlet fermions, where $i,j$ are flavor indices. $O_{D}$ and $O_{W}$ contribute both to Higgs physics and TGCs which means that some changes of the couplings of the Higgs field to the vector gauge bosons are related to TGCs due to gauge invariance in a model independent fashion [207]. In fact, the TGCs $\gamma W^+ W^-$ and $ZW^+ W^-$ can be parametrized as [142]

$$L_{WWW} = -ig_{WWW} \left\{ g_1^V \left( W^+_{\mu \nu} W^-_{\mu \nu} - W^+_{\mu \nu} W^-_{\mu \nu} \right) + \kappa_V W^+_{\mu \nu} W^-_{\mu \nu} + \frac{\lambda_V}{m_W^2} W^+_{\mu \nu} W^-_{\mu \nu} V^\rho_{\mu \nu} \right\},$$

(19.99)

\footnote{We have neglected in the analysis the effects of the operators $O_{\phi d}$ and $O_{\phi D}$ which, strictly speaking, are not bounded by the EWPT even after the use of equations of motion.}
where $g_{WW\gamma} = e = gs$ and $g_{WWZ} = gc$ with $s(c)$ being the sine (cosine) of the weak mixing angle. In general these vertices involve six C and P conserving couplings \[142\]. Nevertheless, the electromagnetic gauge invariance requires that $g_1^Z = 1$, while the five remaining couplings are related to the dimension–six operators $O_B$, $O_W$ and $O_{WWW}$

$$\Delta \kappa_V = \frac{g^2 v^2}{8 \Lambda^2} f_W f_B, \quad \lambda_V = \lambda_Z = \frac{3 g^2 M_W^2}{2 \Lambda^2} f_{WWW}, \quad \Delta g_1^Z = \frac{g^2 v^2}{8 c^2 \Lambda^2} f_W, \quad \Delta \kappa_Z = \frac{g^2 v^2}{8 s^2 \Lambda^2} \left( c^2 f_W - s^2 f_B \right),$$

(19.100)

where we wrote $\kappa_V = 1 + \Delta \kappa_V$ and $g_1^Z = 1 + \Delta g_1^Z$.

Here we assess the impact of Higgs physics on the TGC determination at the LHC with a center–of-mass energy of 14 TeV and integrated luminosities of 300 fb$^{-1}$ and 3000 fb$^{-1}$. We fit the ATLAS and CMS expected sensitivities \[208, 209\] for the Higgs signal strength using four independent parameters $\{f_g, f_W, f_B, f_{WWW}\}$ and setting the Yukawa couplings to the fermions to their SM values. This scenario captures most of the features of fits using a larger set of free parameters since the addition of fermionic operators has little impact on the Higgs couplings to gauge–boson pairs and TGCs \[202, 203\].
The coefficients of these dimension–six operators parametrize our ignorance of these effects. In the above sector can be written in terms of an effective Lagrangian whose lowest order operators are of dimension six. In summary, indirect new physics effects associated with extensions of the electroweak symmetry breaking of the TGC couplings from di-boson production in this scenario is still missing. Unfortunately the study of the capabilities of the LHC14 runs on the constraints coming from LEP. Further improvement will come from combining the Higgs results with those from direct boson fusion production mechanisms. Clearly a larger statistics helps eliminating the degeneracy in the interference between SM and anomalous contributions to Higgs decays into WW∗, ZZ∗ and γZ, as well as in Vh associated and vector boson fusion production mechanisms. Clearly a larger statistics helps eliminating the degeneracy in fWW. The interference between fB and the SM contribution to H → γZ is responsible for the two local minima with smaller Δχ2 while the additional minima in the upper right panel originates from the marginalization of fWW. Comparing the upper and lower rows, we can see that a larger integrated luminosity also helps to significantly reduce the errors in the determination of the anomalous couplings.

Table 19-35. 68% CL and 95% expected allowed ranges for 300 and 3000 fb−1 of integrated luminosity.

|        | 68% CL allowed range | 95% CL allowed range |
|--------|-----------------------|-----------------------|
| fB/Λ2 (TeV−2) | (−0.74, 0.86) U (21.85, 23.45) | (−0.33, 0.34) U (22.36, 23.04) |
| fWW/Λ2 (TeV−2) | (−0.093, 0.096) U (2.75, 2.82) | (−0.045, 0.044) |
| fW/Λ2 (TeV−2) | (−0.75, 0.83) | (−3.4, 9.1) |
| fB/Λ2 (TeV−2) | (−0.78, 0.85) | (−11.7, 7.5) |

Figure 19-24 displays Δχ2 as a function of the four fitting parameters for integrated luminosities of 300 fb−1 (upper row) and 3000 fb−1 (lower row). The corresponding 68% CL and 95% expected allowed ranges can be found in Table 19-35. We can observe in the upper and lower left panels that the Δχ2 as a function of fB exhibits two degenerate minima due to the interference between SM and anomalous contributions to gg → H production. In the case of the χ2 dependence on fWW there is also an interference between anomalous and SM contributions to H → γγ, however, the degeneracy of the minima is lifted since the fWW coupling contributes also to Higgs decays into WW∗, ZZ∗ and γZ, as well as in Vh associated and vector boson fusion production mechanisms. Clearly a larger statistics helps eliminating the degeneracy in fWW. The interference between fB and the SM contribution to H → γZ is responsible for the two local minima with smaller Δχ2 while the additional minima in the upper right panel originates from the marginalization of fWW. Comparing the upper and lower rows, we can see that a larger integrated luminosity also helps to significantly reduce the errors in the determination of the anomalous couplings.

Figure 19-25 depicts the χ2 dependence on branching ratios and production cross sections for integrated luminosities of 300 fb−1 and 3000 fb−1. As we can see these quantities can be determined with a precision better than 20% (5%) with 300 (3000) fb−1. The only exception is the Higgs branching ratio into Zγ that can be measured within 20% with 3000 fb−1. These results show the consistency of the extracted accuracies in the production cross sections and branching ratios in the dim-6 operator framework with those obtained by the experimental collaborations in their simulations assuming a shift of the SM couplings.

Next we focus our attention to the expected TGC bounds derived from this analysis of the Higgs data. Eq. 19.100 allows us to translate the constraints on fW and fB coming from the Higgs measurements to bounds on Δκγ, ΔκZ and Δγ1 after marginalizing over the other two parameters relevant to the Higgs analysis, i.e. fB and fWW. Notice that the two almost degenerate local minima in fB lead to the appearance of two narrow disconnected regions due to the high precision achieved with 3000 fb−1.

Clearly the analysis of the Higgs data alone can improve the present best bounds on TGC which are still coming from LEP. Further improvement will come from combining the Higgs results with those from direct study of the TGC couplings. Unfortunately the study of the capabilities of the LHC14 runs on the constraints of the TGC couplings from di-boson production in this scenario is still missing.

In summary, indirect new physics effects associated with extensions of the electroweak symmetry breaking sector can be written in terms of an effective Lagrangian whose lowest order operators are of dimension six. The coefficients of these dimension–six operators parametrize our ignorance of these effects. In the above

9Details of the fitting procedure can be seen in Refs. 202 203
Figure 19-25. $\Delta\chi^2$ as a function of branching ratios (left panels) and production cross sections (right panels) when we use only the expected ATLAS and CMS sensitivity on the Higgs signal strengths for integrated luminosities of 300 fb$^{-1}$ (upper row) and 3000 fb$^{-1}$ (lower row).
framework changes of the couplings of the Higgs to electroweak gauge bosons are related to the anomalous triple gauge–boson vertices \[210\]. Therefore, the analysis of the Higgs boson data at LHC can be used to constrain TGCs. Moreover, the combination of future TGC and Higgs measurements have the potential to lead to the strongest constraints on new physics effects associated with this sector.

### 19.4 Conclusions

With the discovery of the Higgs boson and the measurement of its mass at the LHC, the last missing component of the SM has been determined. However, the big question related to the origin of the Higgs “Mexican hat” potential remains to be answered. This question is exacerbated by the instability of this potential under quantum corrections.

The role of precision electroweak measurements is of increasing importance in over-constraining the Higgs sector of the SM. The two themes we have investigated in the arena of precision electroweak measurements are (a) the electroweak precision observables (EWPOs) that test the particle content and couplings in the SM and BSM scenarios, and (b) the measurements involving multiple gauge bosons in the final state which provide unique probes of the basic tenets of electroweak symmetry breaking.

In the case of EWPOs, we have focused on the measurement of \(M_W\) and \(\sin^2 \theta_{\text{eff}}\). Other EWPOs should be available, in particular at ILC/GigaZ and TLEP; for instance, the \(Z \rightarrow b \bar{b}\) partial width and the leptonic partial width are equally worthy of consideration. Our conclusions are as follows:

- The knowledge of the Higgs mass has sharpened the predictions of these EWPOs such that the predictions are a factor of 2-4 more precise than the experimental measurements.
• In almost all extensions of the SM, which are associated with the electroweak symmetry-breaking sector, these EWPOs receive corrections due to quantum loops (due to e.g. supersymmetric particles or techni-fermions), or due to effective operators (induced for example in strongly-interacting light Higgs models), or due to Kaluza-Klein modes in extra-dimensional models.

• $M_W$ and $\sin^2\theta^{\text{eff}}_l$ typically have different sensitivities to the sources of new physics. This may be demonstrated by the parametrization of new physics in the gauge boson self-energies in terms of the $S$, $T$ and $U$ “oblique” corrections. Fixed values of $M_W$ and $\sin^2\theta^{\text{eff}}_l$ correspond to lines in the $S-T$ plane with different slopes. Thus, improved measurements of both EWPOs can constrain all of the above sources of new physics in a relatively model-independent fashion.

• The current world average $M_W$ has a precision of 15 MeV, dominated by the combined Tevatron measurement, which has a precision of 16 MeV based on the analysis of partial datasets. CDF and DO have projected that analyses of the full Tevatron statistics can yield a 10 MeV measurement, assuming a factor of two in the uncertainty due to parton distribution functions, improvement in the calculation of radiative corrections and improved understanding of the trackers and calorimeters.

• Studies based on pseudo-data have demonstrated that measurements of boson distributions with the 2011-2012 LHC data may be able to improve the PDFs relevant for the $M_W$ measurement by a factor of two in the near future, enabling the Tevatron potential for $M_W$ to be realized.

• Enormous statistics of $W$ bosons and control samples at the LHC offer the prospect of higher $M_W$ precision. Studies based on pseudo-data have shown that the PDF uncertainty in $M_W$ is about twice as big at the LHC as the Tevatron, due mainly to the larger fraction of sea quark-initiated production. Thus, further improvement by a factor of 2-3 in the PDFs will be required, beyond what is needed for the Tevatron. Furthermore, additional improvements in the QED and electroweak radiative correction calculations and NNLO+NNLL generators for $W$ and $Z$ bosons will likely also be required. However, considering the 15-year time scale for the ultimate $M_W$ measurement from the LHC, we consider a target precision of 5 MeV to be appropriate for the LHC.

• The circular electron-positron TLEP machine, running at the $WW$ threshold, can produce very high statistics for the $M_W$ measurement, and is likely to achieve energy calibration at the level of a fraction of an MeV. This potential motivates further studies of longitudinal beam polarization and control of other systematics achievable at TLEP. Given an integrated luminosity that can enable a statistical precision of $\sim$ 0.5 MeV, further investigations of related issues are clearly warranted. Assuming a systematic uncertainty contribution of 1 MeV from missing higher-order corrections, TLEP could achieve an $M_W$ precision of $<1.2$ MeV. One of the goals of the ongoing TLEP study is to ensure that the $W$ mass can be measured with a precision better than 1 MeV; this includes a program of improvements in the theoretical calculations.

• The measurement of $\sin^2\theta^{\text{eff}}_l$ from LEP and SLC have averaged to a precision of $16 \times 10^{-5}$, albeit with a $\sim 3\sigma$ difference between them. Additional, especially improved, measurements will be valuable to shed light on this difference.

• A measurement of $\sin^2\theta^{\text{eff}}_l$ using the full Tevatron dataset is projected with a precision of $41 \times 10^{-5}$. This measurement will be interesting to compare with LEP and SLC.

• Compared to the Tevatron, measurement of $\sin^2\theta^{\text{eff}}_l$ at the LHC is handicapped by a larger sensitivity to PDFs due to the dilution of the quark and antiquark directions. As with the $M_W$ measurement,
considerable control of the experimental and production model uncertainties will be required. Under the condition that a factor of 6-7 improvement on PDFs is achieved (a condition also required for the \(M_W\) target for the LHC), a projected uncertainty on \(\sin^2 \theta_{\text{eff}}\) of \(21 \times 10^{-5}\) is obtained. This precision is similar to the current LEP and SLC measurements and is valuable before the advent of future lepton colliders.

- Considerably more precise measurements of \(\sin^2 \theta_{\text{eff}}\) are highly desirable for taking the stringency of the SM tests to the next order of magnitude. Such measurements are possible at future lepton colliders running on the \(Z\)-pole such as ILC/GigaZ and TLEP.

- The ILC/GigaZ projection for the precision on \(\sin^2 \theta_{\text{eff}}\) is \(1.3 \times 10^{-5}\), a factor of 10 improvement on the current world average.

- TLEP has the potential to go beyond ILC/GigaZ in the precision on \(\sin^2 \theta_{\text{eff}}\). This warrants a more detailed study. TLEP can produce \(10^{12}\) \(Z\) bosons and could target improvements of a factor of \(\sim 100\) in \(\sin^2 \theta_{\text{eff}}\) and a factor of 10-20 in other \(Z\)-pole observables beyond LEP and SLC. The precision at TLEP would be high enough that all aspects of EWPOs, both theoretical and experimental, need to be revisited. Further studies on experimental and theory systematics, and beam energy calibration and polarization are needed to understand if this TLEP potential can be realized.

- Measurements of \(M_W\) at the few MeV level, and \(\sin^2 \theta_{\text{eff}}\) at the level of \(10^{-5}\), require that the parametric uncertainties from \(m_{\text{top}}, M_Z\), and \(\Delta \alpha_{\text{had}}\) (the contribution to the running of \(\alpha_{\text{EM}}\) from hadronic loops) as well as the missing higher order calculations be addressed. Parametric uncertainties from \(m_{\text{top}}\) and \(\Delta \alpha_{\text{had}}\), if reduced by a factor of 2 compared to current uncertainties, will prevent them from exceeding the anticipated total precision on \(M_W\) at the LHC. At the ILC and TLEP a factor of 5 and 10 improvement, respectively, in the parametric uncertainties is needed, which is only achievable if the precision on \(M_Z\) is considerably improved as well. TLEP can improve the \(M_Z\) precision by a factor of at least 10. It is anticipated that calculations in the coming years will reduce the effect of missing higher-order calculations by a factor of 4 which is sufficient for the LHC and ILC target uncertainties, but further effort will be needed for TLEP.

The second aspect of precision electroweak measurements we have emphasized is vector boson scattering and the related process of triboson production. Vector boson scattering addresses one of the crucial big questions that still needs to be tested experimentally, i.e. the unitarization of longitudinal vector boson scattering at high energy. In the SM, the unitarization is achieved when Higgs boson exchange amplitudes are included, and this mechanism relies on the longitudinal modes of the massive gauge bosons being the would-be Goldstone modes of the symmetry-breaking Higgs potential. A direct demonstration of this mechanism is required, and is a prime motivation for the HL-LHC.

Models which explain the lightness of the discovered Higgs boson by describing it as a pseudo-Goldstone boson associated with the breaking of a larger symmetry, often introduce higher-dimension operators as an effective field theory (EFT) approximation of the new dynamics. Testing for these operators in vector boson scattering and triboson production can answer one of the outstanding questions in the Higgs sector: is the dynamics associated with the stabilization of the Higgs potential under quantum corrections, weakly coupled (e.g. SUSY) or strongly coupled (e.g. SILH models)?

The EFT formulation is not limited to specific models; any high energy theory can be reduced to a low-energy EFT and the former will specify the values of operator coefficients in the latter. Therefore, EFT operators provide a general method of parameterizing the effects of new physics at a high scale.

Some of these higher-dimension operators can alter the Higgs boson couplings, some can affect the values of EWPOs while others have no impact on these observables but still strongly affect multi-boson production.
The study of the latter processes can provide direct evidence of new SILH dynamics through the energy-dependence of the anomalous production. Further clarification of the new dynamics can be provided by comparing final states involving different combinations of $W$ and $Z$ bosons and photons, which can elucidate the group structure of the new dynamics.

Our conclusions in the area of multi-boson production are as follows:

- Studies of vector boson scattering and triboson production have become possible, for the first time, at the LHC. These processes probe quartic couplings which offer a new and promising avenue of research into electroweak symmetry breaking.
- For the next decade, the LHC will continue to be the facility to explore these processes at higher levels of precision.
- The LHC will improve the sensitivity to anomalous trilinear gauge couplings by 1-2 orders of magnitude beyond LEP and the Tevatron.
- The HL-LHC is needed to demonstrate that the Higgs couplings to the electroweak vector bosons is an essential component of the unitarization mechanism for vector boson scattering. An integrated luminosity of 300 $fb^{-1}$ is not enough.
- The sensitivity to higher-dimension operators improves by a factor of 2-3 with the HL-LHC, in comparison with the 300 $fb^{-1}$ at the LHC.
- Triboson production and vector boson scattering are sensitive and complementary probes of dimension-8 operators. These processes becomes rapidly more sensitive with increasing beam energy, providing strong motivation for a 100 TeV $pp$ collider.
- Anomalous trilinear gauge couplings, which are induced by dimension-6 operators, are significantly better probed by the high-energy ILC options compared to the LHC. On the other hand, anomalous quartic gauge couplings, which are induced by dimension-8 operators, are significantly better probed (by 1-2 orders of magnitude) by the LHC, due to the stronger growth of the anomalous cross section with energy. Interpreting the latter as being induced by electroweak resonances, the LHC is sensitive to resonance masses that are higher by more than a factor of two, as compared to ILC1000.
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