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Abstract—In this paper, we investigate the dynamics-aware adversarial attack problem of adaptive neural networks. Most existing adversarial attack algorithms are designed under a basic assumption—the network architecture is fixed throughout the attack process. However, this assumption does not hold for many recently proposed adaptive neural networks, which adaptively deactivate unnecessary execution units based on inputs to improve computational efficiency. It results in a serious issue of lagged gradient, making the learned attack at the current step ineffective due to the architecture change afterward. To address this issue, we propose a Leaded Gradient Method (LGM) and show the significant effects of the lagged gradient. More specifically, we reformulate the gradients to be aware of the potential dynamic changes of network architectures, so that the learned attack better leads the next step than the dynamics-unaware methods when network architecture changes dynamically. Extensive experiments on representative types of adaptive neural networks for both 2D images and 3D point clouds show that our LGM achieves impressive adversarial attack performance compared with the dynamic-unaware attack methods. Code is available at https://github.com/antao97/LGM.

Index Terms—Adversarial attack, adaptive neural network, leaded gradient method.

I. INTRODUCTION

O

er the past decade, deep neural networks (DNNs) have significantly improved the performance of many computer vision tasks. In the context of this tremendous success, researchers are surprised to discover that DNNs are vulnerable to adversarial attacks [1], [2], which conceals a great security risk in real-world applications of DNNs. With small but carefully designed perturbations on input examples, attackers can easily force a well-trained model to make mistakes. Various methods are proposed to better attack DNNs and analyze their weaknesses [2], [3], [4].

Most existing adversarial attack methods assume that the network architecture is fixed throughout the attack process, which ensures a static data inference path to guarantee the effectiveness of the attack at every step. However, this assumption does not hold if the network can adapt its architecture to different inputs, i.e., Adaptive Neural Network. By adaptively deactivating unnecessary input-dependent execution units, Adaptive Neural Networks can be more efficient than static neural networks. When we learn adversarial perturbations at each step, the network architecture changes after we add the perturbations to the input, so the attack may not be effective due to the change of the target network. We summarize this issue as lagged gradient— we cannot foresee the changed network architecture to back-propagate the effective attack gradients at the current step.

In this paper, we employ two typical types of adaptive neural networks to study the lagged gradient issue in the adversarial attack of adaptive neural networks, including layer skipping network [5] and 2D/3D sparse convolution network [6], [7]. Visual data usually distribute sparsely in some views, such as easy/hard to recognize in sample-wise or informative/uninformative areas in spatial-wise. Instead of using a fixed intact network to tackle all data, layer skipping network and sparse convolution network are two representative network types that can adapt their network architecture to the two above kinds of sparse distribution. Layer skipping network can bypass unnecessary network layers according to inputs. For challenging hard images, the network executes more layers than easy images. In contrast to layer skipping network that allocates computation resources layer-wise, sparse convolution network allocates convolutions spatially within the layer. 2D sparse convolution network predicts a spatial pixel-wise binary mask and deactivates the convolutions that operate on invalid pixels. For 3D point clouds, after converting 3D point clouds into a number of occupied voxels in the 3D grid, 3D sparse convolution network deactivates convolutions that center on unnecessary voxels, i.e. unoccupied voxels. In Fig. 1, we take 3D sparse convolution network as a typical example to illustrate the lagged gradient issue of adaptive neural networks. Because the convolution operation of 3D sparse convolution network depends on the locations of occupied voxels, the attack learned at time $t$ may not be effective due to the dynamic changes of network architecture at time $t+1$.

To address this issue, we propose a Leaded Gradient Method (LGM) for dynamics-aware adversarial attack of adaptive neural networks. We first model the input-dependent execution units into a general form of normal execution units, where we bring in input-dependent occupancy values as the mask
to represent whether each unit is valid or not. In this way, although the computation results of the deactivated execution units still keep zero due to the zero occupancy values, they are enabled to propagate non-zero gradients through the occupancy values. Then, we reformulate the received gradient through the network that also includes the changes of the input-dependent execution units caused by input perturbations in adversarial attack, so that the learned attack is dynamics-aware as the input-dependent occupancy values can be considered as hyper-parameters of the adaptive neural network. Finally, we carefully design differentiable algorithms to approximate the non-differentiable occupancy values, where we can learn the attack in an end-to-end differentiable manner. Additionally, since our LGM reformulates the received gradient itself to tailor the dynamic property of adaptive neural networks, it can be easily combined with existing adversarial attack methods to achieve better attack performance on adaptive neural networks.

We conduct extensive adversarial attack experiments on representative types of adaptive neural networks with various 2D image datasets (CIFAR-10 [8] and ImageNet [9]) and 3D point cloud datasets (ScanNet [10], S3DIS [11], [12], and SemanticKITTI [13]). In all the experiments, our dynamics-aware attack achieves impressive attack performance, and also significantly outperforms the baseline dynamics-unaware method. We also analyze the influence of attacks on network architecture and give qualitative visualizations of attack results.

Our key contributions are summarized as follows:

1) To our best knowledge, we are the first to discover the lagged gradient issue in the adversarial attack of adaptive neural networks. Because the network can adapt its architecture to different inputs, the normally learned attack at time $t$ may not be effective due to the dynamic changes of network architecture at time $t + 1$.

2) We design a Leaded Gradient Method (LGM) for the dynamics-aware adversarial attack of adaptive neural networks by reformulating the received gradients to be aware of the potential dynamic changes of network architectures. Therefore, the learned gradients can better lead the next attack step than the dynamics-unaware attacks.

3) Experimental results on various adaptive neural networks and datasets show that our dynamics-aware attack achieves impressive attack performance compared with the baseline dynamics-unaware methods.

II. RELATED WORK

In this section, we briefly review two related topics: 1) adversarial attack, and 2) adaptive neural network.

A. Adversarial Attack

Adversarial examples for deep neural networks are first discovered by Szegedy et al. [1]. Goodfellow et al. [2] then proposed a Fast Gradient Sign Method (FGSM) to directly generate adversarial examples by adding the clean example with an imperceptibly small vector whose elements are equal to the sign of the back-propagated gradient. Iterative Basic Method (BIM) [14], Projected Gradient Descent (PGD) [15], and Carlini-Wagner attack (C&W) [4] are three representative extensions that utilize gradient descent to optimize the objective function. Other effective attacks include box-constrained L-BFGS [1], Jacobian-based Saliency Map Attack (JSMA) [16], and DeepFool [3]. The above methods are white-box attacks, where the attacker knows the architecture and weight of the victim models. Targeted attacks are also studied [17]. Considering the details of the models are not usually accessible to attackers, some works focus on black-box attacks in which the attacker has no knowledge of the model architecture or weight [18], [19], [20].

After the adversarial attack is explored in 2D images, some works also focus on 3D point cloud attacks. Xiang et al. [21] first propose two types of adversarial attacks on point clouds: adversarial point perturbation and adversarial point generation. Recently, many 3D attacks are proposed [22], [23], [24], [25] and achieve impressive attack performance.

Some recent works study adversarial attacks on adaptive neural networks, but their attack goal is to slow down the network inference speed. By adjusting the objective function to be related to the network’s energy consumption, adaptive neural networks can be fooled to activate more execution units [26], [27], [28]. These methods all ignore the network architecture change when performing attack. To our best knowledge, we are the first to discover the lagged gradient issue of adaptive neural networks and show its great impact.
Because our LGM reformulate the received gradient to be aware of the dynamic changes of network architecture, it can be combined with existing adversarial attack methods that based on gradient ascent to achieve better attack performance on adaptive neural networks.

B. Adaptive Neural Network

As many successful deep neural networks are proposed and playing an important role in various areas [29], [30], [31], [32], [33], researchers begin to focus on how to design the network more efficient and propose adaptive neural networks [34]. Different from the traditional static neural networks that conduct same computations for all inputs, adaptive neural networks can change their network architecture by selectively activating a portion of computation units that fit the demand of the input. Since not all computation units are required during network inferences, adaptive neural networks can be more efficient than static neural networks.

Adaptive neural networks change their architectures mainly in two ways, i.e. depth and width. For depth changing, early exiting [35] and layer skipping [5], [36] are two representative methods, allowing easy input examples to execute fewer number of network layers but also achieving state-of-the-art accuracy. The network’s width can be changed within the layer in terms of neurons [37], channels [38], and branches [39], [40].

Considering the informative areas of visual data usually do not cover all spaces and distribute sparsely, adaptive neural networks can also allocate their computation resources in a spatial view, including sparse convolution [6], [41], additional refinement [42], region localization [43], and resolution scaling [44]. Among the various network designs, it’s worth noting that 3D sparse convolution network [7] is a representative, popular and powerful network type in 3D point cloud processing and achieves impressive performance in large-scale point cloud scenes. Recently, 3D sparse convolution network is becoming a dominant network type in 3D semantic segmentation [45], [46], [47], instance segmentation [48], [49] and object detection [50], [51], [52], [53] on various indoor and outdoor large-scale point cloud scene datasets for self-driving cars and indoor robots and achieve state-of-the-art performance.

III. DYNAMICS-AWARE ADVERSARIAL ATTACK

In this section, we first illustrate the nature of the lagged gradient issue in adaptive neural networks. Then, we propose a dynamics-aware adversarial attack to tackle the issue by using a Leaded Gradient Method (LGM). Note that in this section we only give the general formulation of LGM in our attack. We give attack applications on representative adaptive neural networks in the next section.

A. Lagged Gradient Issue

White-box attack is a basic attack form that utilizes the gradients throughout the victim network. Based on the received gradients, attackers can design various optimization algorithms [3], [14] and objective functions [4] to achieve better performance. The quality of gradients is crucial in attacks, but gradients are not useful in all cases. The gradient can disappear due to non-differentiable functions, e.g., flooring and binarization, can be stochastic in randomized neural networks, and can be exploding/vanishing in extremely deep neural network [54].

In this work, we consider a normal neural network that can back-propagate the non-zero non-randomized steady gradient. Although the gradient seems useful in the attack, we show that the gradient may still be ineffective in the attack. We first study the mapping between the input and the output of classical vision neural networks, e.g., AlexNet [29], VGG [30], and ResNet [32]. The mapping is continuous in nature, since the forward propagation in the neural network is basically composed of the four fundamental operations of arithmetic. Although some functions like ReLU [55] and max-pooling are piecewise, their outputs are still continuous at the demarcation points. In Fig. 2 (a), we show that the gradient may mislead the attack in the continuous mapping between the network’s input and output logit \( F_{gt}(x) \) on the ground-truth class. The attacker follows the gradient direction at the current point \( x_0 \) to obtain a nearby point \( x_{adv} \) and assumes that \( x_{adv} \) can achieve a lower network output. The assumption may not be correct at any time, since the gradient of the current point \( x_0 \) cannot determine the status of the network output at the nearby point \( x_{adv} \). The issue can be weakened easily through a smaller step size, since the mapping is usually smooth local. If the mapping dramatically fluctuates in local, using second-order derivatives during optimization can help. This ineffective gradient issue is not serious enough and does not cause a significant effect on attack performance.

However, the ineffective gradient issue can be non-negligible in the discontinuous mapping caused by the network architecture change in adaptive neural networks. In Fig. 2 (b), if the attacker follows the normally learned gradient direction at the current point \( x_0 \) and moves to \( x_{adv} \), it can be difficult to turn back to the left part of the mapping in the subsequent iterations. Due to the noteworthy network architecture change, the gradient at the current point \( x_0 \) is not only ineffective
but also lags behind the architecture change. We summarize the gradient issue specific in adaptive neural networks as **lagged gradient**. The strategies to weaken the gradient issue in continuous mapping can fail in discontinuous mapping, since they are usually built on local derivatives and cannot specifically foresee the discontinuous network architecture change. In contrast, we propose a dynamics-aware adversarial attack by reconstructing the mapping to reformulate the gradient as **leaded gradient** in Fig. 2 (c) that is able to be aware of the network architecture change. With the guide of the leded gradient, we obtain a new adversarial point \( x' \) that satisfies \( F_{\text{gt}}(x'_{\text{adv}}) = \beta \) (2). Our dynamics-aware adversarial attack can be combined with existing adversarial attack methods that based on gradient ascent to achieve better attack performance on adaptive neural networks. In the following content, we give a general form of our dynamics-aware adversarial attack on how to formulate the leded gradient during the attack.

### B. Attack Against Input-Adaptive Computation Unit

**Input-adaptive Computation Unit:** Since adaptive neural networks can selectively activate a portion of computation units (e.g., neurons [37], convolutions [7], [56], layers [5], [36], and network blocks [39], [57]) based on different inputs, we consider one specific input-dependent computation unit within the network and denote it in a general form \( \Phi(\cdot) \). We define the input of the whole network as \( x \in S \) and an intermediate feature within the network as \( f = T(x) \). The set \( S \) denotes the value range of \( x \). The unit’s operating formula can be written as:

\[
f'(x) = \Phi(f), \quad x \in A
\]  

(1)

where \( x \in A \) denotes the input \( x \) satisfies some conditions and therefore \( x \) belongs to a set \( A \subset S \). If the input-dependent unit is valid, it transforms the feature \( f \) by \( \Phi(f) \), else the output \( f \) is vacant to save memory. Note that in some cases, such as 2D sparse convolution, the output feature \( f' \) exists and is set as zero when the computation unit \( \Phi(\cdot) \) is not executed.

**Fast Gradient Method (FGM):** We first illustrate the traditional gradient propagation manner in existing adversarial attacks and name it as Fast Gradient Method (FGM). Existing adversarial attacks assume that the victim network has a fixed network architecture. When these attacks are performed on adaptive neural networks, they in essence treat the judgment result in (1) fixed to propagate gradients. To better illustrate this effect, we alleviate the judgement condition \( x \in A \) into a binary occupancy function \( o(x) \in \{0, 1\} \) and use it as the mask of the computation unit \( \Phi(\cdot) \). Because the output of \( o(x) \) is binary and cannot propagate valid gradient into \( x \), the traditional gradient propagation manner ignores the potential changes of the \( o(x) \) during attack and takes its output as a constant value \( \hat{o} \). In this case, (1) becomes:

\[
f'_{\text{FGM}} = \hat{o} \cdot \Phi(f),
\]  

(2)

where \( f'_{\text{FGM}} = \hat{o} \cdot f' \) in (1). The partial derivative of \( f'_{\text{FGM}} \) with respect to \( x \) is:

\[
\frac{\partial f'_{\text{FGM}}}{\partial x} = \hat{o} \cdot \frac{\partial \Phi(f)}{\partial x}.
\]  

(3)

**Leaded Gradient Method (LGM):** FGM has an apparent shortage in adaptive neural networks. Since the occupancy \( \hat{o} \) may be changed after an attack step, the gradient in (3) does not consider the dynamic changes in network architecture. The learned attack based on the gradient of the current time may not be effective on the new architecture after this attack step. To be aware of this dynamic change, we propose Leaded Gradient Method (LGM) to reformulate the gradient. Specifically, we replace \( \hat{o} \) with the function \( o(x) \). Therefore, (2) becomes:

\[
f'_{\text{LGM}} = o(x) \cdot \Phi(f).
\]  

(4)

The occupancy function \( o(x) \) is able to propagate gradient with respect to input \( x \). The partial derivative of \( f'_{\text{LGM}} \) becomes:

\[
\frac{\partial f'_{\text{LGM}}}{\partial x} = \hat{o} \cdot \frac{\partial \Phi(f)}{\partial x} + o(x) \cdot \frac{\partial \Phi(f)}{\partial x}.
\]  

(5)

Compared with the traditional gradient calculation in (3) that does not consider dynamic architecture changes, we can discover that (5) has one more derivative on \( \frac{\partial \Phi(f)}{\partial x} \), which ensures the existence change of computation unit \( \Phi(\cdot) \) is reflected in the back-propagated gradients.

**Non-differentiable Function Approximation:** Since the hard occupancy \( o(x) \) is binary in value, its gradient quality would be poor. To solve this issue, we follow the Backward Pass Differentiable Approximation (BPDA) method in [54] to present a differentiable function \( 0 \leq \hat{o}(x) \leq 1 \) to replace \( o(x) \) in gradient back-propagation. For the network’s forward propagation, we can either adopt \( o(x) \) or \( \hat{o}(x) \). In this work, we choose to replace \( o(x) \) with \( \hat{o}(x) \) in forward propagation due to its superior performance. When designing \( \hat{o}(x) \), we present three important criteria:

1. The output value of the differentiable function \( \hat{o}(x) \) should be similar to the original hard function \( o(x) \) in most areas, so \( \hat{o}(x) \) can substitute \( o(x) \) in both forward and backward propagation;
2. The differentiable function \( \hat{o}(x) \) should have significant gradient variation near the decision boundary of \( o(x) \);
3. The gradient of the differentiable function \( \hat{o}(x) \) should be smooth and lie in a reasonable range to avoid the gradient vanishing or exploding.

Because of the diversity of adaptive neural networks, the modeling manner of occupancy function \( o(x) \) in (4) and the differentiable soft occupancy function \( \hat{o}(x) \) can be varied. We suggest readers to refer the papers on adaptive neural networks for details on the architecture design of \( o(x) \).

In the following contents, we show the application of dynamics-aware adversarial attacks in specific networks.

### IV. ATTACK AGAINST ADAPTIVE NEURAL NETWORKS

In this section, we take layer skipping network and 2D/3D sparse convolution network as examples to show the application of dynamics-aware adversarial attack in specific adaptive neural networks. We first present the attack in layer skipping network [5]. Next, we show the attack in 2D sparse convolution network [6]. Finally, we extend the application of attack into 3D sparse convolution network [7]. Note that the variable names in different sections and subsections can be varied.
A. Attack Against Layer Skipping Network

Layer skipping network [5], [36] is a representative type of adaptive neural network that changes the network architecture in depth. The network can skip more layers when processing easy input examples but still achieves state-of-the-art accuracy. To make the skipping decisions of skippable network layers, the network needs to learn a series of binary occupancy values. Given an input image $X$, the network forward propagation can be described as follows:

$$ y = (o^L \circ H^L) \circ (o^{L-1} \circ H^{L-1}) \circ \cdots \circ (o^1 \circ H^1)(X), \quad (6) $$

where the network consists of $L$ skippable layers, and $o^l \in \{0, 1\}$ is an occupancy value determining the execution of layer $H^l$, $1 \leq l \leq L$. Note that in (6) we only show the skippable layers, the network may also contain static layers.

In order to detail our dynamics-aware attack, we focus on an arbitrary layer skippable $H(\cdot)$. We first describe the process to obtain the decision of this layer. Then we detail our dynamics-aware attack on layer $H(\cdot)$.

Preliminary: Given an input image $X \in \mathbb{R}^{H_0 \times W_0 \times 3}$ and a intermediate feature map $F \in \mathbb{R}^{H \times W \times D} = H^{l-1}(X)$, we learn a binary occupancy $o \in \{0, 1\}$ that controls the decision to whether execute the following skippable layer, which is obtained as the indicator function $\mathbb{I}$ in (6). Similar to 2D sparse convolution, the process to learn the occupancy can be broken into two steps: 1) use an occupancy generation network $G(\cdot)$ to output an occupancy score $q \in \mathbb{R}$; 2) binary the score $q$ into hard occupancy $o$ by only retaining the sign. The formulations are as follows:

$$ q = G(F), $$

$$ o = \text{sign}(q). \quad (7-8) $$

We can summarize (7-8) into an occupancy function $o(F)$. Note that in some designs the occupancy generation network $G(\cdot)$ may input several feature maps from different previous layers. In this paper, we only consider the simplest formulation that only requires the latest feature map $F$ for clarity.

Layer Skipping Module: With the binary occupancy $o$, we can decide whether to skip the following layer $H(\cdot)$. If $o = 1$, layer $H(\cdot)$ still operates and outputs a new feature map $F'$. Else, layer $H(\cdot)$ is skipped and the output is vacant to save memory cost. The input of the next network layer $H(\cdot)$ is still $F$. The formula of the layer skipping module is as follows:

$$ F' = H(F) \quad \text{for } o = 1, $$

$$ F'' = \begin{cases} 
 H'(F'), & o = 1 \\
 H'(F), & o = 0 
\end{cases} \quad (10) $$

where $F''$ denotes the output feature map of the network layer $H'(\cdot)$ that directly follows the current network layer $H(\cdot)$. For simplicity, we consider $H'(\cdot)$ as a non-skippable network layer in (10).

FGM in Layer Skipping Module: To detail our attack, we reformulate the formulas in (9-10) into a general form. In FGM, we take the occupancy $o$ as a constant value $\hat{o}$, and rewrite the formulas as:

$$ F' = \hat{o} \cdot H(F) + (1 - \hat{o}) \cdot F. \quad (11) $$

Therefore, the feature map $F'$ exists in all cases, and the input of the next network layer $H'(\cdot)$ can be fixed with $F'$. The partial derivative of $F'$ with respect to the input image $X$ is:

$$ \frac{\partial F'}{\partial X} = \hat{o} \cdot \frac{\partial H(F)}{\partial X} + (1 - \hat{o}) \cdot \frac{\partial F}{\partial X}. \quad (12) $$

LGM in Layer Skipping Module: To allow the gradient to be aware of the changes of occupancies, we let the occupancy $o$ also propagate the gradient into the input image $X$ through $o(F)$. We rewrite the formula in (11) as follows:

$$ F' = o(F) \cdot H(F) + (1 - o(F)) \cdot F. \quad (13) $$

The partial derivative of $F'$ with respect to the input image $X$ is:

$$ \frac{\partial F'}{\partial X} = \hat{o} \cdot \frac{\partial H(F)}{\partial X} + (1 - \hat{o}) \cdot \frac{\partial F}{\partial X} + \frac{\partial o(F)}{\partial X} \cdot H(F) - \frac{\partial o(F)}{\partial X} \cdot F. \quad (14) $$

Compared to traditional fast gradient calculation in (12), the partial derivative in (14) has two more terms on $\frac{\partial o(F)}{\partial X}$, which reflects the dynamics changes when back-propagating gradients.

Non-differentiable Function Approximation: To calculate $\frac{\partial o(F)}{\partial X}$, we release it into $\frac{\partial \hat{o}(F)}{\partial X} \cdot \frac{\partial F}{\partial X}$. Because $o(F)$ is constructed by (7-8), we note that (8) is a non-differentiable function which leads poor gradient quality in $\frac{\partial o(F)}{\partial X}$. Therefore, we release the sign function $\text{sign}(\cdot)$ in (8) with a sigmoid function as:

$$ \hat{o} = \frac{1}{1 + \exp(-\lambda \cdot q)}, \quad (15) $$

where $\lambda$ is a parameter to control the slope. With the sigmoid function, we can rewrite the hard occupancy function $o(F)$ as the released soft function $\hat{o}(F)$ and use $\hat{o}(F)$ in back-propagation.
B. Attack Against 2D Sparse Convolution Network

To discover the sparsely distributed informative areas, 2D sparse convolution network [6], [41] needs to learn a pixel-wise binary occupancy mask on the feature map to restrict the locations of the following sparse convolutions. We first introduce the process to obtain the pixel-wise binary occupancy mask and give the formula of 2D sparse convolution. Then, we detail our dynamics-aware attack on 2D sparse convolution.

Preliminary: Given an input image $X \in \mathbb{R}^{H \times W \times 3}$ and an intermediate feature map $F \in \mathbb{R}^{H \times W \times D}$, we denote the learned binary occupancy mask on the feature map as $O \in \{0, 1\}^{H \times W}$, which denotes the occupancy of convolution operation. The process to learn the occupancy matrix can be broken into two steps: 1) use an occupancy generation network $G(\cdot)$ to output an occupancy score matrix $\hat{Q} \in \mathbb{R}^{H \times W}$; 2) binary the score matrix $\hat{Q}$ into hard occupancy $O$ by only retaining the elements’ sign. The formulations are the same with (7-8). With the binary occupancy matrix $O$, we can conduct convolutions that center on the locations of the valid elements in matrix $O$.

2D Sparse Convolution: Consider a convolution kernel with weights $W \in \mathbb{R}^{C \times C \times D \times D'}$ and a bias $b \in \mathbb{R}^{D'}$. The weights $W$ can be broken done into spatial weights $W_u \in \mathbb{R}^{D \times D'}$, with $C \times C$ matrices, where $u \in S$ is a coordinate offset. If $C = 3$, the kernel size is $3 \times 3$ and $S = \{-1, 0, 1\}$. To analysis pixel-wise operations, we broke down the occupancy $O$ into pixel-wise occupancy elements $\{o_1, 0, \ldots, o_{H \times W}\}$, where each occupancy element belongs to $\{0, 1\}$. We also broke down the feature map $F$ into pixel-wise features $\{f_{i1}, f_{i2}, \ldots, f_{iH,W}\}$, where each feature vector belongs to $\mathbb{R}^D$. We consider a location vector $p = [h, w]$, when it is valid in the occupancy, i.e., $m_p = 1$, the convolution outputs feature $f_p \in \mathbb{R}^D$ in location $p$. Else, the network does not conduct convolution and therefore the output feature vector $f_p$ in the location $p$ is set as zero. The formula of 2D sparse convolution is as follows:

$$f'_p = \begin{cases} \sum_{u \in S} W_u f_{p+u} + b, & o_p = 1 \\ 0, & o_p = 0. \end{cases}$$

FGM in 2D Sparse Convolution: We release the 2D sparse convolution into a generalized convolution by multiplying a constant occupancy value $\hat{o}_p$. The value of $\hat{o}_p$ is the same with $o_p$. In this case, the generalized 2D sparse convolution operates on every pixel in the feature map $F$ as:

$$f'_{FGM} = \hat{o}_p \left( \sum_{u \in S} W_u f_{p+u} + b \right).$$

The partial derivative of $f'_{FGM}$ with respect to the input image $X$ is:

$$\frac{\partial f'_{FGM}}{\partial X} = \hat{o}_p \left( \sum_{u \in S} W_u \frac{\partial f_{p+u}}{\partial X} \right).$$

LGM in 2D Sparse Convolution: To be aware of the dynamic location of sparse convolution, we replace the constant value $o_p$ with the occupancy element $o_p$ which is derived by the function $o_p(F)$. Although $o_p(F)$ and $\hat{o}_p$ share the same values, the advantage of $o_p(F)$ is that it can propagate gradient into input image $X$. With the occupancy function $o_p(F)$, the formula of convolution is:

$$f'_{LGM} = o_p(F) \cdot \left( \sum_{u \in S} W_u f_{p+u} + b \right).$$

The partial derivative of $f'_{LGM}$ with respect to the input image $X$ is:

$$\frac{\partial f'_{LGM}}{\partial X} = \hat{o}_p \left( \sum_{u \in S} W_u \frac{\partial f_{p+u}}{\partial X} \right) + \frac{\partial o_p(F)}{\partial X} \left( \sum_{u \in S} W_u f_{p+u} + b \right).$$

Compared to traditional fast gradient calculation in (18), the partial derivative in (20) has one more term on $\frac{\partial o_p(F)}{\partial X}$, which ensures the propagated gradient is aware of the dynamic changes of convolutions.

Non-differentiable Function Approximation: Similar to the layer skipping network, we note that $\frac{\partial o_p(F)}{\partial X}$ can cause poor gradient quality because the non-differentiable sign(·) function in (8). Following the practice in the layer skipping module, we release the sign function $\text{sign}(\cdot)$ with a sigmoid function in (15) that outputs a soft occupancy value $\hat{o}_p$. We then replace the hard binary occupancy function $o_p(F)$ with the released soft occupancy $\hat{o}_p(F)$ in back-propagation.

C. Attack Against 3D Sparse Convolution Network

3D sparse convolution network [7] is a dominant network type in large-scale 3D point cloud analysis. To process point cloud data, 3D sparse convolution network transforms the point clouds into a number of occupied voxels in the 3D grid and only applies convolutions centered on these occupied voxels. Traditional point-based point cloud networks [58], [59], [60], [61], [62], [63], [64] directly process point clouds and are easy to explode in both computation and memory when querying neighbour points in a large-scale point cloud scene. In contrast, 3D sparse convolution network operates on the 3D grid to avoid the costs of neighbor searching and also keeps the sparsity throughout the network architecture by restricting the computation of convolutions to reduce resource costs. These two advantages lead to the popularity of 3D sparse convolution
network in large-scale point cloud tasks. We first introduce 3D sparse convolution network by giving the formulation of 3D sparse convolution, and then detail our dynamics-aware attack on it.

**Preliminary:** Given a point cloud with \( N \) points, we define the set of point cloud XYZ coordinates \( \mathcal{X}^{pt} = \{x_1^{pt}, x_2^{pt}, \ldots, x_M^{pt}\} \subset \mathbb{R}^{N \times 3} \). After voxelization in 3D grid, \( N \) points are converted into \( M \) sparse voxels, where \( M \leq N \). Each sparse voxel contains at least one point in the point cloud. Following the definitions above, we consider the set of normalized voxel XYZ coordinates \( \mathcal{X} = \{x_1, x_2, \ldots, x_M\} \subset \mathbb{Z}^{M \times 3} \). The voxelization process can be described as follows:

\[
\tilde{x}_n = \text{floor}(x_n^{pt} / l) \quad \text{for} \quad x_n^{pt} \in \mathcal{X}^{pt}
\]

\[
[\tilde{x}_n]_{n \in \mathcal{I}} = \text{unique}(\{x_n\}_{n=1}^N)
\]

\[
\{x_m\}_{m=1}^M = \{\tilde{x}_n\}_{n \in \mathcal{I}}
\]

(21) (22) (23)

where \( l \) is the voxel size, and indices \( \mathcal{I} \) is a subset of \( \{n\}_{n=1}^N \) that satisfies \( |\mathcal{I}| = M \). The voxel size is unified as 1 in \( \mathcal{X} \) after voxelization.

**3D Sparse Convolution:** We consider a sparse convolution kernel with weights \( W \in \mathbb{R}^{C \times D' \times D} \) and a bias \( b \in \mathbb{R}^D \) that operates on a voxel coordinate \( x_m \in \mathcal{X} \). The weights \( W \) can be broken down into spatial weights \( W_u \) with \( C \) matrices of size \( D' \times D \), where \( u \in \mathbb{Z}^3 \) is a coordinate offset belonging to \( S \subset \mathbb{Z}^{C \times 3} \). We define the features of current sparse voxels as \( \{f_1, f_2, \ldots, f_M\} \in \mathbb{R}^{M \times D} \). The convolution output feature \( f'_m \in \mathbb{R}^D \) of the \( m \)-th voxel is derived as:

\[
f'_m = \sum_{x_q \in K_K(x_m, \mathcal{X}, S)} W_{x_q-x_m} f_q + b \quad \text{for} \quad x_m \in \mathcal{X},
\]

(24)

where \( K(x_m, \mathcal{X}, S) = \{x_q| x_q = x_m + u \in \mathcal{X}, x_q \in \mathcal{X}, u \in S\} \) is a collection of sparse voxel coordinates in \( \mathcal{X} \) that covered by the kernel shape centered at \( x_m \).

**FGM in 3D Sparse Convolution:** Similar to the formula in (2), we introduce a constant occupancy value \( \tilde{o} \in [0, 1] \) to show whether an arbitrary voxel coordinate \( x \in \mathbb{Z}^3 \) belongs to the current sparse voxel set \( \mathcal{X} \). Therefore, we can release 3D sparse convolution in (24) into generalized 3D sparse convolution that operates on every voxel in the 3D grid regardless of whether the voxel contains point(s). The two kinds of convolutions share the same weights, and they behave the same when the voxel is valid, i.e. \( \tilde{o} = 1 \). In this case, (24) becomes:

\[
f_{\text{FGM}} = \tilde{o} \cdot \left( \sum_{x_q \in K_K(x, \mathcal{X}, S)} W_{x_q-x} f_q + b \right).
\]

(25)

When calculating gradients of an existence voxel \( x \) without consideration of the potential changes of sparse voxelization, the partial derivative of \( f'_{\text{FGM}} \) with respect to a point \( x_n^{pt} \in \mathcal{X}^{pt} \) is:

\[
\frac{\partial f'_{\text{FGM}}}{\partial x_n^{pt}} = \tilde{o} \cdot \left( \sum_{x_q \in K_K(x, \mathcal{X}, S)} \frac{\partial W_{x_q-x}}{\partial x_n^{pt}} \frac{\partial f_q}{\partial x_n^{pt}} \right).
\]

(26)

**LGM in 3D Sparse Convolution:** According to the definition of 3D sparse convolution, it only conducts on existing voxels \( \mathcal{X} \). If the voxel \( x_m \) does not contain point(s) and disappears after one attack step, the convolution on voxel \( x_m \) becomes invalid. This change in network architecture causes the learned perturbation may not be efficient to the changed new architecture. To be aware of the dynamic location of sparse convolution, we consider the changes of the occupancy values \( o(x, \mathcal{X}) \) along with the perturbations on the input.

We present a dynamics-aware 3D sparse convolution and rewrite (25) as:

\[
f_{\text{LGM}} = o(x, \mathcal{X}) \cdot \left( \sum_{x_q \in K_K(x, \mathcal{X}, S)} W_{x_q-x} f_q + b \right).
\]

(27)

Although \( f_{\text{FGM}} \) and \( f_{\text{LGM}} \) in (25) and (27) are the same in value, the formulas of gradient calculation are different. The partial derivative of \( f'_{\text{LGM}} \) in (27) with respect to a point \( x_n^{pt} \in \mathcal{X}^{pt} \) is:

\[
\frac{\partial f'_{\text{LGM}}}{\partial x_n^{pt}} = \tilde{o} \cdot \left( \sum_{x_q \in K_K(x, \mathcal{X}, S)} \frac{\partial W_{x_q-x}}{\partial x_n^{pt}} \frac{\partial f_q}{\partial x_n^{pt}} \right) + \frac{\partial o(x, \mathcal{X})}{\partial x_n^{pt}} \cdot \left( \sum_{x_q \in K_K(x, \mathcal{X}, S)} W_{x_q-x} f_q + b \right).
\]

(28)

Compared with traditional fast gradient calculation that does not consider dynamic architecture changes in (26), we can discover that (28) has one more derivative on \( \frac{\partial o(x, \mathcal{X})}{\partial x_n^{pt}} \), which ensures the existence change of convolution is reflected in the back-propagated gradients. Fig. 5 illustrates the difference between sparse convolution, generalized sparse convolution, and our dynamics-aware sparse convolution. The figure is presented in the 2D view.

**Non-differentiable Function Approximation:** To calculate the derivative \( \frac{\partial o(x, \mathcal{X})}{\partial x_n^{pt}} \), it can be released by \( \frac{\partial o(x, \mathcal{X})}{\partial x} \frac{\partial x}{\partial x_n^{pt}} \). However, due to the binary definition of \( o(x, \mathcal{X}) \in [0, 1] \) and the non-differentiable voxelization process in (21-23), the derivative \( \frac{\partial o(x, \mathcal{X})}{\partial x} \) and \( \frac{\partial x}{\partial x_n^{pt}} \) are both not everywhere differentiable in the domain of definition, leading to the received gradient valueless. Following BPPDA [54], we choose to reformulate the hard occupancy \( o(x, \mathcal{X}) \) into a differentiable soft occupancy \( \hat{o}(x, \mathcal{X}) \approx o(x, \mathcal{X}) \) that directly requires point coordinates as input. To model the soft occupancy function \( \hat{o}(x, \mathcal{X}) \), we consider the occupancy value of an arbitrary voxel \( x \) in
3D space is essentially determined by a conditional statement: If at least one point in the point cloud belongs to the voxel, then the occupancy value is 1, and otherwise 0. This process can be split into two stages:

1) Obtain a relation value \( r(x, x_{pt}^n) \in \{0, 1\} \) to show the existence of the point \( x_{pt}^n \) in the given voxel \( x \).

2) Gather all the relation values for the given voxel \( x \) together and find whether 1 exists. If at least one relation value equals 1, then the occupancy value of the given voxel is 1, and otherwise 0.

Because both the two stages are not everywhere differentiable, we need to find functions to approximate them.

For the first stage, we present a differentiable function \( \hat{r}(x, x_{pt}^n) \in (0, 1) \) to replace \( r(x, x_{pt}^n) \in \{0, 1\} \) for occupancy calculation. When the point \( x_{pt}^n \) is nearer to the center of the voxel \( x \), we let the output relation value be higher and closer to 1. Some functions have been proposed to solve the non-differentiable problem in voxel occupancy, like bilinear interpolation [65] and radial basis function [66]. In this paper, we construct a sigmoid-like function and find it more suitable in attacks on 3D voxel-based networks. The differentiable relation function \( \hat{r}(x, x_{pt}^n) \) is as follows:

\[
d(x, x_{pt}^n) = |(x + 0.5) - x_{pt}^n/L|.
\]

\[
\hat{r}(x, x_{pt}^n) = \prod_{i=0,1,2} \frac{1}{1 + \exp(\lambda \cdot (d(x, x_{pt}^n)_i - 0.5))},
\]

where \( d(x, x_{pt}^n) \in \mathbb{R}^3 \) outputs a distance vector, \( L \) is the voxel size, \( d(x, x_{pt}^n)_i \) represents the \( i \)-th element of \( d(x, x_{pt}^n) \), and \( \lambda \) is a parameter that controls the slope near the voxel boundary. Fig. 6 shows the visualization results of original hard function, bilinear interpolation [65], radial basis function [66], and our sigmoid-like function. Compared to the existing two functions, our sigmoid-like function is more similar to the original hard function and has more significant gradient variation near voxel boundaries. When a point locates near the voxel boundary, the gradient will become distinctly large to force the point to quickly move in/out of the voxel, instead of staying near the boundary. We also conduct experiments on these functions and demonstrate the superior of our sigmoid-like function.

For the second stage, we consider the gathering as an or operation in nature and present a differentiable function \( \hat{o}(\cdot) \) for this operation. Finally, our reformulated \( \hat{o}(x, \lambda_{pt}) \) is derived as follows:

\[
\hat{o}(x, \lambda_{pt}) = g(\hat{r}(x, x_{pt}^n)|x_{pt}^n \in \mathcal{N}(x, \lambda_{pt}^n)) = 1 - \prod_{x_{pt}^n \in \mathcal{N}(x, \lambda_{pt}^n)} (1 - \hat{r}(x, x_{pt}^n)),
\]

where \( \mathcal{N}(x, \lambda_{pt}) \) is a subset of point cloud \( \lambda_{pt}^n \) to reduce the huge computational costs. For a given voxel \( x \), we only gather the relation values of those points that possibly exist in the voxel after one attack step. If a voxel has no points to gather values, the voxel is ignored throughout the network. Therefore, we actually extend existing \( M \) sparse voxels into \( M' \) voxels, by adding a number of surrounding empty voxels that are possibly valid after one attack step. In our implementations, the step size at each iteration to perturb the point cloud coordinates is set very small for better optimizing performance. We find \( M' \leq 4M \). Theoretically, \( 3 \times 3 \times 3 - 1 = 26 \) convolutions are available to activate around an existence sparse voxel (Generalized 3D Sparse Conv in Fig. 5), so the computational cost of our extended convolutions is tolerable. By multiplying the specially designed occupancy function on every convolution, we can obtain a ledged gradient that is aware of the dynamic network architecture.

D. Summary

Regardless of the forms of Adaptive Neural Networks, they are essentially constructed by input-adaptively computation units, which can be summarised as (1). Given an input data \( x \), either 2D images, 3D point clouds, or other forms, each input-adaptive unit can be formulated as (4) with a binary occupancy function \( o(x) \in \{0, 1\} \). The problem of applying LGM is how to design the differentiable approximation function \( \hat{o}(x) \in [0, 1] \) to replace the non-differentiable function \( o(x) \) in gradient back-propagation.

In our work, we investigate the three most representative types of adaptive neural networks (layer skipping network [5], 2D sparse convolution network [6], and 3D sparse convolution network [7]) which can cover almost all scenarios in vision adversarial attacks. In the subsection of Non-differentiable Function Approximation, we also propose three important criteria when designing \( \hat{o}(x) \), which can provide necessary cues when designing dynamics-aware attacks on other rare forms of adaptive neural networks.

V. EXPERIMENTS ON 2D IMAGE ATTACK

In this section, we evaluate our proposed dynamics-aware attack on layer skipping network and 2D sparse convolution network on 2D image datasets and analyze their performance against baseline dynamics-unaware methods.

A. Datasets and Implementation Details

We conduct experiments on two popular image datasets: CIFAR-10 [8] and ImageNet [9].
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TABLE I

| Method       | ϵ   | SkipNet [5] (ResNet-110 [32]) | FGM ACC↑ Arch. Chg. | LGM ACC↑ Arch. Chg. | ResNet-110 [32] | DynConv [6] (ResNet-32 [32]) | FGM ACC↑ Arch. Chg. | LGM ACC↑ Arch. Chg. | ResNet-32 [32] | FGM ACC↑ |
|--------------|-----|-------------------------------|---------------------|---------------------|----------------|-------------------------------|---------------------|---------------------|----------------|---------|
| Bf. Attack   | -   | 93.30                         | 93.68               | 93.05               | 92.63          |
| FGSM [2]     | 1   | 26.70                         | 4.64                | 25.52               | 4.47           | 36.00                         | 42.11               | 1.75                | 39.54         | 1.76         |
| FGSM [2]     | 2   | 16.67                         | 8.04                | 12.23               | 8.17           | 25.77                         | 30.63               | 2.71                | 18.13         | 2.70         |
| FGSM [2]     | 4   | 11.76                         | 12.16               | 6.52                | 12.68          | 20.61                         | 22.92               | 3.87                | 6.57          | 3.87         |
| FGSM [2]     | 8   | 9.69                          | 17.18               | 6.71                | 17.26          | 16.03                         | 14.08               | 5.36                | 5.05          | 5.27         |

TABLE II

| Method       | ϵ   | Valid Pxl. | SkipNet [5] (ResNet-110 [32]) | FGM Suc↑ Arch. Chg. | LGM Suc↑ Arch. Chg. | ResNet-110 [32] | FGM Suc↑ | LGM Suc↑ | ResNet-110 [32] | FGM Suc↑ |
|--------------|-----|------------|-------------------------------|---------------------|---------------------|----------------|---------|---------|----------------|---------|
| BIM [14]     | 8   | 100%       | 100.00                        | 14.58               | 100.00             | 13.38          | 100.00  | 14.26   | 100.00         | 100.00  |
| BIM [14]     | 8   | 5%         | 52.62                         | 3.04                | 19.11              | 3.19           | 53.46     | 2.89    | 19.70          | 2.83    |
| PGD [15]     | 8   | 5%         | 51.20                         | 3.10                | 17.93              | 3.26           | 52.21     | 3.00    | 18.71          | 2.92    |
| C&W [4]      | 8   | 5%         | 53.60                         | 3.08                | 20.89              | 3.28           | 53.68     | 2.49    | 21.02          | 2.41    |
| AutoAttack   | 8   | 5%         | 54.02                         | 3.05                | 20.21              | 3.19           | 54.62     | 2.89    | 20.87          | 2.85    |
| BIM [14]     | 8   | 100%       | 100.00                        | 4.94                | 100.00             | 5.13           | 100.00   | 4.71    | 100.00         | 4.71    |
| BIM [14]     | 8   | 5%         | 46.27                         | 1.04                | 15.79              | 0.99           | 46.93     | 1.04    | 16.24          | 0.98    |
| PGD [15]     | 8   | 5%         | 44.92                         | 1.13                | 15.07              | 1.10           | 45.95     | 1.13    | 15.48          | 1.09    |
| C&W [4]      | 8   | 5%         | 46.76                         | 1.09                | 16.78              | 1.03           | 47.00     | 1.05    | 17.09          | 0.99    |
| AutoAttack   | 8   | 5%         | 47.29                         | 1.03                | 16.63              | 0.98           | 47.85     | 1.03    | 16.93          | 0.98    |
| BIM [14]     | 8   | 100%       | 100.00                        | 4.94                | 100.00             | 5.13           | 100.00   | 4.71    | 100.00         | 4.71    |
| BIM [14]     | 8   | 5%         | 46.27                         | 1.04                | 15.79              | 0.99           | 46.93     | 1.04    | 16.24          | 0.98    |
| PGD [15]     | 8   | 5%         | 44.92                         | 1.13                | 15.07              | 1.10           | 45.95     | 1.13    | 15.48          | 1.09    |
| C&W [4]      | 8   | 5%         | 46.76                         | 1.09                | 16.78              | 1.03           | 47.00     | 1.05    | 17.09          | 0.99    |
| AutoAttack   | 8   | 5%         | 47.29                         | 1.03                | 16.63              | 0.98           | 47.85     | 1.03    | 16.93          | 0.98    |

We adopt SkipNet [5] for layer skipping network and DynConv [6] for 2D sparse convolution network. In the experiments of CIFAR-10, the network backbone is ResNet-110 [32] for SkipNet and ResNet-32 [32] for DynConv. We also provide attack results on the normally trained static ResNet-110 and ResNet-32 for reference. On the ImageNet dataset, SkipNet and DynConv both adopt the network backbone ResNet-101 [32] in their work, which enables us to fairly compare the attack performance between dynamically changing the network architecture layer-wise and within the layer. We also provide attack results on the normally trained static ResNet-101 for reference.

We perform our FGM and LGM on the basic attack algorithms FGSM [2] to show the primitive attack performance difference between FGM and LGM in a single attack step and multiple attack steps. We constrain the maximum perturbation magnitude ϵ in $L_\infty$ norm. We also apply four representative iterative attack algorithms (BIM [14], PGD [15], C&W [4], and AutoAttack [67]) to further show the effectiveness of our LGM method against FGM. For all iterative attacks, we set the number of iteration as 100. For the hyper parameter λ in LGM, we set it in range $0.0001 \sim 40$ for different attack settings.

B. Results and Analysis

Tables I, II and III show the attack results on the CIFAR-10 [8] and ImageNet [9] datasets in different maximum perturbation magnitudes ϵ. Bf. Attack is Before Attack for short. Valid Pxl. is Valid Pixel for short, which denotes the percentage of attacked pixels in all pixels of the image. On all datasets with all ϵ, our LGM significantly outperforms the dynamics-unaware FGM, which fully validates the importance of the attack method to be aware of the dynamic architecture changes. In the FGSM [2] attack, the advantage of LGM is more apparent when ϵ ≥ 2, which gives strong evidence of the superiority of our LGM. Since iterative attack can successfully attack all images when all pixels are perturbed, we restrict the percentage of pixels in attack. In Table II, we apply four representative iterative attack BIM [14], PGD [15], C&W [4], and AutoAttack [67] in both non-targeted and targeted scenario. In all experiments, we find our LGM superior to the dynamics-unaware baseline FGM, and our LGM attack can boost the performance of existing attacks on adaptive neural networks.

To evaluate the magnitude of network architecture change during the attack, we calculate the architecture change ratio as the number of changed computation units after the attack divided by the number of all changeable computation units. For the layer skipping network SkipNet [5], the architecture is changed layer-wise and the number of changeable layers is 53 for ResNet-110 and 32 for ResNet-101. For the 2D sparse convolution network DynConv [6], the architecture is changed pixel-wise and the number of changeable pixels is the sum of the pixel number of the input image and all inner feature maps. In Tables I and III, we list the architecture change ratio (%) as Arch. Chg.. We find that our LGM tends to change more
TABLE III
ADVERSARIAL ATTACK RESULTS (%) ON THE IMAGE NET VALIDATION SET IN DIFFERENT ϵ FOR VARIOUS MODELS AND METHODS

| Method          | SkipNet [5] (ResNet-101 [32]) | DynConv [6] (ResNet-101 [32]) | ResNet-101 [32] |
|-----------------|-------------------------------|-------------------------------|-----------------|
|                 | FGM mIoU_u | Arch. Chg. | LGM mIoU_u | Arch. Chg. | FGM mIoU_u | Arch. Chg. | mIoU_u | Arch. Chg. |
| Bf. Attack      | -           |             | 77.02      |             | 76.85      |             | 77.31    |             |
| FGSM [2]        | 1           | 10.14       | 3.15       | 10.09       | 3.42       | 11.69      | 2.65     | 11.31      | 2.77       | 9.29       |
| FGSM [2]        | 2           | 9.45        | 4.39       | 6.82        | 4.63       | 10.20      | 3.89     | 7.84       | 4.13       | 8.39       |
| FGSM [2]        | 3           | 11.61       | 5.87       | 5.35        | 6.08       | 11.60      | 5.53     | 4.52       | 5.82       | 10.14      |
| FGSM [2]        | 8           | 15.33       | 7.86       | 5.25        | 8.10       | 14.37      | 7.37     | 3.36       | 7.66       | 12.89      |
| FGSM [2]        | 16          | 12.28       | 10.81      | 4.28        | 10.92      | 11.31      | 9.71     | 2.54       | 10.02      | 9.67       |

computation units in FGSM [2] attack. We initially thought that our LGM may tend to change more computation units to cause chaos in the architecture in order to misclassify the input image, but the results show that whether to change a computation unit should be appropriately based on its status.

Because the layer skipping network and 2D sparse convolution network deactivate unnecessary computation units in the static neural networks, we also compare their robustness against their corresponding static neural networks. We show the attack performance on ResNet-110 and ResNet-32 in Tables I and II for the CIFAR-10 dataset, and ResNet-101 in Table III for the ImageNet dataset. When adopting dynamics-unaware FGM in attack, the results reveal that the layer skipping network SkipNet [5] is less robust than its corresponding static neural network, while the 2D sparse convolution network DynConv [6] shows better robustness. When adopting LGM in the FGSM [2] attack with ϵ ≥ 2, the adaptive neural networks are all easier to be attacked than static neural networks.

We also analyze the layer-wise activation behavior in the layer skipping network SkipNet [5] before and after the attack. In Fig. 7 (top), we follow [68] to show the rates at which different layers are executed (x-axis) for images of the 1000 classes in ImageNet (y-axis). The bottom row is the T-SNE results of the layer execution rates in top row. We conduct the BIM [14] attack with maximum perturbation ϵ = 16. We attack for 100 iterations and all image pixels are valid.

![Layer-wise Behavior](image)

**Fig. 7.** The visualization results of layer-wise behavior in the layer skipping network before and after the attack on the ImageNet validation set. The top row is the rates at which different layers are executed (x-axis) for images of the 1000 classes in ImageNet (y-axis). The bottom row is the T-SNE results of the layer execution rates in top row. We conduct the BIM [14] attack with maximum perturbation ϵ = 16. We attack for 100 iterations and all image pixels are valid.

The visualization results of layer-wise behavior in the layer skipping network before and after the attack on the ImageNet validation set. The top row is the rates at which different layers are executed (x-axis) for images of the 1000 classes in ImageNet (y-axis). The bottom row is the T-SNE results of the layer execution rates in top row. We conduct the BIM [14] attack with maximum perturbation ϵ = 16. We attack for 100 iterations and all image pixels are valid.

**Fig. 7.** The visualization results of layer-wise behavior in the layer skipping network before and after the attack on the ImageNet validation set. The top row is the rates at which different layers are executed (x-axis) for images of the 1000 classes in ImageNet (y-axis). The bottom row is the T-SNE results of the layer execution rates in top row. We conduct the BIM [14] attack with maximum perturbation ϵ = 16. We attack for 100 iterations and all image pixels are valid.
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the attack. Compared to FGM, LGM can force more classes to be successfully attacked and tends to disrupt the layer-wise semantic behavior more.

**VI. EXPERIMENTS ON 3D POINT CLOUD ATTACK**

In this section, we evaluate our proposed dynamics-aware attack on 3D sparse convolution network on 3D point cloud datasets and analyze its performance against baseline dynamics-unaware methods.

**A. Datasets and Implementation Details**

We conduct experiments on three popular point cloud datasets, including two indoor scene datasets ScanNet [10], S3DIS [11], [12], and an outdoor scene dataset SemanticKITTI [13].

We adopt MinkowskiNet [45] on the ScanNet and S3DIS datasets, and Cylinder3D [46] on the SemanticKITTI dataset for semantic segmentation. The two network architectures are both built on the base of 3D sparse convolution [7] and achieve state-of-the-art performance.

**B. Results and Analysis**

Table IV show the attack results on the ScanNet [10], S3DIS [11], [12], and SemanticKITTI [13] datasets in different maximum perturbation magnitudes $\epsilon$. Bf. Attack is...
Before Attack for short. On all datasets with all $\epsilon$, our LGM significantly outperforms the dynamics-unaware FGM, which fully validates the importance of the attack method to be aware of the dynamic architecture changes. We find that the performance drop for LGM on the SemanticKITTI dataset is not as good as the ScanNet and S3DIS datasets. This phenomenon can be explained by the fact that the point cloud coordinates of the SemanticKITTI dataset are included in point features, while the point features of the ScanNet and S3DIS datasets only contain RGB colors. With the included point cloud coordinates, the gradient back-propagation pass has better quality than those point cloud features that do not include coordinates.

Fig. 8 show the visualization results of our dynamics-aware LGM on the ScanNet, S3DIS, and SemanticKITTI datasets. We observe that the perturbed point cloud coordinates are imperceptible to human eyes in some small $\epsilon$, such as $\epsilon = 0.005$ m (0.5 cm) and $\epsilon = 0.01$ m (1 cm) on the ScanNet and S3DIS datasets and $\epsilon = 0.01$ m (1 cm) and $\epsilon = 0.02$ m (2 cm) on the SemanticKITTI dataset, but these maximum perturbations do cause significant wrong predictions of the victim networks. This huge contrast reveals a great security risk in real-world applications of 3D sparse convolution networks.

We also conduct attacks that utilize different soft occupancy functions $\hat{o}(x, A^{\theta})$, including bilinear interpolation (BI) [65], radial basis function (RBF) [66], and our sigmoid-like function in (30). Table V shows the attack performance on the ScanNet validation set in different $\epsilon$. The results validate the effectiveness of our sigmoid-like function (denoted as Sigmoid). Compared to the visualized functions in Fig. 6, we find that our sigmoid-like function imitates the hard occupancy better than RBF and BI, and their attack results in Table V are consistent with their imitation qualities.

### VII. Conclusion

In this paper, we have investigated the laggard gradient issue in adversarial attacks for adaptive neural networks that have dynamic architecture and we have proposed a Leaded Gradient Method (LGM) for the dynamics-aware adversarial attack. We take layer skipping network and 2D/3D sparse convolution network as typical examples of adaptive neural networks to design our method. Specifically, we first analyze the missing part in traditional gradient calculation that considers the architecture changes. We then reformulate the gradient to better lead each attack step. Experimental results on both 2D images and 3D point clouds show our LGM achieves impressive performance and outperforms dynamics-unaware baseline methods. We believe our dynamics-aware attack can be used for other adaptive neural networks.
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