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Abstract
The stochastic SIRS model is a continuous-time Markov chain modelling the spread of infectious diseases with temporary immunity, in a homogeneously-mixing population of fixed size $N$. We study the scaling behaviour of the extinction time of stochastic SIRS models as $N$ tends to infinity. When the initial size of infected population is small, we obtain the closed-form expression of the asymptotic distribution of this extinction time, and compare it with the data from Monte Carlo simulation.
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1 Introduction
Stochastic epidemic models play important roles in understanding the dynamic of infectious diseases. The criticality of a stochastic epidemic model is a threshold in transmission rate such that a subcritical epidemic tends to die out quickly and a supercritical epidemic tends to prevail in the population. Over the last few years, the behaviours of near-critical epidemics have drawn a lot of attention. As Britton et al. [4] pointed out, many diseases, especially those under eradication campaign, are near-critical, and therefore understanding such behaviour is a significant challenge in stochastic epidemic modelling. Analysis on the stochastic SIS [14, 9, 10] and stochastic SIR model [9] has shown that within certain near-critical regime, the epidemics described by these models demonstrate persistence behaviours different from strongly sub- or supercritical cases.

We aim to extend this analysis to the stochastic SIRS model. In particular, we investigate the extinction time, which is the time for a population with given initial state to reach a state of 'zero cases'.

Estimating the extinction time of stochastic epidemic models as a problem itself has drawn a lot of attention. Barbour [2] obtained the asymptotic distribution of the stochastic
SIR model. Chronologically, Kryscio and Lefèvre [11], Anderson and May [1], Nåsell [14], Doering et al. [7] all studied the expectation of the SIS extinction time. Recently, the asymptotic distribution of the SIS extinction time is obtained by Brightwell et al. [3] and Foxall [10]. As far as we are aware, the only available result regarding the stochastic SIRS model is by [8], who obtained the expected extinction time for strongly supercritical SIRS model with initial size of infected and immune population both being of order $N$ (the size of the total population).

From a practical point of view, many human infections have a temporary but significant duration of immunity and thus are better modelled by an SIRS model, especially when the observation time window is long. From a mathematical point of view, the SIRS model introduces extra complexity comparing to the SIS and SIR models, and thus the extension is non-trivial: while the SIS and the SIR models are both driven by a single parameter (the transmission rate), the SIRS model incorporates a second parameter describing the average duration of immunity. The SIS model is simpler since it is a one-dimensional process and its mean-field ODE approximation has an explicit solution. Despite being two-dimensional, the SIR model has a monotonicity which simplifies the analysis. In addition, there is no explicit solution to the ODE system describing deterministic SIRS models.

As the first step of solving this problem, in this paper we focus on the behaviour of the extinction time when the initial size of infected population is small. This is usually the case when the infection is introduced to a new population, or when the epidemic is approaching extinction under intervention. The precise definition of ‘small’ is complicated and depends on the parameters, which will be made clear in our main result Theorem 2.1. The following is an example of the scenario we shall investigate: the strongly subcritical SIRS model ($\lambda < 1$ and $\gamma > 0$) with $I_0 = R_0 = N^{1/2}$. We are able to obtain the closed-form expression of the asymptotic distribution of the extinction time with various near-critical ‘parameter and initial state’ combinations.

The stochastic SIRS model describes the spread of a disease with no incubation period and a temporary immunity in a closed population of size $N$. A population is said to be closed if it has no birth, death, immigration or migration. We assume that each infected individual contacts any other individual at rate $\lambda/N$ and will transmit the disease if his/her contact is susceptible. Parameter $\lambda \in \mathbb{R}_+$ is known as the transmission rate. Once infected, each individual is immediately infectious and will recover at rate $1$ independently. Each recovered individual loses immunity at rate $\gamma \in \mathbb{R}_+$ and becomes susceptible independently. To study the near-critical parameter regime, we assume that $\lambda$ and $\gamma$ are bounded and depend on $N$. We say that the stochastic SIRS model is strongly subcritical if $\lambda < 1$ as $N \to \infty$ and is near-critical if $\lambda \to 1$ as $N \to \infty$. This is consistent with the criticality of the stochastic SIS and SIR models.

Formally, the stochastic SIRS model is defined as a two-dimensional continuous-time Markov chain $(I^N, R^N)$ valued in $\{(i, r) \in \mathbb{N}^2 : 0 \leq i + r \leq N\}$, with the following
transition rates:

\[(i, r) \rightarrow (i + 1, r), \quad \text{at rate } \lambda(N - i - r)i/N,\]
\[(i, r) \rightarrow (i, r - 1), \quad \text{at rate } \gamma r,\]
\[(i, r) \rightarrow (i - 1, r + 1), \quad \text{at rate } i.\]  

(1.1)

It has been long noticed that the trajectory of the size of infected population \(I^N\) can be well-approximated by linear birth-death processes when \(I^N\) is small. Such approximation is done by constructing an order-preserving coupling between birth-death processes. Among the existing works that use this technique, Barbour [2], Brightwell et al. [3] and Foxall [10] all described a version of the construction of this coupling. The various constructions are the same in nature, as described in Appendix A. Barbour [2] studied the stochastic SIR model with transmission rate \(\lambda\) independent of \(N\), and chronologically Brightwell et al. [3] and Foxall [10] both used this technique on the subcritical and near-critical stochastic SIS model. In particular, the discussion made by Foxall [10] is the most comprehensive, in the sense that it covers all possible scenarios of the stochastic SIS model where this technique is applicable. Our work is motivated by Foxall [10].

2 Main results

Throughout this paper, we use the following asymptotic notations: for functions \(f(x)\) and \(g(x)\),

- if there exists constant \(K > 0\) s.t. \(K^{-1}|g(x)| \leq |f(x)| \leq K|g(x)|\), then we say \(f(x) \preceq g(x)\);
- if \(\lim_{x \to \infty} \frac{f(x)}{g(x)} = 0\), then we say \(f(x) = o(g(x))\), \(f(x) \ll g(x)\) or \(g(x) \gg f(x)\);
- if \(\lim_{x \to \infty} \frac{f(x)}{g(x)} = 1\), then we say \(f(x) \sim g(x)\).

For each \(N\), the extinction time of the stochastic SIRS model \((I^N, R^N)\) is defined as

\[T_o^N := \inf\{t : I_t^N = 0\}\].

**Theorem 2.1.** Consider a sequence of stochastic SIRS models \((I^N, R^N)\) indexed by \(N \in \mathbb{N}\), with parameters \(\lambda = \lambda(N) > 0\) and \(\gamma = \gamma(N) > 0\), and initial states \((I_0^N, R_0^N) = (I_0(N), R_0(N))\). If one of the following conditions is satisfied, then we have the closed-form expression of the asymptotic distribution of \(T_o^N\).

Cases 1.1-1.3 are cases where both the initial size of infected population \(I_0\) and immune population \(R_0\) are small.

**Case 1.1:** \(I_0|1 - \lambda| \to 0\), \(I_0R_0 = o(N)\), \(I_0 = o(N^{1/2}\gamma^{1/2})\).

If \(I_0 = O(1)\),

\[
\lim_{N \to \infty} \mathbb{P}^N[T_o^N \leq w] = \left(1 + \frac{1}{w}\right)^{-I_0};
\]
and if $I_0 \to \infty$, 
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ \frac{T_o^N}{I_0} \leq w \right] = e^{-\frac{1}{w}}.
\]

**Case 1.2:** $I_0(1-\lambda) \to a > 0$, $\lambda = \lambda(N) < 1$, and $I_0 = o\left(N^{1/2}\gamma^{1/2}\right)$, $I_0 R_0 = o(N)$.

If $I_0 = O(1)$,
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ T_o^N \leq w \right] = \left(1 + \frac{a}{e^{aw} - 1}\right)^{-I_0};
\]

and if $I_0 \to \infty$,
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ T_o^N \leq w \right] = \exp \left\{ -\frac{a}{e^{aw} - 1} \right\}.
\]

**Case 1.3:** $I_0(1-\lambda) \to \infty$, $\lambda = \lambda(N) < 1$, $I_0 = o\left(\frac{N(1-\lambda)^\epsilon}{\log I_0(1-\lambda)}\right)$, and $R_0 \log I_0(1-\lambda) = o(N(1-\lambda))$. Then
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ (1-\lambda)T_o^N - \log(1-\lambda)I_0 \leq w \right] = e^{-e^{-w}}.
\]

Cases 2.1 and 2.2 are cases where $I_0$ is small and $R_0$ is of order $N$.

**Case 2.1:** $I_0 = O(1)$, $R_0 = r_0N$, $r_0 > 0$, $\lambda = \lambda(N) \leq 1$ and $\gamma = o(1)$. Let $a := \lim_{N \to \infty} (1-\lambda + \lambda r_0)$, then
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ T_o^N \leq w \right] = \left(1 + \frac{a}{e^{aw} - 1}\right)^{-I_0}.
\]

**Case 2.2:** $I_0 \to \infty$, $R_0 = r_0N$, $r_0 > 0$, $\lambda = \lambda(N) \leq 1$, and there exist $\epsilon_1, \epsilon_2 > 0$ such that $I_0 = o(N^{1-\epsilon_1})$ and $\gamma = o(N^{-\epsilon_2})$. Let $a := \lim_{N \to \infty} (1-\lambda + \lambda r_0)$, then
\[
\lim_{N \to \infty} \mathbb{P}^N \left[ aT_o^N - \log(aI_0) \leq w \right] = e^{-e^{-w}}.
\]

The cases above cover completely the parameter regime $\{ (\lambda, \gamma) : \lambda \leq 1 \}$, and Case 1.1 also covers a subset of the parameter regime $\{ (\lambda, \gamma) : \lambda \geq 1 \}$. Given $(\lambda, \gamma)$, we illustrate the conditions with respect to the initial states of each case in **Theorem 2.1** using the following diagram.

We use $\langle f(N) \rangle$ to denote the scaling of $f(N)$: for any function $f = f(N)$, $\langle f \rangle = a \in \mathbb{R}$ if and only if $|f(N)| \asymp N^a$. If $|f(N)|$ tends to infinity faster then any polynomials, we say $\langle f \rangle = \infty$; and if $|f(N)|$ tends to infinity slower then any polynomials, we say $\langle f \rangle = 0+$ and $\langle 1/f \rangle = 0_-$.

In **Figure 1** the first diagram illustrates the location of the initial states of all five possible cases in **Theorem 2.1** when
\[
\left\{ (\lambda, \gamma) : N^{1/2}(1-\lambda)\gamma^{1/2} \to \infty \right\},
\]
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and the second diagram illustrates the location of the initial states of the three possible cases when

$$\left\{ (\lambda, \gamma) : N^{1/2}(1 - \lambda) \gamma^{1/2} < \infty \right\}.$$

![Figure 1: Diagram of the initial state conditions given parameters \((\lambda, \gamma)\), where \(a = -\langle 1 - \lambda \rangle\), \(b = \frac{1 + \langle \gamma \rangle}{2}\), \(c = 1 + \langle 1 - \lambda \rangle + \langle \gamma \rangle\). The numbers denote the cases in Theorem 2.1](image)

### 3 Properties of linear birth-death-immigration processes

By *linear birth-death-immigration process*, we mean the continuous-time Markov chains \((L_t)_{t \geq 0}\) valued in \(\mathbb{N}\), with transition rates

- \(x \to x + 1\), at rate \(\beta x + \alpha\),
- \(x \to x - 1\), at rate \(\mu x\),

where parameters \(\beta, \mu \geq 0\) are known as *birth rate* and *death rate* respectively, and \(\alpha \geq 0\) is known as *immigration rate*. To prove Theorem 2.1 we need some properties and estimations of linear birth-death processes \((\alpha = 0)\) and linear immigration-death processes \((\beta = 0)\).

The first result is the closed-form expression of the limit distribution of the extinction time of linear birth-death processes. The distribution itself is well-known (See e.g. Renshaw [16]) but its limit form when the parameters and the initial states both depend on \(N\) was obtained recently by Foxall [10].

**Theorem 3.1** (Theorem 1, [10]). Let \(\{L^N\}_{N \in \mathbb{N}}\) be a sequence of linear birth-death processes with birth rate \(\beta_N > 0\) and death rate \(\mu_N > 0\).

Let \(T_{\text{bdp}}^N := \inf \{t \geq 0 : L^N_t = 0\}\). The distribution of \(T_{\text{bdp}}^N\) converges to the following limits as \(N \to \infty\):

Suppose that \(L_0^N = L_0\) is a constant independent of \(N\):
1. If $\mu_N - \beta_N \to 0$, then
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[T_{bdp}^N \leq w\right] = \left(1 + \frac{1}{w}\right)^{-L_0}, \quad w > 0;
   \]

2. If $\mu_N - \beta_N \to a > 0$, then
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[T_{bdp}^N \leq w\right] = \left(1 + \frac{a}{e^{aw} - 1}\right)^{-L_0}, \quad w > 0.
   \]

Suppose that $L_0^N = L_0(N) \to \infty$:

3. If $L_0(\mu_N - \beta_N) \to 0$, then
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[\frac{T_{bdp}^N}{L_0} \leq w\right] = e^{-\frac{1}{w}}, \quad w > 0;
   \]

4. If $L_0(\mu_N - \beta_N) \to a > 0$, then
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[\frac{T_{bdp}^N}{L_0} \leq w\right] = \exp\left\{-\frac{a}{e^{aw} - 1}\right\}, \quad w > 0;
   \]

5. If $L_0(\mu_N - \beta_N) \to \infty$, then
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[\frac{(\mu_N - \beta_N)T_{bdp}^N}{L_0} - \log L_0(1 - \beta_N/\mu_N) \leq w\right] = e^{-e^{-w}}, \quad w \in \mathbb{R}.
   \]

In particular, if for some $a(N) \sim L_0(\mu_N - \beta_N)$, we have $L_0(\mu_N - \beta_N) - a(N) = o\left(\frac{a}{\log a}\right)$, then we can also write the limit distribution as
   \[
   \lim_{N \to \infty} \mathbb{P}_{L_0}^N \left[a(N)\frac{T_{bdp}^N}{L_0} - \log \frac{a(N)}{\mu_N} \leq w\right] = e^{-e^{-w}}.
   \]

Next, we need some auxiliary results to estimate the probability of some birth-death-immigration processes hitting a certain barrier. Although the approach is routine, since we assume in addition that the parameters and the initial states are of various scaling of $N$, we will state the full proofs below.

**Lemma 3.2** (Hitting probability of linear birth-death processes). Let $L = (L_t)_{t \geq 0}$ be a linear birth-death process with birth rate $\beta = \beta(N) > 0$ and death rate 1, and $L_0 = l(N) \in \mathbb{N}$.

As $N \to \infty$, the probability that $L_t$ ever reaches $k(N) > l(N)$ tends to 0, if one of the following conditions holds:

1. $(1 - \beta)(k - l) \to \infty, \beta(N) < 1$ for all $N \in \mathbb{N}$ and $\lim_{N \to \infty} \beta(N) \leq 1$;
2. \(l(N) = o(k(N)), \ (1 - \beta)k \to 0 \text{ and } \beta \to 1.\)

Proof. Let \(h_i\) be the probability of \(L\) ever hitting \(k\) from \(L_0 = i, \ i \in \mathbb{N}\). Then \(\{h_i\}_{i \leq k}\) is the minimal non-negative solution (See Theorem 3.3.1, p.112, [15]) of

\[
0 = \beta(h_{i+1} - h_i) + (h_{i-1} - h_i), \quad 1 < i < k, \\
h_k = 1, \quad h_0 = 0.
\]

It has a unique solution

\[
h_i = \frac{\beta^{-i} - 1}{\beta^{-k} - 1}, \quad i \leq k.
\]

If \((1 - \beta)(k - l) \to \infty, \ \beta(N) < 1 \text{ for all } N \in \mathbb{N}, \text{ and } \lim_{N \to \infty} \beta(N) \leq 1\), we have

\[
h_l \leq \beta^{k-l} = \left((1 - (1 - \beta))^{\frac{1}{1-\beta}}\right)^{(1-\beta)(k-l)} \to 0.
\]

If \((1 - \beta)k \to 0 \text{ and } \beta \to 1\), we have

\[
\beta^{-i} = \left((1 - (1 - \beta))^{\frac{1}{1-\beta}}\right)^{(1-\beta)i} \to 1, \quad i \leq k.
\]

Notice that this is true even if \(\beta(N) \geq 1 \text{ for some } N \in \mathbb{N}\).

It follows that

\[
\lim_{N \to \infty} h_l = \lim_{N \to \infty} \frac{\sum_{i=0}^{l-1} \beta^{-i}}{\sum_{i=0}^{k-1} \beta^{-i}} = \lim_{N \to \infty} \frac{l-1}{k-1} = 0,
\]

when \(l = o(k)\). \qed

Lemma 3.3 (Hitting probability of immigration-death processes absorbing at 0). For any given \(N \in \mathbb{N}\), let \(L = (L_t)_{t \geq 0}\) be an immigration-death process with immigration rate \(\alpha(N) > 0\) and death rate \(\mu(N) > 0\), absorbing at 0. That is, \(L\) has the transition rates for \(x \geq 1\) as follows:

\[
x \to x + 1, \ \text{at rate } \alpha, \\
x \to x - 1, \ \text{at rate } \mu x;
\]

and \(L\) remains at 0 once it hits 0.

Let \(L_0 = l(N) \to \infty.\) Then the probability that \(L_t\) ever reaches \(2l(N)\) tends to 0 as \(N \to \infty,\) if

\[
\frac{l(N)\mu(N)}{\alpha(N)} > e.
\]

Proof. Let \(h_i\) be the probability of \(L\) ever hitting \(k\) from \(L_0 = i, \ i \leq 2l\). Then \(\{h_i\}_{i \leq 2l}\) is the minimal non-negative solution of

\[
0 = \alpha(h_{i+1} - h_i) + \mu_i(h_{i-1} - h_i), \quad 1 \leq i < 2l, \\
h_{2l} = 1, \quad h_0 = 0.
\]
It has a unique solution \( \{x_i\}_{i \leq 2l} \), where

\[
x_i = \sum_{k=0}^{i-1} \left( \frac{\mu}{\alpha} \right)^k k! + h_0 \left( 1 - \frac{\sum_{k=0}^{i-1} \left( \frac{\mu}{\alpha} \right)^k k!}{\sum_{k=0}^{2l-1} \left( \frac{\mu}{\alpha} \right)^k k!} \right), \quad 1 \leq i \leq 2l,
\]

\[x_0 = h_0 = 0,\]

and thus

\[
\sum_{k=0}^{l-1} \left( \frac{\mu}{\alpha} \right)^k k! = h_l.
\]

When \( \lim_{N \to \infty} \frac{\mu}{\alpha}>1 \), we have

\[
\sum_{k=l}^{2l-1} \left( \frac{\mu}{\alpha} \right)^k k! \geq \left( \frac{\mu}{\alpha} \right)^l l! \sum_{k=0}^{l-1} \left( \frac{\mu}{\alpha} \right)^k k!,
\]

and for sufficiently large \( N \),

\[
h_l \leq \frac{\sum_{k=0}^{l-1} \left( \frac{\mu}{\alpha} \right)^k k!}{\sum_{k=0}^{l-1} \left( \frac{\mu}{\alpha} \right)^k k! + \left( \frac{\mu}{\alpha} \right)^l l! \sum_{k=0}^{l-1} \left( \frac{\mu}{\alpha} \right)^k k!} \leq \frac{1}{1 + \left( \frac{\mu}{\alpha} \right)^l l!} \leq \frac{1}{1 + l^{1/2} \left( \frac{\mu}{\alpha} \right)^l \sqrt{2\pi}} \to 0,
\]

where we use a well-known bound for the factorial function \( l! > \sqrt{2\pi l^{l+1/2}} e^{-l} \) from Robbins [17].

**Lemma 3.4** (Hitting probability of immigration-death processes). For given \( N \in \mathbb{N} \), let \( L = (L_t)_{t \geq 0} \) be an immigration-death process with immigration rate \( \alpha(N) > 0 \) and death rate \( \mu(N) > 0 \). That is, \( L \) has the transition rates for \( x \geq 0 \) as follows:

\[
x \to x + 1, \text{ at rate } \alpha,
\]

\[
x \to x - 1, \text{ at rate } \mu x.
\]

If \( L_0 = l(N) \to \infty, \mu = O(1) \) and \( \alpha = o(l \mu) \), then for \( t_0 = t_0(N) \to \infty \) satisfying \( t_0 = o \left( \left( \frac{l \mu}{\alpha e} \right)^l \right) \), the probability of the event ‘\( L_t \) reaches \( 2l \) before \( t = t_0 \)’ tends to 0 as \( N \to \infty \).

**Proof.** Notice that \( L_0 = l(N) \to \infty, \mu = O(1) \) and \( \alpha = o(l \mu) \) imply

\[
\lim_{N \to \infty} \frac{l(N) \mu(N)}{\alpha(N)} > e.
\]

Under this condition, in [Lemma 3.3], we have estimated the probability for \( L_t \) starting from \( l \) to ever reach \( 2l \) before reaching 0, denoted as \( h_l \), and have

\[
h_l = o \left( \left( \frac{l \mu}{\alpha e} \right)^{-l} \right).
\]
To prove the statement in Lemma 3.4, we argue that with probability tending to 1, $L_t$ can reach $l$ from 0 at most $\lceil t_0\rceil$ times within time interval $[0, t_0]$. If this is indeed the case, then

$$
\mathbb{P}\left[ \sup_{t \in [0, t_0]} L_t \geq 2l \right] \leq (\lceil t_0 \rceil + 1)h_l \to 0.
$$

Since $L_t$ is stochastically dominated by Poisson process $C_t$ with rate $\alpha$, by order-preserving coupling, we have

$$
\mathbb{P}[L_t \text{ travels from 0 to } l \text{ at least } \lceil t_0 \rceil \text{ times within } [0, t_0]] \leq \mathbb{P}[C_{t_0} \geq l[t_0]],
$$

where $C_{t_0} \sim \text{Poisson}(\alpha t_0)$. Since $l[t_0] > \alpha t_0$ for all sufficiently large $N$, we have the following bound on the tail probability of Poisson distributions (Theorem 5.4, p.97, [13])

$$
\mathbb{P}[C_{t_0} \geq l[t_0]] \leq \left( \frac{e^{\alpha t_0}l}{l[t_0]} \right)^{l[t_0]} e^{\alpha t_0} \to 0.
$$

The next result concerns finding an upper bound for $\int_0^t I_N^s ds$ for $t > 0$, where $I_N$ is the first component of a stochastic SIRS model. By order-preserve coupling, it suffices to estimate the same integral of a linear birth-death process which dominates $I_N$.

Lemma 3.5. Let $L(l) = (L_t)_{t \geq 0}$ be a linear birth-death process with birth rate $\beta = \beta(N) > 0$, death rate $\mu = \mu(N) > \beta(N)$, and $L_0 = l(N)$ for $N \in \mathbb{N}$.

Let

$$
T_L := \inf \{ t : L_t = 0 \},
$$

and

$$
H(l) := \int_0^{T_L} L_s ds.
$$

Then for each $N \in \mathbb{N}$, $L_0 = l(N)$ and $\delta = \delta(N) > 0$, we have

$$
\mathbb{P}[H(l) > \delta] \leq \frac{l}{(\mu - \beta)\delta}.
$$

Proof. We fix $N$ throughout the proof.

Denote the Laplace transform of $H$ with $L_0 = l(N)$ as

$$
H^*(a; l) := \mathbb{E}\left[ e^{-aH(l)} \right], \quad a \geq 0.
$$

Let $S$ denote the sojourn time of $L(l)$ before its first jump. The explicit expression of $H^*(a; l)$ can be obtained following a first-step analysis (e.g. p.482, [12]):

$$
H^*(a; l) = \frac{\beta}{\beta + \mu} \mathbb{E}\left[ e^{-a(H(l+1)+S)} \right] + \frac{\mu}{\beta + \mu} \mathbb{E}\left[ e^{-a(H(l-1)+S)} \right],
$$

$$
= \frac{\beta}{\beta + \mu} H^*(a; l+1) \int_0^\infty e^{-las}(\beta + \mu) l e^{-(\beta+\mu)ls} ds
$$

$$
+ \frac{\mu}{\beta + \mu} H^*(a; l-1) \int_0^\infty e^{-las}(\beta + \mu) l e^{-(\beta+\mu)ls} ds,
$$
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Then

\[ H^*(a; l) = (\beta H^*(a; l + 1) + \mu H^*(a; l - 1)) (\beta + \mu + a)^{-1}. \]

The solution of the above is

\[ H^*(a; l) = \left( \frac{\beta + \mu + a - \sqrt{(\beta + \mu + a)^2 - 4\beta\mu}}{2\beta} \right)^l, \quad l \geq 1. \]

\[ \mathbb{E}[H(l)] = -\frac{dH^*(a; l)}{da} \bigg|_{a=0} = \frac{l}{\mu - \beta}. \]

By the Markov inequality, we have for each \( N \in \mathbb{N} \) and any \( \delta = \delta(N) > 0 \),

\[ \mathbb{P}(H(l) > \delta) \leq \frac{\mathbb{E}[H(l)]}{\delta} = \frac{l}{(\mu - \beta)\delta}. \]

\[ \quad \square \]

### 4 Proof of the main results

Now we are ready to prove our main result \[ \textbf{Theorem 2.1} \]

The process \( I_N^N \) has the following transition rates at time \( t \) when \( I_t^N = x \):

- \( x \to x + 1 \), at rate \( \lambda (1 - N^{-1}(x + R_t^N)) x \),
- \( x \to x - 1 \), at rate \( x \).

The general idea of the proof is that we will sandwich \( I_N^N \) between two linear birth-death processes whose extinction times have the same asymptotic distributions, according to \[ \textbf{Theorem 3.1} \]. The construction of such coupling follows from \[ \textbf{Appendix A} \]. To make sure the birth rates and death rates are of the correct order, we will need to find upper-bounds held with high probability for \( I_N^N \) and \( R_N^N \).

The intuition behind discussing two broad scenarios depending on the order of \( R_0 \) is as follows:

If \( R_0(N)/N \to 0 \), then \( I_N^N \), with small initial value and additional assumptions, will have a birth rate close to \( \lambda \). Looking at \[ \textbf{Theorem 3.1} \] it makes sense to discuss three different cases within this scenario based on the limit of \( I_0(1 - \lambda) \).

If \( R_0(N)/N \to r_0 \in (0, 1) \), then \( I_N^N \), with small initial value and additional assumptions, will have a birth rate close to \( \lambda(1 - r_0) \). Depending on whether \( I_0 = O(1) \), we can divide this scenario into two cases corresponding to the last two cases in \[ \textbf{Theorem 3.1} \].
4.1 Proof of Cases 1.1-1.3

The proof of Cases 1.1 to 1.3 follows the same idea: we choose an appropriate \( k(N) \) and \( m(N) \) such that, \( R_0 \leq m(N) \) for sufficiently large \( N \), and as \( N \to \infty \),

\[
\mathbb{P} \left[ R_t^N \leq 2m(N), I_t^N \leq k(N), \forall t \geq 0 \right] \to 1.
\]

Define two linear birth-death processes \( L, \overline{L} \), such that \( L \) has birth rate \( \lambda \) and death rate 1, and \( \overline{L} \) has birth rate \( \lambda(1 - \frac{k(N)+2m(N)}{N}) \) and death rate 1. Let \( L_0 = \overline{L}_0 = I_0 \). Then we only need to check that the extinction times \( T_L \) and \( T_{\overline{L}} \) have the same asymptotic distributions.

We will state the proof of Case 1.1 in full details, and omit the repeated content in Cases 1.2 and 1.3.

**Case 1.1:** \( I_0|1 - \lambda| \to 0, I_0R_0 = o(N), I_0 = o(N^{1/2}\gamma^{1/2}) \).

Notice in this case it is necessary that \( |1 - \lambda| \to 0 \).

Since \( I_0 = o(N^{1/2}\gamma^{1/2}) \), we can find \( \kappa(N) \to \infty \) such that

\[
\kappa(N) \ll \left( N^{1/2}\gamma^{1/2} \wedge |1 - \lambda|^{-1} \right) I_0^{-1}.
\]

Let \( k(N) := I_0\kappa(N) \). There is an order-preserving coupling between \( I^N \) and \( \overline{L} \) such that \( I_t^N \leq \overline{L}_t \), for all \( t \geq 0 \). Since \( I_0 \ll k, (1 - \lambda)k(N) \to 0 \) and \( \lambda \to 1 \), we can apply the second case in Lemma 3.2 to \( \overline{L} \), and obtain that with probability tending to 1, \( I_t^N \leq \overline{L}_t \leq k(N) \).

For \( N \in \mathbb{N} \), conditioned on \( \{ I_t^N \leq k(N) \} \), each \( R^N \) is stochastically dominated by an immigration-death process \( M = (M_t)_{t \geq 0} \) with immigration rate \( k(N) \) and death rate \( \gamma \) and \( M_0 \geq R_0 \).

Let \( M_0 = m(N) := N^{1/2}\gamma^{-1/2} \vee R_0 \), and \( t_0 = M_0\gamma \). It is obvious that \( M_0 \to \infty \) and \( k = o(M_0\gamma) \).

Since \( \frac{M_0\gamma}{ke} \to \infty \) and \( M_0\gamma = O(M_0) \), we have

\[
t_0 = o \left( \left( \frac{M_0\gamma}{ke} \right)^{M_0} \right).
\]

Thus all the conditions of Lemma 3.4 are met, and we have

\[
\mathbb{P} \left[ R_t^N \geq 2m(N), \forall t \leq t_0 \mid I_t^N \leq k(N) \right] \leq \mathbb{P} \left[ M_t \geq 2M_0, \forall t \leq t_0 \right] \to 0.
\]

It follows that with probability tending to 1,

\[
\lambda \geq \lambda \left( 1 - \frac{I_t^N + R_t^N}{N} \right) \geq \lambda \left( 1 - \frac{k(N) + 2m(N)}{N} \right).
\]

Denote \( T_L := \inf\{ t : L_t = 0 \} \) and \( T_{\overline{L}} := \inf\{ t : \overline{L}_t = 0 \} \). From Cases 1 and 3 of Theorem 3.1, we have \( T_{\overline{L}} \) is of order \( I_0 = o(t_0) \). It follows that as \( N \to \infty \),

\[
\mathbb{P} \left[ T_{\overline{L}} < t_0 \right] \to 1.
\]
For each $N \in \mathbb{N}$, conditioned on
\[
\left\{ I_t^N \leq 2I_0, R_t^N \leq 2m(N), \forall t \leq t_0 \right\},
\]
there is an order-preserving coupling between $L$ and $I^N$ and between $I^N$ and $T$ such that $L_t \leq L_t \leq T_t$ for all $t \geq 0$. For sufficiently large $N$, we have
\[
\mathbb{P} \left[ T_L \leq T_o^N \leq T_T < t_0 \right] \geq \mathbb{P} \left[ I_t^N \leq k(N), R_t^N \leq 2m(N), \forall t \leq t_0 \right].
\]

Notice that $I_0M_0 \leq I_0N^{1/2}g^{-1/2} + I_0R_0 = o(N)$. Since
\[
\lim_{N \to \infty} \left( 1 - \lambda \left( 1 - \frac{(k(N) + 2m(N))}{N} \right) \right) L_0 = \lim_{N \to \infty} \left( 1 - \lambda \right) I_0 + \lim_{N \to \infty} \lambda \frac{I_0(k(N) + 2m(N))}{N}
\]
\[
= \lim_{N \to \infty} \left( 1 - \lambda \right) T_0 = 0,
\]
the asymptotic distribution of $T_o^N$ follows from Case 1 in [Theorem 3.1] if $I_0 = O(1)$, and Case 3 if $I_0 \to \infty$.

**Case 1.2:** $I_0(1 - \lambda) \to a > 0$ and $I_0 = o \left( N^{1/2}g^{1/2} \right)$, $I_0R_0 = o \left( N \right)$.

Notice that this is only possible if
\[
(1 - \lambda)N^{1/2}g^{1/2} \to \infty. \tag{4.1}
\]
This case covers the scenarios where $\lambda$ is independent of $N$ and $I_0 = O(1)$.

Let $m(N) := N^{1/2}g^{-1/2} \vee R_0 \to \infty$. Since $I_0 = o \left( m_\gamma \right)$, by letting $k(N) := \sqrt{I_0m_\gamma} \to \infty$, we have
\[
(1 - \lambda)\sqrt{I_0m_\gamma} \gg (1 - \lambda)I_0 \approx 1.
\]
By the first case in [Lemma 3.2] with probability tending to 1, $I_t^N \leq \sqrt{I_0m_\gamma}$ for all $t \geq 0$.

Again, let $M = (M_t)_{t \geq 0}$ be the immigration-death process dominating $R^N$. Let $M_0 = m(N)$, and we have $k = o(M_0/\gamma)$. For
\[
t_0 = m_\gamma = o \left( \left( \frac{M_0/\gamma}{k} \right)^{M_0} \right),
\]
by [Lemma 3.4] and the argument similar to the previous case, we have
\[
\mathbb{P} \left[ R_t^N \geq 2m(N), \forall t \leq t_0 \middle| I_t^N \leq \sqrt{I_0m_\gamma}, \forall t \geq 0 \right] \to 0.
\]
The extinction times $T_L$ and $T_T$ have the same asymptotic distribution as specified in [Theorem 3.1] (Case 2 when $I_0 = O(1)$ and Case 4 when $I_0 \to \infty$). As in the previous case, as $N \to \infty$,
\[
\mathbb{P} \left[ T_T < t_0 \right] \to 1.
\]
Since $I_0\sqrt{I_0m_\gamma} = o(I_0m_\gamma) = O(I_0M_0)$, and $I_0M_0 \leq I_0N^{1/2}g^{-1/2} + I_0R_0 = o(N)$, we have
\[
\lim_{N \to \infty} \left( 1 - \lambda \left( 1 - \frac{\sqrt{I_0m_\gamma} + 2m}{N} \right) \right) L_0 = \lim_{N \to \infty} \left( 1 - \lambda \right) I_0 + \lim_{N \to \infty} \lambda \frac{I_0(\sqrt{I_0m_\gamma} + 2m)}{N}
\]
\[
= \lim_{N \to \infty} (1 - \lambda)T_0 = a.
Case 1.3: \( I_0(1 - \lambda) \to \infty, I_0 = o\left(\frac{N(1-\lambda)\gamma}{\log I_0(1-\lambda)}\right), \) and \( R_0 = o\left(\frac{N(1-\lambda)}{\log I_0(1-\lambda)}\right). \)

This case is possible only if (4.1) is true. It covers the scenarios where \( \lambda \) is independent of \( N \), and \( I_0 \to \infty \).

Let \( k(N) := 2I_0. \) Since \((1 - \lambda)I_0 \to \infty \) and \( \lambda(N) < 1 \), by the first case in Lemma 3.2 with probability tending to 1, \( I_t^N \leq 2I_0. \)

Since \( I_0 = o\left(\frac{N(1-\lambda)\gamma}{\log I_0(1-\lambda)}\right), \) and \( R_0 = o\left(\frac{N(1-\lambda)}{\log I_0(1-\lambda)}\right), \) we can find \( \tilde{m}(N) \) such that

\[ I_0 \ll \tilde{m} \gamma \ll \frac{N(1-\lambda)\gamma}{\log I_0(1-\lambda)}. \]

Let

\[ m(N) = \frac{N(1-\lambda)}{\log^2 N(1-\lambda)} \vee R_0 \vee \tilde{m}. \]

We have the properties: \( I_0 = o(m\gamma) \) and

\[ m = o\left(\frac{N(1-\lambda)}{\log I_0(1-\lambda)}\right). \]

By (4.1), we also have \((1 - \lambda)^{-1} \ll N(1 - \lambda).\)

Define linear birth-death processes \( \bar{L} \) and \( \bar{L} \) the same way as in Case 1.2.

The extinction time of \( T_{\bar{L}} \), according to Case 5, Theorem 3.1, is of order \((1 - \lambda)^{-1} \log I_0(1 - \lambda).\) Notice that

\[ (1 - \lambda)^{-1} \log I_0(1 - \lambda) \ll N^2(1 - \lambda)^2. \]

Let \( t_0 = N^2(1 - \lambda)^2 \), then similarly, we have

\[ \mathbb{P}[T_{\bar{L}} < t_0] \to 1. \]

Since

\[ \log t_0 = 2 \log N(1 - \lambda) \ll N^{1/2}(1 - \lambda)^{1/2} \log \frac{m\gamma}{2\epsilon I_0} \ll m \log \frac{m\gamma}{2\epsilon I_0}, \]

it follows from Lemma 3.4 that,

\[ \mathbb{P}[R_N^t \geq 2m(N), \forall t \leq t_0 | I_t^N \leq 2I_0, \forall t \geq 0] \to 0. \]

Since \( I_0 = o(m(N)) \), we have

\[ \lim_{N \to \infty} \left(1 - \lambda \left(1 - \frac{2(I_0 + m)}{N}\right)\right) \frac{I_0}{N} - \lim_{N \to \infty} (1 - \lambda)I_0 = \lim_{N \to \infty} \frac{2I_0(I_0 + m)}{N} \]

\[ = o\left(\frac{I_0(1-\lambda)}{\log I_0(1-\lambda)}\right), \]

and the rest follows from the order-preserving coupling as introduced in Appendix A.
4.2 Proof of Cases 2.1-2.2

For Cases 2.1 and 2.2, we require γ to be sufficiently small, so that $R^N$ does not move far away from $R_0(N) \sim r_0N$, $r_0 \in (0, 1)$ before extinction. According to [Theorem 3.1] when $I_0 = O(1)$, we expect the extinction time to be of order $O(1)$; whereas when $I_0 \to \infty$, we expect the extinction time to have the asymptotic expansion $\log I_0 + O(1)$.

Firstly, we estimate the probability that $R^N$ will remain close to $r_0N$ for a duration of order $\log N$. The approach we use below is a variation of the ODE approximation of Markov chains. A comprehensive introduction to this can be found in Darling and Norris [6]. We state the proposition in Appendix B related to our proof.

**Lemma 4.1.** Let

$$ X_t^{N,1} := \frac{I_t^N}{N}, \quad X_t^{N,2} := \frac{R_t^N}{N}, $$

with initial states $X_0^{N,1} = I_0(N)/N$ and $X_0^{N,2} \to r_0 > 0$. Let $\delta = \delta(N) > 0$. For sufficiently large $N$, if $t_1 = t_1(N)$ satisfies $0 < t_1 < \delta \gamma^{-1}$, then for such $N$ we have

$$ \mathbb{P} \left[ \sup_{t \leq t_1} \left| X_t^{N,2} - X_{0}^{N,2} \right| > 4\delta \right] \leq 2 \exp \left\{ -\frac{\delta^2 N}{4(\gamma + 1)t_1} \right\} + \frac{I_0}{(1 - \lambda + \lambda r_0/2)\delta N}. $$

(4.2)

**Proof.** We consider $N \in \mathbb{N}$ to be sufficiently large and fixed throughout the proof.

For $\epsilon > 0$, let

$$ T_R(\epsilon) := \inf \left\{ t \geq 0 : \sup_{s \leq t} \left| X_s^{N,2} - X_{0}^{N,2} \right| > \epsilon \right\}. $$

The process $X^N$ has transition rates:

$$ q^N((x_1, x_2), j) = \begin{cases} N\gamma x_2, & j = (0, -\frac{1}{N}), \\ N x_1, & j = (-\frac{1}{N}, \frac{1}{N}), \\ N\lambda(1 - x_1 - x_2)x_1, & j = (\frac{1}{N}, 0). \end{cases} $$

(4.3)

It is also easy to see that the state space of $X^N$ is a subset of $[0, 1]^2$.

By the argument introduced in Appendix B we can write

$$ X_t^{N,2} = X_0^{N,2} + \int_0^t \sum_j j_2 q^N \left( (X_s^{N,1}, X_s^{N,2}), j \right) ds + M_t^N 
= X_0^{N,2} + \int_0^t \left( -\gamma X_s^{N,2} + X_s^{N,1} \right) ds + M_t^N, $$

(4.4)

where $M^N$ is a zero-mean martingale. We also have for any $x_1, x_2 \in [0, 1],

$$ \sum_{j \in J^N} j_2 q^N((x_1, x_2), j) = N^{-1}\gamma x_2 + N^{-1}x_1 < (\gamma + 1)N^{-1}, $$

where $j_i$ denotes the $i$-th component of $j$. 
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For any given $N$ and $\epsilon > 0$, let
\[ T_M(\epsilon) := \inf \left\{ t : \sup_{s \leq t} |M_s^N| > \epsilon \right\}. \]

By Proposition B.1, we have for any $t_1 = t_1(N)$,
\[ \mathbb{P} \left[ T_M(\epsilon) \leq t_1 \right] \leq 2\exp \left\{ -\frac{\epsilon^2 N}{4(\gamma + 1)t_1} \right\}. \tag{4.5} \]

Taking the supremum and applying Gronwall’s inequality to (4.4), we have
\[
\begin{align*}
\sup_{s \leq t} X_s^{N,2} &\leq X_0^{N,2} + \int_0^t \gamma \sup_{u \leq s} X_u^{N,2} ds + \int_0^t X_s^{N,1} ds + \sup_{s \leq t} |M_s^N|, \\
\sup_{s \leq t} X_s^{N,2} &\leq \left( X_0^{N,2} + \sup_{s \leq t} |M_s^N| + \int_0^t X_s^{N,1} ds \right) e^{\gamma t}, \\
\sup_{s \leq t} \left( X_s^{N,2} - X_0^{N,2} \right) &\leq X_0^{N,2}(e^{\gamma t} - 1) + \left( \sup_{s \leq t} |M_s^N| + \int_0^t X_s^{N,1} ds \right) e^{\gamma t}. \tag{4.6}
\end{align*}
\]

On the other hand, from (4.4) we have, for all $t \geq 0$, \( X_t^{N,2} \geq X_0^{N,2} - \gamma t - \sup_{s \leq t} |M_s^N| \). It follows that for all $t > 0$,
\[ \inf_{s \leq t} \left( X_s^{N,2} - X_0^{N,2} \right) \geq -\gamma t - \sup_{s \leq t} |M_s^N|. \tag{4.7} \]

Combining (4.6) and (4.7), we have
\[
\sup_{s \leq t} \left| X_s^{N,2} - X_0^{N,2} \right| \leq (e^{\gamma t} - 1) + \left( \sup_{s \leq t} |M_s^N| + \int_0^t X_s^{N,1} ds \right) e^{\gamma t}.
\]

Define $T_{int}(\epsilon) := \inf \left\{ t : \int_0^t X_s^{N,1} ds > \epsilon \right\}$.

For $t_1(N)$ and $\delta = \delta(N) \to 0$ satisfying $\gamma(N)t_1(N) < \delta(N)$ for sufficiently large $N$, on the event
\[ \{ t < T_M(\delta) \wedge T_{int}(\delta) \wedge t_1 \}, \]
we have
\[ \sup_{s \leq t} \left| X_s^{N,2} - X_0^{N,2} \right| = (\gamma t_1 + O(\gamma^2 t_1^2)) + 2\delta(1 + \gamma t_1 + O(\gamma^2 t_1^2)) < 4\delta. \]

In other words, $\mathbb{P} \left[ T_R(4\delta) > t \left| t < T_M(\delta) \wedge T_{int}(\delta) \wedge t_1 \right] \right] = 1$.

It follows that
\[ \mathbb{P} \left[ T_M(\delta) \wedge T_{int}(\delta) \wedge t_1 \leq T_R(4\delta) \right] = 1. \tag{4.8} \]

Let $T_{sum}(x) := \inf \left\{ t : X_t^{N,1} + X_t^{N,2} \leq x \right\}$.
It follows from (4.8) that for sufficiently large \(N\), on the event \(\{t < T_M(\delta) \wedge T_{int}(\delta) \wedge t_1\}\),

\[
X_t^{N,1} + X_t^{N,2} \geq X_0^{N,2} - 4\delta > \frac{3r_0}{4},
\]
which suggests that

\[
P \left[ T_{\text{sum}} \left( \frac{r_0}{2} \right) > T_M(\delta) \wedge T_{int}(\delta) \wedge t_1 \right] = 1.
\] (4.9)

The inequality is strict because \((X^{N,1} + X^{N,2})\) has jump sizes of order \(N^{-1}\) and cannot reach \(r_0/2\) from above \(3r_0/4\) in one jump.

Also from (4.8),

\[
P \left[ T_R(4\delta) < t_1 \right] \leq P \left[ T_M(\delta) < t_1 \right] + P \left[ T_{int}(\delta) = T_{int}(\delta) \wedge T_M(\delta) < t_1 \right].
\]

The upper bound of \(P \left[ T_M(\delta) < t_1 \right]\) is obtained in (4.5). For the second term on the RHS above, conditioning on the event \(\{T_{int}(\delta) = T_{int}(\delta) \wedge T_M(\delta) < t_1\}\), the equality (4.9) is equivalent to

\[
P \left[ T_{\text{sum}} \left( \frac{r_0}{2} \right) > T_{int}(\delta) \right] = 1.
\]

Then

\[
P \left[ T_{int}(\delta) = T_{int}(\delta) \wedge T_M(\delta) < t_1 \right] \leq P \left[ T_{int}(\delta) < T_{\text{sum}} \left( \frac{r_0}{2} \right) \wedge t_1 \right].
\]

On the event \(\{t < T_{\text{sum}} \left( \frac{r_0}{2} \right) \wedge t_1\}\), the process \(I^N\) is dominated by a linear birth-death process \(L = (L_t)_{t \geq 0}\) with birth rate \(\lambda \left( 1 - \frac{r_0}{2} \right)\) and death rate 1. Therefore, \(\int_0^t X_s^{N,1} ds\) is stochastically bounded by

\[
N^{-1} \int_0^{T_L} L_s ds = N^{-1} H(I_0),
\]
where \(T_L\) and \(H(I_0)\) are defined as Lemma 3.5.

For any \(t > 0\), the probability \(P \left[ T_{int}(\delta) \leq t \right]\) is then bounded by the probability \(P \left[ H(I_0) > N\delta \right]\). By (3.1),

\[
P \left[ T_{int}(\delta) = T_{int}(\delta) \wedge T_M(\delta) < t_1 \right] \leq P \left[ T_{int}(\delta) < t_1 \right] \leq P \left[ H(I_0) > N\delta \right]
\]
\[
\leq \frac{I_0}{(1 - \lambda + \lambda r_0/2)N\delta},
\]
where the last inequality follows from Lemma 3.5.

Together with (4.5), we have

\[
P \left[ T_R(4\delta) < t_1 \right] \leq 2 \exp \left\{ -\frac{\delta^2 N}{4(\gamma + 1)t_1} \right\} + \frac{I_0}{(1 - \lambda + \lambda r_0/2)N\delta}.
\]
\[
\square
\]
Now we are ready to discuss different cases under the second scenario, depending on the size of $I_0$.

**Case 2.1:** $I_0 = O(1)$ and $\gamma = o(1)$.

Let $\delta(N) = \gamma^{1-\epsilon} \lor N^{-1/3}$ for a small $\epsilon > 0$. Then for any $t_1 = O(1)$ we have $t_1 < \gamma^{-\epsilon} \leq \delta \gamma^{-1}$. By Lemma 4.1,

$$\mathbb{P} \left[ \sup_{s \leq t_1} |R^N_s - R_0| > 4\delta N \right] \to 0.$$  

Define $\delta_0(N) := |R_0/N - r_0|$.

For each $N \in \mathbb{N}$, define two linear birth-death processes $L$ and $\overline{L}$ such that $\overline{L}$ has birth rate $\lambda(1 - r_0 + 4\delta - \delta_0)$ and death rate 1, and $L$ has birth rate $\lambda(1 - r_0 - 4\delta - \delta_0)$ and death rate 1. Let $L_0 = \overline{L}_0 = I_0$.

Denote $T_R(4\delta) := \inf \left\{ t \geq 0 : \sup_{s \leq t} |R^N_s - R_0| > 4\delta N \right\}.$

Then for $t < T_R(4\delta)$,

$$I_0 \lambda(1 - r_0 - 4\delta - \delta_0) \leq I_0 \lambda \left( 1 - \frac{I^N_t + R^N_t}{N} \right) \leq I_0 \lambda(1 - r_0 + 4\delta + \delta_0),$$

and all three terms tend to $\lim_{N \to \infty} I_0 \lambda(1 - r_0)$.

With $a = \lim_{N \to \infty} (1 - \lambda + \lambda r_0) \in (0, \infty)$, the conclusion then follows from Case 2 of Theorem 3.1.

$$\mathbb{P} \left[ T^N_o \leq w \right] = \mathbb{P} \left[ T^N_o \leq w, T_R(4\delta) \leq w \right] + \mathbb{P} \left[ T^N_o \leq w, T_R(4\delta) > w \right]$$

$$\quad \to \left( 1 + \frac{a}{e^{aw} - 1} \right)^{-I_0},$$

where by (4.2), we have for all $w > 0$,

$$\mathbb{P} \left[ T^N_o \leq w, T_R(4\delta) \leq w \right] \leq \mathbb{P} \left[ T_R(4\delta) \leq w \right] \to 0.$$

**Case 2.2** $I_0 \to \infty$ and there exists $\epsilon_1, \epsilon_2 > 0$ such that $I_0 = o(N^{1-\epsilon_1})$ and $\gamma = o(N^{-\epsilon_2})$.

Let $\delta = N^{-b \epsilon_2}$, where positive constant $b$ is chosen to satisfy $b < \frac{1}{2\epsilon_2} \land \frac{\epsilon_1}{\epsilon_2} \land 1$. Then we have that any $t_1 = O(\log N)$ satisfies $t_1 < \delta \gamma^{-1} = N^{(1-b)\epsilon_2}$.

Since $\delta^2 N = N^{1-2b \epsilon_2}$ and $\frac{\epsilon_1}{\delta N} \ll N^{b \epsilon_2 - \epsilon_1}$ are both of negative polynomial orders of $N$, by Lemma 4.1,

$$\mathbb{P} \left[ \sup_{s \leq t_1} |R^N_s - R_0| > 4\delta N \right] \to 0.$$  

The constructions of $L$ and $\overline{L}$, and the stopping time $T_R(4\delta)$ remain the same as Case 2.1. We still have that, with probability tending to 1, for $t \leq T_R(4\delta)$,

$$\lambda(1 - r_0 - 4\delta - \delta_0) \leq \lambda \left( 1 - \frac{I^N_t + R^N_t}{N} \right) \leq \lambda(1 - r_0 + 4\delta + \delta_0).$$
Recall that \( a = \lim_{N \to \infty} (1 - \lambda + \lambda r_0) \in (0, \infty) \). Following from Case 5 of Theorem 3.1, the extinction times of \( L \) and \( \mathcal{T} \) tend to the same limit if \( I_0(4\delta + \delta_0) = o\left( \frac{aI_0}{\log(aI_0)} \right) \), which is equivalent to \( N^{-b/2} \log N \to 0 \).

The conclusion then follows from Case 5 of Theorem 3.1:

\[
\mathbb{P}\left[ aT_o^N - \log(aI_0) \leq w \right] = \mathbb{P}\left[ T_o^N \leq a^{-1} \log(aI_0) + a^{-1}w < T_R(4\delta) \right] \\
+ \mathbb{P}\left[ T_o^N \leq a^{-1} \log(aI_0) + a^{-1}w, T_R(4\delta) \leq a^{-1} \log(aI_0) + a^{-1}w \right] \\
\to e^{-e^{-w}},
\]

where we use the fact that for any constants \( c_1, c_2 > 0 \),

\[
\mathbb{P}\left[ T_R(4\delta) \leq c_1 \log N + c_2 \right] \to 0.
\]

5 Numerical analysis

We compare our analytic results in Theorem 2.1 to the data obtained through Monte Carlo simulations. Two simulation algorithms, SSA and modified \( \tau \)-leaping, are used to simulate the extinction time. The detail of both algorithms and the motivation of developing the modified \( \tau \)-leaping method as an approximation to the SSA method can be found in Cao et al. [5]. Roughly speaking, the classic SSA method is time-consuming when simulating stochastic epidemic models with large populations, and even more so when the model is near-critical. In comparison, the modified \( \tau \)-leaping method is more efficient.

Our numerical analysis is implemented in MATLAB(R2019b). For each case in Theorem 2.1, we choose one ‘parameter-initial state’ combination and run 700 simulations for a set of \( N \) of different orders (up to \( N = 10^7 \) for the SSA method and up to \( N = 10^{12} \) for the modified \( \tau \)-leaping method. The choice of maximum \( N \) is made based on both the computation time and the observed speed of convergence). We set the parameters of the modified \( \tau \)-leaping to be \( n_c = 200 \) and \( \epsilon = 0.02 \).

For each case, the results are presented in three sub-figures. We present the first example in large figures so that the reader can examine the details. We can see that all our asymptotic results provide fairly good approximations.
Figure 2: Case 1.1 ($\lambda(N) < 1$): $\lambda = 1 - N^{-1/2}$, $\gamma = N^{-1/6}$, $I_0 = N^{1/4}$, $R_0 = N^{1/2}$.

In all figures, the lines are colour-coded by a gradient from dark red to yellow. A line with a colour closer to yellow corresponds to the result for a larger $N$. In all of our figures, the dashed lines represent simulations by the modified $\tau$-leaping method and the solid lines represent simulations by the SSA method. The time axes are always scaled according to the scaling of the asymptotic distribution.

Figure (a) presents a randomly chosen sample path from the simulation for each $N$ in log scale, i.e., $\log_N(I_t^N)$ (in the thicker lines) and $\log_N(R_t^N)$ (in the thinner lines) over the scaled time.

Figure (b) presents the histogram of extinction times for different $N$, normalised so that the sum of the bar areas is less than or equal to 1 (i.e., Figure (b) is the simulated probability density function of the extinction time). The blue line represents the first-order derivative of the asymptotic distribution function.

Figure (c) presents the histogram of extinction times for different $N$, normalised so that the height of the last bar is less than or equal to 1 (i.e., Figure (c) is the simulated cumulative distribution function of the extinction time). The blue line represents the asymptotic distribution we have derived through analysis.
Figure 3: Case 1.1 ($\lambda(N) > 1$): $\lambda = 1 + N^{-1/2}$, $\gamma = N^{-1/6}$, $I_0 = N^{1/4}$, $R_0 = N^{1/2}$.

Figure 4: Case 1.2: $\lambda = 1 - N^{-1/3}$, $\gamma = N^{-1/4}$, $I_0 = N^{1/3}$, $R_0 = N^{1/3}$.

Figure 5: Case 1.3: $\lambda = 1 - N^{-1/4}$, $\gamma = N^{-1/4}$, $I_0 = N^{1/3}$, $R_0 = N^{1/2}$.

Figure 6: Case 2.1: $\lambda = 0.8 - N^{-1/2}$, $\gamma = N^{-5/12}$, $I_0 = 30$, $R_0 = 0.3N$. 
A Order-preserving coupling for birth-death processes

Consider two birth-death processes $Z^1, Z^2$, both defined on a state space $\mathbb{N}$. For $i = 1, 2$, $Z^i$ has transition rates

$$
\begin{align*}
&z \to z + 1, \text{ at rate } b_i(z), \\
&z \to z - 1, \text{ at rate } d_i(z),
\end{align*}
$$

where $b_1(z) \geq b_2(z)$, $d_1(z) \leq d_2(z)$ for all $z \in \mathbb{N}$, and their initial states satisfy $Z^1_0 \geq Z^2_0$.

The order-preserving coupling $(\hat{Z}^1, \hat{Z}^2)$ is defined on $\mathbb{N} \times \mathbb{N}$, satisfying:

At state $(z, z)$, $(\hat{Z}^1, \hat{Z}^2)$ has transition rates

$$
\begin{align*}
&(z, z) \to (z + 1, z), \text{ at rate } b_1(z) - b_2(z), \\
&(z, z) \to (z + 1, z + 1), \text{ at rate } b_2(z), \\
&(z, z) \to (z - 1, z - 1), \text{ at rate } d_1(z), \\
&(z, z) \to (z, z - 1), \text{ at rate } d_2(z) - d_1(z),
\end{align*}
$$

and at state $(z_1, z_2)$, $z_1 \neq z_2$, $\hat{Z}^1$ and $\hat{Z}^2$ jump independently. Since $\hat{Z}^1$ and $\hat{Z}^2$ will a.s. not jump at the same time, their paths will a.s. not cross each other when $|z_1 - z_2| = 1$.

The intuition as to why this coupling is order-preserving is that, $\hat{Z}^1$, with higher birth rates and lower death rates, will stay above $\hat{Z}^2$ until they meet, in which case, they will jump together until either $\hat{Z}^1$ moves upward, or $\hat{Z}^2$ moves downward.

B ODE approximation of Markov Chains

Consider a sequence of Markov chains indexed by $N$, valued in finite state space $S^N \subset \mathbb{R}^d$, and is denoted as $\{(X^N_t)_{t \geq 0}\}_{N \in \mathbb{N}}$. For each $N$, $X^N$ is uniquely defined by its initial state $X^N_0 = x^N_0 \to x_0$ as $N \to \infty$, and transition rates $q^N(x, j)$, $j \in J^N$, where $J^N$ is the set of possible jumps in column vectors. We assume the number of elements in $J^N$ is finite and independent of $N$, and

$$\bar{j}^N := \max \{|j| : j \in J^N\} \to 0, \quad N \to \infty. \tag{B.1}$$
For each $N$, denote a jump at time $t$ as $\Delta X_t^N := X_t^N - X_{t-}^N$, then we can define random measures on $[0, \infty) \times J$ as

$$
\mu := \sum_{t: \Delta X_t^N \neq 0} \delta_{(t, \Delta X_t^N)} \text{ and } v(dt, j) := q(X_t^N, j)dt.
$$

Thus we can write

$$
X_t = X_0 + \int_0^t \sum_{j \in J} j\mu(ds, j).
$$

Let $(H(t, j))_{t \geq 0}$ be a left-continuous adapted process for each $j \in J$. It is known that if $H$ satisfies for all $t \geq 0$,

$$
\mathbb{E} \left[ \int_0^t \sum_{j \in J} |H(s, j)| v(ds, j) \right] < \infty,
$$

then it is known that

$$
\int_0^t \sum_{j \in J} H(s, j)(\mu - v)(ds, j)
$$

is a well-defined martingale (see e.g. Theorem 8.4, [6]). It follows that we can decompose $X$ as

$$
X_t^N = x_0 + \int_0^t \sum_{j \in J} jq(X_{s-}^N, j)ds + M_t^N, \tag{B.2}
$$

where the martingale part $M_t^N := \int_0^t \sum_{j \in J} j(\mu - v)(ds, j)$ is called the compensated martingale, and $\int_0^t \sum_{j \in J} jq(X_{s-}^N, j)ds$ is called the compensator.

**Proposition B.1.** Consider the sequence of Markov chains $\{X^N\}_{N \in \mathbb{N}}$ defined as above. Denote the $i$-th component of vector $j$ as $j_i$. For each given $N$, $t_0 > 0$ and $\bar{a} = \bar{a}(N) > 0$, let

$$
\tau^{t_0}(i, \bar{a}) := \inf \left\{ t : \int_0^{t \wedge t_0} \sum_{j \in J^N} q^N(X_{s-}^N, j)j_i^2 ds > \bar{a}(N) \right\}, \quad i = 1, 2, \cdots, d, \tag{B.3}
$$

then for any $\delta = \delta(N) < \bar{a}/\max_{j \in J^N} |j_i|$, let

$$
\mathbb{P} \left[ \sup_{s \leq t_0 \wedge \tau^{t_0}(i, \bar{a})} |\langle e_i, M_s^N \rangle | \geq \delta \right] \leq 2 \exp \left\{ -\frac{\delta^2}{4 \bar{a}} \right\}, \quad i = 1, 2, \cdots, d.
$$

**Proof.** For any $\theta \in \mathbb{R}^d$, Define $h(x; \theta) := e^{\langle \theta, x \rangle} - \langle \theta, x \rangle - 1$ and

$$
K_t^N(\theta) := \exp \left\{ \langle \theta, M_t^N \rangle - \int_0^t \sum_{j \in J^N} q^N(X_{s-}^N, j)h(j; \theta)ds \right\}. \tag{B.4}
$$
It is easy to see that \( (K^N_t(\theta))_{t \geq 0} \) is a martingale with mean 1, since

\[
K^N_t(\theta) = \exp \left\{ \langle \theta, X^N_t \rangle - \int_0^t \sum_{j \in J_N} q^N(X^N_{s-}, j) (e^{\langle \theta, j \rangle} - 1) \, ds \right\},
\]

\[
= K^N_0(\theta) - \int_0^t K^N_s(\theta) \sum_{j \in J_N} (e^{\langle \theta, j \rangle} - 1) \, v(ds, j)
\]

\[
+ \int_0^t \exp \left\{ - \int_0^s \sum_{j \in J_N} q^N(X^N_{u-}, j) (e^{\langle \theta, j \rangle} - 1) \, du \right\} \sum_{j \in J_N} (e^{\langle \theta, X^N_{u+}, j \rangle} - e^{\langle \theta, X^N_{u-}, j \rangle}) \mu(ds, j)
\]

\[
= 1 + \int_0^t K^N_s(\theta) \sum_{j \in J_N} (e^{\langle \theta, j \rangle} - 1) (\mu - v)(ds, j),
\]

where \( K^N(\theta) \) is bounded and \( \langle x, y \rangle \) denotes the scalar product.

For any \( x, \theta \in \mathbb{R}^d \),

\[
h(x; \theta) \leq e^{\|\theta, x\|} - | \langle \theta, x \rangle | - 1 \leq \frac{1}{2} | \langle \theta, x \rangle |^2 e^{|\langle \theta, x \rangle|}. \quad (B.5)
\]

Conditioning on the event \( \{ t < \tau^a(i, \bar{a}) \} \) and letting \( \theta = ce_i \) for any \( c = c(N) > 0 \), we have

\[
\int_0^{t \wedge \tau^a} \sum_{j \in J_N} q^N(X^N_{s-}, j)h(j; \pm ce_i)ds \leq \frac{1}{2} c^2 \exp \left\{ c \max_{j \in J_N} |j| \right\} \bar{a}, \quad i = 1, 2, \cdots, d. \quad (B.6)
\]

Now for \( t > 0 \), any \( A = A(N) > 0 \) and \( B = B(N) > 0 \), let

\[
\tau_M(\theta, B) := \inf \{ t : \langle \theta, M^N_t \rangle \geq B \}.
\]

Since \( h(j; \theta) \) is non-negative,

\[
\mathbb{P} \left[ \tau_M(\theta, B) \leq t_0 \wedge \tau^a(i, \bar{a}) , \int_0^{\tau_M(\theta, B) \wedge t_0} \sum_{j \in J_N} q^N(X^N_{s-}, j)h(j; \theta)ds < A \right]
\]

\[
\leq \mathbb{P} \left[ \sup_{s \leq \tau^a(i, \bar{a})} \langle \theta, M^N_s \rangle \geq B, \int_0^{\tau_M(\theta, B) \wedge t_0} \sum_{j \in J_N} q^N(X^N_{s-}, j)h(j; \theta)ds < A \right]
\]

\[
\leq \mathbb{P} \left[ K^N_{\tau_M(\theta, B) \wedge t_0}(\theta) \geq e^{B-A} \right]
\]

\[
\leq e^{A-B} \mathbb{E} \left[ K^N_{\tau_M(\theta, B) \wedge t_0}(\theta) \right] = e^{A-B},
\]

where the last equality follows from Doob’s optional sampling theorem.

Let

\[
\theta = \pm \frac{\delta}{2\bar{a}} e_i.
\]
It follows from (B.6) that on the event \( \{ t < \tau^{t_0}(i, \bar{a}) \} \),

\[
\int_0^{t \land t_0} \sum_{j \in J^N} q^N(X^N_{s-}, j) h \left( j; \pm \frac{\delta}{2\bar{a}} e_i \right) \, ds \leq \frac{\delta^2}{4\bar{a}}, \quad i = 1, 2, \ldots, d.
\]

We then have

\[
P \left[ \sup_{s \leq t_0 \land \tau^{t_0}(i, \bar{a})} \left| \langle e_i, M^N_s \rangle \right| \geq \delta \right] \leq P \left[ \tau_M \left( \frac{\delta}{2\bar{a}} e_i, \frac{\delta^2}{2\bar{a}} \right) \leq t_0 \land \tau^{t_0}(i, \bar{a}) \right] + P \left[ \tau_M \left( -\frac{\delta}{2\bar{a}} e_i, \frac{\delta^2}{2\bar{a}} \right) \leq t_0 \land \tau^{t_0}(i, \bar{a}) \right] \leq 2 \exp \left\{ \frac{\delta^2}{4\bar{a}} - \frac{\delta^2}{2\bar{a}} \right\} = 2 \exp \left\{ -\frac{\delta^2}{4\bar{a}} \right\},
\]

and the statement follows.

\[\square\]
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