An optimal estimator for the CMB–LSS angular power spectrum and its application to WMAP and NVSS data
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ABSTRACT

We use a quadratic maximum likelihood (QML) method to estimate the angular power spectrum of the cross-correlation between cosmic microwave background and large-scale structure maps as well as their individual auto-spectra. We describe our implementation of this method and demonstrate its accuracy on simulated maps. We apply this optimal estimator to Wilkinson Microwave Anisotropy Probe (WMAP) 7-yr and National Radio Astronomical Observatory (NRAO) Very Large Array Sky Survey (NVSS) data and explore the robustness of the angular power spectrum estimates obtained by the QML method. With the correction of the declination systematics in NVSS, we can safely use most of the information contained in this survey. We then make use of the angular power spectrum estimates obtained by the QML method to derive constraints on the dark energy critical density in a flat Λ cold dark matter model by different likelihood prescriptions. When using just the cross-correlation between WMAP 7-yr and NVSS maps with 1:8 resolution, the best-fitting model has a cosmological constant of approximately 70 per cent of the total energy density, disfavouring an Einstein–de Sitter universe at more than 2σ confidence level.
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1 INTRODUCTION

Understanding the nature of dark energy is one of the outstanding questions in observational cosmology. Since the discovery of the present acceleration of the Universe by the measurement of the luminosity distance of distant Type Ia supernovae (SN Ia; Riess et al. 1998; Perlmutter et al. 1999), several observations (e.g. Tegmark et al. 2004; Eisenstein et al. 2005; Larson et al. 2011) have converged to a cosmological concordance model in which an unknown component having a negative pressure density – ‘dark energy’ – that contributes ~2/3 of the total energy budget of the Universe. At present the precise nature of dark energy, parametrized by its equation of state, can only be weakly constrained using a range of cosmological tests, but indications are that its behaviour is close to that expected from a cosmological constant.

A key strategy in determining the nature of dark energy is to combine as many different observations as possible, including the luminosity distances for SN Ia, the baryonic acoustic oscillation (BAO) scale observed in galaxy surveys, anisotropies of the cosmic microwave background (CMB) and weak lensing surveys. Cross-correlations among the above observations also contain precious cosmological information about dark energy. Ambitious space projects have been proposed to address the dark energy question with this strategy, including Euclid (Laureijs et al. 2009), which will focus on BAO and weak lensing, and WFIRST, an infrared satellite with a focus yet to be specified. In the meantime, ground-based programmes such as DES, PanSTARRS, LSST and JAPS will also improve the current understanding of structure formation and provide excellent galaxy surveys to cross-correlate with the CMB anisotropy maps from Planck (Planck Collaboration 2006).

*E-mail: f.schiavon@ira.inaf.it
One of the key indicators of the presence of dark energy is CMB fluctuations created by the late integrated Sachs–Wolfe (ISW) effect (Sachs & Wolfe 1967). When the Universe undergoes the transition period between the matter dominated and the dark energy dominated era, secondary CMB anisotropies are created at late times and these contribute most at large angular scales (Kofman & Starobinsky 1985). Since the low multipoles of the CMB angular power spectrum (APS) are mostly affected by cosmic variance, an extraction of the ISW part solely from CMB data is rather difficult, but it is feasible when CMB is cross-correlated with large-scale structure (LSS) (Crittenden & Turok 1995). Several previous studies of the ISW–LSS cross-correlation have been performed since the release of the WMAP first year data by using different tracers of LSS and statistical estimators (e.g. Boughn et al. 2002; Fosalba, Gaztañaga & Castander 2003; Afshordi, Loh & Strauss 2004; Boughn & Crittenden 2004; Nolta at al. 2004; Pietrobon, Bali & Marinucci 2006; Velva, Martínez-González & Tucci 2006; McEwen et al. 2007, 2008; Giannantonio et al. 2008; Ho et al. 2008; Francis & Peacock 2010; Hernandez-Monteagudo 2010; Dupé et al. 2011, and references therein).

One of the purposes of this paper is to develop tools to estimate the APS of the cross-correlation between CMB and LSS by a quadratic maximum likelihood (QML) method. The QML method in this context has a number of advantages: foremost, given the low signal-to-noise ratio expected for the ISW–LSS cross-correlation, it is essential to use a minimum variance method, such as QML, to estimate the cross-correlation power spectrum. In addition, being based in pixel space, the QML method is ideal for accounting for the incomplete sky coverage and masks of the surveys. Finally, while the QML method is expensive computationally, the fact that the ISW signal is primarily at low multipoles means that it is tractable to constrain it on maps using only a modest resolution. The QML method has also found application in the estimation of the power spectrum of the CMB intensity and polarization (Tegmark 1997; Tegmark & de Oliveira-Costa 2001) and has been recently applied to the latest releases of WMAP data (Gruppuso et al. 2009, 2011; Paci et al. 2010). A QML estimator was already used to measure the CMB–LSS cross-correlation only by Padmanabhan et al. (2005); however, our implementation is different in few important aspects: the inversion of the matrices is implemented here using the singular value decomposition (see also Section 3.1) and all the three spectra – TT, TG, GG – are computed for all the multipoles in the range of interest.

Another purpose of this work is to develop our methodology to available public CMB and LSS data, namely WMAP 7-yr (Jarosik et al. 2011) and National Radio Astronomical Observatory (NRAO) Very Large Array (VLA) Sky Survey (NVSS) data (Condon et al. 1998). NVSS has been one of the most widely used surveys in the context of ISW studies because the radio galaxies it surveys are at high redshifts and it covers a large sky fraction of the sky; however, contradicting claims about the evidence of its non-vanishing cross-correlation with CMB exist in the literature (Pietrobon et al. 2006; Hernandez-Monteagudo 2010; Sawangwit et al. 2010, see also Dupé et al. 2011 for an exhaustive compilation of existing results). It is therefore important to apply an optimal methodology to address and quantify the evidence of cross-correlation between the most recent large-scale CMB measurement and one of the largest LSS surveys available.

Our paper is organized as follows. In Section 2 we describe the QML method and give technical details of our implementation of it and Section 3 discusses our tests of the implementation in simulated maps. In Section 4 we report the APS estimates obtained from WMAP 7-yr and NVSS data, and then we use these estimates of the cross-correlation in Section 5 to derive constraints on the present critical density due to the cosmological constant. Finally, in Section 6 we draw our conclusions.

2 METHODOLOGY

2.1 The QML approach

The QML method for the power spectrum estimate of CMB anisotropies was introduced by Tegmark (1997) and later extended to polarization by Tegmark & de Oliveira-Costa (2001). Previously, a QML method was employed to measure the cross-correlation between CMB and LSS by Padmanabhan et al. (2005, see also Ho et al. 2008). The code in Padmanabhan et al. (2005) estimated the cross-correlation power spectrum only, with a fast and approximated algorithm to invert matrices and used the approximation of a block diagonal covariance matrix. In what follows we shall describe the QML method for the whole CMB–LSS data and our implementation which does not depend on the simplifying assumptions used in Padmanabhan et al. (2005).

Given a CMB map in temperature and a galaxy survey \( x = (T, G) \) (vector in pixel space), the QML provides an estimator of the APS \( \hat{C}_X^X \) – with \( X \) being one of TT, TG, GG. This estimator is given by

\[
\hat{C}_X^X = \sum_{\ell' \ell} \langle F^{-1} \rangle_{\ell' \ell} X \left[ x^T E_X^X x - \text{tr}(N^X) \right],
\]

where \( F_{\ell' \ell}^{XX} \) is the Fisher matrix defined as

\[
F_{\ell' \ell}^{XX} = \frac{1}{2} \text{tr} \left[ C^{-1} \frac{\partial C}{\partial \xi^{\ell' \ell}} C^{-1} \frac{\partial C}{\partial \xi^{\ell' \ell}} \right],
\]

and the \( E_X^X \) is given by

\[
E_X^X = \frac{1}{2} C^{-1} \frac{\partial C}{\partial \xi^{\ell' \ell}} C^{-1}.
\]

\( C = S(C_s^X) + N \) being the total global covariance matrix including the signal \( S \) and noise \( N \) contributions. \( C_s^X \) is called the fiducial theoretical power spectrum and is also used to create the simulated maps used to test the method in Section 3.

Although an initial assumption is needed for this fiducial power spectrum, the QML method provides unbiased estimates of the power spectrum of the map regardless of this initial guess

\[
\langle \hat{C}_X^X \rangle = C_s^{X, \text{obs}}.
\]

Here, the average is taken over the ensemble of realizations based on the input power spectrum of the map \( c_s^{X, \text{obs}} \). (See Section 3 for more details.) The assumed fiducial power spectrum can impact the error estimates, but in practice we start near enough to the true result to be able to neglect this effect. The QML method is also optimal, since it can provide the smallest error bars allowed by the Fisher–Cramer–Rao inequality,

\[
\langle \Delta \hat{C}_X^X \Delta \hat{C}_Y^Y \rangle = \langle F^{-1} \rangle_{\ell' \ell}^{XY},
\]

where

\[
\Delta \hat{C}_X^X = \hat{C}_X^X - \langle \hat{C}_X^X \rangle,
\]

and the averages, as above, are over an ensemble of realizations.

---

6 Similarly, there is an early ISW effect connected to the radiation to matter transition and the free streaming of neutrinos.
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Our implementation of the QML method (named BOLISW) is fully parallelized (MPI) and written in FORTRAN 90. The inversion of the covariance matrix $C$ scales as $O(N^3_{\text{pix}})$. The number of operations is roughly driven, once the inversion of the total covariance matrix is done, by the matrix–matrix multiplications to build the operators $E^2_\ell$ in equation (3) and by calculating the Fisher matrix $F^\ell_{TT}$ given in equation (2). The number of operations that are needed to build these matrices scales as $O(N^2_{\text{pix}})$. This scaling makes clear that the QML method can treat only a limited number of pixels. Therefore, in the context of all-sky observations it can be applied only at modest resolution.

### 2.2 Fiducial spectra

For our fiducial model, we assume the concordance $\Lambda$ cold dark matter (LCDM) model, with parameters derived from the WMAP7 best fit. Throughout this work, we assume an equation of state of the dark energy fixed at $w = -1$. With these assumptions, it is straightforward to calculate the expected power spectra $C^{GG}_{\ell}$ and $C^{TT}_{\ell}$:

$$C^{GG}_{\ell} = 4\pi \int \frac{dk}{k} \Delta^2(k) I^G_{\ell}(k),$$

$$C^{TT}_{\ell} = 4\pi \int \frac{dk}{k} \Delta^2(k) I^{ISW}_{\ell}(k) I^G_{\ell}(k),$$

respectively. $\Delta^2(k)$ is the logarithmic matter primordial power spectrum, and the filters of the galaxy density distribution ($I^G_{\ell}$) and the ISW ($I^{ISW}_{\ell}$) are given by

$$I^G_{\ell}(k) = \int dz b(z) \frac{dN}{dz} \delta_m(k, z) j_l(k \chi(z)),$$

$$I^{ISW}_{\ell}(k) = -2 \int dz e^{-r} \frac{d\Phi}{dz} j_l(k \chi(z)).$$

Here, $\frac{dN}{dz}$ is the redshift distribution of the galaxy survey in question, and we have implicitly used the fact that the density contrast in the galaxy survey tracks the matter density contrast as

$$\delta_m(\hat{n}) = \int dz b(z) \frac{dN}{dz} \delta_m(\hat{n}, z).$$

It is well known that the late ISW–LSS cross-correlation depends not only on the matter fluctuations on large scales, but also on how these are related to the observed galaxy distribution determined by the product $b(z)dN/dz$. This can be simultaneously estimated using the measurement of $C^{GG}_{\ell}$, also exploiting the QML method.

### 2.3 Numerical improvements

For the reasons discussed above, the QML method is quite computationally expensive and prohibitive at high resolution. We discuss here some changes which can improve the numerics and decrease substantially the execution time with a negligible loss of accuracy.

The predicted $C^{GG}_{\ell}$ is generally non-zero, and its measurement is the primary object of the ISW measurements. However, it is expected to be relatively small, even for the largest scales, so it is a good approximation to assume $C^{GG}_{\ell} = 0$ for the fiducial model, which is used to build the covariance matrix. Further, the noise matrix $\mathbf{N}$ may be assumed to be uncorrelated between the CMB and the galaxy measurements. Under these assumptions, the Fisher matrix becomes block diagonal and the three spectra $C^{TT}_{\ell}$, $C^{GG}_{\ell}$ and $C^{ISW}_{\ell}$ can be estimated independently from each other. This reduces the computation cost of the Fisher matrix by 50 per cent with respect to the problem with the full covariance. Moreover, estimating just $C^{TT}_{\ell}$ the computational cost of the problem decreases by a further factor of $1/6$, as in Padmanabhan et al. (2005).

In order to apply the algebra of the QML method, described in equations (1)–(3), one must build the covariance matrix $C$ in pixel space and the Fisher matrix $F$ in $\ell$ space. The latter is the most expensive task computationally, largely because it requires the inversion of the pixel space covariance matrix $C$. This inversion can also introduce numerical errors since its eigenvalues naively span several orders of magnitude.

To bypass this issue, we have used inversion routines only on numerically homogeneous blocks thanks to the following expressions. Given a general matrix $A$ in block form

$$A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},$$

where $A_{11}$ and $A_{22}$ are non-singular square matrices, then it can be shown that the inverse of $A$ is

$$A^{-1} = \begin{pmatrix} B_{11} & -B_{11}A_{12}A_{22}^{-1} \\ -A_{22}A_{11}B_{11} & A_{22}^{-1}B_{11}A_{12}A_{22}^{-1} \end{pmatrix}^{-1},$$

with

$$B_{11} = (A_{11} - A_{12}A_{22}A_{12})^{-1}.$$

For our purposes, we partition the $TT$, $TG$ and $GG$ blocks of $C$, so that $A_{11}$ is the covariance related to the CMB temperature sector and $A_{22}$ relates to the covariance of the galaxy sector. Thus, assuming a fiducial model without any cross-covariance simplifies the inversion calculation significantly. This technique is also applied to the Fisher matrix inversion in multipole space (with $A_{11} = F_{TT}^\ell$), obtaining a much better precision with respect to the brute force inversion.

### 3 VALIDATION WITH SIMULATED MAPS

In order to test our implementation of the QML method, we created simulated galaxy count maps and CMB temperature anisotropies following the recipe described in Boughn, Crittenden & Turok (1998, see also Barreiro et al. 2008; Giannantonio et al. 2008). We employ the HEALPIX7 program SYNFAST (Gorski et al. 2005) which allows one to create $a_{\ell m}$ such that

$$\left\{a_{\ell m}a_{\ell' m'}^*\right\} = C_{\ell m}^{YY} \delta_{\ell' \ell} \delta_{mm'},$$

where $Y, Y' = T, G$. The total map for the CMB anisotropies $a_{\ell m}^T$ is simulated as the sum of three different maps

$$a_{\ell m}^T = a_{\ell m}^{ISW} + a_{\ell m}^{ISWa} + a_{\ell m}^{prem},$$

where $a_{\ell m}^{ISW}$ represents the fully correlated ISW effect with the galaxy distribution, $a_{\ell m}^{ISWa}$ is the uncorrelated part of the ISW effect and $a_{\ell m}^{prem}$ is the primordial CMB signal. These amplitudes are given by

$$a_{\ell m}^{ISW} = \xi_0 \frac{C_{\ell m}^{GG}}{C_{\ell m}^{TT}},$$

$$a_{\ell m}^{ISWa} = \xi_b \sqrt{C_{\ell m}^{IS} - (C_{\ell m}^{TT})^2},$$

$$a_{\ell m}^{prem} = \xi_b \sqrt{C_{\ell m}^{ISW} - (C_{\ell m}^{TT})^2}.$$
\[ a_{\text{prim}} = \xi_a \sqrt{C_{\ell}^{TT} - C_{\ell}^{SW}}. \]

In addition, for the galaxy count maps we consider

\[ a_{\text{G}} = \xi_a \sqrt{C_{\ell}^{GG}}, \]

where \( \xi_a \) is Gaussianly distributed complex random numbers, with zero mean and unit variance. They are the seeds of the simulations and satisfy \( \langle \xi_a^* \xi_a \rangle = \delta_{\text{id}} \). In this way it can be shown that

\[ \langle a_{\text{T}}^{\text{T}} a_{\text{T}}^{\text{T}} \rangle = C_{\ell}^{TT}, \]
\[ \langle a_{\text{G}}^{\text{G}} a_{\text{G}}^{\text{G}} \rangle = C_{\ell}^{GG}, \]
\[ \langle a_{\text{T}}^{\text{T}} a_{\text{G}}^{\text{G}} \rangle = C_{\ell}^{TG}. \]

We have tested the QML approach using these Monte Carlo simulations. In particular, we have performed 3000 realizations for CMB and LSS correlated maps at the HEALPix resolution of \( N_{\text{side}} = 32 \).\(^8\) For the multipoles, we consider the range \( \Delta \ell = [2, 95] \), i.e. up to the Nyquist frequency \( 3N_{\text{side}} = 1 \). The standard \( \Lambda \)CDM cosmological model (Larson et al. 2011) is assumed, as well as a survey with characteristics similar to the NVSS catalogue (Condon et al. 1998), namely a similar sky coverage (see the next section), a galaxy density number distribution per redshift given by the Ho et al. (2008) model and a bias \( b = 1.98 \).

These simulated maps show that our QML implementation leads to unbiased and minimum variance results when considering the realistic case of a masked sky, as can be seen by comparing the simulations to the projected errors from the Fisher matrix. Importantly, we confirm that the method is unbiased and has minimum variance when the signal covariance matrix is block diagonal, i.e. when fiducial cross-correlation power spectrum \( C_{\ell}^{TG} \) is set to zero: with the latter approximation, no difference can be appreciated by eye on the QML estimates and a very small difference can be seen in the likelihood constructed from the Fisher matrix, which will be shown for our application to real maps of WMAP 7 yr and NVSS in Section 5.

It is important to note that, while on these large scales the noise contribution in WMAP and future (Planck) CMB temperature maps is so low that the CMB noise \( N \) can be safely neglected, this is not necessarily true for LSS surveys. Depending on the number of sources used as large-scale tracers, the galaxy density map could be significantly affected by Poissonian noise, which must be taken into account.

The results from the Monte Carlo validation are summarized in Fig. 1: the upper, middle and lower panels show, respectively, the average estimates for the TT, GG and TG spectra derived from the Monte Carlo simulations. Three different scenarios are considered, all of which provide unbiased averaged estimates in good agreement with the fiducial model (blue lines) and they differ only in their error bars. The first case corresponds to a masked sky (accounting for the NVSS sky coverage and the WMAP KQ75 mask – we use two different masks, each mask is used with the proper map) with negligible Poissonian shot-noise contribution to the LSS map (given by the thick error bars); secondly, a full-sky case with a shot noise like that expected in NVSS (see the next section for more details) when only sources above 2.5 mJy are taken into account (solid line error bars) and, finally a more realistic situation where both the incomplete sky and the shot noise are included in the analysis (light dark error bars). The error bars increase when the noise level in the LSS map rises and when the fraction of the sky considered is reduced, the latter falling approximately with \( \sqrt{f_{\text{sky}}^G f_{\text{sky}}^G} \), as expected. For comparison, the plots also include the average ANAFAST estimation for the full-sky case (dark lines), based on the simple HEALPix FFT tool. As can be seen, the ANAFAST estimation is slightly biased at high \( \ell \) in the two auto-spectra.

\( a_{\text{pix}} = \frac{1}{12} N_{\text{side}}^2 \)....

\(^8\) The number of pixels \( N_{\text{pix}} \) is related to the parameter \( N_{\text{side}} \) through \( N_{\text{pix}} = 12N_{\text{side}}^2 \).
Figure 2. WMAP 7-yr (top) and NVSS (bottom) maps at HEALPix resolution $N_{\text{side}} = 32$ used in this analysis, with the respective masks. In the displayed NVSS map, the threshold flux is 2.5 mJy and the corrections for systematics in declination have been applied.

4 APPLICATION TO WMAP 7-YR AND NRAO VLA SKY SURVEY DATA

In this section, we describe the application of our QML code to estimating the cross-correlation spectrum between the WMAP 7-yr CMB maps and the NVSS data.

4.1 The maps

For WMAP data we make use of publicly available products. In particular, clean maps at the V and W frequency bands have been co-added, using a weighting procedure that accounts for the instrumental noise variance per pixel (see Fig. 2, top panel). These frequency maps have been cleaned following a template fitting approach (Gold et al. 2011), and are those used by the WMAP team to perform cosmological tests, such as constraining non-Gaussianity (Komatsu et al. 2011). The co-added map has been degraded from its original $N_{\text{side}} = 1024$ down to $N_{\text{side}} = 32$, since the angular scales associated with this resolution ($\approx 2^\circ$) are enough to capture almost all the signals in the CMB–LSS cross-correlation expected from the ISW effect. Following this, the WMAP KQ75 Galactic mask (similarly degraded) is applied to the co-added map, in order to mitigate the unavoidable foreground contamination in regions within and near the Galactic plane, and also to remove known and intense extragalactic objects such as the Magellanic clouds and large clusters near the Northern Galactic Pole. Finally, the remaining monopole and dipole moments outside the mask have been estimated and removed.

The NVSS catalogue (Condon et al. 1998) is a radio sample at 1.4 GHz produced with the VLA (see Fig. 2, bottom panel). It covers $\approx 85$ per cent of the sky, up to an equatorial declination of $\delta > -40^\circ$. The original survey accounts for $\approx 2 \times 10^6$ sources with fluxes $\geq 2.5$ mJy. This survey has been widely used in the context of the ISW studies. It was first used by Boughn & Crittenden (2002) to probe the CMB–LSS cross-correlation with the COBE data, and a few years afterwards it was successfully used by the same authors with WMAP data, in the first work reporting such cross-correlation (Boughn & Crittenden 2004); this was soon followed by Nolta et al. (2004) with a similar analysis by the WMAP team.

The survey has a somewhat inhomogeneous sensitivity as a function of the equatorial declination (see Condon et al. 1998 for details), resulting in the mean galaxy density that artificially varies with the declination. Therefore, some pre-processing is needed in order to mitigate this large-scale effect. One of the procedures used in the literature consists of defining iso-latitude bands (in equatorial coordinates) and imposing that these bands have the same mean galaxy density. In our case, this pre-processing consists of selecting first the sources above a particular flux cut and then defining nine bands of equal area, imposing the same mean galaxy density number for
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each band. Finally, we rotate to Galactic coordinates to compare to \textit{WMAP}, and then pixelize to a \textsc{healpix} resolution of $N_{	ext{side}} = 32$.

Previous works (e.g. Nolta et al. 2004; Vielva et al. 2006) have shown that the particularities of this pre-processing do not affect significantly the results and we confirm this below. We also repeat the analysis for different thresholds in flux, namely 2.5, 5, 10 mJy, as the higher flux thresholds should be less sensitive to possible declination systematics.

### 4.2 Source redshift distribution

To interpret the results of our measurements, we must assume some redshift distribution $dN/dz$ and potentially redshift-dependent bias $b(z)$ for the sample. Given a redshift distribution, the average bias can be estimated from the measured QML estimates for $C^{\text{GG}}_{\ell}$; however, here we exploit previous measurements for the NVSS sample.

Historically, the redshift distribution was based on models of the sources by Dunlop & Peacock (1990), and a time-independent bias of 1.6 was derived by Boughn & Crittenden (2002). A larger time-independent bias was found by Blake, Ferreira & Borrill (2004), albeit with a different redshift distribution than used by Boughn & Crittenden (2002). In Ho et al. (2008), a new redshift distribution was derived based on a $\Gamma$-distribution fit which was constrained to give the cross-correlations measured between the NVSS survey and Sloan Digital Sky Survey (SDSS) Luminous Red Galaxy (LRG) subsamples:

$$
\frac{dN^{\text{Ho}}}{dz} = \frac{e^\alpha}{\Gamma(\alpha)} z^\alpha e^{-\alpha/(1+z)},
$$

where $z_\alpha = 0.79$ and $\alpha = 1.18$. Ho et al. (2008) also estimate an effective, redshift-independent value for the bias as $b(z) = 1.98$. Finally, we also explore the most recent galaxy redshift distribution proposed by de Zotti et al. (2010): a fourth-order polynomial fit to the Combined EIS–NVSS Survey of Radio Sources (CENSORS) distribution (Brookes et al. 2008):

$$
\frac{dN^{\text{4Z}}}{dz} = 1.29 + 32.37 z - 32.89 z^2 + 11.13 z^3 - 1.25 z^4.
$$

A comparison of the two redshift distributions based on equations (24) and (25) is shown in Fig. 3. For the redshift distribution in equation (25) we consider a redshift-dependent bias (Matarrese et al. 1997; Moscardini et al. 1998):

$$
b(z) = b_0 + \frac{b_1}{D(z)},
$$

where $D(z)$ is the linear growth factor in a $\Lambda$CDM universe. Following Xia et al. (2010a), we choose $b_0 = 1.1$, $b_1 = 0.6$, $\gamma = 1$. Below we focus on the latter two distributions, and examine how the uncertainties impact the derived cosmological constraints.

### 4.3 Measurements of the spectra

In Fig. 4 we present the TT, GG and TG spectra obtained by our QML method up to $\ell = 64$ ($=2N_{\text{side}}$) for the 2.5 mJy flux cut in NVSS data. Since the signal-to-noise ratio for the unbinned TG power spectrum is rather poor, we present also the binned power spectrum $C^{\text{BG}}_{\ell}$ over $\Delta \ell = 9$. The binned estimates are simply the average of the unbinned estimates inside the bin. For plotting purposes, we associate $\sqrt{\sum_{\ell \in \Delta \ell} (\langle F^{-1} \rangle_{\ell}/\gamma^2)}/[N(N-1)]$ for the uncertainty in the binned estimate. Unless otherwise stated, all the maps have been corrected for the declination effect.

To investigate potential systematic problems, we compare the dependence of the TG and GG spectra on the different threshold fluxes for NVSS considered here in Fig. 5 (TT is not shown since it is of course unchanged). Overall the APS estimates – already corrected by removing the Poissonian noise – agree very well when varying the flux threshold, with larger error bars for larger flux threshold, as expected given the fewer objects and resulting larger Poisson errors. In Fig. 6 we examine the importance of the correction for declination systematics in NVSS for a flux cut of 10 mJy. Our result for GG agrees with Blake & Wall (2002), confirming that with a conservative flux cut of 10 mJy the declination systematics in NVSS is negligible.

Finally, in Fig. 7 we compare the GG and TG results obtained by assuming the two redshift distributions in equations (24) and (25), including also the dependence of the bias on the redshift in the latter case. The QML estimates are stable with respect to such different physical assumptions in the two fiducial power spectra. By considering the more physical scenario in which the bias evolves in redshift, the tension between the NVSS auto-spectrum and the theoretical predictions could be partially alleviated.

We note few important findings in our estimates of the APS of the \textit{WMAP} 7 yr–NVSS cross-correlation. First, the estimate of the GG power spectrum in the NVSS map is larger than our fiducial model. Moreover, we note a deficit in the QML TT estimates at low multipoles, which is consistent with the \textit{WMAP} TT estimates publicly available.

Our estimates for the NVSS auto-power spectrum are larger, but consistent within the errors, than those obtained by Blake et al. (2004), who used a similar optimal estimator on a map of the same resolution. The stability of the $C^{\text{GG}}_{\ell}$ estimates with respect to different flux threshold is fully consistent with what found in Blake et al. (2004).

As yet it is unclear whether this deviation could be caused by some systematics in the NVSS data or should be ascribed to a genuine physical effect, as an effective bias larger than $\sim 2$, which is usually assumed. Xia et al. (2010a) estimated a larger discrepancy at lower multipoles and explained this effect as a result of
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10 Note that we have corrected the normalization factor of the $\Gamma$ distribution assumed in Ho et al. (2008).
non-negligible primordial non-Gaussianity, caused by the large-scale dependence of the non-Gaussian halo bias. Moreover, the value inferred for the coupling non-Gaussian parameter $f_{\text{NL}}$ is much larger than the limits imposed by CMB analyses (e.g. Curto et al. 2011; Komatsu et al. 2011). The $f_{\text{NL}}$ constraints derived from the CMB–LSS cross-correlation (Xia et al. 2010b) provide lower values, in better agreement with the CMB tests. In addition, these authors also showed that when other LSS data sets are used (in particular, the QSO sample of the SDSS; Richards et al. 2009), such non-Gaussian deviation is not found.

Our measurements of the TG spectrum are largely consistent with the previous investigation by Ho et al. (2008); however, there are some differences. For example, Ho et al. (2008) find a significant ($2\sigma$) excess in the lowest \( \ell \) bin of the cross-correlation, while we see no evidence for such an excess.

5 DARK ENERGY CONSTRAINTS

In this section, we constrain the dark energy density $\Omega_\Lambda$ using the information contained in the ISW–LSS cross-correlation power spectrum, estimated through our QML. As in the most of previous literature (Pietrobon et al. 2006; Vielva et al. 2006), we approximate the errors on the measured $C_{\ell}^{\text{TG}}$ as Gaussian and calculate the relative likelihoods of $\Omega_\Lambda$ using

$$ -2\ln[\mathcal{L}(\Omega_\Lambda)] = \chi^2(\Omega_\Lambda) - \chi^2_{\text{min}}, $$

where

$$ \chi^2(\Omega_\Lambda) = \left( C_{\ell}^{\text{TG}, \text{obs}} - C_{\ell}^{\text{TG}}(\Omega_\Lambda) \right) C_{\ell \ell'}^{-1} \left( C_{\ell'}^{\text{TG}, \text{obs}} - C_{\ell'}^{\text{TG}}(\Omega_\Lambda) \right). $$

Here $C_{\ell \ell'}^{\text{TG}, \text{obs}}$ are the unbinned estimates of the cross-correlation power spectrum and $C_{\ell \ell'}^{\text{TG}}(\Omega_\Lambda)$ are the theoretical predicted power spectrum. The matrix $C_{\ell \ell'}$ is the covariance matrix between different multipoles, which allows for correlations among non-diagonal terms which arise in the presence of masks. $\chi^2_{\text{min}}$ is the minimum value of $\chi^2$ with respect to $\Omega_\Lambda$.

We compare the likelihoods obtained by different prescriptions for the covariance matrix. The first prescription is to use the unbinned QML estimates and the Fisher matrix as its covariance matrix:

$$ C_{\ell \ell'}^F = (\mathbf{F}^{-1})^{\text{TG}, \text{TG}}. $$

An alternative prescription is to construct the covariance matrix $C$ by averaging over Monte Carlo realizations of the maps. For every model $\Omega_\Lambda$, we can define the covariance $C$ with $N$ simulated CMB and LSS maps,

$$ C_{\ell \ell'}(\Omega_\Lambda) = \frac{1}{N} \sum_{i=0}^{N} \left[ C_{\ell \ell'}^{\text{TG}}(\Omega_\Lambda) - \bar{C}_{\ell \ell'}^{\text{TG}}(\Omega_\Lambda) \right] \left[ C_{\ell' \ell'}^{\text{TG}}(\Omega_\Lambda) - \bar{C}_{\ell' \ell'}^{\text{TG}}(\Omega_\Lambda) \right], $$

where $C_{\ell \ell'}^{\text{TG}}$ are the estimates for every single realization $i$ and $\bar{C}_{\ell \ell'}^{\text{TG}}$ is their average over the simulations which should correspond to their
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Figure 5. Comparison of the binned GG and TG spectra for three thresholds in flux, i.e. 2.5 mJy (stars with thick error bars), 5 mJy (diamonds with grey error bars) and 10 mJy (cross with error bars). The results appear largely consistent, while the errors increase as the number of sources decrease.

Figure 6. Comparison of the binned GG and TG spectra when the declination correction is included (diamonds) or not included (cross), assuming a flux cut of 10 mJy.

Theoretical value. However, we expect the covariance matrix not to depend strongly on the cosmological model and therefore one can just consider the case with $\Omega_{\Lambda} = 0$, and since $C_{\ell}^{GG}(\Omega_{\Lambda} = 0) = 0$, the covariance becomes

$$C_{\ell\ell}^{MC} = \sum_{i=0}^N C_{\ell,i}^{TG} C_{\ell,i}^{TG} / N.$$  (31)

We can build $C_{\ell\ell}^{MC}$ in equation (31) either by using random realizations of only the CMB maps and the single, true NVSS map, or by creating realizations of both CMB and LSS maps. In both cases, we generate our covariances on 1000 realizations, as done by Vielva et al. (2006). We also examine how the probability contours for $\Omega_{\Lambda}$ depend on the various assumptions such as the threshold flux cut used for the NVSS map or the source redshift distribution.

We evaluate the likelihood with the various different prescriptions by sampling the $\chi^2$ on values of $\Omega_{\Lambda}$, $0 < \Omega_{\Lambda} < 0.95$. The other cosmological parameters are kept fixed to the values determined by WMAP (Larson et al. 2011) for the standard ΛCDM model. As a default NVSS description, the equation (24) model is assumed, with a bias of 1.98.

By adopting the Fisher matrix prescription in equation (29), as tightest constraint we obtain $\Omega_{\Lambda} = 0.72^{+0.13}_{-0.16}$ at 1(2)σ confidence level (CL) for the lowest flux threshold of 2.5 mJy, see the blue dashed line in Fig. 8. An Einstein–de Sitter universe is disfavoured at more than 2σ CL for the lowest flux threshold in NVSS, consistent with earlier measurements. Note that the conditional probabilities for $\Omega_{\Lambda}$ agree for the different flux thresholds considered.

By building the covariance through realizations of the CMB maps while keeping the NVSS map fixed, we obtain the probability distribution given by the red dotted line in Fig. 9. We find $\Omega_{\Lambda} = 0.72^{+0.18}_{-0.25}$ at 1(2)σ CL. Using instead the covariance derived from realizations of both CMB and LSS maps, we obtain the probability distribution given by the black solid line in Fig. 9 we find $\Omega_{\Lambda} = 0.82^{+0.10}_{-0.13}$ at 1(2)σ CL. Note that the constraint based on the Fisher covariance is tighter than the one based on a Monte Carlo covariance keeping fixed the NVSS map, but looser than the Monte Carlo covariance obtained with CMB and LSS uncorrelated maps. Overall, the three likelihood prescriptions are consistent, although some of the differences might be ascribed to the (unexplained) discrepancy between the $C_{\ell}^{GG}$ estimates and the theoretical predictions, on which the Monte Carlos are based.

Given the agreement among the three different likelihood prescriptions, we can use the Fisher prescription for the covariance to test other dependences of the analysis. In Fig. 10 we verify the importance of taking into account the shot noise in the NVSS map: by not taking into account the shot noise the probability contours for $\Omega_{\Lambda}$ would be much tighter, even for the maps with the most sources. We then study the impact of approximating the signal covariance matrix (and consequently the Fisher matrix) as block diagonal, i.e. considering $C_{\ell}^{TG} = 0$ for the fiducial underlying model. This approximation is not essential for our approach, whereas it is necessary for Padmanabhan et al. (2005) in which only $C_{\ell}^{TG}$ is estimated. As
Figure 7. Comparison of the binned GG and TG spectra for the fiducial model (black solid line and stars) and the one with a redshift-dependent bias with the CENSORS source distribution (black dotted line and diamonds). Note how the estimates are stable with respect to the change in the fiducial model, and how an evolving bias could alleviate in part the tension between the theoretical GG predictions and the NVSS estimates.

mentioned in Section 2.3, the difference in the power spectrum estimates is barely visible and we have verified by Monte Carlo that this approximation does not alter the optimality of the method. On the real data considered here, Fig. 11 shows how the constraints with the full covariance and Fisher are a bit tighter than those with the block diagonal assumption. As already noted in Gruppuso et al. (2009), conditional probability slices are much more sensitive to small changes than QML estimates.

In Fig. 12 we compare the results obtained with the redshift distribution estimated with CENSORS data by de Zotti et al. (2010) in equation (25), including a redshift-dependent bias as from equation (26), with the one adopted by Ho et al. (2008), with an effective bias of 1.98.

6 DISCUSSIONS AND CONCLUSIONS

We have developed an optimal estimator for the APS of the cross-correlation between CMB and maps of LSS, which in parallel estimates their auto-spectra. This has been tested using an ensemble of randomly generated maps, and we have demonstrated the robustness of the QML estimates for the TT, TG and GG power spectra. Our QML implementation extend similar optimal estimators limited only to the galaxy auto-power spectrum (Blake et al. 2004) or only to the cross-correlation power spectrum (Padmanabhan et al. 2005).

We have applied our method to WMAP 7-yr and NVSS data, the best public data sets at present for studying the ISW cross-correlations. Our QML implementation, described in Section 2, allows us to measure the cross-correlation power spectrum optimally and to exploit the full cosmological information contained in the maps, though our analysis is limited to a pixel resolution of 1:8.

While the NVSS map contains known declination systematics, we correct for these and find, as has earlier work, that they appear to have little effect on the measured cross-correlations. In agreement
An optimal estimator for the CMB–LSS APS

Figure 10. Comparison of likelihood contours for \(\Omega_\Lambda\) obtained by the Fisher prescription in equation (29) when accounting (dashed line) and when not accounting (solid line) for shot noise in NVSS data. The threshold flux in NVSS has been chosen as 2.5 mJy.

with previous studies, we detect a non-zero cross-correlation, and have also seen a certain excess in the NVSS auto-APS compared to that expected theoretically.

We have translated these measurements into the quantitative constraints on the fraction of dark energy in a \(\Lambda\)CDM model which can be obtained only by the cross-correlation of \(\text{WMAP}\) and NVSS, estimating \(\Omega_\Lambda\) while keeping fixed all the other cosmological parameters to the \(\text{WMAP}\) 7-yr best-fitting values (Larson et al. 2011). We have compared three different prescriptions for estimating the covariances: using the Fisher matrix computed by our QML, on Monte Carlo realizations of the CMB maps only and creating Monte Carlo realizations of both CMB and LSS maps. We have found good agreement among the \(\Omega_\Lambda\) probability contours obtained from these three different likelihood prescriptions. The width of this probability contour depends mainly on the flux threshold and associated level of Poisson noise in the NVSS map, but the signal amplitude seems largely independent of the flux. The constraint from the likelihood prescription based on the Fisher matrix we derive from the cross-correlation between \(\text{WMAP}\) 7-yr and NVSS data is \(\Omega_\Lambda = 0.78^{+0.13}_{-0.18}(0.16)\) at 1(2)\(\sigma\) CL for the lowest flux threshold of 2.5 mJy. Such a value is quite consistent with the concordance cosmology. This result agrees with that expected from a typical survey with sky fraction and noise properties as the NVSS, and agrees with Vielva et al. (2006), but is somewhat weaker than the one obtained by the non-optimal analysis by Pietrobon et al. (2006) based on needlets. It is not clear if this discrepancy is due to the lower resolution considered here or the neglect of shot noise in the NVSS map in the analysis by Pietrobon et al. (2006).
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