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Bayesian Network Structure Learning and Application
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With the continuous development of artificial intelligence technology and information technology, a large number of background data are constantly generated. How to obtain effective and useful data in a large and complex data group becomes important and meaningful. The traditional Bayesian network can represent the probability distribution of data variables from a large number of data based on graphical models. It has relatively clear and reliable reasoning ability and decision-making mechanism. However, the traditional Bayesian network structure has serious shortcomings in the recognition accuracy of corresponding key data, so the efficiency of the corresponding algorithm is seriously low. Based on this, this study adds an adaptive genetic algorithm with causality to the original Bayesian structure, so as to optimize the strategy of its structure operation, quantitatively describe the order of the corresponding data nodes, creatively arrange the corresponding data nodes in order by using the node priority, and initialize the initial architecture of Bayesian network based on this. Finally, the network is initialized through information exchange and data score correction, so as to get the final learning results. In this study, the convolution neural network algorithm in a database is verified in the experiment. The experimental results show that the accuracy of the experimental results given by the Bayesian network structure proposed in this study is about 10% higher than the traditional accuracy, and its corresponding learning results basically cover the important algorithms, hypotheses, and verification of convolution neural network, from this level; the algorithm proposed in this study has obvious advantages in bibliometrics.

1. Introduction

With the continuous development of information technology and artificial intelligence technology, all kinds of corresponding data show geometric explosive growth. How to classify, process, find, and identify useful data in the database becomes very important and meaningful. Conventional data mining or data recognition technologies include various classical data mining and classification algorithms such as probability and statistics methods and fuzzy logic methods [1–3]. As a probability network that can graphically represent the relationship between random variables, Bayesian network data structure is essentially a causal learning network. It is essentially a directed acyclic graph. The corresponding data nodes represent the corresponding random variables, and the directed edges between the corresponding nodes represent the causal relationship between data; at the same time, the conditional probability between the corresponding data represents the relationship strength between the corresponding data nodes. The Bayesian structure combines the information of some corresponding nodes with the corresponding probability reasoning to realize the probability information of other data nodes. The recognition model with Bayesian network characteristics derived from this Bayesian model is as follows: Kalman filter, dynamic Bayesian model, and dynamic Bayesian network [4, 5].

The conventional Bayesian model has obvious advantages in data processing and identification, its corresponding Bayesian network has the characteristics of intuitive and easy to understand, its corresponding data network has strong comprehensibility and interpretability, and the dependency
between corresponding data is also very clear; conventional Bayesian network has good preciseness, its corresponding network model is based on a mathematical model, and its corresponding network reasoning process is very rigorous [6, 7]; the corresponding Bayesian network has better flexibility in processing and identifying the corresponding data information. Its corresponding Bayesian network can combine the corresponding prior knowledge and can also carry out data learning and analysis from a large number of databases. The corresponding theoretical basis is the continuous reasoning of probability theory knowledge [8]; the conventional Bayesian network has strong interpretation accuracy, which can accurately and quantitatively describe the dependencies corresponding to the corresponding data variables [9, 10]. When the conventional Bayesian network data structure expresses the uncertainty problem, it can analyze the corresponding data problem from both qualitative and quantitative levels; the conventional Bayesian network structure is essentially an important data mining tool. It can classify, cluster, and predict a large number of data. Its corresponding expressiveness, comprehensibility, interpretability, and strict logic make the Bayesian structure closer to the corresponding practical problems [11]. However, the traditional Bayesian network structure has serious shortcomings in the recognition accuracy of the corresponding key data, so the efficiency of the corresponding algorithm is seriously low.

Based on the analysis of the current situation of Bayesian network structure, this study will add an adaptive genetic algorithm with causality to the original Bayesian structure, so as to optimize its structure operation strategy, quantitatively describe the order of corresponding data nodes, innovatively arrange the corresponding data nodes in order using node priority, initialize the initial architecture of Bayesian network based on this, and finally modify the initialization network through information reciprocity and data scoring, so as to obtain the final learning results. In this study, the convolution neural network algorithm in a database is verified in the experiment. The experimental results show that the accuracy of the experimental results given by the Bayesian network structure proposed in this study is about 10% higher than the traditional accuracy, and its corresponding learning results basically cover the important algorithms, hypotheses, and verification of convolution neural network, from this level; the algorithm proposed in this study has obvious advantages in bibliometrics.

The structure of this study is arranged as follows: the second section of this study will analyze and study the current research status of Bayesian network structure; the third section analyzes the principle of causal adaptive genetic algorithm in the improved Bayesian network structure; the fourth section of this study will experiment with the algorithm proposed in this study and analyze the experimental results; finally, this study will be summarized.

2. Research Status of Sports Video Athlete Detection Technology

Based on the application of Bayesian network in the uncertainty of network data, a large number of scholars and research institutions have carried out research and analysis on it. The corresponding research results mainly focus on Bayesian network theory learning, the combination of expert domain learning and Bayesian network theory learning, and the research on the practical application of Bayesian network. The relevant scientists in the United States have carried out systematic research and analysis on the theory of Bayesian network, and their corresponding segmentation principles play an important role in the follow-up classical Bayesian learning [12, 13]; at the level of Bayesian network structure model research, the main theories focus on the corresponding modeling processing based on domain expert knowledge and determine the probability learning distribution of each variable according to parameter learning method. However, this construction method greatly shows the disadvantages of the Bayes network framework [14]; the relevant European research institutions and corresponding scientists have proposed the Bayesian construction algorithm based on dependency analysis. It mainly detects variables based on the interrelationship between variables, thus determining the corresponding direction and other parameters among different variables. Finally, based on this, the corresponding Bayesian network architecture diagram is constructed. The corresponding algorithms integrate statistical theory, information theory, and other relevant algorithms, but the Bayesian network construction efficiency of the algorithm is low [15]; based on the above network, the corresponding researchers propose a conditional independence detection algorithm to improve the construction strategy of Bayesian network, but the construction method requires a high sample capacity of training [16, 17]; the corresponding researchers proposed a hybrid construction method based on the disadvantages of Bayesian network constructed on independent conditions. It mainly used an independence test to get a fuzzy Bayesian network and then the heuristic search algorithm based on the scoring function algorithm, which solved the drawbacks existing in the previous two algorithms when they were running separately [18–20]. Based on the above analysis and research, the Bayesian network structure has obvious advantages in the information uncertainty expression and probability distribution, but it still has more or less recognition accuracy and multidate and complex node identification problem.

3. Bayesian Network Analysis Based on Improved Genetic Algorithm

The main idea of this study is to add an adaptive genetic algorithm with a causal relationship into the original Bayesian structure, so as to optimize the strategy of its structure operation, quantitatively describe the corresponding data nodes in order, arrange the corresponding data nodes in order by node priority, and initialize the Bayesian network initial architecture based on this. Finally, the network is initialized through information exchange and data score correction, so as to get the final learning results. The corresponding Bayesian network construction framework is shown in Figure 1. From the figure, we can see the corresponding core modules in the algorithm proposed in this study.
In view of the increase of causality factors in this algorithm, we first need to solve the priority problem between data nodes. As long as the corresponding priority sequence follows the corresponding sequence A, sequence B, and sequence C, the corresponding three sequences determine the priority sequence of the data nodes in turn. The node priority of corresponding different data shows the priority of the data node compared with other data in the network. The corresponding data priority network structure schematic diagram is shown in Figure 2. It can be seen from Figure 2 that the priority relationship between corresponding data is mainly the hierarchical relationship between data nodes. In the actual priority arrangement, it is necessary to calculate the sum of mutual information between nodes with the same priority among different data and other data nodes of the system.

Based on the solution of the above priority problem, the genetic algorithm in its Bayesian network is improved. The corresponding improved processing level mainly includes four levels, and the corresponding optimization framework is shown in Figure 3. At the level of data parameter coding, the traditional data parameter coding method is abandoned, the Bayesian network structure is represented by the matrix corresponding to $m \times m$, and the corresponding adjacency matrix in the Bayesian network structure is represented by matrix $h$. In the actual genetic operation and corresponding coding optimization process, the adjacency matrix in the Bayesian network is directly regarded as an individual in the system. The corresponding operation of the adjacency matrix is regarded as the operation of the system individual. Finally, the Bayesian network architecture is constructed based on the adjacency matrix; in the corresponding Bayesian network initialization population, the node mutual information formula based on information theory is optimized and improved. For the data edge in the independent mapping, the corresponding node is retained and removed by determining the corresponding obstacle set. Based on this operation step, the corresponding candidate Bayesian network structure can be further obtained; based on the fitness function of detection and repair the abnormal network structure is detected, repaired, and removed in the process of population or data iteration and the fitness of the remaining structure or population is detected. The detection tool used is the fitness function. Based on this, the better the individual, the higher the corresponding fitness. In this study, the selection of fitness function is mainly based on the scoring function; the control parameter optimization of genetic algorithm is mainly to optimize the parameters of Bayesian core algorithm genetic algorithm at this level. The main optimization parameters include the identified uncertain population size, the crossover rate, and mutation rate of the uncertain population, and the termination threshold of the algorithm is proposed in this paper, in which the corresponding population crossover rate. The rate of variation is mainly processed and analyzed based on adaptive function.

In order to further improve the accuracy of the above Bayesian network structure in identifying uncertain information in metrology and improve the performance of the whole algorithm, this study also optimizes its priority relationship, which is also the further optimization of the core genetic algorithm of Bayesian network in this study. Based on the original priority confirmation, this study reestablishes the logical relationship between different data nodes and defines it as causality. Based on this causality, the corresponding node priority judgment standard is set as shown in

![Figure 1: Schematic diagram of Bayesian network architecture.](image-url)
formula (1). The corresponding $m$ in the formula represents the corresponding data sample code, and the corresponding $n$ represents the total number of samples of the whole data node. The corresponding $N$ represents the corresponding data random variable. It can be further seen from the judgment formula that the interference factors in the judgment of causality are deleted in this study, and the causality is calculated and processed based on the corresponding conditional probability. At the same time, the relative causality of nodes in the three dimensions of $A$, $B$, and $C$ is fully considered in the formula, and the causal effects caused by their corresponding causality are weighted.

$$\text{xy}(m - n) = \ln \left[ \frac{P(y_{i+1})}{P(n_{i-1})} \right]. \quad (1)$$

Based on this, it can be further concluded that the decision steps of optimizing the priority sequence of data nodes are as follows:

(1) Step 1. Triggers from a specific node in the specified Bayesian network structure to gradually calculate the causal effect between the node and other nodes in the system.

(2) Step 2. Substitute the above corresponding causal effect into the judgment formula for judgment processing. When the corresponding node priority order is processed, the corresponding priority judgment rules are as follows: when $\text{xy}(m - n) > \text{xy}(n - m)$, the priority of the corresponding node $x$ increases by 1; otherwise, the priority of the corresponding node $y$ increases by 1.

(3) Step 3. Perform algorithmic traversal processing on all nodes in the whole system until the causality corresponding to all nodes in the system is calculated. Based on this, the priority vector of the corresponding nodes is arranged in ascending order to obtain the corresponding priority order.

Based on the above analysis, this study introduces the priority sequence processing with causality into the traditional Bayesian genetic algorithm and improves and optimizes the four key levels of the corresponding genetic algorithm, so as to form a hybrid uncertain information recognition algorithm. The corresponding algorithm architecture is shown in Figure 4. From the figure, it can be further concluded that the steps of the optimization algorithm in this study are as follows:

(1) Step 1. Perform priority processing on the corresponding data population to be processed, and perform algorithm traversal processing on all nodes in the whole system until the causality corresponding to all nodes in the system is calculated. Based on this, the corresponding nodes are arranged in ascending order to obtain the corresponding priority order.

(2) Step 2. Perform iterative analysis based on the processed individual data nodes.

(3) Step 3. Form the initial population based on the algorithm proposed in this paper.

(4) Step 4. Encode the population to form the corresponding adjacency matrix, regard the operation of the corresponding adjacency matrix as the operation of the system individual, and finally construct the
Bayesian network architecture based on the adjacency matrix.

(5) Step 5. For the data edge in the independent mapping, the corresponding node is retained and removed by determining the corresponding obstacle set. Based on this operation step, the corresponding candidate Bayesian network structure can be further obtained.

(6) Step 6. For the entire Bayesian network system, detect, repair, and remove the abnormal network structure in the process of population or data iteration.

(7) Step 7. Determine the fitness of different data nodes in the system based on the fitness function and select the data nodes with high fitness.

(8) Step 8. Repeat the above process until the optimal Bayesian network structure is found.

Based on the above-improved algorithm, the disadvantages of falling into local optimization and premature convergence of the whole Bayesian network can be further avoided in theory. At the same time, it can further improve the accuracy of the whole Bayesian network in identifying uncertain information.

4. Experiment and Analysis

Based on the above theoretical analysis of the algorithm, this section will experiment based on the convolutional neural network keywords in a large data knowledge base. In the experiment, the algorithm proposed in this study is compared with the Bayesian network under the traditional genetic algorithm. The corresponding experimental environment is consistent, and the corresponding experimental design is shown in Figure 5. The corresponding data codes in Figure 5 represent different keywords and the frequency of corresponding keywords.

According to the above network learning results of convolutional neural networks, network learning processing is carried out based on the algorithm in this study. Based on the improved node priority algorithm and causal effect processing, the corresponding algorithm mainly determines the corresponding semantics and whether the corresponding keywords in the keyword data set correspond. The corresponding learning results are shown in Figure 5. The corresponding data codes in Figure 5 represent different keywords and the frequency of corresponding keywords.

In order to verify the accuracy of this algorithm in identifying uncertain information, this study makes a fuzzy
search for the keyword convolutional neural network based on the same database. At the same time, the compared algorithm is the traditional Bayesian network based on the genetic algorithm. The corresponding accuracy and the corresponding algorithm standard deviation are shown in Figures 7 and 8. It can be seen from the figure that the corresponding algorithm proposed in this study is significantly higher than the traditional algorithm in accuracy and standard deviation, which fully reflects the obvious advantages of the improved genetic algorithm and the priority sequence based on causality.

In order to further verify the accuracy of the corresponding algorithm and the fluctuation of standard deviation under a large sample size, three rounds of new database samples are added to the database of the original experiment, and comparative experiments are carried out based on the new data samples. The experimental results are shown in Figures 9 and 10. It can be seen from the experimental results in Figure 9 that with the continuous increase of database samples, the accuracy of the corresponding algorithm has achieved the effect of continuous improvement. Compared with the traditional algorithm, the accuracy of the corresponding algorithm proposed in this study improves faster, and the overall increase in accuracy of the traditional algorithm decreases with the increase of samples; it can be seen from Figure 10 that the
corresponding standard deviation index does not improve significantly with the increase of database samples, but the algorithm proposed in this study still has obvious advantages over the traditional algorithm.

**Figure 7:** Comparison column chart of accuracy of identifying an uncertain information level.

**Figure 8:** Standard deviation comparison column chart for identifying uncertain information level.

**Figure 9:** Comparison bar chart of accuracy of identifying uncertain information (increase in sample size).

As shown in Figures 11(a) and 11(b), it is a broken line diagram of the overall system performance comparison between the algorithm in this study and other traditional algorithms. It can be seen from the figure that the algorithm proposed in this study consumes less resources at the level of identifying uncertain information, and its corresponding algorithm has higher performance. At the same time, comparing Figures 11(a) and 11(b), it can be seen that with the continuous increase of the corresponding sample size, the performance advantage of the corresponding algorithm is more obvious, and the performance difference with the traditional algorithm is greater.

Based on the above experimental results, the advantages of this algorithm are basically verified. At the same time, it also provides an optimized algorithm for the application of Bayesian network in metrology, improves the recognition accuracy of Bayesian network for uncertain information, and improves the performance of the whole algorithm.

**5. Summary**

This study mainly analyzes the theoretical points of Bayesian network structure learning and comprehensively analyzes the current theoretical research status of Bayesian network based on the research status of Bayesian network application level. Based on the current application of Bayesian network in metrology, this study adds an adaptive genetic algorithm with causality to the original Bayesian structure, so as to optimize the operation strategy of its structure and quantitatively describe the order of the corresponding data nodes. The corresponding data nodes are arranged in the order of node priority, and the initial architecture of Bayesian network is initialized based on this. Finally, the network is initialized through information reciprocity and data score correction, so as to obtain the final learning results. In this study, the convolution neural network algorithm in a database is used for experimental verification. The experimental results show that the accuracy of the experimental...
results given by the Bayesian network structure proposed in this study is about 10% higher than the traditional accuracy, and its corresponding learning results basically cover the important algorithms, hypotheses, and verification of convolution neural network. From this level, the algorithm proposed in this study has obvious advantages in bibliometrics. This study will focus on the construction of Bayesian network in the case of multiple nodes when the corresponding data nodes increase. At the same time, it will further analyze and study the analysis of Bayesian network in complex cases and its recognition accuracy in metrology [21].
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