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Abstract

For the problem of task-agnostic reinforcement learning (RL), an agent first collects samples from an unknown environment without the supervision of reward signals, then is revealed with a reward and is asked to compute a corresponding near-optimal policy. Existing approaches mainly concern the worst-case scenarios, in which no structural information of the reward/transition-dynamics is utilized. Therefore the best sample upper bound is \( \propto \tilde{O}(1/\epsilon^2) \), where \( \epsilon > 0 \) is the target accuracy of the obtained policy, and can be overly pessimistic. To tackle this issue, we provide an efficient algorithm that utilizes a gap parameter, \( \rho > 0 \), to reduce the amount of exploration. In particular, for an unknown finite-horizon Markov decision process, the algorithm takes only \( \tilde{O}(1/\epsilon \cdot (H^3S/A + H^4S^2A)) \) episodes of exploration, and is able to obtain an \( \epsilon \)-optimal policy for a post-revealed reward with sub-optimality gap at least \( \rho \), where \( S \) is the number of states, \( A \) is the number of actions, and \( H \) is the length of the horizon, obtaining a nearly quadratic saving in terms of \( \epsilon \). We show that, information-theoretically, this bound is nearly tight for \( \rho < \Theta(1/(HS)) \) and \( H > 1 \). We further show that \( \propto \tilde{O}(1) \) sample bound is possible for \( H = 1 \) (i.e., multi-armed bandit) or with a sampling simulator, establishing a stark separation between those settings and the RL setting.

1 INTRODUCTION

Unsupervised exploration is an emergent and challenging topic for reinforcement learning (RL) that inspires research interests in both application (Riedmiller et al., 2018; Finn and Levine, 2017; Xie et al., 2018, 2019; Schaul et al., 2015; Riedmiller et al., 2018) and theory (Hazan et al., 2018; Jin et al., 2020; Zhang et al., 2020a; Kaufmann et al., 2020; Ménard et al., 2020; Zhang et al., 2020b; Wu et al., 2021; Wang et al., 2020b). The formal formulation of an unsupervised RL problem consists of an exploration phase and a planning phase (Jin et al., 2020): in the exploration phase, an agent interacts with the unknown environment without the supervision of reward signals; then in the planning phase, the agent is prohibited to interact with the environment, and is required to compute a nearly optimal policy for some revealed reward function based on its exploration experiences. In particular, if the reward function is independent of the agent’s exploration policy, the problem is called task-agnostic exploration (TAE) (Zhang et al., 2020a); and if the reward function is chosen adversarially according to the agent’s exploration policy, the problem is called reward-free exploration (RFE) (Jin et al., 2020). The performance of an unsupervised exploration algorithm is measured by the sample complexity, i.e., the number of samples the algorithm needs to collect during the exploration phase in order to complete the planning task near-optimally up a small error (with high probability, see Section 2 for a formal definition). Existing algorithms for unsupervised RL exploration (Jin et al., 2020; Zhang et al., 2020a; Wu et al., 2021; Zhang et al., 2020b; Wang et al., 2020b) suffer a sample complexity (upper bounded by) \( \propto \tilde{O}(1/\epsilon^2) \) for a target planning error tolerance \( \epsilon \). In a worst-case consideration, this rate, in terms of dependence on \( \epsilon \), is known to be unimprovable except for logarithmic factors (Jin et al., 2020; Dann and Brunskill, 2015).

\footnote{Here we use \( \propto \tilde{O}(\cdot) \) to emphasize the rates’ dependence on \( \epsilon \), where the other parameters are treated as constants. Similarly hereafter.}
However, the above worst-case sample bounds can be overly pessimistic in practical scenarios, since the planning task is often known to be a benign instance, even though the exploration phase is conducted under no supervision from rewards. In particular, the reward function revealed in the planning phase could induce supervision from rewards. In particular, the reward though the exploration phase is conducted under no supervision, a constant gap parameter, e.g., an uniform lower bound on the gaps of possibly revealed reward functions, could be available to facilitate the exploration process. See following for an example.

An Example. Let us consider training an agent for Go-Game (vs. an unknown player), where the winning rule could be either the Chinese rule, the Japanese rule or the Korean rule. The agent will be rewarded 1 for winning and 0 for losing, and its goal is to explore without knowing the winning condition and to provide a solution to one/any of these rules specified afterward. Note that all these winning conditions have an uniform, constant gap lower bound ($\approx 1$, assuming that the opponent plays nearly deterministically). Note that this RL problem is still unsupervised as the winning condition is unknown during exploration; but the uniform gap lower bound could potentially be exploited to accelerate exploration.

Open Problem. In the supervised RL setting where the reward signals are available, a constant gap significantly improves the sample complexity bounds, e.g., from $\propto \tilde{O}(1/\epsilon^2)$ to $\propto \tilde{O}(1)$ (Jaksch et al., 2010; Simchowitz and Jamieson, 2019; Yang et al., 2020; He et al., 2020; Xu et al., 2021). However, the following question remains open for unsupervised RL:

**Can unsupervised RL problems be solved faster when provided with a reward-agnostic gap parameter?**

A Case Study on Multi-Armed Bandit. To gain more intuition, let us take a quick look at the (gap-dependent) unsupervised exploration problem for multi-armed bandit (MAB). In the worst-case setup, there is a minimax lower bound $\propto \Omega(1/\epsilon^2)$ for unsupervised exploration on an MAB instance (Mannor and Tsitsiklis, 2004), where $\epsilon$ is a small tolerance for the planning error. On the other hand, if the MAB instance has a constant gap, a rather simple uniform exploration strategy achieves $\propto \tilde{O}(1)$ sample complexity upper bound (see, e.g., Theorem 33.1 in (Lattimore and Szepesvári, 2020), or Appendix D). This example provides positive evidence that a constant gap parameter could accelerate unsupervised RL, too.

**Our Contributions.** In this paper, we study the gap-dependent task-agnostic exploration (gap-TAE) problem on a finite-horizon Markov decision process (MDP) with $S$ states, $A$ actions and $H \geq 2$ decision steps per episode. We consider a variant of upper-confidence-bound (UCB) algorithm that explores the unknown environment through a greedy policy that minimizes the cumulative exploration bonus (Zhang et al., 2020a; Wang et al., 2020b; Wu et al., 2021); our exploration bonus is of UCB-type, but is clipped according to the gap parameter. Theoretically, we show that $\tilde{O}(H^3SA/(\rho\epsilon) + H^4S^2A/\epsilon)$ number of trajectories is sufficient for the proposed algorithm to plan $\epsilon$-optimally for a task with a gap parameter $\rho$, where $\epsilon > 0$ is the planning error parameter. This fast rate $\propto \tilde{O}(1/\epsilon)$ improves the existing, pessimistic rates $\propto \tilde{O}(1/\epsilon^2)$ (Zhang et al., 2020a; Wang et al., 2020b; Wu et al., 2021) significantly when $\epsilon \ll \rho$. Furthermore, we provide an information-theoretic lower bound, $\Omega(H^2SA/(\rho\epsilon))$, on the number of trajectories required to solve the problem of gap-TAE on MDPs with $H \geq 2$. This indicates that, for gap-TAE on MDP with $H \geq 2$, the $\propto \tilde{O}(1/\epsilon)$ rate achieved by our algorithm is nearly the best possible. These results naturally extend to other unsupervised RL settings.

Interestingly, our results imply that RL is statistically harder than MAB in the setting of gap-dependent unsupervised exploration. In particular, a finite-horizon MDP with $H = 1$ reduces to an MAB problem, where it is known that $\propto \tilde{O}(1)$ samples are sufficient for solving gap-TAE; however when $H \geq 2$ which corresponds to the general RL setting, our results show that at least $\propto \Omega(1/\epsilon)$ amount of samples are required for solving gap-TAE. This is against an emerging wisdom from the supervised RL theory, that RL (H $\geq 2$) is statistically as easy as learning MAB (H = 1) when the H factor is normalized, ignoring logarithmic factors (Jiang and Agarwal, 2018; Wang et al., 2020a; Zhang et al., 2020c).

**Notations.** For two functions $f(x) \geq 0$ and $g(x) \geq 0$ defined for $x \in [0, \infty)$, we write $f(x) \preceq g(x)$ if $f(x) \leq c \cdot g(x)$ for some absolute constant $c > 0$; we write $f(x) \succeq g(x)$ if $g(x) \preceq f(x)$; and we write $f(x) \asymp g(x)$ if $f(x) \preceq g(x) \preceq f(x)$. Moreover, we write $f(x) = O(g(x))$ if $\lim_{x \to \infty} f(x)/g(x) < c$ for some absolute constant $c > 0$; we write $f(x) = \Omega(g(x))$ if $g(x) = O(f(x))$; and we write $f(x) = \Theta(g(x))$ if $f(x) = O(g(x))$ and $g(x) = O(f(x))$. To hide the logarithmic factors, we write $f(x) = \tilde{O}(g(x))$ if $f(x) = O(g(x) \log^d x)$ for some absolute constant...
2 PROBLEM SETUP

Finite-Horizon MDP. We focus on finite-horizon Markov decision process (MDP), which is specified by a tuple, $(S, A, H, P, x_1, r)$. $S$ is a finite state set where $|S| = S$. $A$ is a finite action set where $|A| = A$. $H$ is the length of the horizon. $P : S \times A \rightarrow [0, 1]^S$ is an unknown, stationary transition probability. Without loss of generality, we assume the MDP has fixed initial state $x_1^0$. For simplicity, we only consider deterministic and bounded reward function, which is denoted by $r = \{r_1, \ldots, r_H\}$ where $r_h : S \times A \rightarrow [0, 1]$ is the reward function at the $h$-th step. A policy is represented by $\pi := \{\pi_1, \ldots, \pi_H\}$, where each $\pi_h : S \rightarrow [0, 1]^{A}$ is a potentially random policy at the $h$-th step. For a policy $\pi$, the $Q$-value function and the value function are defined as

\[
Q_h^\pi(x, a) := E_{\pi, P}[\sum_{t \geq h} r_t(x_t, a_t) | x_h = x, a_h = a], \\
V_h^\pi(x) := Q_h^\pi(x, \pi_h(x)),
\]

where the trajectory is given by $x_t \sim P (\cdot | x_{t-1}, a_{t-1})$ and $a_t \sim \pi_t(x_t)$ for $t > h$. The following well-known Bellman equation is worth mentioning:

\[
Q_h^\pi(x, a) = r_h(x, a) + E_{y \sim P(\cdot | x, a)} V_{h+1}^\pi(y).
\]

$\pi^* \in \text{arg max}_\pi V_1^\pi(x_1)$ is an optimal policy, and its induced optimal $Q$-value function and the optimal value function are denoted by $Q_h^\pi(x, a) := Q_h^\pi(x, a)$ and $V_h^\pi(x) := V_h^\pi(x)$, respectively.

Sub-Optimality Gap. Given an MDP, the stage-dependent state-action sub-optimality gap (see, e.g., Simchowitz and Jamieson (2019)) is defined as

\[
\text{gap}_h(x, a) := V_h^\pi(x) - Q_h^\pi(x, a) \geq 0.
\]

Clearly, $\text{gap}_h(x, a) = 0$ if and only if $a$ is an optimal action at state $x$ and at the $h$-th decision step. Intuitively, when $\text{gap}_h(x, a) > 0$, $\text{gap}_h(x, a)$ characterizes the difficulty to distinguish the sub-optimal action $a$ from the optimal actions at state $x$ and at the $h$-th step; and the larger $\text{gap}_h(x, a)$ is, the easier should it be distinguishing $a$ from the optimal actions. The minimum sub-optimality gap is then defined as

\[
\text{gap}_{\text{min}} := \min_{h, x, a} \{\text{gap}_h(x, a) : \text{gap}_h(x, a) > 0\}. \quad (2.1)
\]

Intuitively, an MDP with a constant $\text{gap}_{\text{min}}$ is easy to learn since constant number of visitations to an state-action pair suffices to distinguish whether it is optimal (Simchowitz and Jamieson, 2019).

Task-Agnostic Exploration. The problem of task-agnostic exploration (TAE) (Zhang et al., 2020a) involves an MDP environment $(S, A, H, P, x_1)$ and a set of reward functions $\mathcal{R} \subset \{r : [H] \times S \times A \rightarrow [0, 1]\}$ that could possibly contain infinitely many reward functions. An agent first decides exploration policies to collect $K$ trajectories from the environment, in which process reward feedback is not observable. Then an oblivious chooses a reward function $r$ from the candidate set $\mathcal{R}$ and reveals it to the agent, i.e., $r \in \mathcal{R}$ is selected independently from the agent’s exploration policy. Then the agent needs to compute an $(\epsilon, \delta)$-probably-approximately-correct (PAC) policy $\pi$ under the reward function $r$, which means:

\[
\text{for an oblivious } r, \quad P\{V_1^* (x_1) - V_1^\pi (x_1) > \epsilon\} < \delta, \quad (2.2)
\]

where the probability is over the randomness of trajectory collecting in the exploration phase. The sample complexity is measured by the number of trajectories $K$ that the agent needs to collect in the exploration phase to guarantee being $(\epsilon, \delta)$-PAC in planning phase.

Here are a few remarks on the TAE setting. Firstly, note that the reward function $r$ in TAE is oblivious and is not adversarial to the agent’s exploration policy. Due to this non-adversarial nature, TAE can be achieved with a sample complexity $\propto O(S)$ (Zhang et al., 2020a; Wu et al., 2021), which is much cheaper than that required to estimate the transition kernel accurately ($\propto O(S^2)$), the error is measured by total variation distance. On the other hand, if the reward

\[\text{We may as well consider MDPs with an external initial state } x_0 \text{ with zero reward for all actions, and a transition } P_0(\cdot | x_0, a) = P_0(\cdot) \text{ for all action } a, \text{ which is equivalent to our setting by letting the horizon length } H = 1 + 1.\]

\[\text{For the sake of presentation, we focus on bounded deterministic reward functions in this work. The techniques can be readily extended to stochastic reward settings and the obtained bounds will match our presented ones.}\]
function is allowed to be chosen adversarially against the agent’s exploration policy, the problem is known as reward-free exploration (RFE) (Jin et al., 2020); the counter part of condition (2.2) in RFE reads:

\[ \Pr \{ V^*(x_1) - V^T(x_1) > \epsilon \} < \delta, \]

where the probability is over the randomness of trajectory collecting in the exploration phase. Due to the adversarial nature, a RFE algorithm must estimate the environment with high precision, and a \( \mathcal{O}(S^2) \) sample complexity is unavoidable (Jin et al., 2020). In the following paper we will focus on the TAE setting to show a more sample-efficient algorithm for benign TAE problems. Nonetheless, our algorithm naturally extends to other unsupervised RL settings (Jin et al., 2020; Wu et al., 2021) and the improved sample-efficiency for benign instances also holds (by a standard covering argument on value functions or reward functions). We refer the reader to Remark 3 in Section 5 for an example of applying our results in reward-free exploration.

**Gap-Dependent Unsupervised RL.** We now formally state the problem of gap-dependent task-agnostic exploration (gap-TAE). Gap-TAE is a benign TAE instance, in which we assume there is a constant, reward-agnostic gap parameter \( \rho \) such that

\[ 0 < \rho \leq \text{gap}_{\min}(r) \quad \text{for every} \ r \in \mathcal{R}, \quad (2.3) \]

where, with a slightly abuse of notation, \( \text{gap}_{\min}(r) \) refers to the minimum sub-optimality gap (2.1) induced by reward function \( r \); moreover, the gap parameter \( \rho \) is known to the agent. Our focus is to study whether or not gap-TAE problems can be solved in a faster rate compared to the worst-case TAE problems.

We end this section with the definition of a clip operator (Simchowitz and Jamieson, 2019):

\[ \text{clip}_\rho[z] := z \cdot 1[ z \geq \rho], \quad \text{for} \ z \in \mathbb{R} \text{ and } \rho > 0, \]

which cuts a quantity smaller than \( \rho \) to 0.

### 3 AN EFFICIENT ALGORITHM

In this section, we introduce UCB-Clip for solving gap-TAE in a sample-efficient manner. The algorithm is formally presented as Algorithms 1 and 2, for exploration and planning, respectively.

In the exploration phase, **UCB-Clip** maintains an estimated maximum cumulative bonus based on the current empirical transition kernel (Algorithm 1, line 6), and explores the environment through executing a greedy policy that maximizes the cumulative bonus. Note that the exploration bonus at a state-action pair is inversely proportional to the number of visitations to the state-action pair (Algorithm 1, line 5), thus the exploration policy is encouraged to pay more visits to the state-actions that have not yet been visited for sufficient times, where its induced bonus is larger. This design permits **UCB-Clip** to dynamically explore the environment. In the planning phase, **UCB-Clip** receives an obliviously/independently revealed reward function, and computes an (averaging of a sequence

| Algorithm 1 UCB-Clip (Exploration) |
|-----------------------------------|
| **Require:** gap parameter \( \rho \), number of episodes \( K \) |
| 1: initialize history \( \mathcal{H}^0 = \emptyset \) |
| 2: set up a constant \( \iota := \log(2HS^2AK/\delta) \) |
| 3: for episode \( k = 1, 2, \ldots, K \) do |
| 4: \( N^k(x,a), \hat{P}^k(y | x,a) \leftarrow \text{Empi-Prob}(\mathcal{H}^{k-1}) \) |
| 5: compute exploration bonus \( c^k(x,a) := \text{clip}_{\rho} \left[ \sqrt{\frac{8H^2}{N^k(x,a)}} + \frac{120(S+H)H^3}{N^k(x,a)} + \frac{240H^2S^2}{N^k(x,a)} \right] \) |
| 6: \( \{Q^k_h(x,a), \hat{V}^k_h(x)\}_{h=1}^H \leftarrow \text{UCB-QValue}(\hat{P}^k, 0, c^k) \) |
| 7: receive initial state \( x^1_1 \) |
| 8: for step \( h = 1, 2, \ldots, H \) do |
| 9: take action \( a^k_h = \arg \max_a \hat{Q}^k_h(x^k_h, a) \) |
| 10: obtain a new state \( x^k_{h+1} \) |
| 11: end for |
| 12: update history \( \mathcal{H}^k = \mathcal{H}^{k-1} \cup \{x^k_h, a^k_h\}_{h=1}^H \) |
| 13: end for |
| 14: return History \( \mathcal{H}^k \) |

| Algorithm 2 UCB-Clip (Planning) |
|-----------------------------------|
| **Require:** history \( \mathcal{H}^k \) |
| 15: Function Empi-Prob |
| 16: Require: history \( \mathcal{H}^{k-1} \) |
| 17: for \( (x,a,y) \in \mathcal{S} \times \mathcal{A} \times \mathcal{S} \) do |
| 18: \( N^k(x,a,y) := \# \{(x,a,y) \in \mathcal{H}^{k-1}\} \) |
| 19: \( N^k(x,a) := \sum_y N^k(x,a,y) \) |
| 20: if \( N^k(x,a) > 0 \) then |
| 21: \( \hat{P}^k(y | x,a) = N^k(x,a,y)/N^k(x,a) \) |
| 22: else |
| 23: \( \hat{P}^k(y | x,a) = 1/S \) |
| 24: end if |
| 25: end for |
| 26: return \( N^k(x,a), \hat{P}^k(y | x,a) \) |

| Function UCB-QValue |
|----------------------|
| 27: Require: empirical transition \( \hat{P}^k \), reward function \( r \), bonus function \( b^k \) |
| 28: set \( V^k_{H+1}(x) = 0 \) |
| 29: for step \( h = H, H-1, \ldots, 1 \) do |
| 30: for \( (x,a) \in \mathcal{S} \times \mathcal{A} \) do |
| 31: \( Q^k_h(x,a) = r_h(x,a) + b^k(x,a) + \hat{P}^k_h V^k_{h+1}(x,a) \) |
| 32: \( Q^k_h(x,a) \leftarrow \min \{ H, Q^k_h(x,a) \} \) |
| 33: \( V^k_h(x) = \max_a Q^k_h(x,a) \) |
| 34: end for |
| 35: end for |
| 36: end for |
| 37: return \( \{Q^k_h(x,a), V^k_h(x)\}_{h=1}^H \) |
of) optimistic estimation to the optimal value function based on the collected samples (Algorithm 2, line 5). The outputted policy equivalently corresponds to the (averaged) optimistic estimated value function (Algorithm 2, line 6).

\begin{algorithm}[h]
\caption{UCB-Clip (Planning)}
\begin{algorithmic}[1]
\Require history $\mathcal{H}^K$, reward function $r$
\For {$k = 1, 2, \ldots, K$}
\State $N^k(x,a), \hat{P}^k(y|x,a) \leftarrow \text{Empi-Prob}(\mathcal{H}^{k-1})$
\State compute planning bonus $b^k(x,a) = \sqrt{\frac{H_{2i}(x,a)}{2N^k(x,a)}}$
\State $\{Q^k_h(x,a), V^k_h(x)\}_{h=1}^H \leftarrow \text{UCB-QValue}(\hat{P}^k, r, b^k)$
\State infer greedy policy $\pi^*_k(x) = \arg \max_a Q^k_h(x,a)$
\EndFor
\State return $\pi$ drawn uniformly from $\{\pi^1, \ldots, \pi^K\}$
\end{algorithmic}
\end{algorithm}

UCB-Clip is inspired by two existing model-based algorithms: UCBJ (Azar et al., 2017) that achieves minimax optimal sample complexity for supervised RL problems, and PF-UCB (Wu et al., 2021) that efficiently solves preference-free exploration problems in the context of unsupervised multi-objective RL. Similar to both UCBVI and PF-UCB, in the planning phase UCB-Clip (Algorithm 2) adopts an upper-confidence-bound (UCB) type bonus to perform optimistic and model-based planning. Similar to PF-UCB but different from UCBVI, UCB-Clip (Algorithm 1) explores the unknown environment through a greedy policy that maximizes the cumulative exploration bonus. Different from either PF-UCB or UCBVI, UCB-Clip exploits the gap parameter by clipping the exploration bonus (Algorithm 1, line 5).

The clipped exploration bonus turns out to be a key ingredient for UCB-Clip to save samples for gap-TAE problems. Specifically, the leading-order term in the UCB-type bonus will be brute-force clipped to near zero when a state-action pair has been visited for sufficiently many times, i.e., $N(x,a) \approx H^4i/\rho^2$ (Algorithm 1, line 5). This will cause a sudden decrease of the bonus, and discourages the agent to continue to visit this state-action pair. Recall that the considered MDP has a sub-optimality gap at least $\rho$, thus $N(x,a) \approx H^4i/\rho^2$ amount of samples is already sufficient to distinguish sub-optimal actions from the optimal ones at the state-action pair. Then by clipping the bonus at such state-action pairs, UCB-Clip spends less unnecessary visitations to these pairs, and saves opportunities for visiting the state-actions that have not yet been visited sufficiently. In consequence, UCB-Clip accelerates benign TAE instances by exploiting the gap parameter. The above discussions are formally justified in the next section.

\section{Theoretic Results}

We turn to present our theoretical results. We will first show Theorem 1 that provides a sample-complexity upper bound for the proposed UCB-Clip algorithm, and Theorem 2 that provides a sample-complexity lower bound for the gap-TAE problem. Then we will discuss a novel statistical separation between RL vs. MAB based on these results.

\subsection{Upper and Lower Bounds}

\textbf{Theorem 1} (An upper bound for UCB-Clip). Suppose that Algorithm 1 accepts a gap parameter $\rho$ that satisfies \eqref{eq:gap}, and runs for $K$ episodes to collect a dataset $\mathcal{H}^K$. Let policy $\pi$ be the output of Algorithm 2 for an oblivious input reward function $r \in \mathcal{R}$ that is independent of $\mathcal{H}^K$. Then with probability at least $1 - \delta$, the planning error is bounded by

$$V^*_1(x_1) - V^\pi_1(x_1) \lesssim \frac{H^3SA}{\rho K} \cdot \log \frac{HSA K}{\delta} + \frac{H^4S^2A}{K} \cdot \log (HK) \cdot \log \frac{HSA K}{\delta}.$$ 

\textbf{Theorem 2} (A lower bound for gap-TAE). Fix $S \geq 5, A \geq 2, H \geq 2 + \log_2 S$. There exist positive constants $c_1, c_2, p_0, \delta_0$, such that for every $\rho \in (0, p_0)$, $\epsilon \in (0, \rho)$, $\delta \in (0, \delta_0)$, and for every $(\epsilon, \delta)$-PAC algorithm (see condition \eqref{eq:gap}) that runs for $K$ episodes, there exists some gap-TAE instances with a gap parameter $\rho$ that satisfies \eqref{eq:gap}, such that

$$E[K] \geq c_1 \cdot \frac{H^2SA}{\rho \epsilon} \cdot \log \frac{c_2}{\delta},$$

where the expectation is taken with respect to the randomness of choosing the gap-TAE instance.

\textbf{Remark 1}. According to Theorem 1, UCB-Clip only requires $\widetilde{O}(1/\epsilon)$ number of episodes to solve TAE provided with a constant gap parameter, which improves the existing, pessimistic rates $\widetilde{O}(1/\epsilon^2)$ achieved by algorithms that focus on worst-case TAE instances (Zhang et al., 2020a; Wang et al., 2020b; Wu et al., 2021). Moreover, according to Theorem 2, this $\widetilde{O}(1/\epsilon)$ rate is nearly optimal up to logarithmic factors, which exhibits some fundamental limitations of the acceleration afforded by a constant gap parameter. A numerical simulation for the acceleration phenomenon is provided in Appendix A.

\textbf{Remark 2}. If $\rho \lesssim 1/(HS)$, the error upper bound in Theorem 1 is simplified to $\widetilde{O}(H^3SA/\rho K)$, i.e., UCB-Clip needs at most $K = \widetilde{O}(H^3SA/\rho \epsilon)$ episodes to be $(\epsilon, \delta)$-PAC. In this regime, Theorem 2 suggests that UCB-Clip achieves a nearly optimal rate in terms of $S, A, \rho$ and $\epsilon$ (or $K$) ignoring logarithmic factors.
Still, the dependence of $H$ is improvable, which we leave as a future work.

**Remark 3.** As explained before, our algorithm can be applied to other unsupervised RL settings as well, e.g., reward-free exploration (Jin et al., 2020) with a gap parameter $\rho$ that satisfies (2.3). In this case, the upper bound in Theorem 1 needs to be revised to

$$
\tilde{O}\left(\frac{H^3S^2A}{\rho K} + \frac{H^4S^3A}{K}\right).
$$

This is obtained by a standard converging and union bound argument on the set of all possible value functions, and from where the extra $S$ factor stems. Comparing to the worst-case optimal rate $\propto O(1/\sqrt{K})$ for RFE (Jin et al., 2018; Zhang et al., 2020b), we again achieve a quadratic saving in terms of $K$ for benign RFE instances with a constant $\rho$.

**Proof Sketch of Theorem 1.** We first look at the planning phase (Algorithm 2). Since the reward induces a sub-optimality gap at least $\rho$, with some computations we can obtain the following error estimation of the planning error per episode: for every $k$,

$$
V^*_1(x_1) - V^\pi_k(x_1) \leq E_{x,p} \sum_{h=1}^H c^k(x_h,a_h), \quad (4.1)
$$

where $\pi^k$ is the planning policy at the $k$-th episode and $c^k(x,a)$ is the clipped exploration bonus at the $k$-th episode. The right hand side of (4.1) can be further improved to have a uniform upper bound $H$ per decision step. Note that the right hand side of (4.1) is the expected cumulative bonus over the trajectory induced by policy $\pi^k$ and the true transition $P$, and that the bonus contains lower order terms that control the error of an inaccurately estimated probability transition (Algorithm 1, line 5). Therefore, up to some constant factors, it can be bounded by the expected cumulative bonus over the trajectory induced by policy $\pi^k$ and the empirical transition $\hat{P}^k$. The above analysis reflects (4.2). Moreover, (4.3) holds naturally according to Algorithm 1, since $V^k_1(x_1)$ maximizes the cumulative bonus over the empirical transition by dynamic programming.

$$
V^*_1(x_1) - V^\pi_k(x_1) \leq E_{x,p} \sum_{h=1}^H H \wedge c^k(x_h,a_h) \quad (4.2)
$$

Finally, a standard regret analysis for the exploration phase shows that the total exploration values in the exploration phase is logarithmic, thanks to the clipped exploration bonus. Thus the total planning error is also logarithmic. The presented error upper bound is established by averaging over the $K$ episodes. Some of proving techniques are motivated by (Simchowitz and Jamieson, 2019; Wu et al., 2021). Our key novelty is to carefully incorporate the clipping operator in the bonus function and use that to build a connection between the planning and exploration phases. See Appendix B for more details.

**Proof Sketch of Theorem 2.** A hard instance that witnesses the lower bound is shown in Figure 1. The hard instance is motivated by (Mannor and Tsitsiklis, 2004; Dann and Brunskill, 2015). One can verify that this instance has a minimum sub-optimality gap $\rho/2$. Indeed, the only states that have sub-optimal actions are the left orange states in Type I model or Type II model. For the left orange state in Type I model, the optimal action has value $H/2 + \rho/2$, but the sub-optimal ones have value $H/2$, where the gap is $\rho/2$. Similarly we can verify the gap in Type II model is $\rho$. Moreover, in order to be $\epsilon/3$-correct, the agent needs to identify the optimal action at the left orange states, otherwise it takes a sub-optimal action and incurs a value error at least $\epsilon/\rho \cdot \rho/2 = \epsilon/2$. Now the problem is reduced to identify the best action at the left orange states. Let us ignore $H, S, A$ factors and focus on $\rho$ and $\epsilon$. Then at the left orange states, the probability gap between the best action and the second best action is $\propto \Theta(\rho)$, thus $\propto \Omega(1/\rho^2)$ samples are needed to identify the optimal action. On the other hand, in each episode there is only $\epsilon/\rho$ chance to visit the left orange states, thus $\propto \Omega(1/(\epsilon \rho))$ episodes are needed to provide $\propto \Omega(1/\rho^2)$ samples at the left orange sates. This justifies $\propto \Omega(1/(\epsilon \rho))$ in the lower bound. A complete proof is deferred to Appendix C.

**4.2 Comparison with Multi-Armed Bandit**

Theorems 1 and 2 show that for unsupervised RL problems, even when the instance is benign and has a constant gap parameter, $\propto \Omega(1/\epsilon)$ sample complexity must be paid. This establishes a stark contrast to the gap-dependent unsupervised exploration problems on a multi-armed bandit (MAB). In particular, for an MAB with $A$ arms and a minimum sub-optimality gap $\rho$ (that is the gap between the expected rewards of the best action and the second-best action), a rather simple uniform exploration strategy, with $T = O\left(\frac{1}{\rho^2} \log \frac{1}{\delta}\right)$ pulls of the arms, is $(\epsilon, \delta)$-correct for identifying the best arm (see, e.g.,
Figure 1: A hard-to-learn MDP example. States are denoted by circles. A state-determined reward function takes value 1 at the state denoted by a circle with a plus sign and takes value zero otherwise. The plot only shows the structure of the last three layers of the MDP, which consists of a Type I model, a Type II model, and S − 2 Type III model. These models are connected by a (log \( S \))-layer tree with \( A \)-branches in each layer, and with deterministic and known transition.

To further verify our understanding, let us consider exploration that is hard as MAB in the supervised setting, given that there could exist some important states in the issue: MAB. The hard instance in Figure 1 clearly illustrates the idea: there could exist some important states in MDP that cannot be ignored, but are hard to reach in the same time, e.g., ignoring the left orange states in MDP with \( H \geq 2 \) (2018a,b; Wang, 2017; Azar et al., 2013). The sampling simulator (Sidford et al., 2020a; Zhang et al., 2020c).

Let us take a deeper look at where RL is harder than MAB from the supervised RL theory, that RL is nearly as easy as MAB in the supervised setting, given that \( H \) factor is normalized (Jiang and Agarwal, 2018; Wang et al., 2020a; Zhang et al., 2020c).

To further verify our understanding, let us consider an MDP with a sampling simulator (Sidford et al., 2018a,b; Wang, 2017; Azar et al., 2013). The sampling simulator allows us to draw samples at any state-action pair, thus exempts the “hard-to-reach” states. The following theorem shows that for MDP with a sampling simulator, the gap-TAE problem can also be solved with \( \tilde{O}(1) \) samples, as in the case of MAB. A proof is included in Appendix D.

**Theorem 3** (MDP with a sampling simulator). Suppose there is a sampling simulator for the MDP considered in the gap-TAE problem. Consider exploration with the uniformly sampling strategy, and planning with the dynamic programming method with the obtained empirical probability. If \( T \) samples are drawn, where

\[
T \geq \frac{2H^{4}SA}{\rho^{2}} \cdot \log \frac{2HSA}{\delta},
\]

then with probability at least \( 1 - \delta \), the obtained policy is optimal (\( \epsilon = 0 \)).

### 5 ADDITIONAL DISCUSSIONS

**The Gap Parameter.** The gap parameter \( \rho \) is a hyperparameter for Algorithm 1. So long as the inputted gap parameter \( \rho \) is a reasonably large constant and satisfies condition (2.3), our algorithm achieves a fast, \( \tilde{O}(1/\epsilon) \) rate for TAE according to Theorem 1. If the inputted gap parameter \( \rho \) violates condition (2.3), Theorem 1 no longer directly holds; but one can easily show that

\[
V_{1}^{\pi}(x_1) - V_{1}^{\pi}(x_1) = \mathbb{E}_{\pi, \rho} \sum_{h=1}^{H} (V_{h}^{\pi}(x_h) - Q_{h}^{\pi}(x_h, a_h))
\]

\[
\leq \mathbb{E}_{\pi, \rho} \sum_{h=1}^{H} c1\mathbb{I}_{p}[V_{h}^{\pi}(x_h) - Q_{h}^{\pi}(x_h, a_h)] + H \rho
\]

\[
\leq \tilde{O}\left(\frac{H^{4}SA}{\rho K} + \frac{H^{4}S^{2}A}{K} + H \rho\right),
\]
where (5.1) is by the definition of clip operator, and (5.2) is by applying Theorem 1 to the first term in (5.1) (that equals to the error on an MDP with a sub-optimality gap $\rho$). In this way, if the TAE instance is in fact “hard” in that condition (2.3) cannot be met for any reasonably large $\rho$, one can still choose a small $\rho \approx \epsilon/H$ and run UCB-Clip for $K = \tilde{O}(H^2SA/\rho^2 + H^2S^2A/\rho)$ episodes to obtain a policy that is $(H\rho, \delta)$-PAC. Note that this $\propto \tilde{O}(1/\epsilon^2)$ rate is minimax optimal ignoring logarithmic factors (and the $H^2$ factor) (Jin et al., 2020; Dann and Brunskill, 2015). An open question is: is there a sample-efficient algorithm for gap-TAE that does not need an inputted gap parameter?

The $H$ Dependence. In the regime that $\rho \lesssim 1/(HS)$, our upper bound can potentially be improved for an $H$ factor, comparing with the provided lower bound. Technically, this is because Algorithm 1 utilizes a Hoeffding-type bonus, which is known to be less tight compared with a Bernstein-type bonus (Azar et al., 2017). Hoeffding-type bonus has the benefits of being reward-independent, which allows us to construct a reward-independent, hence unsupervised, exploration policy that minimizes an upper bound of the per-episode, reward-dependent planning error. In contrast, Bernstein-type bonus is reward-dependent as it requires an (good) estimation to the value function which relies on reward signals. Since the reward signal is not available in the exploration phase, we do not see a clear way to adopt Bernstein-type bonus in our problem. We leave the issue of further tightening the $H$ factor as a future work.

Removing the Gap-Independent Term. The bound presented in Theorem 1 has a gap-independent term, $\tilde{O}(H^4S^2A/K)$, which is still linear in $\tilde{O}(1/K)$ but is quadratic in $S$. This $S^2$-dependence appears in the sample-complexity lower-order term of all the model-based algorithms that we are aware of, e.g., (Azar et al., 2017; Zanette and Brunskill, 2019; Simchowitz and Jamieson, 2019), and could potentially be mitigated by model-free algorithms (Jin et al., 2018; Yang et al., 2020).

Visiting Ratio Based Approaches. In the context of reward-free exploration, Zhang et al. (2020b) extend a visiting ratio based approach that is initially proposed by Jin et al. (2020), and achieves a nearly minimax optimal sample complexity for reward-free exploration. The visiting ratio based method has the advantage of supporting plug-in planners (i.e., an approximate MDP solver given transition matrix and reward) (Jin et al., 2020). Such approach can be adapted to obtain a $\tilde{O}(1/\epsilon)$ fast rate for gap-TAE as well; however, it involves a $S^2$-dependence on the obtained bound, which is sub-optimal in the context of task-agnostic exploration (see Zhang et al. (2020a); Wu et al. (2021) and Theorem 2).

A Refined Gap Dependence? For supervised RL, the finest gap-dependent sample complexity bound can accurately characterize the role of each state-action gap (Simchowitz and Jamieson, 2019; Xu et al., 2021). In contrast, for unsupervised RL, our derived gap-dependent bound is stated as a function of a gap parameter that reflects only the minimum nonzero state-action gap. We argue that obtaining a refined gap dependence is generally not possible in the unsupervised setting. In particular, let us consider a gap-TAE problem with two candidate rewards, where one of them is specified as in our lower bound construction (see Theorem 2 and Figure 1) and the other induces better state-action gaps; in the planning phase, one of the two rewards is selected uniformly at random. Then any algorithm for this problem instance will need to solve the hard instance in Theorem 2 with probability $1/2$, therefore it must suffers from the “worst” gap parameter instead of the better state-action gaps.

6 RELATED WORKS

Supervised RL with Gap Dependence. In the literature of supervised RL, the state-action sub-optimality gap has been long embraced to characterize instance-dependent theoretic guarantees. Ortner and Auer (2007); Tewari and Bartlett (2007); Ok et al. (2018) study gap-dependent bounds in the asymptotic sense, and Jaksch et al. (2010) establish a finite time, gap-dependent bound. More recently, in the setting of finite-horizon MDP and for a broad class of UCB-type, model based algorithms, Simchowitz and Jamieson (2019) provide a finite, gap-dependent regret bound that comprehensively interpolates the minimax, gap-independent regret bound and a logarithmic, gap-dependent regret bound. Similar results are further built for model-free algorithms (Yang et al., 2020), linear MDP (He et al., 2020), and MDP with corruptions (Lykouris et al., 2019). More recently, Dann et al. (2021) improves the gap-dependent bounds in Simchowitz and Jamieson (2019) by considering the reachability of state-action pairs. In addition to this line, Jonsson et al. (2020) study the gap-dependent bound for a Monte-Carlo tree search algorithm, Xu et al. (2021) establish a fine-grained gap-dependent bound through a non-UCB type algorithm, and Al Marjani et al. (2021); Wagemaker et al. (2021) investigate gap-dependent bound for the best-policy-identification
problem\textsuperscript{8}. However, all these results explores the environment under the guidance of an observable reward signal, thus are not applicable to the unsupervised exploration problems studied in this paper.

**Unsupervised RL in the Worst Case.** The arguably most typical unsupervised exploration problem is the reward-free exploration problem formalized by Jin et al. (2020), where the agent collects samples in the unsupervised fashion in order to be able to plan nearly optimally for arbitrary rewards. Prior to Jin et al. (2020), Hazan et al. (2018); Brafman and Tennenholtz (2002); Du et al. (2019) also study exploratory policies with certain covering properties; and following Jin et al. (2020), the sample complexity of reward-free exploration is further improved to nearly minimax optimal by Kaufmann et al. (2020); Ménard et al. (2020); Zhang et al. (2020b). Besides reward-free exploration problems, Zhang et al. (2020a); Wang et al. (2020b) introduce and study task-agnostic exploration problems where the planning reward is fixed but unknown during exploration, and Wu et al. (2021) study preference-free exploration problems in the context of multi-objective RL. Nonetheless, the above considerations of unsupervised exploration problems and their algorithms take no advantage of a gap parameter, and the obtained theoretic results are pessimistic and restricted by the worst cases.

**Lenient Regret.** Our results can also be understood from the viewpoint of *lenient error* (Merlis and Mannor, 2020), which is first introduced in the context of MAB and aims to capture a regret that tolerances small errors per decision step. This notion naturally generalizes to RL as follows:

\[
\text{LenientError}(\pi) := \frac{1}{E_{\pi, P} \sum_{h=1}^{H} \text{clip}_\rho[V_h^*(x_h) - Q_h^*(x_h, a_h)]}. \tag{6.1}
\]

Clearly, solving a gap-TAE problem with a gap parameter \( \rho \) under the error measured by \( V_h^*(x_1) - V_h^*(x_1) \) is equivalent to solving a TAE problem under a lenient error measured by (6.1). From this viewpoint, an interesting future direction to extend our results to general gap function (see Definition 1 in Merlis and Mannor (2020)) beyond the \( \text{clip}_\rho[\cdot] \) studied in this work.

\textsuperscript{8}Similarly to our lower bound construction, Wagenmaker et al. (2021) also exploit a transition probability to show their gap-dependent lower bound. We emphasize that our works are concurrent and the similar idea is used for solving different problems.

7 CONCLUSION

In this paper we study sample-efficient algorithms for gap-dependent unsupervised exploration problems in RL. When the targeted planning tasks have a constant gap parameter, the proposed algorithm achieves a gap-dependent sample complexity upper bound that significantly improves the existing pessimistic bounds. Moreover, an information-theoretic lower bound is provided to justify the tightness of the obtained upper bound. These results establish an interesting statistical separation between RL and MAB (or RL with a simulator) in terms of gap-dependent unsupervised exploration problems.
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Figure 2: An illustration of the fast task-agnostic exploration achieved by UCB-Clip. In the experiment we simulate a random MDP with $H = 5, S = 10, A = 10$ and $\rho = 0.4$, and run UCB-Clip for $K = 50,000$ episodes. The red curve shows the planning error of UCB-Clip, and the green dotted curve shows a minimax error rate. The plot shows that UCB-Clip achieves an improved rate for gap-dependent task-agnostic exploration.

A NUMERICAL SIMULATIONS

Figure 2 illustrates the fast rate achieved by UCB-Clip for task-agnostic exploration on a benign MDP with constant minimum sub-optimality gap. The curve for UCB-Clip indicates the planning error of UCB-Clip when running on a random MDP with $H = 5, S = 10, A = 10, \rho = 0.4$ and $K = 50,000$. By comparing with the minimax rate, we observe that UCB-Clip solves task-agnostic exploration with a faster rate, when the task has a constant minimum sub-optimality gap.

In this experiment, the random MDP can be regarded as a Grid World. It is generated as follows. The reward is 1 at a state $x^*$ and is 0 otherwise. The initial state is fixed $x_0 \neq x^*$ and cannot be revisited in the rest steps in one game. $x^*$ can only be reached by taking an optimal action $a^*$ at two states, $x_0$ and $x^*$, where $P\{x^*|x_0, a^*\} = \rho$ and $P\{x^*|x^*, a^*\} = 1$. Except for these constraints, the transition kernel is filled with random numbers uniformly distributed in $(0, 1)$ and is then properly normalized. This MDP has a gap parameter $\rho$. In experiment the exploration bonus in Algorithm 1 is simplified: only the first two terms are considered (which are leading terms) and absolute constants and logarithmic factors are set to be 1.

B PROOF OF THE UPPER BOUND (THEOREM 1)

Our proof is inspired by (Sinchowitz and Jamieson, 2019) and (Wu et al., 2021).

Preliminaries. Let $\pi^k$ be the planning policy at the $k$-th episode, i.e., a greedy policy that maximizes $Q_h^k(x, a)$. Let $\tilde{\pi}^k$ be the exploration policy at the $k$-th episode, i.e., a greedy policy given that maximizes $Q_h^k(x, a)$. Let $w_h^k(x, a) := P\{(x_h, a_h) = (x, a) | \tilde{\pi}^k, P\}$ and $w^k(x, a) := \sum_h w_h^k(x, a)$. In the following, if not otherwise noted, we define $\iota := \log \frac{2H^2S^2AK}{\delta}$.

Consider the following good events

$$G_1 := \left\{ \forall x, a, h, k, \left| (\hat{P}^k - P)V_{h+1}^*(x, a) \right| \leq \sqrt{\frac{H^2}{2N^k(x, a)} \log \frac{2HSAK}{\delta}} \right\}.$$ (G1)
\begin{equation}
G_2 := \left\{ \forall x, a, y, k, \frac{1}{2} \left| \hat{P}^k(y \mid x, a) - P(y \mid x, a) \right| \leq \sqrt{\frac{2P(y \mid x, a)}{N^k(x, a)}} \log \frac{2S^2AK}{\delta} + \frac{2}{3N^k(x, a)} \log \frac{2S^2AK}{\delta} \right\}, \tag{G_2}
\end{equation}

\begin{equation}
G_3 := \left\{ \forall x, a, y, k, \frac{1}{2} \left| \hat{P}^k(y \mid x, a) - P(y \mid x, a) \right| \leq \sqrt{\frac{2P(y \mid x, a)}{N^k(x, a)}} \log \frac{2S^2AK}{\delta} + \frac{7}{3N^k(x, a)} \log \frac{2S^2AK}{\delta} \right\}, \tag{G_3}
\end{equation}

\begin{equation}
G_4 := \left\{ \forall x, a, k, N^k(x, a) \geq \frac{1}{2} \sum_{j<k} w^j(x, a) - H \log \frac{HSA}{\delta} \right\}. \tag{G_4}
\end{equation}

\textbf{Lemma 1} (The probability of good events). \( P \{ G_1 \cap G_2 \cap G_3 \cap G_4 \} \geq 1 - 4\delta. \)

\textit{Proof.} By Hoeffding’s inequality and a union bound, we have that \( P \{ G_1 \} \geq 1 - \delta. \)

By Bernstein’s inequality, a union and that \( 1 - P(y \mid x, a) \leq 1, \) we have that \( P \{ G_2 \} \geq 1 - \delta. \)

By empirical Bernstein’s inequality (Maurer and Pontil, 2009), a union bound and that \( 1 - \hat{P}^k(y \mid x, a) \leq 1, \) we have that \( P \{ G_3 \} \geq 1 - \delta. \)

According to Lemma F.4 by (Dann et al., 2017) and a union bound, we have that \( P \{ G_4 \} \geq 1 - \delta. \)

Finally, a union bound over the four events proves the claim. \( \square \)

\textbf{Planning Phase.} Recall the planning bonus is set to be

\begin{equation}
b^k(x, a) := \sqrt{\frac{H^2t}{2N^k(x, a)}}, \tag{B.1}
\end{equation}

\textbf{Lemma 2} (Optimistic planning). \textit{If }\( G_1 \)\textit{ holds, then }\( Q^k_h(x, a) \geq Q^*_h(x, a) \) for every \( k, h, x, a. \)

\textit{Proof.} We prove it by induction. Clearly the hypothesis holds for \( H + 1; \) now suppose that \( Q^k_{h+1}(x, a) \geq Q^*_h(x, a), \) and consider \( h. \) From Algorithm 2, we see that

\begin{equation}
Q^k_h(x, a) := H \land \left( r^k_h(x, a) + b^k(x, a) + \hat{P}^k V^k_{h+1}(x, a) \right). \tag{B.2}
\end{equation}

If \( Q^k_h(x, a) = H, \) then \( Q^k_h(x, a) = H \geq Q^*_h(x, a); \) otherwise, we have that

\begin{equation}
Q^k_h(x, a) - Q^*_h(x, a) = r^k_h(x, a) + b^k(x, a) + \hat{P}^k V^k_{h+1}(x, a) - r^k_h(x, a) - PV^*_h(x, a)
\end{equation}

\begin{equation}
= b^k(x, a) + \hat{P}^k V^k_{h+1}(x, a) - PV^*_h(x, a)
\end{equation}

\begin{equation}
= b^k(x, a) + (\hat{P}^k - P)V^k_{h+1}(x, a) \quad (\text{since } Q^k_{h+1}(x, a) \geq Q^*_h(x, a))
\end{equation}

\begin{equation}
\geq 0 \quad (\text{since } G_1 \text{ holds}).
\end{equation}

These complete our induction. \( \square \)

Let us denote the \textit{optimistic surplus} (Simchowitz and Jamieson, 2019) as

\begin{equation}
E^k_h(x, a) := Q^k_h(x, a) - (r^k_h(x, a) + PV^k_{h+1}(x, a)). \tag{B.3}
\end{equation}

\textbf{Lemma 3} (Optimistic surplus bound). \textit{If }\( G_1, G_2 \)\textit{ and }\( G_3 \)\textit{ hold, then for every }\( k, h, x, a, \)

\begin{equation}
E^k_h(x, a) \leq H \land \left( \sqrt{\frac{2H^2t}{N^k(x, a)}} + Hs + E_{\pi, P} \sum_{i \geq h+1} \left( \frac{4e^2H^3t}{N^k(x, a_i)} \right) \right).
\end{equation}
We next bound $V^k(x,a)$ by

$V^k_h(x) - V^*_h(x) \leq Q^k_h(x,a) - Q^*_h(x,a) \quad \text{(set } a = \pi^k(x)\text{)}$

$\leq b^k(x,a) + \hat{E}kV^k_{h+1}(x,a) - PV^*_h(x,a) \quad \text{(use (B.2))}$

$= \left(\hat{b}^k + P(V^k_{h+1} - V^*_h) + (\hat{E}k - P)(V^k_{h+1} - V^*_h)\right)(x,a)$

$\leq \left(2\hat{b}^k + P(V^k_{h+1} - V^*_h) + (\hat{E}k - P)(V^k_{h+1} - V^*_h)\right)(x,a) \quad \text{(use (B.1) and G1)}$

We next bound $V^k_h(x) - V^*_h(x)$ by

$V^k_h(x) - V^*_h(x) \leq Q^k_h(x,a) - Q^*_h(x,a)$

$\leq r_h(x,a) + \hat{E}kV^k_{h+1}(x,a) - PV^*_h(x,a) \quad \text{(use (B.3))}$

$= \left(\hat{b}^k + \hat{E}k - P\right)\left(V^k_{h+1} - V^*_h\right)(x,a)$

$\leq \left(2\hat{b}^k + \hat{E}k - P\right)\left(V^k_{h+1} - V^*_h\right)(x,a) \quad \text{(use (B.1))}$

We have that for every $M$, the following inequalities hold:

$\sum_{t \leq h} E_{x_t,a_t} \geq \frac{2\epsilon_2 H^2 t}{N^k(x_t,a_t)}$ (Cauchy–Schwarz)

$\sum_{t \geq h} E_{x_t,a_t} \leq \frac{4\epsilon_2 H^3 t}{N^k(x_t,a_t)} + \frac{8\epsilon_2 H^5 S^2 t^2}{(N^k(x_t,a_t))}$ (Cauchy–Schwarz)

Inserting which to (B.4) we have that

$E^k_h(x,a) \leq \sqrt{\frac{2\epsilon_2 H^2 t}{N^k(x,a)}} + \frac{H S t}{N^k(x,a)} + E_{x^k,a} \sum_{t \geq h+1} \left(\frac{4\epsilon_2 H^3 t}{N^k(x_t,a_t)} + \frac{8\epsilon_2 H^5 S^2 t^2}{(N^k(x_t,a_t))}\right)$

Lemma 4 (Bounds for the lower order term). If $G_2$ and $G_3$ hold, we have that for every $V_1, V_2$ such that $0 \leq V_1(x) \leq V_2(x) \leq M$ and for every $k, x, a$, the following inequalities hold:

$|\hat{b}^k - P| (V_2 - V_1)(x,a) \leq P (V_2 - V_1)^2 (x,a) + \frac{MS t}{N^k(x,a)}$

$|\hat{E}k - P| (V_2 - V_1)(x,a) \leq \frac{1}{H} P (V_2 - V_1)(x,a) + \frac{2MS t}{N^k(x,a)}$

$|\hat{E}k - P| (V_2 - V_1)(x,a) \leq \frac{1}{H} \hat{E}k (V_2 - V_1)(x,a) + \frac{3MS t}{N^k(x,a)}$
Proof. For simplicity let us denote \( p(y) := P(y \mid x, a) \) and \( \hat{p}(y) := \hat{P}^k(y \mid x, a) \). For the first inequality,

\[
\left| (\hat{P}^k - P)(V_2 - V_1)(x, a) \right| \leq \sum_{y \in S} |\hat{p}^k(y) - p(y)| (V_2(y) - V_1(y))
\]

\[
\leq \sum_{y \in S} \left( \frac{2p(y)t}{N^k(x, a)} + \frac{2t}{3N^k(x, a)} \right) (V_2(y) - V_1(y)) \quad \text{(since } G_2 \text{ holds)}
\]

\[
\leq \sum_{y \in S} \sqrt{\frac{2t}{N^k(x, a)}} \sqrt{p(y)(V_2(y) - V_1(y))^2} + \frac{2MS_t}{3N^k(x, a)}
\]

\[
\leq \sum_{y \in S} \left( \frac{t}{N^k(x, a)} + p(y)(V_2(y) - V_1(y))^2 \right) + \frac{2MS_t}{3N^k(x, a)} \quad \text{(use } \sqrt{ab} \leq a + b)\]

\[
\leq P(V_2 - V_1)^2(x, a) + \frac{MS_t}{N^k(x, a)}.
\]

For the second inequality,

\[
\left| (\hat{P}^k - P)(V_2 - V_1)(x, a) \right| \leq \sum_{y \in S} |\hat{p}^k(y) - p(y)| (V_2(y) - V_1(y))
\]

\[
\leq \sum_{y \in S} \left( \frac{2p(y)t}{N^k(x, a)} + \frac{2t}{3N^k(x, a)} \right) (V_2(y) - V_1(y)) \quad \text{(since } G_2 \text{ holds)}
\]

\[
\leq \sum_{y \in S} \left( \frac{p(y)}{H} + \frac{H}{2N^k(x, a)} + \frac{2t}{3N^k(x, a)} \right) (V_2(y) - V_1(y)) \quad \text{(use } \sqrt{ab} \leq \frac{1}{2}(a + b))
\]

\[
\leq \sum_{y \in S} \frac{p(y)}{H} (V_2(y) - V_1(y)) + \frac{2MHS_t}{N^k(x, a)}
\]

\[
= \frac{1}{H} P(V_2 - V_1)(x, a) + \frac{2MHS_t}{N^k(x, a)}.
\]

The third inequality is proved in a same way as the second inequality, except that in the second step we use event \( G_3 \) rather than \( G_2 \).

\[\square\]

Lemma 5 (Half-clip trick). If \( G_1 \) holds, then for every \( k \),

\[
V_t^+(x_1) - V_t^{\pi^k}(x_1) \leq 2 \cdot E_{\pi^k, P} \sum_{h=1}^{H} \text{clip}_{\mathcal{P}}[E_h^k(x_h, a_h)].
\]

Proof. Following (Simchowitz and Jamieson, 2019), let us consider

\[
\tilde{E}_h^k(x, a) := \text{clip}_{\mathcal{P}}[E_h^k(x, a)] = E_h^k(x, a) \cdot 1[E_h^k(x, a) \geq \frac{\rho}{2H} \geq 0
\] (B.5)

and

\[
\tilde{V}_h^k(x) := \tilde{Q}_h^k(x, \pi^k(x))
\]

\[
\tilde{Q}_h^k(x, a) := r_h(x, a) + \tilde{E}_h^k(x, a) + P \tilde{V}_{h+1}^k(x, a).
\]

Notice that

\[
V_h^k(x) - V_h^{\pi^k}(x) = E_{\pi^k, P} \sum_{t \geq h} E_t^k(x_t, a_t),
\] (B.6)

\[
\tilde{V}_h^k(x) - V_h^{\pi^k}(x) = E_{\pi^k, P} \sum_{t \geq h} \tilde{E}_t^k(x_t, a_t) \geq 0,
\] (B.7)

then we immediately see that

\[
\tilde{V}_h^k(x) - V_h^{\pi^k}(x) \geq E_{\pi^k, P} \sum_{t \geq h} \left( E_t^k(x_t, a_t) - \frac{\rho}{2H} \right) = V_h^k(x) - V_h^{\pi^k}(x) - \frac{H - h + 1}{H} \cdot \frac{\rho}{2}
\]
\[
V_h^k(x) - V_h^{π^k}(x) - \frac{ρ}{2}.
\]

Given a sequence of a random trajectory \(\{x_h, a_h\}_{h=1}^H\) induced by policy \(π^k\) and \(P\), let \(F_h\) be the event such that
\[
F_h := \{a_h \notin π_h^*(x_h), \forall t < h, a_t \in π_t^*(x_t)\}.
\]

Clearly \(\{F_h\}_{h=1}^{H+1}\) are disjoint and form a partition for the sample space of the random trajectory induced by policy \(π^k\). Then we have that
\[
V_1^*(x_1) - V_1^{π^k}(x_1) = E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( V_1^*(x_1) - V_1^{π^k}(x_1) \right) + 0
\]
\[
= E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( V_h^*(x_h) - V_h^{π^k}(x_h) \right)
\]
\[
= E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( \text{gap}_h(x_h, a_h) + Q_h^*(x_h, a_h) - V_h^{π^k}(x_h) \right),
\]
where \(\text{gap}_h(x_h, a_h) \geq ρ > 0\) under \(F_h\) (since \(a_h \notin π_h^*(x_h)\)). Similarly we have that
\[
\bar{V}_1^k(x_1) - \bar{V}_1^{π^k}(x_1) = E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( \bar{V}_1^k(x_1) - \bar{V}_1^{π^k}(x_1) \right) + 2 \text{ (use Lemma 2, and that gap}_h(x_h, a_h) \geq ρ \text{ under } F_h)\]
\[
\geq E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( \bar{V}_1^k(x_1) - \bar{V}_1^{π^k}(x_1) \right) - \frac{ρ}{2}
\]
\[
\geq 2 \text{ (use (B.8))}
\]
\[
\geq E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( V_h^*(x_h) - V_h^{π^k}(x_h) - \frac{1}{2} \text{gap}_h(x_h, a_h) \right)
\]
(use Lemma 2, and that \(\text{gap}_h(x_h, a_h) \geq ρ \) under \(F_h\))
\[
= E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( \frac{1}{2} \text{gap}_h(x_h, a_h) + Q_h^*(x_h, a_h) - V_h^{π^k}(x_h) \right)
\]
\[
\geq E_{π^k, P} \sum_{h=1}^H \mathbb{1}[F_h] \left( \text{gap}_h(x_h, a_h) + Q_h^*(x_h, a_h) - V_h^{π^k}(x_h) \right)
\]
(note that \(Q_h^*(x_h, a_h) - V_h^{π^k}(x_h) \geq 0\))
\[
= \frac{1}{2} \left( V_1^*(x_1) - V_1^{π^k}(x_1) \right).
\]

The above inequality plus (B.7) (B.5) completes the proof.

**Lemma 6.** If \(G_1, G_2\) and \(G_3\) hold, then
\[
V_1^*(x_1) - V_1^{π^k}(x_1) \leq E_{π^k, P} \sum_{h=1}^H \text{clip}_π \left[ \sqrt{\frac{8H^2 \ell}{N^k(x_h, a_h)}} + \frac{120(H^3 + S)H \ell}{N^k(x_h, a_h)} + \frac{240H^3S^2\ell^2}{(N^k(x_h, a_h))^2} \right].
\]

**Proof.** We proceed the proof as follows:
\[
V_1^*(x_1) - V_1^{π^k}(x_1) \leq 2 \cdot E_{π^k, P} \sum_{h=1}^H \text{clip}_π \left[ \frac{1}{2} \text{gap}_h(x_h, a_h) \right] \text{ (use Lemma 5)}
\]
\[ \leq 2 \cdot E_{\pi^k} \sum_{h=1}^{H} \text{clip}_{\pi^k} \left[ \sqrt{\frac{2H^2_t}{N^k(x,a)}} + \frac{HS_t}{N^k(x,a)} \right] \]
\[ + E_{\pi^k} \sum_{t \geq h+1} \left( \frac{4e^2H^3_t}{N^k(x_t, a_t)} + \frac{8e^2H^5S^2_t}{(N^k(x_t, a_t))^2} \right) \] (use Lemma 3)
\[ \leq 2 \cdot E_{\pi^k} \sum_{h=1}^{H} \left\{ \text{clip}_{\pi^k} \left[ \sqrt{\frac{2H^2_t}{N^k(x_h, a_h)}} + \frac{2HS_t}{N^k(x_h, a_h)} \right] \right\} \]
\[ + E_{\pi^k} \sum_{t \geq h+1} \left( \frac{8e^2H^3_t}{N^k(x_t, a_t)} + \frac{16e^2H^5S^2_t}{(N^k(x_t, a_t))^2} \right) \] (use Lemma 11)
\[ \leq 2 \cdot E_{\pi^k} \sum_{h=1}^{H} \left\{ \text{clip}_{\pi^k} \left[ \sqrt{\frac{8H^2_t}{N^k(x_h, a_h)}} + \frac{4HS_t}{N^k(x_h, a_h)} + \frac{16e^2H^4_t}{N^k(x_h, a_h)} + \frac{32e^2H^6S^2_t}{(N^k(x_h, a_h))^2} \right] \right\} \]
\[ \leq E_{\pi^k} \sum_{h=1}^{H} \left( \text{clip}_{\pi^k} \left[ \frac{8H^2_t}{N^k(x,a)} + \frac{120(H + S)H_t}{N^k(x,a)} + \frac{240H^6S^2_t}{(N^k(x,a))^2} \right] \right). \]

\[ \Box \]

**Exploration Phase.** Recall the exploration bonus in Algorithm 1 is defined as
\[ c^k(x,a) := \text{clip}_{\pi^k} \left[ \sqrt{\frac{8H^2_t}{N^k(x,a)}} + \frac{120(H + S)H_t}{N^k(x,a)} + \frac{240H^6S^2_t}{(N^k(x,a))^2} \right], \quad (B.9) \]
and the exploration value function in Algorithm 1 is given by
\[ \begin{aligned}
\bar{V}^k_h(x) &= \max_a \bar{Q}^k_h(x,a), \\
\bar{Q}^k_h(x,a) &= H \land \left( c^k(x,a) + \hat{P}^k \bar{V}^k_{h+1}(x,a) \right). \quad (B.10)
\end{aligned} \]

Let us also define the following population and empirical *bonus value functions* (for some policy \( \pi \)):
\[ \begin{aligned}
\bar{V}^k_{\pi,h}(x) &= \bar{Q}^k_{\pi,h}(x, \pi(x)), \\
\bar{Q}^k_{\pi,h}(x,a) &= H \land \left( c^k(x,a) + \hat{P}^k \bar{V}^k_{\pi,h+1}(x,a) \right); \quad (B.11)
\end{aligned} \]
\[ \begin{aligned}
\hat{V}^k_h(x) &= \hat{Q}^k_h(x, \pi(x)), \\
\hat{Q}^k_h(x,a) &= H \land \left( c^k(x,a) + \hat{P}^k \bar{V}^k_{h+1}(x,a) \right). \quad (B.12)
\end{aligned} \]

**Lemma 7** (Exploration value function maximizes empirical bonus value functions). For every \( \pi \) and every \( k, h, x, a \),
\[ \bar{Q}^k_h(x,a) \leq \bar{Q}^k_h(x,a) \quad \text{and} \quad \bar{V}^k_{\pi,h}(x) \leq \bar{V}^k_h(x). \]

**Proof.** Use induction and \((B.10)\) \((B.12)\). \( \Box \)

**Lemma 8** (Planning error is upper bounded by population bonus value function). For every \( \pi^k \)
\[ V^*_1(x_1) - V^1_{\pi^k}(x_1) \leq \bar{V}^1_{\pi^k}(x_1). \quad (B.13) \]
Proof. Let \( A_h \) be the \( \sigma \)-field generated by \( \{x_1, a_1, \ldots, x_h, a_h\} \) (induced by \( \pi^k \) and \( P \)). For simplicity, denote \( E_{\geq h}[\cdot] := E[\cdot | A_{h-1}] \), i.e., taking conditional expectation given a trajectory \( \{x_1, a_1, \ldots, x_{h-1}, a_{h-1}\} \). Then \( E_{\geq 1}[\cdot] \) is taking the full expectation. From (B.11) we obtain

\[
E_{\geq h}[Q_h^{k,\pi}(x_h, a_h)] = E_{\geq h}[H \land (c(x_h, a_h) + E_{\geq h+1}[V_{h+1}^{k,\pi}(x_{h+1})])]
\]

\[
= E_{\geq h}[H \land (c(x_h, a_h) + E_{\geq h+1}[Q_{h+1}^{k,\pi}(x_{h+1}, a_{h+1})])]
\]

\[
= E_{\geq h}[H \land E_{\geq h+1}[c(x_h, a_h) + Q_{h+1}^{k,\pi}(x_{h+1}, a_{h+1})]]
\]

\[
\geq E_{\geq h}E_{\geq h+1}[H \land (c(x_h, a_h) + Q_{h+1}^{k,\pi}(x_{h+1}, a_{h+1}))] \quad (H \land \cdot \text{ is concave})
\]

\[
= E_{\geq h}[H \land (c(x_h, a_h) + Q_{h+1}^{k,\pi}(x_{h+1}, a_{h+1}))].
\]

Recursively applying the above relation, and using a fact that

\[
H \land (a + H \land b) = H \land (a + b) \quad \text{for } a, b \geq 0,
\]

we obtain

\[
V_{1}^{k,\pi}(x_1) = E_{\geq 1}[Q_{1}^{k,\pi}(x_1, a_1)] \geq E_{\geq 1}[H \land \sum_{h=1}^{H} c(x_h, a_h)] = E_{\pi^k, P}[H \land \sum_{h=1}^{H} c(x_h, a_h)].
\]

Finally, by Lemma 6 and that \( V_{1}^{k,\pi}(x_1) \leq H = E_{\pi^k, P}[H] \), we have that

\[
V_{1}^{k,\pi}(x_1) - V_{1}^{k,\pi}(x_1) \leq E_{\pi^k, P}[H \land \sum_{h=1}^{H} c(x_h, a_h)] \leq V_{1}^{k,\pi}(x_1),
\]

which completes our proof. \( \square \)

Lemma 9 (Empirical vs. population bonus value functions). If \( G_2 \) and \( G_3 \) hold, then for every \( k \) and for every policy \( \pi \), we have that

\[
\frac{1}{e} \cdot \tilde{V}_{1}^{k,\pi}(x_1) \leq \tilde{V}_{1}^{k,\pi}(x_1) \leq e \cdot \tilde{V}_{1}^{k,\pi}(x_1).
\]

Proof. For the second inequality, we only need to prove that for every \( k \) and \( \pi \),

\[
\tilde{V}_{h}^{k,\pi}(x) \leq \left(1 + \frac{1}{H}\right)^{H-h+1} \cdot \tilde{V}_{h}^{k,\pi}(x), \text{ for every } h, x.
\]

We proceed by induction over \( h \). For \( H + 1 \) the hypothesis holds trivially as \( \tilde{V}_{H+1}^{k,\pi}(x) = 0 = \tilde{V}_{H+1}^{k,\pi}(x) \). Now suppose the hypothesis holds for \( h + 1 \), and let us consider \( h \):

\[
\tilde{V}_{h}^{k,\pi}(x) = Q_{h}^{k,\pi}(x, a) \quad (\text{set } a = \pi(x))
\]

\[
\leq c^k(x, a) + P \tilde{V}_{h+1}^{k,\pi}(x, a) \quad (\text{by (B.11)})
\]

\[
= c^k(x, a) + \hat{P}^k \tilde{V}_{h+1}^{k,\pi}(x, a) + (P - \hat{P}) \tilde{V}_{h+1}^{k,\pi}(x, a)
\]

\[
\leq c^k(x, a) + \left(1 + \frac{1}{H}\right) \hat{P}^k \tilde{V}_{h+1}^{k,\pi}(x, a) + \frac{3H^2S}{N^k(x, a)} \quad (\text{by Lemma 4 and } \tilde{V}_{h+1}^{k,\pi} \leq H)
\]

\[
\leq \left(1 + \frac{1}{H}\right) c^k(x, a) + \left(1 + \frac{1}{H}\right) \hat{P}^k \tilde{V}_{h+1}^{k,\pi}(x, a). \quad (\text{by (B.9)})
\]

\[
\leq \left(1 + \frac{1}{H}\right) c^k(x, a) + \left(1 + \frac{1}{H}\right)^{H-h+1} \hat{P}^k \tilde{V}_{h+1}^{k,\pi}(x, a) \quad (\text{by induction hypothesis})
\]

\[
\leq \left(1 + \frac{1}{H}\right)^{H-h+1} \cdot \left(c^k(x, a) + \hat{P}^k \tilde{V}_{h+1}^{k,\pi}(x, a)\right),
\]
moreover from (B.11) we have that \( \tilde{V}^{k, \pi}_h(x) \leq H \). In sum, we have

\[
\tilde{V}^{k, \pi}_h(x) \leq \left( 1 + \frac{1}{H} \right)^{H-h+1} \cdot \left( H \land \left( c^k(x, a) + \tilde{V}^{k, \pi}_{h+1}(x, a) \right) \right) \\
= \left( 1 + \frac{1}{H} \right)^{H-h+1} \cdot \tilde{Q}^{k, \pi}_{h+1}(x, a) = \left( 1 + \frac{1}{H} \right)^{H-h+1} \cdot \tilde{V}^{k, \pi}_{h+1}(x).
\]

This completes our induction, and as a consequence proves the second inequality.

The first inequality is proved by repeating the above argument to show that for every \( k \) and \( \pi \)

\[
\tilde{V}^{k, \pi}_h(x) \leq \left( 1 + \frac{1}{H} \right)^{H-h+1} \cdot \tilde{V}^{k, \pi}_h(x), \text{ for every } h, x.
\]

\[\square\]

**Lemma 10** (Exploration regret). If \( G_2, G_3 \) and \( G_4 \) hold, then

\[
\sum_{k=1}^{K} \nabla^{k}_1(x_1) \lesssim \frac{H^3 S A \epsilon}{\rho} + H^4 S^2 A \epsilon \cdot \log(H K).
\]

Proof. Recall \( \bar{\pi}^k \) is the exploration policy at the \( k \)-th episode, i.e., a greedy policy given by maximizing \( \tilde{Q}^k_h(x, a) \). Recall \( w^{k}_h(x, a) := \mathbb{P}\{ (x_h, a_h) = (x, a) \mid \bar{\pi}^k, \mathbb{P} \} \) and \( w^k(x, a) = \sum_h w^{k}_h(x, a) \). Let us consider the following “good sets”:

\[
L^k := \{ (x, a) : \sum_{j<k} w^j(x, a) \geq H^3 S \epsilon \}.
\]

(B.14)

Then we have

\[
\sum_{k=1}^{K} \nabla^{k}_1(x_1) \leq e \cdot \sum_{k=1}^{K} \nabla^{k, \bar{\pi}^k}_1(x_1) \quad \text{(use Lemma 9)}
\]

\[
\leq e \cdot \sum_{k=1}^{K} \sum_{x, a \in L^k} \sum_{h=1}^{H} w^k_h(x, a) c^k(x, a) + e \cdot \sum_{k=1}^{K} \sum_{x, a \notin L^k} \sum_{h=1}^{H} w^k_h(x, a) H \quad \text{(use (B.11))}
\]

\[
eq e \cdot \sum_{k=1}^{K} \sum_{x, a \in L^k} w^k(x, a) c^k(x, a) + e \cdot \sum_{k=1}^{K} \sum_{x, a \notin L^k} w^k(x, a) H
\]

\[
\leq e \cdot \sum_{k=1}^{K} \sum_{x, a \in L^k} w^k(x, a) \left( \text{clip}_{\frac{3}{2}} \left[ \frac{8 H^2 \epsilon}{N^k(x, a)} + \frac{120(H + S) H^3 \epsilon}{N^k(x, a)} + \frac{240 H^6 S^2 \epsilon^2}{(N^k(x, a))^2} \right] \right) + e \cdot \sum_{k=1}^{K} \sum_{x, a \notin L^k} w^k(x, a) H \quad \text{(use (B.9)).}
\]

We then bound each terms using integration tricks and that \( G_4 \) holds. The fourth term is bounded by

\[
eq e \sum_{k=1}^{K} \sum_{x, a \notin L^k} w^k(x, a) H \lesssim S A \cdot (H + H^3 S \epsilon) \cdot H \lesssim H^4 S^2 A \epsilon.
\]

The third term is bounded by

\[
eq e \sum_{k=1}^{K} \sum_{x, a \in L^k} w^k(x, a) \frac{240 H^6 S^2 \epsilon^2}{(N^k(x, a))^2}
\]

\[
\lesssim H^6 S^2 \epsilon^2 \sum_{k=1}^{K} \sum_{x, a} \frac{w^k(x, a)}{(\sum_{j<k} w^j(x, a) - 2H \epsilon)^2} \cdot 1 \left[ \sum_{j<k} w^j(x, a) \geq H^3 S \epsilon \right] \quad \text{(use } G_4 \text{ and (B.14))}
\]
\[ \sum_{i=1}^{n} V_i(x_i) \lesssim \frac{H^3 S^2 A_t}{\rho} + (H + S)H^3 S A_t \cdot \log(HK) + H^3 S^2 A_t + H^4 S^2 A_t \lesssim \frac{H^3 S A_t}{\rho} + H^4 S^2 A_t \cdot \log(HK). \]
Lemma 11 (Properties of the clip operator). Let $\rho, \rho', a > 0$, then

- $a \cdot \text{clip}_\rho [A] = \text{clip}_{a \rho} [A]$;
- Let $\rho \geq \rho'$ and $A \subseteq A'$, then $A - \rho \leq \text{clip}_\rho [A] \leq \text{clip}_{\rho'} [A] \leq A'$;
- $\text{clip}_\rho [A + B] \leq \text{clip}_\rho [A] + 2B$ for $B \geq 0$;
- $\text{clip}_\rho [A_1 + \cdots + A_m] \leq 2 \left\{ \text{clip}_{\frac{\rho}{m}} [A_1] + \cdots + \text{clip}_{\frac{\rho}{m}} [A_m] \right\}$.

Proof. The first three claims are easy to see by the definition of the clip operator. The last claim is from (Simchowitz and Jamieson, 2019), for which we provided a proof here for completeness. Without loss of generality, assume that $A_1 + \cdots + A_m \geq \rho$. Let us divide $\{A_i\}_{i=1}^m$ into two groups by examining whether or not $A_i \geq \rho/2m$. Without loss of generality, assume that

$$A_1, \ldots, A_k \geq \frac{\rho}{2m}, \quad A_{k+1}, \ldots, A_m < \frac{\rho}{2m}.$$ 

The latter implies that $A_{k+1} + \cdots + A_m < \frac{\rho}{2m} \cdot (m-k) \leq \frac{\rho}{2}$, then by $A_1 + \cdots + A_m \geq \rho$ we obtain that

$$A_1 + \cdots + A_k \geq \frac{\rho}{2} > A_{k+1} + \cdots + A_k,$$

In sum, we have that

$$\text{RHS} = 2 \left\{ \text{clip}_{\frac{\rho}{m}} [A_1] + \cdots + \text{clip}_{\frac{\rho}{m}} [A_m] \right\}
\geq 2 \{ A_1 + \cdots + A_k \}
\geq A_1 + \cdots + A_k + A_{k+1} + \cdots + A_m
= \text{LHS}.$$ 

\[\square\]

C PROOF OF THE LOWER BOUND (THEOREM 2)

Lemma 12 ((Mannor and Tsitsiklis, 2004), Theorem 1). There exist positive constants $c_1, c_2, \epsilon_0,$ and $\delta_0$, such that for every $n \geq 2$, $\epsilon \in (0, \epsilon_0)$, $\delta \in (0, \delta_0)$, and for every $(\epsilon, \delta)$-correct policy, there exists some Bernoulli multi-armed bandit model with $n$ arms, such that the policy needs at least $T$ number of trials where

$$E[T] \geq c_1 \frac{n}{\epsilon^2} \log \frac{c_2}{\delta}.$$ 

In particular, the bandit model can be chosen such that one arm pays 1 w.p. $1/2 + \epsilon/2$, one arm pays 1 w.p. $1/2 + \epsilon$, and the rest arms pay 1 w.p. $1/2$.

Theorem 5 (Restatement of Theorem 2). Fix $S \geq 5, A \geq 2, H \geq 2 + \log_A S$. There exist positive constants $c_1, c_2, \rho_0, \delta_0$, such that for every $\rho \in (0, \rho_0)$, $\epsilon \in (0, \rho)$, $\delta \in (0, \delta_0)$, and for every $(\epsilon, \delta)$-correct policy, there exists some MDP instance with gap $\rho$, such that

$$E[K] \geq c_1 \frac{H^2SA}{\epsilon\rho} \log \frac{c_2}{\delta}.$$ 

Proof. The hard example is constructed as in Figure 1. We prove such example witness our lower bound as follows.

Let us call all left orange states the bandit states. Let $N_b$ be the number of visits to the bandit states. Then from the construction, we have that

$$E[N_b] = E[K] \cdot \frac{\epsilon}{\rho}.$$
We may without loss of generality image the bandit states as an entity, and at this entity, there are $SA$ arms: one arm pays reward $H$ w.p. $\frac{3}{2} + \frac{\rho}{2H}$, one arm pays reward $H$ w.p. $\frac{1}{2} + \frac{\rho}{2H}$, and the rest arms pay reward $H$ w.p. $\frac{1}{2}$. Next, for any $(\epsilon, \delta)$-correct policy on the MDP, it induces a policy that is $(\rho, \delta)$-correct policy on the above bandit model. By a linear scaling of the reward from $H$ to 1, it is equivalent to a policy that is $(\frac{\rho}{H}, \delta)$-correct in a stand hard-to-learn bandit model with $SA$-arms.

By Lemma 12, we must have that

$$\mathbb{E}[N_h] \geq c_1 \frac{H^2 SA}{c^2} \log \frac{c_2}{\delta},$$

which implies that

$$\mathbb{E}[K] \geq c_1 \frac{H^2 SA}{c^2} \log \frac{c_2}{\delta}.$$

Clearly, the MDP discussed above has $A$ actions, $2S$ states, $H + 2 + \log_A S$ length of the horizon. We next verify that the MDP has $\frac{\rho}{2}$ gap. Notice that except in the left orange states, all actions have the same consequence, therefore the gap is zero if the agent is not at a left orange state. When we are at the left orange state at the Type III model, there is no gap. When we are at the left orange state at the Type II model, the gap is $\left(\frac{3}{2} + \frac{\rho}{2H}\right)H - \frac{1}{H} \cdot H = \rho$. When we are at the left orange state at the Type I model, the gap is $\left(\frac{1}{2} + \frac{\rho}{2H}\right)H - \frac{1}{H} \cdot H = \frac{\rho}{2}$. By a rescaling of the number of states, length of the horizon, MDP gap, and the absolute constants, the promised lower bound is established.

\[ \square \]

## D GAP-DEPENDENT UNSUPERVISED EXPLORATION FOR MULTI-ARMED BANDIT AND MDP WITH A SAMPLING SIMULATOR

### Multi-Armed Bandit

The following result is from Theorem 33.1 in (Lattimore and Szepesvári, 2020). For completeness, we restate the result and the proof here.

**Lemma 13 (Uniform Exploration).** Consider a Bernoulli bandit with $A$ arms and a minimum non-zero expected reward gap $\rho > 0$. Consider the following policy: in the exploration phase an agent uniformly pulls each arm $K$ times and collects rewards for $T/A$ rounds, and in the planning phase the agent chooses the arm with the highest empirical rewards. Then

1. the output is $(\epsilon, \delta)$-correct for $\epsilon < \rho$ if $T \approx \frac{A}{\rho^2} \log \frac{A}{\delta}$;
2. the expected error is at most $\mathbb{E}_\pi [V^* - V^\pi] \lesssim A \exp(-\rho^2 T/A) \propto \exp(-T)$.

**Proof.** Let us denote the expected reward of an arm $a$ as $r_a$, and denote the empirical reward of an arm $a$ as $\hat{R}_a = (\hat{R}_a^1 + \cdots + \hat{R}_a^K) / K$. Suppose $a$ is the best arm, and $a'$ is the arm with highest empirical reward, then

$$\mathbb{P}\left\{ a' \neq a \right\} = \mathbb{P}\left\{ \hat{R}_{a'} > \hat{R}_a \right\}$$

$$= \mathbb{P}\left\{ (\hat{R}_{a'} - r_{a'}) - (\hat{R}_a - r_a) > r_a - r_{a'} \right\}$$

$$\leq \mathbb{P}\left\{ (\hat{R}_{a'} - r_{a'}) - (\hat{R}_a - r_a) > \rho \right\}$$

$$\lesssim A \exp(-\rho^2 K) \approx A \exp(-\rho^2 T/A).$$

The proof is completed by noting that $0 \leq r_a \leq 1$. \[ \square \]

### MDP with a Sampling Simulator

Now we consider gap-TAE for MDP with a sampling simulator. The algorithm is simple: in the exploration phase we sample $N$ data at each pair $(x, a)$ and compute an empirical transition probability $\tilde{P}$; in the planning phase we compute the optimal value function over $\tilde{P}$, and output the induced greedy policy $\pi$. Mathematically speaking, the policy $\pi$ is given by

$$\tilde{Q}_h^* (x, a) = r_h(x, a) + \tilde{P} \hat{V}^*_h (x, a),$$

$$\hat{V}^*_h (x) = \max_a \tilde{Q}_h^* (x, a),$$

$$\pi_h (x) = \arg \max_a \tilde{Q}_h^* (x, a).$$
Next we justify the sample complexity of this algorithm.

**Lemma 14** (Good events). Consider the following two events

\[ G := \{ \forall x, a, h, \left| (\hat{\mathcal{P}} - \mathcal{P})V^{\pi}_{h+1}(x, a) \right| < \frac{\rho}{2H} \}, \quad E := \{ \forall x, h, V^*_h(x) - V^\pi_h(x) = 0 \}, \]

then \( G \) implies \( E \).

**Proof.** Assume \( G \) holds, and define \( E_h := \{ \forall x, V^*_h(x) - V^\pi_h(x) = 0 \} \). We prove \( E \) holds by induction over \( E_h \) for \( h \in \{ H + 1, H, \ldots, 1 \} \). First \( E_{H+1} \) holds by definition. Next suppose that \( E_{h+1}, \ldots, E_{H+1} \) holds, and consider \( E_h \). Since \( G \) holds, we have that for every \( x \),

\[ V^*_h(x) - \hat{V}^\pi_h(x) = E_{x, \hat{\mathcal{P}}} \sum_{t \geq h} (\hat{\mathcal{P}} - \mathcal{P})V^*_h(x_t, a_t) < (H + 1 - h) \cdot \frac{\rho}{2H} < \frac{\rho}{2}. \]

Since \( E_t \) holds for \( t \geq h + 1 \), we have that for every \( x \),

\[ \hat{V}^\pi_h(x) - V^*_h(x) = E_{x, \hat{\mathcal{P}}} \sum_{t \geq h} (\hat{\mathcal{P}} - \mathcal{P})V^*_{h+1}(x_t, a_t) = E_{x, \hat{\mathcal{P}}} \sum_{t \geq h} (\hat{\mathcal{P}} - \mathcal{P})V^*_{h+1}(x_t, a_t) \quad (\text{since } E_t \text{ holds for } t \geq h + 1) \]

\[ < (H + 1 - h) \cdot \frac{\rho}{2H} < \frac{\rho}{2}. \quad (\text{since } G \text{ holds}) \]

The above two inequalities imply that for every \( x \),

\[ V^*_h(x) - V^\pi_h(x) = V^*_h(x) - \hat{V}^\pi_h(x) + \hat{V}^\pi_h(x) - \hat{V}^\pi_h(x) + \hat{V}^\pi_h(x) - V^\pi_h(x) \]

\[ \leq V^*_h(x) - \hat{V}^\pi_h(x) + \hat{V}^\pi_h(x) - V^\pi_h(x) < \rho, \]

which further yields that for every \( x \) and \( a = \pi_h(x) \),

\[ V^*_h(x) - Q^*_h(x, a) \leq V^*_h(x) - V^\pi_h(x) < \rho, \]

which forces \( a \in \pi_h(x) \) since otherwise \( V^*_h(x) - Q^*_h(x, a) \geq \rho \). Therefore, we have that for every \( x \),

\[ V^*_h(x) - V^*_h(x) = Q^*_h(x, a) - Q^*_h(x, a) = \mathbb{P} \left( V^*_h(x) - V^\pi_h(x) \right) (x, a) = 0, \]

where the last equality holds since \( E_{h+1} \) holds, and by this we show that \( E_h \) holds, which completes our induction. \( \square \)

**Lemma 15** (Probability of the good event). \( \mathbb{P} \{ G^c \} < 2HSA \cdot \exp \left( -\frac{\rho^2N}{2H^2} \right) \).

**Proof.** This is by Hoeffding’s inequality and a union bound over \( x, a, h \). \( \square \)

**Theorem 6** (Restatement of Theorem 3). Suppose there is a sampling simulator for the MDP considered in the gap-TAE problem. Consider exploration with the uniformly sampling strategy, and planning with the dynamic programming method with the obtained empirical probability. If \( T \) samples are drawn, where

\[ T \geq \frac{2H^4SA}{\rho^2} \cdot \log \frac{2HSA}{\delta}, \]

then with probability at least \( 1 - \delta \), the obtained policy is optimal (\( \epsilon = 0 \)).

**Proof.** Note that \( T \geq \frac{2H^4SA}{\rho^2} \cdot \log \frac{2HSA}{\delta} \) implies that \( N = T/(SA) \geq \frac{2H^4}{\rho^2} \cdot \log \frac{2HSA}{\delta} \), then by Lemma 15, we have that

\[ \mathbb{P} \{ G \} \geq 1 - \delta, \]

then according to Lemma 14, the policy is optimal with probability at least \( 1 - \delta \). \( \square \)