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Abstract: The optimal utilization of wind power and the application of carbon capture power plants are important measures to achieve a low-carbon power system, but the high-energy consumption of carbon capture power plants and the uncertainty of wind power lead to low-carbon coordination problems during load peaks. To address these problems, firstly, the EEMD-LSTM-SVR algorithm is proposed to forecast wind power in the Belgian grid in order to tackle the uncertainty and strong volatility of wind power. Furthermore, the conventional thermal power plant is transformed into an integrated carbon capture power plant containing split-flow and liquid storage type, and the low-carbon mechanism of the two approaches is adequately discussed to give the low-carbon realization mechanism of the power system. Secondly, the mathematical model of EEMD-LSTM-SVR algorithm and the integrated low-carbon economic dispatch model are constructed. Finally, the simulation is verified in a modified IEEE-39 node system with carbon capture power plant. Compared with conventional thermal power plants, the carbon emissions of integrated carbon capture plants will be reduced by 78.248%; the abandoned wind of split carbon capture plants is reduced by 53.525%; the total cost of wind power for dispatch predicted using the EEMD-LSTM-SVR algorithm will be closer to the actual situation, with a difference of only USD 60. The results demonstrate that the dispatching strategy proposed in this paper can effectively improve the accuracy of wind power prediction and combine with the integrated carbon capture power plant to improve the system wind power absorption capacity and operational efficiency while achieving the goal of low carbon emission.
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1. Introduction

The Paris Agreement calls for achieving net-zero emissions by the second half of this century and achieving the goal of holding the global average temperature increase to well below 2 °C and preferably 1.5 °C. To achieve carbon neutrality, several countries have set policies and targets and are taking a variety of measures, for example, focusing on energy transformation of power systems, making full use of renewable energy sources at the source, adopting carbon capture and storage (CCS), or planting trees to make full use of the negative emission capacity of bioenergy [1].

As a renewable energy source, wind energy plays an important role in mitigating environmental change by avoiding the energy consumption and carbon emissions caused by traditional fossil energy combustion. The installed capacity of wind power is increasing year by year, but wind power has strong volatility and randomness, and how to effectively utilize wind energy becomes an urgent issue [2–4].

In response to the volatility and stochastic nature of wind power, developments in machine learning and artificial intelligence have encouraged researchers to explore data-driven models to achieve accurate wind power forecasts [5].
Predictive models commonly applied to renewable energy can be classified into four categories: statistical models, machine learning models, artificial intelligence models, and hybrid models. Statistical models include regression models such as AR integrated moving average (ARIMA). Traditional forecasting methods mainly use statistical methods to establish the relationship between historical values and wind energy, such as time series and regression analysis methods. However, traditional statistical methods cannot accurately characterize the strongly fluctuating variability of wind power, limiting the accuracy of forecasting. Machine learning includes least squares support vector machines (LSSVM), support vector machine regression (SVR), etc. Artificial intelligence models include some neural network models such as convolutional neural networks (CNN), recurrent neural networks (RNN), long short-term memory recurrent neural network (LSTM), etc. LSTM has complex storage units that remember previous information and can be applied to the computation of the current output, i.e., the nodes between hidden layers become connected [6]. Hybrid model is a combination of two or more of the above models, which can give full play to the advantages of different models, reduce model training speed, and improve prediction accuracy [7–10].

According to dispatchers, schedulers, and energy planners, the most important aspect of low-carbon economic dispatch for the power system requires wind generation forecasts for energy trading and unit commitment plans a day in advance, followed by hourly forecasts (in megawatts). This includes error lines and uncertainty intervals, as well as forecasts for maintenance schedules several days in advance. To meet these needs, many forecasting studies have been conducted, focusing on wind speed and power forecasting over different time horizons, uncertainty forecasting, and slope event forecasting. As input data for low-carbon dispatch, wind energy plays an important role in guiding the low-carbon economic dispatch. The highly chaotic, intermittent, and random nature of wind energy poses a great challenge to wind power forecasting [11].

The whole forecasting process can be divided into data pre-processing, model construction, and evaluation. In data pre-processing, wind power forecasting is performed using ensemble empirical mode decomposition (EEMD). By decomposing highly irregular values into IMFs with some regularity, it helps to reduce the difficulty of wind power forecasting. EEMD is an empirical decomposition method that decomposes a time series into many sub-series according to different frequencies. Common decomposition methods include wavelet, empirical modal decomposition, seasonal adjust methods, variational modal decomposition, and intrinsic time-scale decomposition methods. EEMD is often used as a pre-processing technique for mixed forecasting models. Different forecasting models are used to predict the sub-sequences generated by the decomposition.

A number of new methods have been proposed to address the shortcomings present in EMD. For example, EEMD; Median EMD (MEMD); Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEDAN); Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEDAN), etc. EEMD is based on the principle of adding Gaussian white noise to the original signal several times, then performing EMD decomposition and averaging the EMD decomposition results. MEMD is another algorithm that solves the problem of modal confusion by using a variable window median filter to process the IMF, eliminating the effect of impulse noise while reducing modal mixing. CEEMDAN solved the problem of different number of modes for different realizations of signal plus noise. ICEEMDAN improves on the former by improving on some spurious modes that may occur in the early stages of the decomposition, enabling a less noisy and more physically meaningful component to be obtained [12,13].

For the selection of algorithms in model construction, in recent years, based on the large amount of data generated by the operation of power systems and the development of artificial intelligence algorithms, traditional wind power prediction algorithms have gradually evolved to intelligent processing algorithms represented by artificial neural networks [14]. LSSVM can be used for classification and prediction [15–17]. SVR greatly increases the speed of operation by adding the concept of vectors to LSSVM [18].
In the field of deep learning, RNN and LSTM have unique advantages in processing time series. To deal with the complex noise in the target value, noise reduction or modal decomposition is often carried out before sending it into the model. LSTM solves the gradient disappearance of RNN during remote transmission.

Each of the above single wind power prediction models has advantages and disadvantages. Furthermore, to improve the forecasting performance, hybrid models combine different methods and take advantage of the strengths of each method. Hybrid models based on decomposition, which take advantage of time series decomposition methods, have been frequently reported.

Where SVM is widely used to cope with non-linear time series, the use of EMD-based decomposition methods can improve the wind power prediction capability of SVM. It has been shown that EMD can improve the performance of SVM models in 10-min, 15-min, 30-min and daily wind power forecasting. The case study also shows that the hybrid EEMD-SVM model outperforms the hybrid EMD-SVM model and the SVM model for monthly wind power forecasting. The combination of CEEMDAN and SVM is suitable for hourly wind power forecasting. EMD (and its variants) can also be used for the pre-processing process in the hybrid forecasting model. The wind power time series are first noise-reduced by EMD, then the SVM model is used to determine the individual model weights and finally the components are fed into the appropriate model: ARIMA, Error Encoding Network (ENN), and Multilayer Perceptron (MLP). The forecasting results show that the hybrid forecasting models of the EMD pre-processing series outperform the individual models in terms of wind power forecasting. In conclusion, the EMD decomposition and its improved algorithms have been widely adopted for improving wind power forecasting accuracy. In addition, improved EMD algorithms can improve model prediction performance in wind power forecasting as they can reduce the mode mixing problem that exists in EMD methods [19].

It is widely accepted that wind power time series are highly volatile and non-stationary. Modeling the raw time series with a single method is challenging. Decomposition-based methods take advantage of decomposition methods to decompose the original time series into different sub-series, which can be modeled more effectively than the original time series. In this paper, a combined model prediction method based on EEMD decomposition is proposed for wind power time series. Due to the nature of high-frequency jitter, high-frequency IMFs will get better prediction results using a LSTM, while low-frequency IMFs use a SVR to improve the model prediction speed.

The use of carbon capture power plants is an effective way to achieve low carbon economic dispatch of power systems [20]. The conventional operation methods of carbon capture power plants include split-flow and storage type. In the case of split-flow operation, the processes of CO₂ absorption and capture are coupled with each other, which often reduces the carbon capture level of carbon capture plants when the demand for carbon capture in the system conflicts with the demand for load; in the case of liquid storage operation, although the process of CO₂ absorption and capture can be decoupled, it cannot actively emit CO₂, which leads to poor economics when the price of carbon trading is low. Therefore, this method is rarely used [21]. In order to overcome the shortcomings of these two conventional approaches, a study has proposed an integrated and flexible operation of carbon capture power plants consisting of a split-flow type and a liquid storage type. This approach can not only improve the flexibility of dispatch by actively emitting CO₂ but also decouple the CO₂ absorption and capture process, so that the carbon capture power plant can have the energy time-shifting characteristics and achieve efficient peaking; meanwhile, it can provide rotating backup by adjusting the carbon capture energy consumption and effectively reduce the number of start-ups and shutdowns of high-carbon thermal power by sharing the backup pressure of high-carbon thermal power [22].

In summary, the current research is mainly based on different perspectives such as power-side, load-side, and source-load sides. The related results are of great significance to
the low-carbon economic operation of power systems, but there are still issues that need to be studied in depth:

1. There are more studies on split-flow carbon capture power plants but fewer studies on integrated carbon capture power plants. Integrated carbon capture plants applied to the source side have better results and should be studied further.

2. Most of the studies deal with wind power prediction by directly applying existing prediction values, but these values often have poor prediction results. There is a need to study prediction models with higher prediction accuracy.

3. Few studies have jointly applied precise wind power predictions with integrated carbon capture plants. The low-carbon characteristics and scheduling advantages of the above two tools have not been fully explored, and there is a lack of research on the operational mechanism of the two working together to achieve low carbon.

To this end, this paper proposes an economic dispatching method for power systems that considers the accuracy of wind power forecasting as well as integrated carbon capture plants. The main studies are as follows:

• First, the EEMD-LSTM-SVR model is used to forecast the wind power in the Belgian grid so that the forecast values are as close as possible to the real values. This allows us to get closer to the real dispatch costs, unit start-up and shutdown plans, and unit output. This provides the grid dispatchers with a better dispatch strategy and avoids the loss of system safety in the pursuit of low dispatch costs.

• Then, the low-carbon economic dispatching model of power system with integrated flexible operation of carbon capture power plant is built by integrating the split-flow type and liquid storage type carbon capture power plant on the traditional thermal power plant.

• Finally, the advantages of the dispatching method proposed in this paper are verified by simulation. The results show that the wind power prediction is more accurate and the dispatching results are closer to the real value based on the original one.

2. Operational Mechanisms Considering Wind Power Uncertainty and Low Carbon Characteristics of Carbon Capture Power Plants

In this paper, wind power is predicted by accurate artificial intelligence algorithm at the source side, carbon capture consumption is cut by the solution storage of carbon capture power plant, and the two complement each other to deeply explore the lower carbon potential. Thermal power, carbon capture energy, wind power, and load are all considered as dispatchable resources and are classified into three categories according to their different carbon emission characteristics: Category 1 is high carbon units, such as conventional thermal power; Category 2 is low carbon units, such as carbon capture power plants; and Category 3 is zero carbon units, such as wind power.

The integrated flexible operation method of carbon capture power plant consists of two parts: shunt type and liquid storage type. Figure 1 shows the schematic diagram of the integrated flexible operation method of the carbon capture power plant.

The split-flow operation of carbon capture plants includes both flue gas splitting (as shown in the blue module in Figure 1) and liquid-rich splitting. By controlling the flue gas bypass, the flue gas split operation method adjusts the proportion of flue gas directly discharged to the atmosphere, thus achieving flexible adjustment of carbon capture energy consumption and net output power. The key equipment of the liquid storage operation method (as shown in the green module in Figure 1) is the solution storage, so that the rich liquid absorbed from the absorption tower and the rich liquid entering the regeneration tower at this time are no longer equal, i.e., the CO₂ absorption process, which determines the amount of carbon capture, and the solution regeneration process, which determines the energy consumption of carbon capture, are decoupled to a certain extent.
The combined consideration of shunt operation and storage operation allows for both shifting the impact of carbon capture energy consumption to load during peak-load times and proactive CO$_2$ emission when the system needs it. This integrated and flexible low-carbon operation can expand the net output range of carbon capture power plants, as shown in Figure 2.
At peak-load times, split-flow carbon capture plants need to increase their output and accordingly produce more CO₂. If all of this CO₂ is captured, the carbon capture energy consumption will also be increased largely, which is not conducive to increasing the output of the carbon capture plant. If the carbon capture plant is operated in a flexible way, the CO₂ at peak load can be stored in solution storage. This will help to reduce the CO₂ emissions directly into the atmosphere to ensure a low carbon system. It also helps to reduce the energy consumption of carbon capture at peak load, ensuring the system’s economy.

In the low-load period, the split-flow carbon capture power plant reduces the unit output and expands the net output range mainly through the energy consumption generated during CO₂ capture (Figure 2 in mode II). At the same time, the energy consumption generated by carbon capture increases the wind power consumption capacity. However, if we also consider the liquid storage type carbon capture operation, which releases CO₂ from the solution storage, we can further increase the carbon capture energy consumption. The system will have a lower output limit and a larger output range (Figure 2 in mode III). At the same time, it further promotes wind power consumption. The whole process can be seen as replacing expensive high-carbon units at peak-load times by increasing wind power output at low-load times and utilizing economical low-carbon units.

In summary, the storage and liquid carbon capture method shift CO₂ from the peak load to the low-load for processing. In turn, the energy consumption of the carbon capture process is delayed in the time dimension, and the expensive high-carbon thermal power plants are replaced by low-carbon carbon capture power plants and wind power plants, making the system more low-carbon and economical.

3. Low Carbon Economy Dispatch Modeling

The low carbon economic dispatch model considers wind power forecasting and integrated carbon capture power plants separately on the source side. In this paper, we use EEMD-LSTM-SVR for accurate forecasting of Belgian wind power and for low carbon dispatch we consider integrated split-flow and storage carbon capture power plants. The model is built as follows [23].

3.1. Dataset

The dataset consists of the forecast dataset and the scheduling input data. The forecast dataset consists of 15 min wind power data and six characteristic quantities for December 2021 in Belgium. The wind power is the target value, and the six characteristic quantities are EWMA, SMA, average, minimum, maximum, and average difference. Dispatch input data includes load value and 1 h wind power (averaged for 15 min wind power). When performing the dispatch, the wind power is used to match different cases, including Belgian grid forecast wind power, the actual wind power on 31 December, and the EEMD-LSTM-SVR forecast wind power.

3.1.1. EWMA and SMA Feature Construction of Wind Power

Exponential weighted moving average (EWMA) is often used to describe trends of time series. It considers the high weight of recent data and at the same time gradually reduces the weight of recent data to compensate the overall trend. This method can forecast the future trend of line loss and enrich datasets further.

The process of constructing the EWMA feature is as follows. For wind power, \( n \) is the number of observations to be monitored including \( e_0 \). The EWMA characteristics of 15 min wind power are calculated according to Equation (1).

\[
\begin{align*}
    & e_i = l_0, i = 0, 1 \\
    & e_i = (1 - a)e_{i-1} + al_{i-1}, i = 2, 3 \ldots n \\
    & e_i = (1 - a)e_n + al_n, i > n 
\end{align*}
\]
where $\alpha$ is the smoothing parameter. The value range of $\alpha$ is $(0, 1]$ and differential evolution method is used to minimize the objective function to obtain the optimal $\alpha$ value. The calculated objective is shown in Equation (2):

$$\alpha = \arg\min \left( \sum_{i=1}^{N} \sqrt{(l_i - e_i)^2} \right)$$

(2)

Simple moving average (SMA) is an unweighted arithmetic average of the $n$ values preceding a given variable. For example, a 96-point simple moving average of a 15-min wind power forecast refers to the average of the previous day’s wind power. If the power at each point is $p_1$ to $p_n$, and when calculating successive values, a new point is added while an old point is dropped out, the SMA is calculated as:

$$SMA_{t_{n+1}} = SMA_{t_n} - \frac{p_1}{n} + \frac{p_{n+1}}{n}$$

(3)

Figure 3 shows the Belgian wind power and its EWMA and SMA characteristics. The red line in Figure 3 is the EWMA, which reflects the trend of wind power in the short term and provides reference information for wind power forecasting. The blue line in Figure 3 is SMA. SMA is the average value of wind power at the previous $N$ points, which is a simple extraction of wind power variation trend. EWMA can extract wind power variation trend, while eliminating the influence of complex noise and enriching the dataset.

Figure 3. EWMA and SMA characteristics of wind power data (Time Scale: December 2021).

3.1.2. Curve Feature Construction of Wind Power
Curve features include average, minimum, maximum, and average difference values, respectively, used to describe average trend and extreme value of time series data and changes of time series data on different days. For time series data of impact quantity $V$, $V_{w,i}$ means impact quantity within time-window $w$, point $i$ changes from 1 to 4. Equations (4) and (5) show calculation of $V_{\text{mean}}$ and $V_{\text{mean, diff}}$. The time-window $w$ is set as 4 for insight into hourly changes in wind power.

$$V_{\text{mean}} = \sum_{i=1}^{w} \frac{V_{w,i}}{w}$$

(4)
\[
V_{\text{mean\_diff}} = \sum_{i=2}^{w} \left( v_i^w - v_{i-1}^w \right) / (w - 1)
\] (5)

Figure 4 shows the curve characteristics of wind power. Constructing curve features for wind power can maximize the use of data trends and help the model learn. Using average, extreme, and average difference values, wind power prediction models will be more sensitive. Data that is only one-dimensional is extended to four dimensions. As the amount of data increases, the model can also get better prediction results.

Figure 4. Curve characteristics of wind power data (only one day’s data is shown).

3.2. EEMD-LSTM-SVR
3.2.1. EEMD

Empirical mode decomposition (EMD) is a decomposition method used to deal with non-linear and uneven signals. The wind power sequence happens to be a non-stationary original signal. The decomposition results of EMD are shown in Equation (6) [24].

\[
X(t) = \sum_{i=1}^{n} C_i(t) + r_n(t)
\] (6)

where, \( c_i(t) \) is Intrinsic Mode Functions (IMF) and \( r_n(t) \) is residual.

EMD processing flow is as follows:

1. The extreme points of the original signal \( X(t) \) are demarcated, all the extreme points are collected to form the upper and lower envelope \((l_1, l_2)\), and \( m_1 \) is obtained by means processing for envelope \((l_1, l_2)\).

\[
m_1 = (l_1 + l_2) / 2
\] (7)

Calculate the residual of the original signal \( m_1 \) and \( h_1 \):

\[
h_1 = X(t) - m_1
\] (8)

Iterate until \( h_k \) reaches the constraint requirements, denoted as \( C_1 (IMF_1) \).

2. Calculate the difference between the original signal and IMF1 as a calculation input \( r_1 \) of new round:
\[ r_1 = X(t) - C_1 \]  

(3) Repeat the above steps and finally get \( n \) IMF components and residual components \( r_n(t) \).

In the process of power operation, there will be intermittent signals in the wind sequences. The modal aliasing phenomenon occurs in the decomposition process of EMD, resulting in poor expression of IMF components. However, EEMD adds white noise in the original statistical line loss, which can deal with the previous problem perfectly.

The EEMD processing flow is as follows:

1. Add a group of white noise signals to the original data.
2. Perform EMD decomposition on the new sequence.
3. Repeat the EMD decomposition, adding white noise of different amplitude each time to obtain \( N \) groups of IMF components and residual sequences.
4. Perform average processing on the \( N \) groups of IMF components and integrate them to obtain the EEMD decomposition result.

Figure 5 shows the raw data of wind power in Belgium for December 2021, with data recorded every 15 min. From the figure, it can be seen that wind power is strongly volatile, but at the same time there are some regularities. Using EEMD to decompose the wind power stochasticity and to explore its regularity can help to further improve the accuracy of wind power forecasting. Figure 6 shows the EEMD decomposition of the wind power data for the Belgian grid at 15 min one note. The decomposition contains 9 IMFs, as well as the residual component.

![Figure 5. Belgium December wind power data (15 min a record; Time Scale: December 2021; the most recent forecast is wind power forecast made by the Belgian grid, measured and upscaled is the actual wind power measured).](image)

3.2.2. LSTM

LSTM solves the problem of gradient disappearance of RNN during remote transmission. LSTM currently has excellent performance in natural language processing and time series prediction. The basic unit structure diagram is shown in Figure 7 [25–29].
Figure 6. Decomposition of Belgian wind power data for December using EEMD (Contains 9 IMFs and residual).

Figure 7. Schematic diagram of the basic unit structure of LSTM [30].

In Figure 7, $X_t$ and $h_t$ are the input and output of the basic unit at time $t$, $i_t$ and $f_t$ are the output of the input gate and forget gate at time $t$ respectively, $O_t$ is the output of the output gate at time $t$, and $g_t$ is the unit state at time $t$. The specific calculation formula is as follows:

**Input status.**

$$g_t = \tanh(W_{ig}x_t + b_{ig} + W_{ih}h_{t-1} + b_{hg})$$  \hspace{1cm} (10)

**Gating status.**

$$i_t = \text{sigmoid}(W_{ii}x_t + b_{ii} + W_{ih}h_{t-1} + b_{hi})$$  \hspace{1cm} (11)

$$f_t = \text{sigmoid}(W_{if}x_t + b_{if} + W_{hf}h_{t-1} + b_{hf})$$  \hspace{1cm} (12)

$$O_t = \text{sigmoid}(W_{io}x_t + b_{io} + W_{ho}h_{t-1} + b_{ho})$$  \hspace{1cm} (13)

**Memory status.**

$$C_t = f_t \times C_{t-1} + i_t \times g_t$$  \hspace{1cm} (14)
Output status.

\[ h_t = o_t \times \tanh(C_t) \]  

(15)

In the formula: \( \tanh \) is the hyperbolic tangent function, defining formula is (16); \( \text{Sigmoid} \) is sigmoid function, is an activation function, defining formula is (17); \( W \) is the weight vector; \( b \) is the bias.

\[
\tanh x = \frac{\sinh x}{\cosh x} = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]

(16)

\[
S(x) = \frac{1}{1 + e^{-x}}
\]

(17)

It can be seen from Equations (11)–(13) that LSTM fully considers the correlation between varies data while making predictions and gives sufficient space for important information. Therefore, when performing time series data prediction, it can usually obtain more desirable results.

### 3.2.3. SVR

LSSVM combines the kernel function with ridge regression and uses the least squares error function to fit the data, but the amount of calculation is the third power of samples, which is not conducive to simplifying the model and improving calculating speed. On this basis, a SVR is proposed, which greatly reduces the computational complexity through support vectors and has the same ability as LSSVM to fit samples with high latitude.

The SVR regression method is widely used in time series forecasting. It has strong generalization ability in dealing with lightweight, non-linear, and time series samples. SVR non-linearly maps the input sample data to the high-dimensional feature space for linear regression, so as to perform non-linear fitting in the data space. Different from the conventional regression method, SVR introduces an insensitive loss factor \( \varepsilon \). When the absolute difference between the predicted value and the actual value is less than \( \varepsilon \), the calculation is stopped and the predicted result is retained. The optimization process of the SVR-based time series forecasting model is as follows [31–35].

Given a sample set \( S = \{x_i, y_i\}_{i=1}^n \), \( x \) is the input vector, \( x_i \in \mathbb{R}^n \), and \( y \) is the output vector (label), \( y \in \mathbb{R} \). The non-linear mapping in the SVR method is defined as:

\[
f(x) = \omega \phi(x) + b
\]

(18)

In the formula, \( x \) is the input data; \( \phi(x) \) is the non-linear mapping function; \( \omega \) is the weight; \( b \) is the bias. Combining principles of minimizing structural risk, the solution is transformed into an optimization problem, namely:

\[
\frac{1}{2} \| \omega \|^2 + C \sum_{i}^{n} L(f(x_i), y_i)
\]

(19)

where \( L \) is the loss function. \( C \) is the penalty factor, used to adjust the relationship between model complexity and fitting accuracy. The larger \( C \), the more attention will be paid to outliers. By introducing a slack variable \( \xi_i \) and \( \xi_i^* \) to correct outliers, the above problem is transformed into:

\[
\begin{aligned}
& \text{min} \left\{ \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \right\} \\
& \text{s.t.} \left\{ \begin{array}{l}
y_i - \omega \phi(x_i) - b \leq \varepsilon + \xi_i \\
y_i + \omega \phi(x_i) + b \leq \varepsilon + \xi_i^* \\
\xi_i \geq 0, \xi_i^* \geq 0 \\
\end{array} \right.
\end{aligned}
\]

(20)

In the formula: \( \varepsilon \) is the insensitive loss factor, which represents the maximum allowable error, \( \varepsilon > 0 \). At this point, the regression problem is transformed into an objective function
optimization problem. Continuing to introduce the Lagrange multiplication operator, we can get:

\[
\max R(a_i^*, a_i) = -\frac{1}{2} \sum_{i,j} (a_i^* - a_i)(a_j^* - a_j)\phi(x_i)\phi(x_j) - \sum_i a_i(y_i + \varepsilon) + \sum_i a_i^*(y_i - \varepsilon) \\
\text{s.t. } \left\{ \begin{array}{l}
\sum_{i=1}^{n} (a_i - a_i^*) = 0 \\
0 \leq a_i, a_i^* \leq C
\end{array} \right.
\]

(21)

(22)

In the formula, \(a_i\) and \(a_i^*\) is the Lagrangian multiplier. According to Mercer’s theorem, the non-linear mapping SVR expression is:

\[
f(x) = \omega \phi(x) + b = \sum_i (a_i - a_i^*)K(x_i, x)
\]

(23)

where \(K(x_i, x) = \phi(x_i)\phi(x_j)\) is the kernel function. In this paper, three kernel functions are used to compare and predict the low-frequency components of EEMD, and the kernel function with the smallest error is selected for each low-frequency component. The linear kernel, polynomial kernel, and RBF kernel are respectively Equations (24)–(26):

\[
K(x_i, x_j) = x_i^T x_j
\]

(24)

\[
K(x_i, x_j) = \left(\gamma x_i^T x_j + r\right)^d, \gamma > 0
\]

(25)

\[
K_{\text{RBF}}(x_i, x) = \exp\left(-\gamma \| x_i - x \|^2\right)
\]

(26)

where, \(\gamma\) is the nuclear parameter, \(\gamma = 1/(2\alpha^2)\).

The \(\varepsilon\) is a very important concept in SVR, which indicates the tolerance of SVR to deviations between the predicted values of the samples and the labels. The penalty factor \(C\) acts as a constraint on \(\varepsilon\). When \(C\) is a finite value, the larger the value of \(C\), the smaller the value of \(\varepsilon\) should be, the narrower the isolation band, the fewer samples (with a regression loss of 0) within the band, and the greater the risk of overfitting the SVR model; while when the value of \(C\) is too small, the penalty effect of \(C\) on \(\varepsilon\) is too large and there is little space for \(\varepsilon\) to play a role. Therefore, in order to achieve good performance and at the same time reduce the risk of overfitting, the value of \(C\) must be moderate. In practice, \(C\) is the key target for tuning parameters. The insensitive loss factor \(\varepsilon\), the penalty factor \(C\), and the nuclear parameters \(\gamma\) directly determine the accuracy of the SVR method.

3.2.4. EEMD-LSTM-SVR with Cross-Validation and Grid Search Tuning

After EEMD, each IMF needs to be learned and predicted separately. Cross-validation is often applied in the process of building prediction models and validating model parameters. Specifically, existing datasets are reused and sliced using different ways, and then various combinations of training and validation sets are fed into the model, where the training set is used for model training and the validation set is excellent for validating the model. With different partitioning methods, the data that are used as training at one time may become samples in the test set in the next iteration, thus achieving cross-validation. As for time series data, incremental window cross-validation or fixed window cross-validation can be used to ensure temporal integrity as well as to prevent future data leakage. Grid search tuning is an automatic tuning method, where the optimal parameters are derived by specifying a prediction model with a given parameter tuning range. This method is more advantageous when applied to small datasets, and the sklearn library provides a function GridSearchCV specifically for debugging parameters.

Applying cross-validation to a small sample set maximizes the sample information. In addition, by repeatedly applying the trained model to new data, the overfitting can be reduced to a certain extent, thus increasing the model’s robustness. After grid tuning, the model’s training speed and prediction accuracy have been greatly improved.
After the decomposition of the wind power sequence, the processing for the different IMFs is as follows, and the flow chart is shown in Figure 8.

- First, choose a suitable predicting model. This paper has two alternative predicting models: LSTM and SVR.
- Then incremental division is performed for each IMF. The data for 31 December 2021 was removed separately. This part will not participate in the training process because in predicting practical applications, this part is unknown. It is exactly the value we need to predict. The incremental division is used for the first 30 days, and the number of increments is set to 4. Figure 9 shows the schematic.
- The grid search is performed for four different combinations of datasets, where the LSTM is adjusted for the number of hidden layer cells and the number of batches fed into the model each time. Specifically, the number of cells is first adjusted to determine the approximate range in intervals of 10 from 10 to 100, and then the best parameters are searched for in the reduced range in units of 1. The judging criterion is the box plot of the validation loss. After determining the number of cells, it is substituted into the model and the same steps are used to search for the optimal n_batch. The other parameters of the LSTM are set as follows: the optimizer is Adam, the activation method of the fully connected layer is linear, the loss evaluation indicator is MSE, and the epochs-num in each iteration is 250. SVR mainly adjusts the kernel function and penalty factor C. The kernel function includes rbf, linear, and poly. The penalty factor C is tuned in the range from 0.01 to 100 in an isometric series with a total of 10 elements.
- After selecting a suitable prediction model for each IMF and performing cross-validation and grid tuning, the best parameters are used for prediction. The prediction results are superimposed to obtain the final statistical line loss prediction.

Among the 10 IMFs, IMF1, IMF2, IMF3, IMF4, and IMF5 are predicted by LSTM, and IMF6, IMF7, IMF8, and IMF9 are predicted by SVR. IMF10 is the residual quantity, which can be derived using linear fitting and does not require specialized prediction. For the above incremental cross-validation and grid research, each IMF varies in prediction accuracy, with IMF2 varying particularly significantly, and for visualization, IMF2 is selected for a detailed explanation.

IMF2 is a high-frequency IMF, and the first step is to predict it using LSTM. The first 2880 points of data are taken as the training set and the last day with 96 points as the test set. The test set is not involved in training throughout to avoid future data leakage during the prediction process. The training set is then divided incrementally, with the first iteration using the first 720 points of data and then using the next 720 points for validation; the second iteration adds the previous validation set to the training set, using the first 1440 points of data for training and the immediately following 720 points of data for validation and incrementally cross-validating like this. After advancing four times, all the data in the training set are well trained and learned.

The combination of cross-validation and grid search is then trained by taking cell values from 10 to 100 in units of 10, and the validation process is performed 4 times each time a new cell value is entered. Figure 10a shows the box plot of four times cross-validation for each cell value, and the overall loss level in the region from 70 to 90 is the smallest. Then the cell search is carried out again in 70 to 90 in units of 1. As shown in box Figure 10b, when the cell is 80, the box figure is the shortest and the outlier points are evenly distributed. The n_cell in the model is set to 80, and the above steps are repeated to continue the optimization search for n_batch, as shown in Figure 10c,d; firstly, the range from 10 to 100 is narrowed to 70 to 90, and then the search is conducted one by one, and the best performance is achieved when the n_batch is 87.
In Figure 11, measured and upscaled [MW] is the raw data of wind power recorded every 15 min on 31 December 2021 by the Belgian grid, and most recent forecast [MW] is the forecast of the Belgian grid for wind power by itself. As seen by the green line in the figure, the accuracy of the forecast is not particularly good, the RMSE is 141.027 MW, and the forecast accuracy needs to be further improved. After using the EEMD-LSTM-SVR model prediction proposed in this paper, the RMSE of the model prediction is 38.470 MW, which is reduced by 72%, as shown by the blue line in Figure 11. After applying incremental cross-
validation and grid tuning reference, the model prediction accuracy is further improved again, and the RMSE is 31.802 MW, which is reduced by 17.33% based on the EEMD-LSTM-SVR. Table 1 is MSE, RMSE, MAE, MAPE, SMAPE%, and $R^2$ of 3 cases. Table 2 is description of hyperparameters.

**Figure 10.** IMF2 incremental cross-validation and grid search process (1. box plot; 2. \( n_{\text{cell}} \): from 10 to 100 in units of 10, narrowed to 70 to 90 in units of 1, finalized 80; 3. \( n_{\text{batch}} \): from 10 to 100 in units of 10, narrowed to 70 to 90 in units of 1, finalized 87; 4. the circles are outliers; (a) is cross-validation loss results for \( n_{\text{cell}} \) in the range 10–100; (b) is cross-validation loss results for \( n_{\text{cell}} \) in the range 70–90; (c) is cross-validation loss results for \( n_{\text{batch}} \) in the range 10-100; (d) is cross-validation loss results for \( n_{\text{batch}} \) in the range 70–90).

**Figure 11.** Comparison of whether to use incremental cross-validation and grid tuning for the EEMD-LSTM-SVR model (measured and upscaled is the measured wind power; most recent forecast is the wind power forecast that comes with the Belgian grid).
Table 1. Results evaluation (contains three forecast results and five evaluation indicators).

| Method                  | MSE  | RMSE | MAE  | MAPE% | SMAPE% | $R^2$ |
|-------------------------|------|------|------|-------|--------|-------|
| EEMD-LSTM-SVR           | 0.001| 0.031| 0.025| 6.185 | 6.924  | 0.985 |
| Without validation      | 0.001| 0.038| 0.031| 6.774 | 8.005  | 0.977 |
| Most recent forecast    | 0.020| 0.141| 0.117| 47.784| 35.398 | 0.697 |

Table 2. Description of hyperparameters (adjusted hyperparameters and their ranges in incremental cross-validation and grid search).

|               | LSTM | SVR            |
|---------------|------|----------------|
| **LSTM**      |      |                |
| hyperparameters| ranges|                |
| $n_{cell}$    | $[10,100]$ |                |
| $n_{batch}$   | $[10,100]$ |                |
| **SVR**       |      |                |
| hyperparameters| Ranges|                |
| Kernel functions | Linear, polynomial, RBF |                |
| Penalty factor C | $[0.1,1]$ |                |

According to the different characteristics of IMFS, the high-frequency components IMF1–5 are predicted by LSTM. SVR predicts the low-frequency components IMF6–9 due to their regularity in order to speed up the model training. As shown in Figure 11, we can see that the tip of the orange curve is more moderate and closer to the real line loss. This demonstrates that the use of incremental cross-validation and grid search can effectively prevent model overfitting and improve model prediction accuracy. The use of grid search ensures the accuracy of the model predictions, and the predictions perform better at both the time shift and the tip of the curve. Furthermore, using cross-validation and plotting box plots ensures that the predicted values are not the result of chance for a single iteration. By increasing the training set in bulk, the impact of the dataset on the prediction results is effectively reduced and the robustness of the model is ensured [36].

3.3. Low Carbon Dispatch Modeling Considering Wind Power Forecasting and Integrated Carbon Capture Power Plants

In the low-carbon dispatch model, load is provided by low-carbon emitting carbon capture power plants, zero-carbon emitting wind farm, and high-carbon emitting conventional thermal power plants. Furthermore, wind power is made closer to the real value by accurate forecasting model. In addition, by sharing the backup pressure of thermal power plants through integrated carbon capture plants, it helps to reduce the number of thermal power starts, optimizing the low-carbon effect while reducing start-up and shutdown costs [37–39].

3.3.1. Optimization Objective

In this paper, we construct a low-carbon dispatch model with the system integrated cost optimization as the objective function.

$$\min C = \min (C_K + C_T + C_H + C_Q + C_Z)$$  \hspace{1cm} (27)

where $C$ is the total cost of power system dispatch and operation; $C_K$ is the total cost of thermal unit start-up and shutdown; $C_T$ is the cost of carbon trading; $C_H$ is the cost of thermal fuel; $C_Q$ is the cost of wind abandonment penalty; $C_Z$ is the depreciation cost of carbon capture equipment.

1. Total start-up and shutdown costs of thermal power units $C_K$ and fuel costs $C_H$.

$$C_K = \sum_{i=1}^{n} \sum_{t=2}^{24} (u_{i,t}(1 - u_{i,t-1}) + u_{i,t-1}(1 - u_{i,t}))$$  \hspace{1cm} (28)
\[ C_H = \sum_{t=1}^{24} \sum_{i=1}^{N} U_{i,t} \left( a_i P_{GT,i,t}^2 + b_i P_{GT,i,t} + c_i \right) \]  

(29)

where, \( S_i \) is the unit cost of thermal unit \( i \) on and off; \( n \) is the total number of thermal units; \( u_{i,t} \) is the thermal unit on and off status: 1 is on, 0 is off; \( P_{GT,i} \) is the total output of thermal unit \( i \) at time \( t \); \( a_i, b_i, c_i \) are the fuel cost parameters of thermal unit \( i \).

(2) Carbon trading costs \( C_T \).

\[ C_T = \sigma_T \left( E_c - \sum_{i=1}^{n} \sum_{t=1}^{24} (\lambda_h P_{GT,i,t}) \right) \]  

(30)

where \( \sigma_T \) is the carbon trading price; \( E_c \) is the net carbon emission of a dispatch cycle of the power system; \( \Delta t \) is the length of the time period; \( \lambda_h \) is the carbon quota factor of thermal power units.

(3) Cost of wind abandonment penalty \( C_Q \). To improve the wind power absorption, the model includes the abandoned wind penalty cost, which is calculated as.

\[ C_Q = \sigma_Q \sum_{i=1}^{24} (P_{W,i} - P_{WS,i}) \]  

(31)

where \( \sigma_Q \) is the abandoned wind penalty cost factor; \( P_{W,i} \) is the predicted wind power output at time \( t \); \( P_{WS,i} \) is the wind power used at time \( t \).

(4) Depreciation cost of carbon capture equipment \( C_Z \).

\[ C_Z = \frac{C_{Zi}(1 - \omega)}{365N_T} + \frac{C_{CJ}(1 - \omega)}{365N_T} + \frac{P_{CY} V_{CY}(1 - \omega)}{365N_C} \]  

(32)

where \( C_{Zi} \) is the total price of carbon capture equipment except for the storage tank under the base condition; \( C_{CJ} \) is the cost required for the expansion and renovation of the regeneration tower compressor; \( \omega \) is the net salvage rate; \( N_T \) is the depreciable life of carbon capture equipment except for the storage tank; \( P_{CY} \) is the price of the storage tank per unit volume; \( V_{CY} \) is the volume of the storage tank; \( N_C \) is the depreciable life of the storage tank.

3.3.2. Constraints

(1) Power balance constraint.

\[ P_{WS,t} + \sum_{i=1}^{n} u_{i,t} P_{i,t} = P_{el,t} \]  

(33)

where \( P_{i,t} \) is the net output power of the \( i \)-th thermal unit in time period \( t \); \( P_{el,t} \) is the electrical load in the time period.

(2) Integrated carbon capture power plant constraints.

The total output of carbon capture power plant includes net output power and carbon capture energy consumption. Among them, carbon capture energy consumption includes fixed energy consumption and operation energy consumption. The mathematical model of the integrated carbon capture power plant studied in this paper is shown in Equation (34).

\[
\begin{align*}
    P_{GT,i} &= P_{i,t} + P_{GT,i,t} \\
    P_{GT,i,t} &= \lambda_B E_{mgCO2,i,t} + P_{DI} \\
    0 &\leq E_{mgCO2,i,t} \leq \frac{\eta_{eG}_i P_{i,t}^{max}}{\theta_B} \\
    E_{mgCO2,i,t} &= E_{Pi,t} \delta_{Bi,t} \theta_B + E_{CG,i,t} \\
    0 &\leq \delta_{Bi,t} \leq 1 \\
    E_{i,t} &= E_{Pi,t} - E_{Pi,t} \delta_{Bi,t} \theta_B
\end{align*}
\]  

(34)
where \( P_{Gi,t} \) is the carbon capture equivalent power of thermal unit \( i \) at time \( t \); \( P_{Di} \) is the carbon capture maintenance energy consumption of thermal unit \( i \); \( P_{Gi}^{\text{max}} \) is the maximum total output power of thermal unit \( i \); \( E_{\text{ingCO2},i,t} \) is the \( CO_2 \) treatment rate of thermal unit \( i \) at time \( t \); \( E_{t_i} \) is the total \( CO_2 \) emission rate of thermal unit \( i \) at time \( t \); \( \delta_{Gi,t} \) is the flue gas split ratio of thermal unit \( i \) at time \( t \); \( E_{Gi,t} \) is the \( CO_2 \) supply rate of the storage tank of thermal unit \( i \) at time \( t \); \( E_{P_i,t} \) is the net \( CO_2 \) emission rate of thermal unit \( i \) at time \( t \).

The \( CO_2 \) extracted from the solution memory exists in the form of compounds in the alcohol-amine solution, and the relationship between the mass of \( CO_2 \) and the volume of the alcohol-amine solution needs to be considered. In this paper, the mass of \( CO_2 \) that can be extracted from the solution memory is converted into the form of the solution volume as shown in Equation (35).

\[
V_{CA,i,t} = \frac{E_{CG,i,t}M_{\text{MEA}}}{M_{\text{CO2}}\theta_{\text{R}}\rho_{\text{R}}} \tag{35}
\]

where \( V_{CA,i,t} \) is the volume of solution required to release \( CO_2 \) at time \( t \) from the solution memory installed in plant \( i \); \( M_{\text{MEA}} \) and \( M_{\text{CO2}} \) are the molar masses of MEA and \( CO_2 \), respectively; \( \theta \) is the regeneration tower resolution; \( \rho_{\text{R}} \) is the concentration of the alcoholamine solution; \( \sigma_{\text{R}} \) is the density of the alcoholamine solution.

The reservoir volume of the solution storage will have a large impact on the operation of the carbon capture plant. The reservoir volume is constrained as shown in Equation (36).

\[
\begin{align*}
V_{\text{CFL},i,t} &= V_{\text{CFL},i,t-1} - V_{CA,i,t}\Delta t \\
V_{\text{CPL},i,t} &= V_{\text{CPL},i,t-1} + V_{CA,i,t}\Delta t \\
0 \leq V_{\text{CFL},i,t} &\leq V_{\text{CRi}} \\
0 \leq V_{\text{CPL},i,t} &\leq V_{\text{CRi}} \\
V_{\text{CFL},i,0} &= V_{\text{CFL},i,24} \\
V_{\text{CPL},i,0} &= V_{\text{CPL},i,24}
\end{align*} \tag{36}
\]

where \( V_{\text{CFL},i,t} \) is the amount of liquid-rich tank storage in thermal unit \( i \) at time \( t \); \( V_{\text{CPL},i,t} \) is the amount of liquid-poor tank storage in thermal unit \( i \) at time \( t \); \( V_{\text{CFL},i,0} \) is the initial liquid-rich tank storage in thermal unit \( i \); \( V_{\text{CPL},i,0} \) is the initial liquid-poor tank storage in thermal unit \( i \); \( V_{\text{CFL},i,24} \) is the liquid-poor tank storage in thermal unit \( i \) at the end of dispatch cycle; \( V_{\text{CPL},i,24} \) is the liquid-poor tank storage in thermal unit \( i \) at the end of dispatch cycle.

In addition, since the carbon capture plant was converted from a coal-fired power plant, the total output limits, climbing constraints, and start-up and shutdown constraints are the same as those for conventional coal-fired power plants.

(3) Rotation standby constraint

In order to deal with the uncertainty of wind power and load, this paper uses thermal power units and carbon capture units to jointly provide the required rotating backup of the system, as shown in Equation (37).

\[
\begin{align*}
\sum_{i=1}^{n} &\min \left[ R_{\text{rup},i,t} \Delta t, \left( u_{i,t}P_{Gi}^{\text{max}} - P_{i,t} \right) \right] \geq \mu_1 P_{\text{el},i,t} + \mu_2 P_{\text{wcp}} \\
\sum_{i=1}^{n} &\min \left[ R_{\text{rdn},i,t} \Delta t, \left( P_{i,t} - u_{i,t}P_{Gi}^{\text{min}} \right) \right] \geq \mu_1 P_{\text{el},i,t} + \mu_2 P_{\text{wcp}}
\end{align*} \tag{37}
\]

where \( P_{Gi}^{\text{max}} \) is the maximum net output power of the \( i \)-th thermal unit; \( P_{Gi}^{\text{min}} \) is the minimum net output power of the \( i \)-th thermal unit; \( R_{\text{rup},i,t} \) is the net output up-ramping rate of the \( i \)-th thermal unit at time \( t \); \( R_{\text{rdn},i,t} \) is the net output down-ramping rate of the \( i \)-th thermal unit at time \( t \); \( \mu_1 \) is the standby capacity factor considering load uncertainty; % \( \mu_2 \) is the standby capacity factor considering wind power uncertainty; \( P_{\text{wcp}} \) is the installed capacity of wind farm.
The standby constraint for thermal power units is shown in Equation (38).

\[
\begin{align*}
    u_{i,t} P_{\text{min}}^{G_i} &\leq P_{G_i,t} \leq u_{i,t} P_{\text{max}}^{G_i} \\
    -R_{\text{dn},i} \Delta t &\leq P_{G_i,t} - P_{G_i,t-1} \leq R_{\text{up},i} \Delta t
\end{align*}
\]  (38)

where \( P_{\text{min}}^{G_i} \) is the minimum output power of thermal unit \( i \); \( P_{\text{max}}^{G_i} \) is the maximum output power of thermal unit \( i \); \( R_{\text{dn},i} \) is the downward climbing rate of thermal unit \( i \); \( R_{\text{up},i} \) is the upward climbing rate of thermal unit \( i \).

The carbon capture unit standby constraint is shown in Equation (39).

\[
\begin{align*}
    0 &\leq P_{\text{down},j,t} \leq \min(U_{t} P_{J_i,\text{max}} - P_{J_i,t}, R_{i}^u) \\
    0 &\leq P_{\text{up},j,t} \leq \min(U_{t} P_{J_i,\text{min}} - P_{J_i,t}, R_{i}^d)
\end{align*}
\]  (39)

where: \( P_{J_i,\text{max}} \) is the upper limit of output of carbon capture unit \( i \); \( P_{J_i,\text{min}} \) is the lower limit of output of carbon capture unit \( i \).

4. Case Study and Operational Cases

Firstly, EEMD-LSTM-SVR is used for the forecast of wind power in Belgium in December, and the hourly forecast of wind power is shown in Figure 12, where the black line is the raw wind power in Belgium, the blue line is the forecast made by the Belgian grid, and the red line is the result of wind power forecast in this paper. Wind power forecasts for each IMF are shown in Figure 13. The installed capacity of wind power in Belgium is 4883.397 MW. In order to match the system size, the wind power data is shrunk by a factor of 10.

![Figure 12](image_url)  
**Figure 12.** Graph of raw wind power data and hourly forecast results for Belgium (measured and upscaled is the measured wind power; most recent forecast is the wind power forecast that comes with the Belgian grid; EEMD-LSTM-SVR is wind power forecast results in this paper).

The algorithm in this chapter uses the improved IEEE-39 nodal system, which includes ten thermal power units and three wind farms in the system. Among them, wind farms of 198.5 MW, 191.5 MW, and 98.3 MW are introduced in nodes 9, 19, and 22, respectively. If the system introduces carbon capture power plants, G1 and G2 are converted into carbon capture power plants, and if the system does not introduce, they are conventional thermal power units. Load and wind power data refer to Belgian data. The specific thermal unit parameter data are detailed in Table 3, and other parameters of the system are shown in Table 4. This chapter is solved optimally by CPLEX.
Figure 13. Graph of the forecast results of each IMF for wind power (15 min; Contains 9 IMFs and residual).

Table 3. Thermal power unit parameters (total of 10 thermal units; input parameters include operation, cost, creep parameters, and carbon capture intensity).

| Unit Number | Maximum Output | Minimum Output | Start-Stop Costs | Cost Parameter a | Cost Parameter b | Cost Parameter c | Minimum Start/Stop Time | Unit Climbing | Carbon Emission Intensity |
|-------------|----------------|----------------|------------------|------------------|-----------------|-----------------|--------------------------|---------------|--------------------------|
| 1           | 455            | 200            | 31,500           | 0.00336          | 113.33          | 7000            | 6                        | 200           | 0.9                      |
| 2           | 455            | 150            | 35,000           | 0.00217          | 120.82          | 6790            | 5                        | 200           | 0.92                     |
| 3           | 130            | 30             | 3850             | 0.014            | 116.2           | 4900            | 5                        | 80            | 0.99                     |
| 4           | 130            | 25             | 3920             | 0.01477          | 115.5           | 4760            | 5                        | 80            | 0.98                     |
| 5           | 162            | 45             | 6300             | 0.02796          | 137.9           | 2450            | 5                        | 100           | 1.02                     |
| 6           | 80             | 20             | 1190             | 0.04984          | 155.82          | 2590            | 3                        | 72            | 1.05                     |
| 7           | 85             | 25             | 1820             | 0.05553          | 194.18          | 3360            | 3                        | 80            | 1.06                     |
| 8           | 55             | 10             | 210              | 0.02691          | 181.44          | 4620            | 1                        | 60            | 1.12                     |
| 9           | 55             | 10             | 210              | 0.01554          | 190.89          | 4655            | 1                        | 60            | 1.15                     |
| 10          | 55             | 10             | 210              | 0.01211          | 194.53          | 4690            | 1                        | 60            | 1.1                      |

To verify the effectiveness of the low carbon dispatch model proposed in this paper, five operational scenarios are set up in this paper for comparison:

- Case 1: using wind power forecast data from the Belgian grid without carbon capture power plants.
- Case 2: using wind power forecast data from the Belgian grid, including split-flow carbon capture plants.
- Case 3: using Belgian grid wind forecast data with integrated flexible operation mode carbon capture plants.
• Case 4: using actual wind power data from the Belgian grid as of December 31, including integrated flexible operation carbon capture plants.
• Case 5: wind power forecasts using EEMD-LSTM-SVR, including integrated flexible-operating carbon capture plants.

Table 4. Other system parameters (mainly system size parameters and carbon capture plant operating and cost parameters).

| Parameter Name                              | Value          |
|---------------------------------------------|----------------|
| $\lambda_B$ (Energy consumption per unit of carbon capture)/(MW-h/t) | 0.269          |
| $\theta_B$ (Carbon Capture Efficiency)      | 0.9            |
| $\eta$ (Maximum operating condition)/%      | 120            |
| $M_{MEA}$ (MEA Moore’s mass)/(g/mol)        | 61.08          |
| $M_{CO_2}$ (CO$_2$ molar mass)/(g/mol)      | 44             |
| $\theta$ (The amount of regeneration tower can be resolved)/(molCO$_2$/molMEA) | 0.24           |
| $\mu_R$ (Solution concentration)/%          | 30             |
| $\sigma_R$ (Solution density)/(t/m$^3$)     | 1.01           |
| $\sigma_T$ (Carbon trading price)/($/t)$    | 120            |
| $\lambda_h$ (Carbon emission allowance factor)/(t/(MW-h)) | 0.7            |
| $\mu_2$ (Day-ahead wind power reserve factor) | 0.2            |
| $\omega$ (Net Residual Value Rate)/%        | 5              |
| $N_C$ (Depreciable life of liquid storage tank)/year | 5              |
| $P_{CY}$ (Liquid storage tank unit price)/($/m^3$) | 300            |
| $V_{CY}$ (Reservoir volume)/m$^3$            | 60,000 × 4     |
| $\mu_1$ (Day-ahead load standby factor)     | 0.05           |
| $C_{ZJ}$ (Total price of carbon capture equipment)/US$ million | 165,159.4      |
| $C_{GJ}$ (Total cost of retrofit of regenerative tower compressor expansion to 120% capacity)/million $ | 14,264.3       |
| $N_T$ (Depreciable life of carbon capture equipment)/Year | 15             |
| $\sigma_Q$ (Cost of wind abandonment penalty)/($/MW-h$) | 210            |

5. Result
5.1. Analysis of Dispatch Results

In this paper, we consider the low-carbon economic dispatch of the system under the above five cases, to verify the operational advantages of the dispatch model proposed in this paper, and the dispatch results are shown in Table 5.

Table 5. Dispatch results (dispatch costs, carbon emissions, and wind abandonment for five cases).

| Case   | Operating Costs/$ | Cost of carbon emissions/$ | Wind Abandonment Costs/$ | Depreciation cost of storage fluid/$ | Total Cost/$ | Carbon Emissions/t | Abandoned wind/(MW-h) | Wind abandonment rate/% |
|--------|-------------------|---------------------------|--------------------------|-----------------------------------|-------------|-------------------|-----------------------|------------------------|
| 1      | 307,159           | 51,289                    | 131,040                  | 0                                 | 489,489     | 9364.786         | 624.003               | 5.325%                 |
| 2      | 504,703           | 154,728                   | 21,245                   | 0                                 | 371,221     | 2102.613         | 290.008               | 2.475%                 |
| 3      | 495,644           | -149,898                  | 0                        | 47378                             | 393,125     | 2037.048        | 0                     | 0                      |
| 4      | 500,406           | -152,511                  | 0                        | 47,378                            | 395,274     | 2072.238        | 0                     | 0                      |
| 5      | 500,274           | -152,438                  | 0                        | 47,378                            | 395,214     | 1874.986        | 0                     | 0                      |

As shown in Table 5, compared with Case 1, the carbon emission and wind abandonment of Case 2 are reduced by 7262.173 t and 333.995 (MWh) respectively, thus verifying the positive effect of carbon capture power plant on low carbon economic dispatch. Case 3 adopts solution memory for carbon capture energy time shift, and its cost is increased by
5.9% compared with Case 2, but the carbon emissions are reduced and there is no wind abandonment. Case 3, 4, and 5 all use integrated carbon capture plants. Case 5 uses EEMD-LSTM-SVR for wind power prediction, and the cost is closest to the real value because the wind power is closer to the real value, with a difference of only USD 60. Case 4 uses the wind power predicted by the Belgian grid, and the total cost of dispatch differs from the actual value by USD 2149. Thus, the advantages of the optimization model proposed in this paper are verified. With accurate wind power prediction, the dispatching results will be more realistic and help dispatchers to make decisions.

5.2. Unit Dispatch Situation Analysis

Figure 14 shows the dispatching of units from Case 1. It can be seen that if the carbon capture plant is not added, there will be wind abandonment during the period 0:00–9:00. The reason for this is that the system takes into account the start-up and shutdown situation, so a certain amount of wind power must be discarded to achieve the economic optimum, and closely related to the start-up and shutdown of thermal power units is the peak-to-valley difference in net output of thermal power.

![Image of Figure 14](image1.png)

**Figure 14.** Case 1 unit dispatching (pw curt is wind abandonment; pw is wind power output; ph is thermal power unit output; pl is system load).

Figure 15 shows the thermal power output for five cases. It can be seen that Case 4 and Case 5 have the smallest peak-to-valley differences, which proves the validity of the reservoir energy time-shift characteristics and the use of wind power forecasting to bring the dispatch results closest to the real situation. Case 3 does show a downward adjustment of the peak-to-valley difference compared to Case 2. The main reason for the difference between peak and trough is the difference in energy consumption of carbon capture.

![Image of Figure 15](image2.png)
Figure 15. Five scenes thermal power output.

Figure 16 shows the carbon capture energy consumption. From the figure, it can be seen that the maximum carbon capture energy consumption of Cases 3,4,5 is higher than that of Case 2, because Cases 3,4,5 can reach the maximum carbon capture treatment energy consumption through the CO$_2$ provided by the storage tank. Meanwhile, the carbon capture energy consumption of Case 2 is less in the load valley and more in the peak, because to ensure the low-carbon operation of the system, the shunt carbon capture plant will try to absorb the emitted CO$_2$, and the amount of absorbed CO$_2$ is coupled with the amount of carbon capture, resulting in the situation that the larger the net output of the thermal power plant, the larger its carbon capture energy consumption. Cases 3,4,5, on the other hand, have more carbon capture energy consumption in the load valley and less carbon capture energy consumption in the load peak, which reduces the peak-to-valley difference of the total thermal power output, due to the energy time-shifting characteristics of the storage tank.

Figure 16. Cases 2–5: carbon capture energy consumption.

Figure 17 shows the change of the total storage volume of G1 and G2 thermal power plants in Case 3. As can be seen from the figure, the trend of the total storage volume of G1 and G2 is to release CO$_2$ in the load valley (the storage volume of the rich tank decreases and the storage volume of the poor tank increases), which makes the carbon capture equipment processing energy consumption higher, and to store CO$_2$ in the load peak (the storage volume of the rich tank increases and the storage volume of the poor tank decreases).
decreases), which makes the carbon capture equipment processing energy consumption lower and realizes energy time shift, which lays the foundation for low carbon economic dispatch, compared with the shunt type. This can further reduce carbon emissions compared to split-flow carbon capture power plants.

Figure 17. Change of the total storage volume of G1 and G2 thermal power plants in Case 3 (liquid-rich; depleted tanks).

As can be seen from Figure 18, Case 1 has higher carbon emission because there is no carbon capture power plant; while the carbon emission difference between Cases 2, 3, 4, and 5 is mainly at the peak-load time, with higher carbon emission at the peak of Case 2 and lower carbon emission at Cases 3, 4, and 5, mainly because the high carbon thermal power is higher at the peak load of Case 2 and low at the high carbon thermal power of Cases 3, 4, and 5.

Figure 18. Carbon emissions of five cases (the right figure is a partial enlargement of Cases 2–5 for perspective).

6. Conclusions

This paper constructs an integrated carbon capture power plant power system dispatch model with wind power prediction, investigates the accuracy of wind power prediction, and analyzes the dispatching economics due to the energy time-shift characteristics of carbon capture power plants. Detailed conclusions are as follows:
• Compared with conventional thermal power plants, carbon emissions will be reduced by 77.548% with split type carbon capture power plants and by 78.248% with integrated type carbon capture power plants. This proves that carbon capture power plants can effectively reduce carbon emissions.

• In the economic dispatch of the power system, compared with the split carbon capture power plant, the integrated carbon capture power plant can reduce carbon emissions by 10.847%, which proves the effectiveness of the integrated carbon capture power plant in reducing carbon emissions.

• In terms of wind power prediction accuracy improvement, compared with the wind power predicted by the Belgian grid, the total cost of dispatching using the wind power predicted in this paper will be closer to the real situation, with a difference of only 60$.

• Compared with the traditional thermal power plants, the inclusion of the split carbon capture plant reduces the amount of abandoned wind by 53.525%; with the integrated carbon capture plant, the plot energy of wind power can be fully utilized. It proves the effectiveness of integrated carbon capture power plant for absorbing wind power.

• In future work, the economic dispatch of power systems containing carbon capture power plants at multiple time scales will be considered. Meanwhile, the research in this paper does not involve demand-side standby and flexible dispatch, and subsequent studies such as standby-assisted market decision will be considered.

Author Contributions: Conceptualization, C.D., Y.Z., Q.D. and K.L.; methodology, C.D., Y.Z.; software, Y.Z.; validation, Q.D., K.L. and C.D.; formal analysis, Y.Z.; investigation, Y.Z.; resources, C.D.; writing—original draft preparation, Y.Z.; writing—review and editing, Y.Z., C.D., Q.D. and K.L.; visualization, Y.Z.; supervision, C.D.; project administration, C.D. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data available in a publicly accessible repository that does not issue DOIs. Publicly available datasets were analyzed in this study. This data can be found here: (Wind-powergeneration (elia.be)).

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
The following abbreviations are used in this manuscript:
ARIMA AR Integrated Moving Average
CCS Carbon Capture and Storage
CEEMDAN Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
CNN Convolutional Neural Networks
EMD Empirical Mode Decomposition
EEMD Ensemble Empirical Mode Decomposition
ENN Error Encoding Network
EWMA Exponential Weighted Moving Average
ICEEMDAN Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
IMF Intrinsic Mode Functions
LSSVM Least Squares Support Vector Machines
LSTM Long Short-Term Memory recurrent neural network
MEMD Median EMD
MLP Multilayer Perceptron
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