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1. Introduction

In a chemical plant, a faulty sensor or actuator may cause process performance degradation (e.g. lower product quality) or fatal accidents (e.g. temperature run-away). For complex systems (e.g. CSTR reactors), fault detection and isolation are more complicated for the reason that some sensors cannot be placed in a desirable place. Furthermore, for some variables (concentrations, moles …), no sensor exists. Therefore, the need for accurately monitoring process variables and interpreting their variations increases rapidly with the increase in the level of instrumentation in chemical plants. Supervision is a set of tools and methods used to operate a process in normal situation as well as in the presence of failures. Main activities concerned with supervision are real time Fault Detection and Isolation (FDI) and Fault Tolerant Control (FTC) to achieve safe operation of the system in the presence of faults. Supervision scheme is illustrated in two parts (see Fig. 1). The present paper deals with the FDI aspect using a model based approach. For reconfiguration or accommodation of the system, FTC methodology can be consulted in (Blanke M. & al., 2006).

Fig. 1. Supervision scheme in process engineering.
Many researchers tried to find new approaches for performing fault diagnosis (Venkatasubramanian V., 2005), (Samantaray A.K. & al, 2006), (El Harabi R. & al., 2010a) and (El Harabi R. & al., 2010b). Others used existing approaches such the classic ones to develop their performance for new complex systems (Sotomayor O.A.Z. & al., 2005), (Chetouani Y., 2004) and (Venkatasubramanian V., 2003). Several fault diagnosis approaches have been proposed for processes operating mainly in steady-state conditions. The application of these techniques to batch chemical processes are usually challenging, because of their nonlinear dynamics and intrinsically unsteady operating conditions. In addition, complete state and parameters measurements (i.e. products composition) are usually not available (Levenspiel O., 1999). These approaches can be based on a mathematical model (e.g. analytical redundancy methods, observers based methods...) (Edwards C. & al., 2000), (Caccavale F. & al., 2009) or only on historical data (e.g. fuzzy methods, neural approach...) (De Miguelua L.J. & al., 2005), (Evsukoffa A. & al., 2005).

Model-based methods consist in the comparison between the measurements of variables set characterizing the behavior of the monitored system and the corresponding estimates predicted via the mathematical model of system. The deviations between measured and estimated process variables provide a set of residuals, sensitive to the occurrence of faults; then, by using the information carried by residuals, faults can be detected (i.e., the presence of one or more faults can be recognized) and isolated (i.e., the faulty components are determined). Among model-based analytical redundancy approaches, observer-based schemes have been successfully adopted in a variety of application fields (Sotomayor O.A.Z. & al., 2005), (Patton RJ & al., 1997), (Frank P.M. & al., 1990). Namely, a model of the system (often called diagnostic observer) is operated in parallel to the process to compute estimated process variables to be compared to their measured values. Application of approaches based on Luenberger and/or Kalman observers to chemical reactors diagnosis are usually designed by resorting to linearized models of the reactor. However, the adoption of linearized models has been proven to work properly for the Continuous Stirred Tank Reactors (CSTRs), mainly operating at steady state, due to their intrinsic unsteady behavior (Rajaraman S. & al., 2006), (Favache A. & al., 2009), (Hsoumi A. & al., 2009), (Han Z. & al., 2005).

The basic idea of this paper concerns use of Luenberger and Kalman observers for modeling and monitoring nonlinear dynamic processes. Furthermore, the generated fault indicators are systematically associated to a specific (sensor, actuator) faults which may affect the system. A Continuous Stirred Tank Reactor with its environment has been selected as an application.

The paper is organized as follows. Section 2 presents a brief review of Fault Detection and Isolation (FDI) in the chemical processes and basic proprieties of linear observers. In the third section, it is shown how the Luenberger and Kalman observers can be used for systematic generation of FDI algorithms. The methodology is applied for online diagnosis of a pilot chemical reactor. Finally, the fourth section concludes the work.

2. Model-based diagnosis methods in the chemical processes

2.1 Review

Due to the frequent and serious accidents that have occurred in the last decades in the chemical industry, the importance of incipient fault detection and diagnosis in complex process plants has become more obvious. The interest to determine the fault occurrence on-
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line during the chemical reaction justifies the development of fault detection methods. Therefore, extensive reviews of different fault diagnosis methods of chemical process can be found in the literature. As cited above, according to the knowledge and the quality of data available for the process to be monitored, the FDI methods used are mainly based on two approaches: model-based and non-model-based. In this section are consulted only papers related to model based diagnosis applied to the chemical processes.

Model-based methods explicitly use a dynamic model of the process. A pedagogical theory on model based FDI and FTC can be consulted in (Blanke M. & al., 2006). Those methods can be classified into two classes: namely, quantitative model based and qualitative model based. Qualitative model based methods include structural and functional analysis, fault tree analysis, temporal causal graphs, signed directed graphs, etc. The models can be given under formal format. Quantitative model based methods such as observer based diagnosis, parity space, and extended Kalman filters, etc. strongly rely on the availability of an explicit analytical model to perform the FDI of the process. In (Chetouani Y., 2004) and (Chetouani Y. & al., 2002), the measurements of a set of process variables (from chemical reactor) are compared to the corresponding estimates, predicted via the mathematical model of the system. By comparing measured and estimated values, a set of variables sensitive to the occurrence of faults (residuals) are generated; by processing the residuals. Estimation of monitored process variables requires a model of the system (diagnostic observer) to be operated in parallel to the process. For this purpose, Luenberger observers, Unknown Input Observers and Extended Kalman Filters (UIOKEF) have been mostly used in fault detection and identification for chemical processes. A Luenberger observer is used for sensor fault detection and isolation in chemical batch reactors in (Chetouani Y., 2004), while in (Chetouani Y. & al., 2002), the robust approach is compared with an adaptive observer for actuator fault diagnosis. In (Paviglianiti G. & al., 2007), two different nonlinear observer-based methods have been developed for actuator Fault Diagnosis of a chemical batch reactor. An adaptive observer has been used to build a residual generator able to perform detection of incipient and abrupt faults. This scheme of observer-based diagnosis consists of a bank of two observers for residual generation which guarantees sensor fault detection and isolation in presence of external disturbances and model uncertainties. Since perfect knowledge of the model is rarely a reasonable assumption, soft computing methods, integrating quantitative and qualitative information, have been developed to improve the performance of FD observer-based schemes for uncertain systems. Observer FDI based is well suited for linear or a class of nonlinear dynamic models. Furthermore, such technique is more widely used for sensor and actuator faults detection. Their isolation needs a bank of observers.

The extended Kalman filter (EKF) is employed to estimate both the parameters and states of chemical engineering processes. The basic idea of the adopted approach is to reconstruct the outputs of the system from the measurements by using observers or Kalman filters and using the residuals for fault detection. Two faults in a perfectly stirred semi-batch chemical reactor, occurring at an unknown moment, are experimentally realized. EKF is applied on a two-tank system and a fluid catalytic cracking (FCC) unit in (Huang Y. & al., 2003). In (Porru G. & al., 2000), the fault detection method is based on a test applied to the reaction mass temperature which represents the monitoring parameter. This parameter is considered essential because it is the result of all the faults effects and of the introduced experimental parameters (inlet flow, stirring rate, cooling flow, etc.). Indeed, the reaction mass temperature is the dynamic image in case of fault absence or fault presence. Moreover, this
temperature is an accessible measurement in all chemical reactors. A significant number of applications of Kalman filter for fault diagnosis in chemical processes are developed in the literature. Nevertheless, previous knowledge of the process is necessary. Indeed, successful fault detection needs a judicious adjustment of the filter parameters, which expresses the response of the filter to anomalies. Among the model-based approaches, analytical redundancy methods have been mostly used in sensor and actuator fault detection and identification (Paviglianiti G. & al., 2006).

2.2 Linear observers
Fault diagnosis is usually performed to accomplish one or more of the following tasks: fault detection (or monitoring), indication of the fault occurrence; fault isolation, the determination of the exact location of fault and fault identification, estimation of the fault magnitude.

![Fig. 2. Scheme of a linear observer](image)

The observer-based diagnosis algorithm generally consists in comparing real measured information with that of nominal behavior as shown in Fig. 2. The difference between these types of information indicates if fault is present or not (detection). This scheme is called a residual generation which will be mentioned in the next paragraph.

2.2.1 Residual generation
Residual generation is the core element of a fault diagnosis system. It consists in estimating the process output by using either a Luenberger observer in a deterministic setting case or a Kalman filter in a stochastic one. Estimation error (or innovation in the stochastic case) is defined as the residual. The main concern of observer-based FDI is the generation of a set of residuals which detect and especially identify different faults. These residuals should be robust in the sense that the decisions are not corrupted by unknown
inputs as unstructured uncertainties like process and measurement noise and modeling uncertainties. Observer based fault detection makes use of the disturbance decoupling principle, in which the residual is computed assuming the decoupling of the effects of faults on different inputs.

The basic idea of a linear observer-based residual generator is illustrated in Fig. 2. \( u(t) \) and \( y(t) \) denote respectively the input and output vectors, \( f(t) \) is the vector of faults to be detected and \( d(t) \) is the vector of unknown inputs, to which detection system should be insensitive. Variable \( \hat{y}(t) \) corresponds to estimated outputs vector, \( r(t) \) is residual vector and \( K \) is observer gain.

The output estimation error is given by:

\[
e_{y}(t) = y(t) - \hat{y}(t)
\]

To provide useful information for fault diagnosis, the residual should be defined as:

\[
\begin{cases}
  r(t) = 0 \text{ (or } r(t) \approx 0), & \text{if } f(t) = 0, \\
  r(t) \neq 0, & \text{if } f(t) \neq 0
\end{cases}
\]

### 2.2.2 Luenberger observer

An observer is defined as a dynamic system with state variables that are estimated from state variables of another system (Lie Q., 2001). A dynamic process can be described mathematically in several ways. It can be represented in the following form:

\[
\begin{align*}
  \dot{x}(t) &= Ax(t) + Bu(t) + Ed(t) + Ff_a \\
  y(t) &= Cx(t) + Du(t) + Gd + Hf_s \\
  x(0) &= x_0
\end{align*}
\]

where \( x \) is the state vector, \( u \) is the input, \( y \) is the output, \( d \) is the disturbances; \( f_s \) and \( f_a \) are respectively sensor and actuator faults, \( A \), \( B \), \( C \) and \( D \) are statistic matrix.

Observer based residual generation is simple and reliable to implement in practical applications. In this subsection, the procedure for designing a dedicated observer and the associated residual generator is proposed. A Luenberger observer given by (Lie Q., 2001) is described by:

\[
\begin{align*}
  \dot{\hat{x}} &= A\hat{x} + Bu + L[y - \hat{y}] \\
  \hat{y} &= C\hat{x} + Du \\
  \hat{x}(0) &= \hat{x}_0
\end{align*}
\]

and can be written as follows:

\[
\begin{align*}
  \dot{\hat{x}} &= (A - LC)\hat{x} + (B - LD)u + Ly \\
  \hat{y} &= C\hat{x} + Du \\
  \hat{x}(0) &= \hat{x}_0
\end{align*}
\]

where \( \hat{x} \) is the state estimate, \( \hat{y} \) is the output estimate and \( \hat{x}(0) \) the initial state estimate.
The Luenberger can be considered for residual generator design; here $L$ is the observer gain matrix such that $(A - LC)$ is stable. The state error is defined as:

$$ e = x - \hat{x} $$

Hence

$$ \dot{e} = \dot{x} - \dot{\hat{x}} $$

$$ = Ax + Bu - (A - LC)\dot{x} - (B - LD)u - Ly $$

$$ = Ax + Bu - \hat{A}(x - e) - \hat{B}u - LCx $$

$$ = \hat{A}e + (A - LC - \hat{A})x + (B - \hat{B})u $$

The matrices $\hat{A}$ and $\hat{B}$ are chosen and the error goes to zero regardless of $x$ and $u$. So $\dot{e}$ becomes in the following form:

$$ \dot{e} = \hat{A}e $$

$$ = (A - LC)e $$

The matrix $L$ is to determine. However, if the error converges to zero; observer can be stable, the real part of all eigenvalues of $(A - LC)$ must be negative.

The residual $r$ is the difference between the output and its estimate denoted respectively $y$ and $\hat{y}$:

$$ r = y - \hat{y} $$

$$ = Cx - \hat{C}\hat{x} $$

$$ = C(x - \hat{x}) $$

$$ = Ce $$

Hence $\dot{e}$ and $r$ expressions, for a system with sensor and actuator faults, are the following:

$$ \begin{cases} 
\dot{e} = (A - LC)e + Ed + Ff_d \\
r = Ce + Gd + Hf_s 
\end{cases} $$

Residual is influenced by the sensor fault; however $\dot{e}$ depends on the actuator fault.

### 2.2.3 Kalman filter

Kalman filter is essentially an algorithm for revising the moments of stochastic components of a linear time series model to reflect information about them contained in time series data. A dynamic process can be described mathematically in several ways (Chetouani Y., 2004); let us consider the linear stochastic system; the model can be described with the following discrete form:

$$ \begin{cases} 
x_{k+1} = A_kx_k + B_ku_k + G_kw_k \\
y_k = C_kx_k + D_ku_k + v_k 
\end{cases} $$
where $x_k$ is the state vector, $u_k$ is the input, $y_k$ is the output, $w_k$ is a zero mean Gaussian noise vector and the corresponding covariance matrix is $Q$, $v_k$ is the measurement noise which is assumed to be normally distributed with zero mean where $R$ is the covariance matrix associated. $A_k$, $B_k$, $C_k$, $D_k$ are statistic matrices and $G_k$ is the disturbances matrix.

Kalman filter based residual generation can be used with simplicity if the disturbances can be modeled. The following procedure is investigated for designing a simple Kalman filter and generating residuals.

The discrete Kalman filter for the above system can be written in two steps:

- **Time update “predict”:**
  The object of this stage is the state estimation by using only the previous state. Filter application should start with state and state covariance matrix initialization.

  \[
  \begin{align*}
  x_{0/0} &= x_0 \\
  P_{0/0} &= P_0 
  \end{align*}
  \]

  (12)

  In this step, there are two parts:
  
  (Part 1) Project the state ahead

  \[
  x_{k/k-1} = A_{k-1}x_{k-1/k-1} + B_{k-1}u_{k-1}
  \]

  (13)

  (Part 2) Project a state covariance matrix ahead

  \[
  P_{k/k-1} = A_{k-1}P_{k/k-1}A_{k-1}^T + G_{k-1}Q_{k-1}G_{k-1}^T
  \]

  (14)

  The model of prediction step can be written in the following form:

  \[
  \begin{align*}
  \begin{cases}
  x_{k/k-1} = A_{k-1}x_{k/k-1} + B_{k-1}u_{k-1} \\
  P_{k/k-1} = A_{k-1}P_{k/k-1}A_{k-1}^T + G_{k-1}Q_{k-1}G_{k-1}^T
  \end{cases}
  \end{align*}
  \]

  (15)

  **Measurement update “correct”:**

  This is the step of reactualization of state estimation with output measurements. In this step, three parts should be followed:

  (part 1) Compute the Kalman gain

  \[
  K_k = P_{k/k-1}C_k^T(C_kP_{k/k-1}C_k^T + R_k)^{-1}
  \]

  (16)

  (part 2) Update estimate with measurement $y_k$

  \[
  x_{k/k} = x_{k/k-1} + K_k(y_k - C_kx_{k/k-1})
  \]

  (17)

  (part 3) Update the state covariance matrix

  \[
  P_{k/k} = (I - K_kC_k)P_{k/k-1}
  \]

  (18)

  So the model of this stage has the following form:

  \[
  \begin{align*}
  \begin{cases}
  K_k = P_{k/k-1}C_k^T(C_kP_{k/k-1}C_k^T + R_k)^{-1} \\
  x_{k/k} = x_{k/k-1} + K_k(y_k - C_kx_{k/k-1}) \\
  P_{k/k} = (I - K_kC_k)P_{k/k-1}
  \end{cases}
  \end{align*}
  \]

  (19)
The discrete Kalman filter for the above system can be written as:

\[
\begin{align*}
  x_{k/k-1} &= A_{k-1}x_{k/k} + B_{k-1}u_{k-1} \\
  P_{k/k-1} &= A_{k-1}P_{k/k}A_{k-1}^T + G_{k-1}Q_{k-1}G_{k-1}^T \\
  K_k &= P_{k/k-1}C_k^T(C_kP_{k/k-1}C_k^T + R_k)^{-1} \\
  x_{k/k} &= x_{k/k-1} + K_k(y_k - C_kx_{k/k-1}) \\
  P_{k/k} &= (I - K_kC_k)P_{k/k-1}
\end{align*}
\] (20)

Then priori and posteriori estimate errors are defined as:

\[
\begin{align*}
  e^- &= x_k - \hat{x}_{k/k-1} \\
  e^+ &= x_k - \hat{x}_{k/k}
\end{align*}
\] (21)

The posteriori estimate error is used in the present work and can be written in the following expression:

\[
e^-_{k+1} = x_{k+1} - \hat{x}_{k+1/k} = A_kx_k + B_ku_k + G_kw_k - A_kx_{k/k} - B_ku_k
\] (22)

or \(A_k, B_k, C_k, D_k\) and \(G_k\) are statistic matrices, so the error expression is:

\[
e^-_{k+1} = A(x_k - x_{k/k}) + Gw_k \\
= A(x_k - x_{k/k-1} - K_k(y_k - C_kx_{k/k-1})) + Gw_k \\
= A(x_k - x_{k/k-1} - K_k(C_kx_k + v_k - C_kx_{k/k-1})) + Gw_k \\
= (A - K_kC)(x_k - x_{k/k-1}) + Gw_k - K_kv_k \\
= (A - K_kC)e^-_k + Gw_k - K_kv_k
\] (23)

The residual \(r\) is the difference between output and its estimate denoted respectively \(y_k\) and \(\hat{y}_k\):

\[
r = y - \hat{y} = Cx_k + v_k - Cx_{k/k-1} = C(x_k - x_{k/k-1}) + v_k = C\hat{e}_k^- + v_k
\] (24)

So the error \(e_{k+1}\) and residual \(r\) are given by:

\[
\begin{align*}
  e^-_{k+1} &= (A - K_kC)e^-_k + Gw_k - K_kv_k \\
  r &= Ce^-_k + v_k
\end{align*}
\] (25)

For a system with sensor and actuator faults is described as:

\[
\begin{align*}
  x_{k+1} &= Ax_k + Bu_k + Gw_k + Ff_s \\
  y_k &= Cx_k + Du_k + v_k + Hf_s
\end{align*}
\] (26)
The error and residual have the following forms:

\[
\begin{align*}
    e_{k+1} &= (A - K_k C)e_k + Gw_k - K_kv_k + Ff_a \\
    r &= Ce_k + v_k + Hf_a
\end{align*}
\]  

(27)

The residual is influenced by the sensor fault and the state error, however \( e_{k+1} \) depends on the actuator fault.

3. Application to continuous reactor

3.1 Process description

The continuous reactor with heat exchange is defined as the most common type of process equipment to be found in manufacturing plants. It is used in many process operations such as fermentation, chemical synthesis, polymerisation, crystallisation … etc.

The process to be supervised consists of a reaction vessel, a jacket vessel, an entry and exit feeding pipes, a coolant and products, valves, a stirring system and a heat exchange surface. Jacket is fitted to the reactor vessel by using an external heated transfer coil wrapped around the vessel surface. The reaction takes place within the reactor. A stirring system maintains the mixture among the reactants and products with a good homogeneous degree of physical and chemical properties.

Concentration and temperature variables are not in function of the position and they represent average values for all the reactor volume.

The reaction, occurring in the reactor vessel, is an irreversible and very exothermic oxidation-reduction (Rajaraman S. & al., 2006), the oxidation of sodium thiosulfate by hydrogen peroxide is given by:

\[
Na_2S_2O_3 + 2H_2O_2 \rightarrow \frac{1}{2}Na_2S_2O_6 + \frac{1}{2}Na_2SO_4 + 2H_2O
\]  

(28)

The kinetic reaction law is reported in the literature to be:
where \( k_0 \) is the pre-exponential factor, \( C_A \) and \( C_B \) are respectively concentrations of components \( A \) and \( B \) (\( A \) is the \( \text{Na}_2\text{S}_2\text{O}_3 \) and \( B \) is the \( \text{H}_2\text{O}_2 \)), \( E_a \) is the activation energy, \( R \) is the perfect gas constant, \( \Delta k_0 \) and \( \Delta E_a \) represent uncertainty respectively in the pre-exponential factor and in the activation energy and \( T_r \) is the reactor temperature.

A mole balance for species \( A \) and energy balances for the reactor and the cooling jacket result in the following nonlinear process model with \((C_A = C_B)\):

\[
\begin{align*}
\frac{dC_A}{dt} &= \frac{F_r}{V}(C_{\text{Air}} - C_A) - 2k(t)C_A^2 \\
\frac{dT_r}{dt} &= \frac{F_r}{V}(T_{\text{in}} - T_r) + 2\left(-\Delta H_r + \Delta(-\Delta H_r)\right)k(t)C_A^2 - \frac{UA + \Delta UA}{\rho C_p V}(T_r - T_j) \\
\frac{dT_j}{dt} &= \frac{F_w}{V_w}(T_{\text{jin}} - T_j) + \frac{UA + \Delta UA}{\rho_w C_{pw} V_w}(T_r - T_j)
\end{align*}
\]  

(30)

This system (30) represents the dynamic reactor comportment. The three equations represent the evolution of three states \((C_A: \text{molar concentration of } A, T_r: \text{reactor temperature and } T_j: \text{cooling jacket temperature})\). So, state vector can be defined as:

\[
x(t) = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} C_A \\ T_r \\ T_j \end{bmatrix}
\]  

(31)

In this case, the state representation of the studied system is given as:

\[
\begin{align*}
\frac{dx_1}{dt} &= \frac{F_r}{V}(x_1(0) - x_1) - 2k(t)x_1^2 \\
\frac{dx_2}{dt} &= \frac{F_r}{V}(x_2(0) - x_2) + 2\left(-\Delta H_r + \Delta(-\Delta H_r)\right)k(t)x_1^2 - \frac{UA + \Delta UA}{\rho C_p V}(x_2 - x_3) \\
\frac{dx_3}{dt} &= \frac{F_w}{V_w}(x_3(0) - x_3) + \frac{UA + \Delta UA}{\rho_w C_{pw} V_w}(x_2 - x_3)
\end{align*}
\]  

(32)

where the initial state vector is:

\[
x(0) = \begin{bmatrix} x_1(0) \\ x_2(0) \\ x_3(0) \end{bmatrix} = \begin{bmatrix} C_{\text{Air}} \\ T_{\text{rin}} \\ T_{\text{jin}} \end{bmatrix}; \quad y(t) = Cx(t) \text{ is the observation vector, } C = I(3) .
\]
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| process parameters                             | Symbols | Value               |
|-----------------------------------------------|---------|---------------------|
| feed flow rate                                | \(F_r\) | 120 l.min\(^{-1}\) |
| inlet feed concentration                      | \(C_{Ain}\) | 1 mol.l\(^{-1}\)  |
| volume of the reactor                         | \(V\)   | 100 l               |
| pre-exponential factor                         | \(k_0\) | 4.11 \times 10^{-13} l.min\(^{-1}\).mol\(^{-1}\) |
| activation energy                             | \(E_a\) |                     |
| inlet feed temperature                        | \(T_{in}\) | 76534.704          |
| heat of the reaction                          | \((-\Delta H_r)\) | 275 K          |
| density of the reaction mixture                | \(\rho\) | 596619 J.mol\(^{-1}\) |
| heat capacity of the reacting mixture          | \(c_p\) | 1000 g.l\(^{-1}\) |
| coolant flow rate                             | \(F_w\) | 4.2 J.g\(^{-1}\).K\(^{-1}\) |
| overall heat transfer rate                    | \(U\) | 30 l.min\(^{-1}\) |
| volume of the cooling jacket                  | \(V_w\) | 12 \times 10^5 J.min\(^{-1}\).K\(^{-1}\) |
| density of coolant fluid                      | \(\rho_w\) | 10 l               |
| heat capacity of the coolant                  | \(c_{pw}\) | 1000 g.l\(^{-1}\) |
| inlet coolant temperature                     | \(T_{jin}\) | 250 K          |

Table 1. Process parameter values for CSTR operation

The conversion rate can be given by:

\[
x_c = \frac{n_{A0} - n_{A}}{n_{A0}} = \frac{C_{Ain} - C_A}{C_{Ain}}
\]  \(33\)

Figure 4 and Figure 5 depict respectively the concentration evolution of reactant \(C_A\), conversion rate \(x_c\) and the temperature profiles of reactor \(T_r\) and jacket \(T_j\). The concentration evolution has two phases: a dynamic phase, when the reaction is taken place, and a permanent phase after the end of reaction; when mole number of component \(A\) becomes constant. Reaction perfectly takes place so the conversion rate converges rapidly to 1.

![Figure 4](image-url)

Fig. 4. (a) Concentration evolution of reactant A (b) Conversion rate evolution
Fig. 5. Trajectories of (a) jacket temperature (b) reactional temperature

Figure 5 shows that the reactor temperature increases with time from 275 K to 385 K. This causes an increase of temperature in the jacket. In this case (exothermic reaction), the jacket presents a cooling coil around the reactor vessel.

From equation (32), the system is a non linear. So, it should be linearized in order to obtain an observer with the form described in section 2.

### 3.2 Model linearization

The nominal nonlinear model exhibits multiple steady states, of which the upper steady state (i.e. $C_A = 0.0192076 \text{ mol/l}; T_r = 384.005 \text{ K}; T_j = 271.272 \text{ K}$), is stable and chosen as a normal operating point.

Hence, system state representation obtained by linearizing the process model (32) around the chosen steady state is:

\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx \\
x &= \begin{bmatrix} \Delta C_A \\ \Delta T_r \\ \Delta T_j \end{bmatrix}; \\
y &= \begin{bmatrix} \Delta T_r \\ \Delta T_j \end{bmatrix}; \\
u &= T_{\text{jin}}; \\
C &= \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}; \\
A &= \begin{bmatrix} -125.8815 & -0.0747 & 0 \\ 1.7711e+004 & 6.5538 & 2.8571 \\ 0 & 28.5714 & -31.5714 \end{bmatrix}; \\
B &= \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.
\end{align*}
\]

Fig. 6 shows evolution trajectories of two outputs $\Delta T_r$ and $\Delta T_j$ according to time after the linearization around an operating point (without faults and uncertainties).

The linear model of continuous reactor is:

\[
\begin{align*}
\dot{x} &= Ax + Bu + Ff_a \\
y &= Cx + Hf_a
\end{align*}
\]
with $f_s = \begin{pmatrix} f_{s1} \\ f_{s2} \end{pmatrix}$ and $f_a$ are respectively a sensor and actuator fault.

$$F = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}$$ is fault matrix in state expression and $H = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ is an output fault matrix.

### 3.3 Luenberger based FDI

- In this section the performance of the proposed fault diagnosis is demonstrated through taking the example of non-isothermal CSTR with parametric uncertainties.

The linear model of continuous reactor is:

$$\begin{align*}
\dot{x} &= (A + \Delta A)x + Bu + Ef_a \\
y &= Cx + Hf_s
\end{align*}$$

(36)

with:

$$u = 250; \quad A = \begin{bmatrix} -125.8815 & -0.0747 & 0 \\
1.7711e+004 & 6.5538 & 2.8571 \\
0 & 28.5714 & -31.5714 \end{bmatrix}; \quad B = \begin{bmatrix} 0 \end{bmatrix};$$

$$C = \begin{bmatrix} 0 & 1 & 0 \\
0 & 0 & 1 \end{bmatrix}; \quad A + \Delta A = \begin{bmatrix} -32.3012 & -0.0198 & 0 \\
4.6389e+003 & -1.2541 & 3 \\
0 & 30 & -33 \end{bmatrix}.$$

$\Delta A$ is the model uncertainties which are the function of parameter uncertainties ($\Delta k_0 = 5\%k_0$, $\Delta E = 6\%E$, $\Delta (\Delta H_r) = 5\%(\Delta H_r)$ and $\Delta U/A = 5\%U/A$).

$f_s = \begin{pmatrix} f_{s1} \\ f_{s2} \end{pmatrix}$ and $f_a$ are respectively a sensor and actuator fault.
\[
F = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

is fault matrix in state expression and
\[
H = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]
is an output fault matrix.

A Lunberger observer can be applied to diagnosis of chemical process. Eigenvvalues of the closed-loop observer are placed at: \{-114.9, -1.3687, -34.6304\} to determinate observer gain \( L \) expressed as:
\[
L = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix}
\]

Results obtained are:
\[
L_1 = \begin{bmatrix} -1.3549e-008 \\ -3.4228e-005 \\ 4.2821e-004 \end{bmatrix}
\quad \text{and} \quad
L_2 = \begin{bmatrix} 1.3421e-007 \\ -1.1250e-005 \\ -3.4228e-005 \end{bmatrix}
\]

### 3.4 Kalman filter-based FDI

The obtained reactor model is continuous. Hence, for this approach, a step of model discretization should be achieved to make the system applicable by the Kalman filter. Therefore, the sample time can be chosen \( T_e = 0.01s \), depending on the comportment of non linear system.

The obtained descritized model by the Zero-Order Hold method has the following form:
\[
\begin{align*}
    x_{k+1} &= A_k x_k + B_k u_k + G_k w_k \\
    y_k &= C_k x_k + v_k
\end{align*}
\]

with:
\[
A_k = \begin{bmatrix}
-0.0821 & -5.8989e-004 & -1.2668e-005 \\
156.2330 & 1.0489 & 0.0269 \\
33.5511 & 0.2690 & 0.7227 \\
-3.2482e-006 & & \\
\end{bmatrix}
\quad \text{and} \quad
B_k = \begin{bmatrix}
-1.6941e-007 \\
4.2393e-004 \\
0.0256 \\
0.0426e-004 \\
\end{bmatrix}
\]

\[
G_k = \begin{bmatrix}
4.7426e-004 \\
1.0139e-004 \\
\end{bmatrix}
\quad \text{and} \quad
C_k = C \quad w : \text{is a zero mean Gaussian noise vector and the corresponding covariance matrix is} \quad Q = 0.0035, \quad v_k \text{ is the measurement noise which is again assumed to be equal to zero. The matrix} \quad G_k \text{ is a distribution of model uncertainties in the activation energy} \quad \Delta E .
\]

The specific equations for the time and measurement updates are presented by:
\[
\begin{align*}
    x_{k/k-1} &= A_{k-1} x_{k/k-1} + B_{k-1} u_{k-1} \\
    P_{k/k-1} &= A_{k-1} P_{k/k-1} A_{k-1}^T + G_{k-1} Q_{k-1} G_{k-1}^T \\
    K_k &= P_{k/k-1} C_k^T (C_k P_{k/k-1} C_k^T)^{-1} \\
    x_{k/k} &= x_{k/k-1} + K_k (y_k - C_k x_{k/k-1}) \\
    P_{k/k} &= (I - K_k C_k) P_{k/k-1}
\end{align*}
\]

with:
\[
\begin{align*}
    x_{0/0} &= \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \\
    P_{0/0} &= 1000. I(3)
\end{align*}
\]
3.5 Simulation results

1. Lunberger-based FDI

a. Fault detection

The purpose of fault detection is to determine whether a fault has occurred in the system. To accommodate the need to analyze the behavior of the residual signal in more detail, the behavior model is augmented with fault signals and transfer functions from faults to residuals are computed. Commonly, the fault signals are either added or multiplied to the model of the normal behavior and are therefore often referred to as additive and multiplicative faults. For linear systems also multiplicative faults appear as an additive signal after system linearization.

System behavior without faults can be observed by a state estimation with the closed loop system and tests will be used to detect changing in the system outputs behaviors. If fault exists, detection must be achieved; thus, system must have the same behavior estimations.

- Sensor fault detection

Additive and structural sensor fault signals are introduced and their shapes and sizes are given in figure 7.

![Sensor faults evolution](figure7.jpg)

Fig. 7. Sensor faults evolution

Figure 8 represents output and residual system behaviors with sensor faults, where the dashed lines describe the system without uncertainties. Faults are detected and residuals have the same forms and sizes as faults. When the model contains parameter uncertainties, the detection is achieved but residuals have a smaller size with appearance of some peaks in the time of inversion time.

- Actuator fault detection

This fault has been supposed to have the same form that the first sensor fault multiplies in amplitude by 1.5.

Outputs and residuals trajectories illustrated in Fig.9 show the uncertainties and actuator fault effects on residual behaviors.

Actuator fault is not detectable with the Lunberger observer both without and with uncertainties. The fault effect appears as small disturbances in the output behavior and Lunberger-based approach indicate the non detectability of actuator fault. The fault is detected when its energy is higher than that introduced by the whole uncertainties.

![Actuator faults evolution](figure9.jpg)
Fig. 8. Residual evolution and estimated temperature in the reactor and in the jacket.

Fig. 9. Residual evolution and estimated temperatures with actuator fault and without/with uncertainties.
• Actuator and sensor faults detection

Figure 10 shows the reaction of the residuals to actuator and sensor fault. Theses test results with two type of faults are similar to the first test results and the effect of actuator fault is always as small disturbances in output behavior.

![Fig. 10. Residual evolution and estimated temperatures with actuator and sensor faults without uncertainties.](image)

b. Fault isolation

Generally, the isolation purpose is to pinpoint and determine the source or location of a fault. This is mainly done by generating an event consisting of collected pieces of information characterizing the error detected. But if the detection is not achieved, we cannot affirm that the fault does not exist. Hence, a fault can be detected by an approach and not by another; this is related to the approach robustness. Also, the detection can be achieved in spite of fault absence for the reason that some disturbances and measurements noises are detected. In order to distinguish between faults and disturbances, a threshold should be fixed to accept only detected faults which have a size more than double of this threshold.

(1) Choice of threshold:

To fix this threshold, a test with a healthy system (without faults) should be achieved. The threshold is the error between an output and its estimate (residual). Fig.11 shows threshold size in the residuals evolution. The thresholds of normal operation are given with dot lines.

Residuals variation for healthy system is about 2.5e-14. So, a fault can be detected if its size is more than 5e-14. This condition is achieved by proposed sensors and actuator faults. Hence, we can pass to residual evaluation step.
Fig. 11. Residuals behavior for healthy system

(2) Residuals evaluation:
In this step, an incidence matrix from faults to residual can be constructed with residuals in columns and faults in rows. If residual is affected by fault the matrix element is equal to 1 and it is equal 0 otherwise.
For our example, the residual vector is expressed as:

\[
\begin{pmatrix}
s_1 \\
s_2 \\
fr_x \\
rx \\
fa \\
\end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} (x - \hat{x}) + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} f_{s_1} \\ f_{s_2} \end{pmatrix}
\]

(39)

We can conclude that two residuals are affected by two faults. So, a theoretical incidence matrix can be built as the following table:

| residual/fault | \(f_{s_1}\) | \(f_{s_2}\) | \(f_a\) |
|---------------|-------------|-------------|--------|
| \(r_1\)      | 1           | 0           | 1      |
| \(r_2\)      | 0           | 1           | 1      |

Table 2. Incidence matrix

All rows and columns are different. Consequently, faults are theoretically isolated. However, test shows that experimental residuals are not affected by the actuator fault because the detection is not achieved. So, a second approach must be applied to correct this problem.

2. Kalman filter -based FDI
The system with parameter uncertainties will be considered. Thus results are presented in three tests.

a. System with sensor faults
We consider here system with only sensor faults. Fig.15 shows outputs and residuals evolution. Figure 12 shows that Kalman filter detect the two sensor faults in spite of the presence of parameter uncertainties and residuals have the same forms and size as faults.
b. System with actuator fault

Fig. 16 illustrates outputs and residuals behavior for system with actuator fault. Actuator fault is also detected by the filter and the residual size is smaller than fault size (Fig. 13) because of the small effect of this fault in outputs and thereafter in residuals. This effect can be concluded by the following expressions:

$$\begin{align*}
y &= Cx \\
y &= C\hat{x}
\end{align*}$$

(40)

Fig. 13. Residual evolution and estimated temperatures with actuator fault and uncertainties
c. System with actuator and sensor faults

The last test is for system with two types of faults. Fig.17 shows outputs and residuals trajectories for this case.

![Residual evolution and estimated temperatures with actuator and sensor faults and without uncertainties](image)

Fig. 14. Residual evolution and estimated temperatures with actuator and sensor faults and without uncertainties

The last test is different from others; residuals are affected by two types of faults. The first residual has the same form of the first sensor fault and the size is an addition of two residuals sizes in previous tests. The same case is with the second residual but residual size is smaller with appearance of peaks because the second sensor fault and that of the actuator have different forms and size.

### 3.6 Comparison between two approaches

Simulation results demonstrate that Luenberger observer can successfully detect sensor faults for system without uncertainties but for system with uncertainties, generated residuals have the same form of faults with small size. Actuator fault is not detectable by this approach in two cases. These problems are resolved by Kalman filter; two sensors and actuator faults are detected for system with uncertainties. However, for this approach disturbances should be modeled to diagnose system; this condition can cause problem for complex systems.

### 4. Conclusion

The fault diagnostic approach in this paper uses linear observers (Luenberger and Kalman filter) to detect and isolate sensors and actuator faults with satisfactory accuracy for chemical reactors with uncertainties. An application on a continuous stirred tank reactor is given to illustrate the proposed scheme. However, this type of observer is particularly unable to diagnosis the real model of complex processes. A generalised Luenberger can be used to resolve this problem. Using robust or adaptive observer, FDI for more general nonlinear systems with uncertainties can be investigated in the future.
5. References

Blanke M., Michel Kinnaert, Jan Lunze, and Marcel Staroswiecki. (2006). Diagnosis and Fault-Tolerant Control. Springer Verlag.

Caccavale F., Pierri F., Lamarino M., and Tufano V. (2009). An integrated approach to fault diagnosis for a class of chemical batch processes. Journal of process control, 19:827–841, May 2009.

Chetouani Y., Mouhab N., Cosmao J.M., and Estel L. (2002). Application of extended kalman filtering to chemical reactor fault detection. Chemical Engineering Communications, 189:1222 – 1241.

Chetouani, Y. (2004). Fault detection by using the innovation signal: application to an exothermic reaction, Chemical Engineering and Processing, 43, 1579–1585.

De Miguel E. J. and Blázquez L. F. (2005). Fuzzy logic-based decision-making for fault diagnosis in a DC motor, Engineering Applications of Artificial Intelligence, 18, 423–450.

Edwards C., Spurgeon S. K. and Patton R. J. (2000). Sliding mode observers for fault detection and isolation, Automatica, 36, 541-553.

El Harabi R., Ould Bouamama B., El Koni Ben Gayed M., Abelkrim M.N. (2010a). "Pseudo Bond Graph for Fault Detection and Isolation of an Industrial Chemical Reactor, Part I: Bond Graph Modeling", 9th International Conference on Bond Graph Modeling and Simulation, 11 - 16 Avril 2010, Orlando, Florida, pp. 180-189. ISBN 978-1-61738-209-3.

El Harabi R., Ould Bouamama B., El Koni Ben Gayed M., Abelkrim M.N. (2010b). "Pseudo Bond Graph for Fault Detection and Isolation of an Industrial Chemical Reactor, Part II: FDI System Design", 9th International Conference on Bond Graph Modeling and Simulation, 11 - 16 Avril 2010, Orlando, Florida, pp. 190-197. ISBN 978-1-61738-209-3.

Evsukoffa A. and Gentil S. (2005). Recurrent neuro-fuzzy system for fault detection and isolation in nuclear reactors, Advanced Engineering Informatics, 19, 55–66.

Favache A. and Dochain D. (2009). Thermodynamics and chemical systems stability: The CSTR case study revisited, Journal of Process Control, 19, 371–379.

Frank P. M. (1990). Fault diagnosis in dynamic systems using analytical and knowledge-based redundancy-a survey and some new results, Automatica, 26, 459-474.

Han Z., Li W. and Shah S. L. (2005). Fault detection and isolation in the presence of process uncertainties, Control Engineering Practice, 13, 587–599.

Huang, Y., Reklaitis G.V., and Venkatasubramanian, V. (2003). A heuristic extended kalman filter based estimator for fault identification in a fluid catalytic cracking unit. Ind. Eng. Chem. Res., 42:3361 – 3371.

Hsoumi A., El Harabi R., Bel Hadj Ali S. and Abdelkrim M. N. (2009). Diagnosis of a Continuous Stirred Tank Reactor Using Kalman Filter, International Conference on Computational Intelligence, Modelling and Simulation, (cssim), pp:153-158.

Lie, Q. (2001). Observer-Based Fault Detection for Nuclear Reactor, Massachusetts Institute of Technology.

Levenspiel, O. (1999). Chemical reaction engineering, New York: John Wiley & Sons, 121-123.

Patton R.J. and Chen J. (1997). Observer-Based Fault Detection and Isolation: Robustness and Applications”, Control Eng. Practice, 5, 671-682.
Paviglianiti G. and Pierri F. (2006). Sensor fault detection and isolation for hemical batch reactors. In In Proc. Of the IEEE International Conference on Control Application, Munich, Germany., In Proc. of the IEEE International Conference on Control Application.
Paviglianiti G. and Pierri F. (2007). Observer-based actuator fault detection for chemical batch reactors: A comparison between nonlinear adaptive and h-based approaches. In Mediterranean Conference on Control and Automation, Athens-Greece, 2007.
Porru G., Aragonese C. and Baratti R. (2000). Alberto servida] monitoring of a CO oxidation reactor through a grey model-based EKF observer. Chemical Engineering Science, 55:331—338.
Rajaraman, S., Hahn, J. and Mannan, M.S. (2006). Sensor fault diagnosis for nonlinear processes with parametric uncertainties. Journal of Hazardous Materials, 130, 1–8.
Samantaray A.K., Medjahe K., Ould Bouamama B., Staroswiecki M. and Dauphin-Tanguy G. (2006). Diagnostic bond graphs for online fault detection and isolation, Simulation Modelling Practice and Theory, 14, 237–262.
Sotomayor, O.A.Z., and Odloak, D. (2005). Observer-based fault diagnosis in chemical plants. Chemical Engineering Journal, 112, 93–108.
Venkatasubramanian V., Rengaswamy R., Yin K. and Kavuri S.N. (2003). Areview of process fault detection and diagnosis Part I: Quantitative model-based methods. Computers and Chemical Engineering, 27, 293-311.
Venkatasubramanian V. (2005). Prognostic and diagnostic monitoring of complex systems for product lifecycle management: Challenges and opportunities, Computers and Chemical Engineering, 29, 1253–1263.
Numerical Simulations of Physical and Engineering Processes is an edited book divided into two parts. Part I devoted to Physical Processes contains 14 chapters, whereas Part II titled Engineering Processes has 13 contributions. The book handles the recent research devoted to numerical simulations of physical and engineering systems. It can be treated as a bridge linking various numerical approaches of two closely inter-related branches of science, i.e. physics and engineering. Since the numerical simulations play a key role in both theoretical and application oriented research, professional reference books are highly needed by pure research scientists, applied mathematicians, engineers as well post-graduate students. In other words, it is expected that the book will serve as an effective tool in training the mentioned groups of researchers and beyond.

How to reference
In order to correctly reference this scholarly work, feel free to copy and paste the following:

Aicha Elhsoumi, Rafika El Harabi, Saloua Bel Hadj Ali Naoui and Mohamed Naceur Abdelkrim (2011). Monitoring of Chemical Processes Using Model-Based Approach, Numerical Simulations of Physical and Engineering Processes, Prof. Jan Awrejcewicz (Ed.), ISBN: 978-953-307-620-1, InTech, Available from: http://www.intechopen.com/books/numerical-simulations-of-physical-and-engineering-processes/monitoring-of-chemical-processes-using-model-based-approach