Abstract: Fire hazard is a condition that has potentially catastrophic consequences. Artificial intelligence, through Computer Vision, in combination with UAVs has assisted dramatically to identify this risk and avoid it in a timely manner. This work is a literature review on UAVs using Computer Vision in order to detect fire. The research was conducted for the last decade in order to record the types of UAVs, the hardware and software used and the proposed datasets. The scientific research was executed through the Scopus database. The research showed that multi-copters were the most common type of vehicle and that the combination of RGB with a thermal camera was part of most applications. In addition, the trend in the use of Convolutional Neural Networks (CNNs) is increasing. In the last decade, many applications and a wide variety of hardware and methods have been implemented and studied. Many efforts have been made to effectively avoid the risk of fire. The fact that state-of-the-art methodologies continue to be researched, leads to the conclusion that the need for a more effective solution continues to arouse interest.
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1. Introduction

Unmanned Aerial Vehicles (UAVs) in recent years have been the center of many studies. They are aerial robotic vehicles that are capable of high speeds and carrying heavy loads. Due to their maneuverability which makes them capable of avoiding easier obstacles and flying above them, unlike ground-based robots, they are ideal for many applications. Some of these applications are: infrastructure monitoring and inspection, earth science, defense and security, agricultural and in applications of environmental interest [1]. Research on UAVs has led to the development and design of different types of vehicles that differ in a variety of characteristics, such as weight, size, mode of operation and flight, engine type and mechanisms involved in the vehicle.

Two main categorizations that have been made in UAVs concern their weight and flight mode based on their aerodynamic design. Based on their weight [2], UAVs can be distinguished according to the characteristics of Table 1 in Super Heavy, Heavy, Medium, Light and Micro. This categorization has an impact on further categorizations of UAVs, such as the variation in the volume or type of engine that powers their system.

| Type     | Weight          |
|----------|-----------------|
| Super Heavy | W > 2000 kg     |
| Heavy     | 200 kg < W ≤ 2000 kg |
| Medium    | 50 kg < W ≤ 200 kg |
| Light     | 5 kg < W ≤ 50 kg |
| Micro     | W ≤ 5 kg        |
Another classification can be done regarding their mechanical design. Based on this, there are four main categories. These are Fixed wing, Flapping wing, Multicopter and Single rotor [3–5].

**Fixed wing:** Models in this category use wings that have one or more propellers to move in the environment and a runway is mandatory for takeoff and landing procedures. The change in their course depends on a combination of movable surfaces and thrust. These models compared to the other types of UAVs can travel with high speed carrying heavy payloads [6] and, due to the design of their wings, they cannot be easily adapted to wind conditions.

**Flapping wing:** This category includes vehicles that have many common features with the UAVs of the previous category. The difference is inside the mechanism that exists in the wings which facilitates the change of direction of the vehicle and helps increase the lift. Their increased maneuverability makes them more flexible than fixed wing models, in cases where there are strong winds. Models in this category require also a runway for taking off and landing.

**Multicopter:** This category of UAVs differs in many aspects from the previous two. The operation of the multicopter is based only on the rotors it has, as it has no wings at all. They are capable of vertical taking off and landing and do not require any kind of runway. Its rotors are mounted horizontally on the main body of the vehicle and the models have increased stability and are able to adapt to flight conditions and constantly change their speed.

**Single rotor:** This category includes models with a single central rotor and a tail rotor. They share the same features as multicopters except that they are more unstable models.

The various classifications in UAV show that every category has its own pros and cons. As a result, the suitable platform selection varies and depends on the application. The applications using UAV capabilities are many and differ in their structure and purpose. More specifically, different types of UAVs have been used in applications, such as agriculture, inspections, delivery supplies, rescue operations, surveying, filming, military applications and disaster or hazards identifications.

One application that belongs to the group of implementations related to hazard monitoring and prevention is fire detection. With the help of UAVs, fires can be detected early or even before they start. Due to the fact of their movement in the air above obstacles, they have a larger optical range that covers a large area. However, as the height increases, the resolution of the sensors decreases. UAVs flying at low heights are able to detect easier fires over areas such as forests or residential areas. Based on the above and a proposed communication system or network, it is possible to detect a fire early by UAVs before it becomes hazardous to the environment. UAVs are very effective because they are suitable for supervision and monitoring applications and due to their flexibility and free movement in the aerial environment.

In addition, in many cases, Synthetic Vision Systems (SVSs) are used. SVSs provide a computer-generated visualization of the environment, through the sensors, according to the path that the UAV follows or its position. These types of systems are very useful in cases where the operation of vehicles is done remotely through an operator. However, the use of these systems in autonomous navigation missions is also important and feasible. SVS systems provide an augmented visualization of non-physical constraints and exo/ego centered views [7,8].

The camera with which the UAV will be equipped plays a very important role in the successful achievement of early fire detection. Without the necessary sensor equipment, such an application becomes impossible. Of course, it is not only the sensor that is very important but also the way in which the risk will be identified, the type of classification and all those procedures related to the data transfer to a server.

The goal of this research was to examine the use of UAVs and the state-of-the-art Computer Vision techniques to improve efforts to detect and prevent fires. Fire is a very dangerous situation for humans and animals as well as for the environment itself. Therefore,
the research in this field has to keep evolving in order to prevent any kind of unplanned or uncontrolled fires. The study presents the Computer Vision models, the corresponding UAVs and the mission processes and materials for detecting fires. This literature review presents the stages and equipment that can be included in a fire detection and classification plan. The main contribution of the review is the screening of the most-used types of UAVs, cameras, Computer Vision models and AI algorithms. Furthermore, the key components and techniques which improve the quality of the mission are presented. In addition, frameworks, software and the main datasets are also presented. It is noted here that the above emerged after a study of published scientific works of the last decade.

The present work is organized as follows: Section 1 consists of the introduction which presents core meanings of UAVs. Section 2 describes fire detection using Computer Vision on UAVs and, more specifically, the related work and the fire detection framework. Section 3 describes the research methods used to construct this review, the way the research was executed, and the early statistics of the research. Section 4 presents the taxonomy of the hardware and software/methods of the research and the dataset subsection includes the literature used datasets. Section 5 contains the discussion on the results of the literature review. Finally, Section 6 summarizes the final conclusion of the literature review.

2. Fire Detection Using Computer Vision on UAVs

This section describes the big picture of applied Computer Vision methods to UAVs in order to detect a fire. More specifically, the related work of the field is described and also the framework of UAV fire detection workflow is laid out.

2.1. Related Work

In the recent years, there are significant research projects for fire detection algorithms on a UAV platform, using Computer Vision methods. Firstly, fire detection is a standalone research field. There are a lot of proposed applications and algorithms, to obtain the best accuracy of the early detection of a fire. Images and videos are used for data acquisition. It is proven that when the data are forwarded through a Machine Learning Algorithm, prediction is more accurate than using a bare sensor [9]. These results are getting better using more advanced Artificial Intelligence algorithms. When the proposed fire detection models went deeper, using Convolutional Neural Networks, then the accuracy increased and showed a lot of potential [10]. There are great Computer Vision models, such as Visual Geometry Group (VGG) or GoogleNet with tremendous accuracy in image classification [11,12]. The various models are continuously improving and obtain better scores on various benchmarks such as the ImageNet Large Scale Visual Recognition Challenge [13]. Moreover, there are literature reviews, focusing on UAV and Computer Vision in different fields, foremost in navigation [14].

2.2. Fire Detection Framework

Prior to beginning the mission, the navigation plan, the identification of appropriate algorithms and models must be selected and implemented in the system. The procedures that will be done through the camera, consist of taking photos or videos and preprocessing them, including image segmentation. Then, the fire detection and features extraction are due:

Preprocessing: The purpose of Computer Vision is to analyze the information coming from the image in order to perform the appropriate processes to locate the fire. After the image acquisition procedures, preprocessing consists of procedures related to image enhancement or verification of its suitability for the respective method. Procedures related to image optimization through preprocessing are noise reduction, in order to reduce or remove the image’s noise, normalization processes for changing the range of pixel intensity values and scaling for image’s resizing.

Segmentation: Once the image has been obtained and the appropriate optimization procedures have been performed through the preprocessing, the pixels must be separated
into those that describe the object of interest from other image information. In the case of fire, the segmentation consists of pixels associated with fire. The way in which segmentation will be done differs between the methods. More specifically, these methods can be based on colors, motion or even intensities.

**Fire Detection and Features Extractions:** Through the feature extraction, the appropriate actions are taking place on the image in order to analyze the segmented image and to identify the key points of interest. The image then is passed to a trained model in order to find the patterns that will confirm or reject the presence of fire.

In the next step, in case of a positive result of the artificial intelligence model processes, the system sends an alarm via the UAV or ground support station to the fire protection personnel for further actions. Figure 1 shows the aforementioned flowchart.

At this point, it is worth noting that the methodology described above is the basic way of fire detection. Deep learning techniques involved in this process have greatly simplified the processes of segmentation and feature extractions by replacing classical algorithms [15].

![Figure 1. Fire Detection with UAV using Computer Vision Framework.](image)

**3. Literature Review**

This section consists of two parts. The scope and the research criteria are presented first. The second part contains the taxonomy of the results about the Hardware and Software used in UAV for fire detection purposes. Figure 2 shows the flow diagram followed using the PRISMA (http://prisma-statement.org/ (accessed on 31 July 2021)) methodology.

**3.1. Research Execution**

The paper is a systematic literature review (SLR), which is a secondary research. The first step of this review method is to address the research questions.

**3.1.1. Research Questions**

Q1. What is the suitable hardware for fire detection with UAV?
Q2. What methods are used for image processing to detect the fire after the images/video acquisition?
Q3. What is the current framework for fire detection using UAV?
Q4. What datasets are used to evaluate the models’ accuracy?
3.1.2. Research Database

The database used was Scopus (https://www.scopus.com/ (accessed on 31 July 2021)), which is a very reliable database [16]. In order to answer the above questions, the following search query was designed:

“Computer Vision” OR “video tracking” OR “image restoration” OR “image analysis” OR “image processing” OR “object detection”

AND

“UAV” OR “unmanned aircraft system” OR “UAS” OR “aerial robotics” OR “autonomous aerial vehicle” OR “unmanned aerial vehicles” OR “unmanned combat aerial vehicle” OR “UCAV”

AND

“Wildfire” OR “firefighting” OR “fire fight” OR “firefight” OR “conflagration” OR “fire” OR “smoke”

AND

Publication Year > 2010

3.2. Research Early Statistics

The query was executed on 25 March 2021 and 72 documents emerged. All the papers were reviewed in order to obtain the necessary information and early statistics came in place. First of all, the usage of the VOSviewer (https://www.vosviewer.com/ (accessed on 31 July 2021)) software tool was proposed. It is a tool for constructing and visualizing bibliographic couplings. These couplings are presented in Figure 3, according to the country of origin. The 7th most referred countries filter was applied and eight of them are visible. This clustering technique shows the country impact for publications related to fire detection using UAV’s [17].

More specifically, the cluster connections shows Canada has a huge impact. According to Figure 4, whose data were taken from the platform Statista (https://www.statista.com/
(accessed on 31 July 2021)), this great impact on Canada is due to the great forest fires issue Canada is facing for decades. The average number of wildfires in Canada is 6704 fires per year, bringing the total number of wildfires in the last two decades to 134,082. Figure 5, whose data were also taken from Statista, shows the number of burned areas by forest fires. It is clear that Canada has been facing a major fire problem for many years and its contribution to solving this problem through the UAVs and Computer Vision is huge. In addition, Greece, Cyprus and Spain are suffering from deforestation through wildfires.

Moreover, based on Figure 3, Canada, France, China, Greece and Australia are bibliographically neighboring. This fact shows that between these countries, there is a strong citation relationship by referencing common papers from countries that participate in the same cluster. Conversely, USA and Austria are showing two different approaches to UAV fire detection, setting the papers apart from what is published in the other countries [18].

![VOSviewer](image)

**Figure 3.** Top-7 bibliographic couplings between countries.

![Number of forest fires per year](image)

**Figure 4.** Number of forest fires in Canada from 2000 to 2019.

Finally, the number of publications was analyzed via Scopus, in order to reveal any trend in the last decade. Figure 6 shows an exponential increase from 2016 until year 2019. This increase is due to the integration of deep learning through CNN models in the field of Computer Vision and, when compared to classical algorithms, it is observed that their implementation is an easier process. In 2020, there was a slight decrease which continues to decrease further in 2021. The exponential growth until the year 2019 is due to the development of Computer Vision and more specifically Machine Learning methods. The years 2020 and 2021 are pandemic years due to the COVID-19 disease. Moreover, the research was done in the first trimester of 2021, so there were fewer publications.
4. Taxonomy
4.1. Hardware
4.1.1. UAVs

Initially, in terms of vehicle type, 17 types of UAVs were mentioned specifically. The types of UAVs were three: drones, fixed-wing and single-rotor. It should be noted here that the drones category includes all vehicles that have more than one propeller mounted horizontally to the main body of the vehicle. More specifically, there were ten applications with drones: seven with quadcopters [19–25], three applications with hexacopter [15,26,27] and one with octacopter [28]. In addition, there were four applications with fixed-wing UAVs [29–32], while with single-rotor, it was limited to one application [33]. Finally, one application [34] was implemented with 2 UAVs, one fixed wing and one quadcopter.

The application implemented via single-rotor UAV (Helicopter) is one of the oldest applications of the review (2011). In addition, two applications with fixed-wing UAVs are also two of the oldest implementations (2011, 2012). The two newer applications with fixed-wing UAVs (2019, 2020) were implemented through these vehicles, as their mission was to supervise a large area that required great autonomy of vehicles. The applications with octacopter and hexacopter were part of a stereovision system. The rest of the applications were implemented via quadcopters.

The results of the research lead to the conclusion that the implementations of the last decade regarding UAVs and Computer Vision in the field of fire detection are implemented in the largest percentage (70.58%) with drones. In Figure 7, the tree-map for UAVs types used in the reviewed applications is shown.

Compared to other types of UAVs, multicopters are capable of being firmly above a point in hover mode. This capability provides a 360° visual contact from the camera. Other
than that, they do not require a runway to take off and land. A disadvantage of this type of UAVs is their reduced autonomy, compared to fixed wing that have a long duration time [4].

![UAVs Trend](image)

**Figure 7.** UAV type tree-map based on number of applications.

### 4.1.2. Cameras

Computer Vision in most applications and studies is based on the use of cameras. In some applications, more than one camera or even sensors were used to help capture images from the UAV. During the review of scientific studies, some categories of cameras emerged:

**Visible Spectrum:** This category includes all those devices that have input images that are visible to the human eye. In the present review, this category includes RGB 4K, HD, monocular, 3D devices, CCD technology devices, panorama, stereo depth devices, webcams, mirrorless digital and optical cameras. Of course, all these cameras have different principles of operation and different results in terms of quality, but they all work in the visible light.

**IR Systems:** The infrared waves can be displayed through the IR sensors. These systems can be categorized into three types: short-wave (SWIR), middle-wave (MWIR) and long-wave Infrared (LWIR). MWIR and LWIR sensors have the ability to integrate a passive temperature sensor which is able to detect the temperature difference in an environment and then displays the difference in an image (thermal cameras). Many devices of this type, including SWIR, can also present a black and white image. This makes it harder to detect temperature changes in the image but easier to recognize image features. As a result, in many cases, the image is not completely clear in terms of the morphology of its content compared to an RGB camera. Its operation is not limited only during the day, but it can also offer night vision capabilities. Most of the time, such a sensor is combined with a simple camera, so that the images that are taken are not limited only to thermal infrared radiation but also to visible light [35]. Additionally, the SWIR sensors do not need the use of an IR light source, unlike the MWIR and LWIR sensors which require such a light source.

**Multispectral/Hyperspectral:** These types of cameras capture the information they receive using multiple wavelengths of light. They are devices for obtaining millions of spectral information for each pixel of the image [36,37]. More specifically, multispectral cameras use 3–10 extended bands, while hyperspectral cameras use hundreds of narrow bands in wavelengths of light. Hyperspectral cameras consist of detailed spectral information and are used for image acquisition with high spatial and spectral resolutions [38]. In contrast, multispectral cameras, although not as detailed as their display due to their smaller pixel spectral distribution, are used in applications where real-time information exchange is required. This is achieved due to the smaller size of the information being processed [39], compared to the size of the hyperspectral camera information [38].
Additional to the types of the previous cameras described, regarding Computer Vision, some detectors were included in some applications. More specifically, an ultraviolet (UV) detector was used to detect flames through smoke. Through this detector, the danger is identified from the ultraviolet radiation that is created during the fire [19]. Obviously, there are applications and equipment for ultraviolet, visible and also for short, middle and long infrared wavelengths.

Figure 8 shows the total percentages of cameras per type used in the applications included in the review. Out of the total number of applications, 38 mentioned what type of camera was used.

![PERCENTAGES OF CAMERAS PER TYPE](image)

**Figure 8.** The total percentages of cameras per type used in the applications.

In addition to the above, other types of hardware were used in the applications included in the review. As shown in Table 2, the hardware that was implemented in each application, depended on the purpose of each mission. The most prevalent type of microprocessors was the ARM Cortex, while there were applications based on single-board computers and, more specifically, the Raspberry Pi. In addition, the on-board computers for drones DJI Manifold and Odroid-XU4 system were used. Finally, the type of the implemented integrated circuits (ICs) were Field-Programmable Gate Array (FPGA).

| Hardware                  | Reference                  |
|---------------------------|----------------------------|
| Raspberry                 | [23,40]                    |
| ARM                       | [41,42]                    |
| FPGA                      | [43,44]                    |
| Smartphones/Tablets       | [45,46]                    |
| IMU                       | [19,40]                    |
| GPS                       | [19,26,29,40,41,47]        |
| GNSS                      | [47]                       |
| Bluetooth                 | [19]                       |
| On-board Computers        | [20,30,48]                 |
Concerning the communication and monitoring purposes, Bluetooth modules, smartphones and tablets were used. As regards the navigation and positioning systems, the main module was GPS. Furthermore, one application was implemented with a proposed mobile station called D-RTK 2 through the Global Navigation Satellite System (GNSS). Finally, in some applications, it was a combination of GPS and Inertial Measurement Unit (IMU) for the vehicle’s maneuvers and positioning.

4.2. Software/Method

Artificial intelligence models for image classification and recognition could not be missing from such applications. Kinaneva D., Hristov G., Raychev J and Zahariev present in their paper an object detector for smoke and fire detection based on Faster R-CNN [34]. The corresponding ROC curve shows great results above 90%. It is noted here that prediction results of the fire detection were slightly better than the smoke detection. As expected, a lot of images were required for training and testing purposes. In order for the training to be more efficient, the images have to be different but similar. Sometimes, the model performance will be reduced if the images failed to match the quality and quantity criteria. The aforementioned object detector was applied by the same scientific team to a UAV platform for Early Forest Fire Detection [29]. Faster R-CNN had also great performance and a threshold of 90% accuracy was applied. The threshold was used as a proposed trigger and when the possibility of fire detection was over 90%, the system recognized an emergency and sent a notification to the authorities. Object detectors in this specific area are the You Only Look Once model (YOLO) and the Single Shot MultiBox Detector (SSD). Three applications used the YOLOv3 [48–50]. YOLOv3 shows great adaptability achieving very high performance. When using the precision as a metric, the model’s accuracy was over 90%. However, in the application of Anim Hossain, Youmin M. Zhang, and Masuda Akter Tonima [48], the observation of the recall and F1 metrics reveals a YOLO weakness achieving very low results (50%). They manage to overcome this hurdle by creating a novel model for flame and smoke signatures using a combination of a proposed local binary pattern alongside an Artificial Neural Network (ANN) and a Support Vector Machine (SVM). The SSD [40], in this specific application, was a group of MobilNets. The reason for this architecture was to gain benefits from the MobileNet characteristics achieving great prediction results with low latency. There are also other CNN approaches for the fire detection problem. Kyrkou, C. with Theocharides [51], Qiao L. with Zhang Y. and Qu, Y. [52] and Nguyen A. with Nguyen H., Tran, V., Pham H and Pestana [40] used pre-trained CNN models and, more specifically, the VGG-16, Resnet34, Resnet50, U-Net and MobileNet. The advantages of a pre-trained CNN model is that when it is applied to an experimental problem, it can achieve great prediction results. However, when they are used for real-world problems, their results have problems regarding the number of false negatives or positives. Furthermore, Kyrkou C. and Theocharides T. selected another approach, thus creating new CNN models instead of using pre-trained versions of popular CNN’s [20,51]. These are the ERNet and the Emergency Net. Both models were designed for low power consumption and computational needs matching UAV special characteristics. Additionally, they have been trained on the same dataset such as the AIDER and achieved similar results compared to the traditionally powerful CNN such as VGG-16 and ResNet50, but with less computational cost. More specifically, ERNet achieved an average accuracy of 90.1% with 18.7 ms latency compared to VGG-16 and ResNet50 with 91.9% (346 ms) and 90.2% (257 ms), respectively. The Emergency Net F1 score was 95.7% with 57 × 10⁶ FLOPS comparing also with VGG-16 and ResNet50 with 96.4% (17,620 FLOPS) and 96.1% (4533 × 10⁶ FLOPS). Besides the above, Fuzzy Systems were also used in [41]. Their approach was by fusing the images from two cameras and reducing noise from vibrations. As a result, they obtained improved accuracy of the fire detection. In addition, a proposed Optimal Residual Network-Based Features Extraction algorithm (O-RNBFE) for feature extraction and a Latent Variable Support Vector Machine (LV SVM) for classification can be used for
fire detection. Such a combination of methods was also used for a Generative Adversarial Network (GAN) enhancement with a U-net [52] and achieved also good results.

In addition to artificial intelligence models, some software is used. More specifically, two applications used the well-known MatLab computing environment with appropriate Computer Vision packages [26,53]. In addition, the DroneDeploy [54] and the PIX4D [27] as drone mapping software were used to assist the fire detection procedure. Finally, the open-source Robot Operating System (ROS) [19,49] for drone navigation as well as the Node-Red [29] for programming event-driven applications were also selected.

Moreover, some methods and algorithms were used for feature extraction. The Gray Level Co-occurrence Matrix (GLCM) is able to perform texture analysis and extract the features from images [53]. Furthermore, other methods include the Spatial and Geometric Histograms (SGH) descriptor, which is a feature descriptor for three-dimensional (3D) local surface [54,55], the visual descriptor Local Binary Pattern (LBP) [48], which is a texture operator for image classification [49] or even a novel method the Forest Fire Detection Index (FFDI) [56] which was developed first by Henry Cruz, Martina Eckert, Juan Meneses and José-Fernán Martínez [57].

In terms of APIs, in addition to OpenGL, TensorFlow Object Detection was used in four applications [29,30,34,58] and the OpenCV library in two applications [29,50]. Of particular interest is the THEASIS system which is a stand-alone proposed platform for early detection of big wildfires and was implemented in three applications [22,30,34].

4.3. Datasets

Every machine learning application has a common hurdle to overcome. This is the proper dataset acquisition. A rule of thumb is that when more data are used to train the model, then its accuracy will be better. When the dataset is big, the various Machine Learning Models and, especially, Artificial Neural Networks have a tendency to perform better, achieving better prediction accuracy. In addition, it is desirable that the contents of the various items have diversity ensuring better training results. As a result of the above, the quantity and the quality of the different dataset elements are major concerns for all researchers and, in order to create a prediction model, some ML methods require image data. The fire detection prediction models belong to this category. The images are obtained directly from raw/pre-processed images or from a video frame. In this section, they are presented in form of a table obtained from the datasets used in the reviewed papers so that future researchers have a quick access and can use it as a reference guide.

There are many approaches for fire-detection datasets. In some papers, the images were obtained directly from the experimental customized UAV. The benefit of this approach is that it is easy to obtain the desired content and apply some customized criteria. However, these data are not public and most of the owners do not share them. It is likely that there are a few publicly available databases. Furthermore, some of them are images and others consist of videos capturing a scene involving a fire. Another approach is to obtain images or videos from various websites after a thorough search. The websites http://www.forestryimages.org/ (accessed on 31 July 2021) and http://www.wildlandfire.com (accessed on 31 July 2021) have images from forest and some wildfires. Additionally, the well-known flickr (https://www.flickr.com/ (accessed on 31 July 2021)), is a way to obtain visual data when specific search criteria applied.

A more efficient way for optimal model training is to develop a dataset, especially for fire detection. In some papers, the databases included fire and other categories [20,51,59] and others contain only fire images/videos [40,60]. In some cases, the raw data were an image, a video, or a combination of them. The aforementioned datasets are presented in Table 3. Finally, in another paper [61], the dataset was a combination from web-searched images, with a proposed method of synthesized image datasets [62].
Table 3. Fire Detection Datasets.

| Datasets | Corsican Fire | Dynette | YUPENN | Maryland | Foggia | Aider |
|----------|---------------|---------|--------|----------|--------|------|
| Number of Images/Videos | 1135 | 650 video | 60 | 10 videos | 31 videos | 520 Fire Images |
| Resolution | $1024 \times 768$ | $720 \times 576$ | original aspect ratio | varies | varies | varies |
| Year | 2017 | 2010 | 2015 | 2010 | 2015 | 2019 2020 |
| Reference | [60] | [63] | [64] | [65] | [66] | [20,51] |

5. Discussion

Fires are catastrophic events that are constantly being studied and researched. As a result, more effective ways are being discovered to prevent them. The present review, which was carried out in order to record all the above used methods, techniques, software and hardware, presents a complete set of possible solutions for future researchers. Initially, the most used UAV models were drones. Such vehicles, in addition to their mechanical advantages, such as weight, vertical takeoff and landing have also the tremendous ability for fast maneuvers and high integration of the various components and materials. Furthermore, drones can also hover. Through this state of flight, the vehicle can be stationary at one point and monitor a specific area. This increases its flying and taking-images capabilities. Of course, for such a case, due to their structure, these vehicles can easily integrate more than one camera with a more evenly distributed weight, compared to other types of vehicles.

In terms of cameras, the RGB, with various resolutions and architecture, alongside thermal cameras have key positions in this type of applications. Through thermal cameras, a sharp change in temperature can be detected, even if there are visual obstructions, which makes it easier to detect fires [67].

A very important role, of course, is the ability of the vehicle to send information about the location via GPS. Many implementations have used this module as well as various others such as the use of GNSS or IMUs. Without this kind of technique, it would not be possible to identify the vehicle’s location and position. In this case, a real-world fire detection application will be useless and such an implementation would be only for research purposes.

The fire detection is done through AI models. The development of new artificial intelligence models leads to applications with high accuracy. More specifically, the Convolutional Neural Networks (CNNs) have been applied to more and more Computer Vision applications. Convolutional Neural Networks gradually replace the classic Computer Vision algorithms, due to their great accuracy results and their ease of implementation. For this reason, CNNs, such as Faster CNN, YOLO v3 and VGG-16, have the largest number of applications compared to classical Computer Vision algorithms or even other artificial intelligence models, such as neural networks or fuzzy systems and Support Vector Machines (SVM).

In addition, the increased interest in UAVs and Computer Vision leads to constantly improved versions of platforms and software which are used more and more in applications related to this type of implementation. Some of them aim at the construction, the mapping of the environment of the UAV or its path planning. Furthermore, others have been developed to achieve higher accuracy of the models or algorithms as well as to improve the quality of the images and the data transmission capabilities. The constant development in terms of hardware and software, shows that the interest of researchers and engineers remains unwavering and the need to achieve greater accuracy in applications where UAVs and Computer Vision are used.

The used datasets are always one of the most important elements of the training process of an AI model. It has been observed that there are datasets consisting of a large number of diverse photographs, which concerns the fires themselves as well as the image filters and their environment. As already mentioned, CNNs are constantly evolving and being implemented in more and more implementations. This leads to the construction and
the usage of large datasets because CNN’s seems to perform better with large datasets. The more successful the training of a model is, the better its performance in practical applications. When this application concerns a dangerous situation, then the effectiveness of each model acquires an ethical framework with respect to humans, fauna and flora of the planet.

Finally, after researching the applications, it was observed that the models achieve a high degree of accuracy in detecting fire in general, regardless of the ways of transmitting various information such as location or information about the fire or the vehicle which have reached a satisfactory level but continue to evolve. However, one problem that continues to exist in this area is vehicle autonomy. Drones have many advantages that help in the early and effective detection of fire but lack autonomy even when in hovering mode. In addition, CNN models have high computational costs and, in the case that the calculations are done on-board, then the power consumption is even more important. This fact in combination with a battery-powered UAV results in the reduction in the autonomy of these vehicles.

Interesting future research might be to compare CNN models, as they are now the most accurate and used in most implementations, in terms of computational cost. Such research would provide interesting information in order to make a careful comparison of the models in the computational part in order to combine the power consumption and the processing power. In this way, the best models can emerge based on the relationship between computational cost, performance and autonomy.

6. Conclusions

The present work is a product of a literature review, consisting of 72 scientific publications. These publications were Computer Vision implementations with UAVs in the field of fire detection. The time frame of these implementations concerned the last decade. From the beginning of 2016 until the end of 2019, there is a sharp increase in fire detection applications. It should be noted that the time period in which the downward trend of publications begins coincides with the beginning of the COVID-19 pandemic situation.

In this literature review, different types of UAVs, Computer Vision AI models, sensor types as well as integrated hardware are presented. After a thorough study of the papers, a comparison was made between the various vehicles, models and methods and the proposal for the most efficient solution in fire detection applications were presented. In terms of vehicles, multicopters seem to be the most suitable for such applications. Their vertical take-off/landing and hovering capabilities in combination with their stability and their ability to remain in a constant position allows a 360°-view of the operational area. In the field of sensors, the combination between visible light and IR sensors increases the effectiveness of early detection of fire or smoke. Additionally, very important auxiliary systems, which are integrated in the vehicle, are the GPS and IMUs, providing information about the location of the vehicle. Furthermore, with regard to the Computer Vision applied methods, when the calculations are made on-board, ERNet provides high accuracy and low power consumption compared to the other high-accuracy models. In case when the calculations are done in a ground-based station, VGG-16 constitutes an effective solution, because alongside its high performance, it implies big computational costs. In any case, CNN models achieve higher performance. Finally, ROS is ideal for path planning and autonomous navigation and Pix4D for photogrammetry and mapping. Both of them are software applications that automate the essential processes of each mission and provide a larger amount of necessary information.
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