A FULLY DISCRETE LOW-REGULARITY INTEGRATOR FOR THE NONLINEAR SCHRÖDINGER EQUATION

ALEXANDER OSTERMANN AND FANGYAN YAO

Abstract. For the solution of the one dimensional cubic nonlinear Schrödinger equation on the torus, we propose and analyse a fully discrete low-regularity integrator. The considered scheme is explicit. Its implementation relies on the fast Fourier transform with a complexity of $O(N \log N)$ operations per time step, where $N$ denotes the degrees of freedom in the spatial discretisation. We prove that the new scheme provides an $O(\tau^{3-\gamma/2-\epsilon} + N^{-\gamma})$ error bound in $L^2$ for any initial data in $H^\gamma$, $\frac{1}{2} < \gamma \leq 1$, where $\tau$ denotes the temporal step size. Numerical examples illustrate this convergence behavior.

1. INTRODUCTION

In this paper, we analyze low-regularity integrators for the cubic nonlinear Schrödinger equation (NLS):

$$\begin{cases}
   i\partial_t u(t, x) + \partial_{xx} u(t, x) = |u(t, x)|^2 u(t, x), \\
   u(0, x) = u^0(x).
\end{cases}$$

We consider this problem on the one dimensional torus $T = (0, 2\pi)$. The function $u : \mathbb{R}^+ \times T \to \mathbb{C}$ is the unknown and $u^0 \in H^\gamma(T)$, $\gamma \geq 0$ is the given initial data. The NLS equation (1.1) is globally well-posed in $H^\gamma(T)$, $\gamma \geq 0$; see, e.g., [2].

The construction of efficient numerical schemes for dispersive equations has been the subject of much research work. In particular, for the NLS equation, substantial research has been undertaken in numerical analysis. For smooth solutions, many classical numerical methods have been analyzed for numerical discretisation in space and time, for example, finite difference methods [13], operator splitting [1, 4, 9], and exponential integrators [3]. These methods have all their own characteristics. However, they generally require relatively high regularity of the solution. For example, initial data in $H^{\gamma+2}$ are required to obtain first-order convergence in $H^\gamma$ for the NLS equation in [9], and initial data in $H^{\gamma+4}$ for second-order convergence.

As mentioned above, if the exact solution is smooth enough, one can rely on classical numerical schemes. In practical application, however, nonsmooth initial data are encountered as well. A typical example is applications in nonlinear optics, where initial data can be corrupted with noise. Therefore, recent attention has been focused on lower regularity requirements. In order to achieve convergence with the lowest possible regularity of the initial data, so-called low-regularity integrator were proposed recently.
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For the NLS equation, Ostermann and Schratz [10] achieved first-order convergence in $H^\gamma(T^d)$, $d \geq 1$ with initial data $H^{\gamma+1}(T^d)$ by introducing a new exponential-type numerical scheme under the assumption $\gamma > \frac{d}{2}$. Furthermore, the authors obtained the convergence in $H^\gamma(T)$ with initial data $H^\gamma(T)$ for the quadratic NLS equation in one space dimension. Then Wu and Yao [14] constructed a new first-order scheme for the cubic NLS equation in one space dimension and obtained first-order convergence in $H^\gamma(T)$ with initial data $H^{\gamma+1}(T^d)$ for $\gamma > \frac{3}{2}$. A second-order scheme was proposed by Knöller, Ostermann and Schratz in [7]. In one space dimension, this scheme requires two additional derivatives of the solution; in higher dimensions, three additional derivatives are necessary. Later, Ostermann, Rousset and Schratz [11, 12] proved convergence in $L^2$ for initial data in $H^s$ and $H^s(T)$ respectively, $0 < s \leq 1$ and obtained fractional orders of convergence in a frame work of discrete Bourgain spaces. All results discussed above concern time integration only. Recently, Li and Wu [8] considered a fully discrete low-regularity integrator in one space dimension for the NLS equation and got first-order convergence (up to a logarithmic factor) in both time and space in $L^2(T)$ for $H^1(T)$ initial data.

The purpose of this article is to construct a fully discrete low-regularity integrator and to prove convergence for initial data $u^0 \in H^s(T)$, $\frac{1}{2} < s \leq 1$. For the spatial discretisation, we use a Fourier ansatz with frequency truncation. For the temporal discretisation, we employ a careful analysis of the nonlinear dynamics in phase space. In addition, we use harmonic analysis technique in the proof of some technical lemmas.

The rest of this paper is structured as follows. We present the fully discrete low-regularity integrator in section 2. We state the main convergence result and explain the employed notations. In section 3, we derive the considered scheme and give some technical lemmas, which will be used in the convergence proof. In section 4, we show the $H^\gamma$ error bound before the proof of the theorem. Finally we prove stability and the error bound of the fully discrete scheme. In sections 5 and 6, we report numerical experiments that illustrate our theoretical analysis and we draw some conclusions.

2. Notations and main result

2.1. Some notations. We denote by $\langle \cdot, \cdot \rangle$ the $L^2$ inner product on $T$, that is

$$\langle f, g \rangle = \int_T f(x)\overline{g(x)} \, dx, \quad f, \ g \in L^2(T; \mathbb{C}).$$

The Fourier transform $(\hat{f}_k)_{k \in \mathbb{Z}}$ of a function $f : T \rightarrow \mathbb{C}$ is defined by

$$\hat{f}_k = \frac{1}{2\pi} \int_T e^{-ikx} f(x) \, dx.$$

The Fourier inversion formula is given by

$$f(x) = \sum_{k \in \mathbb{Z}} \hat{f}_k e^{ikx}.$$

We recall the following properties:

$$\|f\|^2_{L^2(T)} = 2\pi \sum_{k \in \mathbb{Z}} |\hat{f}_k|^2, \quad f \in L^2(T);$$
\[
(fg)_k = \sum_{k_1 + k_2} \hat{f}_{k_1} \hat{g}_{k_2}, \quad f, g \in L^2(\mathbb{T}).
\]

For our convergence analysis, we equip the Sobolev space \(H^s(\mathbb{T})\), \(s \geq 0\) with the norm
\[
\|f\|_{H^s(\mathbb{T})}^2 = \|J^s f\|_{L^2(\mathbb{T})}^2 = 2\pi \sum_{k \in \mathbb{Z}} (1 + k^2)^s |\hat{f}_k|^2, \quad J^s = (1 - \partial_{xx})^s.
\]

This norm is equivalent with the standard norm of \(H^s(\mathbb{T})\).

Further, we denote by \(\partial_x^{-1}\) the operator defined in Fourier space as
\[
(\partial_x^{-1} f)_k = \begin{cases} (ik)^{-1} \hat{f}_k & \text{if } k \neq 0, \\ 0 & \text{if } k = 0. \end{cases}
\]

For convenience, we introduce some additional notations. First, we define the zero-mode operator by
\[
P_0 f = \hat{f}_0 = \frac{1}{2\pi} \int_{\mathbb{T}} f(x) \, dx.
\]
Furthermore, for any positive integer \(N\), we define the projection operators \(P_N\) and \(P_{>N}\) by
\[
(P_N f)_k = \begin{cases} \hat{f}_k & \text{if } |k| \leq N, \\ 0 & \text{if } |k| > N; \end{cases} \quad (P_{>N} f)_k = \begin{cases} \hat{f}_k & \text{if } |k| > N, \\ 0 & \text{if } |k| \leq N. \end{cases}
\]

Let \(S_N\) be the space consisting of all functions \(f \in L^2(\mathbb{T})\) such that \(\hat{f}_k = 0\) for \(|k| > 2N\). Then, for \(f\) and \(g \in S_N\), the cost of computing the Fourier coefficients of \(P_N(fg) \in S_N\) is \(O(N \log N)\). This can be seen as follows.

Let \(I_{2N}\) be the \((4N + 1)\)-point trigonometric interpolation operator
\[
I_{2N} f(x) = \sum_{k=-2N}^{2N} e^{ikx} \hat{f}_k,
\]
where
\[
\hat{f}_k = \frac{1}{4N + 1} \sum_{k=-2N}^{2N} e^{-ikx_n} f(x_n), \quad x_n = \frac{2\pi n}{4N + 1}, \quad n = -2N, \ldots, 2N.
\]

Consequently, if the Fourier coefficient \(\hat{f}_k\) of the function \(f\) satisfies \(\hat{f}_k = 0\) for \(|k| > 2N\), then \(I_{2N} f = f\) and \(\hat{f}_k = \hat{f}_k\). Furthermore, if \(f\) and \(g \in S_N\), then \((fg)_k = 0\) for \(|k| > 2N\).

Hence we get \(fg = I_{2N}(fg)\) from the definition of \(I_{2N}\). Further, the cost of computing the Fourier coefficients of \(P_N I_{2N}(fg) \in S_N\) is \(O(N \log N)\).

2.2. Numerical method and main result. Let \(\tau\) denote the temporal step size and \(t_n = n\tau\) the corresponding sequence of discretisation points in the time interval \([0,T]\). In section 3.1 below, we construct the fully discrete low-regularity integrator for equation (1.1) as
\[
u_{\tau,N}^{n+1} = \Phi_{\tau,N}(u_{\tau,N}^n)
\]
with \( u^0_{\tau,N} = P_N I_{2N} u_0 \). The numerical flow \( \Phi_{\tau,N} \) maps a function \( f \in S_N \) to \( \Phi_{\tau,N}(f) \in S_N \). It is defined in the following way:

\[
\Phi_{\tau,N}(f) = e^{i\tau \partial_x^2} f + \frac{1}{2} \partial_x^{-1} P_N \left[ \left( e^{-i\tau \partial_x^2} \partial_x^{-1} \tilde{f} \right) \cdot e^{i\tau \partial_x^2} P_N(f^2) \right] - i\tau P_0 \left[ \tilde{f} \cdot P_N(f^2) \right] - i\tau \left[ e^{i\tau \partial_x^2} P_N(f^2) - P_0(f^2) \right] \cdot P_0(\tilde{f})
\]

\[
+ \frac{1}{2} e^{i\tau \partial_x^2} P_N \left[ \tilde{f} \cdot e^{-i\tau \partial_x^2} P_N(e^{i\tau \partial_x^2} \partial_x^{-1} f)^2 \right] - \frac{1}{2} e^{i\tau \partial_x^2} P_N \left[ \tilde{f} \cdot P_N(\partial_x^{-1} f)^2 \right]
\]

\[
+ i\tau e^{i\tau \partial_x^2} P_N \left[ \tilde{f} \cdot P_N(f^2) \right] - 2i\tau e^{i\tau \partial_x^2} P_N \left[ \tilde{f} \cdot P_N f \right] \cdot P_0(f)
\]

\[
+ i\tau e^{i\tau \partial_x^2} P_N \tilde{f} \cdot (P_0(f))^2. \tag{2.5}
\]

From the discussion in section 2.1, we infer that the initial data \( u^0_{\tau,N} = P_N I_{2N} u_0 \) can be computed with FFT with computational cost of \( \mathcal{O}(N \log N) \). Furthermore, the terms \( e^{i\tau \partial_x^2} f \) and \( P_N(fg) \) also can be computed with FFT for given functions \( f, g \in S_N \). We note that (2.5) only consists of the above expressions. Therefore, (2.5) can be computed with FFT.

Now, we state the main result of this paper. We show convergence of the fully discrete low-regularity integrator given in (2.4).

**Theorem 2.1.** Let \( u^n_{\tau,N} \) be the numerical solution (2.4) of equation (1.1) up to some fixed time \( T > 0 \). Under the assumption that \( u^0 \in H^\gamma(\mathbb{T}) \) for some \( \frac{1}{2} < \gamma \leq 1 \), for arbitrary given \( \varepsilon > 0 \), there exist constants \( \tau_0, C > 0 \) such that for any step size \( 0 < \tau \leq \tau_0 \) and all \( 0 \leq n\tau \leq T \)

\[
\| u(t_n, \cdot) - u^n_{\tau,N} \|_{L^2} \leq C T^{\frac{3}{2}\gamma - \frac{1}{2} - \varepsilon} + CN^{-\gamma}, \tag{2.6}
\]

where the constant \( \tau_0 \) depends only on \( T \) and \( \| u \|_{L^\infty((0,T),H^{\gamma})} \), and the constant \( C \) depends only on \( T \), \( \| u \|_{L^\infty((0,T),H^{\gamma})} \) and \( \varepsilon \).

We write \( A \lesssim B \) or \( B \gtrsim A \) to express that \( A \leq CB \) for some positive constant \( C \) which may be different at each constant but is independent of \( \tau, N \) and \( n \). Further, we write \( A \sim B \) for \( A \lesssim B \lesssim A \). We write \( \mathcal{O}(Y) \) to denote a quantity \( X \) that satisfied \( |X| \lesssim |Y| \).

Henceforth, we denote by \( T_m(M; v) \) the class of functions \( f \in L^2(\mathbb{T}) \) such that

\[
|\hat{f}_k| \lesssim \sum_{k = k_1 + \cdots + k_m} |M(k, k_1, \cdots, k_m)| |\hat{v}_{k_1}| \cdots |\hat{v}_{k_m}|, \quad \text{for all } k, \tag{2.7}
\]

where \( v_k \) is the \( k \)th Fourier coefficient of \( v \).

3. THE CONSTRUCTION OF THE SCHEME AND SOME TECHNICAL LEMMAS

In this section, we construct the fully discrete low-regularity exponential integrator by frequency truncation and harmonic analysis techniques. Then, we state some lemmas that will be used frequently in section 4.
3.1. The construction of the scheme. It is known that if \( u^0 \in H^7(\mathbb{T}) \), \( \gamma \geq 0 \), then the NLS equation \( \text{(1.1)} \) has a unique solution \( u \in C([0, T]; H^7(\mathbb{T})) \); see [2]. Recalling Duhamel’s formula, we write

\[
  u(t_{n+1}) = e^{it \partial_x^2} u(t_n) - i \int_0^t e^{i(t_{n+1} - (t_n + s)) \partial_x^2} \left[ |u(t_n + s)|^2 u(t_n + s) \right] ds.
\]

With the twisted variable \( v(t) = e^{-it \partial_x^2} u(t) \), the above formula becomes

\[
  v(t_{n+1}) = v(t_n) - i \int_0^t e^{-i(t + s) \partial_x^2} \left[ |v(t_n + s)|^2 e^{i(t + s) \partial_x^2} v(t_n + s) \right] ds.
\]  

(3.1)

Applying the Fourier transform, (3.1) can be expressed as

\[
  \hat{v}(t_{n+1}) = \hat{v}(t_n) - i \int_0^t e^{i(t + s) \phi} \sum_{k=k_1+k_2+k_3} e^{i(t + s) \phi} \hat{v}_{k_1}(t_n + s) \hat{v}_{k_2}(t_n + s) \hat{v}_{k_3}(t_n + s) ds,
\]

where \( \hat{v}_k(t) \) denotes the \( k \)th Fourier coefficient of \( v(t) \). We also use the phase function

\[
  \phi(k, k_1, k_2, k_3) = k^2 + k_1^2 - k_2^2 - k_3^2.
\]  

(3.2)

In order to obtain a first-order approximation, by (3.1), we have for any \( s \in [0, \tau] \),

\[
  v(t_n + s) - v(t_n) \in \tau T_3(1; v).
\]  

(3.3)

This implies that

\[
  \hat{v}(t_{n+1}) = \hat{v}(t_n) + \hat{I}_{1,k} + \hat{R}_{1,k}(v),
\]  

(3.4)

where

\[
  \hat{I}_{1,k} = -i \sum_{k=k_1+k_2+k_3} \int_0^t e^{i(t + s) \phi} ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} \quad \text{and} \quad \hat{R}_{1}(v) \in \tau^2 T_5(1; v).
\]

Henceforth, we denote \( \hat{v}_k(t_n) \) by \( \hat{v}_k \) and the \( k \)th Fourier coefficient of \( \hat{R}_j(v) \) for \( j \geq 1 \) by \( \hat{R}_{j,k}(v) \) for short.

For further approximation, we consider a decomposition into low and high frequencies. In particular, we consider the following two cases: \( |k| \leq N \) and \( |k| > N \).

Case 1: \( |k| \leq N \). We consider only the first term \( \hat{I}_{1,k} \) in (3.4) and truncate \( \hat{I}_{1,k} \) to the frequency domain \( |k_2 + k_3| \leq N \),

\[
  \hat{I}_{1,k} = \hat{K}_k(v) + \hat{R}_{2,k}(v),
\]  

(3.5)

where \( \hat{K}_k(v) \) is defined by

\[
  \hat{K}_k(v) = -i \sum_{k=k_1+k_2+k_3} \int_0^t e^{i(t + s) \phi} ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3}.
\]

The remainder \( \hat{R}_{2,k}(v) \) is given by

\[
  \hat{R}_{2,k}(v) = -i \sum_{k=k_1+k_2+k_3} \int_0^t e^{i(t + s) \phi} ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3}.
\]  

(3.6)

Furthermore, from the definition of \( T_m(M; v) \) in (2.7), the function \( \hat{R}_2 \) satisfies

\[
  \hat{R}_2(v) \in \tau T_3(1_{|k_2 + k_3| > N}; v).
\]
Next we consider the term $K_k(v)$. Note that if $k = k_1 + k_2 + k_3$, then from (3.2), the following equality holds

$$\phi(k; k_1, k_2, k_3) = 2kk_1 + 2k_2k_3.$$ 

In order to get a first-order scheme, we need to find an appropriate approximation to the exponential $e^{is\phi}$. Using the formula

$$e^{is\phi} = e^{2isk_1k}e^{2isk_2k_3} = e^{2isk_1k} + (e^{2isk_2k_3} - 1) + (e^{2isk_1k} - 1)(e^{2isk_2k_3} - 1),$$

we decompose $K_k(v)$ into two terms

$$K_k(v) = -i \sum_{k=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} \int_{\tau} e^{it\phi} \left[ e^{2isk_1k} + (e^{2isk_2k_3} - 1) \right] ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} + \hat{R}_{3,k}(v),$$

where $\hat{R}_{3,k}(v)$ is defined by

$$\hat{R}_{3,k}(v) = -i \sum_{k=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} \int_{\tau} e^{it\phi} (e^{2isk_1k} - 1)(e^{2isk_2k_3} - 1) ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3}. \quad (3.8)$$

We find that the integral in $K_k(v)$ can be computed easily. Integrating with respect to $s$, we have for any $|k| \leq N$,

$$K_k(v) = -i \sum_{k=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} \frac{1}{2ikk_1} e^{it\phi} (e^{2i\tau k_1k} - 1) \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} - i\tau \sum_{0=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} e^{it\phi} (e^{2i\tau k_1k} - 1) \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} - i\tau \sum_{k_2+k_3 \atop |k| \leq N} e^{it\phi} (e^{2i\tau k_1k} - 1) \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} + i\tau \sum_{0=k_2+k_3 \atop |k| \leq N} e^{it\phi} \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3}$$

$$- i \sum_{k=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} \frac{1}{2ikk_3} e^{it\phi} (e^{2i\tau k_1k_3} - 1) \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} + i\tau \sum_{k=k_1+k_2+k_3 \atop |k_2+k_3| \leq N} e^{it\phi} \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3} - 2i\tau \sum_{k=k_1+k_2 \atop |k| \leq N} e^{it\phi} (e^{2i\tau k_1k} - 1) \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_1} + i\tau e^{2it\phi} \hat{v}_{k} \hat{v}_{k} \hat{v}_{k} \hat{v}_{k}. \quad (3.9)$$

For specific details of the above formula, we refer to the literature [7, 8].

Case 2: $|k| > N$. Let $R_4(v)$ be the function with Fourier coefficients

$$\hat{R}_{4,k}(v) = -i \sum_{k=k_1+k_2+k_3 \atop |k| > N} \int_{\tau} e^{it\phi} ds \hat{v}_{k_1} \hat{v}_{k_2} \hat{v}_{k_3}.$$

Then, for $|k| > N$, we get

$$\hat{I}_{1,k} = \hat{R}_{4,k}(v). \quad (10.10)$$

Furthermore, from the definition of $T_m$, we find

$$R_4(v) \in \tau T_3(|k| > N; v).$$
Hence, putting together (3.4), (3.5), (3.9) and (3.10) yields
\begin{equation}
  v(t_{n+1}) = \Phi_{r,N}^n(v(t_n)) + \mathcal{R}_1(v) + \mathcal{R}_2(v) + \mathcal{R}_3(v) + \mathcal{R}_4(v),
\end{equation}
where $\Phi_{r,N}^n$ is given by
\begin{align*}
\Phi_{r,N}^n(f) &= f + \frac{1}{2} e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \partial_x^{-1} \tilde{f} \right) \cdot e^{i\tau n^2 \partial_x^2} P_N \left( e^{i\tau n^2 \partial_x^2} f \right) \right] \\
&\quad - \frac{1}{2} e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \partial_x^{-1} \tilde{f} \right) \cdot P_N \left( e^{i\tau n^2 \partial_x^2} f \right) \right] \\
&\quad - i\tau P_0 \left[ \left( e^{-i\tau n^2 \partial_x^2} \tilde{f} \right) \cdot P_N \left( e^{i\tau n^2 \partial_x^2} f \right) \right] \\
&\quad - i\tau e^{-i\tau n^2 \partial_x^2} P_N \left( e^{i\tau n^2 \partial_x^2} f \right)^2 \cdot P_0(\tilde{f}) + i\tau P_0 \left( e^{i\tau n^2 \partial_x^2} f \right)^2 \cdot P_0(\tilde{f}) \\
&\quad + \frac{1}{2} e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \tilde{f} \right) \cdot e^{-i\tau n^2 \partial_x^2} P_N \left( e^{i\tau n^2 \partial_x^2} \partial_x^{-1} f \right) \right] \\
&\quad - \frac{1}{2} e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \tilde{f} \right) \cdot P_N \left( e^{i\tau n^2 \partial_x^2} \partial_x^{-1} f \right) \right] \\
&\quad + i\tau e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \tilde{f} \right) \cdot P_N \left( e^{i\tau n^2 \partial_x^2} f \right) \right] \\
&\quad - 2i\tau e^{-i\tau n^2 \partial_x^2} P_N \left[ \left( e^{-i\tau n^2 \partial_x^2} \tilde{f} \right) \cdot P_N \left( e^{i\tau n^2 \partial_x^2} f \right) \right] \cdot P_0(f) \\
&\quad + i\tau e^{-2i\tau n^2 \partial_x^2} P_N \tilde{f} \cdot P_0(f)^2.
\end{align*}
Accordingly, for given $v^n \in S_N$, we compute $v^{n+1} \in S_N$ by
\begin{equation}
  v^{n+1} = \Phi_{r,N}^n(v^n), \quad n \geq 0; \quad v^0 = u^0.
\end{equation}
This finishes the construction of the numerical scheme (2.4).

### 3.2. Some technical estimates.
We will frequently apply the following inequality, see [9].

**Lemma 3.1.** (Kato-Ponce inequality, [9]) The following estimates hold:

(i) Let $f, g \in H^\gamma$ for some $\gamma > \frac{1}{2}$. Then we have
\begin{equation}
  \| J^\gamma(fg) \|_{L^2} \lesssim \| f \|_{H^\gamma} \| g \|_{H^\gamma}.
\end{equation}

(ii) Let $f \in H^{\gamma+\gamma_1}$, $g \in H^\gamma$ for some $\gamma \geq 0$, $\gamma_1 > \frac{1}{2}$. Then we have
\begin{equation}
  \| J^\gamma(fg) \|_{L^2} \lesssim \| f \|_{H^{\gamma+\gamma_1}} \| g \|_{H^\gamma}.
\end{equation}

Next we present two specific estimates, which are used in section 4.

**Lemma 3.2.** The following bounds hold:

(i) Let $v \in L^\infty((0,T);H^\gamma)$ for some $\gamma > \frac{1}{2}$, and $g \in T_3(1,|k|>N;v)$. Then
\begin{equation}
  \| g \|_{L^2} \lesssim N^{-\gamma} \| v \|_{L^\infty(0,T);H^\gamma}^3.
\end{equation}

(ii) Let $v \in L^\infty((0,T);H^\gamma)$ for some $\gamma > \frac{1}{2}$, and $g \in T_3(1,|k_2+k_3|>N;v)$. Then
\begin{equation}
  \| g \|_{L^2} \lesssim N^{-\gamma} \| v \|_{L^\infty(0,T);H^\gamma}^3.
\end{equation}

(iii) Let $v \in L^\infty((0,T);H^\gamma)$ for some $\gamma > \frac{1}{2}$, and $g \in T_m(1,v)$, $m \geq 1$. Then
\begin{equation}
  \| g \|_{H^\gamma} \lesssim \| v \|_{L^\infty(0,T);H^\gamma}^m.
\end{equation}
Proof. We employ the notation $\hat{V}_k = |\hat{v}_k(t)|$.

(i) If $g \in T_3(1_{|k|>N}; v)$, using the definition of $T_m(M; v)$ in (2.7), we have

$$|\hat{g}_k| \lesssim \begin{cases} \sum_{k=k_1+k_2+k_3} \hat{V}_{k_1} \hat{V}_{k_2} \hat{V}_{k_3} & \text{for } |k| > N, \\ 0 & \text{for } |k| \leq N. \end{cases}$$

(3.14)

By Parseval’s identity, we get

$$\|g\|_2^2 = 2\pi \sum_{k \in \mathbb{Z}} |\hat{g}_k|^2.$$

From the above identity and (3.14), the following estimates hold

$$\|g\|_2 \lesssim \left( \sum_{|k|>N} \left( \sum_{k=k_1+k_2+k_3} \hat{V}_{k_1} \hat{V}_{k_2} \hat{V}_{k_3} \right)^2 \right)^{\frac{1}{2}} \lesssim N^{-\gamma} \left( \sum_{|k|>N} \left( \sum_{k=k_1+k_2+k_3} |k| \gamma \hat{V}_{k_1} \hat{V}_{k_2} \hat{V}_{k_3} \right)^2 \right)^{\frac{1}{2}},$$

where the last estimate holds true because the frequency is limited to $|k| > N$.

For convenience, we employ the notation

$\tilde{V} = \sum_{k \in \mathbb{Z}} e^{ikx} \hat{V}_k.$

Then, we have that $\hat{\tilde{V}}_k = \hat{V}_k = |\hat{v}_k(t)|$ and thus

$$\|\tilde{V}\|_{H^\gamma}^2 = 2\pi \sum_{k \in \mathbb{Z}} (1 + k^2)^\gamma |\hat{V}_k|^2 = 2\pi \sum_{k \in \mathbb{Z}} (1 + k^2)^\gamma |\hat{v}_k|^2 = 2\pi \sum_{k \in \mathbb{Z}} (1 + k^2)^\gamma |\hat{v}_k(t)|^2 = \|v\|_{H^\gamma}^2.$$

(3.15)

Using Parseval’s identity once more we obtain

$$\|g\|_2 \lesssim N^{-\gamma} \|\tilde{V}\|_{L^\infty((0,T);H^\gamma)} \lesssim N^{-\gamma} \|\tilde{V}\|_{L^\infty((0,T);H^\gamma)}^3.$$

Therefore, from (3.15) and the above inequality, we have

$$\|g\|_2 \lesssim N^{-\gamma} \|v\|_{L^\infty((0,T);H^\gamma)}^3.$$

(ii) We use the same argument as in (i) and Parseval’s identity to get

$$\|g\|_2 \lesssim \left( \sum_{k \in \mathbb{Z}} \left( \sum_{k=k_1+k_2+k_3} \hat{V}_{k_1} \hat{V}_{k_2} \hat{V}_{k_3} \right)^2 \right)^{\frac{1}{2}} \lesssim \|\tilde{V} \cdot P_{>N}(\tilde{V}^2)\|_{L^\infty((0,T);L^2)},$$

where the operator $P_{>N}$ is defined in (2.2).

Then, by Hölder’s inequality, we have

$$\|g\|_2 \lesssim \|\tilde{V}\|_{L^\infty((0,T);L^\infty)} \|P_{>N}(\tilde{V}^2)\|_{L^\infty((0,T);L^2)}.$$
Note that
\[ P_{>N}(\hat{V}^2) \in T_2(1_{|k|>N}; v), \]
hence we use the result of (i) and (3.15) to obtain
\[ \| P_{>N}(\hat{V}^2) \|_{L^{\infty}(0,T); L^2} \lesssim N^{-\gamma} \| v \|_{L^{\infty}(0,T); H^\gamma}^2. \]
Now, we can use Sobolev’s inequality to finally obtain
\[ \| g \|_{L^2} \lesssim N^{-\gamma} \| v \|_{L^{\infty}(0,T); H^\gamma}^3. \]
(iii) Using the explicit form of \( T_m(M; v) \) given in (2.7), we have
\[ |\hat{g}_k| \lesssim \sum_{k=k_1+\ldots+k_m} \hat{V}_{k_1} \cdots \hat{V}_{k_m}. \]

By Parseval’s identity, Lemma 3.1 and (3.15) again, we obtain that
\[ \| g \|_{H^\gamma} \lesssim \| V^m \|_{L^{\infty}(0,T); H^\gamma} \lesssim \| v \|_{L^{\infty}(0,T); H^\gamma}^m. \]
This concludes the proof. \( \square \)

Furthermore, from Lemma 3.2, we have for any \( \gamma > \frac{1}{2} \),
\[ \| \mathcal{R}_1(v) \|_{L^2} \lesssim \| \mathcal{R}_1(v) \|_{H^\gamma} \lesssim \tau^2 \| v \|_{L^{\infty}(0,T); H^\gamma}^5, \]
\[ \| \mathcal{R}_2(v) \|_{L^2} \lesssim \tau N^{-\gamma} \| v \|_{L^\infty(0,T); H^\gamma}^3, \quad \| \mathcal{R}_2(v) \|_{H^\gamma} \lesssim \tau \| v \|_{L^\infty(0,T); H^\gamma}^2, \]
\[ \| \mathcal{R}_3(v) \|_{L^2} \lesssim \tau N^{-\gamma} \| v \|_{L^\infty(0,T); H^\gamma}^3, \quad \| \mathcal{R}_3(v) \|_{H^\gamma} \lesssim \tau \| v \|_{L^\infty(0,T); H^\gamma}^2. \]

Lemma 3.3. The following estimates hold:
(i) Let \( v \in L^{\infty}((0,T); H^\gamma) \) for some \( 1 \leq \gamma > \frac{1}{2} \). Then for any small enough \( \varepsilon > 0 \),
\[ \| \mathcal{R}_3(v) \|_{L^2} \lesssim \tau^{\frac{3}{2}+\frac{1}{2}-\varepsilon} \| v \|_{L^{\infty}(0,T); H^\gamma}^3. \]
(ii) Let \( v \in L^{\infty}((0,T); H^\gamma) \) for some \( \gamma > \frac{1}{2} \). Then,
\[ \| \mathcal{R}_3(v) \|_{H^\gamma} \lesssim \tau \| v \|_{L^{\infty}(0,T); H^\gamma}^2. \]

Proof. (i) As employed in Lemma 3.2, we use the notation \( \hat{V}_{k_j} = |\hat{v}_{k_j}(t)| \). Note that for \( s \in [0, \tau] \),
\[ |e^{i2sk_k} - 1| \lesssim \tau^s |k|^s |k_1|^s, \quad |e^{i2sk_k} - 1| \lesssim \tau^{\gamma - \frac{1}{2} - \varepsilon} |k_2|^\gamma |k_3|^\gamma |k_1|^\gamma. \]

Therefore, we obtain from (3.8) that
\[ |\hat{\mathcal{R}}_{3,k}(v)| \lesssim \tau^{\frac{3}{2}+\frac{1}{2}-\varepsilon} \sum_{k=k_1+k_2+k_3} |k|^\frac{3}{2} |k_1|^\frac{3}{2} |k_2|^\gamma |k_3|^\gamma |k_1|^\gamma. \]
Based on the relation between the frequencies, we consider three cases.

Case 1: \( |k| \lesssim |k_1| \). From the above estimate, we have
\[ |\hat{\mathcal{R}}_{3,k}(v)| \lesssim \tau^\frac{3}{2} |k_1|^\gamma |k_2|^\gamma |k_3|^\gamma |k_1|^\gamma \hat{V}_{k_1} \hat{V}_{k_2} \hat{V}_{k_3}. \]

We denote as before
\[ \hat{V} = \sum_{k \in \mathbb{Z}} e^{ikx} \hat{V}_k. \]
Then from (3.15), we have \( \| \dot{V} \|_{H^\gamma} = \| v \|_{H^\gamma} \). Therefore, by Parseval’s identity, we obtain that, for any \( \gamma > \frac{1}{2} \),

\[
\| \mathcal{R}_3(v) \|_{L^2} \leq \tau^{\frac{3}{2} + \frac{1}{2} - \varepsilon} \| \partial_x^\gamma \dot{\bar{V}} \cdot (|\partial_x^\gamma|^{-\frac{1}{2} - \varepsilon} \dot{V})^2 \|_{L^2} \\
\leq \tau^{\frac{3}{2} + \frac{1}{2} - \varepsilon} \| v \|^3_{L^\infty((0,T);H^\gamma)}.
\]

Case 2: \(|k| \lesssim |k_2|\). In this case, we have

\[
|\hat{\mathcal{R}}_{3,k}(v)| \lesssim \tau^{\frac{3}{2} \gamma + \frac{1}{2} - \varepsilon} \sum_{k = k_1 + k_2 + k_3 \atop |k_2 + k_3| \leq N} |k_1|^2 |k_2|^3 |k_3|^2 \gamma^{-\varepsilon} |\dot{V}_k| \dot{V}_{k_2} \dot{V}_{k_3}.
\]

Therefore, we use Parseval’s identity to obtain

\[
\| \mathcal{R}_3(v) \|_{L^2} \leq \tau^{\frac{3}{2} \gamma + \frac{1}{2} - \varepsilon} \| \partial_x^\gamma \dot{\bar{V}} \cdot |\partial_x^\gamma|^{-\frac{1}{2} - \varepsilon} \dot{V} : |\partial_x^\gamma|^{-\varepsilon} \dot{V} \|_{L^2}.
\]

If \( \gamma \neq 1 \), we employ the Hölder and Sobolev inequalities to get

\[
\| \mathcal{R}_3(v) \|_{L^2} \leq \tau^{\frac{3}{2} \gamma + \frac{1}{2} - \varepsilon} \| \partial_x^\gamma \dot{\bar{V}} \|_{L^2} \| \partial_x^\gamma|^{-\frac{1}{2} - \varepsilon} \dot{V} \|_{L^2} \| |\partial_x^\gamma|^{-\varepsilon} \dot{V} \|_{L^2} \\
\leq \tau^{\frac{3}{2} \gamma + \frac{1}{2} - \varepsilon} \| v \|^3_{L^\infty((0,T);H^\gamma)}.
\]

If \( \gamma = 1 \), we write

\[
\| \mathcal{R}_3(v) \|_{L^2} \leq \tau^{2 - \varepsilon} \| \partial_x^2 \dot{\bar{V}} \|_{L^2} \| |\partial_x^1|^{-\varepsilon} \dot{V} \|_{L^2} \| |\partial_x^1|^{-\varepsilon} \dot{V} \|_{L^2} \\
\leq \tau^{2 - \varepsilon} \| v \|^3_{L^\infty((0,T);H^\gamma)}.
\]

Hence, for any \( \frac{1}{2} < \gamma \leq 1 \) we conclude that

\[
\| \mathcal{R}_3(v) \|_{L^2} \lesssim \tau^{\frac{3}{2} \gamma + \frac{1}{2} - \varepsilon} \| v \|^3_{L^\infty((0,T);H^\gamma)}.
\]

Case 3: \(|k| \lesssim |k_3|\). It is same as case 2.

(ii) We have the following inequality

\[
\left| (e^{2i\hat{s}_kk_3} - 1)(e^{2i\hat{s}_kk_2} - 1) \right| \lesssim 1.
\]

Plugging the above inequality into (3.8), we obtain

\[
|\hat{\mathcal{R}}_{3,k}(v)| \lesssim \tau \sum_{k = k_1 + k_2 + k_3 \atop |k_2 + k_3| \leq N} \hat{V}_k \hat{V}_{k_2} \hat{V}_{k_3}.
\]

Then, from the definition of \( T_m(M;v) \) in (2.7), we observe that

\[
\mathcal{R}_3(v) \in \tau T_3(1;v).
\]

Finally, from Lemma 3.2 (iii), we get the result (ii).
4. Proof of Theorem 2.1

Note that the $L^2$ stability estimate depends on bounds of the numerical solution in $H^\gamma$, $\frac{1}{2} < \gamma \leq 1$. Therefore we first show the $H^\gamma$ bound before we give the proof of Theorem 2.1. This strategy was first used in [9]. In particular, the bound of the $H^\gamma$ norm of the numerical solution is independent of the degrees of freedom in the spatial discretisation, $N$. It only depends on $T$ and the bound $\|u\|_{L^\infty((0,T);H^\gamma)}$. We are now in a position to show the bound in $H^\gamma$.

**Proposition 4.1.** Let $u_{\tau,N}^n$ be the numerical solution given in (2.4). Under the assumption that $u^0 \in H^\gamma(\mathbb{T})$ for some $\frac{1}{2} < \gamma \leq 1$, there exists a positive constant $C$, such that for any integer $N \geq 1$

$$\|u_{\tau,N}^n\|_{H^\gamma} \leq C, \quad \text{for all} \quad 0 \leq n\tau \leq T,$$

(4.1)

where the constant $C$ only depends on $T$ and the bound $\|u\|_{L^\infty((0,T);H^\gamma)}$.

**Proof.** Let $v^n = u_{\tau,N}^n$. From (3.13), we have

$$v(t_{n+1}) - v^{n+1} = v(t_{n+1}) - \Phi_{\tau,N}^n(v(t_n)) + \Phi_{\tau,N}^n(v(t_n)) - \Phi_{\tau,N}^n(v^n)$$

(4.2)

where $\mathcal{L}^n = \Phi_{\tau,N}^n(v(t_n))$.

Furthermore, from (3.11), we get

$$\mathcal{L}^n = \mathcal{R}_1(v) + \mathcal{R}_2(v) + \mathcal{R}_3(v) + \mathcal{R}_4(v).$$

Then, from (3.16), (3.17), (3.18) and Lemma 3.3 (ii), we have

$$\|\mathcal{L}^n\|_{H^\gamma} \leq C\gamma.$$  

(4.4)

Note that the constant $C$ only depends on $\|u\|_{L^\infty((0,T);H^\gamma)}$.

Recall that $\Phi_{\tau,N}^n(f)$ defined in (3.12) can be written the following integral form:

$$\hat{\Phi}_{\tau,N}^n(f)(k) = \hat{f}_k - i \sum_{k = k_1 + k_2 + k_3} \int_0^T e^{it\phi} \left[ e^{2i\xi(k_1)} + (e^{2i\xi(k_2)} - 1) \right] ds \hat{f}_{k_1}\hat{f}_{k_2}\hat{f}_{k_3}. \quad (4.5)$$

Further, note that

$$\left| e^{it\phi} \left[ e^{2i\xi(k_1)} + (e^{2i\xi(k_2)} - 1) \right] \right| \leq 1.$$  

Then, by Lemma 3.1 (i), we obtain

$$\|\Phi_{\tau,N}^n(v(t_n)) - \Phi_{\tau,N}^n(v^n)\|_{H^\gamma} \leq (1 + C\gamma)\|v^n - v(t_n)\|_{H^\gamma} + C\gamma \|v^n - v(t_n)\|^3_{H^\gamma}. \quad (4.6)$$

A combination of the above estimates allows that

$$\|v(t_{n+1}) - v^{n+1}\|_{H^\gamma} \leq (1 + C\gamma)\|v^n - v(t_n)\|_{H^\gamma} + C\gamma \|v^n - v(t_n)\|^3_{H^\gamma} + C\gamma.$$  

By iteration and Gronwall’s lemma, we get

$$\|v(t_{n+1}) - v^{n+1}\|_{H^\gamma} \leq C.$$  

That means

$$\|v^{n+1}\|_{H^\gamma} \leq C.$$
This finishes the proof on the boundness in $H^\gamma$. □

Now we start to prove Theorem 2.1.

From (3.16), (3.17), (3.18) and Lemma 3.3 (i), we have
\[
\|L_n\|_{L^2} \leq C\tau^{3/2} + \frac{1}{2} - \varepsilon + C\tau N^{-\gamma},
\]
where the constant $C$ only depends on the bound $\|u\|_{L^\infty((0,T);H^\gamma)}$.

From (4.5), we have
\[
\|\Phi_{\tau,N}(v(t_n)) - \Phi_{\tau,N}(v^n)\|_{L^2} \leq \|v^n - v(t_n)\|_{L^2} + C\tau\|v^n - v(t_n)\|_{L^2} (\|v^n\|_{H^\gamma}^2 + \|v(t_n)\|_{H^\gamma}^2).
\]

By Proposition 4.1, we have
\[
\|\Phi_{\tau,N}(v(t_n)) - \Phi_{\tau,N}(v^n)\|_{L^2} \leq (1 + C\tau)\|v^n - v(t_n)\|_{L^2}.
\]

Combining (4.2) with (4.7) and the above estimate, we get
\[
\|v(t_{n+1}) - v^{n+1}\|_{H^\gamma} \leq (1 + C\tau)\|v^n - v(t_n)\|_{H^\gamma} + C\tau^{3/2} + \frac{1}{2} - \varepsilon + C\tau N^{-\gamma}.
\]

By iteration and Gronwall’s lemma, we finally get
\[
\|v(t_{n+1}) - v^{n+1}\|_{H^\gamma} \leq C\tau^{3/2} + \frac{1}{2} - \varepsilon + CN^{-\gamma}.
\]
This concludes the proof.

5. Numerical experiments

In this section we carry out numerical experiments to support our theoretical analysis. We consider the nonlinear Schrödinger equation (1.1) with initial data
\[
u^0(x) = \sum_{k \in \mathbb{Z}} (1 + |k|)^{-\frac{1}{2} - \varepsilon} g_k e^{ikx},
\]
where $\gamma$ and $(g_k)_{k \in \mathbb{Z}}$ are used to set the regularity of the data. The complex coefficients $g_k$ are chosen as uniformly distributed random variables in $[-1, 1] + i[-1, 1]$. They are generated with the matlab routine rand. This choice guarantees that $\nu^0 \in H^\gamma$. However, as a consequence of the Paley-Zygmund Theorem (see, e.g., [5]), the initial data (5.1) satisfies the stronger regularity condition $\partial_x^\gamma \nu^0 \in L^p$, $2 \leq p < \infty$. This will be a slight issue when we study the temporal discretisation error. See the discussion below.

We start our numerical experiments with the spatial discretisation errors. On the left-hand side of Fig. 1, we present our results for a sufficiently small time step size $\tau$. This allows us to ignore the errors caused by temporal discretisation. We choose three different values of $\gamma \in [1/2, 1]$ to illustrate the spatial convergence rate of our scheme. In order to measure the spatial discretization error $\nu(t_m, \cdot) - \nu_{\tau,N}^m$ for fixed time $t_m$, we use the discrete $L^2$ norm
\[
\|\nu\|_{L^2_N} = \frac{N}{2\pi} \sum_{j=0}^{N-1} |\nu(x_j)|^2; \quad x_j = \frac{2j}{N}\pi.
\]

The results of our numerical experiments agree well with the corresponding results of the theoretical analysis, see Theorem 2.1.
The temporal discretisation errors are displayed on the right-hand side of Fig. 1 for a sufficiently large $N$. This allows us to ignore the errors caused by spatial discretisation. In order to illustrate the time convergence rate, we present results for three different values of $\gamma \in \left[\frac{1}{2}, 1\right]$. We use again the norm specified in (5.2). Note that the observed rates of convergence are slightly better than predicted by Theorem 2.1. The reasons for this is the additional regularity, guaranteed by the Paley-Zygmund Theorem [5].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{graphs.png}
\caption{Spatial discretisation error at $\tau = 2^{-15}$, $T = 1$ for various values of $N$ and $\gamma$ (left) and temporal discretisation error for $N = 2^{14}$ at $T = 1$ for various values of $\tau$ and $\gamma$ (right).}
\end{figure}

6. Conclusion

We have constructed a fully discrete low-regularity integrator for the cubic NLS equation with nonsmooth initial data in one space dimension. The scheme can be computed with FFT with $O(N \log N)$ operations per time step. We have proved convergence in $L^2(\mathbb{T})$ for initial data in $H^\gamma(\mathbb{T})$, $\frac{1}{2} < \gamma \leq 1$. Numerical results illustrate our convergence result.
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