Steering ultracold reactions through long-lived transient intermediates
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Controlling the pathways and outcomes of reactions is a broadly pursued goal in chemistry. In gas phase reactions, this is typically achieved by manipulating the properties of the reactants, including their translational energy,1 orientation,2 and internal quantum state.3 In contrast, here we influence the pathway of a reaction via its intermediate complex, which is generally too short-lived to be affected by external processes. In particular, the ultracold preparation of potassium-rubidium (KRb) reactants leads to a long-lived intermediate complex (K₂Rb₂∗), which allows us to steer the reaction away from its nominal ground-state pathway onto a newly identified excited-state pathway using a laser source at 1064 nm, a wavelength commonly used to confine ultracold molecules. Furthermore, by monitoring the change in the complex population after the sudden removal of the excitation light, we directly measure the lifetime of the complex to be 360 ± 30 ns, in agreement with our calculations based on the Rice-Ramsperger-Kassel-Marcus (RRKM) statistical theory.4 Our results shed light on the origin of the two-body loss widely observed in ultracold molecule experiments.5–9 Additionally, the long complex lifetime, coupled with the observed photo-excitation pathway, opens up the possibility to spectroscopically probe the structure of the complex with high resolution, thus elucidating the reaction dynamics.
Chemical reactions between quantum-state-controlled molecules at ultralow temperatures display unique characteristics, including a strong dependence of the reaction rate on long-range interaction potentials, scattering resonances that are extremely narrow in energy, and reactive pathways dominated by single scattering channels. Even the elusive transient intermediate complex was directly observed in the ultracold bimolecular reaction of KRb molecules, where the preparation of rovibronic ground-state molecules at sub-microkelvin temperatures energetically minimized the number of product channels available for the complex to dissociate, resulting in its long lifetime. It is natural, then, to inquire about the exact lifetime of this complex. Additionally, one may consider the consequences of this long lifetime, as well as the possibility to control the reaction at this stage.

The role of long-lived complexes has been discussed extensively in the context of ultracold collisions between rovibronic ground-state bialkali molecules (AB) where the atom-exchange pathway to reaction products (AB + AB → A₂ + B₂) is energetically forbidden, but two-body loss of molecules was experimentally detected. Such losses limit the phase space densities achievable in these systems, and present a major obstacle to realizing novel quantum phases with long-range, dipolar interactions in bulk molecular samples. It was proposed that a long-lived complex (A₂B₂*) allows time for a third body (a photon or a molecule) to interact with the complex, leading to the observed loss. However, the complex lifetimes calculated in these proposals are widely different, which stems from difficulties in estimating the density of states of the complex and uncertainties in whether nuclei maintain their spins during reactions. The loss mechanisms therefore remain an open question.

In this article, by studying reactive collisions between ⁴⁰K⁸⁷Rb molecules in the presence of varying intensities of 1064 nm light, we observe significant photo-excitation of the complex, manifested as a reduction in both the complex and the product populations. We determine the first-order rate constant for the excitation to be 0.42 ± 0.09 µs⁻¹/(kW/cm²), in agreement with our theoretical prediction. Exploiting this effect, we use light to induce complex loss and, after an abrupt shut-off of the light, monitor the time evolution of the complex population as it reaches a steady state to extract the complex lifetime. Our measurement agrees well with the calculated value based on RRKM theory using full-dimensional ab initio potential energy surfaces (PESs).
FIG. 1. Ultracold reactions in an optical dipole trap. a, Optical trapping of a gas of KRb molecules. “H” and “V” are Gaussian beams with $1/e^2$ diameters of 60 and 200 $\mu$m, respectively. The “kill” beam, introduced for the purpose of complex lifetime measurement, shares the same optical path with “H”, but has independent timing control. b, Two pathways for bimolecular KRb reactions. Both pathways involve the formation of a long-lived intermediate complex $K_2Rb^*_2$. 1 indicates the ground state pathway $KRb + KRb \rightarrow K_2Rb^*_2 \rightarrow K_2 + Rb_2$, which is the only pathway in the absence of ODT light; 2 indicates the excited state pathway $KRb + KRb \rightarrow K_2Rb^*_2 \rightarrow K_2Rb^{**}_2$, which is dominant at high ODT intensity. The rates for $K_2Rb^*_2$ formation, dissociation, and excitation are labeled as $\gamma$, $\tau^{-1}_{c}$, and $\Gamma(I)n_c$, respectively.

I. ULTRACOLD REACTIONS IN THE PRESENCE OF LIGHT

Each experiment begins with a gas of $\sim$ 5000 rovibronic ground state KRb molecules prepared at a temperature of 500 nK and an average number density of $3.5 \times 10^{11}$ cm$^{-3}$ inside a crossed optical dipole trap (ODT) formed from two 1064 nm laser beams (“H” and “V”), as illustrated in Fig. 1(a). Details of the apparatus regarding the production and detection of the gas were reported previously.\textsuperscript{26} As soon as the KRb sample is created inside the ODT, its density, $n_r$, decays via two-body loss that can be characterized by $n_r(t) = n_r(t = 0)(1+t/t_{1/2})^{-1}$, where $t_{1/2}$ denotes the half-life, which is empirically measured to be $250 \pm 30$ ms. In a previous study\textsuperscript{18} it was determined that, in the absence of ODT light, this population decay occurs as a result of the exothermic bimolecular exchange reaction,

$$^{40}K^{87}Rb + ^{40}K^{87}Rb \rightarrow K_2Rb^*_2 \rightarrow K_2 + Rb_2 + 10 \text{ cm}^{-1},$$

where $^*$ denotes the transient intermediate complex (Fig. 1(b)). Here, we study this reaction in the presence of the ODT, and watch for possible effects of the 1064 nm light.

We first probe for changes in the amount of reaction products ($K_2$ and $Rb_2$) formed while the KRb cloud is exposed to varying intensities of ODT light. A simple change in the overall intensity of the ODT, however, would modify the confining potential felt by the
KRb molecules and therefore the temperature and density of the gas, resulting in changes in the rate of reaction. To circumvent this issue, we apply a fast square wave modulation to the ODT intensity (Fig. 2(a) inset). This creates two phases with variable instantaneous intensity levels, $I$ and $I'$, while keeping the time-averaged intensity, $(I + I')/2$, constant. As long as the modulation frequency, $f_{\text{mod}}$, is much higher than the trapping frequencies of the...
gas, $f_{\text{trap}}$, the molecular motions are unaffected, and therefore the density and temperature of the gas remain unchanged. We fulfill this requirement by choosing $f_{\text{mod}} = 3$ kHz, where $f_{\text{trap}} \leq 0.4$ kHz along all three axes of the trap.

As the reaction proceeds, we sample the product population using ion time-of-flight mass spectrometry (TOF-MS), the details of which were described previously. In brief, the region surrounding the KRb cloud is exposed to a pulsed UV ionization laser with a wavelength of 305 nm and a pulse duration of 7 ns. Photoionized products are then accelerated onto a time and position sensitive ion detector and counted. The total ion counts associated with each species serves as a proxy for its steady-state population at the instances of the UV pulses. The repetition of the UV pulses is synchronized to the ODT intensity modulation such that the reaction is always probed towards the end of the I-phase, allowing the product distribution to settle into steady state after the previous $I'$-phase.

We accumulated ion data at 10 different values of $I$ between 0 and 22.6 kW/cm$^2$, with a fixed time-averaged intensity of 22.6 kW/cm$^2$. The counts of K$_2^+$ and Rb$_2^+$, plotted in Fig. 2(a), decrease monotonically with increasing values of $I$, indicating a reduction in the amount of products formed as the ODT becomes more intense. We rule out electronic excitation of the products by the 1064 nm light as the cause of this reduction, since the light is far-detuned from any relevant molecular transitions in K$_2$ and Rb$_2$. Additionally, we observe that the ion counts plateau at high ODT intensities to a value $\sim 25\%$ of the maximum signal, an effect which persists up to at least 45.2 kW/cm$^2$, as we have independently verified (see methods).

Because products are formed from the dissociation of the K$_2$Rb$_2$ complexes, it is natural to question how the complexes are affected by the ODT light. To this end, we probe the complex population at different ODT intensities using an experimental protocol similar to that used for the products (Fig. 2(b) inset). Here, the UV ionization laser is tuned to 354.77 nm, a wavelength that results in the photoionization of K$_2$Rb$_2$ into K$_2$Rb$_2^+$. The intensity of the ODT is then modulated at $f_{\text{mod}} = 7$ kHz with a time-averaged value of 11.3 kW/cm$^2$. K$_2$Rb$_2^+$ ion counts are accumulated at 10 different values of $I$ between 0 and 22.6 kW/cm$^2$, as shown in Fig. 2(b).

Similar to the products, the complex population also decreases with increasing intensity of the 1064 nm light. This observation points to photo-induced complex loss, as postulated in Ref. To verify this hypothesis, we computed the energies and rates of electronic excitations of K$_2$Rb$_2$. The results show that multiple excited states can be reached by the absorption of
FIG. 3. **Energies and rates of the electronic excitations of the complex.**

**a,** Potential energy curves for the ground state and low-lying excited states of KRb+KRb as a function of the distance between the molecules, $R$, in units of the Bohr radius, $a_0$, for fixed orientation and monomer bond lengths. The black dotted curve shows the ground-state potential shifted vertically by the energy of a 1064 nm photon. This crosses various excited state potentials, indicating these are accessible through one-photon excitation of the complex. **b,** Calculated excitation rates as a function of the excitation photon energy, with the 1064 nm ODT marked by the vertical dashed line. Dotted lines show the contribution of various adiabatic electronic states, color-coded accordingly with the potential curves in **a.** The blue solid line shows the corresponding total excitation rate, whereas the dashed-dotted line shows the excitation rate obtained assuming the total dipole moment is equally distributed over all excited states. The difference between the two serves as an indication of the uncertainty in the calculated transition dipole moments.

A single 1064 nm photon, with an appreciable transition rate at most of the ODT intensities explored here (Fig. 3). This indicates that, in addition to the previously observed ground state pathway, there is a competing excited pathway (Fig. 1(b)),

$$\text{KRb} + \text{KRb} \rightarrow \text{K}_2\text{Rb}^* \xrightarrow{\hbar \nu} \text{K}_2\text{Rb}^{**}. \quad (2)$$

The photo-excited complex, $\text{K}_2\text{Rb}^{**}$, is a potential source of the offset observed at high ODT intensities in the product data of Fig. 2(a). That is, it may be possible for a small fraction of the $\text{K}_2\text{Rb}^{**}$ population to spontaneously decay into product forming channels on the ground potential surface, which are subsequently ionized and then detected.

We include both pathways to model the data in Fig. 2 using the rate equation

$$\dot{n}_c(t) = \gamma - \tau_c^{-1}n_c(t) - \Gamma_l(I)n_c(t), \quad (3)$$

where $n_c$ is the complex density, $\gamma = -\dot{n}_r/2$ is the rate of KRb + KRb collisions, $\tau_c$ is the complex lifetime, and $\Gamma_l$ is the intensity-dependent photo-excitation rate. In steady state, the formation of the complex from reactants is balanced by its dissociation into products,
and its photo-excitation, so that \( \dot{n}_c = 0 \). In this case, the complex density is given by

\[
n_c = \frac{\gamma}{\tau_c^{-1} + \Gamma_l(I)}.
\]

(4)

We model the excitation rate as \( \Gamma_l = \beta_1 I + \beta_2 I^2 \), where the linear term represents single-photon excitation of the complex, and the quadratic term represents possible second-order contributions. Equation 4 then becomes \( n_c = \gamma \tau_c (1 + B_1 I + B_2 I^2)^{-1} \), where \( B_{1,2} = \beta_{1,2} \tau_c \).

Since both the product and complex ion counts are proportional to the steady-state density of the complex, their dependence on the 1064 nm light intensity can be modeled as

\[
N_s = \frac{A_s}{1 + B_1 I + B_2 I^2} + C_s,
\]

(5)

where \( s = K^+_2, \text{Rb}^+_2 \), or \( K_2\text{Rb}^+_2 \), and \( C_s \) is introduced to account for any offsets in the data. We apply Eq. 5 to simultaneously fit the product and complex ion data, as shown in Fig. 2(a) and (b). For the product data, \( C_s \) is fixed to be the average value of the respective set of four data points at the highest ODT intensities, while for the complex data, \( C_s \) is set to zero. We allow the amplitudes \( A_s \) to be independent free parameters, whereas \( B_1 \) and \( B_2 \) are shared parameters across the data sets. The fit adequately captures the data in all three sets, and yields \( B_1 = 0.15 \pm 0.03 \text{ cm}^2/\text{kW} \) and \( B_2 = 0.050 \pm 0.004 (\text{cm}^2/\text{kW})^2 \), with a mean-squared-error (MSE) of 1.2. These values for \( B_{1,2} \) indicate that, at a typical ODT intensity of 11.3 kW/cm\(^2\), the reaction is \( \sim 8 \) times as likely to proceed via the excited-state pathway as the ground-state pathway. We thus find that, by controlling the optical intensity of the 1064 nm light, efficient steering of the reaction pathway can be achieved.

We also fit the three data sets in Fig. 2 with \( B_2 \) set to zero, representing an excitation rate model that is purely linear in the intensity. In this case we find that \( B_1 = 0.64 \pm 0.05 \text{ cm}^2/\text{kW} \), but that the fit yields a large MSE of 4.0, and systematically underestimates the lower intensity data points while overestimating the higher ones. This indicates that the linear rate model is insufficient to fully describe the observed photo-excitation of the complex.

II. MEASURING THE COMPLEX LIFETIME

The lifetime of the intermediate complex has been measured for a variety of chemical systems, where the use of ultrafast lasers and molecular beam techniques establishes a well-defined zero-of-time for all individual reaction events, allowing the process of complex formation and dissociation to be monitored in real time. In our experiment, the bulk nature of the ultracold KRb sample makes establishing a zero-of-time challenging, as individual
FIG. 4. Lifetime of the intermediate complex. a, Measured time traces of the 1064 nm light (red) and the UV ionization pulse (blue) intensities. The UV pulses probe the complex population around the off edge of the “kill” pulse, which provides a zero-of-time for the measurements. (Inset) The same traces displayed over a wider time window showing the relative timing between the “H” and “kill” beams. The “V” beam, not shown here, shares the same timing as the “H” beam. With the addition of the “kill” beam, the “H” beam power is adjusted such that the time-averaged intensity of the ODT is maintained at 11.3 kW/cm². b, $K_2Rb_2^+$ ion counts (purple circles) measured at different UV delays with respect to the off edge of the “kill” pulse. The dashed line indicates the baseline from which the ion counts grow after the light is turned off. The level for this baseline is given by the ion counts at $-1\mu$s, $N_0$. The solid line shows a fit to the entire data set (see inset) using the function $A \left[ 1 - \left( 1 - N_0/A \right) e^{-\left( t-t_0 \right)/\tau_c} \right]$, which is derived from Eq. 6. The fit yields a complex lifetime $\tau_c = 360 \pm 30$ ns, and a timing offset $t_0 = -82 \pm 7$ ns. This offset accounts for a systematic uncertainty in the relative timing between the 1064 nm light and the UV. The MSE for the fit is 0.85.

reactions occur stochastically. Fortunately, the observed optical excitation of the complex makes it possible to use light to set a zero-of-time. Specifically, we first strongly reduce the complex population by exposing the KRb cloud to intense 1064 nm light, and then monitor its growth to a new steady-state value after the light is quickly switched off. In this situation, the kinetics of the complex density can be understood by solving Eq. 3 with the
initial condition \( n_c(t = 0) = n_0 \), where \( t = 0 \) is the time at which the light turns off, and \( n_0 \) is the suppressed complex density at and before the turn-off. The solution is given by

\[
n_c(t) = \gamma \tau_c \left[ 1 - \left(1 - \frac{n_0}{\gamma \tau_c} \right) e^{-t/\tau_c} \right],
\]

(6)

where the 1/\(e\) saturation time is the complex lifetime \( \tau_c \). Note that Eq. 6 is exact if the light turns off instantaneously, and is a good approximation if the characteristic turn-off time \( t_{\text{off}} \ll \tau_c \). To minimize \( t_{\text{off}} \), we introduce a “kill” beam whose wavelength and optical path are identical to the “H” beam (Fig. 1(a)), but whose timing and intensity are independently controlled. This “kill” beam has a 90 - 10% fall time of 30 ns, compared to > 200 ns for the “H” and “V” beams.

As the reaction proceeds, the intensities of the ODT beams are modulated with 100% depth at 7 kHz. During the dark phase of the modulation, the “kill” beam is pulsed on for 10 \( \mu \)s with an intensity of 12.7 kW/cm\(^2\), and the UV pulse probes the complex population at various delay times around the off edge of the “kill” pulse (Fig. 4(a)). Here we define \( t = 0 \) as the time when the UV pulse is 27 ns delayed with respect to the midpoint of the “kill” pulse turn-off. The \( \text{K}_2\text{Rb}_2^+ \) counts are plotted against the UV delay in Fig. 4(b) and fitted using the function \( N_{\text{K}_2\text{Rb}_2^+} = A \left[ 1 - (1 - N_0/A)e^{-(t-t_0)/\tau_c} \right] \), derived from Eq. 6, with \( A \), \( t_0 \), and \( \tau_c \) as free parameters. Here, \( t_0 \) is introduced to account for a systematic timing uncertainty; \( N_0 \) is fixed to the ion counts measured at a UV delay of \(-1\ \mu\)s, when the “kill” pulse is still on, which serves as a proxy for \( n_0 \). The complex lifetime given by the fit is 360 \( \pm \) 30 ns.

Having measured both \( \tau_c \) and \( B_{1,2} = \beta_{1,2}\tau_c \), we can determine the first- and second-order rate constants, \( \beta_1 \) and \( \beta_2 \), for complex excitation by 1064 nm light. For \( B_1 = 0.15 \pm 0.03 \) cm\(^2\)/kW and \( B_2 = 0.050 \pm 0.004 \) (cm\(^2\)/kW)\(^2\) extracted from the fit to the data in Fig. 2, we obtain \( \beta_1 = 0.42 \pm 0.09 \mu\)s\(^{-1}\)/(kW/cm\(^2\)) and \( \beta_2 = 0.14 \pm 0.02 \mu\)s\(^{-1}\)\/(kW/cm\(^2\))\(^2\).

### III. THEORY AND COMPARISON

Finally, we perform theoretical calculations of both the lifetime and the photo-excitation rate of the complex and compare them to the measurements. We assume the complex explores the reaction phase space ergodically before dissociating into products/reactants and estimate the lifetime using RRKM theory, \( \tau_c = 2\pi \hbar \rho_c/\mathcal{N} \). Here, \( \rho_c \) is the density of states (DOS) of the complex, and \( \mathcal{N} \) is the number of open product channels via which the complex can dissociate. We also assume that, over the course of the reaction, the
total angular momentum of the system \((J = 1)\) is conserved, and the spins of the nuclei remain unchanged. \(N\) is counted using known values for the exothermicity of the reaction\(^5\) and the rotational constants of \(K_2\)\(^{33}\) and \(Rb_2.\)\(^{34}\) Computing \(\rho_c\) requires knowledge of the ground potential energy surface (PES) for the KRb + KRb system, which we calculate in full dimensionality using the Molpro package\(^{35}\) (see methods). A one-dimensional cut of the PES is shown in Fig. 3(a). Using this PES and following the quasi-classical method developed in Ref.,\(^{25}\) we calculate \(\rho_c\) to be \(2.6 \pm 0.8 \mu K^{-1}\). The uncertainty is estimated by scaling the potential by \(\pm 15\%\). The resulting RRKM lifetime is \(170 \pm 60\) ns, which is remarkably similar to the measured value. While we have assumed that nuclear spins do not change during the reaction, the calculated lifetime is expected to be comparable even if they do, because any additional hyperfine channels will increase both \(\rho_c\) and \(N\) by similar proportions, whereas the RRKM lifetime depends only on the ratio of the two.

To calculate the first-order photo-excitation rate constant, we compute excitation energies and transition dipole moments for the lowest twelve excited states. The single-photon excitation rate of the complex from the ground state, \(i\), to a particular excited state, \(f\), is computed as \(\Gamma_{i \rightarrow f} = c^{-1} \langle b_{i \rightarrow f}(\omega) \rangle I\). Here, \(c\) is the speed of light, \(I\) the optical intensity, \(\omega\) the excitation frequency, and \(b\) the Einstein B-coefficient for state \(f\). Under the assumption that the complex ergodically explores the ground PES, \(b\) can be calculated by averaging the squared transition dipole moment over the local DOS.\(^{23}\) Contributions from different excited states are then summed to obtain the total excitation rate \(\Gamma_t\). The rate constant, \(\beta_1 = \Gamma_t/I\), is shown in Fig. 3(b) as a function of the excitation photon energy. At 1064 nm this excitation rate is \(\beta_1 = 0.4^{+0.4}_{-0.2} \mu s^{-1}/(kW/cm^2)\), which agrees well with the measured first-order excitation rate of \(0.42 \pm 0.09 \mu s^{-1}/(kW/cm^2)\). Calculation of the second-order rate constant, \(\beta_2\), requires an understanding of higher-order excitation processes in the complex, which is beyond the scope of the current work.

IV. CONCLUSIONS AND OUTLOOK

Our identification of the photo-excited reactive pathway in an ultracold KRb gas not only brings new understanding to the origin of molecular loss in this much-studied system,\(^{5,18,36}\) but also has important implications for the losses observed in other ultracold bialkali species whose ground state reactive pathways are energetically forbidden.\(^{6-9}\) Because the electronic structures of these systems are comparable to KRb, the complexes formed from bimolecular collisions are also susceptible to excitations and losses induced by the trapping light, as sug-
gested by Ref.\textsuperscript{23} Avoiding this pathway may therefore facilitate the creation of molecular gases with higher phase space densities and the exploration of the many new scientific directions such systems promise.\textsuperscript{4,20,22,37} From the perspective of controlling chemical reactions, the long-lived complex formed from ultracold molecular collisions provides a new handle to steer the reaction dynamics. Studying the decay pathways for the optically excited complex may allow for the direct control of reaction outcomes using light. By further combining quantum state readout of the reaction complexes and products, ultracold molecules offer the opportunity to investigate bond breaking and formation at the microscopic level.

\textit{Note added.} During the preparation of this manuscript, we became aware of a related parallel experimental work.\textsuperscript{38}
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METHODS

Experimental setup The ODT for the KRb molecules is formed by the crossing of two Gaussian beams, “H” and “V”, with $1/e^2$ waist diameters of 60 and 200 $\mu$m, respectively, at a $70^\circ$ angle (Fig. 1(a)). At a total optical intensity of 11.3 kW/cm$^2$, this trap configuration results in a cigar-shaped cloud of KRb molecules with $2\sigma$ Gaussian widths of 6, 6, and 28 $\mu$m along its three principal axes. Thus, the ODT intensity varies by less than 4% over these widths and is considered to be constant across the sample. All ODT beams are derived from a single 1064 nm laser source with a spectral width of 1 kHz.

Weak static electric (17 V/cm) and magnetic (5 G) fields are applied during the experiment, for the respective purpose of extracting ions for TOF-MS and maintaining nuclear spin quantization for the KRb molecules. The direction of the electric field is normal to the plane containing the ODT beams, whereas the magnetic field is anti-parallel to the gravity direction.

Quantum states of the reactants and the products The reactant KRb molecules are prepared in the $|m_I^{K} = -4, m_I^{Rb} = 1/2\rangle$ hyperfine state of the lowest rovibronic state, $|X^1\Sigma^+, v = 0, N = 0\rangle$, where $m_I$, $v$, and $N$ are the nuclear magnetic spin, molecular vibration, and molecular rotation quantum numbers, respectively. The product $K_2$ and $Rb_2$ molecules emerge from reactions in their respective vibrational ground states, but with rotational excitations of up to $N_{K_2} = 11$ and $N_{Rb_2} = 19$.

Photo-ionization of the products and the complex As the reaction proceeds, the products, $K_2$ and $Rb_2$, escape from the ODT due to translational energy gained from the exothermicity, and establish steady-state density distributions, $n_{K_2}$ and $n_{Rb_2}$, around the KRb cloud. Since products are generated at the same rate that the $K_2Rb_2^*$ complex dissociates, $n_{K_2}$ and $n_{Rb_2}$ are both proportional to the complex density $n_c$. The photon energy at the wavelength used to ionize products (305 nm) is above the ionization threshold of KRb. In order to selectively ionize the products, and not the reactants inside the ODT, the pulsed UV laser is shaped into a ring-shaped beam profile centered around the KRb cloud, with a diameter of 0.45 mm and a $1\sigma$ Gaussian width of 5.4 $\mu$m. The complexes, on the other hand, reside within the ODT due to their negligible lab-frame translational energy and their transient nature. To photo-ionize them, the UV laser is shaped into a Gaussian beam with a $1/e^2$ waist diameter of 300 $\mu$m that overlaps the KRb cloud. Fortunately, the photon energy at the wavelength used here (354.77 nm) is below the ionization threshold of KRb and does
not result in significant depletion of the KRb molecules.

**Ion counts as proxies for product and complex densities** While the data presented in Fig. 2 are in the form of ion counts, $N_{K^+_2}$, $N_{Rb^+_2}$, and $N_{K^+_2Rb^+_2}$, the modeling of these data are based on the instantaneous density of the $K_2Rb^*_2$ complex, $n_c$. Here, we establish the proportionality between the detected ion counts and the complex density, starting with a derivation of the relationship between $N_{K^+_2Rb^+_2}$ (Eq. 5) and $n_c$ (Eq. 4). The pre-factor $\gamma = -\dot{n}_c/2$ in Eq. 4 describes the decay of the complex density within each experimental cycle arising from the decay of the KRb population, which has a half-life of hundreds of milliseconds. Consider a single ionization UV pulse that probes the system at a time $t$ after the creation of the KRb sample. Since the UV pulse is a few nanoseconds in duration, it maps the complex density at that time onto a detected ion count

$$N^\text{single}_{K^+_2Rb^+_2}(t) = P_{\text{ion}}\eta_{\text{det}}V_{\text{trap}}\gamma(t)\frac{1}{\tau_c^{-1} + \Gamma_t},$$

(7)

where $P_{\text{ion}}$ is the ionization probability, $\eta_{\text{det}}$ is the ion detection efficiency, and $V_{\text{trap}}$ is the effective volume of the trap. In each experimental cycle, a newly-prepared KRb sample is probed by a total of 7000 UV pulses over a duration of 1 s. The total ion count per cycle is therefore

$$N_{K^+_2Rb^+_2} = \left[P_{\text{ion}}\eta_{\text{det}}V_{\text{trap}}\sum_{m=1}^{7000}\gamma(mT)\right]\frac{1}{\tau_c^{-1} + \Gamma_t},$$

(8)

where $T = 143 \mu s$ is the period of the UV pulses. Note that the bracketed pre-factor is a constant, which we call $A$ in Eq. 5. This shows that $N_{K^+_2Rb^+_2}$ is indeed proportional to $n_c$. Following analogous arguments, it can be shown that the product ion counts, $N_{K^+_2}$ and $N_{Rb^+_2}$, are also proportional to the associated densities, $n_{K_2}$ and $n_{Rb_2}$, which are in turn proportional to $n_c$. The same logic applies with regard to the relationship between the time-dependent ion counts and the complex density for the complex lifetime measurement shown in Fig. 4.

**Reaching a steady state following a change in the instantaneous ODT intensity** When the ODT intensity is switched from the $I'$-phase to the $I$-phase (Fig. 2 insets), the density of the complex evolves into a new steady-state value on a timescale equal to or less than the complex lifetime $\tau_c$, which we have measured to be $360 \pm 30$ ns. The products, on the other hand, take longer a time to re-establish their steady-state density distribution around the KRb cloud, due to the finite speed with which they escape the ODT. This timescale, which depends on the diameter of the hollow UV beam (0.45 mm) and the typical speed of the products (a few to a few tens of meters per second), is empirically determined to be
FIG. 1 Extended Data. **Continued formation of products at high ODT intensities** Steady-state $K_2^+$ (red circles) and $Rb_2^+$ (blue circles) ion counts at ODT light intensities in the 11.3 - 46.2 kW/cm$^2$ range, normalized by the number of experimental cycles ($\sim 80$ for each data point). The error bars represent shot noise. The dashed lines indicate the levels to which the ion counts plateau, obtained by averaging, within each data set, the values of the points at ODT intensities larger than 15 kW/cm$^2$. (Inset) Timing schemes of the ODT (red and blue) and the pulsed UV ionization laser (purple) used for the measurements presented here. The red (blue) trace corresponds to a high (low) duty cycle modulation of the ODT. The instantaneous ODT intensity, $I$, is inversely proportional to the duty cycle, while the time-averaged ODT intensity, $I_{\text{avg}}$, is constant for all measurements.

$\sim 100 \mu s$. Thus, for both the product and the complex measurements shown in Fig. 2, there is a sufficient separation in time between the intensity switch and the UV pulse such that we probe the steady-state complex and product densities during the $I$-phase.

**Continued formation of products at high ODT intensities** We measure the dependence of the product ion counts on the ODT intensity in the 11.3 - 46.2 kW/cm$^2$ range, which partially overlaps with, but extends beyond the range probed in Fig. 2(a). For these measurements, the intensity of the ODT is modulated with full contrast, but with a variable duty cycle $D = t_{\text{on}}/T$, where the ODT is on for a duration of $t_{\text{on}}$ within each cycle of period $T$, which is chosen to be 500 $\mu s$. The time-averaged ODT intensity, $I_{\text{avg}}$, is kept constant at 11.3 kW/cm$^2$. For a given duty cycle $D$, the intensity $I$ during the on-phase is $I = I_{\text{avg}}/D$. The UV ionization pulses then probe the products shortly ($2 \mu s$) after the ODT is turned off. As this time is much shorter than the time it takes to perturb the product density
distribution at the location of the ionization ring (∼100 µs), the detected product density accurately reflects that during the on-phase of the ODT. The normalized product ion counts at different ODT intensities are shown in Extended Data Figure 1. The inset shows the timing diagram for the intensities of the ODT and the pulsed UV ionization laser. We observe plateaus in the ion counts for \( I \geq 15 \text{ kW/cm}^2 \), indicating continued product formation despite the high ODT intensity. This plateau justifies our choice of using the average value of the high intensity data points in Fig. 2(a) to provide a baseline for the fitting.

**Theory methods** To calculate the ground-state PES for the KRb + KRb system, we use polarizable effective core potentials\(^{39}\) and solve the electronic Schrödinger equation for the four valence electrons using multi-reference configuration interaction in a large one-electron basis set.\(^{40}\) *Ab initio* points are computed for approximately 2000 geometries, selected using Latin hypercube sampling, and fit using Gaussian Process regression.\(^{40}\) The minimum energy structures agree with Byrd et al.,\(^{41}\) and the corresponding binding energies differ by less than 15 %, which we take to be the uncertainty of the energy calculation.

Excitation energies and transition dipole moments are calculated at the complete active space self-consistent field level, using methods otherwise similar to the ground state calculation. The uncertainty in the calculated excitation rate is limited by the poor fit of the transition dipole surfaces, caused by crossings of adiabatic excited states at which the transition dipole functions are not analytic. Therefore, we also perform calculations where we fit the total squared transition dipole moment, which is unaffected by crossings between excited states, and distribute this squared dipole moment equally over all excited states. The resulting excitation rate is smaller by a factor of two (Fig. 3(b)), which we take to be indicative of the uncertainty due to the dipole surfaces.
Data availability The data that support the findings of this study are available from the corresponding author upon reasonable request.
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