Phase diagram and elementary excitations of strongly interacting droplets with non-local interactions
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Abstract

A one-dimensional bosonic gas with strong contact repulsion and attractive non-local interactions may form a quantum droplet with a flat-top density profile. We focus on a system in the Tonks-Girardeau limit of infinitely strong contact repulsion. We show that the main system features are the same for a broad class of non-local interaction potentials. Then, we focus on a limiting case, the one of slowly varying density profiles, to find approximate formulas for the surface and bulk energies of a droplet. We further characterise the system by numerically finding the excitation spectrum. It consists of two families: phononic-like excitations inside droplets and scattering modes. Analysis within the linearised regime is supplemented with the full, nonlinear dynamics of small perturbations.
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I. INTRODUCTION

Quantum droplets are a prime example that the mean-field (MF) description may fail even for weakly interacting Bose gas [1–4]. The MF approach predicts an unstable weakly interacting system, where the corresponding attractive and repulsive contributions nearly cancel each other. This gives way to the enhanced role of zero-point energy fluctuations [2, 3, 5], usually named the Lee-Huang-Yang (LHY) term [6], stabilising the emerging droplet. Quantum liquids, however, are more robust in lower dimensions due to the increased quantum fluctuations [7–17]. Particularly, in 1D, quantum droplets have been theoretically studied for strongly correlated systems with non-local interactions both in continuum and in the presence of an optical lattice [18–21].

Historically, dipolar gases represent the first ultra-cold system with experimentally observed non-local interactions [22]. Subsequent advancements in cooling elements like erbium [23] and dysprosium [24] have boosted the entire field, that now enters the era of Bose-Einstein condensates of polar molecules [25]. The latter system may become the platform to study droplets with strong non-local interactions [26]. For the time being, the efforts
of theorists are largely inspired by experiments on quasi-1D dipolar gases conducted in B. Lev’s group [27, 28], but many-body quantum systems with non-local interactions can be realised in other physical scenarios. These include photon-mediated interactions in cavities [29], interactions in Rydberg atoms [30], systems in artificial dimensions [31], and strong non-local interactions between excitations in solids [32]. Systems exhibiting non-local forces are employed in various implementations of the extended Bose-Hubbard model [33].

There is a rich literature about a quasi-1D ultracold gas with dipolar interaction responsible for non-local potential. In these cases usually an effective dipolar interaction potential is employed [34, 35] [36]. Different approaches, for instance, based on the Bogoliubov approach [37], or using the exact results from the Lieb-Liniger model partially neglecting quantum fluctuations [38–40] or approximating them using correlation functions of non-dipolar systems [19] lead to the same qualitative results. All papers predict the emergence of 1D droplets across all interaction regimes, being ultra-dilute self-bound objects (with negative energy for an untrapped state) marked by a flat-top density profile [4]. The emergence of such 1D droplets is quite a generic result of the competing interaction.

Our main goal is to show the common features of 1D droplets arising due to different non-local interaction potentials. We focus on the excitations of a droplet. Elementary excitations govern its low-energy dynamics, characterise the response to small perturbations and can be used to study the low-temperature thermodynamics. In 1D they play a crucial role in the distinction between between a droplet and a bright soliton [18, 37, 41]. Both are bound states, present for an arbitrary number of particles in different interaction regimes. Namely, a droplet solution appears when short-range repulsion prevails over long-range attraction, contrary to the bright soliton case. Although quantum droplets in 1D exhibit a characteristic flat-top density profile for greater numbers of particles, for smaller systems, one can only distinguish between a bright soliton and a droplet by studying their excitation spectrum. This is motivated by the fact that in a one-dimensional Bose system, at least in the case without LHY corrections, there are no collective modes in a bright soliton – there are continuum modes solely [42]. In contrast, the excitation spectrum of a droplet supports small-amplitude collective excitations [41]. Moreover, the excitation spectrum differs between 1D and 3D droplets, for the latter supports both bulk and surface modes [1, 43]. The complementary problem of solitonic excitations in such systems was studied in [44–48].
Little is known, however, how the above picture changes by introducing strong correlations between the particles. In the case of non-dipolar system, with purely repulsive contact interaction, one can experimentally show that while tuning from the weakly to the strongly interacting regime via a magnetic Feshbach resonance, the dispersion changes dramatically by emerging hole-like excitations absent for higher dimension and weaker interactions [49]. Then for dipolar system, the excitation spectra may change substantially even for weakly interacting gas, e.g. one observes the roton spectrum [50, 51], leading to supersolid transition [4, 52–55]. It is however already known that the spectrum may substantially change in the strongly interacting case [56].

In this work, we investigate a one-dimensional Bose gas with competing strong contact repulsion and arbitrary, relatively weak, non-local attractive interactions – modelled by Gaussian, exponential, and dipolar-like interaction potentials. We discuss universal properties of the system to identify crucial physical parameters and indicate regimes where the system may be tractable analytically and numerically via simple approximate models. We focus on the latter regimes to discuss the appearance of liquid ground states and their properties. Insights from the ground state analysis motivate a very simple rectangular ansatz for the density profiles of droplets. Within approximation of such ansatz, we derive simple and useful formulas for the droplet width and energy. Then, we turn to the Bogoliubov-de Gennes (BdG) equations to analyze the excitation spectrum, obtaining expressions for the dispersion relations and the number of phononic bound modes that a droplet can exhibit. In addition to the study of excitations within the framework of BdG equations, we numerically analyse the response to the initial perturbation in the full, nonlinear dynamics.

The paper is organized as follows. In Sec. II we introduce the most important features of the system under study and analyse phase diagram assuming a homogenous system. We briefly describe the non-local interactions in one dimension and the mean-field like description of strongly interacting Bose gas. This is followed by the analysis of the inhomogenous droplet ground state of the system in Sec. III. In particular, we specify the regime, for which the density profile of the droplet can be found exactly and introduce the rectangular ansatz for the density profiles. After that, in Sec. IV we present the results for the excitation spectrum obtained from the solution of BdG equations. In Sec. V we broaden this analysis by studying the response to initial perturbation in dynamics given by the nonlinear, hydrodynamic equation. Finally, in Sec. VI we give a summary of results presented in the
II. THE MODEL AND PHASE DIAGRAM

We consider a system of $N$ bosonic atoms with mass $m$ confined to a one-dimensional box with periodic boundary conditions. The atoms interact via repulsive contact potential and attractive long-range forces, so the interaction potential reads

$$V(x - x') = V_{\text{contact}}(x - x') - V_\sigma(x - x'),$$

(1)

where

$$V_{\text{contact}}(x - x') = g\delta(x - x'), \quad V_\sigma(x - x') = \frac{\lambda}{\sigma} \sqrt{\frac{x - x'}{\sigma}}, \quad \lambda, g, \sigma > 0.$$  

(2)

The parameter $\sigma$ defines the characteristic range of the long-range interaction, and couplings $g, \lambda$ measure the strength of contact and long-range interactions, respectively. Moreover, we assume that potential $V(x)$ is integrable and $\int dx \, V(x) = 1$.

The model for $\lambda = 0$ corresponds to the well-studied Lieb-Liniger (LL) model with coupling $g$, whose ground state properties are well understood. The Hamiltonian can be thus written as

$$\hat{H} = \hat{H}_{\text{LL}} - \frac{1}{2} \int dx dy V_\sigma(x - y)\hat{n}(x)\hat{n}(y),$$

(3)

where $\hat{n}(x)$ are the standard density operators.

In our approach, we build on the knowledge from LL model and add weak, long-range interactions perturbatively. In the first order, this yields the modified ground state energy per particle, similarly to [19]:

$$\varepsilon(\rho) := \frac{E(\rho)}{N} = \frac{\langle \psi_{\text{LL}}^{\text{GS}} | \hat{H} | \psi_{\text{LL}}^{\text{GS}} \rangle}{N} = \frac{E_{\text{LL}}(g, \rho)}{N} - \frac{\rho}{2} \int dz V_\sigma(z)g_{\text{LL}}^{(2)}(g, \rho; z),$$

(4)

where $E_{\text{LL}}(g, \rho)$ is the ground state energy of the LL model at the density $\rho$ and $g_{\text{LL}}^{(2)}(g, \rho; z)$ is the ground state two-particle correlation function. It depends only on the relative distance $z$ between the particles, due to translational invariance of the ground state. These quantities can be accurately approximated with known analytical functions [57, 58]. Their exact, closed forms are known, for both energy and the correlation function, only for $g = 0$, and
for our main case of interest, which is $g \to \infty$. In such a regime, the LL gas can be mapped onto Tonks-Girardeau (TG) gas [59]. Energy and pair correlation function read
\[ \varepsilon_{\text{TG}}(\rho) = \frac{\hbar^2 \pi^2 \rho^2}{6m}, \quad g_{\text{TG}}^{(2)}(\rho; z) = 1 - \left( \frac{\sin(\rho \pi z)}{\pi \rho z} \right)^2, \] (5)
and thus ground state energy functional takes the form:
\[ \varepsilon(\rho) = \frac{\hbar^2 \pi^2}{6m} \rho^2 - \varepsilon_{\text{LR}}(\rho), \quad \varepsilon_{\text{LR}}(\rho) = \frac{\rho}{2} \int dz V_\sigma(z) g_{\text{TG}}^{(2)}(\rho; z). \] (6)
Now, let us rewrite the long-range contribution by changing the variables as $t = z/\sigma$
\[ \varepsilon_{\text{LR}}(\rho) = \frac{\rho \lambda}{2} \int dt V(t) \left[ 1 - \left( \frac{\sin(\rho \pi t)}{\pi \rho t} \right)^2 \right] = \frac{\rho \lambda}{2} f_V(\kappa), \] (7)
where $\kappa = \rho \sigma$ and
\[ f_V(\kappa) = \int dt V(t) \left[ 1 - \left( \frac{\sin(\pi t)}{\pi t} \right)^2 \right]. \] (8)
The full energy functional thus reads
\[ \varepsilon(\rho) = \frac{\hbar^2 \pi^2}{6m} \rho^2 - \frac{\lambda}{2} \rho f_V(\rho \sigma). \] (9)
This form tells us that all information about the potential is contained in the function $f_V$. What is more, we find that the range of the potential $\sigma$ enters the problem only as a product with $\rho$. This shows that physically relevant parameter is the ratio $\kappa$ between $\sigma$ and interparticle distance $\rho^{-1}$. It has the interpretation of the number of atoms within the range of the non-local potential $\sigma$.

The zero temperature phase diagram in the case $g \to \infty$ is solely determined by the energy functional Eq. (6). Before we proceed, let us note some universal features of function $f_V$, that should hold for an arbitrary potential. We will illustrate the main properties of $f_V$ with three exemplary interaction potentials (see Fig. 1):

- **Gaussian** \( V(x) = \frac{1}{\sqrt{\pi}} e^{-x^2}, \quad f_V(\kappa) = 1 - \frac{-1 + e^{-e^{2\kappa^2} + \pi^{3/2}\text{Erf}(\kappa)}}{\pi \kappa^2} \)

- **Exponential** \( V(x) = \frac{1}{2} e^{-x}, \quad f_V(\kappa) = 1 + \frac{-4\kappa \arctan(2\kappa) + \log(1 + 4\pi^2 \kappa^2)}{4\pi^2 \kappa^2} \)

- **Dipolar** \( V(x) = \frac{1}{4} \left( -2|x| + \sqrt{2\pi}(1+x^2) e^{x^2/2} \text{Erfc}(|x|/\sqrt{2}) \right), \quad f_V(\kappa) \) numerically.

This potential is widely used for ultracold dipolar atoms in a quasi-one-dimensional trap and is derived by integrating the three-dimensional dipole-dipole interaction over the $y$ and $z$ coordinates, assuming atoms occupy ground state Gaussian orbitals in these directions [60].
For the first two cases \( f_{\mathcal V} \) can be computed analytically, for the dipolar case one has to calculate it numerically. Qualitatively, the difference between functions \( f_{\mathcal V} \) for these potentials is small, as it is visible from Fig. 1.

![Graph of \( f_{\mathcal V}(\kappa) \) for three potentials: Gaussian, Exponential and Dipolar. All functions tend to 1 at large arguments. Notably, the dipolar case is well approximated by the case of exponential potentials for small \( \kappa \) and by Gaussian case for large \( \kappa \).](image)

First of all, in the limit of large \( \kappa \to \infty \) we have \( f_{\mathcal V}(\kappa) \to 1 \). This is because \( \mathcal V(x) \) integrates to 1, and for large \( \kappa \) (i.e. \( \sigma \gg \rho^{-1} \)) the \( g^{(2)} \) correlation function can be approximated under the integral (8) by a constant function equal to 1. In this limit, the energy functional can be approximated as

\[
\varepsilon(\rho) = \frac{\hbar^2 \pi^2}{6m} \rho^2 - \frac{\lambda}{2} \rho,
\]  

and it is clear that there exists a minimum, namely

\[
\rho_0 = \frac{3m\lambda}{2\hbar^2 \pi^2}.
\]

There is also a minimum for \( \rho = 0 \), but the energy corresponding to finite density minimum (11) is lower \( \varepsilon(\rho_0) = -3m\lambda^2/(8\hbar^2 \pi^2) < 0 \). Hence, in this case, the atoms at the ground state may form a droplet, with the bulk density equal to \( \rho_0 \).

Now we wish to go beyond that limit and look for local minima of the energy functional for finite \( \kappa \). The condition for extrema of \( \varepsilon(\rho) \)

\[
\varepsilon'(\rho) = \frac{\hbar^2 \pi^2}{3m} \rho - \frac{\lambda}{2} f_{\mathcal V}(\rho \sigma) - \frac{\lambda}{2} \rho \sigma f'_{\mathcal V}(\rho \sigma) = 0
\]
can be rewritten as
\[
\alpha \kappa_0 = f_V(\kappa_0) + \kappa_0 f'_V(\kappa_0), \tag{13}
\]
with dimensionless parameter \( \alpha = 2\hbar^2 \pi^2 / (3m\lambda\sigma) \) and \( \kappa_0 = \sigma \rho_0 \) is the extremum. We also need to inspect the sign of the second derivative
\[
\varepsilon''(\rho_0) = \frac{\lambda\sigma}{2} \left[ \alpha - 2f'_V(\kappa_0) - \kappa_0 f''_V(\kappa_0) \right]. \tag{14}
\]
The positions of extrema and their character depend only on one parameter, \( \alpha \). Therefore it makes sense to rewrite the energy functional in the following, slightly different form:
\[
\varepsilon(\rho) = \frac{\lambda}{4\rho} \left( \alpha \kappa - 2f_V(\kappa) \right), \tag{15}
\]
from which we find that the sign of \( \varepsilon(\rho) \) depends only on \( \alpha \) and \( \kappa \) [which is fixed in extremum by \( \alpha \) due to constraint (13)]. These observations imply that the phase diagram is controlled solely by \( \alpha \).

FIG. 2. Energy functional in three different regimes. For simplicity we have set \( \lambda = 1 \) and \( \sigma = 1 \). The blue and red curves correspond to gaseous phase as the local minimum is achieved at \( \rho = 0 \). The black curve represents the liquid configuration as the global minimum happens to be non-zero density.

We plot \( \varepsilon(\rho) \) for a number of exemplary parameters in Fig. 2. There are two possible scenarios: either the function has a global minimum for \( \rho = 0 \) (this corresponds to the gas phase) or for a finite density (this corresponds to the liquid phase). The first scenario can be
realized in two ways: $\varepsilon(\rho)$ can have a local minimum for non-zero density (but with positive value of energy, cf. the red curve in Fig. 2) or no finite-density local minimum at all (cf. the blue curve on Fig. 2). For the other scenario (liquid phase), see the black curve in Fig. 2.

FIG. 3. Position of rescaled minimum of energy functional $\kappa_0 = \sigma \rho_0$ as a function of parameter $\alpha$. We see that for all the cases there exists a critical point with $\alpha_c$ such that for $\alpha > \alpha_c$ the parameter $\kappa_0(\alpha)$ becomes equal to zero. Thus for $\alpha < \alpha_c$ the system is in liquid phase, whereas for $\alpha > \alpha_c$ we enter the gaseous phase. The points have coordinates $(\alpha_c, \kappa_{0,min})$. We find $\alpha_{liq}^G \approx 1.14$ for Gaussian potential, $\alpha_{liq}^E \approx 1.8$ for exponential and $\alpha_{liq}^D \approx 1.3$ for dipolar. To these points, we may associate minimal values of rescaled densities ($\kappa_0$'s) which are $\kappa_{0,min}^G \approx 0.69$ for Gaussian, $\kappa_{0,min}^E \approx 0.36$ for exponential and $\kappa_{0,min}^D \approx 0.56$ for dipolar.

Already in Fig. 2, we observe that there should be a gas-liquid transition somewhere between $\alpha = 1.0$ and $\alpha = 1.16$. This transition will be visible in the value of density which minimizes the energy functional for given parameters. We thus determine the $\kappa_0$ minimising the energy functional $\varepsilon(\rho)$ as a function of $\alpha$. The results for the three potentials are presented in Fig. 3. For all potentials we observe a rapid drop of $\kappa_0(\alpha)$ to zero at some critical value $\alpha_c$, which depends on $\mathcal{V}$. This behaviour has a simple interpretation: for $\alpha < \alpha_c$ (in other words, for sufficiently strong attraction) the system is in liquid phase with non-zero optimal density fixed by the value of $\kappa_0(\alpha)$. On the other hand, for $\alpha > \alpha_c$
the system is in gaseous phase as the zero density configuration minimizes the energy. Note
that there is a minimal possible value of $\kappa_0$ in the liquid phase, denoted $\kappa_{0,\text{min}}$.

Fig. 3 and the discussion above close the analysis of phase diagram in homogeneous
system, which turns out to be particularly simple and controlled by a single parameter $\alpha$, for fixed potential $\mathcal{V}$. We have found the liquid phase and in the following sections we will
investigate the system in inhomogeneous settings, where the gas tends to form a droplet.

III. INHOMOGENEOUS SYSTEMS

In this section we propose an energy functional for inhomogeneous systems. The func-
tional is based on the homogeneous analysis from the previous section. The overall energy
has three contributions: kinetic, contact and the one stemming from long-range interactions.
Let us start with the last contribution. When the system is inhomogeneous, we can char-
acterise it with space-dependent density field $\rho(x)$ and the long-range contribution to the
energy is

$$E_{\text{LR}}[\rho] = \frac{1}{2} \int dx dx' V_{\sigma}(x-x') g^{(2)}_{\text{TG}}(\tilde{\rho}; x-x') \rho(x) \rho(x'), \quad \tilde{\rho} = \rho((x+x')/2). \quad (16)$$

Note that this form essentially assumes an approximate ansatz for two-particle correlations:

$$\langle \hat{n}(x) \hat{n}(x') \rangle = g^{(2)}_{\text{TG}}(\tilde{\rho}; x-x') \rho(x) \rho(x'). \quad (17)$$

We proceed with our analysis and introduce new variables $R = \frac{x+x'}{2}$, $r = x-x'$, getting

$$E_{\text{LR}}[\rho] = \frac{\lambda}{2\sigma} \int dR dr \mathcal{V}(r/\sigma) g^{(2)}_{\text{TG}}(\tilde{\rho}; R) \rho(R + r/2) \rho(R - r/2) = \frac{\lambda}{2} \int dR dt \mathcal{V}(t) g^{(2)}_{\text{TG}}(\rho(R); t\sigma) \rho(R + t\sigma/2) \rho(R - t\sigma/2), \quad (18)$$

where we have changed variables as $r = t\sigma$. We look now at expansion of the densities

$$\rho(R + t\sigma/2) = \rho(R) \left(1 + \frac{\rho'(R) t\sigma}{\rho(R)} \frac{\rho'' R}{\rho(R)} \frac{(t\sigma)^2}{2} + \ldots\right) \quad (19)$$

to each term in this expansion we can associate a length scale

$$l_n(R) = \left|\frac{\rho(R)}{\rho^{(n)}(R)}\right|^{1/n}, \quad (20)$$
related to \( n \)-th derivative \( \rho^{(n)}(R) \) of \( \rho(R) \), such that

\[
\rho(R + t\sigma/2) = \rho(R) \left( 1 + \text{sgn}(\rho^{(1)}(R)) \frac{\sigma}{l_1(R)} t + \text{sgn}(\rho^{(2)}(R)) \left( \frac{\sigma}{l_2(R)} \right)^2 \left( \frac{t}{2} \right)^2 + \ldots \right). \tag{21}
\]

Our assumptions of slowly varying state is that

\[
\sigma \ll l_n(R), \tag{22}
\]

for all \( n \) and \( R \). Within this expansion, non-locality vanishes in the leading order from our energy functional and in leading order one gets

\[
E_{LR}[\rho] = \frac{\lambda}{2} \int dR f_V(\kappa(R)) \rho(R)\rho(R), \quad \kappa(R) = \rho(R)\sigma, \tag{23}
\]

where \( f_V(\kappa) \) was introduced earlier in (8). This expression becomes even simpler if one assumes that \( \kappa(R) \gg 1 \) for all \( R \). Then function \( f_V(\kappa(R)) \to 1 \) and contribution from long-range interactions can be written as

\[
E_{LR}[\rho] = \frac{\lambda}{2} \int dR \rho(R)\rho(R). \tag{24}
\]

As we will see later, in this limit the system becomes exactly solvable. Let us summarise now the assumptions made in this part. The condition of small gradients \( \sigma \ll l_n(R) \) implies slow variation of density in our system and condition \( \kappa(R) \gg 1 \) – that the characteristic range of interaction is much bigger than interparticle spacing. These two conditions are independent of each other and set the validity range for our model

\[
\frac{1}{\rho(R)} \ll \sigma \ll l_n(R). \tag{25}
\]

We proceed with our construction of the energy functional and move to the contribution stemming from the local Fermi pressure. As indicated earlier, we consider the gas in the small gradient limit, hence it is natural to propose the following form of the energy functional for the local kinetic energy (Tonks-Girardeau energy)

\[
E_{TG}[\rho] = \int dx \frac{\hbar^2}{2m} \frac{\pi^2}{3} \rho^3(x). \tag{26}
\]

As the last contribution to the energy we introduce hydrodynamic velocity field of the gas \( v(x) \). Kinetic energy of the ‘envelope’ then reads

\[
E_{\text{kin}}[\rho, v] = \frac{1}{2} m \int dx \rho(x)v(x)^2. \tag{27}
\]
The total energy in inhomogeneous system $E = E_{\text{kin}} + E_{\text{TG}} + E_{\text{LR}}$ is thus a functional of the fields $\rho(x), v(x)$. To make the connection with more standard energy functionals known from cold bosons, such as the Gross-Pitaevskii energy, we introduce a new complex field $\phi(x)$, which is normalised to unity and reads

$$\phi(x) = \sqrt{\rho(x)/N} e^{i\varphi(x)}, \quad (28)$$

where $\hbar \partial_x \varphi(x) = m v(x)$. Expressing our energy functional with $\phi(x)$ we find

$$E[\phi] = N \int dx \frac{\hbar^2}{2m} \left| \frac{\partial \phi}{\partial x} \right|^2 + N^3 \int dx \frac{\hbar^2 \pi^2}{2m} |\phi(x)|^6 + N^2 \frac{\lambda}{2} \int dx |\phi(x)|^4. \quad (29)$$

In this step we have neglected the so-called quantum pressure term, which is higher order in gradients of $\rho(x)$ [61]. Before we move on, let us mention that one can give up the condition $\sigma \ll l_n(R)$ (but still maintaining $\frac{1}{\rho(R)} \ll \sigma$) which results in energy functional with explicit non-local interaction term

$$E_{\text{n,local}}[\phi] = N \int dx \frac{\hbar^2}{2m} \left| \frac{\partial \phi}{\partial x} \right|^2 + N^3 \int dx \frac{\hbar^2 \pi^2}{2m} |\phi(x)|^6 + N^2 \frac{\lambda}{2} \int dx dy V_{\sigma}(x-y) |\phi(x)|^2 |\phi(y)|^2. \quad (30)$$

Throughout the paper, will focus on analytically solvable case with energy functional (29). However sometimes we will compare them with results obtained with (30).

We go back to (29) and minimise the energy functional $\delta E/\delta \phi^* = 0$ under the condition

$$\int dx |\phi(x)|^2 = 1, \quad (31)$$

which amounts to introducing a Lagrange multiplier $\mu$, which has an interpretation of chemical potential in the system. The stationary state equation is

$$\mu \phi = -\frac{1}{2} \frac{\partial^2 \phi}{\partial x^2} + \frac{\pi^2 N^2}{2} |\phi|^4 \phi - \lambda N |\phi|^2 \phi, \quad (32)$$

which was studied also in [62]. We use box-like units – we assume an arbitrary length $L$ as the unit of length, and then $mL^2/\hbar$ and $\hbar^2/(mL^2)$ as the units of time, and energy, respectively. Note, that the resulting equation contains two competing nonlinear terms, that are different than the nonlinearities appearing for weak interactions only [2]. In what follows, we will study elementary excitations (Sec. IV) and dynamics of a perturbed droplet (Sec. V), using as a starting point a time-dependent version of Eq. (32), that reads:

$$\frac{\partial \phi}{\partial t} = -\frac{1}{2} \frac{\partial^2 \phi}{\partial x^2} + \frac{\pi^2 N^2}{2} |\phi|^4 \phi - \lambda N |\phi|^2 \phi. \quad (33)$$
FIG. 4. Panel (a): analytical solutions (34) for different particle numbers \( N \) and fixed \( \lambda = 30 \). The droplet becomes wider with increasing \( N \). Moreover, the density profiles become dominated by the bulk, flat-top part and approach a rectangular shape. Panel (b): Numerical solutions for dipolar potential with finite \( \sigma \) obtained from energy functional (30).

The ground state of Eq. (6) has been derived in the context of the nonlinear optics [62, 63], and it reads

\[
\phi_0(x) = \sqrt{\frac{3\lambda}{16\pi^3}} \frac{\tanh(\eta)}{2\pi N \sqrt{1 + \text{sech}(\eta) \cosh(x/a)}},
\]

where

\[
\eta = \frac{\pi N}{\sqrt{3}}, \quad a = \frac{\pi}{\sqrt{3\lambda \tanh(\eta)}}.
\]

Plots of the solution (34) for some exemplary parameters are presented in Fig. 4. We also derived the total energy (39) of the ground state solution (34), in terms of its three contributions, corresponding to the kinetic energy of the envelope \( E_{\text{kin}} \), the Tonks-Girardeau energy \( E_{\text{TG}} \) and the long-range \( E_{\text{LR}} \) energy. The explicit formulas are

\[
E_{\text{kin}} = \frac{3\sqrt{3}}{16\pi^3} \lambda^2 \tanh(\eta) \left( -\frac{\eta}{\cosh(\eta) \sinh(\eta)} + 1 \right),
\]

\[
E_{\text{TG}} = \frac{3\sqrt{3}}{16\pi^3} \lambda^2 \tanh(\eta) \left( 2 + \text{sech}^2(\eta) \right) \eta \coth(\eta) - 3,
\]

\[
E_{\text{LR}} = -\frac{12\sqrt{3}}{16\pi^3} \lambda^2 \tanh(\eta) \left( \eta \coth(\eta) - 1 \right).
\]

In the limit of large number of atoms one obtains a simple expression for the total energy (see Fig. 5 for comparison).

\[
E = E_{\text{kin}} + E_{\text{TG}} + E_{\text{LR}} \approx -\frac{3\lambda^2}{8\pi^2} N + \frac{3\sqrt{3}\lambda^2}{8\pi^3}.
\]
Note that the $N$-independent term in the context of one-dimensional droplets can be interpreted as surface tension energy. It contains contribution from all types of energies. Its precise value may be useful for the study of phenomena related to fragmentation of droplets [20], as it gives the amount of energy required to split a droplet into two smaller ones. Looking at Fig. 4, one can notice that when $N$ becomes larger and larger, the solution

![Graph showing energy differences between exact energy, large $N$ asymptotics, and the energy of the rectangular ansatz approximation.](image)

**FIG. 5.** Energy differences between exact energy $E$, its large $N$ asymptotics [the right hand side of Eq. (39)] and the energy (53) of the rectangular ansatz approximation with fixed $\lambda = 1$ and as function of $N$. The differences are negligible for large enough $N$. Inset: Comparison between the exact energy $E$ together with large $N$ asymptotics and rectangular ansatz formula (43).

(34) starts to resemble a rectangle. This motivates us to introduce the following, very simple ansatz

$$\phi_W(x) = \frac{1}{\sqrt{W}} \text{rect}(x/W),$$

where the width $W$ is the only parameter of the ansatz. We plug our ansatz to the energy functional Eq. (29) and minimise energy with respect to $W$. Additionally, we neglect term involving $\frac{\partial \phi}{\partial x}$, in the same spirit as neglecting the kinetic energy in the Thomas-Fermi approximation. Namely, in the number of parameters we checked that the kinetic energy is much smaller than interaction energy, stemming from the other two terms. This can be also confirmed by the analytical solutions. The asymptotic form of the kinetic energy (36) be-
comes \(N\)-independent there, and thus its contribution to the whole energy (39) is negligible for large \(N\). Under this assumption, we look for the width \(W\) minimising energy

\[
\frac{dE}{dW} = -\frac{N^3 \pi^2}{W^3} + \frac{\lambda N^2}{2W^2} = 0,
\] (41)

from which we find

\[
W = \frac{2\pi^2 N}{3\lambda}.
\] (42)

Additionally, we may calculate the corresponding chemical potential and energy in the rectangular approximation

\[
\mu_W = -\frac{3\lambda^2}{8\pi^2}, \quad E_W = -\frac{3\lambda^2 N}{8\pi^2}.
\] (43)

We can directly compare rectangular ansatz energy to the exact expressions. From comparison of Eqs. (39) and (43), we see that rectangular ansatz gives correct value of the term proportional to \(N\) but neglects \(N\)-independent constant corresponding to surface tension energy. This is in agreement with our initial assumption of large \(N\). In Fig. 5, we summarise the quality of the large \(N\) approach and the rectangular ansatz by showing the relative error in the energy computed using these approaches compared to the exact formula. For as little as \(N = 30\) atoms all approaches give practically the same energy.

The rectangular ansatz leads to simple analytic formulas characterizing parameters of a droplet. In the remaining part of the paper, we use it further to derive and understand better the elementary excitations in the system.

**IV. ELEMENTARY EXCITATIONS**

The main goal of this paper is to study excitations of 1D droplets. To access elementary excitations and energies, we start with a time-dependent equation (33) and then linearise it, as described below.

The linearisation procedure, on a formal level, is equivalent to the standard Bogoliubov-de Gennes (BdG) framework applied to nonlinear Schrödinger-like equations [64]. In general, we consider a stationary solution \(\phi_0(x)\) to the Eq. (33) and wish to characterise a response to some small perturbation of that field. We consider the following, standard ansatz for the perturbed time-dependent field

\[
\phi(x, t) = \left(\phi_0(x) + \delta\phi(x, t)\right)e^{-i\mu t},
\] (44)
where $\mu$ is the chemical potential of stationary solution $\phi_0(x)$ and the small dynamical perturbation is assumed in the form [64, 65]

$$
\delta \phi(x, t) = u(x)e^{-i\epsilon t} + v^*(x)e^{i\epsilon t},
$$

where the functions $u(x)$ and $v(x)$ characterise the shape of the perturbation and $\epsilon$ denotes the excitation energy. Derivation of BdG equations in our case amounts to substituting the perturbed state, as given in Eq. (44), to the equation of motion Eq. (33) maintaining the 0-th and 1-st order powers of $\delta \phi$ and $\delta \phi^*$. We get

$$
\epsilon u(x) = \left( -\frac{1}{2} \partial_x^2 - \mu + \frac{3}{2} \pi^2 N^2 \phi_0^4(x) - 2\lambda N \phi_0^2(x) \right) u(x) + \left( \pi^2 N^2 \phi_0^4(x) - \lambda N \phi_0^2(x) \right) v(x),
$$

(46a)

$$
-\epsilon v(x) = \left( -\frac{1}{2} \partial_x^2 - \mu + \frac{3}{2} \pi^2 N^2 \phi_0^4(x) - 2\lambda N \phi_0^2(x) \right) v(x) + \left( \pi^2 N^2 \phi_0^4(x) - \lambda N \phi_0^2(x) \right) u(x).
$$

(46b)

Following [66], we introduce new variables $r(x) := u(x) + v(x)$ and $s(x) := v(x) - u(x)$ transforming our equations to

$$
\begin{pmatrix}
0 & \hat{A} \\
\hat{B} & 0
\end{pmatrix}
\begin{pmatrix}
r \\
s
\end{pmatrix}
= \epsilon
\begin{pmatrix}
r \\
s
\end{pmatrix},
$$

(47)

with

$$
\hat{A} := -\frac{1}{2} \partial_x^2 - \mu + \frac{1}{2} \pi^2 N^2 \phi_0^4(x) - \lambda N \phi_0^2(x),
$$

(48a)

$$
\hat{B} := -\frac{1}{2} \partial_x^2 - \mu + \frac{5}{2} \pi^2 N^2 \phi_0^4(x) - 3\lambda N \phi_0^2(x).
$$

(48b)

We further simplify our problem by acting with the matrix above once again on the Eq. (47). We get

$$
\hat{A}\hat{B}r(x) = \epsilon^2 r(x),
$$

(49a)

$$
\hat{B}\hat{A}s(x) = \epsilon^2 s(x).
$$

(49b)

Note that it is sufficient to solve the eigenproblem for only one equation (49a) or (49b). The remaining eigenvectors (either $s(x)$ or $r(x)$) can be found from the relation (47) between $r(x)$ and $s(x)$. The normalisation of $u(x)$ and $v(x)$ is given by the standard condition

$$
\int dx (|u(x)|^2 - |v(x)|^2) = \frac{1}{N},
$$

(50)
that for modes with non-zero energy may be expressed with a condition for \( r(x) \) function as
\[
\epsilon^{-1} \int dx \, r(x) \hat{\mathcal{B}} r(x) = \frac{1}{N}.
\]

Note that using Eq. (44), we may write down the approximate time evolution of a density profile
\[
\rho(x, t) = |\phi(x, t)|^2 \approx |\phi_0(x)|^2 + 2\phi_0(x) \left( u(x) + v(x) \right) \cos(\epsilon t). \tag{51}
\]

Therefore, function \( r(x) = u(x) + v(x) \) is directly related to the shape of the perturbation of the density profile.

The BdG equations (49a) and (49b) are solved in the momentum space. We discretise the space and work on finite matrices. We find that the low-lying energies converge when one takes sufficiently large number of the numerical grid points.

We illustrate our result for the excitations in Fig. 6. In Fig. 6(a) we see several lowest-lying excitation energies for an exemplary quantum droplet, whose density profile is presented in the inset of that figure. We have two zero-energy modes related to the breaking of the translational and phase symmetries. Next, we have a couple of modes that we call ‘bound’ as their energy is below the absolute value of chemical potential and their profiles decay outside of the droplet. These modes are either symmetric or antisymmetric functions of the position [see Figs. 6(b,c)]. Importantly, apart from a small region near the edges of the droplet, the modes strongly resemble consecutive standing waves of the infinite box potential with the width given by \( W \), implying that the edges of droplets effectively impose open boundary conditions. Above the absolute value of chemical potential, we have scattering modes, with a non-zero probability of finding a particle outside the quantum droplet [cf. Fig. 6(d)]. The discrete character of the spectrum of these modes is inherited from the imposed periodic boundary conditions. In general, the scattering modes have a continuous spectrum. We checked that by accessing different momenta via varying the size of the periodic box.

The structure of elementary modes turns out to be generic. In the Fig. 7 we present how excitation spectrum of the bound modes changes when system parameters \( N \) and \( \lambda \) are varied. We observe that the number of excitation modes grows with \( N \) [see Fig. 7(a)], but is independent on \( \lambda \) [see Fig. 7(b)]. Interestingly, these observations can be deduced from an approximate simple analytical approach, based on the rectangular ansatz introduced earlier.
FIG. 6. Panel (a): excitation energies found from the solution of BdG equations for $N = 30$ and $\lambda = 100$. There are two zero-energy modes and eight bound modes with energies below chemical potential. The rest can be classified as scattering modes. In the inset we present density profile of the stationary solution. Additionally, we plot excitation energies found in the rectangular ansatz that match well with the energies of bound modes. Panels (b) and (c): shapes of exemplary bound modes (antisymmetric and symmetric, respectively). Panel (d): an example of a scattering mode. Note the non-zero probability of finding particle outside the droplet in mode (d).

Rectangular ansatz approach to the excitations

In Sec. III we have shown that width, energy and density of a droplet may be approximated by the results based on a simple rectangular ansatz (40). Here, we will use the rectangular ansatz for studying the elementary excitations. We assume that excitations exist only within the mean-field potential created by atoms forming a droplet. Mathematically the problem is close to the eigenvalue problem for a particle in the box with open boundary conditions. We utilise this approach further and solve BdG equations taking $\phi_0(x) = \phi_W(x)$. In this case, BdG equations may be written as

\begin{align}
\epsilon u(x) &= \left( -\frac{1}{2} \partial_x^2 + \pi^2 \frac{(N/W)^2}{2} - \Lambda N/W \right) u(x) + \left( \pi^2 \frac{(N/W)^2}{2} - \Lambda N/W \right) v(x), \\
-\epsilon v(x) &= \left( -\frac{1}{2} \partial_x^2 + \pi^2 \frac{(N/W)^2}{2} - \Lambda N/W \right) v(x) + \left( \pi^2 \frac{(N/W)^2}{2} - \Lambda N/W \right) u(x).
\end{align}
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FIG. 7. Panel (a): Excitation spectrum of bound modes for a droplet with $\lambda = 5$ as a function of particle number $N$. We see that as $N$ grows, the number of bound modes increases. Lines correspond to $m = 1$ for the lowest one up to $m = 11$ for the uppermost one. Panel (b): Excitation spectrum of bound modes for $N = 30$ particles as a function of $\lambda$. The energies are growing functions of $\lambda$. The number of the bound modes does not depend on $\lambda$. In both panels dashed lines mark the results obtained within the framework of rectangular ansatz, Eq. (54). Curves correspond to $m = 1$ for the lowest one up to $m = 8$.

We are looking for solutions in the form of standing waves $u(x) = u \cos(px)$ and $v(x) = v \cos(px)$ with $p = \frac{\pi}{W}, \frac{2\pi}{W}, \ldots$. This choice ensures that the boundary conditions are satisfied, i.e. the $u(x)$ and $v(x)$ modes vanish at the boundary of the droplet. These equations can
be readily solved, separately for every $p$ giving
\[ \epsilon(p) = \sqrt{\left((\pi N/W)^2 - \lambda N/W\right) p^2 + \left(\frac{p^2}{2}\right)^2}. \]  
(53)

Using the formula for the droplet width derived in the rectangular ansatz in the previous Section, $W = \frac{2\pi^2 N}{3\lambda}$ we obtain explicit excitation energy of $m$-th mode with momentum $p = \frac{m\pi}{W}$

\[ \epsilon_m = \frac{m}{N} \left(\frac{3}{2\pi}\right)^2 \sqrt{\frac{1}{3} + \frac{m^2}{4N^2}\lambda^2}. \]  
(54)

Hence, excitation energies for fixed $N$ grow quadratically with $\lambda$ [cf. Fig. 7(b)]. For large $N$ and fixed $\lambda$, energies decay as $\propto N^{-1}$ [cf. Fig. 7(a)] and are proportional to $m$, resembling phononic dispersion relation.

In principle, the spectrum given in Eq. (54) consists of infinitely many eigenenergies. We phenomenologically cut it on the level $\epsilon_{m_{\text{max}}} = -\mu_W = \frac{3\lambda^2}{8\pi^2}$. This gives condition for the maximal number of modes inside a droplet $m_{\text{max}}$:

\[ m_{\text{max}} = \sqrt{\frac{1}{3}(\sqrt{5} - 2)} N \approx 0.28 N. \]  
(55)

The number of bound modes grows linearly with the particle number $N$ and it is independent from $\lambda$ in accordance with Fig. 7(b).

Results from rectangular ansatz approach are compared to the full solution of the BdG equations (solving numerically Eq. (49a) and (49b)) in Figs. 7(a,b) and Fig. 6(a). We see a good agreement, especially for the lowest-lying excitations with the eigenenergies far from $-\mu$. The framework built on the rectangular ansatz allows for particularly simple analytical description of droplet excitations that capture the most important features. In particular, excitation modes may be approximately seen as a cosine standing waves of a box with a width given by $W$ and the associated energy of $m$-th mode is determined from (54).

At this point, it is worth to address two issues. First, analogous excitations were already studied in the droplets in a weakly interacting Bose-Bose mixtures [41], that results from the Gross-Pitaevskii equations extended by the LHY terms [67]. That results are qualitatively similar to our findings. In both setups, droplets have bound modes displaying phononic dispersion relation and scattering modes. Moreover, the number of bound modes is finite and scales proportionally to $N$ for large droplets. To understand these analogies, one can note that both equations are similar in the sense that they are local equations with competing
nonlinearities. In fact, the only difference lies in the different power-law dependence of the terms corresponding to the repulsion and attraction in the system.

V. NONLINEAR RESPONSE TO A PERTURBATION

In this section, we will demonstrate the quality of our predictions from the previous sections by numerically studying the dynamics beyond its linearised version. As initial state, we take a droplet perturbed with the elementary excitations:

\[ \phi(x; t = 0) \propto \phi_0(x) (1 + \delta (u_m(x) + v_m^*(x))) , \]

where the small parameter \( \delta \) is a perturbation strength and \( u_m \) and \( v_m \) are (particular) solutions of the BdG equations (46a) and (46b). We study numerically the evolution of a system initiated in the state (56) using the dynamical equation (33) corresponding to the limit \( \kappa \to \infty \). We are interested in the full dynamics of the phonon-like excitations (low \( m \)), and the fate of modes with the energy exceeding the threshold \( -\mu \).

The results are presented in Fig. 8. We consider there dynamics of a droplet obtained for the same parameters as in Fig. 6, namely \( N = 30 \) and \( \lambda = 100 \). In Fig. 8(a) we study the dynamics of a bound mode with \( m = 3 \) with the excitation energy given by (54) and the shape proportional to cosine standing wave \( u(x), v(x) \sim \cos \frac{3\pi x}{W} \).

As the excitation energy is below chemical potential, such a perturbation does not lead to the emission of particles from the droplet. After some time, the nonlinear character of evolution brings additional frequencies to the dynamics. Nevertheless, for short times the evolution is governed by a single frequency, given by the excitation energy. This can be seen from the good agreement between revival time of the excited wave and \( T_{exc} = 2\pi/\epsilon_3 \), cf. black line on Fig. 8(a). The situation is drastically different when we consider a mode with an excitation energy higher than the chemical potential. Droplet for our parameters supports eight bound modes, and perturbing it with a higher energy mode should lead to emission of particles. As we see in Fig. 8(b), where the dynamics of \( m = 14 \) cosine mode is presented, this is indeed the case. After short time, particles are emitted and the dynamics in the bulk cannot be described as a single wave that propagates inside and is reflected from the edges.

Finally in panels (c) and (d) of Fig. 8 we consider analogous dynamics but obtained with
FIG. 8. Panels (a,b): dynamics of the droplet with $N = 30$, $\lambda = 100$ perturbed with excitations with $m = 3$ (a) and $m = 14$ (b). In the (a) panel we mark with a black solid line the period $T_{\text{exc}}$ related to the excitation energy. It matches the instant of time at which the system revives to its initial state. In the (b) panel the excitation energy exceeds the chemical potential, and we see the emission of particles in the course of time evolution. Panels (c), (d): similar dynamics but for dipolar interactions with $\sigma = 0.05$ and the same $\lambda$ obtained using energy functional (30).

VI. SUMMARY AND OUTLOOK

We studied the general properties and excitation spectrum of a flat-top droplet arising from the interplay between attractive non-local inter-particle forces and strong short-range interactions in 1D.
We showed that such droplets emerge for various non-local interaction potentials. In the hydrodynamic limit of slow density variation with \( \kappa = \rho \sigma \gg 1 \), where \( \sigma \) is the characteristic potential range and \( \rho \) is the gas density, the system is well approximated by a local energy functional common to different interaction potentials, with a known analytical solution for the ground state \([62]\). We focused on this limit, and studied further the droplet properties and the excitations spectrum.

In this regime, the excitations spectrum of a droplet arising as a competition between competing forces, turned out to be qualitatively the same as in the Bose-Bose droplet studied in \([41]\). There are two zero-energy modes associated with broken symmetries in the system, and the finite number of bound modes with excitation energies below the absolute value of the chemical potential. The latter modes have roughly phononic dispersion relation and shapes closely resembling standing waves in a box potential with a width determined by the size of the droplet. Finally, the droplet possesses a continuum spectrum of scattering modes characterised by a non-zero probability of finding a particle outside the droplet. We also drew an analogy between the system with a droplet and a single particle in a potential well with an appropriately defined width and depth, referred to in this paper as the rectangular ansatz. We used this analogy to derive simple formulas for key quantities characterising the droplet: its total energy, bulk energy, surface energy, width, and excitation spectrum. We found that in the strongly interacting regime studied in this paper, the number of phonon-like excitations is approximately \( 0.28N \), where \( N \) is the number of atoms forming the droplet. We benchmarked our analytical approximations against the numerical simulation of a full (i.e. explicitly non-local) model.

We complemented this analysis with simulations of perturbed droplet dynamics, using time-dependent generalisations of the mean field accounting for the energy obtained within the Lieb-Liniger model \((33)\). We confirmed the stability of the droplets against perturbations that excite a bound mode and showed that perturbations with energy above the chemical potential induce particle emission from the droplet.

Mathematically, the droplet in the regime discussed in this paper shall emerge in a broad class of systems with non-local interaction potentials. However, it remains unclear and shall be investigated, which of the quasi 1D physical system exhibiting non-local interaction can enter in reality the specific regime discussed in the paper – with strong short-range interaction and \( \kappa \gg 1 \). The natural candidates are dipolar gases, maybe trapped in an
additional optical lattice to change its effective mass, and different implementations of the extended Bose-Hubbard model [33] as indicated in [68, 69].
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