Application of Expectation Maximization Algorithm in Estimating Parameter Values of Maximum Likelihood Model
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Abstract. Parameter estimation is an estimation of the population parameter values based on data or samples of a population. Parameter estimation can be solved by several methods, one of which is the Maximum Likelihood method. The focus of this research is to estimate the parameter value of normal distribution data with the Maximum Likelihood based on the iteration algorithm. The iteration algorithm that will be used is the Expectation Maximization Algorithm with help of the Matlab 2016a program. Based on the results obtained that the estimation value of the parameter $\mu$ and $\sigma^2$ for an accident data in Indonesia based on age group with using Expectation-Maximization algorithm is $\mu = 1725,176$ and $\sigma^2 = 1445795,2$ with 2 iterations.
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1. Introduction

Parameter estimation is an estimation of the population parameter values based on data or samples of a population. There are several methods for estimating the parameters of a generalized linear model, including Maximum Likelihood Estimation (MLE) using a distribution approach by maximizing the likelihood function [1].

Maximum Likelihood Estimator (MLE) is a method for estimating parameters from a data set that follows a certain distribution [2], [3]. Generally, the maximum of a function cannot be
solved analytically if there is an implicit and nonlinear form, so it can be solved using the Expectation-Maximization Algorithm [4].

The Expectation-Maximization (EM) algorithm is a commonly used algorithm to calculate maximum likelihood estimates used for situations that include missing observations. According to [5], [6] EM algorithm is one of the algorithms that used for data classification or grouping. The EM algorithm can be interpreted as an algorithm that functions to find the estimated value of the Maximum Likelihood of the parameters in a probabilistic model [7]–[9].

Research on estimating parameter values using the Maximum Likelihood method has indeed received great attention from researchers [10]. The focus of this research is to estimate the parameter values of Maximum Likelihood model based on the EM algorithm with the aim to know the estimated value of the algorithm.

2. Research Methods

The steps of this research that related to the purpose is to follow:
1. Collecting data from the Indonesian National Police Korlantas regarding the number of accidents in Indonesia.
2. Checking using the SPSS program to find out the type of data distribution.
3. Find the likelihood function
4. Find the log-likelihood function
5. Estimating parameters using the EM algorithm using the help of the Matlab 2016a program

3. Results and Discussion

3.1. Table Accident Data in Indonesia by Age Group

In this paper, parameter estimation will be carried out on accident data obtained from the Indonesian Police Korlantas. In estimating parameters using the Maximum Likelihood method, it is necessary to know the type of distribution of the accident data. This paper checks the type of population distribution of the accident data using the SPSS program. So that it is obtained that the data is normally distributed, this is indicated by obtaining of significance value is 0.124 (0.124 > 0.05) it can be said that the data is normally distributed.
3.2. Graphic Parameter Estimation in Accident Data Using Maximum Likelihood Method

Parameter estimation using the maximum likelihood required the value of the population distribution of the accident data. By using SPSS it is known that the data is normally distributed. The following is a joint probability density function (pdf) of a normal distribution with parameters $\mu$ and $\sigma^2$ is

$$f(y_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \quad (1)$$

So that the likelihood and log-likelihood functions from the normal distribution can be obtained as follows:

The likelihood function of the normal distribution is

$$L(\theta|y_1, y_2, \ldots, y_N) = \prod_{i=1}^{N} L(\theta|y_i) = \prod_{i=1}^{N} f(y_i) = \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y_i-\mu)^2}{2\sigma^2}}$$

$$= (2\pi\sigma^2)^{-\frac{N}{2}} \exp\left(-\sum_{i=1}^{N} \frac{(y_i - \mu)^2}{2\sigma^2}\right) \quad (2)$$

The log-likelihood function of the normal distribution is

$$l(\theta|y_1, y_2, \ldots, y_N) = \log L(\theta|y_1, y_2, \ldots, y_N) = \log \left[ \prod_{i=1}^{N} L(\theta|y_i) \right]$$

$$= \ln \left( (2\pi\sigma^2)^{-\frac{N}{2}} \exp\left(-\sum_{i=1}^{N} \frac{(y_i - \mu)^2}{2\sigma^2}\right) \right)$$

$$= -\frac{N}{2} \log(2\pi\sigma^2) - \sum_{i=1}^{N} \frac{(y_i - \mu)^2}{2\sigma^2} \quad (3)$$
In this research, parameter estimation will be carried out $\mu$ and $\sigma^2$ based on the EM Algorithm.

### 3.3. Expectation-Maximization Algorithm (EM Algorithm)

Parameter estimation with EM algorithm has two stages, namely the expectation stage (E-step) then the maximization stage (M-step). Parameter estimation using the EM algorithm uses the maximum likelihood. Therefore, the likelihood function and the log-likelihood distribution of a population are needed. Which in this case obtained the likelihood function and the log-likelihood of the observed distribution. The difference is that the EM algorithm is an estimation process for missing data.

- **Expectation Stage (E-Step)**

  At this stage, the $Q$ function is needed as follows:

  $$ Q(\mu, \sigma^2 | \mu^{(t)}, \sigma^2^{(t)}) = E_{x|y, \mu^{(t)}, \sigma^2^{(t)}}[\log f(X|\theta)] $$

  $$ = E_{x|y, \mu^{(t)}, \sigma^2^{(t)}} \left[ -\frac{N}{2} \log(2\pi\sigma^2) - \sum_{i=1}^{M} \frac{(y_i - \mu)^2}{2\sigma^2} - \sum_{i=M+1}^{N} \frac{(y_i - \mu)^2}{2\sigma^2} \right] $$

  $$ = -\frac{N}{2} \log(2\pi\sigma^2) - \sum_{i=1}^{M} \frac{(y_i - \mu)^2}{2\sigma^2} - \sum_{i=M+1}^{N} \frac{E_{x|y, \mu^{(t)}, \sigma^2^{(t)}}(y_i - \mu)^2}{2\sigma^2} $$

  In this case

  $$ E_{x|y, \mu^{(t)}, \sigma^2^{(t)}}(y_i - \mu)^2 = E_{x|y, \mu^{(t)}, \sigma^2^{(t)}}(y_i^2 - 2y_i\mu + \mu^2) $$

  $$ = (\mu^{(t)})^2 + \sigma^2 - 2\mu^{(t)}\mu + \mu^2 $$

  So

  $$ Q(\mu, \sigma^2 | \mu^{(t)}, \sigma^2^{(t)}) = -\frac{N}{2} \log(2\pi\sigma^2) - \sum_{i=1}^{M} \frac{(y_i - \mu)^2}{2\sigma^2} - \sum_{i=M+1}^{N} \frac{E_{x|y, \mu^{(t)}, \sigma^2^{(t)}}(y_i - \mu)^2}{2\sigma^2} $$

Maximization Stage (M-Step)

At this stage the $Q$ function is maximized which in this case is done by performing the first derivative of each parameter as follows:

$$ \frac{\partial}{\partial \mu} Q(\mu^{(t)}) = 0 \quad \text{and} \quad \frac{\partial}{\partial \sigma^2} Q(\sigma^2^{(t)}) = 0 $$

So

$$ \mu^{(t+1)} = \frac{\sum_{i=1}^{m} y_i + (n-m)\mu^{(t)}}{n} $$

$$ \sigma^2^{(t+1)} = \frac{N}{2\sigma^2} + \frac{\sum_{i=1}^{N} (y_i - \mu)^2}{2\sigma^4} $$
The EM algorithm will be carried out using the help of the Matlab Program. The following are the results of the estimated parameter values from an accident data which are normally distributed based on the EM Algorithm assisted by Matlab:

| Iteration | \(\mu\)       | \(\sigma^2\)       |
|-----------|----------------|---------------------|
| 1         | 1725.1764706   | 3669402.4705882     |
| 2         | 1725.1764706   | 1445795.2041522     |

Based on the results, the parameter estimation value obtained \(\mu\) and \(\sigma^2\) for accident data that occurred in Indonesia based on age group using the EM algorithm is \(\mu = 1725.176\) and \(\sigma^2 = 1445795.2\) with the number of iterations is 2.

4. Conclusions

From the results and discussion, it can be said that the parameter estimation results \(\mu\) and \(\sigma^2\) of an accident data that occurred in Indonesia based on age groups using the EM algorithm is \(\mu = 1725.176\) and \(\sigma^2 = 1445795.2\) with 2 iterations.
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