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Abstract
The dynamic responses of the high-speed railway bridge under the train passage can greatly affect the safety of the entire high-speed train and bridge system. Traditionally, these responses are obtained using either field measurement or numerical analysis. Both tools have their own limitations. For instance, the coupling dynamic train-bridge analysis is generally complicated and time-consuming. This paper proposes a novel machine learning based approach for efficient safety evaluation of the high speed train and short span bridge system. Artificial neural networks are established to map the complicated train-bridge system and to attain the critical bridge displacements. The proposed approach incorporates a complete numerical train-bridge system model to produce reliable data for the neural network training, considering multiple significant random features in the train-bridge system. Various neural network architectures are investigated and compared to find optimal ones that have considerable potentials in realizing online response prediction and safety evaluation. Although the proposed approach focuses on the high-speed train and short span bridge, the methodology is general and can also be applied to other scenarios associated with the vehicle-bridge systems.
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1 Introduction

High-speed rails have become one of the most attractive means of transportation due to their many advantages including rapidity, safety, punctuality, and comfort, among others. The high-speed railway lines built across the world play a vital role in promoting the economic and social development. Bridges serve as the key infrastructures in the high-speed railway system. In particular, the short-span and simply-supported bridge is widely used to carry high-speed rails, thanks to its large stiffness, standardized construction, little maintenance and so on. The safety condition of the bridges tremendously affects the reliability of the entire high-speed railway system.

Dynamic responses of the bridge produced by the passing high-speed trains are regarded as important indices for evaluating the bridge operating condition (Galvín et al. 2018; Liu et al. 2009). Bridge displacement, as an indication of structural health condition, provides one of the most valuable information for the assessment of global bridge behavior such as degree of damage, structural stiffness, and bearing capacity (Moreu et al. 2015). Furthermore, deformation of the high-speed railway bridge has great impact on track geometries and therefore running safety of the train (Gou et al. 2019). Nevertheless, the in-situ measurement campaign of bridge displacement, either using contact-type techniques (Ozdagli et al. 2018; Xia et al. 2003) or noncontact-type ones (Ribeiro et al. 2014; Feng and Feng 2018), can be adversely affected by the bridge site, environmental condition such as illumination, implementation cost, and data post-processing, among others.

A dynamic train-bridge system model can be considered to obtain the abovementioned response. The system model generally consist of a multiple degrees-of-freedom (DOFs) vehicle model, a finite element (FE) based bridge model, and a wheel-rail interaction model (Yang et al. 2004; Antolín et al. 2013; Salcher et al. 2016). Additionally, the train-bridge system is subjected to significant randomness arising from the bridge structure and train vehicle, as well as track irregularities (Li et al. 2016). Simplified analysis models without considering track irregularities, such as moving load model and vertical spring-mass model enabling the Monte-Carlo simulation were employed to facilitate the evaluation of the bridge dynamic response in fast and probabilistic manners (Rocha et al. 2012; Rocha et al. 2014). Probabilistic train-bridge coupling dynamic analysis only considering the random excitations associated with track irregularities was realized in several studies. For example, the pseudo-excitation method was used to compute the random dynamic responses of the train-bridge system in Jin et al. (2015). Yu et al. (2016) adopted the probability density evolution method to achieve random vibration analysis. Despite the fact that the sophisticated system models is able to yield accurate responses associated with the train vehicle and bridge structure (Li et al. 2015), the process of developing and solving these models is usually complicated and prohibitive to practical engineers and sometimes even researchers. This prevents the train-bridge dynamic analysis from being widely used by professionals and fully included in associated codes to a certain extent (Xia et al. 2018).

Machine learning (ML) based methods have recently demonstrated increasing potentials and therefore gained more and more attractions in structural dynamic analysis and bridge assessment associated with vehicle loads. Lu et al. (2017) adopted support vector regression to fit a response function and avoid time-consuming FE analysis in fatigue reliability evaluation of steel bridges under moving truck loads. Deng et al. (2020) utilized the support vector machines (SVM) to construct the relationship between measured traffic data and fatigue damage accumulation in steel hangers of suspension bridge that is calculated trough FE analysis. The SVM method has also been employed to effectively simulate the fatigue damage in coastal slender bridges considering the combination of wind, wave, and vehicle loads (Zhu and Zhang 2018; Lu et al. 2020). In addition, several studies have been conducted incorporating artificial neural networks (ANNs), as one of the most commonly used algorithms in ML. The neural network was trained for damage detection of simply-supported bridge with the train-induced response obtained from FE models being the input (Shu et al. 2013; Neves et al. 2017). Yan et al. (2019) adopted the back-propagation ANN (BP-ANN) to correlate the vehicular overloading and fatigue damage index with computed data. Han et al. (2019) realized the prediction of bridge acceleration using the nonlinear autoregressive exogenous ANNs with a simplified quarter-vehicle model and FE bridge model. Moon et al. (2019) presented a predictive method for vertical displacement of highway bridges based on ANNs, in which the bridge strain data produced by numerical analysis considering the measured vehicle distribution serves as the input of the network. Overall, the study focusing on the ML based approach to the prediction of bridge dynamic response and further evaluation of bridge condition due to vehicle loads is still very limited.

The objective of this paper is to present a novel ML based approach for efficient evaluation of dynamic response and further safety condition of short span bridges widely used in the high-speed railways. To the best of the authors’ knowledge, the study reported should be the first one that applies the ANN method to a complete and real train-bridge system for the purposes of structural dynamic analysis and safety assessment. The reminder of the paper is structured as follows. In section 2, a complete high-speed train and bridge system model reflecting the real mechanical behaviors is established and elaborated. Section 3 presents the ML based methodology in a detailed manner. Comparison and
selection of various neural network architectures are conducted based on which efficient prediction and evaluation of the bridge dynamic responses are achieved in section 4. Finally, conclusions drawn from the investigation are presented in section 5.

2 Numerical train-bridge system model

A coupled numerical model of the high-speed train and bridge system is established in this section. This system model consists of the train model, bridge model, and wheel-rail interaction model. The train-bridge system equation of motion is formulated and solved utilizing both ANSYS (ANSYS Inc, 2014) and MATLAB (MATLAB 2015) software.

2.1 Train model

A high-speed train can typically be composed of several four-axle vehicles. Each train vehicle consists of three kinds of main components. They are one car-body, two bogies, and four wheel-sets, which can be treated as rigid-bodies. Furthermore, DOFs associated with the rigid-body movements of the car-body are sway $Y_c$, rolling $θ_c$, yawing $Ψ_c$, floating $Z_c$, and pitching $φ_c$. Similarly, DOFs of each bogie are sway $Y_b$, rolling $θ_b$, yawing $Ψ_b$, floating $Z_b$, and pitching $φ_b$, and those of each wheel-set are sway $Y_w$, rolling $θ_w$, yawing $Ψ_w$, and floating $Z_w$. Therefore, a total of 31 DOFs are considered in this study in order to simulate the motion of a real high-speed train vehicle. In addition, the bogies are connected with the car-body and wheel-sets through the secondary and primary suspension systems, respectively. Both two suspension systems are modeled as springs and dashpots (see Fig. 1). Parameters of a typical high-speed train used in China are adopted in the present analysis and reported in Table 1.

| Parameter | Value | Unit |
|-----------|-------|------|
| Mass of the car-body ($M_c$) | 4×10^4 | kg |
| Moment of inertia of car-body around x-axis ($J_{cx}$) | 1.84×10^6 | kg m^2 |
| Moment of inertia of car-body around y-axis ($J_{cy}$) | 5.06×10^5 | kg m^2 |
| Moment of inertia of car-body around z-axis ($J_{cz}$) | 1.92×10^6 | kg m^2 |
| Mass of the bogie ($M_b$) | 3.2×10^3 | kg |
| Moment of inertia of bogie around x-axis ($J_{bx}$) | 3.2×10^3 | kg m^2 |
| Moment of inertia of bogie around y-axis ($J_{by}$) | 6.8×10^3 | kg m^2 |
| Moment of inertia of bogie around z-axis ($J_{bz}$) | 7.3×10^3 | kg m^2 |
| Mass of the wheel-set ($M_w$) | 2.4×10^3 | kg |
| Moment of inertia of wheel-set around x-axis ($J_{wx}$) | 1.21×10^3 | kg m^2 |
| Moment of inertia of wheel-set around z-axis ($J_{wz}$) | 1.21×10^3 | kg m^2 |
| Primary vertical spring stiffness ($k_{v}$) | 1.04×10^6 | N/m |
| Primary lateral spring stiffness ($k_{l}$) | 3×10^6 | N/m |
| Secondary vertical spring stiffness ($k_{sv}$) | 2.4×10^5 | N/m |
| Secondary lateral spring stiffness ($k_{sz}$) | 4×10^5 | N/m |
| Primary vertical damping ($c_{v}$) | 5×10^4 | N s/m |
| Primary lateral damping ($c_{l}$) | 0 | N s/m |
| Secondary vertical damping ($c_{sv}$) | 6×10^4 | N s/m |
| Secondary lateral damping ($c_{sz}$) | 3×10^4 | N s/m |
| Half distance between two wheel-sets ($d_{1}$) | 1.25 | m |
| Half distance between two bogies ($d_{2}$) | 8.68 | m |
| Half distance between two car-body couplers ($d_{3}$) | 12.5 | m |
| Half span of the primary suspension system ($d_{4}$) | 0.748 | m |
| Half span of the secondary suspension system ($d_{5}$) | 0.978 | m |
| Wheel radius ($r_w$) | 0.43 | m |
| Distance between the bogie and wheel-sets ($d_{6}$) | 0.28 | m |
| Distance between the secondary suspension system and bogie ($d_{7}$) | 0.14 | m |
| Distance between the car-body and the secondary suspension system ($d_{8}$) | 1.7 | m |
The train vehicle model shown in Fig. 1 represents a multiple DOFs and rigid-bodies dynamic system. If the following assumption is introduced: (a) train vehicles are independent of each other and (b) the elastic deformations of vehicles can be neglected, the motion of equation of train subsystem can be established by using the Lagrange’s equation as

$$\ddot{\mathbf{M}} \mathbf{X} + \mathbf{C} \dot{\mathbf{X}} + \mathbf{K} \mathbf{X} = \mathbf{F}_v$$  \hspace{1cm} (1)

where $\mathbf{M}_v$ is the vehicle mass matrix, in which the elements are the mass and inertia of moment associated with the abovementioned car-body, bogie, and wheel-set; $\mathbf{C}_v$ and $\mathbf{K}_v$ is the vehicle damping and stiffness matrices, in which the elements are associated with the characteristics of the primary and secondary suspension systems; $\mathbf{X}$, $\dot{\mathbf{X}}$, and $\ddot{\mathbf{X}}$ are, respectively, the displacement, velocity, and acceleration vectors which are built considering the DOFs of the car-body, bogie, and wheel-set described previously; and $\mathbf{F}_v$ is the vector of forces acting on the vehicle that will be deduced later on.

### 2.2 Bridge model

As shown in Fig. 1, a typical short-span simply-supported bridge adopted in high-speed railways is of box-shaped cross-section. The specific cross-section displayed in the figure represents the design proposal from one of high-speed rails in China. This box girder is 13.1 m wide and 2.4 m high, carrying double high-speed tracks. A numerical bridge model is developed with beam elements using the FE software ANSYS, in order to formulate the motion of equation of the bridge subsystem which can be written as

$$\ddot{\mathbf{M}}_b \mathbf{X}_b + \mathbf{C}_b \dot{\mathbf{X}}_b + \mathbf{K}_b \mathbf{X}_b = \mathbf{F}_b$$  \hspace{1cm} (2)

where $\mathbf{M}_b$, $\mathbf{C}_b$, and $\mathbf{K}_b$ are the mass, damping, and stiffness matrices of the bridge, which can be established based on the bridge FE model; $\mathbf{X}_b$, $\dot{\mathbf{X}}_b$, and $\ddot{\mathbf{X}}_b$ are the displacement, velocity, and acceleration associated with the DOFs of the bridge structure; and $\mathbf{F}_b$ is the dynamic train loads applied on the bridge, which will be determined through the wheel-rail interaction model. In this study, a 23.1 m-span simply-supported bridge commonly used in Chinese high-speed railway lines is investigated. Table 2 shows the main parameters of the bridge. Vertical, lateral, and torsional DOFs of the bridge are taken into account, which are sufficient to characterize the bridge movements. Accordingly, dynamic forces in the vertical, lateral, and torsional directions will act on the bridge by train vehicles.
Table 2 Main parameters of the 23.1 m high-speed railway bridge.

| Parameter                        | Value    | Unit  |
|----------------------------------|----------|-------|
| Bridge span                      | 23.1     | m     |
| Girder height                    | 2.4      | m     |
| Bridge deck width                | 13.1     | m     |
| Girder cross-sectional area      | 8.494    | m²    |
| Moment of inertia about the horizontal axis | 6.78  | m⁴    |
| Moment of inertia about the vertical axis | 80.296 | m⁴    |
| Concrete elasticity modulus      | 3.45×10⁴ | MPa  |
| Concrete density                 | 2500     | kg/m³ |
| Secondary dead load              | 16       | t/m   |
| First bridge natural frequency   | 7.75     | Hz    |

2.3 Wheel-rail interaction model

The dynamic interactions between the high-speed train and bridge structure are related to the wheel-rail relationship. In general, these interactions can be classified into vertical and horizontal ones. In the vertical direction, it is assumed that the wheel-sets always contact with the rails. Hence, the vertical motion of each wheel-set equals that of the steel rail at its position. Specifically, the wheel-set motion is the superposition of the motion of box girder and vertical track irregularities. As shown in Fig. 2a, \(F_1\) and \(F_2\) represent the vertical forces produced in the primary suspension system, consisting of the linear spring and damping force components which can be obtained by multiplying the stiffness and damping parameters with the relative motion between the wheel-set and bogie. Accordingly, the expression of \(F_1\) and \(F_2\) can be written as

\[
F_i = k_{PV} \left[ Z_g + \frac{d_1}{2} \eta \varphi_g - Z_h - Z_t + \frac{d_4}{2} (\theta_h + \theta_t - \theta_g) \right] + c_{PV} \left[ \dot{Z}_g + \frac{d_1}{2} \eta \varphi_g - \dot{Z}_h - \dot{Z}_t + \frac{d_4}{2} (\theta_h + \theta_t - \theta_g) \right]
\]

\[
F_2 = k_{PV} \left[ Z_g + \frac{d_1}{2} \eta \varphi_g - Z_h - Z_t + \frac{d_4}{2} (\theta_h - \theta_t - \theta_g) \right] + c_{PV} \left[ \dot{Z}_g + \frac{d_1}{2} \eta \varphi_g - \dot{Z}_h - \dot{Z}_t + \frac{d_4}{2} (\theta_h - \theta_t - \theta_g) \right]
\]

where \(k_{PV}\) and \(c_{PV}\) are the vertical spring stiffness and damping of the primary suspension system; \(Z_g\) and \(\theta_g\) are the vertical and torsional motion of the girder associated with the track center; \(Z_h\) and \(\theta_h\) are the vertical and torsional track irregularities at the wheel-set location; \(d_1\) and \(d_4\) are the half distance between two wheel-sets and half span of the primary suspension system (see Fig. 1), respectively; and \(\eta=1\) or -1 for the front or rear wheel-set corresponding to one bogie. In addition, force and moment balance equation is written with respected to each wheel-set (see Fig. 2a) to obtain the vertical force \(F_3\) and \(F_4\) at the wheel-rail contact location as

\[
F_i = \frac{1}{2} P \left[ \frac{1 + \frac{d_1}{2g_0}}{2g_0} \right] F_i + \frac{1}{2} \frac{d_1}{2g_0} M_w \left( \dot{Z}_h + \dot{Z}_t \right) - \frac{I_{wx}}{g_0} \left( \dot{\theta}_h + \dot{\theta}_t \right)
\]

\[
F_2 = \frac{1}{2} P \left[ \frac{1 - \frac{d_1}{2g_0}}{2g_0} \right] F_i + \frac{1}{2} \frac{d_1}{2g_0} M_w \left( \dot{Z}_h + \dot{Z}_t \right) + \frac{I_{wx}}{g_0} \left( \dot{\theta}_h + \dot{\theta}_t \right)
\]

where \(P\) is the static axle load; \(g_0\) is the track gauge; and \(M_w\) and \(I_{wx}\) are the mass and moment of inertia with respect to the \(x\) axis of each wheel-set, respectively.

![Figure 2](image-url) Wheel-rail interactions: (a) in the vertical direction; and (b) in the horizontal direction.
In the horizontal direction, a linear wheel-rail interaction model based on the simplified Kalker creep theory reported in Zhang et al. (2010) is adopted herein. Main simplifications made in this linear model include: (a) normal wheel-rail contact forces generally fluctuating around the static axle load are considered as constant and equal to the static axle load; and (b) the coupling effects of the swaying DOF \( Y_w \) and yawing DOF \( \Psi_w \) of the wheel-set are ignored.

Adopting the Kalker creep theory and abovementioned assumptions, the horizontal wheel-rail forces, i.e., \( F_5 \sim F_{10} \) in Fig. 2b can be expressed as (Zhai et al. 1996; Zhang et al. 2010)

\[
\begin{align*}
F_{3 \text{ or } 6} &= -f_{11} \frac{Y_0}{V} = -f_{11} \frac{Y_b}{V} = \frac{1}{2}V \\
F_{7 \text{ or } 8} &= -f_{22} \frac{Y_0}{V} = -f_{22} \frac{Y_b}{V} = \frac{1}{2}V \\
F_{9 \text{ or } 10} &= -f_{33} \frac{\Psi_w}{V} = -f_{33} \frac{\Psi_w}{V} = \frac{1}{2}V
\end{align*}
\]

where \( f_{11}, f_{22}, \) and \( f_{33} \) are horizontal, longitudinal, and rotational creep coefficients which are the functions of the normal wheel-rail contact force, the wheel radius, and the radius of curvature at the wheel-rail contact point; \( \zeta_1, \zeta_2, \) and \( \zeta_3 \) are, respectively, the horizontal, longitudinal, and rotational creep ratios; \( Y_0 \) and \( Y_b \) are the lateral displacement of the box girder and track irregularities; the subscripts \( L \) and \( R \) denote the left and right steel rails; and \( V \) is the train speed.

Once the vertical and horizontal wheel-rail interactions are determined, forces on the train subsystem \( F_v \) and bridge subsystem \( F_b \) associated with the \( i \)th wheel-set can be obtained as

\[
\begin{pmatrix}
F_{v_1} \\
F_{v_2} \\
F_{v_3}
\end{pmatrix} = \begin{pmatrix}
d_1 \frac{(F_5 - F_7)}{2} \\
\eta d_1 \frac{(F_5 + F_7)}{2} \\
g_0 \frac{(F_3 - F_6)}{2 + F_3 + F_6}
\end{pmatrix}
\]

(6)

\[
\begin{pmatrix}
F_{b_1} \\
F_{b_2} \\
F_{b_3}
\end{pmatrix} = \begin{pmatrix}
-(F_5 + F_6) \\
F_5 + F_6 \\
g_0 (F_4 - F_2) / 2
\end{pmatrix}
\]

(7)

It should be noted that since the wheel-set floating and rolling DOFs are determined by the motion of the girder and track irregularities and therefore non-independent, the corresponding forces are applied on the DOFs of the bogie as shown in Equation (6). Based on Equations (6) and (7), \( F_v \) and \( F_b \) on the right-hand sides of Equations (1) and (2) can be constructed. Subsequently, the equation of motion of the train-bridge system can be obtained by grouping Equations (1) and (2) as

\[
\begin{pmatrix}
M_x \ddot{X}_v + C_x \dot{X}_v + K_x X_v = F_v \\
M_x \ddot{X}_b + C_x \dot{X}_b + K_x X_b = F_b
\end{pmatrix}
\]

(8)

2.4 Solution scheme of the system equation

A numerical solution scheme is formulated in this study to solve Equation (8), which consists of the following iterative steps:

1. Solve the vehicle equation of motion through an in-house program developed in MATLAB using the Newmark-\( \beta \) method (Newmark 1959). In this step it is assumed that no motion is present on the bridge including steel rails. Hence, track irregularities serve as the cause of vehicle vibrations.
2. Solve the bridge equation of motion to obtain the bridge dynamic responses by performing the transient analysis with the bridge FE model established and the computing procedure developed in ANSYS. In this step the dynamic forces applied on the bridge (i.e., Equation (7)) are calculated based on the results from the previous iterative loop or the first step.
(3) Solve the vehicle equation of motion with the obtained data of bridge motion in the second step and numerical samples of track irregularities, in order to acquire the updated forces acting on the bridge subsystem.

(4) Compare time histories of the bridge forces obtained from the third step and the previous iterative loop (or the first step) and calculate the differences between the two data sets.

Once the absolute differences associated with the lateral, vertical, and torsional forces produced by each wheel-set at any point in time fall within the allowable range (e.g., less than 1% of the force itself), the abovementioned iterative procedure stops and the bridge displacements can be obtained and displayed in ANSYS post-processing module.

Fig. 3 shows the raw displacement time-histories of the bridge mid-span computed in four consecutive runs of the ANSYS transient analysis module without data filtering. In this illustrative case, the running speed of the high-speed train with eight vehicles is 300 km/h. The German low-interference track spectrum for high-speed rails is employed to generate the numerical samples of the lateral, vertical, and torsional track irregularities (Zhai and Xia 2011). Additionally, the damping ratio of the bridge is considered as 2%. Combining this value with the fundamental vertical and lateral vibration frequencies (7.75 Hz and 24.78 Hz respectively) of the bridge, the damping matrix $C_b$ in Equation (2) can be calculated based on the Rayleigh damping expression (Clough and Penzien 2003). It can be seen in Fig. 3 that after three runs in ANSYS, the vertical displacement responses of the bridge mid-span become stable. The displacement time-histories of run 2 and 3 are quite close to each other, and results from run 4 are nearly the same with those of run 3. Consequently, the displacement obtained at the third run can be considered final and used to perform the safety evaluation of the high-speed train and bridge system.

**Figure 3** Vertical displacement time-histories of the bridge mid-span due to high-speed train loads.

### 3 Methodology based on ML

#### 3.1 ANN

ANNs are virtually a kind of mathematical algorithms created with the inspirations from biology (Fausett 1994). In the biology neural system, information received is processed in the neural system composed of neurons. Similarly, a single neuron can be mathematically developed as shown in Fig. 4. For an input vector $\mathbf{x}$ consisting of $x_1$ to $x_n$, the temporary value $z$ can be yielded after a weighted summation operation as

$$ z = \sum_{i=1}^{n} w_i x_i + b = \mathbf{w} \mathbf{x} + b $$

where $w_i$ is the weight associated with the $i$th input and it forms a weight vector $\mathbf{w}$; and $b$ is the bias assigned to the neuron. Subsequently, a nonlinear activation function is applied on the sum $z$ to improve the fitting ability of the neuron. For instance, the activation operation can be achieved using the tanh-function to obtain the output $y$ as

$$ y = f(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}} $$

(10)
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The neural networks composed of multiple layers of neurons can handle complex mapping problems in dynamic structural systems. Usually one input layer, several hidden layers, and one output layer can be found in the neural network. In this study, the input layer denotes variables associated with the high-speed train and bridge structure. The hidden layer is made up of several neurons with respective weights and bias. Additionally, the output layer represents the maximum displacement of the bridge mid-span produced by the passing high-speed train. Fig. 5 shows the model of a neural network with multiple hidden layers. In the neural network, each node of the hidden layer (i.e., neuron) or output layer is entirely connected with all the nodes in the former layer. The temporary value $z_j^{(l+1)}$ of the $j$th neuron in the $(l+1)$th hidden layer is calculated using the weighted sum of all the outputs associated with the neurons in the $l$th hidden layer as

$$z_j^{(l+1)} = \sum_{i=1}^{n} w_{ji}^{(l)} x_i^{(l)} + b_j^{(l+1)} = w_j^{(l)} x^{(l)} + b_j^{(l+1)}$$

(11)

where $x^{(l)}$ is the output vector of the $l$th hidden layer; $b_j^{(l+1)}$ is the bias assigned to the $j$th neuron in the $(l+1)$th hidden layer; and $w_j^{(l)}$ is the weight matrix that can be expressed as

$$w_j^{(l)} = \begin{bmatrix} w_{11}^{(l)} & w_{12}^{(l)} & \cdots & w_{1m}^{(l)} \\ w_{21}^{(l)} & w_{22}^{(l)} & \cdots & w_{2m}^{(l)} \\ \vdots & \vdots & \ddots & \vdots \\ w_{m1}^{(l)} & w_{m2}^{(l)} & \cdots & w_{mm}^{(l)} \end{bmatrix}$$

(12)

where $m$ is the number of neurons in the $l$th hidden layer. It can be seen from Equation (11) and Fig. 5 that the value of $z_j^{(l+1)}$ depends on $w_{ji}^{(l)}$ and $x_i^{(l)}$ of the previous layer. Hence, a forward propagation from left to right as shown in Fig. 5 is present in ANNs. The output $y$ resulting from the ANNs is compared with the expected output values. Adjusting values of the weight and bias through optimization algorithms to reduce the errors between the predicted and expected output values constitutes the back propagation training process of ANNs.
In the present analysis MATLAB is employed to build and train the neural networks. During the training process, the following elements are emphasized.

1. Values of the input variables which are selected from either high-speed train or bridge (including track) parameters demonstrate large differences in terms of order of magnitude. Therefore, the inputs are normalized to be within [-1, 1] before they go into the first hidden layer. Accordingly, a denormalization operation should be conducted with respect to the raw output data to obtain the real bridge displacement resulting from ANNs.

2. The Levenberg-Marquardt algorithm (Marquardt 1963) and Bayesian regulation algorithm (David 1992) are adopted to train the neural network. The algorithms can address multidimensional nonlinear regression without constraints based on least squares. ANN model parameters (e.g., weight and bias) are rapidly found minimizing the error function one type of which can be expressed as

\[
\text{ERROR} = \frac{1}{2} \sum_{h=1}^{g} (y_{h}^{\text{target}} - y_{h}^{\text{output}})^2
\]

where \(y_{h}^{\text{target}}\) and \(y_{h}^{\text{output}}\) are the \(h\)th expected and predicted output value respectively; and \(g\) is the output dimension which equals one in this study. Additionally, the performance of the ANN established is evaluated by calculating the mean squared error (MSE) defined as the expectation of squared differences between the predicted and true values. The training process is regarded as completed once the MSE reaches a stable and sufficiently small value.

3. The number of layers and neurons in the hidden layers has a significant impact on the performance of the ANN. Generally, increasing the number of hidden layers makes the neural network more accurate but also more complicated which leads to the increase in training time. A neural network composed of one input layer, one hidden layer, and one output layer becomes the preferred choice in designing the network architecture. In addition, influential factors associated with the determination of neuron numbers in the hidden layers include the complexity of the problem to be solved, type of the activation function, characteristics of the training data, neuron number of the input and output layers, and so on. There is no universal determination method at present (Benardos and Vosniakos 2007). One practical principle suggests that the neurons should be as few as possible if the accuracy requirements are satisfied. In this study, 10 neurons are arranged in the hidden layer.

4. The activation function classified into the linear and nonlinear also has impact on the performance of the neural network. Considering the nonlinearity of the mapping problem investigated in the present analysis, the nonlinear tanh-function shown in Equation (10) is utilized for the hidden layer and the linear purelin-function for the output layer as

\[
y = f(z) = z
\]

3.2 Input and output variables

As discussed previously, since track irregularities as well as properties related to the vehicle and bridge structure cause random vibrations, it is widely recognized that a coupling train-bridge dynamic analysis as demonstrated in section 2.4 yields only one sample of the output. In order to produce sufficient training samples for the ANN built previously, Monte-Carlo simulation based on the numerical model of the train-bridge system is implemented herein.

Track irregularities which show a stationary ergodic random process have been considered as the most important excitation within the train-bridge system (Zhai et al. 2019; Li et al. 2017). Therefore, probabilistic vibration analyses have been conducted treating the irregularity as the sole random variable (Yu et al. 2016; Jin et al. 2015; Han et al. 2019). In the present analysis each run of the Monte-Carlo simulation employs one sample of track irregularities generated from the power spectrum of the German low-interference track. In the existing research, Cho et al. (2010) selected the bridge damping ratio, concrete elasticity modulus, and cross-sectional area as the random parameters for the calculation of bridge dynamic deflection. Rocha et al. (2012) performed a variable sensitivity analysis without considering track irregularity to find out which one has impact on the bridge dynamic responses. It was reported in their study that concrete elasticity modulus, cross-section height, and ballast area can be sensitive variables for bridge displacement. Since the 23.1 m bridge under investigation is non-ballasted and unified forms are used during the factory manufacturing of the concrete girder, the randomness corresponding to the ballast area and cross-section height is neglected.
In this study, track irregularities, concrete elasticity modulus, structural damping ratio, car-body mass, and train speed are chosen as the random parameters in the high-speed train and short-span bridge system. The variation of car-body mass due to the different numbers of passengers on board can affect the vehicle weight and therefore the forces between the train and bridge. In addition, train speed has significant impact on the dynamic responses of the bridge (Liu et al. 2009; Xia et al. 2014; Ribes-Llario et al. 2016). Detailed information including the distribution, mean, and standard deviation of these parameters is demonstrated in Table 3. The car-body mass follows the uniform distribution and its minimum and maximum values are associated with the empty and full vehicle respectively. Accordingly, the random variables shown in Table 3 are also appointed as the input variables of the BP-ANN. It should be noted that the track irregularity is represented by its mean and standard deviation calculated based on each sample data in the vertical, lateral, and torsional directions. Therefore, there are 10 input features in total. The output variable is determined as the maximum displacement at bridge mid-span, since the peak responses usually govern the structural safety.

### Table 3 Random variables considered in the high-speed train and bridge system.

| Variable                  | Distribution type | Mean (normal) or minimum (uniform) | Std. Deviation (normal) or maximum (uniform) | Reference          |
|---------------------------|-------------------|------------------------------------|---------------------------------------------|--------------------|
| Track irregularity        | -                 | -                                  | -                                           | Zhai and Xia (2011) |
| Concrete elasticity modulus| Normal            | $3.45 \times 10^4$ MPa            | $2.76 \times 10^3$ MPa                     | Rocha et al. (2014) |
| Bridge damping ratio      | Normal            | 2%                                 | 0.3%                                       | Rocha et al. (2014) |
| Car-body mass             | Uniform           | $4 \times 10^4$ kg                | $4.8 \times 10^4$ kg                       | Salcher et al. (2016) |
| Train speed               | Normal            | 300 km/h                           | 5 km/h                                     | Li et al. (2016)    |

### 3.3Computational framework

Fig. 6 shows the computational framework of the ML based approach proposed in this study, which consists of three modules. In the Monte-Carlo simulation module, samples of the variables reported in Table 3 are randomly produced according to their distribution information. Coupling dynamic analysis using the complete high-speed train and bridge system model in section 2 is conducted based on each set of the random and deterministic parameters. The BP-ANN training module takes the mean value and standard deviation of track irregularities, concrete elasticity modulus, bridge damping ratio, car-body mass, and train speed as the input of the neural network. Additionally, maximum displacements of the bridge mid-span resulting from the Monte-Carlo simulation serve as the network output. Subsequently, a 10-10-1 architecture network is trained with the obtained input and output data in MATLAB platform.

It should be noted that the input and architecture of the BP-ANN is subjected to adjustment aiming at the establishment of an efficient and accurate network. The optimized network is adopted to predict the displacement response produced by the high-speed train with new input data. Based on the prediction, evaluation of the high-speed train and bridge system is finally carried out.

![Figure 6](image-url)
4 Prediction and evaluation

4.1 Comparison and selection of neural networks

In order to identify the networks that can map the dynamic high-speed train and bridge system, extensive investigation is herein performed on various network architectures as shown in Table 4. The input features of the network vary with the change in the determination of input variables. Initially, ten input nodes as discussed previously is selected in networks 1-1 and 1-2 corresponding to statistical characteristics of the track irregularities in time domain, concrete elasticity modulus, bridge damping ratio, car-body mass, and train speed. Furthermore, four and three variables are respectively considered in the input layers of networks 2-1, 2-2, 3-1 and 3-2, and accordingly, three network architectures are examined. In addition, each type of network architecture adopts both the Levenberg-Marquardt and Bayesian regulation algorithms for the training process. In total there are six different networks to be optimized.

Table 4 Neural networks considered in the present analysis.

| Name     | Network architecture | Number of Input variable | Input variable                                                                 | Training algorithm     |
|----------|----------------------|--------------------------|--------------------------------------------------------------------------------|------------------------|
| Network 1-1        | 10-10-1              | 10                       | Mean and Std. deviation of track irregularities, concrete elasticity modulus, bridge damping ratio, car-body mass, train speed | Levenberg-Marquardt    |
| Network 1-2        |                      |                          |                                                                                 | Bayesian regulation    |
| Network 2-1        | 4-10-1               | 4                        | Concrete elasticity modulus, bridge damping ratio, car-body mass, train speed    | Levenberg-Marquardt    |
| Network 2-2        |                      |                          |                                                                                 | Bayesian regulation    |
| Network 3-1        | 3-10-1               | 3                        | Concrete elasticity modulus, bridge damping ratio, train speed                   | Levenberg-Marquardt    |
| Network 3-2        |                      |                          |                                                                                 | Bayesian regulation    |

The amount of training data has significant impact on the performance of neural networks. In the present analysis, all the six considered neural networks are optimized using up to 2000 data sets. At each training data volume, ten training processes are completed with randomly generated data sets. Then, the average of the MSE produced from the ten training processes is estimated, as shown in Fig. 7. The smaller MSE becomes, the better the network performance will likely be. One can observe from the figure that the realization of stable and small MSE values requires sample data sets larger than 1000. Nevertheless, greater value and variation can be found in MSE of networks trained with Levenberg-Marquardt algorithm than that using Bayesian regulation algorithm. Consequently, the Bayesian regulation algorithm and corresponding networks 1-2, 2-2, and 3-2 are determined for the following prediction of dynamic bridge displacements. This choice can also be justified by the regression coefficient $R$ results associated with training and test as shown in Fig. 8. Herein $R$ is an important measure of the network performance in addition to the abovementioned MSE. The close $R$ is to 1, the better linear relationship between the output values of the network and sample data can be obtained.

![Figure 7 MSE obtained from considered neural networks and data set volumes.](image-url)
The standout of networks 2-2 and 3-2 leads to a significant finding that concrete elasticity modulus, bridge damping ratio, car-body mass, and train speed are sufficient to construct an efficient BP-ANN for dynamic displacement prediction of the random high-speed train and bridge system. In other words, the random variation in track irregularities has relatively low-impact on the maximum displacement of the bridge compared to other parameters although it is believed that the displacement time histories can be largely affected by the irregularities. The concrete elasticity modulus and bridge damping ratio can be obtained in the bridge routine inspection campaign and field test, and usually remain steady during the time interval of two inspections. Accurate train speed can be easily acquired using mature technology. In spite of the fact that the preparation of over 1000 training data sets takes several days in this study as the train-bridge dynamic simulation is performed in a single PC computer with Intel Core i7 CPU at 3.4 GHz, this simulation can be completed beforehand as well as the training process of the network. Therefore, the proposed methodology herein can pave the way for online evaluation of the high-speed train and bridge system using network 3-2 since the prediction employing the well-trained network takes only milliseconds as discussed later on.

It should be noted that although the MSE and R of networks 1-2, 2-2, and 3-2 are generally similar if the data is over 1000, the most favorable values of MSE or R exist at different amount of data set. After careful and comprehensive comparison, network 1-2 with 1100 training data, network 2-2 with 1000 training data, and network 3-2 with 1400 training data are considered. In particular, networks demonstrating the best performance among the ten repetitions of training are eventually selected for the following prediction and evaluation. For illustration purposes, training performance results of the selected network 3-2 are displayed in Fig. 9 and Fig. 10.

**Figure 8** Average of the regression coefficient R of (a) the training and (b) the test for considered neural networks and data set volumes.

**Figure 9** Training and test MSE obtained from the selected network 3-2.
4.2 Predicted results

The merit of the proposed approach is the realisation of efficient bridge displacement prediction using the well-trained ANNs. To this end, the networks discussed previously are adopted to produce the train-induced displacement response based on the inputs without conducting the complicated and time-consuming numerical analysis. Specifically, three groups of 100 brand-new input data sets are generated based on the probability model listed in Table 3, corresponding to the three selected networks trained in section 4.1. Theses inputs are applied to the ANNs respectively and the associated 100 predicted maximum displacement values of the bridge mid-span due to the passing of high-speed train are acquired, as shown in Fig. 11. In the figure, the true values denote the displacements computed through the coupling dynamic analysis of high-speed train and bridge system. It can be seen that all the three selected networks are able to give satisfactory predictive results. In particular, the network 3-2 has superior performance in the cases of larger displacement response. This observation confirms that network 3-2 with only three input features, namely, concrete elasticity modulus, bridge damping ratio, and train speed, can provide reliable predictions.

Fig. 12 shows the predictive error (the ratio of difference between the prediction and true value to the true value) corresponding to Fig. 11. We can see that most of errors are under 10% which can be considered as satisfactory. For network 3-2 and 2-2, there are three and four out of 100 errors exceeding 10%, which merely constitutes 3% and 4% of the total predictions, respectively. The average errors associated with networks 1-2, 2-2, and 3-2 can be calculated as
5.1%, 4.25%, and 4.06%. In these prediction cases, it can be seen that networks 3-2 and 2-2 with fewer input features can even outperform the network 1-2 with all the initial ten input features.

Figure 12 Prediction errors of the maximum displacement at bridge mid-span corresponding to networks 1-2, 2-2, and 3-2.

4.3 Safety evaluation

The satisfactory performance of network 3-2 allows the prediction and evaluation of train-induced bridge response in a probabilistic manner. First, $10^6$ random input samples of concrete elasticity modulus, bridge damping ratio, and train speed are generated in MATLAB. These random parameters are subsequently input to the network 3-2 to produce $10^6$ outputs, i.e., maximum bridge mid-span displacement. The simulation process using ANN is completed within one second. While conducting the train-bridge coupling dynamic analysis $10^6$ times is simply unrealistic using the same computing power. According to Codes for Design of High Speed Railway (National Railway Administration 2014), the vertical deformation limit is defined as the ratio of deflection to bridge span. For the bridges shorter than 40 m, this limit is prescribed as 1/1600. Therefore, the allowed maximum vertical displacement associated with the bridge considered is calculated as 14.4 mm. Among the $10^6$ predicted displacement results no exceedance is observed. Accordingly, probability of exceedance will be smaller than $10^{-6}$. Consequently, from the perspective of critical displacement, the high-speed train and bridge system analyzed in this study is quite safe.

In addition, the well-trained network 3-2 can enables the online evaluation since the prediction process is instantaneous. For a high-speed railway line, the types and operating speed of running trains are usually fixed. Taking this advantage, a tailored BP-ANN similar to network 3-2 can be prepared for a specific train-bridge system. The preparation of training data using numerical train-bridge model established in section 2 can take a few days. Nevertheless, the training process of the network is very fast (in tens of seconds) and once it is completed the well-trained network will need no change during its application for quite a long period of time.

5 Conclusions

In this study, an approach for efficient prediction of bridge dynamic displacements and safety condition of the high-speed train and short span bridge system is presented using BP neural networks. The proposed approach consists of a complete train-bridge system analysis model which is developed to capture the real dynamic responses of the bridge due to high-speed trains. A numerical iteration procedure combining and utilizing commercial software ANSYS and MATLAB are designed to solve the dynamic equation of the system model in an effective manner. Selected parameters representing main random features in the train-bridge system and maximum bridge displacement obtained from the numerical analysis serve as the input and output data for the established BP neural networks. Various network architectures are investigated to compare their performance and to identify the optimal network. In addition, the proposed approach is illustrated using the actual engineering background from a typical high-speed railway system in China. The following conclusions can be drawn from the study:

- BP-ANN is an effective tool to the acquiring of dynamic displacement response of bridges due to coupling high-speed train loads, in addition to the conventional field measurement and numerical analysis. Over 1000 training samples are required to train the three-layer neural networks established in the present analysis for satisfactory performance.
Bayesian regulation algorithm yields better performance for all the network architectures investigated than the Levenberg-Marquardt algorithm. Average prediction errors for the three selected networks are basically smaller than 5%. In particular, network 3-2 with the input of concrete elasticity modulus, bridge damping ratio, and train speed has comparable and even better predictive ability than those with more input features.

The established networks can be prepared using the presented methodology in advance and applied for prediction and evaluation without extra efforts during a specific period of time (e.g., time interval between two bridge inspections). Furthermore, network 3-2 with a 3-10-1 architecture has considerable potentials in allowing online prediction and evaluation of the train and bridge system.

The proposed approach also permits the probabilistic dynamic analysis of the train and bridge system. According to the design code, the probability of exceedance related to the bridge displacement is smaller than $10^{-6}$ in the present analysis, based on the massive simulation within seconds enabled by the well-trained neural network.
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