Abstract

In clinical research, the lack of events of interest often necessitates imbalanced learning. One approach to resolve this obstacle is data integration or sharing, but due to privacy concerns neither is practical. Therefore, there is an increasing demand for a platform on which an analysis can be performed in a federated environment while maintaining privacy. However, it is quite challenging to develop a federated learning algorithm that can address both privacy-preserving and class imbalanced issues. In this study, we introduce a federated generative model learning platform for generating samples in a data-distributed environment while preserving privacy. We specifically propose approximate Bayesian computation-based Gaussians Mixture Model called ‘Federated ABC-GMM’, which can oversample data in a minor class by estimating the posterior distribution of model parameters across institutions in a privacy-preserving manner. PhysioNet2012, a dataset for prediction of mortality of patients in an Intensive Care Unit (ICU), was used to verify the performance of the proposed method. Experimental results show that our method boosts classification performance in terms of F1 score up to nearly an ideal situation. It is believed that the proposed method can be a novel alternative to solving class imbalance problems.
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1. Introduction

In the era of data abundance, the development of powerful machine learning algorithms has been contributing to richer analyses on many fields, thereby creating value conducive to humankind at an explosive rate [1]. This has created an impact on various areas including a clinical field, where supporting decision making of clinicians and discovering useful knowledge is now viable thanks to data and analytics [2, 3]. Especially, electronic health records (EHRs) has established in the clinical field, and their frequency of the usage has also been increasing [4]. EHRs are organized collection of data on patient’s health information in a digital format. EHRs cover most of events that may occur in a clinical process; medication history, prescriptions, diagnostic reports, lab tests, and images such as CT and X-ray, and vital sign are included [5]. The advent of EHRs, has enabled high quality care for patients based on data analysis, and thus medical practices, which previously relied heavily on the knowledge of physicians or clinical experts, have been slanted toward an evidence-based approach, mining values from data [6].

However, still many challenges exist in the clinical field, which make data analysis difficult. Examples include data privacy issues such as leakage from malicious attacks [7], distributed data across multiple institutions (i.e. hospitals) [8] for some reasons, e.g. patient’s hospital movement, and imbalanced data arising from the lack of events [9, 10]. These aforementioned problems are frequently encountered in clinical data analysis, and a few studies have been actively conducted with the focus on each of them [11-14].

Most of the data generated and collected in hospitals often contain patient’s personal information. Therefore, de-identification is essential for the use of data. Nonetheless, when non-identified data is shared between different sources, a risk of privacy leakage still exists [16]. For these reasons, most hospitals are reluctant to share data with each other. However, it is inevitable to pool horizontally distributed data when it is required to do an analysis on rare events or cases like predicting occurrence of rare diseases. In fact, an aggregation of the horizontally distributed data in one place can be realized after going through formalities
like receiving an approval of institutional review board, and data usage agreement. However, this process is time-consuming and not robust to privacy attack, albeit de-identification [15]. Therefore, federated learning frameworks are being offered as a promising solution to do analysis on distributed data, not explicitly sharing or transferring data to other places [17].

Federated learning frameworks are mainly divided into two categories for vertically and horizontally distributed data. The former one is a case where samples are overlapped, but in different feature spaces. The latter one is sample-based federated learning, of which participants have data with the same feature space (Yang et al., 2019); this study is based on this setting. One typical method for a specific predictive model’s learning in such an environment is to exchange the encrypted gradient update at the central server (CS) [18]. For more rigorous federated learning, techniques such as differential privacy [19, 54] and homomorphic encryption [20, 46] can be applied.

It is considered as an imbalanced dataset if heterogeneity exists in the distributions between classes. A problem of learning data mining algorithms on an imbalanced dataset is defined as imbalanced learning (He and Garcia, 2009), and this problematic situation comes from various settings. In clinical data analysis, there are often class imbalanced issues due to the data from less frequent or rarely collected classes (e.g. rare diseases such as Crohn’s disease), which can lead to poor classification performance. Many approaches have been being suggested to resolve the issue: sampling methods (oversampling [22-24]/undersampling [25-26]), cost-sensitive method [27], kernel-based methods [28], and a combination of these [29,30]. Among these, the One typical way of resolving this problem is to use oversampling techniques (i.e. synthesizing minor samples). Oversampling based on adjacent sample distance (SMOTE [22], ADASYN [23]), or fitting a generative model such as a Gaussian Mixture Model (GMM) [31], Generative Adversarial Networks (GAN) [32] on the distribution of the minor samples for generating new plausible samples are often alleviating the imbalanced issue [33]. The generative model is then utilized to complement lack of data in a minor class. Those augmentation methods sometimes remedy a classifier to have better generalization power of discriminating different distributions of heterogeneous classes [34, 35].

This study proposes a novel federated learning framework that facilitates the Bayesian estimation of posterior distribution of a set of parameters of a generative model (particularly GMM in this study) to alleviate problems of imbalanced and horizontally distributed data. Such a process can be done by indirectly reflecting information of data in separate locations while protecting privacy information, not sharing data. The proposed method will be applied and validated on real data.

2. Preliminaries

2.1. Approximate Bayesian Computation (ABC)

ABC is one of the representative methods of likelihood-free inference and a Bayesian parameter estimation method utilized in the situation where the likelihood of the model is intractable or even not defined [36]. This estimation method only requires a parametrized generative model so that data simulation is feasible when a set of parameters is given [37].

2.1.1. ABC Rejection Sampling

One of the simplest ABC parameter estimation methods is ABC rejection sampling [38].

**Algorithm ABC Rejection Sampling**

Input
- \( x \) : observed data,
- \( S(\cdot) \) : appropriate summary statistic,
- \( p(\theta) \) : prior distribution(s) of parameter(s) \( \theta \),
- \( \epsilon \) : discrepancy measure,
- \( L \) : maximum number of accepted parameters.

Output
- \( p_x(\theta|S(x)) \) : a posterior distribution of the (set of) parameter(s) \( \theta \)

\[
\begin{align*}
\text{params} &= 0 \\
\text{while} \ (#\text{params} < L) & \text{ do} \\
&\text{Simulate (set of) parameter(s) } \theta^* \\
&\text{from the prior distribution } \theta^* \sim p(\theta) \\
&\text{Generate data } x^* \sim p(x|\theta^*) \\
&\text{Compute } S(x^*) \\
&\text{if } ||S(x^*) - S(x)|| < \epsilon \text{ then} \\
&\text{Store } \theta^* \\
&\text{#params} += 1 \\
\end{align*}
\]

Generated samples are from
\[
p_x(\theta|S(x)) \propto \int_x p(x|\theta^*) p(\theta^*) I_{X_{\epsilon x}}(x^*) \, dx^*
\]

where
\[
X_{\epsilon x}(x^*) = \{ x^* \in X \mid ||S(x^*) - S(x)|| < \epsilon \}.
\]

2.1.2. Summary Statistics
Definition) When $S(\cdot)$ is a summary statistic for model parameter $\theta$, it is guaranteed that the approximated posterior distribution is equivalent to the posterior distribution estimated from the original data [37].

$$p_\pi(\theta|x) = p_\pi(\theta|x)$$

This trait emphasizes the importance of choosing the appropriate summary statistic of the data.

### 2.1.3. Discrepancy Metric

The discrepancy metric $||\cdot||$ is usually Euclidean distance when the summary statistic yields sufficiently small dimension, however, for high-dimensional data, using the Euclidean cannot guarantee to give a good result. Instead, using different discrepancy(distance) metrics such as Interquartile range, Kullback-Leibler (KL) divergence [39], or aggregating different distance measures [37] can be an alternative so that the effect of one distorted measure be mitigated by others works well.

### 2.1.4. Threshold

Finally, selection of the appropriate threshold value $\epsilon$ is essential to make ABC rejection sampling converge in distribution:

$$\lim_{\epsilon \to 0} p_\pi(\theta|x) = p(\theta|x), \lim_{\epsilon \to 0} p_\pi(\theta|x) = p(\theta)$$

For an arbitrarily large threshold, the algorithm learns nothing from the data, whereas a tiny threshold may require almost infinite computation time [37].

In summary, ABC enables to estimate the the posterior distribution for a parameter without defining an explicit likelihood, and the posterior distribution obtained by ABC is for the set of parameter values whose simulated data most closely match the observed data.

### 2.2. GMM

A GMM, is a parametrized probabilistic function for estimating an unknown arbitrary probability density, assuming that all data points are from the finite mixture of Gaussian distributions. In other words, the unknown density function can be represented as the weighted sum of Gaussian components.

Suppose we have an input matrix $X \in \mathbb{R}^{N \times D}$, which row and column correspond to a sample vector $x_i$, $i = 1, \ldots, N$ and a feature vector $x_p$, $p = 1, \ldots, D$, respectively, and the input data are from the mixture of $K$ Gaussian distributions. A GMM typically consists of three parameters, $\theta = \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^K$; $\pi_k$ is the responsibility value that indicates the probability that the input data belong to the $k$-th latent cluster; the latent cluster can be modeled by a latent random variable $z$, of which distribution is parameterized by $\pi$. The input data assigned in any latent cluster $k$ follow the normal distribution with mean $\mu_k$ (centered value of each latent cluster) and covariance $\Sigma_k$ (modeling the variance and co-variance of data in a specific latent cluster). Then, the density of input data through the GMM is estimated as:

$$p(x) = \sum_{z} p(z)p(x|z) = \sum_{k=1}^K \pi_k N(x|\mu_k, \Sigma_k)$$

where

$$p(z) = \prod_{k=1}^K \pi_k z_k, p(x|z) = \prod_{k=1}^K N(x|\mu_k, \Sigma_k)^{z_k}$$

$$z_k \in \{0, 1\}, \sum_{k} z_k = 1, 0 \leq \pi_k \leq 1, \sum_{k} \pi_k = 1, \quad p(z_k = 1) = \pi_k.$$  

All parameters can be estimated by the expectation maximization (EM) algorithm [40]. However, in Bayesian estimation, it is necessary to define the suitable prior distribution of each parameter [41].

For $\pi = \{\pi_k | \pi_k \in \mathbb{R}, k = 1, \ldots, K\}$, a proper prior distribution is known as a Dirichlet distribution, where $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_K)$. When $K$ is determined, the prior distribution of $\pi$, regards $K$ as the number of categories; $\pi \sim \text{Dir}(\pi|\alpha)$.

Next, for $\mu = \{\mu_k | \mu_k \in \mathbb{R}^{D \times 1}, k = 1, \ldots, K\}$, $\Sigma = \{\Sigma_k | \Sigma_k \in \mathbb{R}^{D \times D}, k = 1, \ldots, K\}$ their prior distributions are intertwined, so-called Normal-Inverse-Wishart distribution. At first, a covariance matrix $\Sigma_k$ is sampled from Inverse-Wishart prior distribution, parametrized by a scale matrix $\Psi \in \mathbb{R}^{D \times D}$ which should be positive definite, and a degree of freedom, $v > D - 1$, $\Sigma_k \sim \mathcal{W}^{-1}(\Sigma_k|v, \Psi)$.

Then, using the sampled covariance matrix $\Sigma$, the prior distribution of $\mu$, a multivariate-normal distribution, becomes available: with another parameter, a location vector $m \in \mathbb{R}^D$, and a positive real number $\kappa$: $\mu \sim \mathcal{N}\left(\mu|m, \frac{1}{\kappa} \Sigma\right)$.

In summary, the prior distribution of each parameter is as follows:

$$\pi \sim \text{Dir}(\pi|\alpha)$$

$$(\mu, \Sigma) \sim \text{NIW}(\mu, \Sigma|v, \Psi, m, \kappa)$$
\[
\mathcal{N} \left( \mu | m, \frac{1}{\kappa} \Sigma \right) W^{-1}(v, \Psi).
\]

The graphical expression of Bayesian GMM is shown in Figure 1.
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In this research, the posterior distribution of each parameter is estimated under the ABC framework.

3. Methods

3.1. Autoencoder (AE) as a Summary Statistic Generator

An AE [42] is one type of neural network learned in an unsupervised manner by minimizing the reconstruction error in rebuilding the encoded output into the original input. A basic AE is composed of two symmetric sub-networks: an encoder network and a decoder network. The former is to shrink the input vector into a lower dimensional vector, and the latter is to reconstruct the original input from compressed vector. The AE is mainly used to derive latent representations by reducing the dimensions of the input feature space while removing noise inherent in the data. The objective function of AE is usually provided as:

\[
\text{minimize} \| x - x' \|^2_2
\]

, where the reconstructed input is

\[
x' = h_{\text{dec}}(W_{\text{dec}}(h_{\text{enc}}(W_{\text{enc}}x + b_{\text{enc}})) + b_{\text{dec}}),
\]

and \( h(\cdot) \), \( W, b \) denote an element-wise activation function, a weight matrix, a bias vector of encoder and decoder, respectively.

In this research, the AE is utilized as a summary statistic generator for ABC parameter estimation. Since a deeper neural network architecture is advantageous (Goodfellow et al., 2016), more than a single layer is used to assemble the encoder and decoder networks. While achieving its original purpose, the AE at the same time optimizes compressed representations to be well-classified by logistic regression. By inserting a bypath to encoded output nodes and adding a new objective function, the modified AE called ADENCA (Auto-encoding DEense Network for Classification Aid) is able to generate a low dimensional vector that can be well-separated by a linear model (Figure 2).

The objective function of ADENCA can be defined as:

\[
\begin{aligned}
&\text{minimize } \alpha \sum_{i=1}^{N} \| x_i - x_i' \|^2_2 \\
&- \frac{\beta}{N} \sum_{i=1}^{N} \left( y_i \ln \sigma(W_{clf}^T x_i^{enc}) + (1 - y_i) \ln \left( 1 - \sigma(W_{clf}^T x_i^{enc}) \right) \right)
\end{aligned}
\]

, where \( \alpha \) and \( \beta \) are arbitrary small positive numbers for adjusting the contribution of each loss function and \( \sigma(\cdot) \) is a sigmoid function; \( x_i \), \( x_i' \), and \( x_i^{enc} \) represent the \( i \)-th original vector, reconstructed vector, and latent vector respectively, and the corresponding \( y_i \in \{0, 1\} \) indicates one of true labels.

The hyperbolic tangent function is used in the layer right before nodes generating latent representations to make data from different sites compressed and laid on the similar range, [-1, 1]. The identity function (a linear activation function) and the sigmoid activation function are used on output nodes for reconstruction and on an output node for classification, each. For other nodes in hidden layers, the Scaled-exponential Linear Unit, SeLU [44], is used as the activation function. For optimizing the objective function, Adam [45] update rule is adopted.

It should be noted that the latent representations generated from the ADENCA cannot be recovered to their original input if each site does not disclose their trained decoder networks i.e. weights to the public, thereby data can be preserved.
3.2. Bayesian Inference of GMM in a distributed environment using ABC (Federated ABC-GMM)

The proposed framework is illustrated in Figure 3. First, the CS estimates the posterior distributions of parameters of GMM by exchanging information with local sites. The main assumption of the framework is that all participants in the framework have data of equivalent features, i.e. horizontally distributed data. Besides, each site is reluctant to share their local data even if the data is perturbed via the ADENCA. Therefore, the only information transmitted from local sites to the CS is the discrepancy calculated in each local site. The discrepancy between generated data and local data is measured with appropriate metrics; the dimensions of generated data are equal to the dimensions of latent vectors in each site. In this study, the following combination of Euclidean distance and KL divergence is used as a similarity metric:

\[
sim(X_{\text{enc}}^{(i)}, X_{\text{gen}}^{(i)}) = \sum_{j=1}^{n_i} \left\| X_{\text{enc}}^{(i),j} - X_{\text{gen}}^{(i),j} \right\|^2 + D_{\text{KL}}(X_{\text{enc}}^{(i)} \parallel X_{\text{gen}}^{(i)})
\]

where

\[
D_{\text{KL}}(X_{\text{enc}}^{(i)} \parallel X_{\text{gen}}^{(i)}) = \sum P(X_{\text{enc}}^{(i)}) \log \frac{P(X_{\text{enc}}^{(i)})}{P(X_{\text{gen}}^{(i)})}
\]

for \( S \) local sites, \( X_{\text{enc}}^{\text{total}}, X_{\text{gen}}^{\text{total}} \in \mathbb{R}^{N \times d \times 1} \) are aggregated tensors having \( n_i \) numbers of encoded/generated tensors \( X_{\text{enc}}^{(i)}, X_{\text{gen}}^{(i)} \in \mathbb{R}^{n_i \times d \times 1} \), \( \sum n_i = N \). Each of \( X_{\text{enc}}^{(i)}, X_{\text{gen}}^{(i)} \) is a \( d \) dimensional vector.

Based on the pre-set threshold value, a sampled parameter candidate from each prior distribution is determined to be accepted or rejected at the CS. After several iterations, the accepted set of parameters becomes close to its true posterior distribution.

Once the inference to the posterior distributions is completed, plausible perturbed samples in the minor class can be generated at the CS, and then such samples, transmitted from the CS, can boost the classification accuracy for the imbalanced data at the local site. In summary, the framework with the appropriate similarity measure enables to train model containing global information without observing any
local data in raw. The inference process of FEDERATED ABC-GMM is developed on the Engine for Likelihood Free Inference (ELFI) [47] framework.

**Algorithm FEDERATED ABC-GMM**

**Input**

\[ \mathbf{X}_{train} \in \mathbb{R}^{N \times D \times k} : \text{training data at site } i, \]
\[ \mathbf{y}^{(i)} \in \mathbb{R}^{N \times 1} : \text{corresponding label at site } i, \]
\[ \text{moAE}^{(i)}() : \text{Modified AE at site } i \]

(returns encoder network \( \text{Enc}^{(i)}() \), used to generate latent representations),

\#epochs : number of epochs to train the ADENCA

\( \text{sim}() : \text{discrepancy metric defined in 4.2} \)

\( \text{Dir}(\pi | \alpha) : \text{prior of } \pi \)

\( \text{NIW}(\mu, \Sigma | v, \Psi, m, k) : \text{prior of } \mu, \Sigma, L \) : maximum number of accepted parameters, \( S \) : number of sites, \( d \) : latent dimension.

**Output**

\( p_i( \Theta | \text{Enc}(\mathbf{X}_{train}^{total_i}) ) : \text{posterior distributions of the set of parameters } \Theta = \{ \pi, \mu, \Sigma \}. \)

1. **for** \( i \) in \( S \)** **do**
   2. **for** \( \_ \) in **#epochs** **do**
   3. \( \text{Train} \) \( \text{moAE}^{(i)}(\mathbf{X}_{train}^{(i)}, \mathbf{X}_{train'}^{(i)}, \mathbf{y}^{(i)}. \)
   4. \( \text{Generate latent representations} \)
   5. \( \mathbf{X}_{enc}^{(i)} = \text{Enc}^{(i)}(\mathbf{X}_{train}^{(i)}) \in \mathbb{R}^{N \times D \times k}. \)
   6. **end**
   7. **#epochs = 0**
   8. **while** (\#params < \( L \)) **do**
   9. **(At CS)**
   10. \( \text{Simulate set of parameters} \)
   11. \( \Theta^* = \{ \pi^*, \mu^*, \Sigma^* \} \text{ from each prior} \)
   12. \( \pi^* \sim \text{Dir}(\pi | \alpha), \)
   13. \( (\mu^*, \Sigma^*) \sim \text{NIW}(\mu, \Sigma | v, \Psi, m, k). \)
   14. \( \text{Generate data} \mathbf{X}_{gen} \sim \rho(\mathbf{X}|\Theta^*). \)
   15. \( \text{Split} \mathbf{X}_{gen} \text{ according to } n_i, \)
   16. \( \mathbf{X}_{gen}^{(i)} \in \mathbb{R}^{N \times D \times k}. \)
   17. \( \text{Send} \mathbf{X}_{gen}^{(i)} \text{ to each site } i. \)
   18. **(At each local site)**
   19. \( \text{Calculate} \phi^{(i)} = \text{sim}(\mathbf{X}_{enc}^{(i)}, \mathbf{X}_{gen}^{(i)}). \)
   20. \( \text{Send a value } \phi^{(i)} \text{ to the CS.} \)
   21. **(At CS)**
   22. \( \text{Receive and collect the value } \phi^{(i)}. \)
   23. **Set** \( \bar{\phi} = \frac{1}{S} \sum_{i=1}^{S} \phi^{(i)} \)
   24. **if** \( \bar{\phi} < \epsilon \) **then**
   25. \( \text{Store } \Theta^* = \{ \pi^*, \mu^*, \Sigma^* \}. \)
   26. **#params += 1**
   27. **end**

4. Experiments and Results

4.1. Simulation of Horizontally Distributed Data

We used PhysioNet2012 to simulate horizontally distributed data environment. PhysioNet2012 is a dataset of the PhysioNet Computing in Cardiology Challenge 2012, which aimed to predict mortality in an intensive care unit [48]. Among 4,000 samples in a training set, 310 samples satisfying two assumptions are selected (i.e. \( N = 310 \)): (1) imbalanced data, (2) data which can be classified well when all data is available at one place, but not when only partial data is provided.

88 out of 189 features were finally used (i.e. \( D = 88 \)), features with Pearson’s R correlation coefficient >0.8 were removed. Three independent sites (i.e. \( S = 3 \)) were simulated by splitting data into three without duplication. The partitioned dataset of each site was again divided into training and test sets in a stratified manner to keep class ratio.

| Site 1 | Site 2 | Site 3 |
|-------|-------|-------|
| Training data | 51 | 46 | 62 |
| Training data | 9 | 8 | 10 |
| Ratio (Major:Minor) | 5.67:1 | 5.75:1 | 6.20:1 |

Before training an ADENCA at each site, we need to do standardization on each training data first for faster convergence (Ioffe and Szegedy, 2015) of Adam optimizer. Using the calculated mean and covariance of the training data, test data was also standardized as follows.

\[ \mathbf{x}_{train,j} = \frac{\mathbf{x}_{train,j} - \mu_{train,j}}{\sigma_{train,j}} \]
\[ \mathbf{x}_{test,j} = \frac{\mathbf{x}_{test,j} - \mu_{train,j}}{\sigma_{train,j}} \]

\( j = 1, ..., D. \)

The summary statistic of each training data can be obtained from each trained encoder network. Table 2 shows details of the AE structure used in this study.

The encoding dimensions \( d \) (i.e. dimensions of a latent vector) can be determined as an arbitrary number satisfying \( d \ll D \). In this experiment, \( d \) was set to be 24. Finally, for learning a GMM at the CS, the number of components should be pre-determined, and we set the floor of 90% of minor samples as the latent cluster number, i.e. \( K = \text{floor}(0.90 \times 13) = 24 \).
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non-global classifiers. Then, we compared this with the performance of two local classifiers at each site: once from the original local training set (denoted as ‘Site i Raw’) and one from the augmented training set (‘Site i OS’); the augmented training set includes both original local data of the minor class and oversampled data generated from the local GMM fit with the local data of the minor class.

Finally, FEDERATED ABC-GMM is learned on the minority class training data of each site, and then samples the scarce data; such samples are expected to contain global information. Then, the performance of the proposed method was measured (denoted as ‘Site i ABC’).

4.2. Experimental Results

To validate the proposed framework, several tests were done on test datasets of each local site. Since logistic regression is embedded in the training process of local AEs, its classification accuracy can be directly used as a validation criterion in the experiment. Among several classification performance measures, the F1 score is the most reasonable measure for this class imbalanced problem. Therefore, all results are based on the cut-off value that maximizes the F1 score for the training set.

As one of the main assumptions is that the classifier learned on the global training dataset (i.e. global classifier) outperforms the classifier learned on the local training dataset (i.e. local classifier). We evaluated the performance of the global classifier (denoted by ‘Global Site i’) on test datasets from each local site; this result is deemed to be the upper bound of non-global classifiers. Therefore, all results are based on the cut-off value that maximizes the F1 score for the training set.

All oversampling methods in the experiment are forced to increase samples of the minor class to the same number as the major class. Results are shown in Table 3.

5. Discussion

We demonstrated the feasibility of Distributed ABC-GMM; in terms of F1 score, our proposed framework outperforms local classifiers’ and even approaches the global classifier. However, there are still several limitations in this study.

The experiments were conducted on a single machine (with different processes) to serve as a proof-of-concept. In practice, it is required to deploy the algorithm in multiple machines.

There is an intrinsic limitation of the ABC estimation method, since it only depends on indirect information that a discrepancy measure yields [37], which causes the gap between our method and the global classifier. To overcome this drawback, a sequential Monte-Carlo ABC (SMC-ABC), which is an efficient and accurate sampling strategy with the high convergence speed [50], can be an alternative to improve the ABC estimation part. Moreover, there has to be a complementary approach to help a GMM generate samples guaranteed since there is no guarantee that all samples generated by the GMM will always help to enhance the performance of the local classifier. Therefore, we can think of re-filtering plausible and helpful samples, e.g. based on the nearest-neighbor approach [51], to ensure a certain level of performance.
### Table 3. Classification results on each local site

|                | Global Site 1 | Site 1 Raw | Site 1 OS | Site 1 ABC | Global Site 2 | Site 2 Raw | Site 2 OS | Site 2 ABC | Global Site 3 | Site 3 Raw | Site 3 OS | Site 3 ABC |
|----------------|---------------|------------|-----------|------------|---------------|------------|-----------|------------|---------------|------------|-----------|------------|
| Accuracy       | 0.8250        | 0.7750     | 0.8000    | 0.6250     | 0.8056        | 0.8333     | 0.8333    | 0.7778     | 0.8125        | 0.8333     | 0.8333    | 0.7917     |
| Sensitivity    | 0.5000        | 0.1667     | 0.1667    | 0.8333     | 0.6000        | 0.4000     | 0.4000    | 0.6000     | 0.5000        | 0.1667     | 0.1667    | 0.5000     |
| Specificity    | 0.8824        | 0.8824     | 0.9118    | 0.5882     | 0.8387        | 0.9032     | 0.9032    | 0.8065     | 0.8571        | 0.9286     | 0.9286    | 0.8333     |
| Precision      | 0.4286*       | 0.2000     | 0.2500    | 0.2632     | 0.3750        | 0.4000*    | 0.4000*   | 0.3333     | 0.333*        | 0.2500     | 0.2500    | 0.3000     |
| Recall         | 0.5000*       | 0.1667     | 0.1667    | 0.8333     | 0.6000*       | 0.4000     | 0.4000    | 0.6000     | 0.5000*        | 0.1667     | 0.1667    | 0.5000     |
| F1             | 0.4615*       | 0.1818     | 0.2000    | 0.4000     | 0.4615*       | 0.4000     | 0.4000    | 0.4286     | 0.4000*        | 0.2000     | 0.2000    | 0.3750     |
| Threshold      | 0.3743        | 0.8453     | 0.9473    | 0.4311     | 0.3743        | 0.8391     | 0.9356    | 0.5051     | 0.3743         | 0.8877     | 0.9374    | 0.5041     |

The proposed method is cost-expensive since it relies mainly on a sampling approach [52]. Therefore, more efficient sampling methods such as the aforementioned SMC-ABC, and Hamiltonian ABC [53] can be considered in future work.

As in typical Bayesian estimation methods, appropriate prior distributions should be provided for successful likelihood-free inference of parameters. In the case of GMM, well-defined priors are provided in the literature, but this is not always the case. In addition, it is almost impossible to use ABC in non-parametric models with too many parameters such as an artificial neural network, because ABC is mostly applicable to parametric generative models.

Nevertheless, it is still attractive that absorbing information with no data shared between organizations is possible under the ABC framework. Combining other federated learning frameworks with the method proposed in this research in a complementary manner would promote secure and efficient data analysis on a distributed clinical dataset.

### 6. Conclusion

As big and high-quality data and the advanced predictive analysis are available, the need for high-level machine learning algorithms under intricate conditions, such as data distributed environments and obligation of privacy-preserving in data, is gradually increasing. Privacy-preserving federated learning has established itself as a clear alternative to the problematic setting, and is expected to exert great influence, especially in the clinical field. This study proposed the privacy-preserving federated Bayesian learning framework called FEDERATED ABC-GMM to increase classification accuracy of imbalanced data based on oversampling. The framework utilizes ABC to learn a federated GMM, which is able to oversample data in a minor class. The ABC method also enhances privacy protection by handling perturbed data, while federating information from inaccessible area through similarity metric. In the process of learning the federated GMM, only summary statistics are transmitted to the CS and these are the latent representations obtained from the special-purpose AE, ADENCA, which is also proposed in this study to avoid privacy leakage by encoding raw data into lower dimensional representation while aiding a better classification. Experiments conducted on real clinical dataset show that the proposed methods are applicable in practices with data-distributed environment.
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