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**Abstract**

Single-molecule imaging is widely used to determine statistical distributions of molecular properties. One such characteristic is the bending flexibility of biological filaments, which can be parameterized via the persistence length. Quantitative extraction of persistence length from images of individual filaments requires both the ability to trace the backbone of the chains in the images and sufficient chain statistics to accurately assess the persistence length. Chain tracing can be a tedious task, performed manually or using algorithms that require user input and/or supervision. Such interventions have the potential to introduce user-dependent bias into the chain selection and tracing. Here, we introduce a fully automated algorithm for chain tracing and determination of persistence lengths. Dubbed “AutoSmarTrace”, the algorithm is built off a neural network, trained via machine learning to identify filaments within images recorded using atomic force microscopy (AFM). We validate the performance of AutoSmarTrace on simulated images with widely varying levels of noise, demonstrating its ability to return persistence lengths in agreement with the ground truth. Persistence lengths returned from analysis of experimental images of collagen and DNA agree with previous values obtained from these images with different chain-tracing approaches. While trained on AFM-like images, the algorithm also shows promise to identify chains in other single-molecule imaging approaches, such as rotary shadowing electron microscopy and fluorescence imaging.

**Statement of Significance**

Machine learning presents powerful capabilities to the analysis of large data sets. Here, we apply this approach to the determination of bending flexibility – described through persistence length – from single-molecule images of biological filaments. We present AutoSmarTrace, a tool for automated tracing and analysis of chain flexibility. Built on a neural network trained via machine learning, we show that AutoSmarTrace can determine persistence lengths from AFM images of a variety of biological macromolecules including collagen and DNA. While trained on AFM-like images, the algorithm works well to identify filaments in other types of images. This technique can free researchers from tedious tracing of chains in images, removing user bias and standardizing determination of chain mechanical parameters from single-molecule conformational images.
**Introduction**

Filamentous structures are ubiquitous in biology, from DNA and intracellular cytoskeletal components like actin, microtubules and intermediate filaments, to extracellular components like collagen. The mechanical flexibility of these structures can be intimately related to their performance, which can be altered by mutations or other chemical modifications that lead to changes in function correlating with disease (1-3). It is thus important to have standard means of assessing and quantifying changes in mechanics.

One of the most prevalent parameters used to characterize the mechanics of filamentous structures is the bending stiffness, which is generally described through the persistence length of a filament. The persistence length can be obtained by imaging individual filaments and determining the length scale over which thermal fluctuations tend to randomize the direction of the filament’s backbone. For semiflexible filaments such as DNA and molecular collagen, the persistence length is on the order of 10-100 nm (4-7), and thus atomic force microscopy (AFM) has become the technique of choice for conformational imaging, as it has sufficient spatial resolution to resolve the contour of the backbone of these filaments (1-2 nm in diameter). For thicker, more rigid filaments, fluorescence microscopy can be used to image fluctuations of filament backbones (8, 9). Once spatial coordinates of the backbone are determined, statistical treatment of the directional correlation and of the through-space separation of points along the backbone can be used to determine mechanical parameters such as persistence length and inherent curvature (4, 6, 8, 9). Although changes in persistence length can indicate molecular alterations, at present image analysis presents a bottleneck to assessing molecular flexibility in a high-throughput manner.

At present, there is no standard technique for determining backbone coordinates from AFM images. Manual chain tracing is frequently done when image sets are not too extensive (5), but for larger numbers of images, manual tracing can become cumbersome. Furthermore, it is possible that there is variation in backbone coordinates selected by different users, which could lead to biased results. For these reasons, a number of different approaches for automating chain tracing have been developed (6, 10-13). Most of these involve an initial user input step to manually identify points along the chains (6, 11, 12); following the initial identification of points on or near the central line of the backbone, various approaches are implemented to automatically refine the backbone contour. Very few algorithms exist that provide fully automated chain detection and tracing (10, 13). We have found one of these algorithms (10) to be sensitive to background noise amplitude and correlation, and problematic for chains exhibiting irregular intensity along the contour (14). Thus, user intervention may be required even in an automated routine to exclude erroneously detected traces.

To date, machine learning has proven to be a powerful tool for microscopy in biological fields, and it can improve significantly the efficiency and performance of large-scale image analysis, such as with medical diagnostics (15) and cellular imaging (16). More recently, deep learning techniques have been applied to imaging at the single-molecule level (17) to extract molecular parameters (18), improve localization (19), and automate analysis (20). A neural network thus presents a good candidate for the automation of the chain tracing process.

Here, we implemented a machine learning approach to automate the detection of chains in AFM images. Following pixel classification by a neural net, image processing is performed to determine an initial guess of the backbone of each chain. These coordinates are passed to our previously developed
chain-tracing software SmarTrace (6, 14), which refines the contour and outputs coordinates used for
determination of the persistence length. We validate this software, dubbed AutoSmarTrace, on
simulated chains. We demonstrate its performance on experimental images by extracting persistence
lengths from biological samples (DNA and collagen) that possess different persistence lengths, in some
cases display inherent curvature or have a large globular end-domain, and whose images – recorded in
different laboratories – contain various levels of background noise. We furthermore show the ability of
the machine learning portion of the algorithm to identify filaments in electron microscopy and
fluorescence images, which exhibit different appearances and noise profiles than AFM images. In all
cases, AutoSmarTrace matches the performance of manually curated image tracing, offering a much
more efficient route to chain identification and tracing for future applications.

Methods

AutoSmarTrace is written in MATLAB (21). The program, documentation and example images are
available at https://github.com/FordeLab/AutoSmarTrace. An overview of the image processing is
provided in Figure 1. Simulated AFM images of filaments were created to train the neural network, and
validation of the algorithm was tested on additional simulated images of chains of known persistence
lengths that formed the “ground truth” for comparison.

Training set of images

The training set consisted of over 8000 simulated images of chains (contour length 300 nm), which
contain varying numbers of chains, chain persistence lengths, chain widths and levels of background
noise. Each image is 512x512 pixels in size with a corresponding pixel size of 4 nm, typical of AFM
settings for imaging (6). The persistence length of chains varies between images from 20 nm to 200 nm
at 5 nm intervals with an equal number of images per persistence length. This range encompasses
experimentally measured persistence lengths for a variety of semiflexible polymers, including DNA,
collagen and tropomyosin (4-7, 22). Chain width varied between images, with a value between three to
six pixels. Background noise varies from zero to comparable to signal amplitude (such that the chains are
not visually apparent in the images).

Each simulated image was generated by a previously described worm-like-chain-simulating algorithm
(6). Chain parameters specifying persistence length and contour length were used to generate points
along a two-dimensional chain backbone; 2D Gaussian distributions of a given width, centered on each
point on the backbone, were summed to produce the final chain contour. AFM-like background was
then added to the image by correlating Gaussian random noise through the Cholesky decomposition of a
reference AFM image of background (23). In some images, bright elliptical shapes were added to mimic
larger pieces of dirt or debris that can appear in AFM imaging.

Neural Network

The first component of the tracing algorithm is a convolutional neural network for the purpose of
individual pixel classification (semantic segmentation) developed in the deep learning package of
MATLAB Release 2018b (21). The layer architecture follows a downsample-upsample design with two
sets of convolutional and transposed convolutional blocks of layers. Each downsampling block consists
of a convolution, followed by a rectified linear unit (ReLU) layer, and then a max pooling. The final layers
are for classification of pixels using a softmax layer into a cross-entropy loss layer. This final classification layer classifies each pixel as belonging to one of four categories: background, chain, overlap, and noise. The network was trained on the simulated images until an accuracy of 98-99% correct pixel identification was maintained.

**Image Processing**

After the image has been segmented using the neural network, it is processed to provide backbone coordinates to a chain-tracing algorithm. This image processing part of the algorithm is also implemented in MATLAB (21). First, the classified image is converted to a binary image by equating the background and noise categories to black pixels and the chain and overlap categories to white while keeping a copy of the original labelled image. The copy is used to make another binary image containing only the overlap pixels in white. Both binary images have an area thresholding applied to each 8-connected object to remove small, misidentified groups of pixels, and then the overlap image is used to create a mask for overlapping regions of chains. The binary chain map is then cleaned further by removing highly circular objects, spur pixels, and single pixel bridges.

Further separation of connected chains not associated with overlap is done through the process of skeletonization. This procedure reduces objects down to a single-pixel-width, minimally connected skeleton by calculating a distance transform. The skeleton is then the pixels that correspond to the creases of zero curvature of the transform. This is done using the `bwskel` MATLAB function which utilizes the medial axis transform. A copy of each object is skeletonized, then any objects with branch points, pixels of the skeleton that have more than 2 connected pixels, are identified, and an area around the branch points are masked out in the original image. After each object in the image has undergone this procedure, there should be complete separation of connected chains.

To generate an end-to-end ordered list of pixel coordinates for each object, the skeletonization procedure is used once more. Each object is transformed, and the endpoints of each skeleton are identified. Their coordinates are saved (with one pixel arbitrarily chosen as the beginning of the chain) before they get removed from the skeleton. The process is then repeated with the new shorter skeleton until the ordered list is complete. Once each chain has had its points extracted, the lists are transferred to the SmarTrace algorithm to provide an initial spline that will be refined to a smooth backbone.

**SmarTrace**

The SmarTrace program is chain-tracing software written in MATLAB that uses a pattern-matching algorithm to obtain a subpixel resolution spline for a chain backbone (6, 14). Prior to the development of the automated algorithm, SmarTrace used a graphical interface to allow users to zoom onto a chain, define points along the backbone, trace the chain, save the data, and move on to the next chain. In AutoSmarTrace, this is replaced by an automated system that reads all images in an input directory to a temporary datastore, then sequentially traces each image and saves the chain data as well as the traced image. The lists of points output from the image processing step replace the user-defined input points in the tracing process.

These initial points are then fit to a cubic spline with points 1 nm apart to serve as an initial guess. The guess is then refined by the pattern-matching algorithm to get a best fit for the chain backbone, resulting in a smooth sub-pixel resolution spline.
Persistence length and curvature determination

Persistence length is determined as previously described (6). First, the splines across all images for a set of chains are pooled and randomly segmented into pieces of contour length 10-200 nm in 10 nm intervals. The segmentation is performed so that none of the resulting segments overlap with each other. Chains are resampled, and for each segment of each chain, $\cos \theta(s)$ and $R^2(s)$ values are computed from the tangent vectors at the end points (Fig. 2). From all segments of a given contour length $s$, the mean and standard error of $\cos \theta(s)$ and $R^2(s)$ are determined. These are fit with the following relations from the 2D worm-like chain model:

$$\langle \cos \theta(s) \rangle = e^{-s/2p}$$
$$\langle R^2(s) \rangle = 4ps \left(1 - \frac{2p}{s}\right) \left(1 - e^{-s/2p}\right)$$.  

From these fits, the persistence length $p$ is determined.

In some cases (e.g. collagen deposited under low ionic strength conditions; A-tracts of DNA; tropomyosin), chain conformations exhibit intrinsic curvature (6, 22, 24). Such conformations can be described by the curved WLC model, where the above relations are modified by the intrinsic curvature $\kappa$ (6):

$$\langle \cos \theta(s) \rangle_c = \cos(\kappa s) e^{-s/2p}$$
$$\langle R^2(s) \rangle_c = \frac{4sp}{(1+4\kappa^2p^2)^2} \left\{1 - \frac{2p}{s}(1 - 4\kappa^2p^2)\left[1 - \cos(\kappa s)e^{-s/2p}\right] + \frac{4\kappa^2p^2}{s} \left[\kappa s - 2 \sin(\kappa s)e^{-s/2p}\right]\right\}$$.  

AFM imaging

Bovine pro-N collagen III (pN-III) was a gift of Yoshihiro Ishikawa of the University of California, San Francisco, and was extracted from fetal bovine skin following a previously published protocol (25). Collagen was diluted into a solution of 1 mM HCl, 100 mM KCl at a final concentration of 0.2 μg/mL, where 50 μL of the diluted sample was deposited and allowed to incubate for 20 seconds on freshly cleaved mica (Highest Grade V1 AFM Mica Discs, 10 mm, Ted Pella). The excess unbound proteins were removed by rinsing with ultra-pure water, and the mica was then dried using filtered air. All proteins were imaged under dry conditions, and the solution conditions of the samples refer to the conditions in which they were deposited onto mica. Imaging was done with an Asylum Research MFP-3D atomic force microscope using AC tapping mode in air. AFM tips with a 160 kHz resonance frequency and 5 N/m force constant (MikroMasch, HQ: NSC14/AL BS) were used. AFM images of the other collagen samples were similarly obtained: rat type I collagen images and collagen types I and III deposited from 20 mM acetic acid are from reference (6), while type IV collagen images are from reference (7).

AFM images of DNA recorded in solution conditions were generously provided by Patrick Heenan and Tom Perkins of JILA and the University of Colorado Boulder (5).

Electron microscopy imaging

Electron microscopy images of pN-III collagen were recorded and generously provided by Douglas R. Keene of the Micro-Imaging Center, Shriner’s Hospitals for Children, Portland, Oregon (26). Briefly, 5 mg of pN-III was resuspended in 1 ml of 200 mM acetic acid, which was diluted 1:5 in 1 mM HCl with 100 mM KCl. 30 μL of this 100 μg/ml collagen sample was mixed with 70 μL of glycerol and nebulized, using
an airbrush, onto freshly cleaved mica. The sample was dried in vacuum and rotary shadowed using a Pt-C electron beam gun angled at 6 degrees relative to the mica surface within a Balzers BAE 250 evaporator. The replica was backed with carbon, floated onto distilled water and picked up onto 600 mesh grids. Photomicrographs were taken using an FEI G2 TEM operated at 120KV using an AMT 2Kx2K camera.

Results

We have developed an automated process, dubbed AutoSmarTrace to trace chains in image data using a convolutional neural network to classify pixels, image processing to skeletonize chains, and supplied these coordinates to the previously developed SmarTrace algorithm to trace them with sub-pixel resolution. Figure 1 provides a summary of the steps involved in this automated process, which are described in more detail in the Methods section.

Key to this process is the classification of pixels by a trained neural network. The network in AutoSmarTrace was trained using 8000 simulated AFM images of chains with persistence lengths ranging from 20-200 nm at a variety of surface coverage densities, particulate “noise” contaminants, and background noise with amplitudes ranging from zero to comparable to signal levels from the chains. The network was trained to classify each pixel as belonging to a chain, to the overlap of chains, to noise or to background. Pixels belonging to chains were subsequently subjected to filtering algorithms to refine the choice of pixels belonging to extended regions of chains appropriate for analysis of chain flexibility. A skeletonization process was used to determine an ordered list of chain coordinates that were passed to SmarTrace as the input guess for the backbone. SmarTrace uses pattern-matching to refine the input coordinates and produce contour coordinates of each chain with sub-pixel resolution (6).

Visually, the tracing of contour backbones by AutoSmarTrace looks successful (e.g. final panel of Fig. 1). To test the performance quantitatively, we analysed the traced chains, determining their flexibility and, where appropriate, intrinsic curvature. The algorithm was tested on both simulated and experimental data to check for consistency and accuracy.

Validation on Simulated Chains

First, we validated the algorithm on simulated chains with prescribed flexibility, which provided the ground truth. Large sets of images of chains with defined persistence lengths were simulated, then were traced. The set of images used for tracing here are a separate set from the training images, and around 200 μm of total contour length of simulated chains was traced for each persistence length determination. Simulated chains had persistence lengths ranging from 20 nm to 200 nm at 5 nm intervals. Tangent correlations \( \langle \cos \theta \rangle \) and mean-squared distances \( \langle R^2 \rangle \) were determined for different segment lengths from the traced contours; the dependence of these quantities on segment length were used to find the persistence length by fitting to equations (1) and (2), respectively. Persistence lengths determined from this tracing and analysis were compared to the ground truth persistence lengths that were defined by the simulation parameters.

As seen in Figure 3, AutoSmarTrace is able to accurately determine persistence lengths of simulated chains with persistence lengths from approximately 30 - 200 nm. For more flexible chains, the algorithm
overestimates the persistence length. We provide reasons for this in the Discussion. It is also apparent from Fig. 3 that for persistence lengths below \( \sim 110 \text{ nm} \), analysis of mean squared end-to-end distance (eq. 1) tends to overestimate the persistence length compared with analysis of tangent correlations (eq. 2). This was also found for manual usage of SmarTrace. Indeed, the mean squared end-to-end distance provides a good estimate for flexibility only for more stiff chains. In the tests on experimental data sets that follow, we report only the tangent correlation estimate for this reason.

Performance on experimental AFM images

To assess the performance of AutoSmarTrace on experimental images, we used it to trace chains in multiple sets of AFM images of different collagen samples. The resulting traces were analyzed to determine persistence length, and these results were compared to the values obtained through manual usage of the SmarTrace program. Additionally, we also traced a sample of AFM images of DNA with the automated and manual methods. These results were both compared to the value of persistence length independently obtained through a separate method of manual tracing (5).

Comparison of AutoSmarTrace with manual usage of SmarTrace and another manual tracing procedure provide comparable estimates of persistence length of these different samples (Figure 4a). These findings demonstrate the ability of AutoSmarTrace to determine chain flexibility in an unsupervised fashion, using AFM images recorded in either solution or dry conditions.

Some biological filaments have been found to exhibit intrinsic curvature (6, 22, 24). We tested AutoSmarTrace’s ability to trace collagen chains deposited in conditions that exhibit curvature (6). Figure 4b shows the results of this analysis, obtained by fitting the measured tangent correlations \( \langle \cos \theta \rangle \) and mean-squared distances \( \langle R^2 \rangle \) with equations (3) and (4), respectively. Estimates of persistence length and curvature agree reasonably well between AutoSmarTrace and the manual usage of SmarTrace. In cases where the persistence length is underestimated by AutoSmarTrace (compared with manual SmarTrace), the curvature is also underestimated, likely due to a compensating effect arising from the inverse contributions of these two parameters to chain compactness in a curved worm-like chain.

Performance on other experimental images

AutoSmarTrace complements a recently developed machine-learning algorithm for chain characterization, TopoStats, which was designed to determine contour length and topology of DNA (13). While both approaches were developed for analysis of AFM images, we were curious to see whether AutoSmarTrace could identify chains in images acquired with other approaches. We tested its performance on electron microscopy (EM) images of collagen and on fluorescence images of actin filaments in solution. Given the significantly different appearance of filaments and of background in these images, compared with the simulated AFM images used to train the network, we did not expect success. Surprisingly, however, the algorithm was able to identify chains in both types of images (Figure 5). The ability to detect these chains was able to be improved by additional image processing steps such as smoothing of the thick globular EM chains and combination of the non-background categories for the higher contrast, lower noise fluorescence images. These additions can be optionally toggled in the software. Detailed examination of the backbone contours reveals excess curvature that is introduced by the SmarTrace portion of the routine (e.g. Fig. 4a, bottom). This may arise from the particulate nature of the backbone in EM images and from the significantly different chain cross-section profile in the
fluorescence images compared with AFM. Nonetheless, chains are correctly identified by the automated algorithm. We have also implemented AutoSmarTrace to determine persistence lengths of simulated molecular motor trajectories (27), demonstrating an additional application of this algorithm.

Discussion

Tracing filaments in AFM images can be a time-consuming process and may introduce user bias in chain selection. Here, we have shown that a machine-learning algorithm is able to correctly identify coordinates of filaments in simulated and experimental AFM images. By comparing the values of persistence length obtained by AutoSmarTrace with the ground truth used to produce simulated chain images, we validated the success of this algorithm for chains with persistence lengths ranging from 30-200 nm. As stated above, for chains with persistence lengths below ~110 nm, analysis of tangent vector correlation is better able to recover the ground truth, while from 110-200 nm, both tangent vector correlation and mean-squared distance analysis accurately recover the persistence lengths (Fig. 3). Based on the excellent agreement between input and extracted persistence lengths at the higher end of the studied range, we anticipate that AutoSmarTrace should work well on stiffer filaments with persistence lengths > 200 nm.

Factors external to the automated chain identification algorithm may influence the estimates of persistence length. For example, our images had a pixel size of 4 nm (the conventional size of AFM scans). This makes short persistence lengths difficult to estimate accurately. For example, a chain with 20-nm persistence length will have significant directional changes over 4-5 pixels. That AutoSmarTrace can reliably recover persistence lengths as short as 30 nm (7.5 pixels) is quite impressive.

In the image processing portion of the algorithm, pixels identified as points of chain crossings by the neural net are excluded from chain tracing. This approach was chosen to eliminate the challenges of identifying correct chain directionality when emerging from a branch point, and has been used in prior manual chain tracing (5). Portions of chains are used for chain identification only if they extend, without overlapping with other chains, for at least 30 pixels. For more flexible, more highly curved and/or more dense depositions of filaments on surfaces, this selection process may require an increased number of images to attain sufficient chain contour segments for flexibility analysis.

To assess performance when tracing experimental images, we compared estimates of persistence lengths of collagen proteins via manual and automated implementations of SmarTrace (6, 7), and also benchmarked by comparing to estimates of DNA’s persistence length on images recorded and analysed by another group (5). These comparisons show the ability of AutoSmarTrace to provide consistent persistence lengths (Fig. 4). The only sample in which automatic and manual tracing led to significantly different estimates of persistence length was type IV collagen. This discrepancy likely arises from the heterogeneous structure of this network-forming collagen, compared with the fibril-forming types I and III collagens. It has been shown that type IV has an inhomogeneous flexibility profile: in particular, the persistence length is significantly lower (~10 nm) towards the N-terminus of the protein (7, 28). Because of this, and avoidance of chain overlap in chain selection, it may be that more rigid portions of collagen IV chains are retained by the chain selection algorithm, while more flexible regions have a greater likelihood of exclusion from further analysis. Thus, filaments containing regions of high flexibility (persistence lengths on the order of a few pixels in size) may present challenges to AutoSmarTrace with
the current chain selection criteria in place. For filaments with homogeneous flexibility, or whose flexibility is above 30 nm throughout the chain, there should be no selection bias towards incomplete segments of chain and AutoSmarTrace should be able to extract the correct net chain flexibility.

Two key benefits of automated chain tracing are savings of user time, and consistency of trace results. Manual tracing can lead to varying persistence length results based on the user selected points, chain selection, and subjective interpretation of a good trace. AutoSmarTrace will output identical traces each time for a given image. There may be a chain selection bias inherent to the program, but this bias will be the same across multiple runs and different users. The ability to automate this chain-tracing workflow should prove particularly beneficial for large-scale imaging applications, such as video-based analysis of dynamical filament flexibility.

The outputs of the automated chain identification software here are fed into the refined chain tracing algorithm we previously devised, dubbed SmarTrace. However, chain coordinates could alternatively be used as a starting guess (Fig. 4a, top) and provided to other tracing algorithms in place of user-required chain selection. We expect the chain-identification capabilities of AutoSmarTrace to provide greater throughput and reproducibility to analysis of filament conformations imaged using techniques that introduce different cross-sectional profiles than AFM, such as electron microscopy or fluorescence microscopy (Fig. 4).

We have shown that machine learning can provide an excellent approach to determination of biopolymer flexibility from AFM images. AutoSmarTrace identifies valid regions of chains in images, and feeds their coordinates to a refined tracing software, which subsequently determines persistence length (and curvature, where appropriate) of filaments. This approach, and others that utilize the power of computers to be trained for automated image analysis, should prove highly beneficial for increasing throughput and reliability of biopolymer characterization founded on single-molecule imaging approaches.
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Figure 1. Workflow for AutoSmarTrace backbone identification and contour tracing algorithm. The final step (bottom line) of contour tracing is performed by the SmarTrace algorithm (6).
Figure 2. AFM image of pN-III collagen molecules. The two metrics used in our analysis are shown for two points separated by a contour distance of $s$: end-to-end distance squared, $R^2$, and correlation of unit tangent vectors, $\hat{t}_1 \cdot \hat{t}_2 = \cos \theta$. Scale bar in main image is 500 nm. Scale bar in zoomed image is 100 nm.
Figure 3. Performance of AutoSmarTrace on simulated AFM images of chains. a) Examples of simulated images of chains with different persistence lengths. Noise level, chain thickness, and the number of chains also varies between images. b) Values of persistence length obtained from analysis on splines from AutoSmarTrace compared to the input for the simulated chains. Shown are results for both $\langle \cos \theta \rangle$ (triangles) and $\langle R^2 \rangle$ (dots) fits, using equations (1) and (2), respectively. Insets show example fits for simulated chains with a persistence length of 50 nm. Error bars in the main panel are 90% confidence intervals from the WLC fits, and each point is determined from approximately 200 μm of traced contour length. Scale bars in images are 500 nm.
Figure 4. Performance of AutoSmarTrace on experimentally obtained AFM images. a) Persistence lengths obtained through analysis on spline sourced from manual usage of SmarTrace compared to running of AutoSmarTrace for several different polymer samples. Error bars represent 90% confidence intervals from the WLC fit. The DNA sample has an additional result from a manual spline fitting to points placed by hand with no further refining, as presented in (5). b) Persistence lengths and curvatures obtained through analysis on spline sourced from manual usage of SmarTrace compared to running of AutoSmarTrace for curved WLC samples. These curved WLC samples of collagen were deposited from 20 mM acetic acid (6). Error bars are 90% confidence intervals from the curved WLC fit.
Figure 5. AutoSmarTrace can identify filament contours in images from different sources. (a) Electron microscopy image of type III pN-collagen. Top: red line is the initial contour spline output by the neural net + image processing portion of the algorithm, and fed as input to SmarTrace. Bottom: red line is the backbone contour identified by AutoSmarTrace. Scale bar is 100 nm. (b) Fluorescence microscopy image of actin filaments in solution. Magenta lines are the backbone contours identified by AutoSmarTrace, with blue dashed lines indicating chain widths. Scale bar is 10 μm. Image extracted from Supporting Video S1 of ref. (29).