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Abstract

We consider the setting where many networks are observed on a common node set, and each observation comprises edge weights of a network, covariates observed at each node, and an overall response. The goal is to use the edge weights and node covariates to predict the response while identifying an interpretable set of predictive features. Our motivating application is neuroimaging, where edge weights encode functional connectivity measured between brain regions, node covariates encode task activations at each brain region, and the response is disease status or score on a behavioral task. We propose an approach that constructs feature groups based on assumed community structure (naturally occurring in neuroimaging applications). We propose two feature grouping schemes that incorporate both edge weights and node covariates, and we derive algorithms for optimization using an overlapping group LASSO penalty. Empirical results on synthetic data show that our method, relative to competing approaches, has
similar or improved prediction error along with superior support recovery, enabling a more interpretable and potentially more accurate understanding of the underlying process. We also apply the method to neuroimaging data from the Human Connectome Project. Our approach is widely applicable in neuroimaging where interpretability is highly desired.

1 Introduction

Predicting a response such as psychiatric disease status from the brain scan of an individual is an increasingly common task in human neuroimaging (Calhoun et al., 2017; Arbabshirani et al., 2017; Burgos and Colliot, 2020). For example, studies aim to predict individual phenotypes from “resting state” functional connectivity (Khosla et al., 2019). Many of these studies also acquire spatially-localized features (e.g., brain activation in response to a cognitive task) on the same participants. The simultaneous use of multiple modalities obtained from brain imaging (e.g., both connectivity and activation during a task) offers an opportunity for better prediction and deeper understanding in how various characteristics of the brain affect the phenotype (Calhoun and Sui, 2016).

This suggests a general statistical problem: modeling a response $y$ as a function of one or more network-valued predictors. Networks contain information about connections (edges) between units of observation (nodes), and may also have additional node-level information available (node covariates). In the neuroimaging application above, the nodes are locations in the brain, and edges correspond to connectivity between these locations. Typical neuroimaging networks are undirected, and edge weights represent the strength of connectivity, though this varies with imaging modality. The networks can be treated as having a common node set by mapping every participant’s brain onto a common anatomical atlas (e.g., Power et al., 2011), also known as a parcellation. Node covariates may take the form of, e.g., activation in response to a cognitive task or gray matter volume, and the response $y$ is a participant-level variable such as a cognitive task score or disease status.

Parcellations of the brain provide not only a common atlas but also a partition of nodes into “brain systems,” which we may think of as “communities”. These may be based on domain knowledge or on prior application of community detection algorithms (Yeo et al., 2011; Power et al., 2011). Ob-
taining results at the level of brain systems rather than individual nodes aids interpretability and comparison across studies, and helps to balance power and spatial specificity (Noble et al., 2022). Popular methods, such as connectome predictive modeling (Shen et al., 2017) and brain basis set modeling (Sripada et al., 2019), tend to vectorize edge weights to obtain a “bag of features” (Chung et al., 2021) for use in conventional supervised learning algorithms. These approaches do not account for community structure, offer only ad hoc interpretation at that level of resolution and typically do not incorporate node covariates. Domain-agnostic variable selection methods (e.g., the LASSO Tibshirani, 1996) similarly disregard network structure, but do serve as a predictive performance benchmark for the methods we aim to develop here.

The goal of this work is to predict a response from edge weights and node covariates while providing interpretability at the level of network communities. We term this a “network-aware” approach, in contrast to the “bag of features” methods discussed above. We call our method NetCov: prediction from networks with node covariates. NetCov imposes structured penalties that reflect communities, in contrast to methods that first aggregate connectivity among communities (e.g., Yu et al., 2019), which may fail when the signal within a community is heterogeneous. We propose two schemes depending on the mechanism believed to be involved, and derive an efficient algorithm based on overlapping group LASSO to obtain interpretable group-sparse solutions.

Previous uses of group LASSO penalties in neuroimaging include Shimizu et al. (2015), which used both group and sparse group LASSO (SGL), with voxels grouped based on brain region, in the classification of depression using task fMRI. Relión et al. (2019) proposed a prediction framework using an SGL penalty where each node has all its incident edge weights grouped together and applied this to a Schizophrenia dataset. Richie-Halford et al. (2021) also proposed an SGL-based method intended for use with diffusion-weighted magnetic resonance imaging where voxel-level features are grouped based on tissue tract. To the best of our knowledge, NetCov is the first method to (a) construct groups that include both edge weights and node covariates, naturally spanning multiple imaging modalities, and (b) leverage community information in the construction of groups.

While our goal is to predict a response from an observed network, a related line of work approaches the converse problem: characterize networks from observed labels. For example, Tang et al. (2017) proposed a method...
for testing the hypothesis that two networks are drawn from the same distribution and applied it to neural connectome graphs. Ginestet et al. (2017) developed Wald-like hypothesis tests for samples of networks analogous to classical one- and two-sample tests, and illustrated the method on functional connectivity data. Xia et al. (2020) introduced a “multi-scale network regression” model in which edge weights are predicted using phenotypes in a penalized model. In more recent work, Kim et al. (2023) modeled edge weights using a mixed-effects framework with a network-aware variance structure to model how networks change by condition.

The remainder of the paper is organized as follows. Section 2 presents our model and the two feature grouping schemes. Model fitting is presented in Section 3. Section 4 presents numerical experiments assessing our approach and comparing it to other methods. We then apply our approach to data from a large human neuroimaging study in Section 5. We close with a discussion of limitations and future work in Section 6.

2 The NetCov Model and Network-Aware Penalties

We start by fixing notation. Let $N$ be the number of observations (e.g., participants, in the neuroimaging context), and let the data collected for each participant $i = 1, \ldots, N$ be the triple $(A^{(i)}, X^{(i)}, y^{(i)})$. Here $A^{(i)}$ is the $n \times n$ signed and weighted adjacency matrix associated with the $i$-th observation, on a common set of nodes labeled $1, \ldots, n$, with $A^{(i)}_{kl}$ representing the weight of the edge from node $k$ to node $l$ for participant $i$. The matrix $X^{(i)} \in \mathbb{R}^{n \times d}$ contains node covariates for participant $i$, with the $k$-th row corresponding to the covariates of node $k$. The response variable $y^{(i)}$ for participant $i$ may be real-valued or categorical. Finally, let $c : \{1, \ldots, n\} \rightarrow \{1, \ldots, K\}$ be the map that assigns each node $k$, $k = 1, \ldots, n$ to one of $K$ possible communities. We assume this map is known (or learned previously) and will use it to construct feature groups. Importantly, the response $y^{(i)}$, edge weights $A^{(i)}$, and node covariates $X^{(i)}$ are all observed. While there may be correlations among them, they are not inferred one from the other. The class of matrices $A^{(i)}$ may be further restricted based on the application at hand. For instance, in all our examples, the networks are undirected, and so the $A^{(i)}$ are symmetric matrices.
2.1 Prediction Model

Since we desire interpretable parameters, we use a standard generalized linear model \cite{McCullagh1989} to relate the response \( y \) to the predictors \((A, X)\). Conditional on \((A, X)\), \( y \) follows a distribution satisfying

\[
\mathbb{E}[y] = g^{-1}\{\mu + \text{Trace}(\beta_A^tA) + \text{Trace}(\beta_X^tX)\},
\]

where \( g^{-1} \) is the inverse of the link function \( g \), and \( \mu \in \mathbb{R} \), \( \beta_A \in \mathbb{R}^{n \times n} \), and \( \beta_X \in \mathbb{R}^{n \times d} \) are (unknown) coefficients. The choice of \( g \) will depend on the setting: for continuous \( y \) we may use the identity link function, and for binary \( y \) letting \( g^{-1}(t) = \frac{1}{1 + \exp(-t)} \) yields a logistic regression model. Note that if the networks have no self-loops or are undirected, many of the entries of \( A \) are either redundant or of no interest, and we can remove these terms from the model by constraining the corresponding entries of \( \beta_A \) to also be zero.

It will often be notationally convenient to use \( Z^{(i)} \in \mathbb{R}^p \) to denote an appropriately vectorized version of \((A^{(i)}, X^{(i)})\) and to let \( \beta \in \mathbb{R}^p \), be an analogously vectorized version of \((\beta_A, \beta_X)\). The dimension \( p \) depends on the number of non-redundant entries; for instance, if the networks are undirected with no self-loops, then \( p = n(n - 1)/2 + dn \). If we write \( Z \in \mathbb{R}^{N \times p} \) for the matrix with \( Z^{(i)} \) as the \( i \)-th row, we can write \( \mathbb{E}[y] = g^{-1}(\mu + Z\beta) \), which substantially simplifies subsequent derivations.

2.2 Feature Groups

Feature groups are at the core of our method and its goal to provide interpretable network-aware solutions. Suppose, without loss of generality, that the nodes are ordered such that community assignments are contiguous and non-decreasing, i.e., \( i < j \implies c(i) \leq c(j) \). Recall that coefficients corresponding to the node covariates are held in the matrix \( \beta_X \in \mathbb{R}^{n \times d} \). Since each row corresponds to coefficients associated with a distinct node, and each node is assigned to a community, we can partition the predictors in \( X^{(i)} \) into \( K \) “blocks,” where each block comprises the covariates associated with the nodes in a specific community. Let \( G_X^k = \{i : c(i) = k\} \) denote a given block. Recall that coefficients corresponding to edge weights are held in the matrix \( \beta_A \in \mathbb{R}^{n \times n} \). We can partition \( \beta_A \) into “cells,” where each cell corresponds to coefficients associated with edges linking nodes belonging to a specific pair of communities. If the network is directed, there will be
\(K^2\) cells, whereas if it is undirected there will be \(K(K + 1)/2\) cells. Let \(G_{A}^{k,k'} = \{(i, j) : c(i) = k \text{ and } c(j) = k'\}\) denote a given cell. An example of this partitioning scheme is depicted in Fig. 1.

\[
\begin{array}{|c|c|c|}
\hline
& \beta_A & \beta_X \\
\hline
G_{A}^{1,1} & G_{A}^{2,2} & G_{X}^{1} \\
G_{A}^{2,1} & G_{A}^{3,2} & G_{X}^{2} \\
G_{A}^{3,1} & G_{A}^{3,3} & G_{X}^{3} \\
\hline
\end{array}
\]

Figure 1: Feature groups for undirected networks with \(K = 3\). Network cells are on the left and node blocks are on the right.

Blocks and cells form natural grouping units for nodal and edge covariates, respectively. As such, we propose two feature grouping schemes: Node-Based Groups (NBG) and Edge-Based Groups (EBG). These two schemes are motivated by the neuroscientific notion of “lesion network mapping” (Fox, 2018), and are schematically illustrated in Fig. 2. In the first scenario (NBG), an aberration (e.g., caused by disease, trauma, etc.) affects a brain system, corresponding to, say, community \(k\). This affects the block \(G_{X}^{k}\) as well as its connectivity with other brain systems. Thus, \(G_{A}^{1,k}, G_{A}^{2,k}, \ldots, G_{A}^{K,k}\) are affected, too. Formally, the \(K\) feature groups \(G = \{G_{A}^{1}, G_{A}^{2}, \ldots, G_{A}^{K}\}\) under NBG are given by

\[
G^{k} = G_{X}^{k} \cup \bigcup_{j=1}^{K} G_{A}^{j,k}.
\]

In the second scenario (EBG), an aberration affects edges instead of nodes, disrupting connectivity between two systems, say \(k\) and \(k'\), affecting \(G_{A}^{k,k'}\). This in turn affects covariates within both systems: \(G_{X}^{k}\) and \(G_{X}^{k'}\). Formally, the \(K(K+1)/2\) groups under EBG, \(G = \{G_{A}^{k,k'} : 1 \leq k \leq k' \leq K\}\), are given by

\[
G_{A}^{k,k'} = G_{X}^{k,k'} \cup G_{X}^{k} \cup G_{X}^{k'}.
\]
Figure 2: The neuroimaging motivation for grouping. Circled groups of nodes represent brain systems, lines represent connectivity between nodes. Black is normal, red is abnormal, and a lightning bolt indicates a disease or injury. Left (NBG): a disease affects a system, and its connections to other systems become abnormal. Right (EBG): a disease affects connectivity between two systems, and the systems themselves become abnormal.

To summarize, an NBG group corresponds to all nodes in a community and all edges it is involved in, while an EBG group corresponds to a connection between two communities, including both communities’ nodes and edges between them. Under both NBG and EBG, each feature appears in at least one group, but the groups overlap. A given group comprises coefficients associated with both edge weights and node covariates. The corresponding groupings of the coefficients of $\beta$ are illustrated, for $K = 3$, in Fig. 3 for NBG and Fig. 4 for EBG. Note that the stated definitions can be readily extended to directed settings.

Figure 3: The NBG feature groups for $K = 3$. The panels, from left to right, show features associated with communities 1, 2, and 3. Yellow stars correspond to node covariates, and blue diamonds to edge weights.
3 An Algorithm for Fitting NetCov

Recall that $Z \in \mathbb{R}^{N \times p}$ is a design matrix with row vectors corresponding to the vectorization of $(A^{(i)}, X^{(i)})$, where the dimension $p$ will vary depending on the number of nodes, node covariates, whether the network is directed, etc. $\mu \in \mathbb{R}$ is an intercept and $\beta \in \mathbb{R}^p$ gives coefficients corresponding to the columns of $Z$. We write $\beta_G$ to denote the subvector of $\beta$ whose coefficients correspond to features in group $G$. Similarly, $Z_G$ denotes the submatrix formed by the columns of the design matrix $Z$ corresponding to group $G$.

3.1 The Objective Function

We fit NetCov following a standard approach of minimizing a penalized loss function,

$$Q(\mu, \beta \mid Z, y) = \frac{1}{n}L(\mu, \beta \mid Z, y) + \Omega(\beta),$$

where $L$ is a loss function measuring the fit to training data and $\Omega$ is a regularization penalty, which we use to encourage group sparsity. We use
deviance as the loss function, which depends on the assumed distribution of the response. For example, for linear models (i.e., with the identity link function), we use the least squares loss function given by

\[ \frac{1}{2} \sum_{i=1}^{N} \left( y^{(i)} - \mu - \beta^T Z^{(i)} \right)^2. \]

For a binary response \( y \in \{0, 1\} \), we use the logistic regression loss

\[ -2 \sum_{i=1}^{N} \left[ y^{(i)} \left( \mu + \beta^T Z^{(i)} \right) - \log \left\{ 1 + \exp \left( \mu + \beta^T Z^{(i)} \right) \right\} \right]. \]

We assume that each predictor has been standardized to have mean 0 and variance 1, and a continuous response \( y \) is also standardized to have mean 0 and variance 1. The means and variances are learned from the training data only and are then used to normalize the test data, which, as a result, may not have exactly mean 0 and variance 1. There is another important and less trivial standardization step, discussed further in Section 3.2.

Recall that \( G \) denotes the collection of groups, where \( G \in \mathcal{G} \) is a set of indices for a given group of variables. The structure of \( G \) is determined by the mechanism we are looking to find. We assume that the coefficients \( \beta \) are group-sparse: only a small subset of feature groups are “active” (i.e., contain non-zero coefficients). This assumption is both pragmatic and principled: the number of edge features is \( O(n^2) \) which for all realistic networks puts us in a high-dimensional regime where regularization is necessary. At the same time, selecting features in groups yields interpretability at the level of communities (brain systems, in our application), rather than at the level of individual edges and/or nodes. This is a desirable property for many applications, and especially so for neuroimaging, where domain knowledge generally exists at a resolution more compatible with large communities than specific brain coordinates, and where individual measurements are noisy and unreliable.

To select features in groups, we will employ the group LASSO penalty, which under appropriate conditions enjoys similar or superior theoretical properties relative to the standard LASSO (Nardi and Rinaldo 2008; Huang and Zhang 2010). The group penalty we use is of the form introduced by Yuan and Lin (2006),

\[ \Omega(\beta) = \lambda \sum_{G \in \mathcal{G}} \sqrt{|G|} \| \beta_G \|_2. \tag{2} \]
where $\lambda$ is a tuning parameter and $|G|$ is the cardinality of group $G$. This yields a geometry analogous to the LASSO (Tibshirani 1996), with critical points at group-sparse solutions.

The penalty in Eq. (2) has a crucial property: the critical points correspond to solutions where “inactive” groups have all coefficients set to 0. This produces a set of groups $G_i \subseteq \mathcal{G}$ such that $\forall G \in G_i, \beta_G = 0$, and a given feature can only be active if all of the groups in which it participates are active. This may be desirable in some settings (see, e.g., Relión et al. 2019), but our model calls for exactly the opposite: related nodes and edges are affected jointly, as our feature groups overlap. This problem is discussed in Jacob et al. (2009); Obozinski et al. (2011), and we follow their approach of duplicating variables to render the groups non-overlapping, then using the standard group LASSO formulation on the expanded variable set. That is, we construct, via concatenation, $Z^* = [Z_G : G \in \mathcal{G}]$ and $\beta^* = [\beta_G^T : G \in \mathcal{G}]^T$, and then minimize $Q(\mu, \beta^* | Z^*, y)$. For visualization and interpretation purposes, we can map an estimate of $\beta^*$ back to the dimension of $\beta$ through summation: suppose that the $i$-th coordinate of $\beta$ appears in two groups and corresponds to coordinates $j$ and $j'$ of $\beta^*$. Then we can find $(\beta)_i = (\beta^*)_j + (\beta^*)_{j'}$.

3.2 Standardizing within Groups

It is common when fitting the LASSO to standardize the columns of the design matrix $Z$ to have mean 0 and variance 1. For the group LASSO, Simon and Tibshirani (2012) argue that the appropriate normalization involves not only centering and rescaling columns, but orthonormalizing the columns corresponding to each group. As discussed in Breheny and Huang (2015), this orthonormalization yields a more straightforward and efficient algorithm, and is tantamount to penalizing the contribution of each group to the linear predictor. This approach, called the “groupwise prediction penalty” in Bühlmann and van de Geer (2011), can be accomplished in practice by computing the SVD of each $Z_G^* = U_G \Sigma_G V_G^T$, where we limit the decomposition to singular vectors corresponding to nonzero singular values. We then construct a new design matrix comprising orthonormalized groups as $\tilde{Z}^* = [U_G : G \in \mathcal{G}]$. We use this quantity when minimizing Eq. (1) in $\tilde{\beta}^*$. Note that groups of less than full column rank will have their penalty in Eq. (2) scaled based on the number of columns of their corresponding $U_G$. 
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i.e., the rank of $Z_G$. After obtaining an optimal $\tilde{\beta}^*$, it is possible to invert both the orthonormalization and variable duplication to arrive at a solution that is parameterized by $\beta$, which we use for both prediction and interpretation. See Breheny and Huang (2015); Zeng and Breheny (2016) for more details.

### 3.3 Implementation and Parameter Tuning

Efficient algorithms for solving the non-overlapping standardized group LASSO penalty in the context of both linear and logistic regression are presented in Breheny and Huang (2015) and available in the `grpreg` package in R (R Core Team, 2023). To use this approach in the overlapping case, we use the `grpregOverlap` (Zeng and Breheny, 2016) package: it manages variable duplication and depends heavily on `grpreg`. Unfortunately, as of this writing, this package is no longer available from CRAN, but it is available from Github at [https://github.com/YaohuiZeng/grpregOverlap](https://github.com/YaohuiZeng/grpregOverlap); this version incorporates a number of improvements and fixes that we contributed in the course of our present work.

In practice, the tuning parameter $\lambda$ must be learned from data. Following standard practice, we use cross-validation to choose $\lambda$ for both NetCov and the regular LASSO, which we use as a baseline comparison. We broadly follow the default settings for `glmnet` (Friedman et al., 2010b). First, we identify the data-driven quantity $\lambda_{\text{max}}$, the smallest value of $\lambda$ for which the selected model is fully sparse. Then, we set $\lambda_{\text{min}} = 0.05\lambda_{\text{max}}$ and create a logarithmically-spaced grid of candidate values for $\lambda$ between $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$. We then conduct ten-fold cross-validation at each of the grid values, and compute average out-of-sample deviances. Letting $\lambda^*$ be the grid value that minimizes the mean deviance, we set $\hat{\lambda}$ to the largest grid value whose out-of-sample deviance is within one standard error of that corresponding to $\lambda^*$. Finally, we refit the model to the full training set with $\lambda = \hat{\lambda}$.

### 4 Numerical Experiments

We conduct numerical experiments in a variety of settings to assess the performance of our procedure and to compare with competing strategies. Generating simulated data involves generating or specifying the covariates $A^{(i)}$, $X^{(i)}$, specifying the coefficients $\beta$, and drawing the response $y$ from an appro-
appropriate model. In our first set of simulations in Section 4.1 the design matrix is synthetic, which allows us to vary more parameters and explore their influence on performance. In Section 4.2, we fix the design to correspond to covariates from a human neuroimaging study.

To set coefficients \( \beta \), we vary (i) NBG vs EBG group structure, (ii) number of active feature groups (either 1 or 5), and (iii) the magnitude of active features (i.e., controlling the signal-to-noise ratio [SNR]). We simulate all these scenarios for both continuous and binary responses. For simplicity, we only consider undirected networks with no self-loops and keep the number of nodal covariates \( d = 1 \). However, all results can be readily extended beyond these settings.

All simulations include both a training set used for both parameter tuning and model fitting and a test set used to assess out-of-sample performance. While there are 8 unique combinations of group structure, number of active groups, and response (continuous versus binary), we smoothly vary the SNR across 20 levels; this leads to 160 unique settings for each experiment. We repeat each experiment 10 times for each setting and average the results. Because we conduct a total of nearly 10,000 experiments; we conduct our simulations on a high performance computing system with the extremely useful R package `batchtools` (Lang et al., 2017).

As a baseline comparison to our method, we include regular LASSO as implemented in the `glmnet` (Friedman et al., 2010b) package. For both NetCov and LASSO, the tuning parameter is chosen by cross-validation as described in Section 3.3. For the simulations, we do not include other potential competing methods developed specifically for neuroimaging, such as Brain Basis Sets (Sripada et al., 2019) because they do not perform feature selection.

Since our primary goal is interpretation obtained from variable selection, we look at support recovery as a measure of performance, computing both recall and precision for \( \beta \), where recall is defined as

\[
\text{TP} \over \text{TP} + \text{FN},
\]

and precision is defined as

\[
\text{TP} \over \text{TP} + \text{FP},
\]

where TP denotes the number of true nonzero coefficients that are in the estimated support, FP denotes the number of true zero coefficients that are
in the estimated support, and FN denotes the number of true nonzero coefficients that are not in the estimated support.

We also assess out-of-sample prediction performance using out-of-sample classification accuracy for binary responses and using the correlation between our predictions $\hat{y}$ and the observed values in the test set, for the ease of comparison with the neuroimaging literature, which uses this measure (e.g., Sripada et al. (2020), Hsu et al. (2018)). We plot these metrics against SNR for linear models and against Bayes Error (BE) for logistic models, given by

$$\text{SNR} = \sigma^{-2} \text{Var}_Z (Z\beta)$$

(3)

and

$$\text{BE} = E_Z \left[ \min (\text{logit}^{-1} (Z\beta), 1 - \text{logit}^{-1} (Z\beta)) \right].$$

(4)

In all of our simulations with continuous responses, we set the error variance $\sigma^2 = 1$. When working with semi-synthetic data, where the design is based on real data, as discussed in Section 4.2, we compute the expectation and variance with respect to the empirical distribution of the training data.

### 4.1 Experiment I: Fully Synthetic Data

In this experiment, we generate fully synthetic designs $(A^{(i)}, X^{(i)})_{i=1}^N$. We set the number of observations $N = 1000$ and the number of communities $K = 10$, with 5 nodes each for a total of $n = 50$ nodes. These are on the order of what is expected in neuroimaging settings, albeit on the low end, to accommodate running a large number of simulations. All unique entries of $A^{(i)}$ and $X^{(i)}$ are drawn independently from a standard normal distribution.

We specify $\beta$ by first fixing its support and then setting all nonzero entries to the same constant $\alpha$, which will be varied to control SNR. We form feature groups according to either the NBG or EBG scheme as described in Section 2.2. We then select either one or five groups to be active and take their union to be the active feature set. For NBG, the selected groups are $\{G^{(1)}\}$ or $\{G^{(1)}, G^{(2)}, G^{(3)}, G^{(4)}, G^{(5)}\}$. For EBG, the selected groups are $\{G^{(1,1)}\}$ or $\{G^{(1,1)}, G^{(3,1)}, G^{(3,2)}, G^{(4,4)}, G^{(6,5)}\}$. For EBG, we chose these five to include both diagonal and off-diagonal cells and to vary the amount of overlap. We always set the intercept $\mu = 0$. Finally, we draw each $y^{(i)}$ according to either a linear model $y^{(i)} = Z^{(i)}\beta + \epsilon^{(i)}$, where each $\epsilon^{(i)}$ is an independent standard normal, or a logistic model, where each $y^{(i)}$ is an independent Bernoulli random variable with success probability $\text{logit}^{-1} \left( Z^{(i)}\beta \right)$. 
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For each realization, the training and the test set have the same design matrix $Z$ and $\beta$, and differ only in their responses $y$, which are drawn independently. NetCov is fit with the true group structure, since we treat it as known.

Figure 5: Support recovery in Experiment I: recall and precision as a function of nonzero coefficient magnitude $\alpha$ for NetCov (red) and LASSO (blue). Each of the four columns corresponds to either continuous or binary response and either 1 or 5 active groups. Each of the four rows corresponds to either EBG or NBG and either support recovery or precision for $\beta$.

Results in Fig. 5 show that, as expected, support recovery generally improves with increasing SNR, and NetCov yields superior support recovery, especially on recall in low and intermediate SNR regimes. NetCov is also generally superior to the LASSO on precision, although in high SNR settings the pattern is sometimes decreasing. While this at first may seem surprising, this is a result of the parameter tuning process. Both NetCov and LASSO incur bias due to the use of penalization. There is a tendency for cross-validation to choose a small value of $\lambda$ in order to reduce this bias, but this comes at the cost of selecting inactive features which harms precision (but not recall). In Appendix B, the receiver operating characteristic curves that characterize behavior along the entire $\lambda$ path show that NetCov:EBG generally dominates the LASSO. See also [Wang et al. (2022)] for a discussion.
of circumstances in which growing signal strength does not yield improved support recovery, chiefly due to effect size heterogeneity.

Figure 6: Out-of-sample prediction performance in Experiment I as a function of problem difficulty (SNR for continuous response and Bayes error for binary) for NetCov (red) and LASSO (blue). Note the horizontal scale is different in every panel.

Out-of-sample prediction performance in the continuous and binary cases is shown in Fig. 6. Consistent with the improved support recovery, out-of-sample prediction for NetCov is generally superior to the LASSO. This suggests that when the additional structure imposed by NetCov is present in the data, NetCov will yield not only superior support recovery and interpretability relative to the LASSO, but also improved out-of-sample prediction performance. This improvement comes at a cost of trading off additional flexibility of the LASSO, which is an advantage in less structured models.

4.2 Experiment II: Semi-Synthetic Data

In this experiment, we use data from the neuroimaging application as the design matrix; see Section 5 for more details regarding this dataset. We have 785 observations in the training set and 96 observations in the test set. In
addition to signed, weighted edges in the adjacency matrices, we also have a single continuous covariate associated with each node. The edge weights represent functional connectivity in resting state fMRI and the covariate is measured during a working memory task-based fMRI session; see Section 5 for details. Like in Experiment I, these networks are undirected without self-loops.

In order to keep the intercept at 0 as in Experiment I, we center the columns of the training design matrix and subtract these column means from the test design matrix. In all other respects, this experiment is identical to Experiment I in Section 4.1 where we specify the support of $\beta$ to involve either one or five groups under either the EBG of NBG schemes. This semi-synthetic experiment involves real-world data with unknown dependence structure for $A$ and $X$, but we draw responses $y$ from our model with known $\beta$, which allows us to assess support recovery and other performance metrics.

Each network in the sample has 236 nodes, and each node can be assigned to one of 13 communities. The names of these communities and the number of nodes in each are given in Supplementary Table 1. However, using this community assignment scheme results in many feature groups that have more predictors than we have observations, and this is problematic for the group LASSO (see Appendix A for more discussion). As a simple remedy, in this experiment we randomly break up the large communities into smaller pieces until we arrive at a parcellation that has 50 communities where 15 of the communities have 4 nodes, 34 communities have 5 nodes, and a single community has 6 nodes. This modification does not change the overall covariance structure of $Z$, but it does change the intra-group covariance structure and also puts all groups on roughly equal footing in terms of size. We present results when the original community assignments are used in Appendix A.

Support recovery is depicted in Fig. 7. As we see, NetCov with EBG generally outperforms the LASSO, especially for recall at low signal strength regimes. NetCov’s EBG variant generally outperforms or is comparable to the LASSO with respect to out-of-sample performance for both continuous and binary responses as seen in Fig. 8. NBG is limited, unless the sample size is very large relative to the number of features or we add another penalty to encourage within-group sparsity.
Figure 7: Support recovery (as measured by recall and precision) in Experiment II by NetCov (red) and LASSO (blue) as a function of nonzero coefficient magnitude $\alpha$. Each of the four columns corresponds to either continuous or binary response and either 1 or 5 active groups. Each of the four rows corresponds to either EBG or NBG and either support recovery or precision for $\beta$.

5 Application to Neuroimaging Data

We demonstrate the utility of our method by applying it to a subset of data from the Human Connectome Project (HCP; Van Essen et al., 2013) obtained and processed by the lab of our collaborator (see Acknowledgments). In brief, each participant contributes an observation $(A^{(i)}, X^{(i)}, y^{(i)})$ which comprises functional connectivity from resting state data, activation during a working memory task, and a variety of behavioral measures, respectively. There are 881 participants that have complete data for all the measures we consider. We partition these into a training set of size 785 participants and a test set of size 96. This particular training/test split corresponds to the partitions used in Sripada et al. (2019), which was constructed to avoid any twins or sets of familially related individuals appearing in both the training and test sets. We describe each component of the observations in more detail below.
Figure 8: Out-of-sample prediction performance in Experiment II by NetCov (red) and LASSO (blue), as a function of problem difficulty (SNR for continuous response and Bayes error for binary). Note the horizontal scale is different in each panel.

For $A^{(i)}$ and $X^{(i)}$, spatial locations of nodes as well as their community assignments were defined according to the “Power parcellation” [Power et al., 2011], mentioned earlier in the text. This yields 264 nodes assigned to 14 communities. Since our grouping scheme assumes that the nodes in a given system are meaningfully related, we removed all nodes that were assigned the “unknown” community label. This left 236 nodes divided into 13 communities. The putative brain systems corresponding to the communities, and the number of nodes in each, are given in Table 1.

The connectivity data is a subset of that used in Sripada et al. (2019), which describes the processing pipeline in detail. In brief, resting state fMRI data was obtained for each participant in 4 different sessions (two back-to-back sessions per day across two days), from which connectivity measures $A^{(i)}$ are extracted. During a resting state fMRI scanning session, the participant’s brain activity is indirectly measured at many thousands of voxels in the brain while they lie passively in the scanner. Each of the 236 nodes corresponds to a set of voxels. As part of a comprehensive preprocessing pipeline, average
time courses are extracted for all voxels in the same node. Each entry of $A^{(i)}$ is taken to be the correlation between the average time series at two of these nodes, Fisher transformed to the real line, for the $i$-th participant.

We form $X^{(i)}$ by obtaining a single node covariate ($d = 1$) for each of the 236 nodes from brain activity during the “N-back” task (Barch et al., 2013), which is designed to measure working memory. This data is a superset of that used in Panigrahi et al. (2023), which describes the data further.

During the “N-back” task, participants view a sequence of images that are presented in blocks. Each block corresponds to a condition. In the 0-back condition, participants are asked to judge whether each presented item is the same as what they saw at the beginning of the block. During the 2-back condition, participants indicate whether each item is the same as what they saw two trials previous. Of course, the 2-back condition is more demanding with respect to working memory. In an attempt to isolate brain activity specific to working memory, activation during the 0-back condition is subtracted from activation during the 2-back condition. This removes activity common to both conditions (e.g., visual processing, motor activity to push a button, etc.). This 2-back minus 0-back contrast was computed by our collaborator using in-house processing scripts that use SPM12. These contrasts were initially computed at the voxel level, but averaged values were extracted for each of the 236 nodes using the MarsBar utility (Brett et al., 2002).

For $y^{(i)}$, we separately consider various phenotypes provided by our collaborator. Several of the responses reflect performance during tasks from the NIH Toolbox (Hodes et al., 2013), namely the (i) pattern comparison processing speed test (Processing Speed), (ii) flanker inhibitory control and attention test (Flanker), and (iii) list sorting working memory test (List Sorting), as well as (iv) performance on the Penn Progressive Matrices task (PMAT) (Bilker et al., 2012). Other responses capture the five facets of the NEO personality assessment (McCrae and Costa, 2004): (v) openness to experience (NEO: O), (vi) conscientiousness (NEO: C), (vii) extraversion (NEO: E), (viii) agreeableness (NEO: A), and (ix) neuroticism (NEO: N). We also considered (x) accuracy on the “N-back” task described above (Working Memory). Finally, we considered (xi) a measure of general cognitive ability (GCA) obtained from factor analysis described in Sripada et al. (2020). All

\footnote{In their analysis, Panigrahi et al. (2023) used only data from the 785 participants in our training set.}
candidate responses are continuous, so we use a linear model for the response, i.e.,

\[ y^{(i)} = Z^{(i)} \beta + \epsilon^{(i)}. \]

In addition to covariates of interest, there are several nuisance covariates. These are age (conventionally represented by a linear and a quadratic term), handedness, gender, brain size, which multiband reconstruction algorithm was used, and movement of the head during resting state scan (“meanFD”) along with its square. We control for these by first fitting a regression model to the training data that includes only the nuisance covariates and predicts the brain features and phenotypes. Using the coefficients learned in the training data, we then subtract the nuisance-predicted values from both the training and test data and use this corrected data for all downstream tasks.

While we can assess out-of-sample performance on the test set, we cannot assess support recovery directly as we did in our simulation studies, since the true \( \beta \) is unknown. As in the simulations, we assess performance by computing the correlation coefficient between predicted and observed responses on the test data, in order to facilitate comparisons with the neuroimaging literature, which frequently uses this measure.

We compare our approach with both the conventional LASSO as well as connectome predictive modeling (CPM). CPM is a popular and relatively simple technique for predicting scalar responses using brain connectivity data. In brief (see [Shen et al., 2017] for a more detailed explanation), it is a three-step procedure that involves marginal feature selection, feature aggregation, and then estimation of a regression model. The first step consists of correlating screening between edge weights of the connectome and the response \( y \). Next, all edges that pass screening are aggregated into two summary measures, by summing together those that are positively correlated with the response, and those that are negatively correlated. In the last step, a simple regression model is fit with these two summary measures as predictors. While there are a number of variations (involving, e.g., robust regression), we opt for this simple pipeline and use \( p < 0.01 \) as the threshold for feature selection. One noteworthy limitation of CPM, in contrast to NetCov, is that it operates only on edge weights and does not make use of node covariates. For NetCov and LASSO, we use the same approach as in Section 4 including cross-validation on the training data to select \( \lambda \).

We show results for selected phenotypes in Fig. 9. Tuning of \( \lambda \) yields poor performance for other phenotypes, and we present these results in Ap-
Figure 9: Out-of-sample correlation for selected phenotypes in application to human neuroimaging data.

For the original Power parcellation community assignments, NetCov is reasonably competitive with, although typically slightly worse than, the LASSO. When we use the modified Power parcellation community assignments as described in Section 4.2 this small difference disappears. Good predictive performance of the LASSO is expected since it imposes less structure on the estimated coefficients, at the cost of less interpretability.

We present the estimated coefficients for $\beta_A$ and $\beta_X$ associated with GCA in Fig. 10 and present results from CPM and for other phenotypes in Appendix C. These figures illustrate the degree to which NetCov yields more interpretable solutions, implicating only a small number of brain systems through both edge weights and node covariates. In contrast, non-zero LASSO coefficients are scattered across brain systems and moreover appear not to include any edges. Of particular note, some of the systems that NetCov selects (e.g., Cingulo-Opercular Task Control and Dorsal Attention), are consistent with previous reports in the literature that studied the neural basis of general intelligence, closely related to our GCA factor (Duncan et al., 2000; Tong et al., 2022).
Figure 10: Visualization of $\beta$ coefficients with GCA as response. Coefficients from NetCov with EBG are presented at left ($\beta_X$) and on the lower triangle ($\beta_A$). Coefficients from LASSO are presented at right ($\beta_X$) and on the upper triangle ($\beta_A$). Solid lines depict boundaries of the Power parcellation.

6 Summary and Discussion

We have introduced NetCov, a method for prediction from samples of weighted networks and node covariates, which offers a novel way to discover relevant brain systems when both edge and node covariates are present. We proposed two approaches, node-based and edge-based (NBG and EBG), depending on what we believe is central to the mechanism of the underlying model, and implemented both through constructing appropriate group penalties. As we saw in simulations, when the assumptions underlying these grouping schemes are met, NetCov yields both superior predictive performance and better support recovery. In our application to human neuroimaging data, NetCov offers comparable predictive performance to the LASSO but dramatically enhances interpretability of findings.

There are some settings that present challenges for NetCov. As demonstrated in Appendix A where we carried out Experiment II but with the original community assignments, large groups with more features than obser-
vations can be problematic, especially for NBG, and as the number of nodes $n$ grows, the size of NBG groups can grow as fast as $O(n^2)$. EBG suffers less from this and this issue can be addressed by the use of smaller communities, but constructing them of course needs to be application-specific. This challenge, faced by the group LASSO generally, is discussed in Bühlmann and van de Geer (2011, page 250, see citations within), where one proposed remedy is to use the smoothed group LASSO instead. An alternative approach which may preserve interpretability while overcoming these limitations, is the use of “bi-level” selection methods (Huang et al. 2009; Breheny and Huang, 2009; Breheny, 2015) or the sparse group LASSO (Friedman et al., 2010a; Cai et al., 2022). These methods select both feature groups and smaller subsets of features within each group; examples of this approach include Relión et al. (2019); Richie-Halford et al. (2021). Another alternative is the ridged group LASSO (Simon and Tibshirani, 2012), which performs selection at the group level and scales the penalty applied to standardized groups on their “effective degrees of freedom.”

Future work in the neuroimaging setting includes application of this method to other datasets, especially where the outcome is a binary indicator of a degenerative disease process, since this is one of the chief motivations for both the NBG and EBG schemes. In addition, there are numerous alternative candidates for node covariates, including structural measures like gray matter volume or surface measures like cortical thickness. Finally, there are also other candidate edge weights, including those obtained from diffusion weighted imaging (DWI) which is believed to capture anatomical, rather than functional, features of brain connectivity. If multiple types of edge weights were present, both NBG and EBG could be extended to accommodate their simultaneous use.

While the selection of interpretable feature groups is a useful step on the path to a better understanding of complex phenomena, NetCov does not directly provide inference. Although data splitting can be employed, wherein a subset of features is selected in training data, and then an appropriately restricted model is fit in test data with conventional inferential tests, recent results from post-selection inference for the group LASSO enable inferential tests at the level of feature groups (Yang et al., 2016) as well as individual coefficients within feature groups (Panigrahi et al., 2023). These methods could be developed for NetCov to perform inference in addition to variable selection.
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| Brain System Name                  | Number of Nodes |
|-----------------------------------|-----------------|
| Sensomotor Hand                   | 30              |
| Sensomotor Mouth                  | 5               |
| Cingulo-Opercular Task Control    | 14              |
| Auditory                          | 13              |
| Default Mode                      | 58              |
| Memory                            | 5               |
| Visual                            | 31              |
| Frontoparietal Task Control       | 25              |
| Salience                          | 18              |
| Subcortical                       | 13              |
| Ventral Attention                 | 9               |
| Dorsal Attention                  | 11              |
| Cerebellar                        | 4               |

Supplementary Table 1: Systems (communities) in the Power parcellation and number of nodes in each (Power et al., 2011).

A Experimental Results for Semi-Synthetic Data with Original Community Membership

Below, we present the results of an experiment analogous to that described in Section 4.2 but where the original community assignments as prescribed by the parcellation of Power et al. (2011) are used. As briefly mentioned in the main text, this community assignment scheme yields groups with more predictors than observations. For NBG, this is true for all groups—the NBG group based on the smallest community, with 4 nodes, has \( \left( \frac{4}{2} \right) + 4 \times 232 + 4 = 938 \) predictors, and \( N_{\text{train}} = 785 \)—and the orthonormalization discussed in Section 3.2 results in all of the feature groups being functionally identical. For EBG, there are 11 groups with more predictors than observations, and so selecting any of these is problematic. The covariance structure within the groups is nontrivial, and this is problematic for some of our larger groups because of the way the penalty Eq. (2) accounts for group sizes.

In Fig. 11 we see the results for support recovery of \( \beta \). NetCov does not show a consistent improvement over LASSO, and while at least for EBG, recall increases appreciably with growing signal strength, precision remains
Supplementary Figure 11: Support recovery in Experiment II with original communities: recall and precision as a function of nonzero coefficient magnitude $\alpha$ for NetCov (red) and LASSO (blue). Each of the four columns corresponds to either continuous or binary response and either 1 or 5 active groups. Each of the four rows corresponds to either EBG or NBG and either support recovery or precision for $\beta$.

Performance of NBG is strikingly poor. This pattern is present in both the continuous and binary response cases. We believe that this is due to the presence of very large groups (especially for NBG), which are in turn due to the cardinality of communities as presented in Table 1. The failure of NetCov to perform accurate support recovery limits its competitiveness for prediction in both the continuous and binary cases is depicted in Fig. 12. To overcome these challenges, we modified our parcellation to avoid the problems described above when we conducted Experiment II, described in the main text in Section 4.2.

B ROC Curves

There is what might at first seem to be a surprising phenomenon present in our numerical experiments most visible in the “5 active groups” panels of
Supplementary Figure 12: Out-of-sample prediction performance in Experiment II with original communities of NetCov (red) and LASSO (blue), as a function of problem difficulty (SNR for continuous response; Bayes error for binary). Note that the horizontal scale is different in every panel.

Fig. 5 as the magnitude of non-zero entries of \( \beta \) grows, recall climbs steadily toward 1, but precision climbs and then falls. As discussed in the text, this behavior is a consequence of parameter tuning which selects the value of \( \lambda \) that minimizes prediction risk rather than support recovery. To further understand this, we conduct a small simulation study where we explore the behavior of the EBG variant of NetCov and the LASSO in this setting. We obtain three realizations of data where \( \beta \) follows the EBG grouping scheme, there are 5 active groups, and where we set \( \alpha \) (the magnitude of active entries) to 0.01, 0.04, and 0.2, respectively; all other simulation parameters were fixed per the regime of Experiment I as described in Section 4.1. We fit both the LASSO and the NetCov method with the EBG grouping scheme to each of these realizations along a \( \lambda \) path as described in Section 3.3 (note that the values of \( \lambda \) along these paths for NetCov: EBG and LASSO will be distinct). For a fixed value \( \tilde{\lambda} \) along this path, we can obtain an estimated active set for both the LASSO and NetCov: EBG. By comparing the estimated active set to the true active set, we compute both the True Positive Rate (True Positives
divided by the sum of True and False Positives) and the False Positive Rate (False Positives divided by the sum of True and False Positives). We connect these points to obtain six receiver operating characteristic curves for the three different levels of signal strength times the two different models. This is depicted in Fig. 13. Fixing $\alpha$ and comparing the two fitting methods, we see that the curve corresponding to NetCov: EBG is generally above or equal to the LASSO curve. The apparently poor precision of the NetCov: EBG method in the high SNR regime (as may be especially evidence with 5 active groups as seen in Fig. 5) may seem odd given its apparently “perfect” ROC curve, but cross validation chooses $\hat{\lambda}$ somewhere along the curve where the True Positive Rate is 1, but where the False Positive Rate is nonzero. In other words, there exists a value of $\lambda$ that would give perfect support recovery, but cross validation does not choose it. This appears to be a symptom of tuning $\lambda$ to minimize prediction error, and this leads to a too-small value of $\hat{\lambda}$ in order to avoid bias encountered from shrinking large predictors but this comes at the cost of selecting several inactive predictors.

Supplementary Figure 13: False positive and true positive rates along the $\lambda$ path. We depict receiver operating characteristic curves for the LASSO and NetCov: EBG model at varying levels of signal intensity. Data is drawn according to the setting of Experiment I as described in Section 4.1 with the EBG grouping scheme and 5 active groups.
C Additional Neuroimaging Results

In the main text, for brevity we presented out-of-sample correlation for a subset of the phenotypes in Fig. 9. In Fig. 14, we present the out-of-sample correlations for all phenotypes.

Supplementary Figure 14: Out-of-sample correlation for all phenotypes in application to human neuroimaging data.

In Fig. 15, we present the edges selected by CPM for predicting GCA. We present the estimated coefficients for $\beta_A$ and $\beta_X$ from both NetCov (EBG grouping) and LASSO associated with PMAT and Working Memory in Figs. 16 and 17. In Figs. 18 and 19 we depict edges selected by CPM for PMAT and Working Memory.
Supplementary Figure 15: Edges selected by CPM, colored by the sign of their association with GCA. Solid lines depict boundaries of the Power parcellation.
Supplementary Figure 16: Visualization of $\beta$ coefficients with PMAT as response. Coefficients from NetCov with EBG are presented at left ($\beta_X$) and on the lower triangle ($\beta_A$). Coefficients from LASSO are presented at right ($\beta_X$) and on the upper triangle ($\beta_A$). Solid lines depict boundaries of the Power parcellation.
Supplementary Figure 17: Visualization of $\beta$ coefficients with Working Memory as response. Coefficients from NetCov with EBG are presented at left ($\beta_X$) and on the lower triangle ($\beta_A$). Coefficients from LASSO are presented at right ($\beta_X$) and on the upper triangle ($\beta_A$). Solid lines depict boundaries of the Power parcellation.
Supplementary Figure 18: Edges selected by CPM, colored by the sign of their association with PMAT. Solid lines depict boundaries of the Power parcellation.
Supplementary Figure 19: Edges selected by CPM, colored by the sign of their association with Working Memory. Solid lines depict boundaries of the Power parcellation.