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Abstract

Distributed Nash equilibrium seeking for games in uncertain networked systems without a prior knowledge about control directions is explored in this paper. More specifically, the dynamics of the players are supposed to be first-order or second-order systems in which the control directions are unknown and there are parametric uncertainties. To achieve Nash equilibrium seeking in a distributed way, Nussbaum function based strategies are proposed through separately designing an optimization module and a state regulation module. The optimization module generates a reference trajectory, that can search for the Nash equilibrium, for the state regulation module. The state regulator is designed to steer the players’ actions to the reference trajectory. An adaptive law is included in the state regulation module to compensate for the uncertain parameter in the players’ dynamics and the Nussbaum function is included to address the unavailability of the control directions. Fully distributed implementations of the proposed algorithms are discussed and investigated. Through our analytical explorations, we show that the proposed seeking strategies can drive the players’ actions to the Nash equilibrium asymptotically without requiring the homogeneity of the players’ unknown control directions based on Barbalat’s lemma. A numerical example is given to support the theoretical analysis of the proposed algorithms.
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1 Introduction

Games under distributed communication networks are receiving increasing attention due to their wide applications in numerous fields. For example, the connectivity control of mobile sensor networks was modeled as a game in which each sensor’s objective function contains a local cost that models the sensor’s local goal (e.g., source seeking) and a global cost that describes the sensor’s willingness to keep connectivity with other sensors [1]. Inspired by the observation that practical engineering systems are usually afflicted with model uncertainties and disturbance, an extended-state-observer based robust Nash equilibrium seeking strategy was proposed in [1]. Energy consumption control might be formulated as an aggregative game, in which each user’s cost function depends on the user’s own energy consumption and the total energy consumption of all users [2]. Dynamic average consensus algorithms can be adapted as an aggregation estimator, based on which distributed Nash equilibrium seeking algorithms were constructed [2]. Congestion control problems in wireless sensor networks can be viewed as a semi-aggregative game, in which each data transmitter makes decisions on its data transmission to maximize its own profit [3]. Interference graphs can be introduced for the interaction descriptions among the data transmitters, based on which Nash equilibrium seeking algorithms were designed in [3]. Moreover, noncooperative games can be utilized to illustrate the interactions among groups of discrete-time and continuous-time agents under distributed communication networks [4]. Motivated by the broad applications of networked games, distributed Nash equilibrium seeking has attracted a lot of interests in the past few years and quite a few distributed schemes have been proposed to achieve distributed Nash equilibrium seeking. The existing works provide some interesting viewpoints to cope with Nash equilibrium seeking for games in which the players’ actions can be freely designed (e.g., [20][21][22][23]) or governed by simple dynamics (see e.g., [24][25]) or possibly subject to disturbance and un-modeled dynamics (see e.g., [1]). A common premise of the existing works is that the control directions are known to the players.

It should be noted that control directions determine the motion directions of a control system and are greatly important as a control force with incorrect direction may deteriorate the system and cause undesired system control performance [13]. With the information on control directions, the controller design becomes much simpler. Nevertheless, in some practical circumstances, the control directions are unknown. For instance, due to the inaccurate camera parameters and image depth, the manipulator trajectory tracking control of visual servo system may need to address the unknown control directions [6]. Affected by speed variations and loading conditions of the complex, varying environment, the model of ships contains large uncertainties and hence, the autopilot design of time-varying ships requires the accommodation of unknown control directions [7]. It was recognized that the longitudinal dynamics of the air-breathing hypersonic vehicle suffer from unknown control directions as well [9]. Furthermore, the authors in [10] argued that in some situations, it is difficult to detect the control directions of quadrotor unmanned aerial vehicles. Without the information on control directions, the controller design becomes much more challenging especially for multi-agent systems.
Many researchers have been dedicated to investigate systems with unknown control directions. Adaptive designs with Nussbaum-type functions, which can be traced back to [8], are shown to be effective to deal with uncertainties in control directions. In [12], the Nussbaum-type functions were adopted to achieve adaptive control of nonlinear systems with arbitrary dynamic order and parametric uncertainties. Extremum seekers with unknown control directions were proposed in [15]. Output feedback control for discrete-time systems without a prior control direction knowledge was studied in [17] in which a discrete Nussbaum gain was utilized to achieve asymptotic output tracking. Nussbaum functions were discussed in [13] for systems with time-varying unknown control directions. With the development of multi-agent systems, cooperative control of multi-agent systems with unknown control directions has received increasing attention. For example, the authors in [11] considered consensus among a network of first-order integrator-type agents with unknown control directions. In [16], the authors supposed that some control directions are known based on which consensus of multi-agent systems with partially unknown and non-identical control directions was addressed. Cooperative output consensus in heterogeneous multi-agent systems with non-identical control directions was considered in [18], where Nussbaum-type functions were adopted to achieve global cooperative output regulation. Distributed optimization among a network of high-order integrator-type agents was addressed in [19] without utilizing prior knowledge about control directions. Fully distributed consensus among high-order nonlinear systems in which the agents have heterogenous unknown control directions was investigated in [29]. A new Nussbaum function was employed to deal with the unknown control directions and it was shown that the agents’ output can achieve asymptotic consensus [29]. Nevertheless, to the best of the authors’ knowledge, distributed Nash equilibrium seeking for networked games in which the players are subject to unknown control directions and uncertain parameters still remains to be addressed. Motivated by the above observations, this paper tries to shed some light on distributed Nash equilibrium seeking strategy design without utilizing control direction information.

In comparison with the existing works, the main contributions of this paper are summarized as follows.

1. Different from the existing works that consider games with known control directions, the seeking strategies proposed in this paper do not require prior direction information. To the best of the authors’ knowledge, this is the first work that addresses distributed Nash equilibrium seeking for games with unknown control directions. Besides, this paper also accommodates parametric uncertainties in the players’ dynamics. Through a modular design, this paper proposes Nussbaum function based adaptive seeking strategies to achieve distributed Nash equilibrium seeking for games in both first-order and second-order systems with unknown control directions and parametric uncertainties.

2. Based on Barbalat’s lemma, it is theoretically shown that the players’ actions can be steered to the Nash equilibrium while the other auxiliary variables stay bounded by utilizing the proposed algorithms.

3. Discussions on fully distributed implementation of the proposed algorithms are provided. The explorations show that through adaptive parameter designs, the proposed fully distributed algorithms are effective.

We organize the remaining sections as follows. Some preliminaries are given in Section 2 and the considered problem is formulated in Section 3. Section 4 presents the main results of the paper, in which first-order and second-order systems with unknown control directions and parametric uncertainties are visited, successively. Discussions on fully distributed implementations of the proposed methods are provided in Section 5. Following the theoretical investigations of the developed methods, Section 6 provides numerical studies. In the end, conclusions are given in Section 7.

2 Preliminaries

The following definitions or lemmas will be utilized in the rest of the paper.

**Definition 1** [11] A continuously differentiable function \(N_0(\cdot)\) is called a Nussbaum function if

\[
\lim_{q \to \infty} \frac{1}{q} \int_0^q \sin(\tau) d\tau = 0, \quad \lim_{q \to \infty} \frac{1}{q} \int_0^q \sin(\tau) d\tau = -\infty.
\]

Typical examples of Nussbaum functions include \(k^2 \cos(k)\), \(k^2 \sin(k)\), to mention just a few. Interested readers are referred to [13] for more detailed discussions of Nussbaum functions. In this paper, we adopt \(N_0(\cdot) = k^2 \sin(k)\).

**Lemma 1** [12] Suppose that \(V(\cdot)\) and \(k(\cdot)\) are smooth functions defined on \([0, t_f]\), where \(t_f\) is a positive constant and \(V(t) > 0, \forall t \in [0, t_f]\). Moreover, if

\[
V(t) \leq \int_0^t (a_0 N_0(k(\tau)+1)) k(\tau) d\tau + c, \quad \forall t \in [0, t_f],
\]

where \(a_0\) is a nonzero constant, \(N_0\) is an even smooth Nussbaum function, and \(c\) is a suitable constant. Then, \(V(t), k(t)\) and \(\int_0^t (a_0 N_0(k(\tau)+1)) k(\tau) d\tau\) are bounded on \([0, t_f]\).

**Lemma 2** (Barbalat’s Lemma) [26]) Suppose that \(g(t) : \mathbb{R} \to \mathbb{R}\) is a uniformly continuous function. Then, \(\lim_{t \to \infty} g(t) = 0\) given that \(\int_0^t g(s) ds\) exists and is finite.

A graph \(\mathcal{G}\) contains a node set \(\mathcal{V} = \{1, 2, \cdots, M\} (M \geq 2)\) is an integer) and an edge set \(\mathcal{E}_d\). The elements of \(\mathcal{E}_d\) are represented by \((i, j)\), which illustrates an edge from node \(i\) to node \(j\) and indicates that node \(j\) can receive information from node \(i\) but not necessarily vice versa. If \((i, j) \in \mathcal{E}_d\) implies that \((i, j) \in \mathcal{E}_d\) for all \(i, j \in \mathcal{V}\).

The network is undirected. A directed path from node \(i_k\) to node \(i_{k+1}\) is a sequence of ordered edges denoted by \((i_k, i_{k+1}), \cdots, i_l, i_{i+1}\), \(j = 0, 1, 2, \cdots, l = 1\). A directed graph is said to be strongly connected if there is a directed path between any two distinct nodes. Similarly, an undirected graph is connected if there is a path between any two distinct nodes. The adjacency matrix \(A\) of a directed graph \(\mathcal{G}\) is a matrix whose \((i, j)\)th entry is \(a_{ij}\), which is positive if \((i, j) \in \mathcal{E}_d\), else, \(a_{ij} = 0\). Moreover, \(a_{ii} = 0\). The adjacency matrix of an undirected graph is similarly defined with a further requirement that \(a_{ij} = a_{ji}\) for all \(i \neq j\). Moreover, the Laplacian matrix of graph \(\mathcal{G}\) is \(\mathcal{L} = \mathcal{D} - \mathcal{A}\), in which \(\mathcal{D}\)
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Furthermore, second-order systems in which player $i$'s actions are governed by

$$\dot{x}_i = b_i u_i + \phi_i(x_i)\theta_i, \forall i \in N,$$  \hspace{1cm} (3)

or

$$\dot{v}_i = b_i u_i + \phi_i(x_i)\theta_i, \forall i \in N.$$  \hspace{1cm} (4)

Note that in (3) and (4), $u_i$ is the control input to be designed and $b_i \neq 0$ is an unknown constant. Moreover, $\phi_i(x_i)$ is a sufficiently smooth known function and $\theta_i$ is an unknown parameter. Moreover, $v_i \in R$ is a state variable of player $i$.

Furthermore, second-order systems in which player $i$’s action is generated by

$$\dot{x}_i = b_1 v_i + \phi_1(x_i)\theta_1,$$  \hspace{1cm} (5a)

$$\dot{v}_i = b_2 v_i + \phi_2(x_i, v_i)\theta_2, \forall i \in N,$$  \hspace{1cm} (5b)

where $\theta_1, \theta_2, b_1, b_2$ are unknown constants, $\phi_1(x_i)$ and $\phi_2(x_i, v_i)$ are smooth functions, will also be considered. Note that in (5), $b_1$ and $b_2$ are nonzero.

The paper aims to design distributed control strategies $u_i$ for systems in (3), (4) and (5), successfully, such that $\lim_{t \to \infty} ||x(t) - x^*|| = 0$ where $x^*$ is the Nash equilibrium defined as follows.

**Definition 2** An action profile $x^* = (x_i^*, x_j^*)$ is a Nash equilibrium if for $i \in N$,

$$f_i(x_i^*, x_j^*) \leq f_i(x_i, x_j^*),$$  \hspace{1cm} (6)

for $x_i \in R$, where $x_j = [x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N]^T$.

The rest of the paper is based on the following assumptions, which are widely adopted in related works.

**Assumption 1** For each $i \in N$, $f_i(x)$ is sufficiently smooth and $\frac{\partial f_i(x)}{\partial x}$ is globally Lipschitz with constant $l_i$.

**Assumption 2** There exists a positive constant $m$ such that for $x, z \in R^N$,

$$(x - z)^T(P(x) - P(z)) \geq m||x - z||^2,$$  \hspace{1cm} (7)

where $P(x) = \left[\frac{\partial f_1(x)}{\partial x_1}, \frac{\partial f_2(x)}{\partial x_2}, \ldots, \frac{\partial f_N(x)}{\partial x_N}\right]^T$.

**Assumption 3** The players are equipped with an undirected and connected communication graph $G$.

For the systems in (3) and (4), the nonlinear term should satisfy the following condition.

**Assumption 4** For each $i \in N$, $\phi_i(x_i)$ and $\frac{\partial \phi_i(x_i)}{\partial x_i}$ are bounded provided that $x_i$ is bounded.

Moreover, for the system in (5), the nonlinear terms should satisfy the following condition.

**Assumption 5** For each $i \in N$, $\phi_1(x_i)$ and $\frac{\partial \phi_i(x_i)}{\partial x_i}$ are bounded provided that $x_i$ is bounded. Moreover, $\phi_2(x_i, v_i)$ is bounded if $x_i$ and $v_i$ are bounded.

**Remark 1** Different from existing works on distributed Nash equilibrium seeking that consider the control directions to be known, we suppose that the control directions are unknown a priori as $b_i$ (or $b_{i1}, b_{i2}$) for all $i \in N$ are not known. Moreover, the players may have different control directions as we do not enforce $\text{sign}(b_i)$ (or $\text{sign}(b_{i1}), \text{sign}(b_{i2})$) for all $i \in N$ to be the same. Note that in (3) and (4), $\theta_i$ is supposed to be unknown as well, indicating that the players are suffering from parametric uncertainties.

### 4 Main Results

In this section, we will establish distributed Nash equilibrium seeking algorithms for games in which the players’ actions are governed by (3), (4) and (5), successively. In the following, Nash equilibrium seekers that are able to accommodate the unknown control directions and parametric uncertainties will be proposed, followed by their corresponding convergence analyses.

#### 4.1 Distributed Nash equilibrium seeking for first-order systems with unknown control directions

In this section, we consider that the action of player $i$ is governed by

$$\dot{x}_i = b_i u_i + \phi_i(x_i)\theta_i, \forall i \in N.$$  \hspace{1cm} (8)

In the following, method development and convergence analysis will be presented.

##### 4.1.1 Method Development

To achieve distributed Nash equilibrium seeking for systems with unknown control directions, let

$$u_i = N_0(k_i)(x_i - y_i + \phi_i(x_i)\hat{\theta}_i),$$  \hspace{1cm} (9)

where $N_0(k_i) = k_i^2 \sin(k_i)$ and

$$\dot{k}_i = -(x_i - y_i)(x_i - y_i + \phi_i(x_i)\hat{\theta}_i),$$  \hspace{1cm} (10)

Moreover, $y_i$ is an auxiliary variable generated by

$$\dot{y}_i = -\nabla_i f_i(z_i),$$  \hspace{1cm} (11)

where $\nabla_i f_i(z_i) = \frac{\partial f_i(x)}{\partial x}|_{x = z_i}$. $z_i = [z_{i1}, z_{i2}, \ldots, z_{iN}]^T$ and

$$\dot{z}_{ij} = -\delta_{ij}\left(\sum_{k=1}^N a_{ik}(z_{ij} - z_{kj}) + a_{ij}(z_{ij} - y_j)\right),$$  \hspace{1cm} (12)

in which $\delta_{ij} = \delta \delta_{ij}$, $\delta$ is a positive constant to be determined and $\delta_{ij}$ is a fixed positive constant.

**Remark 2** The seeking strategy in (9)-(12) can be viewed as two modules. The subsystem in (9)-(10) is designed to drive $x_i$ to $y_i$. The Nussbaum function in (9) is employed to accommodate the unknown control directions and the second equation in (10) is utilized to compensate the unknown parameter $\theta_i$. In addition, the subsystem in (11)-(12) is adapted from [5] to act as a reference generator that would...
Fig. 1. The illustration of the information flows in the seeking strategy.

\[ \text{Fig. 1. The illustration of the information flows in the seeking strategy.} \]

\[ \text{lemma is given.} \]

\[ \delta (9) \]

\[ \text{and constants} (11)-(12) \text{ are depicted in the Fig. 1.} \]

\[ 4.1.2 \text{ Convergence Analysis} \]

In this section, we provide the convergence analysis for the seeking strategy proposed in (9)-(12). Before we proceed to present the convergence results, the following supportive lemma is given.

\[ \text{Lemma 3 Suppose that Assumptions 1-3 are satisfied. Then, there exists a positive constant} \delta^* \text{ such that for each} \delta \in (\delta^*, \infty), \text{the following conclusions hold:} \]

- For each \( i, j \in \mathcal{N} \), \( y_i(t) \) and \( z_{ij}(t) \) are bounded for \( t \in [0, \infty) \).
- For each \( i \in \mathcal{N} \), \( \dot{y}_i(t) \) globally exponentially decays to zero.
- For each \( i \in \mathcal{N} \), \( \tilde{y}_{it}(t) \) is square integrable over \( t \in [0, \infty) \), i.e., \( \int_{0}^{\infty} \tilde{y}_{it}^2(s)ds \leq c_i \), for some positive constant \( c_i \).

\[ \text{Proof: Following the results in [5], it can be obtained that there exists a positive constant} \delta^* \text{ such that for each} \delta \in (\delta^*, \infty), \text{the}\]

\[ \text{y} \quad \text{and} \quad \text{z} \quad \text{globally exponentially converge to} \quad \text{x}^* \quad \text{and} \quad 1_\mathcal{N} \otimes \text{x}^*, \text{respectively} \quad \text{[5]. Hence, the first conclusion directly follows the results in} \quad \text{[5]. The second conclusion can be reasoned as follows. As} \quad \text{y} \quad \text{and} \quad \text{z} \quad \text{globally exponentially converge to} \quad \text{x}^* \quad \text{and} \quad 1_\mathcal{N} \otimes \text{x}^*, \text{respectively, there are positive constants} \quad \eta_1, \quad \eta_2 \quad \text{such that} \]

\[ \| (\text{y} - \text{x}^*)^T, (\text{z} - 1_\mathcal{N} \otimes \text{x}^*)^T \| \| \leq \eta_1 e^{-\eta_2 t}. \] (13)

For each \( i \in \mathcal{N} \), we get that

\[ \| \tilde{y}_i \| = \| \nabla_i f_i(z_i) - \nabla f_i(x_i) \|, \] (14)

by noticing that \( \nabla_i f_i(x_i) = 0, \forall i \in \mathcal{N} \) according to Assumption 2. By the Lipschitz condition of \( \nabla_i f_i \) in Assumption 1, we get that

\[ \| \tilde{y}_i \| \leq l_i \| z_i - x^* \| \leq l_i \| z - 1_\mathcal{N} \otimes x^* \| \leq l_i \eta_1 e^{-\eta_2 t}, \] (15)

thus arriving at the second conclusion.

For the third conclusion,

\[ \int_{0}^{\infty} \tilde{y}_{it}^2(s)ds = \int_{0}^{\infty} \| \nabla_i f_i(z_i(s)) \|^2 ds \]

\[ \leq l_i^2 \int_{0}^{\infty} \| z_i(s) - x^* \|^2 ds \]

\[ \leq l_i^2 \eta_1^2 \int_{0}^{\infty} e^{-2\eta_2 s} ds \leq \frac{l_i^2 \eta_1^2}{2\eta_2}, \] (16)

thus arriving at the third conclusion with \( c_i = \frac{l_i^2 \eta_1^2}{2\eta_2} \). □

Note that by Lemma 3 and (11)-(12), \( \tilde{y}_i \) and \( \tilde{z}_{ij} \) are also bounded as \( y_i \) and \( z_{ij} \) for all \( i, j \in \mathcal{N} \) are bounded.

With the above results in mind, we are now ready to show that the players’ actions \( x \) can be driven to the Nash equilibrium \( x^* \) by utilizing the proposed method.

\[ \text{Theorem 1 Suppose that Assumptions 1-4 are satisfied. Then, there exists a positive constant} \delta^* \text{ such that for each} \]

\[ \delta \in (\delta^*, \infty), \text{the}\]

\[ \lim_{t \to \infty} \| x(t) - x^* \| = 0, \] (17)

and \( k_i(t), \hat{\theta}_i(t) \) for all \( i \in \mathcal{N} \) stay bounded.

\[ \text{Proof: Define a sub-Lyapunov candidate function for player} \]

\[ i \quad \text{as} \]

\[ V_i = \frac{1}{2}(x_i - y_i)^2 + \frac{1}{2}(\hat{\theta}_i - \tilde{\theta}_i)^2. \] (18)

Then, the time derivative of \( V \) along the trajectory is

\[ \dot{V}_i = (x_i - y_i)(\dot{x}_i - \dot{y}_i) + (\hat{\theta}_i - \tilde{\theta}_i) \dot{\hat{\theta}}_i \]

\[ = (x_i - y_i) \left( N_0(k_i)b_i(x_i - y_i) + \phi_i(x_i) \hat{\theta}_i \right) \]

\[ - (x_i - y_i) + (\hat{\theta}_i - \tilde{\theta}_i) \phi_i(x_i) (x_i - y_i) \]

\[ \leq N_0(k_i)b_i - (x_i - y_i^2) + N_0(k_i)b_i + 1) \dot{k}_i - (x_i - y_i) \dot{y}_i \]

\[ \leq - \left( 1 - \frac{C_i}{2} \right)(x_i - y_i^2) \]

\[ + (N_0(k_i)b_i + 1) \dot{k}_i + \frac{(\dot{y}_i)^2}{2C_i}, \] (19)

by noticing that \( |(x_i - y_i)| \leq C_i |x_i - y_i|^2 + \frac{(\dot{y}_i)^2}{2C_i} \), where \( C_i \) is a positive constant that satisfies \( C_i < 2 \).

Integrating both sides of (19), it can be obtained that

\[ \int_{0}^{\tau} \dot{V}_i(t)dt \leq \int_{0}^{\tau} \left( 1 - \frac{C_i}{2} \right)(x_i - y_i^2)dt \]

\[ + \int_{0}^{\tau} (N_0(k_i)b_i + 1) \dot{k}_i dt + \int_{0}^{\tau} \frac{(\dot{y}_i)^2}{2C_i}dt \]

\[ \leq \int_{0}^{\tau} (N_0(k_i)b_i + 1) \dot{k}_i dt + \frac{C_i}{2\eta_2}. \] (20)

Note that the last inequality is obtained by noticing that

\[ \int_{0}^{\tau} \frac{(\dot{y}_i)^2}{2C_i}dt \leq \int_{0}^{\infty} \frac{(\dot{y}_i)^2}{2C_i}dt \leq \frac{4\eta_1^2}{2\eta_2} \]

according to Lemma 3.

Hence, \( V_i(t) \) and \( k_i(t) \) are bounded on \( [0, t_f] \) by Lemma 1, which indicates that \( x_i - y_i \) and \( \hat{\theta}_i \) are bounded. Moreover, as \( y_i \) is bounded by Lemma 3, we obtain that \( x_i \) is bounded for \( t \in [0, t_f] \), from which we can further obtain that \( \dot{x}_i, \dot{k}_i, \hat{\theta}_i \) are bounded over the time interval \( [0, t_f] \). This implies that there is no finite-time escape for the closed-loop system and hence \( t_f = \infty \).

Taking the time derivative of \( \dot{k}_i \) gives

\[ \ddot{k}_i = (\dot{x}_i - \dot{y}_i)(x_i - y_i + \phi_i(x_i) \hat{\theta}_i) \]

\[ + (x_i - y_i)(\dot{x}_i - \dot{y}_i + \frac{\partial \phi_i(x_i)}{\partial x_i} \dot{x}_i \hat{\theta}_i + \phi_i(x_i) \ddot{\theta}_i). \] (21)

As \( x_i \) is bounded for \( t \in [0, \infty) \), \( \frac{\partial \phi_i(x_i)}{\partial x_i} \) is bounded for \( t \in [0, \infty) \) by Assumption 4. Moreover, noticing that
Proof: The proof follows that of Theorem 1 by noticing that the results in Lemma 3 are still valid for strongly connected digraphs.

In Theorem 1, we consider that each player $i$’s action is subject to both unknown control directions ($b_i$ is unknown) and uncertain parameter $\theta_i$, i.e.,

$$\dot{x}_i = b_i u_i + \phi_i(x_i)\theta_i.$$  

(28)

If there is no uncertain parameter, and the players’ actions are generated by

$$\dot{x}_i = b_i u_i.$$  

(29)

Then, the proposed seeking strategy can be revised to be

$$u_i = N_0(k_i)(x_i - y_i),$$  

(30)

where $N_0(k_i) = k^2 sin(k_i),$ and $y_i$ is generated by (11)-(12). If this is the case, the following corollary can be obtained.

Corollary 2 Suppose that Assumptions 1-3 are satisfied. Then, there exists a positive constant $\delta^*$ such that for each $\delta \in (\delta^*, \infty),$ 

$$\lim_{t \to \infty} ||x(t) - x^*|| = 0,$$  

(32)

and $k_i(t)$ for all $i \in N$ stay bounded.

4.2 Distributed Nash equilibrium seeking for second-order systems

In this section, we suppose that for each $i \in N$, player $i$’s action $x_i$ is governed by

$$\dot{x}_i = v_i,$$  

(33)

in which $v_i \in \mathbb{R}$ is a state of player $i$.

4.2.1 Method development

To achieve distributed Nash equilibrium seeking for games in which each player $i$’s dynamics is governed by (33), the control input $u_i$ is designed as

$$u_i = N_0(k_i)(x_i - y_i + v_i + \phi_i(x_i)\dot{\theta}_i + (\dot{x}_i - \dot{y}_i)), $$  

(34)

where $N_0(k_i) = k^2 sin(k_i)$ and

$$\dot{k}_i = (x_i - y_i)(x_i - y_i + v_i + \phi_i(x_i)\dot{\theta}_i + (\dot{x}_i - \dot{y}_i)),$$  

(35)

Moreover, $y_i$ is an auxiliary variable generated by

$$\dot{y}_i = -\nabla_i f_i(z_i),$$  

(36)

where $z_i = [z_{i1}, z_{i2}, \cdots, z_{iN}]^T.$ Furthermore, 

$$\dot{z}_{ij} = -\delta_{ij} \left( \sum_{k=1}^{N} a_{ik}(z_{ij} - z_{kj}) + a_{ij}(z_{ij} - y_j) \right), $$  

(37)

where $\delta_{ij} = \delta \delta_{ij}$, $\delta$ is positive constant to be determined and $\delta_{ij}$ is a fixed positive constant.

To establish the results for second-order systems, the following assumption is also needed.

Corollary 1 Suppose that Assumptions 1-2, 4 are satisfied and the communication graph is strongly connected. Then, there exists a positive constant $\delta^*$ such that for each $\delta \in (\delta^*, \infty), 

$$\lim_{t \to \infty} ||x(t) - x^*|| = 0,$$  

(27)

and $k_i(t)$, $\dot{\theta}_i(t)$ for all $i \in N$ stay bounded.

Proof: The proof follows that of Theorem 1 by noticing that the results in Lemma 3 are still valid for strongly connected digraphs.

$\blacksquare$
Assumption 6 For each $i,j \in \mathcal{N}$, $\frac{\partial \Sigma_i f_i(x)}{\partial x}$ is bounded given that $x$ is bounded.

Remark 3 Compared the strategy in (34)-(37) with (9)-(12), we see that the optimization modules are the same while the regulation modules are different. As the system in (33) is a second-order system, we further utilize $\dot{x}_i$ and $\ddot{y}_i$ in the seeking strategy. Recalling the definitions of $\dot{x}_i$ and $\ddot{y}_i$, it is clear that the communication in the proposed seeking strategy is still one-hop.

4.2.2 Convergence analysis

The following theorem illustrates the convergence result for the proposed method.

Theorem 2 Suppose that Assumptions 1-3, 5-6 are satisfied. Then, there exists a positive constant $\delta^*$ such that for each $\delta \in (\delta^*, \infty)$,

$$\lim_{t \to \infty} ||x(t) - x^*|| \to 0.$$  \hspace{1cm} (38)

Moreover, $k_i(t)$ and $\dot{\theta}_i(t)$ for all $i \in \mathcal{N}$ stay bounded.

Proof: For notational convenience, let $\xi_i = x_i - y_i + v_i$. Define the sub-Lyapunov candidate function for player $i$ as

$$V_i = \frac{1}{2} (x_i - y_i)^2 + \frac{1}{2} \xi_i^2 + \frac{1}{2} (\theta_i - \dot{\theta}_i)^2. \hspace{1cm} (39)$$

Then, the time derivative of $V_i$ is

$$\dot{V}_i = -(x_i - y_i)(x_i - y_i - \xi_i) + \frac{1}{2} \xi_i^2 + \frac{1}{2} (\theta_i - \dot{\theta}_i)^2 \hspace{1cm} (40)$$

where $C_i$ is a positive constant that satisfies $C_i < 1$.

Integrating both sides of (40) over $t \in [0, t_f]$ gives

$$\int_0^{t_f} \dot{V}_i \, dt \leq -\int_0^{t_f} \left[ \frac{1}{2} (x_i - y_i)^2 + \frac{1}{2} \xi_i^2 \right] \, dt + \int_0^{t_f} \left( \frac{1}{2} \xi_i^2 \right) \, dt + \int_0^{t_f} \left( \frac{1}{2} \xi_i^2 \right) \, dt$$

$$\leq \int_0^{t_f} \left( \frac{1}{2} \xi_i^2 \right) \, dt + \frac{1}{2} \xi_i^2 \hspace{1cm} (41)$$

Hence, by Lemma 1, we get that $V_i$ and $k_i$ are bounded for $t \in [0, t_f)$, which further indicates that $x_i - y_i, \xi_i, \dot{\theta}_i$ are bounded for $t \in [0, t_f)$. Recalling that $y_i$ is bounded, we get that $x_i$ is bounded for $t \in (0, t_f)$. Hence, $v_i$ is bounded. Therefore, there is finite-time escape for the closed-loop system, which indicates that $t_f = \infty$. Recalling (34)-(37), we can obtain that $\dot{x}_i, \ddot{y}_i, \ddot{y}_i, \dot{\theta}_i$ are all bounded. Taking the time derivative of $k_i(t)$ gives

$$\ddot{k}_i = (\ddot{x}_i + \ddot{y}_i) + \dddot{y}_i + \dddot{y}_i$$

$$\dot{\theta}_i = \dot{\theta}_i + \dot{\theta}_i + \dot{\theta}_i$$

$$\dddot{y}_i = \dddot{y}_i + \dddot{y}_i$$

$$\dddot{y}_i = \dddot{y}_i + \dddot{y}_i$$

Note that $\dot{x}_i = \dot{v}_i$ and $\dddot{y}_i$ is bounded as $z_i, \dot{z}_i$ are bounded and $\Sigma_i f_i(x) |_{x=x_i}$ is bounded for bounded $x_i$ (by Assumption 6), it can be seen that $\dddot{y}_i$ is bounded. Hence, $\dddot{y}_i(t)$ is uniformly continuous. Moreover,

$$\int_0^{t_f} \dddot{y}_i(t) \, dt = k_i(\infty) - k_i(0) \leq k_i^* \hspace{1cm} (42)$$

where $k_i^*$ is a constant determined by the bounds of $k_i(t)$.

Hence, by Lemma 2, we can obtain that $(v_i + x_i - y_i)(x_i - y_i + v_i + \phi_i(x_i) \dot{\theta}_i + (\dot{x}_i - \ddot{y}_i)) \to 0$ as $t \to \infty$.

Similarly,

$$\int_0^{t_f} \dddot{y}_i(t) \, dt = \dddot{y}_i(\infty) - \dddot{y}_i(0) \leq \dddot{y}_i^* \hspace{1cm} (43)$$

where $\dddot{y}_i^*$ is a constant determined by the bounds of $\dddot{y}_i$.

Hence, by Lemma 2, we can obtain that $\phi_i(x_i)(v_i + x_i - y_i) \to 0$ as $t \to \infty$.

Hence, for $t = \infty$, we have $\phi_i(x_i)(v_i + x_i - y_i) = 0$ and $(v_i + x_i - y_i)(x_i - y_i + v_i + \phi_i(x_i) \dot{\theta}_i + (\dot{x}_i - \ddot{y}_i)) = 0$.

Case I: $\phi_i(x_i) = 0$ but $v_i + x_i - y_i \neq 0$ for $t = \infty$. In this case, $x_i - y_i + v_i + (\dot{x}_i - \ddot{y}_i) = 0$. Recalling that as $t \to \infty$, $y_i \to x_i^*$, and $\dot{y}_i \to 0$, we get that

$$\dot{x}_i = -\frac{1}{2} (x_i - x_i^*), \hspace{1cm} (44)$$

from which it is clear that $x(t) \to x^*$ for $t \to \infty$.

Case II: $v_i + x_i - y_i = 0$ for $t = \infty$. If this is the case

$$\dot{x}_i = -(x_i - y_i), \hspace{1cm} (45)$$

as $t \to \infty$. Recalling that $\lim_{t \to \infty} (y_i(t) - x_i^*) = 0$, we can obtain that $\lim_{t \to \infty} ||x(t) - x^*|| = 0$. To this end, the conclusion is obtained.

Similar to Corollary 1, the following result can be obtained if the communication graph is strongly connected.

Corollary 3 Suppose that Assumptions 1-2, 4, 6 are satisfied and the communication graph is strongly connected. Then, there exists a positive constant $\delta^*$ such that for each $\delta \in (\delta^*, \infty)$,

$$\lim_{t \to \infty} ||x(t) - x^*|| = 0 \hspace{1cm} (47)$$

and $k_i(t), \dot{\theta}_i(t)$ for all $i \in \mathcal{N}$ stay bounded.

4.3 Distributed Nash equilibrium seeking for more general second-order systems

In this section, we consider a game in which each player $i$ is governed by

$$\dot{x}_i = b_{i1}v_i + \phi_{i1}(x_i)\dot{\theta}_{i1} \hspace{1cm} (48)$$

$$\dot{v}_i = b_{i2}u_i + \phi_{i2}(x_i, v_i)\dot{\theta}_{i2}.$$
Theorem 3 Suppose that Assumptions 1-3,5 are satisfied. Then, there exists a positive constant $\delta^*$ such that for each

\[
\delta \in (\delta^*, \infty),
\]

\[
\lim_{t \to \infty} ||x(t) - x^*|| = 0,
\]

and other variables stay bounded.

Proof: The proof is similar to those in [12] and Theorem 2. For the convenience of the readers, sketch of the proof is given as follows.

Step 1: Show that $\beta_i$ is square integrable by defining the sub-Lyapunov candidate function as

\[
V_{i_1} = \frac{1}{2}\beta_2^2 + \frac{1}{2}(\beta_{12} - \theta_{12})^2 + \frac{1}{2}(\beta_{11} - \theta_{11})^2.
\]

Then, following the proof of Theorem 2, it can be obtained that

\[
V_{i_1} \leq -\beta_i^2 + (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_2}.
\]

Moreover, taking integrations on both sides of (55) over $[0, t_f]$, we get that

\[
\int_0^{t_f} V_{i_1} dt \leq - \int_0^{t_f} \beta_i^2 dt + \int_0^{t_f} (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_2} dt,
\]

from which it can be obtained that $V_{i_1}, k_{i_2}$ and $\int_0^{t_f} (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_2} dt$ are bounded by Lemma 1.

Moreover, from (56), it is clear that

\[
\int_0^{t_f} \beta_i^2 dt \leq V_i(0) - V_i(t_f) + \int_0^{t_f} (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_2} dt.
\]

Hence, $\beta_i$ is square integrable for $t \in [0, t_f]$.

Step 2: Show that $x_i$ can be driven to $y_i$ by defining the other sub-Lyapunov function as

\[
V_{i_2} = \frac{1}{2}(x_i - y_i)^2 + (\dot{\theta}_{i_1} - \theta_{i_1})^2.
\]

Then, the time derivative of $V_{i_2}$ is

\[
\dot{V}_{i_2} = (x_i - y_i)(b_{12}a_{i_1} + b_{11}a_{i_2} + \phi_{i_1}(x_i)\dot{\theta}_{i_1} - \dot{y}_i)
\]

\[
+ (\dot{\theta}_{i_1} - \theta_{i_1})\dot{\theta}_{i_1}
\]

\[
= (x_i - y_i)(b_{12}N_0(k_{i_2})(x_i - y_i) + \phi_{i_1}(x_i)\dot{\theta}_{i_1})
\]

\[
+ b_{11}\beta_i + \phi_{i_1}(x_i)\dot{\theta}_{i_1} - y_i)
\]

\[
+ (x_i - y_i)(\dot{\theta}_{i_1} - \theta_{i_1})\dot{\theta}_{i_1}
\]

\[
\leq - \frac{1}{2}(x_i - y_i)^2 + (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_1}
\]

\[
+ (x_i - y_i)(\dot{\theta}_{i_1} - \theta_{i_1})\dot{\theta}_{i_1}
\]

\[
\leq - \frac{1}{2}(x_i - y_i)^2 + (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_1}
\]

\[
+ \frac{1}{2}(x_i - y_i)^2 + (b_{12}N_0(k_{i_2}) + 1)\dot{k}_{i_1}
\]

\[
+ C_{i_1}\beta_{i_1}^2 + C_{i_2}\gamma_i^2.
\]

where $C_{i_1}, C_{i_2}$ are positive constants that satisfy $\frac{b_{i_1}}{C_{i_1}} + \frac{b_{i_1}}{C_{i_2}} \leq 1$. Noticing that both $\beta_i$ and $\dot{y}_i$ are square integrable for $t \in [0, t_f]$, we obtain that $V_{i_1}, k_{i_2}$ are bounded for $t \in [0, t_f]$. Combining the above two steps, it can be seen that $x_i - y_i, k_{i_1}, \dot{\theta}_{i_1}$ as well as $\beta_i, k_{i_2}, \dot{\theta}_{i_2}, \dot{b}_{i_1}$ are all bounded. Recalling the definition of $\alpha_i$, it can be obtained that $\dot{y}_i$ is bounded. Furthermore, $x_i$ is bounded as $y_i$ is bounded by
Proof: Following the proof of [28] to define $V = e^T M e + \frac{1}{2} \sum_{i,j=1}^{N} (y_i - \bar{x}_i)^T (y_i - \bar{x}_i) + \sum_{i=1}^{N} \left( \sum_{j=1}^{N} \theta_{ij} - \theta_{ij}^* \right)^2$, where \( \theta_{ij} > \frac{1}{\sqrt{\sum_{k=1}^{N} |M| \max_{i \in \mathcal{N}}(a_{ik})}} + \frac{1}{2} \frac{1}{\sqrt{\sum_{k=1}^{N} |M| \max_{i \in \mathcal{N}}(a_{ik})}} \), \( e = [z_{11} - y_1, z_{12} - y_2, \ldots, z_{1N} - y_N, z_{21} - y_1, \ldots, z_{2N} - y_N] \), \( y = [y_1, y_2, \ldots, y_N] \), \( M = L^T I_{N \times N} + A_0 \) and \( A_0 \) is a diagonal matrix with its elements being \( a_{ij} \). Then, it follows from [28] that
\[
V \leq -a ||E||^2, \tag{61}
\]
where \( a > 0 \) and \( E = [(y - x^*)^T, e^T]^T \), from which it can be obtained that for each \( i, j \in \mathcal{N}, y_i, z_{ij}, \delta_{ij} \) and \( \dot{\delta}_{ij} \) are bounded for \( t \in [0, \infty) \).

Moreover,
\[
\int_0^\infty \dot{y}_{ij}^2(s) ds \leq \int_0^\infty \|\nabla_i f_i(z_i(s)) - \nabla_i f_i(x^*)\|^2 ds \leq \int_0^\infty \|z_i(s) - x^*\|^2 ds. \tag{62}
\]
Taking integration on both sides of (61), we obtain that
\[
\int_0^\infty \dot{V}(s) ds \leq -a \int_0^\infty ||E(s)||^2 ds, \tag{63}
\]
by which
\[
V(\infty) + a \int_0^\infty ||E||^2 ds \leq V(0). \tag{64}
\]
By further noticing that
\[
\int_0^\infty ||z_i(s) - x^*||^2 ds \leq \int_0^\infty ||E||^2 ds, \tag{65}
\]
we obtain that
\[
V(\infty) + a \int_0^\infty ||z_i(s) - x^*||^2 ds \leq V(0). \tag{66}
\]
Hence
\[
\int_0^\infty \dot{y}_{ij}^2(s) ds \leq \frac{(V(0) - V(\infty))^2}{a}, \tag{67}
\]
thus arriving at the second conclusion. \( \square \)

With the results in Lemma 4, we can achieve the fully distributed implementations of the proposed algorithms, which is stated in the following theorem.

**Theorem 4** Suppose that Assumptions 1-4 are satisfied. Then, for the system considered in (3) with the control input in (9)-(10), where \( y_i \) is generated by (60). Then,
\[
\lim_{t \to \infty} ||x(t) - x^*|| = 0, \tag{68}
\]
and all the other variables stay bounded.

It’s worth mentioning that for systems considered in (4)/(5) and the proposed control inputs designed for the corresponding systems, one can replace \( y_i \) therein with the one generated by (60) to achieve fully distributed implementations of the proposed algorithms. Note that we only present the results for the system (3) and omit the rest to avoid any repetitions in this paper.

**Remark 7** In this section, we only provide an example to illustrate the fully distributed implementations of the proposed algorithms. However, it is worth noting that the proposed algorithms actually provide a general framework to deal with games in systems with unknown control directions. That is, one may utilize other alternative approaches that

5 Discussions on Fully Distributed Implementation of the Proposed Algorithms

In Section 4, the proposed seeking strategies contain a centralized control gain \( \delta \), which depends on the players’ objective functions and the communication graph. In general, these centralized information can hardly be obtained. Actually, in [28], we proposed fully distributed Nash equilibrium seeking strategies by adaptively adjusting the control gains. In the following, we further prove that the adaptive algorithms in [28] can also be utilized in the proposed algorithms to achieve fully distributed Nash equilibrium seeking in the considered problem.

By the methods in [28], one can replace (11)-(12) in the proposed algorithms with
\[
\begin{align*}
\dot{y}_i &= -\nabla_i f_i(z_i), \\
\dot{z}_{ij} &= -\delta_{ij} \left( \sum_{k=1}^{N} a_{ik}(z_{ij} - z_{kj}) + a_{ij}(z_{ij} - y_j) \right), \\
\dot{\delta}_{ij} &= \left( \sum_{k=1}^{N} a_{ik}(z_{ij} - z_{kj}) + a_{ij}(z_{ij} - y_j) \right)^2,
\end{align*}
\tag{60}
\]
for \( i \in \mathcal{N} \).

Then, the following result can be obtained.

**Lemma 4** Suppose that Assumptions 1-3 are satisfied. Then, with the strategy in (60), the following conclusions can be obtained:

- For each \( i, j \in \mathcal{N}, y_i(t), z_{ij}(t) \) and \( \delta_{ij}(t) \) are bounded for \( t \in [0, \infty) \).
- For each \( i \in \mathcal{N} \), \( y_i(t) \) is square integrable over \( t \in (0, \infty) \), i.e., \( \int_0^\infty \dot{y}_i^2(t) ds \leq c_i \) for some positive constant \( c_i \).

Proof: Following the proof of [28] to define $V = e^T M e + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\theta_{ij} - \theta_{ij}^*)^2$, where
\[
\theta_{ij} > \frac{1}{\sqrt{\sum_{k=1}^{N} |M| \max_{i \in \mathcal{N}}(a_{ik})}} + \frac{1}{2} \frac{1}{\sqrt{\sum_{k=1}^{N} |M| \max_{i \in \mathcal{N}}(a_{ik})}} \), \( e = [z_{11} - y_1, z_{12} - y_2, \ldots, z_{1N} - y_N, z_{21} - y_1, \ldots, z_{2N} - y_N] \), \( y = [y_1, y_2, \ldots, y_N] \), \( M = L^T I_{N \times N} + A_0 \) and \( A_0 \) is a diagonal matrix with its elements being \( a_{ij} \). Then, it follows from [28] that
\[
V \leq -a ||E||^2, \tag{61}
\]
where \( a > 0 \) and \( E = [(y - x^*)^T, e^T]^T \), from which it can be obtained that for each \( i, j \in \mathcal{N}, y_i, z_{ij}, \delta_{ij} \) and \( \dot{\delta}_{ij} \) are bounded for \( t \in [0, \infty) \).

Moreover,
\[
\int_0^\infty \dot{y}_{ij}^2(s) ds \leq \int_0^\infty \|\nabla_i f_i(z_i(s)) - \nabla_i f_i(x^*)\|^2 ds \leq \int_0^\infty \|z_i(s) - x^*\|^2 ds. \tag{62}
\]
Taking integration on both sides of (61), we obtain that
\[
\int_0^\infty \dot{V}(s) ds \leq -a \int_0^\infty ||E(s)||^2 ds, \tag{63}
\]
by which
\[
V(\infty) + a \int_0^\infty ||E||^2 ds \leq V(0). \tag{64}
\]
By further noticing that
\[
\int_0^\infty ||z_i(s) - x^*||^2 ds \leq \int_0^\infty ||E||^2 ds, \tag{65}
\]
we obtain that
\[
V(\infty) + a \int_0^\infty ||z_i(s) - x^*||^2 ds \leq V(0). \tag{66}
\]
Hence
\[
\int_0^\infty \dot{y}_{ij}^2(s) ds \leq \frac{(V(0) - V(\infty))^2}{a}, \tag{67}
\]
thus arriving at the second conclusion. \( \square \)

With the results in Lemma 4, we can achieve the fully distributed implementations of the proposed algorithms, which is stated in the following theorem.

**Theorem 4** Suppose that Assumptions 1-4 are satisfied. Then, for the system considered in (3) with the control input in (9)-(10), where \( y_i \) is generated by (60). Then,
\[
\lim_{t \to \infty} ||x(t) - x^*|| = 0, \tag{68}
\]
and all the other variables stay bounded.
In this section, we consider the connectivity control game in which the control directions were supposed to be known. Moreover, [31] designed an extremum seeker through robust state regulation and numerical optimization, in which the control directions are also considered to be known. Different from [19] that considered distributed optimization problems with unknown control directions and parametric uncertainties. In particular, the existence of multiple unknown control directions and uncertain parameters is addressed. Though we only investigate first-order and second-order systems analytically in this paper, we believe that under the proposed framework, it is not challenging to extend the current results to high-order systems by backstepping techniques.

Though for presentation simplicity, we suppose that \( x_i \in \mathbb{R} \), it should be noted that the presented results can be directly adapted to deal with games in which the players are of multiple heterogeneous dimensions. In the subsequent section, an example in which \( x_i \in \mathbb{R}^2 \) for \( i \in \mathcal{N} \) will be numerically studied.

### 6 A Numerical Example

In this section, we consider the connectivity control game among a network of 7 mobile sensors considered in [1]. The objective function of player \( i \) engaged in the game is defined as

\[
F_i(x) = h_i(x_i) + l_i(x),
\]

where \( x = [x_1, x_2]^T \in \mathbb{R}^2 \) and

\[
h_i(x_i) = x_i^T m_i x_i + x_i^T m_i + i^2,
\]

in which \( m_i = diag\{2i, i\}, m = [i, 2i]^T \). Moreover, \( l_i(x) = \|x_1 - x_2\|^2, l_2(x) = \|x_2 - x_3\|^2, l_3(x) = \|x_3 - x_1\|^2 \). \( l_4(x) = \|x_4 - x_3\|^2, l_5(x) = \|x_5 - x_1\|^2 + \|x_5 - x_2\|^2, l_6(x) = \|x_6 - x_3\|^2 + \|x_6 - x_1\|^2 \) and \( l_7(x) = \|x_7 - x_2\|^2 \). It can be calculated that the Nash equilibrium of the game is \( x_1 = -\frac{2}{3} \) and \( x_2 = -1 \) for \( i \in \{1, 2, \cdots, 7\} \).

In the simulation, the undirected and connected communication graph is plotted in Fig. 2. In the following, games with dynamics in (3), (4) and (5) will be numerically explored, successively.

#### 6.1 Distributed Nash equilibrium seeking for first-order systems

In this section, we simulate first-order systems in (3), where the control input is designed in (9)-(12). Note that as \( x_i \in \mathbb{R}^2 \), \( b_i \in \mathbb{R}^2 \times \mathbb{R}^2 \). In the simulation, \( b_1 = diag\{3, 3\}, b_2 = diag\{5, 5\}, b_3 = diag\{-2, -2\}, b_4 = diag\{1, 2\}, b_5 = diag\{-3, -3\}, b_6 = diag\{-1, -1\} \) and \( b_7 = diag\{2, 2\} \). Moreover, \( \omega_i = ix_i \). Let \( x(0) = [-5, 3, -4, -6, 1, 8, 0, -8, -1, 10, 1, 2, 3, 0]^T \), and the initial values for all the other variables in (9)-(12) be zero. Then, generated by (9)-(12), the players’ action trajectories \( x_i(t) \) for \( i \in \{1, 2, \cdots, 7\} \) are plotted in Fig. 3, from which it is clear that the players’ action trajectories converge to the Nash equilibrium asymptotically. Moreover, Figs. 4-5 illustrate the trajectories of \( k_{ij}(t) \) and \( \hat{\theta}_{ij}(t) \) for all \( i \in \{1, 2, \cdots, 7\}, j \in \{1, 2\} \), respectively. From Figs. 4-5, it can be seen that these variables stay bounded. Therefore, Theorem 1 is numerically validated.
6.3 Distributed Nash equilibrium seeking for more general numerically verified.
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erned by (5), and its control input is given by (49)-(52),
the case, we suppose that the action of player 7 is gov-
In this section, we numerically verify the control input de-
Fig. 7. The trajectories of $k_{ij}$ for $i \in \{1, 2, \ldots, 7\}, j \in \{1, 2\}$
generated by (34)-(37).

Fig. 6. The trajectories of $x_i(t)$ for $i \in \{1, 2, \ldots, 7\}$ generated
by (34)-(37).

6.2 Distributed Nash equilibrium seeking for second-order systems

In this section, we simulate the system in (4), where the
control input is designed in (34)-(37). In the simulation, $b_i$, $\phi_i(x_i)$ and $x(0)$ follow those in Section 6.1 and the initial values for all the other variables are zero.

The players’ action trajectories $x_i(t)$ for $i \in \{1, 2, \ldots, 7\}$
generated by (34)-(37) are depicted in Fig. 6, from which
it can be seen that the players’ actions converge the actual Nash equilibrium of the game. In addition, $k_{ij}(t)$ and $\hat{\theta}_{ij}(t)$
for all $i \in \{1, 2, \ldots, 7\}, j \in \{1, 2\}$ are given in Figs. 7-8.

From Figs. 7-8, we can conclude that $k_{ij}(t)$ and $\hat{\theta}_{ij}(t)$ for all $i \in \{1, 2, \ldots, 7\}, j \in \{1, 2\}$ stay bounded. Furthermore, Fig. 9 demonstrates that $v_i(t)$ for all $i \in \{1, 2, \ldots, 7\}$ decay to zero, which is aligned with the results in Theorem 2. To this end, the conclusions in Theorem 2 have been numerically verified.

6.3 Distributed Nash equilibrium seeking for more general second-order uncertain nonlinear systems

In this section, we numerically verify the control input de-
sign for uncertain nonlinear systems in (5). To illustrate the case, we suppose that the action of player 7 is gov-
erned by (5), and its control input is given by (49)-(52),
while all the other players’ actions are governed by (4)
with their control inputs being (34)-(37). For players 1-6, $b_i$ and $\phi_i(x_i)$ are chosen to be the same as those in Sec-

Fig. 8. The trajectories of $\hat{\theta}_{ij}$ for $i \in \{1, 2, \ldots, 7\}, j \in \{1, 2\}$
generated by (34)-(37).

Fig. 9. The trajectories of $v_i(t)$ for $i \in \{1, 2, \ldots, 7\}$ generated
by (34)-(37).

6.4 Fully distributed implementations of the proposed algorithms

To verify the fully distributed implementations of the proposed methods, we take first-order systems as an example. The simulation setting of this section follows that of Sec-

tion 6.2. For player 7, $b_7 = b_{72} = diag\{2, 2\}$, $\phi_7(x_i) =
7x_i$ and $\phi_{72}(x_i, v_i) = [7x_{72}, 7v_{72}]^T$. In addition, $x(0) =
[-5.3, -4, -6, 1, 8, 0, -8, -1, 10, 1, 2, 3, 0]^T$ and the initial
conditions for all the other variables are zero. Generated
by the proposed methods, the players’ actions $x_i(t)$ for $i \in \{1, 2, \ldots, 7\}$ are shown in Fig. 10, from which we see that the players’ actions converge to the Nash equilibrium. Moreover, $k_{ij}(t)$ and $\hat{\theta}_{ij}(t)$ for $i \in \{1, 2, \ldots, 7\}$ are plotted in Figs. 11-12. Figs. 11-12 show that $k_{ij}(t)$ and $\hat{\theta}_{ij}(t)$ stay bounded. Moreover, the evolution of $v_i(t)$ is shown in Fig.
13, which shows that $v_i(t)$ for all $i \in \{1, 2, \ldots, 7\}$ are also bounded. Hence, the effectiveness of the method in (49)-(52) is also verified.


Fig. 10. The trajectories of $x_i(t)$ for $i \in \{1, 2, \cdots, 7\}$ with player 7’s control strategy being (49)-(52) and the rest of the players’ control strategy being (34)-(37).

Fig. 11. The trajectories of $k_{i1}(t)$ for $i \in \{1, 2, \cdots, 7\}$ with player 7’s control strategy being (49)-(52) and the rest of the players’ control strategy being (34)-(37).

Fig. 12. The trajectories of $\hat{\theta}_{i}(t)$ for $i \in \{1, 2, \cdots, 7\}$ with player 7’s control strategy being (49)-(52) and the rest of the players’ control strategy being (34)-(37).

Fig. 13. The trajectories of $v_i(t)$ for $i \in \{1, 2, \cdots, 7\}$ with player 7’s control input being (49)-(52) and the rest of the players’ control input being (34)-(37).

Fig. 14. The trajectories of $x_i(t)$ for $i \in \{1, 2, \cdots, 7\}$ for the system considered in (3) with the control input in (9)-(10), where $y_i$ is generated by (60).

Fig. 15. The trajectories of $k_i(t)$ for $i \in \{1, 2, \cdots, 7\}$ for the system considered in (3) with the control input in (9)-(10), where $y_i$ is generated by (60).

7 Conclusion

This paper considers distributed Nash equilibrium seeking for games in which the players’ actions are subject to both unknown control directions and parametric uncertainties. First-order systems and second-order systems are addressed successively. To cope with the un-availability of control directions, a Nussbaum function is adopted. Moreover, the parametric uncertainties are addressed by adaptive laws. Together with an optimization module, a state regulation module is included in the seeking strategy. Based on the Barbalat’s lemma, it is proven that the players’ actions can be driven to the Nash equilibrium. Lastly, the fully distributed implementations of the proposed algorithms are discussed. It is shown that the adaptive techniques can be employed to achieve the equilibrium seeking in a fully distributed way.
Fig. 16. The trajectories of $\theta_{ij}(t)$ for $i \in \{1, 2, \cdots, 7\}$ for the system considered in (3) with the control input in (9)-(10), where $y_i$ is generated by (60).

Fig. 17. The trajectories of $\delta_{ij}(t)$ for $i \in \{1, 2, \cdots, 7\}, j \in \{1, 2\}$ for the system considered in (3) with the control input in (9)-(10), where $y_i$ is generated by (60).
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