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Abstract

Let $G$ be a graph and let $S \subseteq V(G)$. The set $S$ is a double outer-independent dominating set of $G$ if $|N[v] \cap D| \geq 2$, for all $v \in V(G)$, and $V(G) \setminus S$ is independent. Similarly, $S$ is a 2-outer-independent dominating set, if every vertex from $V(G) \setminus S$ has at least two neighbors in $S$ and $V(G) \setminus S$ is independent. Finally, $S$ is a total outer-independent dominating set if every vertex from $V(G)$ has a neighbor in $S$ and the complement of $S$ is an independent set. The double, total or 2-outer-independent domination number of $G$ is the smallest possible cardinality of any double, total or 2-outer-independent dominating set of $G$, respectively. In this paper, the 2-outer-independent, the total outer-independent and the double outer-independent domination numbers of graphs are investigated. We prove some Nordhaus-Gaddum type inequalities, derive their computational complexity and present several bounds for them.
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1 Introduction and preliminaries

Problems concerning vertex domination and vertex independence in graphs are nowadays very common research topics on the graph theory community. There is a high number of open problems
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in this area of graph theory, and a rich literature on this issue can be found. Such problems deal with a wide range of situations, which cover theoretical points of view as well as several practical applications in real life situations. One of the most remarkable aspects of domination and/or independence in graphs involves the close relationship between them, throughout the study of different parameters which relate them in several distinct ways. Probably, the most common combination of domination and vertex independence of graphs concerns the independent dominating sets, i.e., dominating sets which are also independent. In this work, we center our attention into studying three different ways of combining domination with independence in graphs. Such combinations are related with finding the sets of smallest cardinality of a domination related parameter whose complement is an independent set.

Throughout this paper, we consider $G$ as a finite simple graph with vertex set $V(G)$ and edge set $E(G)$. We follow [15] as a reference for terminology and notation which is not explicitly defined here. The open neighborhood of a vertex $v$ consists of all neighbors of $v$ and is denoted by $N_G(v)$. The closed neighborhood of $v$ is $N_G[v] = N_G(v) \cup \{v\}$. The minimum and maximum degree of $G$ are denoted by $\delta(G)$ and $\Delta(G)$, respectively. A vertex of degree one is called a leaf and a neighbor of a leaf is its support vertex. A claw-free graph is a graph that does not have a star $K_{1,3}$ as an induced subgraph. Let $A$ and $B$ be two subsets of $V(G)$. We consider $[A,B]$ as the set of edges having one end point in $A$ and the other in $B$. For $S \subseteq V(G)$ we denote by $G[S]$ a subgraph induced by $S$.

A set $S \subseteq V(G)$ is a dominating set (resp. a total dominating set) if each vertex in $V(G) \setminus S$ (resp. $V(G)$) has at least one neighbor in $S$. The domination number $\gamma(G)$ (resp. total domination number $\gamma_t(G)$) is the smallest possible cardinality of a dominating set (resp. total dominating set) in $G$. For more information on domination and total domination we suggest the books [8] and [9], respectively. The domination theory is a very large area in graph theory. The amount of parameters on domination is huge and it daily continues growing up. Variations on the domination property or combinations with other parameters are probably the most used features in the new versions of each new domination invariant. In our work, we deal with three versions of domination which are making both actions at the same time. These three parameters have been relatively recently introduced and not many results concerning them are available. In this sense, it is our goal to make several contributions on their knowledge.

A subset $D \subseteq V(G)$ is said to be a double dominating set of the graph $G$ if $|N[v] \cap D| \geq 2$, for all $v \in V(G)$. The double domination number of $G$, denoted by $\gamma_{\times 2}(G)$, is the smallest possible cardinality of a double dominating set in $G$. The concept of double domination was first introduced by Harary and Haynes in [7]. Our first parameter of interest is as follows. A double outer-independent dominating set (DOID set) of $G$ is a double dominating set $D$ in $G$ such that $V(G) \setminus D$ is independent. Moreover, the double outer-independent domination number (DOID number) $\gamma_{oi}^{\times}(G)$ of $G$ is the smallest possible cardinality taken over all DOID sets of $G$. This graph parameter was introduced in [12].

Our second goal on this work comes as follows. A 2-outer-independent dominating set (2OID set) in a graph $G$ is a subset $S \subseteq V(G)$ such that every vertex in $V(G) \setminus S$ has at least two neighbors in $S$, and the set $V(G) \setminus S$ is independent. The 2-outer-independent domination number (2OID number) $\gamma_{oi}^{2}(G)$ of a graph $G$ is the smallest possible cardinality of a 2OID set in $G$. 2-outer-independent domination in graphs was first introduced in [10] by Jafari Rad and Krzywkowski.
The third and last parameter of interest in this work concerns total domination. That is, a total dominating set $S$ in $G$ is said to be a total outer-independent dominating set (TOID set) if $V(G) \setminus S$ is independent. The total outer-independent domination number (TOID number) of $G$, denoted by $\gamma_1^{oi}(G)$, is the smallest possible cardinality of a TOID set in $G$. This concept was initiated by Krzywkowski in [13].

For the sake of convenience, given any parameter $\vartheta$ in a graph $G$, a set of vertices of cardinality $\vartheta(G)$ is called a $\vartheta(G)$-set. In this paper, we investigate the three aforementioned graph parameters $\gamma_1^{oi}(G)$, $\gamma_d^{oi}(G)$ and $\gamma_2^{oi}(G)$. Clearly, the first two parameters are well-defined if and only if $G$ has no isolated vertices. Since the definitions of them are close to each other, we rather study them simultaneously.

We can easily observe by the definitions that $\gamma_1^{oi}(G) \leq \gamma_d^{oi}(G)$ and $\gamma_2^{oi}(G) \leq \gamma_d^{oi}(G)$. Moreover, $\gamma_1^{oi}(G) = \gamma_d^{oi}(G)$ when $\delta(G) \geq 2$. Note that $\gamma_1^{oi}(G)$ and $\gamma_d^{oi}(G)$ are not comparable in general. For example, $\gamma_d^{oi}(K_{1,n-1}) = 2$ and $\gamma_2^{oi}(K_{1,n-1}) = n-1$ for $n \geq 4$. On the other hand, $\gamma_1^{oi}(C_n) = \lceil 2n/3 \rceil$ (see [13]), while $\gamma_2^{oi}(C_n) = \lceil n/2 \rceil$ for $n \geq 3$.

The article is organized as follows. Section 2 is dedicated to find several Nordhaus-Gaddum type results concerning the three parameters $\gamma_1^{oi}(G)$, $\gamma_d^{oi}(G)$ and $\gamma_2^{oi}(G)$. In Section 3, complexity results concerning computation of the values of $\gamma_d^{oi}(G)$ and $\gamma_2^{oi}(G)$ are given. In the last section, several bounds for the three mentioned parameters are presented.

### 2 Nordhaus-Gaddum type inequalities

Nordhaus and Gaddum [14] in 1956, gave lower and upper bounds on the sum and product of the chromatic numbers of a graph and its complement in terms of the order of the graph. Since then, bounds on $\Psi(G) + \Psi(G)$ or $\Psi(G)\Psi(G)$ are called Nordhaus-Gaddum inequalities, where $\Psi$ is any graph parameter. The search of Nordhaus-Gaddum type inequalities has centered the attention of a large number of investigations, and in domination theory, this has probably been even more emphasized. For more information about this subject the reader can consult [1].

The Nordhaus-Gaddum type inequalities for $\Psi(G) + \Psi(G)$ whether $\Psi \in \{\gamma_1^{oi}, \gamma_d^{oi}, \gamma_t^{oi}\}$ where given in [10], [12] and [13], respectively. In this section, we concentrate on the product style of Nordhaus-Gaddum type inequalities of such parameters.

This section is divided into three subsections in correspondence with the three graph parameters considered in this paper. We begin with the Nordhaus-Gaddum type inequalities for the TOID number of graphs.

#### 2.1 TOID number

In what follows we may always assume that both $G$ and $\overline{G}$ have no isolated vertices, otherwise the studied parameter is not well defined. This clearly implies that $n \geq 4$. Krzywkowski [13] proved the following Nordhaus-Gaddum type inequalities for the sum of the TOID numbers of a graph and its complement.

**Lemma 2.1.** ([13]) For every graph $G$ of order $n$ we have $n-1 \leq \gamma_1^{oi}(G) + \gamma_t^{oi}(\overline{G}) \leq 2n - 1$. The equality of the upper bound holds if and only if $G \in \{C_4, 2P_2\}$.

The next known result is also necessary for our purposes in this section.
Lemma 2.2. ([13]) For a connected graph $G$ we have $\gamma_t^o(G) = n - 1$ if and only if $G \in \{P_3, C_4, C_5\}$ or $G$ is a complete graph on at least three vertices.

We make use of Lemma 2.1 and Lemma 2.2 as tools in order to give some Nordhaus-Gaddum type inequalities for the product of the TOID numbers of a graph and its complement, and give the characterizations of all graphs for which the equality of the lower bound and the upper bound holds. For the sake of completeness, we next characterize all graphs $G$ attaining the bound $n - 1 \leq \gamma_t^o(G) + \gamma_t^o(\overline{G})$. To this aim, we present a different proof for such bound in the proof of the next theorem.

We first define a family $\Lambda$ of graphs $G$ of order $n \geq 5$ as follows. We begin with a path $P_2$ on the vertices $a$ and $b$. Add a set $K$ of $n - 2$ new vertices. Add some edges with one end point in $\{a, b\}$ and the other one in $K$, provided that we have a partition $\{A, B, C\}$ of $K$ as follows: $A = \{v \in K : v$ is only adjacent to $a\}$, $B = \{v \in K : v$ is only adjacent to $b\}$ and $C = \{v \in K : v$ is adjacent to both $a$ and $b\}$. Notice that $A, B$ and $C$ must be nonempty as they form a partition.

If $n = 4$, then $(G, \overline{G}) \in \{(P_1, P_4), (C_4, 2P_2)\}$ and so, $\gamma_t^o(G) \cdot \gamma_t^o(\overline{G})$ equals either to 4 or to 12, respectively. Thus, in what follows we may assume that $n \geq 5$.

**Theorem 2.3.** If $G$ is a graph $G$ of order $n \geq 5$, then

$$2n - 6 \leq \gamma_t^o(G) \cdot \gamma_t^o(\overline{G}) \leq (n - 1)^2.$$  

Moreover, there is equality in the lower bound if and only if $G \in \Lambda$ or $\overline{G} \in \Lambda$ and, in the upper bound if and only if $G = C_5$.

**Proof.** Suppose first that $\gamma_t^o(G) = \gamma_t^o(\overline{G}) = n$. It is easy to see that, both $G$ and $\overline{G}$ must be the disjoint copies of $P_2$, which is impossible. Therefore, $\gamma_t^o(G) \cdot \gamma_t^o(\overline{G}) \leq n(n - 1)$. Suppose now that there exists a graph $G$ of order $n$ for which $\gamma_t^o(G) \cdot \gamma_t^o(\overline{G}) = n(n - 1)$. Without loss of generality, we may assume that $\gamma_t^o(G) = n$ and $\gamma_t^o(\overline{G}) = n - 1$. This leads to that $G = tP_2$ for some integer $t \geq 3$, and so, $\overline{G}$ is a graph obtained from the complete graph $K_{2t}$ by removing a perfect matching of it. Thus, we observe that $\gamma_t^o(\overline{G}) = n - 2$, and therefore $\gamma_t^o(G) \cdot \gamma_t^o(\overline{G}) = n(n - 2) < n(n - 1)$, which is a contradiction. In consequence, both $\gamma_t^o(G)$ and $\gamma_t^o(\overline{G})$ are at most $n - 1$ which implies the upper bound.

Suppose now that the equality of the upper bound holds. Hence, $\gamma_t^o(G) = \gamma_t^o(\overline{G}) = n - 1$. If one of $G$ and $\overline{G}$, say $\overline{G}$, is disconnected, then $G$ is connected. Since $n \geq 5$ and $G$ is connected, $G = K_n$ or $G = C_5$ by Lemma 2.2. In the first case $\overline{G} = K_n$ contains isolated vertices and $\gamma_t^o(K_n)$ does not exists. The second case yields that $\overline{G} = C_5 = G$. Conversely, we clearly have the equality of the upper bound when $G = \overline{G} = C_5$.

To prove the lower bound, we first show that

$$n - 1 \leq \gamma_t^o(G) + \gamma_t^o(\overline{G}).$$  \hspace{1cm} (1)

Notice that this follows from Lemma 2.1, however we present this short proof as we later need the statement from (2). Let $S$ and $\overline{S}$ be a $\gamma_t^o(G)$-set and a $\gamma_t^o(\overline{G})$-set, respectively. Since $V(G) \setminus S$ and $V(G) \setminus \overline{S}$ are independent in $G$ and $\overline{G}$, respectively, we have

$$n - |S| - |\overline{S}| \leq n - |S \cup \overline{S}| = |(V(G) \setminus S) \cap (V(G) \setminus \overline{S})| \leq 1,$$  \hspace{1cm} (2)
which implies the inequality (1).

Minimizing \( \gamma_{i}^{o}(G) \cdot \gamma_{i}^{o}(\overline{G}) \) subject to \( \gamma_{i}^{o}(G) + \gamma_{i}^{o}(\overline{G}) = n - 1 \), we have \( (\gamma_{i}^{o}(G), \gamma_{i}^{o}(\overline{G})) = (2, n - 3) \) or \( (\gamma_{i}^{o}(G), \gamma_{i}^{o}(\overline{G})) = (n - 3, 2) \). Therefore,

\[
\gamma_{i}^{o}(G) \cdot \gamma_{i}^{o}(\overline{G}) \geq 2n - 6, \tag{3}
\]
as desired.

The equality holds in (3) if and only if \( (\gamma_{i}^{o}(G), \gamma_{i}^{o}(\overline{G})) = (2, n - 3) \) or \( (\gamma_{i}^{o}(G), \gamma_{i}^{o}(\overline{G})) = (n - 3, 2) \). Without loss of generality, we may assume that \( \gamma_{i}^{o}(G) = 2 \) and \( \gamma_{i}^{o}(\overline{G}) = n - 3 \). Let \( S = \{a, b\} \) be a \( \gamma_{i}^{o}(G) \)-set. Since \( \gamma_{i}^{o}(G) = 2 \), \( G \) is isomorphic either to

(i) a star \( K_{1, n-1} \) in which its central vertex belongs to \( S \), or

(ii) a graph obtained from a path \( P_{2} \) on the vertices \( a \) and \( b \), by adding a set \( K \) of \( n - 2 \) new vertices and some edges with one end point in \( S \), and the other in \( K \), such that each vertex in \( K \) has at least one neighbor in \( S \) and both \( a \) and \( b \) are not pendant vertices.

Since \( \overline{G} \) has no isolated vertices, the case (i) is impossible. Again, since isolated vertices are not allowed, at least one vertex in \( K = V(G) \setminus S \) is not adjacent to \( a \), and at least one vertex in \( K = V(G) \setminus S \) is not adjacent to \( b \). Also, as \( \overline{G}[V(G) \setminus S] \) is an \( (n - 2) \)-clique in \( \overline{G} \), at most one vertex in \( V(G) \setminus S \) does not belong to \( \overline{S} \), which is a \( \gamma_{i}^{o}(\overline{G}) \)-set. If \( V(G) \setminus S \subseteq \overline{S} \), then \( |\overline{S}| \geq n - 2 \), and so, \( \gamma_{i}^{o}(G) \cdot \gamma_{i}^{o}(\overline{G}) \geq 2n - 4 \), which is a contradiction. Therefore, there exists a unique vertex \( x \) in \( V(G) \setminus S \) which is not in \( \overline{S} \). Thus, the other \( n - 3 \) vertices of \( V(G) \setminus S \) belong to \( \overline{S} \). Since \( |\overline{S}| = n - 3 \), we have \( \overline{S} = (V(G) \setminus S) \setminus \{x\} \) and so, \( V(G) \setminus \overline{S} = \{a, b, x\} \). Now, the independence of the set \( \{a, b, x\} \) in \( \overline{G} \) shows that \( x \in V(G) \setminus S \) is adjacent to both \( a \) and \( b \) in \( G \).

Consequently, we have partitioned \( V(G) \setminus S \) into three nonempty subsets \( A, B \) and \( C \), such that \( A = \{v : N_{G}(v) = \{a\}\} \), \( B = \{v : N_{G}(v) = \{b\}\} \) and \( C = \{v : N_{G}(v) = \{a, b\}\} \). This guarantees that \( G \in \Lambda \).

Conversely, assume that \( G \in \Lambda \) (consider the same terminology of its definition). Hence, \( \{a, b\} \) is a \( \gamma_{i}^{o}(G) \)-set and let \( x \in C \). Observe that \( V(G) \setminus \{a, b, x\} \) is a TOID set in \( \overline{G} \) of cardinality \( n - 3 \). Therefore, \( \gamma_{i}^{o}(G) \cdot \gamma_{i}^{o}(\overline{G}) \leq 2n - 6 \), which completes the proof. \( \square \)

We now construct a family \( \Phi \) of graphs \( G \) as follows. Consider a complete graph \( K_{p} \) on \( 3 \leq p \leq n - 2 \) vertices and let \( x \in V(K_{p}) \). Add a set \( J \) with \( n - p \) new vertices. Add some edges with one end point in \( V(K_{p}) \setminus \{x\} \) and the other in \( J \), such that

(i) every vertex in \( J \) is adjacent to at least one vertex in \( V(K_{p}) \setminus \{x\} \), and

(ii) every vertex in \( V(K_{p}) \setminus \{x\} \) is adjacent to at most \( |J| - 1 \) vertices in \( J \).

Let \( G \) be the obtained graph. We observe that \( V(K_{p}) \setminus \{x\} \) is a TOID set in \( G \).

**Theorem 2.4.** For a graph \( G \) of order \( n \) we have \( \gamma_{i}^{o}(G) + \gamma_{i}^{o}(\overline{G}) = n - 1 \) if and only if \( G \in \Phi \).

**Proof.** Notice first that for \( n \in \{1, 2, 3\} \) at least one of \( \gamma_{i}^{o}(G) \) and \( \gamma_{i}^{o}(\overline{G}) \) does not exists. For \( n = 4 \) both \( \gamma_{i}^{o}(G) \) and \( \gamma_{i}^{o}(\overline{G}) \) exists only when \( (G, \overline{G}) \in \{(P_{4}, P_{4}), (C_{4}, 2P_{2})\} \). Obviously, in these two cases \( G \) does not belong to \( \Phi \) and \( \gamma_{i}^{o}(G) + \gamma_{i}^{o}(\overline{G}) \neq n - 1 \). So, we may assume that \( n \geq 5 \).
Suppose first that \( G \in \Phi \). In what follows we prove that \( \overline{G} \in \Phi \), as well.

**Claim 1.** \( G \in \Phi \) if and only if \( \overline{G} \in \Phi \).

**Proof of Claim 1.** By symmetry it only suffices to show that \( G \in \Phi \) implies \( \overline{G} \in \Phi \). Note that \( \overline{G}[J] \) is a clique in \( \overline{G} \). Since \( J \cup \{x\} \) is independent in \( G \), the vertex \( x \) is adjacent to all the other vertices in \( J \), when considered as a subset of vertices of the graph \( \overline{G} \). So, \( \overline{G}[J \cup \{x\}] \) is a clique in \( \overline{G} \) of order \( n-p+1 \). On the other hand, \( V(K_p) \) is an independent set in \( \overline{G} \). Thus, \( V(K_p) = V(\overline{G}) \setminus J \) is independent in \( \overline{G} \). Taking into account the conditions (ii) and (i), respectively, we infer that in \( \overline{G} \)

(i') every vertex \( v \in V(K_p) \setminus \{x\} \) has at least one neighbor in \( J \); and

(ii') every vertex in \( J \) is adjacent to at most \( p-2 = |V(K_p) \setminus \{x\}| - 1 \) vertices in \( V(K_p) \setminus \{x\} \).

Note that \( J, x, V(K_p) \setminus \{x\} \) in \( \overline{G} \) are corresponding to \( V(K_p) \setminus \{x\} \), \( x \) and \( J \) in \( G \), respectively, which shows that \( \overline{G} \in \Phi \). (\( \Box \))

The above argument guarantees that for \( G \in \Phi \) also \( \overline{G} \in \Phi \). Thus, set \( V(K_p) \setminus \{x\} \) is a TOID set in \( G \) and \( J \) is a TOID set in \( \overline{G} \). Therefore,

\[
n - 1 \leq \gamma^{oi}_t(G) + \gamma^{oi}_t(\overline{G}) \leq |V(K_p) \setminus \{x\}| + |J| = n - 1,
\]

implying the equality.

Conversely, suppose that the equality holds. Let \( S \) and \( \overline{S} \) be a \( \gamma^{oi}_t(G) \)-set and a \( \gamma^{oi}_t(\overline{G}) \)-set, respectively. If \( (V(G) \setminus S) \cap (V(\overline{G}) \setminus \overline{S}) = \emptyset \), then \( \gamma^{oi}_t(G) + \gamma^{oi}_t(\overline{G}) \geq n \) by (2), a contradiction. Again by (2), there exists a unique vertex \( w \in (V(G) \setminus S) \cap (V(\overline{G}) \setminus \overline{S}) \). We infer that for \( A = (V(G) \setminus S) \setminus \{w\} \subseteq S \) and \( B = (V(G) \setminus \overline{S}) \setminus \{w\} \subseteq \overline{S} \). We have

\[
n - 1 = 2n - |S| - |\overline{S}| - 2 = |A| + |B| \leq |S| + |\overline{S}| = n - 1.
\]

Therefore, \( A = \overline{S} \) and \( B = S \). Moreover, \( \overline{G}[A] \) and \( G[B] \) are cliques in \( \overline{G} \) and \( G \), respectively. On the other hand, since \( B \cup \{w\} \) is independent in \( \overline{G} \), the vertex \( w \) is adjacent to all the vertices in \( B = S \) in \( G \). Since \( A = \overline{S} \) is a clique in \( \overline{G} \), \( A \) is independent in \( G \). Since \( S \) is a dominating set in \( G \), each vertex from \( A \) has at least one neighbor in \( S \). If there exists a vertex \( u \in S \) adjacent to all vertices in \( A \), then \( u \in B \) has no neighbor in \( \overline{S} \) when considered as a dominating set in \( \overline{G} \), which is a contradiction. Thus, every vertex in \( S \) has at most \( |A| - 1 = p - 2 \) neighbors in \( A \).

We now observe that \( w, G[B \cup \{w\}] \) and \( A \) are corresponding to \( x \), \( K_p \) and \( J \), respectively, in the descriptions of the members of \( \Phi \). Thus, \( G \in \Phi \) and the proof is completed. \( \square \)

### 2.2 2OID number

In this part we present Nordhaus-Gaddum inequalities for the product of 2OID numbers of \( G \) and \( \overline{G} \). In order to characterize all graphs attaining the lower bound in the next theorem, we consider the family \( \Psi \) containing all graphs \( G \) of order \( n \geq 6 \) obtained as follows. Consider the complete graph \( K_4 \) and let \( x \in V(K_4) \). Add a set \( R \) of \( n-4 \) new vertices. Add some edges with one end point in \( V(K_4) \setminus \{x\} \) and the other in \( R \) such that
(i) every vertex in $R$ is adjacent to at least two vertices in $V(K_4) \setminus \{x\}$, and

(ii) every vertex in $V(K_4) \setminus \{x\}$ is adjacent to at most $|R| - 2$ vertices in $R$ (see Figure 1 for an example).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure1.png}
\caption{A member $G$ of $\Psi$ with $\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) = 18$. Note that $\{y_1, y_2, y_3\}$ is a 2OID set in $G$ and $\{x_1, \ldots, x_6\}$ is a 2OID set in $\overline{G}$.}
\end{figure}

\textbf{Theorem 2.5.} If $G$ is a graph of order $n \geq 4$, then

$$3n - 12 \leq \gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) \leq n(n - 1).$$

Moreover, the equality holds for the lower bound if and only if $G \in \Psi$, and for the upper bound if and only if $G \in \{K_n, \overline{K_n}\}$.

\textit{Proof.} We first prove the upper bound. Note that $\gamma_2^{oi}(G) = n$ if and only if $\Delta(G) \leq 1$. Therefore, $\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) = n^2$ results in $n \leq 2$, which is not possible. Therefore, $\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) \leq n(n - 1)$.

Clearly, the equality holds when $G \in \{K_n, \overline{K_n}\}$. Now let $\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) = n(n - 1)$. Without loss of generality, we may assume that $(\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (n, n - 1)$. So we have $\Delta(G) \leq 1$. If $\Delta(G) = 0$, then $G = K_n$ and $\overline{G} = K_n$ and we are done. So, suppose that there exists at least one edge $ab$ in $G$. In addition, there exist vertices $c$ and $d$ in $G$ because $n \geq 4$. Clearly, $acbd$ forms a four-cycle in $\overline{G}$ and $V(G) - \{a, b\}$ is a 2OID set of $\overline{G}$. Hence, $\gamma_2^{oi}(\overline{G}) \leq n - 2$, a contradiction. Therefore, $G$ is a graph without edges and $\overline{G}$ is a complete graph.

We now prove the lower bound. Similar to the proof of Theorem 2.3, we have $n - 1 \leq \gamma_2^{oi}(G) + \gamma_2^{oi}(\overline{G})$. Moreover, by minimizing $\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G})$ subject to $\gamma_2^{oi}(G) + \gamma_2^{oi}(\overline{G}) = n - 1$, we have $(\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (2, n - 3)$ or $(\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (n - 3, 2)$. In what follows, we prove that the case $(\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (2, n - 3)$ is impossible (and symmetrically the case $(\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (n - 3, 2)$ is also not possible). Suppose that $S$ is a $\gamma_2^{oi}(G)$-set and that $S'$ is a $\gamma_2^{oi}(\overline{G})$-set of cardinality 2 and $n - 3$, respectively. Since $S = \{a, b\}$ is a 2OID set in $G$ and $|S| = 2$, vertices $a$ and $b$ are adjacent to all vertices in $V(G) \setminus S$ in the graph $G$. Thus, $a$ and $b$ have no neighbor in $S' \setminus \{a, b\}$ in $\overline{G}$. Therefore, $a$ and $b$ must both be in $S'$ where they can be adjacent or not. Because $|S'| = n - 3$, three vertices, say $x, y$ and $z$, from $V(G) \setminus S$ are outside of $S'$. But $\overline{G}[V(G) \setminus S]$ is a complete graph since $V(G) \setminus S$ is independent in $G$. Thus, $x, y$ and $z$ form a triangle in $\overline{G}[V(G) \setminus S]$, a contradiction with $S'$ being an outer-independent set. This argument shows that
the minimum value of \( \gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) \) subject to \( \gamma_2^{oi}(G) + \gamma_2^{oi}(\overline{G}) = n - 1 \) is at least \( 3n - 12 \) by choosing \( 3 \) or \( n - 4 \) for \( \gamma_2^{oi}(G) \). Therefore,

\[
3n - 12 \leq \gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}).
\]  

The proof of the statement \( "\gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) = 3n - 12 \) if and only if \( G \in \Psi" \) is somewhat similar to those presented in the proofs of Theorem 2.3 and Theorem 2.4. However, for the sake of completeness, we prove it here. Suppose first that \( G \in \Psi \). It is easy to see that \( S = V(K_4) \setminus \{x\} \) is a 2OID set in \( G \) and \( \overline{S} = V(G) \setminus V(K_4) \) is a 2OID set in \( \overline{G} \). Therefore, \( \gamma_2^{oi}(G) \cdot \gamma_2^{oi}(\overline{G}) \leq |S| \cdot |\overline{S}| = 3n - 12 \), implying the equality.

Now assume the equality in (4). Hence, \( (\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (3, n - 4) \) or \( (\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (3, n - 4) \). We first assume that \( (\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (3, n - 4) \). Let \( S \) be a \( \gamma_2^{oi}(G) \)-set of cardinality \( 3 \) and let \( S' \) be a \( \gamma_2^{oi}(\overline{G}) \)-set of cardinality \( n - 4 \). Since \( |S'| = n - 4 \), there exists four independent vertices \( a, b, c, d \) in \( \overline{G} \). Clearly \( a, b, c, d \) form a clique in \( G \). As \( V(G) \setminus S \) is an independent set of \( G \), \( S \) must be a subset of \( \{a, b, c, d\} \). We may choose notation so that \( S = \{a, b, c\} \). Moreover, \( d \) is not adjacent to any vertex from \( S' \). On the other hand, since \( S' \) is a 2OID set in \( \overline{G} \), every vertex in \( S \) has at most \( \gamma_2^{oi}(G) \) neighbors in \( V(G) \setminus S \setminus \{d\} \). It is easily seen that \( d, G[S \cup \{d\}] \) and \( (V(G) \setminus S) \setminus \{d\} \) are corresponding to \( x, K_4 \) and \( R_t \), respectively, in the descriptions of the members of \( \Psi \). Therefore, \( G \in \Psi \). By symmetry, we conclude that \( G \in \Psi \) when \( (\gamma_2^{oi}(G), \gamma_2^{oi}(\overline{G})) = (n - 4, 3) \). But \( \overline{G} \in \Psi \) is equivalent to \( G \in \Psi \) (this can be verified similarly to Claim 1 in the proof of Theorem 2.4). This completes the proof.

2.3 DOID number

Like in the Subsection 2.1 we assume that both \( G \) and \( \overline{G} \) have no isolated vertices, and this implies that \( n \geq 4 \).

Krzywowski [12] proved that \( \gamma_d^{oi}(G) + \gamma_d^{oi}(\overline{G}) = 2n \) if and only if \( G = P_4 \). Therefore, for a graph \( G \) different from \( P_4 \) we have

\[
\gamma_d^{oi}(G) + \gamma_d^{oi}(\overline{G}) \leq 2n - 1.
\]  

He also showed that the equality holds in (5) if and only if \( G \) or \( \overline{G} \) can be obtained from a complete graph on at least three vertices by adding a path \( P_2 \) (on two new vertices) and joining one of its vertices to all but one vertex of the complete graph. We remark that \( n^2 \) is a trivial upper bound on \( \gamma_d^{oi}(G) \cdot \gamma_d^{oi}(\overline{G}) \) and \( n(n - 1) \) is an upper bound for it, when \( G \) is different from the path \( P_4 \). It is easy to observe that the above necessary and sufficient conditions are also equivalent to \( \gamma_d^{oi}(G) \cdot \gamma_d^{oi}(\overline{G}) = n^2 \) and \( \gamma_d^{oi}(G) \cdot \gamma_d^{oi}(\overline{G}) = n(n - 1), \) respectively.

A result concerning bounding the product of \( \gamma_d^{oi}(G) \) and \( \gamma_d^{oi}(\overline{G}) \) from below can be obtained along similar lines to those in the previous subsections. Indeed, we can bound \( \gamma_d^{oi}(G) + \gamma_d^{oi}(\overline{G}) \) from below by \( n - 1 \) and derive the lower bound \( 3n - 12 \) for \( \gamma_d^{oi}(G) \cdot \gamma_d^{oi}(\overline{G}) \). Moreover, similar to Theorem 2.5 we have the equality if and only if \( G \in \Psi \).

3 Computational complexity

The problem of computing the TOID number of graphs was proved to be NP-hard in [3]. At next we prove that the complexity of the analogous problems for the 2OID and the DOID numbers
are not having a simpler complexity. That is, we next prove the NP-hardness of both problems. To this end, we first analyze the following decision problems.

**2-OUTER-INDEPENDENT DOMINATION PROBLEM (2OID problem for short)**

**INSTANCE:** A graph $G$ of order $n \geq 3$ and an integer $r, 1 \leq r \leq n$.

**QUESTION:** Is $\gamma_2^o(G) \leq r$?

**DOUBLE OUTER-INDEPENDENT DOMINATION PROBLEM (DOID problem for short)**

**INSTANCE:** A graph $G$ of order $n \geq 3$ and an integer $r, 1 \leq r \leq n$.

**QUESTION:** Is $\gamma_d^o(G) \leq r$?

In order to study the complexity of the problems above, we make a reduction from the vertex independence problem stated at next, which is known to be NP-complete from [6].

**INDEPENDENCE PROBLEM**

**INSTANCE:** A graph $G$ of order $n \geq 3$ and an integer $r, 1 \leq r \leq n$.

**QUESTION:** Is $\alpha(G) \geq r$?

The next results give our desired reductions for the NP-completeness of the 2OID and DOID problems, respectively.

**Theorem 3.1.** The 2OID problem is NP-complete.

**Proof.** The problem is clearly in NP since checking that a given set is indeed a 2OID set can be done in polynomial time. Now, in order to make our reduction, given a graph $G$ of order $n$ with $\delta(G) \geq 1$, we construct a graph $G'$ as follows. For any vertex $v_i \in V(G)$ we add a copy of the complete bipartite graph $K_{2,3}$ (we denote such copy as $K_{2,3}'$ with bipartition sets $A_i$, $B_i$ such that $|A_i| = 2$ and $|B_i| = 3$), and join with an edge the vertex $v_i$ with one vertex $v_i' \in A_i$ of $V(K_{2,3}')$.

We will prove that $\gamma_2^o(G') = 3n - \alpha(G)$.

First, let $S$ be a $\alpha(G)$-set and let $S' = (V(G) \setminus S) \cup (\bigcup_{i=1}^n A_i)$. Clearly, every vertex $v_i \in B_i$ for any $i \in \{1, \ldots, n\}$ is adjacent to two vertices of $S'$. Also, since $S$ is an independent set and $G$ has no isolated vertices, its complement (in $G$) is a dominating set in $G$. Thus, any vertex $v_i \in S$ has at least two neighbors in $S'$ (at least one in $V(G) \setminus S$ and the vertex $v_i' \in A_i$). Moreover, we observe that $V(G) \setminus S'$ is independent. As a consequence, $S'$ is a 2OID set in $G'$ which leads to $\gamma_2^o(G') \leq |S'| = 2n + (n - \alpha(G)) = 3n - \alpha(G)$.

On the other hand, assume that $D$ is a $\gamma_2^o(G')$-set. Let $D_G = D \cap V(G)$ and, for every $i \in \{1, \ldots, n\}$, let $D_i = D \cap V(K_{2,3})$. If a vertex $u_i \in A_i$ which is not adjacent to a vertex of $G$ does not belong to $D_i$, then every vertex $x \in B_i$ must belong to $D_i$ (since the complement of $D$ is independent), and so, $|D_i| \geq 3$. On the contrary, if such $u_i$ belongs to $D_i$, then at least one other vertex is required in $D_i$ in order to satisfy the 2-domination condition for the vertices of $K_{2,3}$, and so, $|D_i| \geq 2$. In any case, this latter bound will be satisfied. Moreover, we observe that $V(G) \setminus D_G$ is an independent set, which means $\alpha(G) \geq |V(G) \setminus D_G| = n - |D_G|$, or equivalently, $|D_G| \geq n - \alpha(G)$. Finally, we deduce that

$$\gamma_2^o(G') = |D| = |D_G| + \sum_{i=1}^n |D_i| \geq n - \alpha(G) + 2n = 3n - \alpha(G).$$
Therefore, the desired equality follows, and by taking \( j = 3n - k \), it is readily seen that \( \gamma^{oi}_2(G') \leq j \) if and only if \( \alpha(G) \geq k \), which completes the proof.

As a consequence of the result above, we conclude that the problem of computing the 2OID number of graphs is an NP-hard problem. Now, in order to show an analogous result for the DOID number of graph, a similar reduction to the one above for the 2OID number can be used. The only necessary change in the proof concerns the construction of the graph \( G' \). For the DOID problem, we only need to add an edge between the two vertices of the bipartition sets \( A_i \) of every \( K^2_{2,3} \) \( (i \in \{1, \ldots, n\}) \). In such case, the proof stated above works similarly, and we obtain a similar conclusion. In this sense, we omit the proof of the next result, which also allows to claim that computing the DOID number of graphs is NP-hard.

**Theorem 3.2.** The DOID problem is NP-complete.

### 4 Bounds

Since the problems of computing all three parameters studied in this work are NP-hard, it is desirable to bound their values with respect to several different invariants of the graph. Accordingly, in this section, we bound \( \gamma^{oi}_2(G), \gamma^{oi}_t(G) \) and \( \gamma^{oi}_d(G) \) from below and above.

**Theorem 4.1.** Let \( G \) be a graph of order \( n \) and \( \delta(G) \geq 2 \). If \( G \) is different from a complete graph and an odd cycle, then \( \gamma^{oi}_2(G) \leq (\Delta(G) - 1)n/\Delta(G). \) Moreover, this bound is sharp.

**Proof.** We have \( n - \gamma^{oi}_2(G) \leq \alpha(G) \), by the definition. Let \( I \) be an \( \alpha(G) \)-set. Since \( \delta(G) \geq 2 \), every vertex in \( I \) has at least two neighbors in \( V(G) \setminus I \). Therefore, \( V(G) \setminus I \) is a 2OID set in \( G \). This implies that \( \gamma^{oi}_2(G) \leq n - \alpha(G) \) and hence

\[
\gamma^{oi}_2(G) = n - \alpha(G). \tag{6}
\]

It is well-known that \( \chi(G) \geq n/\alpha(G) \) (see [15]) where \( \chi(G) \) represents the chromatic number of \( G \). Therefore, \( \alpha(G) \geq n/\Delta(G) \) by Brook’s Theorem [2] (which states that for any connected graph \( G \) other than a complete graph or an odd cycle, \( \chi(G) \leq \Delta(G) \)). Now, we derive the upper bound by (6).

The bound is clearly sharp for even cycles. In what follows we present a more general family of graphs attaining the upper bound. We construct a graph \( H \) beginning with a cycle \( C_{2k} \) on the vertices \( v_1, v_2, \ldots, v_{2k} \). Next, for every \( 1 \leq i \leq k \), add a complete graph \( K_p \) \( (p \geq 0) \) and join the vertices \( v_{2i-1} \) and \( v_{2i} \) to all vertices of \( K_p \). It is easy to see that \( \alpha(H) = k \). Moreover, we have \( \gamma^{oi}_2(H) = k + kp = (p + 1)(2k + kp)/(p + 2) = (\Delta - 1)n/\Delta. \)

As can be readily seen, the difference between any pair of the three parameters studied in this work can be arbitrary large. However, they have a “better” behavior while dealing with the family of claw-free graphs, as we next show.

**Theorem 4.2.** If \( G \) is a claw-free graph of order \( n \), then the following statements hold.

(i) \( \gamma^{oi}_t(G), \gamma^{oi}_2(G), \gamma^{oi}_d(G) \geq \delta(G)n/(\delta(G) + 2). \)
(ii) If \( \delta(G) \geq 3 \), then \( \gamma_2^{oi}(G) = \gamma_2^{oi}(G) = \gamma_d^{oi}(G) \).

**Proof.** (i) Let \( S \) be a \( \gamma_2^{oi}(G) \)-set. Since \( G \) is claw-free and \( V(G) \setminus S \) is independent, every vertex in \( S \) has at most two neighbors in \( V(G) \setminus S \). Also, every vertex in \( V(G) \setminus S \) has \( \delta(G) \) neighbors in \( S \). Thus,

\[
\delta(G)(n - |S|) \leq |S, V(G) \setminus S| \leq 2|S|.
\]

Therefore, \( \gamma_2^{oi}(G) \geq \delta(G)n/(\delta(G) + 2) \). Since \( \gamma_d^{oi}(G) \geq \gamma_2^{oi}(G) \) for every graph \( G \), this bound is valid also for \( \gamma_d^{oi}(G) \). The proof for \( \gamma_t^{oi}(G) \) works among the same lines as for \( \gamma_2^{oi}(G) \) and we omit the details.

(ii) Clearly, \( \gamma_2^{oi}(G) \leq \gamma_d^{oi}(G) \). Now let \( S \) be a \( \gamma_2^{oi}(G) \)-set. Let \( v \) be a vertex in \( S \). By using the facts that \( G \) is claw-free, \( V(G) \setminus S \) is independent and \( \deg(v) \geq 3 \), we deduce that \( v \) has at least one neighbor in \( S \). Therefore, \( G[S] \) has no isolated vertices. So, \( S \) is a DOID set in \( G \) as well. We now have \( \gamma_d^{oi}(G) \leq |S| = \gamma_d^{oi}(G) \) implying \( \gamma_2^{oi}(G) = \gamma_d^{oi}(G) \). Moreover, the condition \( \delta(G) \geq 3 \) guarantees that \( \gamma_t^{oi}(G) = \gamma_d^{oi}(G) \) as mentioned in the introduction.

In the case of cubic claw-free graphs, we have the following result. The lower and upper bounds are immediate results of Theorem 4.1 and Theorem 4.2.

**Corollary 4.3.** For any claw-free cubic graph \( G \) of order \( n \) different from \( K_4 \),

\[
\frac{3n}{5} \leq \gamma_2^{oi}(G) = \gamma_2^{oi}(G) = \gamma_d^{oi}(G) \leq \frac{2n}{3}.
\]

To see that the upper bound of Corollary 4.3 is sharp, we consider the claw-free cubic graph \( H_1 \) depicted in Figure 2. It is easily seen that \( \{x_1, x_3, y_2, y_3, z_2, z_3, z_4\} \) is a 2OID set of cardinality \( \gamma_2^{oi}(H) = 2n/3 \). Moreover, to see the tightness of the lower bound of Corollary 4.3, we consider the claw-free cubic graph \( H_2 \) depicted in Figure 2. It is easily seen that \( \{u_1, u_2, u_3, u_4, u_5, u_6\} \) is a 2OID set of the cardinality \( \gamma_2^{oi}(H) = 3n/5 \).

![Figure 2: The claw-free cubic graphs \( H_1 \) and \( H_2 \), respectively.](image)

We now turn our attention to triangle-free graphs for which we required the following known result.

**Lemma 4.4.** ([5]) If \( G \) is a triangle-free graph of order \( n \), then \( \alpha(G) \geq 2n/(3 + \Delta(G)) \).

The following result is an immediate consequence of the equation (6) and Lemma 4.4.
Theorem 4.5. If $G$ is a triangle-free graph of order $n$ with $\delta(G) \geq 2$, then $\gamma_{d}^{\ast}(G) \leq \frac{\Delta(G) + 1}{\Delta(G) + 3}n$.

We remark that, Fajtlowicz [4] studied some classes of triangle-free graphs achieving the equality in the lower bound in Lemma 4.4. This shows that the upper bound in Theorem 4.5 is sharp.

Let $L(G)$ and $S(G)$ be the set of leaves and support vertices in the graph $G$, respectively. We define $\delta^{*}(G)$ as the minimum degree taken over all vertices from $V(G) \setminus (L(G) \cup S(G))$, if $L(G) \cup S(G) \subset V(G)$, and 2 otherwise (that is, if $L(G) \cup S(G) = V(G)$). Clearly, $\delta^{*}(G) \geq 2$.

We construct a family $\Omega$ of graphs $G$ as follows. Choose the integers $a, b \geq 0$, $r \geq 2$ and $p \geq 0$ such that $a + b \geq 1$ and $2a(r - 1) \leq pr$. We begin with the pendant edges $v_{1}v'_{1}, \ldots, v_{a}v'_{a}, v_{a+1}v'_{a+1}, \ldots, v_{a+b}v'_{a+b}$. Add $p$ isolated vertices $u_{1}, \ldots, u_{p}$. Join every vertex $u_{i}$ to exactly $r$ vertices in $A = \{v_{1}, v'_{1}, \ldots, v_{a}, v'_{a}, v_{a+1}, \ldots, v_{a+b}\}$ such that the degree of all vertices in $B = \{v_{1}, v'_{1}, \ldots, v_{a}, v'_{a}\}$ is at least $r$ (this is possible, because $|B| = 2a$ and $2a(r - 1) \leq pr$). Finally, to obtain the graph $G \in \Omega$, for any $v_{a+i}$ with $1 \leq i \leq b$, we add $k_{a+i} \geq 0$ new vertices and join all of them to $v_{a+i}$ by edges. Figure 3 depicts a fairly representative member of $\Omega$.

![Figure 3: A member $G$ of $\Omega$ with $(a, b, p, r, k_{3}, k_{4}) = (2, 2, 4, 3, 0, 3)$.](image)

In addition, we recall that a galaxy is a forest (a collection of trees) in which each component is a star.

Theorem 4.6. If $G$ is a graph of order $n$, size $m$, with $\ell$ leaves and $s$ support vertices, then

$$\gamma_{d}^{\ast}(G) \geq \frac{2\delta^{*}(G)n - 2m + \ell - s}{2\delta^{*}(G) - 1}.$$  

Furthermore, the equality holds if and only if $G \in \Omega$.

Proof. If all vertices of $G$ are leaves or support vertices, then $\gamma_{d}^{\ast}(G) = n$. Assume $G$ have $c$ components. In such case, the lower bound holds since $n = \ell + s$, $m = n - c$ and $\delta^{*} = 2$. Moreover, an easy computation shows that we have the equality if and only if $s = c$, which is equivalent to the situation in which $G$ is a galaxy containing $c$ stars. In this sense, we observe that $G \in \Omega$. Conversely, let $G \in \Omega$. Since all vertices of $G$ are leaves or support vertices, it follows that $p = 0$, and so, $G$ is a galaxy containing $c$ stars. Thus, $s = c$ and we have the desired quality.

In what follows, we may assume that there exists a vertex which is neither a leaf nor a support vertex. Let $S(G) = \{w_{1}, \ldots, w_{s}\}$, and let $\ell_{w_{i}}$ be the number of leaves adjacent to the support vertex $w_{i}$, for each $1 \leq i \leq s$. Suppose that $G'$ is the graph obtained from $G$ by removing $\ell_{w_{i}} - 1$
leaves from the support vertex \( w_i \), for each \( 1 \leq i \leq s \). Clearly \( n'=n-\ell+s \) and \( m'=m-\ell+s \), where \( n' \) and \( m' \) are the order and the size of \( G' \), respectively.

Since all leaves and support vertices belong to each DOID set in a graph, it follows that

\[
\gamma_{d_i}^\alpha(G') + \ell - s = \gamma_{d_i}^\alpha(G).
\]

Moreover,

\[
\delta^*(G') = \delta^*(G).
\]

Now let \( D' \) be a \( \gamma_{d_i}^\alpha(G') \)-set. Since \( E(G[V(G') \setminus D']) = \emptyset \), we have \( m' = |E(G[D'])| + |\{D', V(G') \setminus D'\}| \). Also, since \( L(G') \cup S(G') \subseteq D' \), every vertex in \( V(G') \setminus D' \) has at least \( \delta^*(G') \) neighbors in \( D' \). Therefore, \(|\{D', V(G') \setminus D'\}| \geq \delta^*(G')(n' - |D'|) \). Moreover, \(|E(G[D'])| \geq |D'|/2 \) because \( G'[D'] \) has no isolated vertices. Therefore, \( 2m' \geq 2\delta^*(G')(n' - |D'|) + |D'| \). This implies that

\[
\gamma_{d_i}^\alpha(G') = |D'| \geq \frac{2n'\delta^*(G') - 2m'}{2\delta^*(G') - 1}.
\]

By (7) and (8), we have

\[
\gamma_{d_i}^\alpha(G) \geq \frac{2n'\delta^*(G) - 2m'}{2\delta^*(G) - 1} + \ell - s = \frac{2n\delta^*(G) - 2m + \ell - s}{2\delta^*(G) - 1},
\]

as desired.

Suppose that \( G \in \Omega \). Let \( L_{a+i} \) be the set of leaves adjacent to \( v_{a+i} \) different from \( v'_{a+i} \). Note that

\[
n = p + 2a + 2b + \sum_{i=1}^{b} |L_{a+i}|, \quad m = pr + a + b + \sum_{i=1}^{b} |L_{a+i}|, \quad \delta^*(G) = r
\]

and

\[
\sum_{i=1}^{b} |L_{a+i}| = \ell - s.
\]

On the other hand, it follows from the structure of \( G \) that

\[
D = \{v_1, v'_1, \ldots, v_a, v'_a, v_{a+1}, v'_{a+1}, \ldots, v_{a+b}, v'_{a+b}\} \cup \left( \bigcup_{i=1}^{b} L_{a+i} \right)
\]

is a DOID set in \( G \). Therefore,

\[
\gamma_{d_i}^\alpha(G) \leq |D| = n - p = \frac{2n\delta^*(G) - 2m + \ell - s}{2\delta^*(G) - 1},
\]

by using the values of \( n, m, \delta^*(G), \ell \) and \( s \) from (9). This implies the desired equality.

Conversely, assume that we have the equality in the bound. Since \( L(G) \cup S(G) \subseteq S \), it suffices to show that \( G' \in \Omega \). Since \( \gamma_{d_i}^\alpha(G) = \gamma_{d_i}^\alpha(G') + \ell - s \), we have

\[
\gamma_{d_i}^\alpha(G') = \frac{2n'\delta^*(G') - 2m'}{2\delta^*(G') - 1}.
\]

Therefore,

\[
|\{D', V(G') \setminus D'\}| = \delta^*(G')(n' - |D'|) \quad \text{and} \quad |E(G[D'])| = |D'|/2
\]

necessarily. This shows that \( E(G[D']) \) is a disjoint union of copies of \( P_2 \), and every vertex in \( V(G') \setminus D' \) has exactly \( \delta^*(G') = \delta^*(G) = r \) neighbors in \( D' \setminus L(G') \). Moreover, \( G'[V(G') \setminus D'] \) is
edgeless, by the definition. Let us denote $E(G[D'])$ by $\{v_1v_1', \ldots, v_av_a', v_{a+1}v_{a+1}', \ldots, v_{a+b}v_{a+b}'\}$ in which $L(G') = \{v_{a+1}', \ldots, v_{a+b}'\}$ and the set of vertices of $G'[V(G') \setminus D']$ by $\{u_1, \ldots, u_p\}$. Since $D' \neq \emptyset$, we have $a + b \geq 1$. Moreover, $\text{deg}(v_i), \text{deg}(v'_i) \geq r$ for all $1 \leq i \leq a$. This implies that $pr = \|[[D', V(G') \setminus D']| \geq 2a(r - 1)$. Therefore, $G' \in \Omega$, which completes the proof.

Note that the lower bound $f(\delta^∗(G))$ given in Theorem 4.6 is an increasing function on $\delta^∗(G)$. Since $\delta^∗(G) \geq 2$, we have a lower bound $f(2)$ on $\gamma^g_{oi}(G)$. By choosing $n - 1$ instead of $m$ in $f(2)$, for any tree $T$ of order $n$ and size $m$, we immediately conclude the following result.

**Corollary 4.7.** ([11]) If $T$ is a tree of order $n$ with $\ell$ leaves and $s$ support vertices, then $\gamma^g_{oi}(T) \geq (2n + \ell - s + 2)/3$.

Jafari Rad and Krzywkowski [10] proved the following lower bound on the 2OID number of a graph.

**Proposition 4.8.** ([10]) For any graph $G$ of order $n$ and size $m$, $\gamma^g_{oi}(G) \geq n - m/2$.

Also, they posed the following open problem.

**Problem 1.** ([10]) Characterize all graphs $G$ for which, $\gamma^g_{oi}(G) = n - m/2$.

In order to solve this problem, we introduce the family $\mathcal{G}$ of graphs $G$ as follows. Let $P$ and $Q$ be two sets of vertices with $|P| \geq 1$ and $|Q| \geq 2$. We define the graph $G$ by $V(G) = P \cup Q$ and joining every vertex in $P$ to exactly two vertices in $Q$.

**Proposition 4.9.** For any graph $G$ of order $n$ and size $m$, $\gamma^g_{oi}(G) = n - m/2$ if and only if $G \in \mathcal{G}$.

**Proof.** We first present a short proof for the already known bound $\gamma^g_{oi}(G) \geq n - m/2$. Let $S$ be a $\gamma^g_{oi}(G)$-set. Since $V(G) \setminus S$ is independent and every vertex in $V(G) \setminus S$ has at least two neighbors in $S$, we have

$$m = |E(G[S])| + |[S, V(G) \setminus S]| \geq 2(n - |S|). \tag{10}$$

The lower bound now immediately follows from (10). Let $G \in \mathcal{G}$. Clearly, $Q$ is a 2OID set in $G$. Hence, $\gamma^g_{oi}(G) \leq |Q| = n - |P| = n - m/2$ and this implies the equality.

Conversely, suppose that $\gamma^g_{oi}(G) = n - m/2$, which yields the equality of (10) as well. By the definition, $V(G) \setminus S$ is independent and every vertex from $V(G) \setminus S$ has at least two neighbors in $S$. Thus $|[S, V(G) \setminus S]| \geq 2(n - |S|)$. Because the equality holds in (10), graph $G[S]$ is without edges and every vertex from $V(G) \setminus S$ has exactly two neighbors in $S$. It is now easy to see that, $S$ and $V(G) \setminus S$ can be taken as $Q$ and $P$, respectively, in the descriptions of all graphs in $\mathcal{G}$. Thus, $G \in \mathcal{G}$. 

The 2OID number of any bipartite graph $G$ with minimum degree at least two, can be bounded from above by half of the order. In the next theorem, we bound $\gamma^g_{oi}(G)$ and $\gamma^g_{oi}(G)$ for bipartite graphs $G$ from above.
Theorem 4.10. If $G$ is a bipartite graph of order $n$ with $\delta(G) \geq 2$, then
\[
\gamma_i^{oi}(G) = \gamma_d^{oi}(G) \leq \frac{n + \gamma_t(G)}{2}.
\]
Furthermore, this bound is sharp.

Proof. Let $D$ be a $\gamma_t(G)$-set. Suppose that $I$ is a maximum independent set in $G[V(G) \setminus D]$. We define $A = \{v \in I : |N(v) \cap D| = 1\}$ and $B = \{v \in I : |N(v) \cap D| \geq 2\}$. Since $D$ is a dominating set, we have $I = A \cup B$. Since $\delta(G) \geq 2$, every vertex in $A$ has at least one neighbor in $(V(G) \setminus D) \setminus I$. Therefore, every vertex in the independent set $I$ has at least two neighbors in $S = D \cup ((V(G) \setminus D) \setminus I)$. Since $D$ is a total dominating set in $G$, the subgraph of $G$ induced by $S$ has no isolated vertices. Therefore, $S$ is a 2OID set in $G$.

On the other hand, $|I| \geq (n - |D|)/2$ because $G[V(G) \setminus D]$ is a bipartite graph. Now we have, $\gamma_i^{oi}(G) \leq |S| = n - |I| \leq (n + |D|)/2 = (n + \gamma(G))/2$.

That this bound is sharp may be seen as follows. Consider the grid graph (Cartesian product of two paths) $P_{3k} \square P_2$ with set of vertices $\{v_{ij} : 1 \leq i \leq 3k, 1 \leq j \leq 2\}$ in a matrix form, for some positive integer $k$. Clearly, $V(P_{3k} \square P_2)$ can be partitioned into the subsets $V_i = \bigcup_{j=1}^2 \{v_{(3i-2)j}, v_{(3i-1)j}, v_{(3i)j}\}$, for $1 \leq i \leq k$. At least four vertices in each $V_i$ must belong to every DOID set in $P_{3k} \square P_2$. Therefore, $\gamma_i^{oi}(P_{3k} \square P_2) \geq 4k$. On the other hand, $\bigcup_{i=1}^k \{v_{(3i-2)1}, v_{(3i-1)1}, v_{(3i)1}\}$ is a DOID set in $P_{3k} \square P_2$ of cardinality $4k$ and so, $\gamma_i^{oi}(P_{3k} \square P_2) = 4k$. Moreover, $A = \bigcup_{i=1}^k \{v_{(3i-1)1}, v_{(3i-1)2}\}$ is a $\gamma_t(P_{3k} \square P_2)$-set. Thus $\gamma_t(P_{3k} \square P_2) = |A| = 2k$. Therefore, $\gamma_i^{oi}(P_{3k} \square P_2) = (n + \gamma_t(P_{3k} \square P_2))/2$. $\Box$

Note that both the conditions “being bipartite” and “$\delta \geq 2$” are necessary in Theorem 4.10. For instance, the bound from the theorem do not hold for $K_{1,n-1}$ and $K_n$ when $n \geq 5$.
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