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Abstract. We present a systematic introduction to the diagrammatic method for practical calculations in inflationary cosmology, based on Schwinger-Keldysh path integral formalism. We show in particular that the diagrammatic rules can be derived directly from a classical Lagrangian even in the presence of derivative couplings. Furthermore, we use a quasi-single-field inflation model as an example to show how this formalism, combined with the trick of mixed propagator, can significantly simplify the calculation of some in-in correlation functions. The resulting bispectrum includes the lighter scalar case ($m < 3H/2$) that has been previously studied, and the heavier scalar case ($m > 3H/2$) that has not been explicitly computed for this model. The latter provides a concrete example of quantum primordial standard clocks, in which the clock signals can be observably large.
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1 Introduction

In inflationary cosmology, the correlation functions of fields at late times are linked to the observed correlations of primordial fluctuation, and thus are of central importance. These correlation functions are expectation values of field operators at a later time with the initial state (or “in” state) given. This is different from the S-matrix elements familiar to particle physicists, where both the “in” state and the “out” state are specified. To calculate such expectation values, there is a well-developed canonical in-in formalism in the literature, which resembles the operator approach to S-matrix. In this formalism, one can do calculation by expanding the Dyson series and doing field contractions order by order. See [1, 2] for reviews of the canonical in-in formalism.

On the other hand, as is well known in particle physics, the most convenient way to write down expressions for S-matrix elements in perturbation theory is to use Feynman diagrams. In particular, when the theory is classically defined by a Lagrangian, it is most convenient to derive the Feynman rules directly from the Lagrangian in the language of path integral. In this way, we free ourselves from the trouble of switching to Hamiltonian and doing field contractions by hand. More importantly, this approach allows us to do calculation neatly in gauge theories (including gravity).

Similarly, it is desirable to compute expectation values by drawing Feynman diagrams in inflationary cosmology. The well-known Schwinger-Keldysh (SK) formalism is in place for this purpose. Introduced originally in the seminal papers by Schwinger [3], Keldysh [4], and Feynman and Vernon [5], the SK formalism has found wide applications in many branches of
theoretical physics, due to ubiquitous need for computing expectation values. See [6–9] for reviews of SK formalism from various aspects.

In fact, the diagrammatic approach of the SK formalism is also known in cosmology community, and has been invoked in the literature (e.g. [10–16]). See also [17–20] for introductions to this approach in cosmology. However, it seems that the convenience and advantage of diagrammatic calculation are not widely appreciated in previous studies. For one thing, although the diagrams provide a nice way of organizing perturbation series, apparently they do not by themselves bring much simplification for practical calculation. Indeed, the expressions written following diagrammatic rules must be identical to the ones found from the canonical in-in formalism, if the two formalisms are really equivalent.

But this is not the whole story. In this paper, we would like to emphasize the point that the diagrammatic approach based on SK path integral not only provides a convenient organizing principle for the perturbation series, but also brings considerable simplifications to practical calculations. Since the diagrams make the structures of in-in integrals more transparent, they enable us to simplify the calculation dramatically with the help of some almost trivial tricks. In the example we shall show in this paper, the diagrammatic method can make the numerical calculation $O(10^4)$ times faster than directly applying the canonical in-in formalism. Moreover, the diagrammatic rules can be conveniently got from a Lagrangian, even in the presence of derivative couplings often encountered in cosmological context. This is again advantageous over the canonical in-in formalism, where the derivative couplings make the form of interaction-picture Hamiltonian rather complicated.

Therefore, in order to make our point clearer and the paper more accessible to a wider range of readers, we feel it appropriate to present a self-contained introduction to SK formalism for inflationary cosmology (section 2). In doing so, we also give a careful treatment of derivative couplings which are somewhat overlooked in previous studies using SK formalism in cosmology. In particular, we prove in appendix A that the Lagrangian used in path integral agrees with the classical Lagrangian to 4th order in power of fields when there are arbitrary derivative couplings. We further illustrate the agreement between canonical in-in formalism and the SK path integral in a specific example involving derivative coupling, in appendix B.

A far more interesting application of this formalism is presented in section 3, where we calculate the 3-point and 4-point correlation functions (bispectrum and trispectrum, respectively) in quasi-single-field inflation [21–33]. Together with a small trick of “mixed propagator”, the diagrammatic method enables us to write down neat expressions for the 3-point and 4-point functions. In the case of 3-point function, the expression is much more compact than what we get from canonical in-in formalism, which also speeds up the numerical calculation significantly as mentioned above. We recover the result of the lighter scalar field case ($m < 3H/2$) that has been studied previously [21, 22], and also provide new results for the heavier scalar field case ($m > 3H/2$). The results for 4-point functions shown in this paper are also new.

Concluding remarks, including the discussion about the applicability of this formalism are presented in section 4. Readers who wish a quick look at the diagrammatic rules may go directly to section 2.3.3 for a summary.
2 Schwinger-Keldysh formalism and diagrammatic rules

2.1 The set-up

In this section, we present a self-contained introduction to Schwinger-Keldysh formalism and the related diagrammatic rules adapted for primordial perturbations. Most of this section is a review of known results, except that we provide an explicit treatment of $\epsilon$-prescription in the inflation background, and also a perturbative proof of the equivalence between the classical Lagrangian and the “effective” Lagrangian used in path integral, to 4th order in the power of fields, in the presence of derivative coupling, as elaborated in appendix A. Furthermore, we come up with a set of diagrammatic notations which is convenient for our purpose.

To be concrete, we begin with a general homogeneous, isotropic, and spatially flat spacetime, described by the FRW metric,

$$ds^2 = -dt^2 + a^2(t) dx^2,$$  \hspace{1cm} (2.1)

where $dx$ is the distance element in flat time slice of 3 dimensions. We assume this form of metric only for notational simplicity. The formalism developed here can be generalized to the cases where the conditions such as isotropy and spatial flatness are absent, and also to general $D$ dimensions when dimensional regularization is required. Throughout the paper, we work with conformal time $\tau$, defined through $d\tau^2 = a^2(t) dt^2$, so that the metric is conformally flat,

$$ds^2 = a^2(\tau)(-d\tau^2 + dx^2).$$  \hspace{1cm} (2.2)

Suppose we are interested in a field theory described by a classical Lagrangian $L_{cl}[\phi]$, which is a functional of several dynamical field variables $\phi^A$ where the superscript “$A$” labels different fields. In general, the classical equations of motion $\delta L_{cl}[\phi]/\delta \phi^A = 0$ in FRW background have solutions $\phi^A = \phi^A(\tau)$ with nontrivial time dependence, among which the FRW metric itself is a time-dependent solution of the Einstein equation. On the other hand, in most cases we are interested in solutions being constant over every given time slice $\Sigma_\tau$. Such solutions break spontaneously the time translation symmetry (if there is any), but not the 3-dimensional translation and rotations.

To quantize the theory, we first split the fields $\phi^A(\tau, x) = \phi^A(\tau) + \varphi^A(\tau, x)$ into classical background $\phi^A(\tau)$ and fluctuations $\varphi^A(\tau, x)$. Substituting this back into the Lagrangian $L_{cl}[\phi]$, we get a new Lagrangian $L_{cl}[\varphi; \phi(\tau)]$, which can be treated as a functional of fluctuations $\varphi^A(\tau, x)$ starting from the quadratic order. The background solutions $\phi^A(\tau)$, being classical $c$-numbers, can be viewed as time-dependent parameters in the Lagrangian. Therefore, we are effectively considering a Lagrangian $L_{cl}[\varphi; \tau]$ with field variables $\varphi^A(\tau, x)$ and various time-dependent coupling parameters. In particular, we will also treat the background metric (2.2) as a time-dependent parameter, and therefore we do not spell it out explicitly in various formulae. For example, we write the action as

$$S = \int d\tau d^3x L_{cl}[\varphi; \tau],$$  \hspace{1cm} (2.3)

with the factor $\sqrt{-g} = a^4(\tau)$ considered as a time-dependent parameter in the Lagrangian. From now on, we shall suppress the $\tau$ dependence in the Lagrangian and simply write $L_{cl}[\varphi]$ for notational clarity. But it should be kept in mind that the coefficients in the Lagrangian, and also in the Hamiltonian, can have nontrivial time dependence, due to the time-dependent background solutions.
Now we are in the position to quantize the theory. For simplicity, we assume that all of the quantum fluctuation fields $\varphi^A$ are dynamical variables, i.e. there is no constrained variable or gauge redundancy. Such complications are inessential for our presentation of SK formalism, and can be treated on the same footing as ordinary field theory. With this assumption, we can define the canonical conjugate momentum $\pi_A$ and the Hamiltonian as usual,

$$\pi_A = \frac{\partial \mathcal{L}_\text{cl}[\varphi]}{\partial \varphi^A}, \quad (2.4)$$
$$\mathcal{H}[\pi, \varphi] = \pi_A \varphi^A - \mathcal{L}_\text{cl}[\varphi], \quad (2.5)$$

where a prime denotes the derivative with respect to the conformal time, $\varphi' = \partial \varphi / \partial \tau$.

At this stage it is helpful to spell out some details in more concrete examples. Let’s consider a Lagrangian $\mathcal{L}_\text{cl}[\varphi]$ without higher order derivative couplings, which means that $\mathcal{L}_\text{cl}$ depends on $\varphi^A$ at most quadratically, and that the coefficients of quadratic terms of $\varphi^A$ are field-independent. We can parameterize such a Lagrangian as,

$$\mathcal{L}_\text{cl} = \frac{1}{2} U_{AB} \varphi^A \varphi^B + V_A(\varphi) \varphi^A + \mathcal{W}(\varphi), \quad (2.6)$$

where $U_{AB}$ is a positive definite matrix independent of $\varphi^A$, while $V_A(\varphi)$ and $\mathcal{W}(\varphi)$ are arbitrary functions of $\varphi^A$ and its spatial derivatives, but we do not spell out their dependence on spatial derivatives simply for convenience. We can think of $U_{AB}$ as a metric and use it to lower the field indices, and use its inverse $U^{AB} = (U_{AB})^{-1}$ to raise indices. As we shall see below, this is the most general case where we can derive the Lagrangian version of path integral without perturbative expansion.\textsuperscript{1} Then, from the above Lagrangian, we can compute the canonical conjugate momentum and the Hamiltonian,

$$\pi_A = U_{AB} \varphi^B + V_A(\varphi), \quad (2.7)$$
$$\mathcal{H}[\pi, \varphi] = \frac{1}{2} \pi_A \pi^A - V_A \pi^A + \frac{1}{2} V_A V^A - \mathcal{W}. \quad (2.8)$$

As a concrete example of above formalism, here we collect the mode functions and related formulae for a set of massive scalar fields $\varphi_a$ in inflationary (de Sitter) background, which will be used in various places in the following. In this case, we can choose the scale factor $a(\tau) \simeq 1 / (-H \tau)$ with $H$ the Hubble parameter, and choose the following Lagrangian,

$$\mathcal{L}_\text{cl}[\varphi] = \sum_a \left[ \frac{1}{2} a^2(\tau) \varphi_a^2(\tau, x) - \frac{1}{2} a^2(\tau) \left[ \partial_i \varphi_a(\tau, x) \right]^2 - \frac{1}{2} a^4(\tau) M_a^2 \varphi_a^2(\tau, x) \right] + \cdots, \quad (2.9)$$

where $\cdots$ represents interactions, and we have set the masses of scalars $\varphi_a$ to be $M_a$, and assumed all scalar fields have unit sound speed. Then we can represent the field $\varphi_a$ in terms of creation and annihilation operators,

$$\varphi_a(\tau, x) = \int \frac{d^3k}{(2\pi)^3} \left[ u_a(\tau, k) b_a(k) + u^*_a(\tau, -k) \right] e^{i k \cdot x}, \quad (2.10)$$

\textsuperscript{1}In principle, when the “metric” $U_{AB}$ depends on $\varphi^A$, it is also possible to derive a Lagrangian version of path integral without perturbation expansion, but at the expense of an additional annoying field-dependent factor $\det U$, which still needs a perturbative treatment in diagrammatic calculations. See [34] for a discussion. In this paper, we prefer to separate any field dependence in the “metric” $U_{AB}$ into another term and treat it perturbatively. See appendix A for details.
where the creation and annihilation operators satisfy the usual commutation relations, of which the only nonvanishing one is,

\[ [b_a(\mathbf{k}_1), b_{a}^\dagger(\mathbf{k}_2)] = (2\pi)^3 \delta^{(3)}(\mathbf{k}_1 - \mathbf{k}_2) \delta_{ab}. \]  

We can represent the conjugate momentum \( \pi_a = a^2(\tau)\varphi_a^\prime \) similarly, as,

\[ \pi_a(\tau, \mathbf{x}) = a^2(\tau) \int \frac{d^3k}{(2\pi)^3} \left[ u_a^\prime(\tau, \mathbf{k}) b_a(\mathbf{k}) + u_a^{\prime\prime}(\tau, -\mathbf{k}) b_a^\dagger_{-\mathbf{k}} \right] e^{i\mathbf{k} \cdot \mathbf{x}}. \mkern10mu (2.12) \]

The mode functions \( u_a(\tau, \mathbf{k}) \) satisfies the equation of motion derived from \( \delta \mathcal{L}_c[\varphi] / \delta \varphi = 0 \), which reads,

\[ u_a''(\tau, \mathbf{k}) - \frac{2}{\tau} u_a'(\tau, \mathbf{k}) + \left( \mathbf{k}^2 + \frac{M_a^2}{H^2\tau^2} \right) u_a(\tau, \mathbf{k}) = 0. \mkern10mu (2.13) \]

Assuming the usual Bunch-Davis vacuum as the initial condition, and also the normalization condition,

\[ a^2(\tau) \left[ u_a(\tau, \mathbf{k}) u_a'(\tau, -\mathbf{k}) - u_a'(\tau, \mathbf{k}) u_a(\tau, -\mathbf{k}) \right] = i, \]  

the mode function can be solved to be,

\[ u_a(\tau, \mathbf{k}) = -\frac{i\sqrt{\nu}}{2} e^{i\pi(\nu/2 + 1/4)} H(-\tau)^{3/2} H_{\nu_a}^{(1)}(-k\tau), \mkern10mu (2.15) \]

where \( \nu_a \equiv \sqrt{9/4 - M_a^2/H^2} \), \( k \equiv |\mathbf{k}| \), and \( H_{\nu_a}^{(1)}(z) \) is Hankel function of the first kind. It is useful to note that the mode function reduces to the massless case in the asymptotic past \( \tau \to -\infty \), that is,

\[ u(\tau, \mathbf{k}) \to \frac{iH\tau}{\sqrt{2k}} e^{-ik\tau}. \mkern10mu (2.16) \]

It can also be readily checked that the equal-time canonical commutation relation is satisfied,

\[ [\varphi_a(\tau, \mathbf{x}), \pi_b(\tau, \mathbf{y})] = i\delta^{(3)}(\mathbf{x} - \mathbf{y}) \delta_{ab}. \mkern10mu (2.17) \]

### 2.2 Schwinger-Keldysh path integral

The quantity we want to calculate is the expectation value \( \langle Q(\tau) \rangle \) where

\[ Q(\tau) \equiv \mathcal{O}_1(\tau, \mathbf{x}_1) \cdots \mathcal{O}_N(\tau, \mathbf{x}_N) . \mkern10mu (2.18) \]

Here \( \mathcal{O}_i(\tau, \mathbf{x}_i) \) are operators constructed locally from the field operators in the Lagrangian. These operators are all on the same time slice \( \tau \). The expectation value \( \langle \cdots \rangle \) is taken with respect to a state \( |\Omega \rangle \) which is fixed at some initial time slice \( \tau = \tau_0 \), and is usually taken to be the vacuum state with respect to time \( \tau \) at \( \tau = \tau_0 \). In this paper we are mostly interested in the case,

\[ Q(\tau) \equiv \varphi^{A_1}(\tau, \mathbf{x}_1) \cdots \varphi^{A_N}(\tau, \mathbf{x}_N) . \mkern10mu (2.19) \]

Before introducing the Schwinger-Keldysh path integral, it is useful to review very briefly the way of computing \( \langle Q \rangle \) in canonical in-in formalism, phrased in operator language. More details can be found in [1, 2]. According to this formalism, the expectation value \( \langle Q \rangle \) is firstly rewritten in interaction picture, and then is recast into a Dyson series,

\[ \langle Q(\tau) \rangle = \langle \Omega | \mathcal{F}(\tau, \tau_0) Q_I(\tau) \mathcal{F}(\tau, \tau_0) |\Omega \rangle , \mkern10mu (2.20) \]
where $Q_I$ is the operator $Q$ written in interaction picture, $F(\tau, \tau_0)$ is the usual Dyson series, and $\bar{F}(\tau, \tau_0)$ is its Hermitian conjugate, i.e.,

$$F(\tau, \tau_0) = T \exp \left( -i \int_{\tau_0}^{\tau} d\tau_1 H_I(\tau_1) \right),$$

$$\bar{F}(\tau, \tau_0) = T \exp \left( i \int_{\tau_0}^{\tau} d\tau_1 H_I(\tau_1) \right),$$

where $T$ and $\bar{T}$ represent time ordering and anti-time ordering, respectively, and $H_I(\tau)$ is the interacting part of the Hamiltonian written in interaction picture,

$$H_I(\tau) = \int d^3x \mathcal{H}_I[\pi_I, \varphi_I; \tau], \quad \mathcal{H}_I[\pi_I, \varphi_I; \tau] \equiv \mathcal{H}[\pi_I, \varphi_I; \tau] - \mathcal{H}_0[\pi_I, \varphi_I; \tau].$$

Here $\mathcal{H}$ is the full Hamiltonian and $\mathcal{H}_0$ is its “free” part, which is usually just the quadratic terms in $\mathcal{H}$ though the way of splitting $\mathcal{H}$ into free part and interacting part is not unique. The complication here is not only that one needs to do perturbative expansion of Dyson series and the Wick contraction by hand, but also that the coupling terms in interaction-picture Hamiltonian $\mathcal{H}_I$ are not simply the sign reverse of the corresponding Lagrangian when derivative couplings are present. In fact, there may be non-negligible new terms generated in $\mathcal{H}_I$ which are absent in the classical Lagrangian $\mathcal{L}_cl[\varphi]$. See [35] and [2] for a review. Also see (A.5) and the subsequent discussions in appendix A of this paper for further details.

Now we are going to write down a path integral representation for $\langle Q \rangle$ starting from the Heisenberg picture, where the initial state is time independent, and thus the desired quantity is simply given by,

$$\langle Q \rangle = \langle \Omega | Q(\tau) | \Omega \rangle.$$  \hspace{1cm} (2.24)

In order to derive a path-integral representation of $\langle Q \rangle$ in a similar way as we do for the $S$-matrix, the first step is to recast $\langle Q \rangle$ into an amplitude between an in state and an out state. For this purpose, we can naturally identify $| \Omega \rangle$ to be the in state, but we do not know an out state. The trick out of this problem, as usual in physics, is to “sum over our ignorance”. That is, we choose a time slice $\Sigma_f$ at any time $\tau_f \geq \tau$, usually just taken at $\tau_f = \tau$ as we shall assume in the following, and insert a complete basis of states $1 = \sum \langle O_\alpha | O_\alpha \rangle$ on $\Sigma_f$ into $\langle Q \rangle$,

$$\langle Q \rangle = \sum_\alpha \langle \Omega | O_\alpha \rangle \langle O_\alpha | \varphi^{A_1}(\tau, x_1) \cdot \varphi^{A_N}(\tau, x_N) | \Omega \rangle.$$  \hspace{1cm} (2.25)

At this moment we immediately realize an ambiguity that we can insert the complete basis at many different places. For now, we stick to the prescription that we insert the complete basis to the left of all operator insertions, and we will come back later to comment on the other choices of inserting the complete basis. (For the special case where all operator insertions sitting on the final time slice $\Sigma_f$ as is considered here, the position of inserting the complete basis turns out to be irrelevant, as we shall see below.)

Now, the two factors on the right hand side of (2.25) have the desired form of an $S$-matrix element, and thus are amenable to path integral representation. In particular, the $\langle \Omega | O_\alpha \rangle$ resembles the conjugation of a vacuum amplitude, with the time order of the in and out states reversed. For this reason, we call it the anti-time-ordered factor. Similarly, we call $\langle O_\alpha | Q | \Omega \rangle$ the time-ordered factor.

To write down path integral representation for both factors, we proceed as usual, by foliating the spacetime between initial slice $\Sigma_0$ and final slice $\Sigma_f$ with infinitely many time
slices, and then inserting complete eigenbasis \(1 = \sum_{\tau_i} \langle \varphi(\tau_i) | \varphi(\tau_i) \rangle\) of field operator \(\varphi^A\) and the complete eigenbasis \(1 = \sum_{\tau_i} | \pi(\tau_i) \rangle \langle \pi(\tau_i) |\) of the conjugate momentum \(\pi_A\), at each slice \(\Sigma_i\). Specifically, the time-ordered factor can be written as a path integral over the field configurations \(\varphi^A_+ (\tau, x)\) and the conjugate momentum \(\pi_+ (\tau, x)\) as,

\[
\langle O_\alpha | Q_f (\tau) | \Omega \rangle = \int D\varphi_+ D\pi_+ \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \pi_+ + \varphi^A_+ - \mathcal{H}[\pi_+, \varphi_+] \right) \right] \\
\times \varphi^A_1 (\tau, x_1) \cdots \varphi^A_N (\tau, x_N) \langle O_\alpha | \varphi_+ (\tau_f) \rangle \langle \varphi_+ (\tau_0) | \Omega \rangle,
\]

(2.26)

while the anti-time ordered factor can be written as a path integral over the field configurations \(\varphi^A_- (\tau, x)\) and the conjugate momentum \(\pi_- (\tau, x)\),

\[
\langle \Omega | O_\alpha \rangle = \int D\varphi_- D\pi_- \exp \left[ - i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \pi_- - \varphi^A_- - \mathcal{H}[\pi_-, \varphi_-] \right) \right] \\
\times \langle \varphi_- (\tau_f) | O_\alpha \rangle \langle \Omega | \varphi_- (\tau_0) \rangle.
\]

(2.27)

In above expressions, we introduced variables with \(+\) or \(-\) indices for time-ordered and anti-time-ordered factors, respectively, and the Hamiltonian \(\mathcal{H}[\pi, \varphi]\) has exactly the same functional dependence on \(\pi_\pm\) and \(\varphi_\pm\) as the Hamiltonian in Heisenberg picture derived in (2.5). Combining the two factors and summing over \(\alpha\), we get,

\[
\langle Q \rangle = \int D\varphi_+ D\pi_+ D\varphi_- D\pi_- \varphi^A_1 (\tau, x_1) \cdots \varphi^A_N (\tau, x_N) \\
\times \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \pi_+ + \varphi^A_+ - \mathcal{H}[\pi_+, \varphi_+] \right) \right] \\
\times \exp \left[ - i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \pi_- - \varphi^A_- - \mathcal{H}[\pi_-, \varphi_-] \right) \right] \\
\times \langle \Omega | \varphi_- (\tau_0) \rangle \langle \varphi_+ (\tau_0) | \Omega \rangle \prod_{A, x} \delta \left( \varphi^A_+ (\tau_{f}, x) - \varphi^A_- (\tau_{f}, x) \right),
\]

(2.28)

where the path integral is unconstrained at both \(\tau = \tau_0\) and \(\tau = \tau_f\), which means in particular that one should integrate over all possible states \(\varphi_- (\tau_0)\) and \(\varphi_+ (\tau_0)\) appeared in the integrand. As a result, we get two copies of path integrals, one goes forward in time, and the other goes backward in time, and the two are sewn at future time limit \(\tau_f\) by the condition \(\varphi^A_+ (\tau_f) = \varphi^A_- (\tau_f)\).

The integral over momenta \(\pi_\pm A\) can be directly carried out for the theory without higher order derivative couplings, namely the one given by the Lagrangian (2.6). This is because in such cases, the Hamiltonian (2.8) is quadratic in the momentum, and thus the path integral over momenta in (2.28) is simply a Gaussian. Therefore, substituting (2.8) into (2.28), we get,

\[
\int D\pi_+ \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \pi_+ + \varphi^A_+ - \mathcal{H}[\pi_+, \varphi_+] \right) \right] \\
= \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \frac{1}{2} U_{AB} \varphi^A_+ \varphi^B_+ + V_A (\varphi_+) \varphi^A_+ + W (\varphi_+) \right) \right],
\]

(2.29)

in which the integrand is exactly the classical Lagrangian \(\mathcal{L}_{cl}[\varphi^+]\) (2.6) but written in terms of \(\varphi^A_+\). Similarly, the path integral over \(\pi_-\) can be carried out, giving another factor...
\( e^{-i \int d^3x \mathcal{L}_d[\varphi_-]} \). Then, the expectation value (2.28) is further simplified to,

\[
\langle Q \rangle = \int D\varphi_+ D\varphi_- \varphi_+^A(\tau, \mathbf{x}_1) \cdots \varphi_+^N(\tau, \mathbf{x}_N) \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3x \left( \mathcal{L}_d[\varphi_+] - \mathcal{L}_d[\varphi_-] \right) \right] 
\times \langle \Omega | \varphi_-(\tau_0) \rangle \langle \varphi_+(\tau_0) | \Omega \rangle \prod_{A \neq x} \delta \left( \varphi_+^A(\tau_f, \mathbf{x}) - \varphi_-^A(\tau_f, \mathbf{x}) \right).
\]

However, when the theory contains higher order derivative couplings, the momentum path integral cannot be carried out in closed form. We show in appendix A that the path integral over momentum can still be carried out perturbatively, and the result again agrees with the classical Lagrangian up to 4th order in the power of fields. Therefore, we shall assume from now on that (2.30) also holds for theories with higher order derivative couplings. This is an important point for cosmological application, because higher order derivative couplings appear frequently in this context.

The expression (2.30) is almost in the desired form of a path integral, weighted by the exponential of an action \( e^{i S} \), where \( S[\varphi_\pm] = \int d\tau d^3x (\mathcal{L}_d[\varphi_+] - \mathcal{L}_d[\varphi_-]) \), except for the second line, where we have three additional factors, two inner products of states and one \( \delta \)-functional. The meaning of the \( \delta \)-functional is obvious: it tells us that the path integrals for \( \varphi_+^A \) and \( \varphi_-^A \) are to be sewn together at the final time slice \( \tau = \tau_f \). On the other hand, we show in the next several paragraphs that the meaning of the two inner products \( \langle \Omega | \varphi_-(\tau_0) \rangle \) and \( \langle \varphi_+(\tau_0) | \Omega \rangle \) is to provide the correct \( \kappa \)-prescription for the time integral, following the treatment of [34].

The main point is to recognize that the inner products are nothing but the vacuum wave functionals represented in field basis, and therefore, they must satisfy the defining equation for the vacuum \( b_A | \Omega \rangle = 0 \), also rewritten in the field basis, where \( b_A \) is the annihilation operator.

Therefore, the first step is to represent the annihilation operator \( b_A \) in terms of field \( \varphi^A \) and its conjugate momentum \( \pi_A \). To be concrete, we restrict ourselves temporarily with the case of inflation, assuming the scale factor \( a(\tau) \simeq 1/|H\tau| \) where \( H \) is the Hubble parameter, and the generalization to other cases should be straightforward. We further consider the Lagrangian (2.9) of several massive scalar fields as an example, where we can take field metric \( U_{AB} = \delta_{AB} \). We assume that the interactions are switched off at asymptotic past \( \tau = \tau_0 \to -\infty \), so that \( \varphi^A \) becomes essentially free fields at \( \tau_0 \). Furthermore, the mode function at past infinity (2.16) tells that these fields are not only free but also effectively massless at \( \tau_0 \), so they have very simple mode functions,

\[
u_A(\tau_0, \mathbf{k}) = \frac{iH\tau}{\sqrt{2\mathbf{k}}} e^{-ik\tau}.
\]

Then from (2.10) and (2.12), we can solve the annihilation operator \( b_A(\mathbf{k}) \) as,

\[
b_A(\mathbf{k}) = -i \int d^3x \left[ a^2(\tau) u_+^A(\tau_0, -\mathbf{k}) \varphi_A(\tau, \mathbf{x}) - u_+^A(\tau_0, -\mathbf{k}) \pi_A(\tau, \mathbf{x}) \right] e^{-ik\cdot x}, \quad \text{(no sum over } A)\]

(2.32)

Note further that the conjugate momentum operator \( \pi_A(\tau, \mathbf{x}) = -i\delta/\delta \varphi^A(\tau, \mathbf{x}) \) in the field basis, therefore the equation \( b_A | \Omega \rangle = 0 \) represented in the field basis \( | \varphi_+(\tau_0) \rangle \) has the following form,

\[
0 = \int d^3x e^{-ik\cdot x} \left[ \frac{\delta}{\delta \varphi_+^A(\tau_0, \mathbf{x})} - i\frac{u_+^A(\tau_0, -\mathbf{k})}{u_+^A(\tau_0, \mathbf{k})} \varphi_+^A(\tau_0, \mathbf{x}) \right] \langle \varphi_+(\tau_0) | \Omega \rangle \]
\[
= \int d^3x e^{-ik\cdot x} \left[ \frac{\delta}{\delta \varphi_+^A(\tau_0, \mathbf{x})} + a^2(\tau_0)k \varphi_+^A(\tau_0, \mathbf{x}) \right] \langle \varphi_+(\tau_0) | \Omega \rangle,
\]

(2.33)
where we have used the fact that the mode function $u_A(\tau, k)$ reduces to the massless one (2.31) at $\tau_0 \to -\infty$. The equation above can be solved by a Gaussian functional,

$$
\langle \varphi_+(\tau_0) | \Omega \rangle = \mathcal{N} \exp \left[ -\frac{1}{2} \int \! d^3 x d^3 y \, \mathcal{E}_{AB}(\tau_0; x, y) \varphi_A^+ (\tau_0, x) \varphi_B^+ (\tau_0, y) \right]
$$

$$= \mathcal{N} \exp \left[ -\frac{\epsilon}{2} \int_{\tau_0}^{\tau_f} \! d\tau \int \! d^3 x d^3 y \, \mathcal{E}_{AB}(\tau; x, y) \varphi_A^+(\tau, x) \varphi_B^+(\tau, y) e^{\epsilon \tau} \right]. \quad (2.34)
$$

Here $\epsilon$ is an infinitesimal positive parameter, $\mathcal{N}$ is the normalization factor for the wave functional, and $\mathcal{E}_{AB}(\tau; x, y)$ can be further solved by substituting (2.34) back into (2.33), with the following result,

$$
\mathcal{E}_{AB}(\tau; x, y) = a^2(\tau) \int \frac{d^3 k}{(2\pi)^3} \delta^{k(x-y)} k \delta_{AB}. \quad (2.35)
$$

Substituting this result back to (2.34), we get,

$$
\langle \varphi_+(\tau_0) | \Omega \rangle = \mathcal{N} \exp \left[ -\frac{\epsilon}{2} \int_{\tau_0}^{\tau_f} \! d\tau \, a^2(\tau) \int \frac{d^3 k}{(2\pi)^3} k \varphi_{+A}(\tau, k) \varphi_A^+(\tau, -k) \right], \quad (2.36)
$$

where we have neglected the factor $e^{\epsilon \tau}$, which is a correction of higher order in $\epsilon$. Similarly, the other inner product $\langle \Omega | \varphi_-(\tau_0) \rangle$ in (2.30) can be represented by,

$$
\langle \Omega | \varphi_-(\tau_0) \rangle = \mathcal{N}^* \exp \left[ -\frac{\epsilon}{2} \int_{\tau_0}^{\tau_f} \! d\tau \, a^2(\tau) \int \frac{d^3 k}{(2\pi)^3} k \varphi_{-A}(\tau, k) \varphi_A^-(\tau, -k) \right]. \quad (2.37)
$$

The factors $\mathcal{N}$ and $\mathcal{N}^*$ are unimportant because they also appear in $\langle 1 \rangle = 1$ and thus are canceled out if we divide $\langle 1 \rangle$ by $\langle 1 \rangle = 1$.\(^2\)

Now, we are ready to substitute (2.36) and (2.37) back into (2.30), which amounts to introducing two additional terms into the Lagrangian, as follows,

$$
\mathcal{L}_{\text{cl}} [\varphi_\pm] \to \mathcal{L}_{\text{cl}} [\varphi_\pm] \pm \frac{i \epsilon}{2} \int \! d\tau \, a^2(\tau) \int \frac{d^3 k}{(2\pi)^3} k \varphi_{\pm A}(k) \varphi_A^\pm (-k). \quad (2.38)
$$

Comparing this expression with (2.9), we see that the additional terms amount to a correction $k\tau \to (1 - i\epsilon)k\tau$ in the mode function (2.31) for time-ordered variable $\varphi_A^+$, and a correction $k\tau \to (1 + i\epsilon)k\tau$ in the mode function for anti-time-ordered variable $\varphi_A^-$, which are further equivalent to a tiny deformation of the time direction into the complex plane, in such a way that $\tau \to (1 - i\epsilon)\tau$ for time-ordered part and $\tau \to (1 + i\epsilon)\tau$ for anti-time-ordered part.

Therefore, we have shown that the net effect of the two inner products is to provide the correct $i\epsilon$-prescription for the path integral, and from now on, we shall always assume that the time integral has been deformed appropriately, and thus take the two inner products away from (2.30). Then, we are left with the following expression,

$$
\langle Q \rangle = \int \mathcal{D} \varphi_+ \mathcal{D} \varphi_- \varphi_A^+(\tau, x_1) \cdots \varphi_A^{N}(\tau, x_N) \exp \left[ i \int_{\tau_0}^{\tau_f} \! d\tau d^3 x \left( \mathcal{L}_{\text{cl}} [\varphi_+] - \mathcal{L}_{\text{cl}} [\varphi_-] \right) \right]
\times \prod_{A,x} \delta \left( \varphi_A^+ (\tau_f, x) - \varphi_A^-(\tau_f, x) \right). \quad (2.39)
$$

\(^2\)It should be noted that the Gaussian initial state obtained here is correct initial state only for free field theory. The correct vacuum state for the corresponding interacting theory could develop some non-Gaussian components relative to the Gaussian state which can be treated perturbatively in powers of couplings. This can be important for calculation of loop diagrams but we shall not consider it further as we are mainly focus on tree-level diagrams in this paper.
This is the desired SK path integral representation of the expectation value evaluated at a given time. The expression itself is intuitive, which illustrates very well the three steps of writing down the SK path integral, as summarized in the following box.

**Mnemonic for SK path integral.**

1. Double the fields $\varphi^A$ in the classical Lagrangian as $\varphi^A_{\pm}$;
2. Assign a Lagrangian $\mathcal{L}$ to $\varphi_+$, which is identical to the classical Lagrangian even in the presence of derivative couplings, and also assign $-\mathcal{L}$ to $\varphi_-$;
3. “Sew” the path integral for $\varphi_{\pm}$ at final time slice $\tau = \tau_f$ by the $\delta$-functional in (2.39).

Since the path integral (2.39) is in quite a standard form, it is routine to derive a set of diagrammatic rules for perturbative calculation, which we shall outline in next subsection. At the end of this subsection, we comment briefly on the ambiguity we mentioned below (2.25).

From the derivations in this subsection, it is now clear that we are basically free to put field insertions $\varphi^A_i(\tau_i, x_i)$ either in time-ordered factor $\langle O_{a_1} \cdots | \Omega \rangle$ or in anti-time-ordered factor $\langle \Omega | \cdots \langle O_{a_0} \rangle$. After written into the path-integral form, two choices amount to labelling the field insertions with $+$ index or with $-$ index, respectively. Therefore, depending on the details of the operators, we could have at most $2^N$ different correlation functions for $\langle Q \rangle$ with $Q$ now a product of $\varphi^A_i(\tau_i, x_i), \cdots, \varphi^A_N(\tau_N, x_N)$ with any possible ordering, due to the choice of $\pm$ index for each point. However, it is also clear for the case of equal-time insertions in (2.19) that if these field insertions are put on the final time slice $\tau_f$, or rather, if the final time slice $\tau_f$ is just chosen at the time of field insertions which is almost always the case, then it makes no difference to choose $+$ or $-$ index for each field insertions, due to the constraint of $\delta$-functional in (2.39).

### 2.3 Generating functional and diagrammatic rules

As usual, the expectation value (2.39) can be computed from a generating functional by taking functional derivative, and the procedure can be summarized neatly into a set of diagrammatic rules. This is the usual story of Feynman diagrams, so we only outline the main steps, and refer the readers to any standard textbook of quantum field theory for details. For notational simplicity, we shall consider only one real scalar field $\varphi$ in this subsection, and the generalization to many scalars should be straightforward. We shall also comment on generalization to fields with nonzero spin afterwards.

To begin with, we introduce external sources $J_\pm(\tau, x)$ for the scalar fields $\varphi_\pm(\tau, x)$, and define the generating functional $Z[J_+, J_-]$ as,

$$Z[J_+, J_-] = \int D\varphi_+ D\varphi_- \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3x \left( \mathcal{L}_{cl}[\varphi_+] - \mathcal{L}_{cl}[\varphi_-] + J_+ \varphi_+ - J_- \varphi_- \right) \right].$$  

(2.40)

Then, a general amplitude $\langle \varphi_{a_1}(\tau, x_1) \cdots \varphi_{a_N}(\tau, x_N) \rangle (a_1, \cdots, a_N = \pm)$ can be calculated by
taking functional derivative as usual,

\[
\langle \varphi_{a_1}(\tau, x_1) \cdots \varphi_{a_N}(\tau, x_N) \rangle = \int \mathcal{D} \varphi_+ \mathcal{D} \varphi_- \varphi_{a_1}(\tau, x_1) \cdots \varphi_{a_N}(\tau, x_N) \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \mathcal{L}_{\text{cl}}[\varphi_+] - \mathcal{L}_{\text{cl}}[\varphi_-] + J_+ \varphi_+ - J_- \varphi_- \right) \right] = \frac{\delta}{ia_1 \delta J_{a_1}(\tau, x_1)} \cdots \frac{\delta}{ia_N \delta J_{a_N}(\tau, x_N)} Z[J_+, J_-] \bigg|_{J_\pm = 0}. \tag{2.41}
\]

We can do perturbative calculation of this amplitude as usual, by splitting the Lagrangian \( \mathcal{L}_{\text{cl}} \) into the “free” part \( \mathcal{L}_0 \) and “interaction” part \( \mathcal{L}_{\text{int}} \),

\[
\mathcal{L}_{\text{cl}}[\varphi] = \mathcal{L}_0[\varphi] + \mathcal{L}_{\text{int}}[\varphi]. \tag{2.42}
\]

Very often, we take the “free” part \( \mathcal{L}_0 \) to include all terms quadratic in \( \varphi^A \) (note that we have assumed that \( \mathcal{L}_{\text{cl}} \) starts from quadratic order), and call the rest of terms “interactions” and put them in \( \mathcal{L}_{\text{int}} \). But sometimes it is also helpful to view two-point functions, of which we show an example in the next section.

Then we can rewrite the generating functional (2.40) as,

\[
Z[J_+, J_-] = \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \mathcal{L}_{\text{int}} \left[ \frac{\delta}{i \delta J_+} \right] - \mathcal{L}_{\text{int}} \left[ - \frac{\delta}{i \delta J_-} \right] \right) \right] Z_0[J_+, J_-], \tag{2.43}
\]

\[
Z_0[J_+, J_-] = \int \mathcal{D} \varphi_+ \mathcal{D} \varphi_- \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3 x \left( \mathcal{L}_0[\varphi_+] - \mathcal{L}_0[\varphi_-] + J_+ \varphi_+ - J_- \varphi_- \right) \right], \tag{2.44}
\]

where the path integral \( Z_0[J_+, J_-] \) is simply a Gaussian and thus can be carried out explicitly. Then one can expand the first line perturbatively to desired order, and combine it with (2.41) to calculate the expectation value \( \langle Q \rangle \). This procedure generates the diagrammatic rules we are seeking for. Therefore, we stop our very general discussions at this point, and turn to examples to show how the diagrammatic rules are derived and how they work.

### 2.3.1 Propagators

Firstly, let us work out the tree-level propagators, which are defined to be the following two-point functions,

\[
- i \Delta_{ab}(\tau_1, x_1; \tau_2, x_2) = \frac{\delta}{i a \delta J_a(\tau_1, x_1)} \frac{\delta}{i b \delta J_b(\tau_2, x_2)} Z_0[J_+, J_-] \bigg|_{J_\pm = 0}, \tag{2.45}
\]

where \( a, b = \pm \). Due to the different choices for \( a, b \) indices, we have 4 types of propagators. For example, the (++)-type propagator can be worked out as,

\[
- i \Delta_{++}(\tau_1, x_1; \tau_2, x_2) = \frac{\delta}{i a \delta J_a(\tau_1, x_1)} \frac{\delta}{i b \delta J_b(\tau_2, x_2)} Z_0[J_+, J_-] \bigg|_{J_\pm = 0}
= \int \mathcal{D} \varphi_+ \mathcal{D} \varphi_- \varphi_+(\tau_1, x_1) \varphi_+(\tau_2, x_2) e^{i \int d\tau d^3 x \left( \mathcal{L}_0[\varphi_+] - \mathcal{L}_0[\varphi_-] \right)}
= \sum_\alpha \langle \Omega | O_\alpha \rangle \langle O_\alpha | T \{ \varphi(\tau_1, x_1) \varphi(\tau_2, x_2) \} \rangle | \Omega \rangle
= \langle \Omega | T \{ \varphi(\tau_1, x_1) \varphi(\tau_2, x_2) \} | \Omega \rangle. \tag{2.46a}
\]
Similarly, we can work out the rest of three propagators. The (−−)-type is given by,

\[-i\Delta_{−−}(\tau_1, x_1; \tau_2, x_2) = -\frac{\delta}{i\delta J_−(\tau_1, x_1)} \frac{\delta}{i\delta J_−(\tau_2, x_2)} Z_0[J_+, J−]\]

\[= \int \mathcal{D}\varphi_+ \mathcal{D}\varphi_− \varphi_−(\tau_1, x_1)\varphi_−(\tau_2, x_2) e^{i\int d^4x (\mathcal{L}_0[\varphi_+] - \mathcal{L}_0[\varphi_−])}\]

\[= \sum_\alpha \langle \Omega | \tilde{T}(\varphi(\tau_1, x_1)\varphi(\tau_2, x_2)) | O_\alpha \rangle \langle O_\alpha | \Omega \rangle\]

\[= \langle \Omega | \tilde{T}(\varphi(\tau_1, x_1)\varphi(\tau_2, x_2)) | \Omega \rangle. \quad (2.46b)\]

The (++)-type,

\[-i\Delta_{++}(\tau_1, x_1; \tau_2, x_2) = \frac{\delta}{i\delta J_+ (\tau_1, x_1)} \frac{\delta}{i\delta J_+ (\tau_2, x_2)} Z_0[J_+, J_+]\]

\[= \int \mathcal{D}\varphi_+ \mathcal{D}\varphi_+ \varphi_+(\tau_1, x_1)\varphi_+(\tau_2, x_2) e^{i\int d^4x (\mathcal{L}_0[\varphi_+] - \mathcal{L}_0[\varphi_−])}\]

\[= \sum_\alpha \langle \Omega \varphi(\tau_2, x_2) | O_\alpha \rangle \langle O_\alpha | \varphi(\tau_1, x_1) | \Omega \rangle\]

\[= \langle \Omega | \varphi(\tau_2, x_2) \varphi(\tau_1, x_1) | \Omega \rangle. \quad (2.46c)\]

Finally, the (−+)-type,

\[-i\Delta_{−+}(\tau_1, x_1; \tau_2, x_2) = \frac{\delta}{i\delta J_−(\tau_1, x_1)} \frac{\delta}{i\delta J_+ (\tau_2, x_2)} Z_0[J_+, J−]\]

\[= \int \mathcal{D}\varphi_+ \mathcal{D}\varphi_− \varphi_−(\tau_1, x_1)\varphi_+(\tau_2, x_2) e^{i\int d^4x (\mathcal{L}_0[\varphi_+] - \mathcal{L}_0[\varphi_−])}\]

\[= \sum_\alpha \langle \Omega | \varphi(\tau_1, x_1) | O_\alpha \rangle \langle O_\alpha | \varphi(\tau_2, x_2) | \Omega \rangle\]

\[= \langle \Omega | \varphi(\tau_1, x_1) \varphi(\tau_2, x_2) | \Omega \rangle. \quad (2.46d)\]

In practical calculations, we usually go to the 3-momentum space, thanks to the translational and rotational symmetries on each time slice. In this case, we can express the field \(\varphi\) in terms of mode functions \(u(\tau, k)\) and creation/annihilation operators of given 3-momentum \(k\), as we summarized at the end of section 2.1, and then substitute the result back into (2.46). In this way, we get the propagators in momentum space, which are related to their coordinate-space counterparts via,

\[G_{ab}(k; \tau_1, \tau_2) = -i \int d^3 x e^{-ik \cdot x} \Delta_{ab}(\tau_1, x; \tau_2, 0), \quad (2.47)\]

where we have defined the awkward factor \(-i\) into \(G_{ab}\), so that it does not appear in the momentum-space diagrammatic rules. Furthermore, we have written the momentum dependence in \(G_{ab}\) as \(k = |k|\) because the propagator only depends on the magnitude of the 3-momentum but not its direction, due to the rotational symmetry. Then, the tree-level propagators in the 3-momentum space can be easily worked out to be,

\[G_{++}(k; \tau_1, \tau_2) = G_{>}(k; \tau_1, \tau_2) \theta(\tau_1 - \tau_2) + G_{<}(k; \tau_1, \tau_2) \theta(\tau_2 - \tau_1), \quad (2.48a)\]

\[G_{−−}(k; \tau_1, \tau_2) = G_{<}(k; \tau_1, \tau_2), \quad (2.48b)\]

\[G_{−+}(k; \tau_1, \tau_2) = G_{>}(k; \tau_1, \tau_2), \quad (2.48c)\]

\[G_{−−}(k; \tau_1, \tau_2) = G_{<}(k; \tau_1, \tau_2) \theta(\tau_1 - \tau_2) + G_{>}(k; \tau_1, \tau_2) \theta(\tau_2 - \tau_1), \quad (2.48d)\]
where
\[ G_{>}(k; \tau_1, \tau_2) \equiv u(\tau_1, k) u^*(\tau_2, k), \]  
\[ G_{<}(k; \tau_1, \tau_2) \equiv u^*(\tau_1, k) u(\tau_2, k). \]  
(2.49a)

It is clear that various propagators are not fully independent. Only three of the four propagators in (2.48) are linearly independent. If we also take account of complex conjugation, then we further have the relations
\[ G_{>}^* = G_{<}, \quad G_{<}^* = G_{>}. \]  
(2.49b)

In the literature, the Keldysh basis \[4\] (or its simple variations) is also widely used as another representation of propagators. In this basis, one defines the following propagators,
\[ G_A(k; \tau_1, \tau_2) = G_{++}(k; \tau_1, \tau_2) - G_{+-}(k; \tau_1, \tau_2), \]  
(2.50a)
\[ G_R(k; \tau_1, \tau_2) = G_{++}(k; \tau_1, \tau_2) - G_{-+}(k; \tau_1, \tau_2), \]  
(2.50b)
\[ F(k; \tau_1, \tau_2) = -\frac{i}{2} [G_{+-}(k; \tau_1, \tau_2) + G_{-+}(k; \tau_1, \tau_2)]. \]  
(2.50c)

But we shall stick to original ±-basis, which is convenient enough for our purpose.

Diagrammatically, we use a black dot and a white dot to denote + point and − point, respectively. Therefore, the four types of propagators can be represented as,
\[ \tau_1 \bullet \tau_2 \equiv G_{++}(k; \tau_1, \tau_2), \]  
(2.51a)
\[ \tau_1 \bullet \tau_2 \equiv G_{+\pm}(k; \tau_1, \tau_2), \]  
(2.51b)
\[ \tau_1 \bullet \tau_2 \equiv G_{-\pm}(k; \tau_1, \tau_2), \]  
(2.51c)
\[ \tau_1 \circ \tau_2 \equiv G_{--}(k; \tau_1, \tau_2). \]  
(2.51d)

The propagators derived above can be applied to both internal legs (or bulk propagators) and external legs (or bulk-to-boundary propagators) of a diagram. For external legs terminated at the final slice \(\tau = \tau_f\) (the “boundary”), we can just take the corresponding argument \(\tau\) to \(\tau_f\). A boundary point does not distinguish between + and −, and thus we have only two types of bulk-to-boundary propagators. We use a square to denote boundary point, then,
\[ \bullet \square \equiv G_{+}(k; \tau) \equiv G_{++}(k; \tau, \tau_f), \]  
(2.52a)
\[ \circ \square \equiv G_{-}(k; \tau) \equiv G_{-+}(k; \tau, \tau_f). \]  
(2.52b)

In inflation (namely quasi-de Sitter background), the boundary slice \(\tau_f\) is the future infinity. Among fields with spin \(\leq 2\), the bulk-to-boundary propagators do not vanish only for massless scalar and tensor fields. This is the familiar fact that only nearly massless scalars (including the inflaton), and the helicity-2 graviton survive at the late time limit.

Now we list several frequently used special cases in inflation, i.e. the (Poincaré patch of) de Sitter spacetime. We only need to show \(G_{>}\) for each case, as all kinds of propagators can be easily constructed from it.
For a massive scalar field $\sigma$ of mass $m$ in $(d+1)$-dimensional dS, the mode function is given by,

$$u(\tau; k) = -i\frac{\sqrt{\pi}}{2}e^{i\pi/2+1/4}H^{(d-1)/2}(-\tau)^{d/2}H^{(1)}(k\tau),$$

where $\nu \equiv \sqrt{d^2/4 - (m/H)^2}$. Therefore,

$$G_\tau(k; \tau_1, \tau_2) = \frac{\pi}{4}e^{-\pi\text{Im}\nu}H^{d-1}(\tau_1\tau_2)^{d/2}H^{(1)}(k\tau_1)H^{(2)}(k\tau_2).$$

When the sound speed $c_s \neq 1$, one just needs to make the substitution $k \rightarrow c_sk$.

There are additional two interesting special cases. One is the massless scalar in $(3 + 1)$-dimensional dS, where we have $m = 0$, or equivalently $\nu = 3/2$. Then,

$$G_\tau(k; \tau_1, \tau_2) = \frac{H^2}{2k^3}(1 + ik\tau_1)(1 - ik\tau_2)e^{-ik(\tau_1 - \tau_2)}.$$  

Note that the propagator for massless scalar does not have the above simple form in general $(d + 1)$-dimensions, which makes the dimensional regularization somewhat difficult in this formalism.

The other case is the conformal scalar field in general $(d+1)$-dimensional dS, which has $\nu = 1/2$, and thus,

$$G_\tau(k; \tau_1, \tau_2) = \frac{H^2\tau_1\tau_2}{2k}e^{-ik(\tau_1 - \tau_2)}.$$  

### 2.3.2 Vertices

An advantage of staying in the $\pm$ basis for propagators (2.48) rather than going to the Keldysh basis (2.50) is that the diagrammatic rules for interactions are trivially simple. For each single interaction vertex in the original Lagrangian, we only need to write down two vertices, corresponding to $+$ and $-$ type, respectively, and then include an additional minus sign for $-$ type vertex. Several examples should suffice to understand the rules.

**Non-derivative couplings.** It is straightforward to write down the rules for non-derivative couplings, just like in ordinary quantum field theory. The only difference is that we Fourier transform the spatial coordinates but not the temporal coordinate, and therefore our diagrammatic rule for vertex looks like a mixed version of coordinate-space Feynman rule and momentum-space Feynman rule. Here we take $\lambda \phi^4$ theory as an example, with the following interaction term,

$$\mathcal{L}_{\text{int}} \supset -\frac{\lambda}{24}a^4(\tau)\phi^4,$$

where $a^4(\tau)$ comes from $\sqrt{-g}$ factor in the Lagrangian. Then we have the following rule for vertices in 3-momentum space,

$$\begin{align*}
\begin{array}{c}
\times
\end{array} & = -i\lambda \int_{\tau_0}^{\tau_f} d\tau a^4(\tau) \cdots, \\
\begin{array}{c}
\times
\end{array} & = +i\lambda \int_{\tau_0}^{\tau_f} d\tau a^4(\tau) \cdots,
\end{align*}$$

where $\cdots$ represent all $\tau$-dependent pieces of the diagram coming from the propagators connecting to the vertex.
Derivative couplings. The vertex containing derivatives of fields can be treated in a similar way. Since we Fourier transform spatial coordinates only, we should consider spatial derivatives and temporal derivatives separately. The spatial derivatives, after Fourier transform, become simple factors of momentum, therefore can be viewed simply as direct coupling, with additional momentum factors. For instance, the diagrammatic rule for the following interaction,

$$\mathcal{L}_{\text{int}} \supset -\frac{\lambda}{6} a^2(\tau) \varphi (\partial_i \varphi)(\partial_i \varphi),$$

is given by,

$$k_1 \quad k_3 \quad = + \frac{i\lambda}{3} (k_1 \cdot k_2 + k_2 \cdot k_3 + k_3 \cdot k_1) \int_{\tau_0}^{\tau_f} d\tau a^2(\tau) \cdots,$$  

and

$$k_1 \quad k_3 \quad = - \frac{i\lambda}{3} (k_1 \cdot k_2 + k_2 \cdot k_3 + k_3 \cdot k_1) \int_{\tau_0}^{\tau_f} d\tau a^2(\tau) \cdots.$$  

On the other hand, the time derivatives appearing in an vertex should be directly applied to the attached propagators. For instance, the rule for the following interaction term,

$$\mathcal{L}_{\text{int}} \supset -\frac{\lambda}{6} a^2(\tau) \varphi \varphi'^2,$$

is given by,

$$\tau_1 \quad \tau \quad \tau_3 \quad = - \frac{i\lambda}{3} \int_{\tau_0}^{\tau_f} d\tau a^2(\tau) \left[ (\partial_\tau G_{++}(k_1; \tau, \tau_1)) (\partial_\tau G_{++}(k_2; \tau, \tau_2)) G_{++}(k_3; \tau, \tau_3) \right] + 2 \text{ permutations},$$

where we have written out the attached three propagators explicitly, and $a_1, a_2, a_3 = \pm$. The corresponding rule for minus type vertex is again obtained from the plus type by including an additional minus sign.

The derivative couplings are usually quite subtle in perturbative calculations. In our case the subtlety is that if we apply the time derivative to time-ordered propagator $G_{++}$ or anti-time-ordered propagator $G_{--}$, we must also take account of the time derivative acting on the step function $\theta$ in (2.48), which is crucial for obtaining the correct result. We demonstrate this procedure in a sample calculation of trispectrum in appendix B.

2.3.3 Summary and miscellaneous discussions

With all ingredients for diagrammatic calculations obtained, now we can summarize the diagrammatic rules for calculating expectation values, as follows.
1. Separate the classical Lagrangian $\mathcal{L}_{\text{cl}}[\varphi]$ into free part $\mathcal{L}_0[\varphi]$ and interaction part $\mathcal{L}_{\text{int}}[\varphi]$ as usual. Solve the equation of motion $\delta \mathcal{L}_0[\varphi]/\delta \varphi = 0$ with initial condition given by $|\Omega\rangle$ to find the mode functions of $\varphi$. Due to the spacetime-asymmetric nature of the problem, we Fourier transform the spatial coordinates but not the temporal coordinates. Therefore the mode function can be represented by $u(\tau, k)$, where $k$ is the 3-momentum. Similarly, the external fields $\varphi(\tau, k_i)$ can also be chosen with definite 3-momenta $k_i$.

2. Draw a little square for each $\varphi(\tau, k_i)$ in $Q(\tau)$, which we call external point. Draw interaction vertices as read from $\mathcal{L}_{\text{int}}[\varphi]$ as usual to desired order in perturbation theory. Then connect all vertices and external points with lines in all possible ways (but no lines between two external points), so that the final diagram is fully connected. Until now, everything is the same as in the ordinary Feynman diagrams.

3. Decorate each vertex by either a black dot (called plus-type vertex) or a white dot (called minus-type vertex), in all possible ways. Therefore we have $2^V$ distinct ways of decorating a diagram with $V$ vertices.

4. Associate the propagator to each line connecting two vertices. Depending on the type of two vertices, there are four types of propagators, as listed in (2.51). Associate the boundary-to-bulk propagator to each line connecting a vertex and an external line. Depending on the type of bulk vertex, there are two types of boundary-to-bulk propagators, as listed in (2.52). The momentum of each propagator should be chosen such that the total momentum is conserved at each vertex.

5. Associate appropriate factor to each vertex as derived from the Lagrangian, including spatial and temporal derivatives. Add an additional minus sign for each of minus-type vertices. Integrate over all unconstrained and independent 3-momenta. Integrate each vertex over time from initial slice $\tau = \tau_0$ to final slice $\tau = \tau_f$.

6. The symmetric factor is as usual in ordinary Feynman diagrams.

7. The final result for the expectation value $\langle Q \rangle'$ is the sum of all diagrams, where $\langle Q \rangle'$ is defined such that $\langle Q \rangle = (2\pi)^3 \delta^3(\sum_i k_i) \langle Q \rangle'$.

The diagrammatic rules summarized here will be put in use for quasi-single-field inflation model in next section, which serves as a concrete illustration of the diagrammatic techniques. But at this point, we take a particular expectation value from this model to explain some features of these diagrams. Suppose for now that we have one massless scalar field $\varphi$ and one massive scalar field $\sigma$, so that $\varphi$ survives in the late time limit. Let us introduce a two-point mixing of the two fields with coupling $\lambda_2$, and also a cubic self-interaction for $\sigma$ with coupling $\lambda_3$. To discuss general features of the diagrams, we do not need to specify the explicit form of Lagrangian. Then, if we want to calculate the 3-point function of $\varphi$, at the order of $\lambda_2^2 \lambda_3$,
the diagrammatic rules above tell us that we only need to evaluate the following diagram,

\begin{align}
\begin{array}{c}
\text{solid line and dashed line to represent propagators for } \phi \text{ and } \sigma, \\
\text{respectively. The external points are marked with little squares, while the shaded dot for each vertex means that it comes with two different types, the plus type (black dot) and the minus type (white dot), and we should sum over all possibilities. This means that the above diagram actually represents the sum of 16 different diagrams since we have 4 shaded dots.}
\end{array}
\end{align}

We see that the doubling of fields in the SK formalism, or equivalently, the doubling of vertices in diagrams, significantly complicates the calculation as the number of internal vertices increases. But we do not have to compute all these diagrams one by one, because they are related to each other by complex conjugation. If we go over the diagrammatic rules and the expressions for propagators and vertices, we immediately get the following observation:

**Rule of complex conjugation:** the complex conjugation of a diagram is obtained by switching black dots to white and vice versa.

For any expectation value with external points all go to late time limit, which is exactly \( \langle Q \rangle \) considered in this paper, we need to sum over all possible choices of black and white dots. Therefore, an immediate consequence of the above rule of taking complex conjugation is the following:

**Reality of the expectation value:** \( \langle Q \rangle \text{ is real.} \)

For example, the following two diagrams are complex conjugates of each other:

\begin{align}
\begin{array}{c}
\text{For example, the following two diagrams are complex conjugates of each other:}
\end{array}
\end{align}

Consequently, for the expectation considered here in (2.64), we only need to calculate 8 diagrams. But this is still quite a lot. Additional trick is needed to further simplify the calculation. The observation here is that the diagram (2.64) contains 3 identical subgraphs with two-point mixing. Therefore, we can firstly evaluate this 2-point mixing subgraph, and
then compute the whole diagram. In this way, we reduce the number of diagram from 8 to 1, which turns out to be a significant simplification. This is the idea of “mixed propagator” to be introduced in next section. Here we only mention that if the two-point mixing has the form of non-derivative mass mixing,

$$L_{\text{int}} \supset -\lambda_2 a^4(\tau) \varphi \sigma,$$

(2.66)

then it is trivially simple to reduce the 2-point mixing into a single propagator, either by diagonalizing the mass matrix or by direct evaluation using dS covariant techniques like Wick rotation. (See the final appendix of [36] for further discussion.) The point of mixed propagator in the next section, however, is to deal with non dS invariant 2-point mixing with derivative coupling, where the dS covariant techniques do not apply, and the diagrammatic rules described here become essential.

**Fields with nonzero spin.** At the end of this section, we briefly comment on the generalization of the diagrammatic rules to fields with nonzero spins. For bosonic fields, the generalization is straightforward, and the problems such as constraint variables and gauge redundancies can be treated with standard techniques. Suppose we have followed the standard procedure to quantize a spin-$s$ field $\varphi_{\mu_1 \cdots \mu_s}$ (with $s$ a positive integer) and have obtained its mode function,

$$\varphi_{\mu_1 \cdots \mu_s}(\tau, x) = \int \frac{d^3k}{(2\pi)^3} \sum_\alpha \left[u^\alpha(\tau, k)e^{\mu_1 \cdots \mu_s}_\alpha(k)b_\alpha(k) + u^{\alpha*}(\tau, -k)e^{\mu_1 \cdots \mu_s}_{\mu_1 \cdots \mu_s\alpha}(-k)b^\dagger_\alpha(-k)\right]e^{ik\cdot x},$$

(2.67)

where $\alpha$ labels helicity states and $e^{\alpha}_{\mu_1 \cdots \mu_s}(k)$ is the polarization tensor. Then, the four SK propagators are still given by (2.48), with

$$(G^>)_{\mu_1 \cdots \mu_s, \nu_1 \cdots \nu_s} = \sum_\alpha u_\alpha(\tau_1, k)u^{\alpha*}_\alpha(\tau_2, k)e^{\alpha}_{\mu_1 \cdots \mu_s}(k)e^{\alpha*}_{\nu_1 \cdots \nu_s}(k).$$

(2.68)

A particularly useful example is the massless graviton, which appears as the tensor mode in primordial perturbations. The two independent helicity states of the graviton can be described by the transverse and traceless part of a spatial rank-2 tensor $\gamma_{ij}$, with the following Lagrangian at leading order,

$$L_{\text{cl}} \supset \frac{M^2_{\text{Pl}}}{8} a^2(\tau) \left[ (\partial_\tau \gamma^i_j)(\partial_\tau \gamma^j_i) - (\partial_k \gamma^i_j)(\partial_k \gamma^j_i) \right].$$

(2.69)

The corresponding propagator is given by,

$$(G^>)_{ij, kl} = \frac{2}{M^2_{\text{Pl}}} \sum_\alpha u_\alpha(\tau_1, k)u^{\alpha*}_\alpha(\tau_2, k)e^{\alpha}_{ij}(k)e^{\alpha*}_{kl}(k)$$

$$= \frac{H^2}{M^2_{\text{Pl}}k^3}(1 + i k \tau_1)(1 - i k \tau_2)e^{-ik(\tau_1 - \tau_2)} \sum_\alpha e^{\alpha}_{ij}(k)e^{\alpha*}_{kl}(k).$$

(2.70)

More details on mode functions of bosonic higher spin fields during inflation can be found in [33].

For fermionic fields, one can still use the formalism described in this section to develop a set of diagrammatic rules. The complication here is that the anti-commuting nature of fermions forbids us to mix the path integral over plus fields and minus fields. As a result, one cannot use formulae such as (2.28) for fermions. More discussion about how to quantize fermions properly in this formalism can be found in [8] and also in [16].
3 Application to quasi-single-field inflation

In this section, we use quasi-single-field inflation [21, 22] as an example to show how the diagrammatic method leads to neat results for 3-point and 4-point correlation functions of scalar perturbation.

The quasi-single-field inflation in general refers to the inflation scenarios with one or more spectator fields of mass around Hubble scale. As a simple example, we consider the model with a slightly curved inflation trajectory described by the following action with two real scalar fields $\theta$ and $\sigma$,

$$S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2}(\dot{R} + \sigma)^2 (\partial_\mu \theta)^2 - \frac{1}{2}(\partial_\mu \sigma)^2 - V_{sr}(\theta) - V(\sigma) \right], \tag{3.1}$$

where $V_{sr}(\theta)$ is an arbitrary slow-roll potential, while $V(\sigma)$ is a potential such that $\sigma$ obtains a classical constant background $\sigma_0$. After expanding the fields around their classical background $\theta_0$ and $\sigma_0$, the Lagrangian for the fluctuation field has the following form,

$$\mathcal{L}_{cl} = \frac{a^2}{2} \left( (\delta \phi')^2 - (\partial_\mu \delta \phi)^2 + (\delta \sigma')^2 - (\partial_\mu \delta \sigma)^2 \right) - \frac{a^4}{4} \delta \sigma^2 - \frac{a^3}{4} \lambda_2 \delta \sigma \delta \phi' - \frac{a^2}{6} \lambda_3 \delta \sigma^3 + \frac{\lambda_4}{24} \delta \sigma^4 + \cdots, \tag{3.2}$$

where we have defined $\delta \phi = (\ddot{R} + \sigma_0) \delta \theta$, and the scale factor $a(\tau) \sim 1/(H\tau)$. The first line of the above Lagrangian can be identified as free part $\mathcal{L}_0$, with a massless scalar $\delta \phi$ and a massive scalar $\delta \sigma$ of mass $m^2 = V''(\sigma_0) - \dot{\theta}_0^2$. In the second line, we have interactions with two-point derivative mixing between $\delta \phi$ and $\delta \sigma$, with coupling strength $\lambda_2 = 2\dot{\theta}_0$, as well as self-interactions of $\delta \sigma$, with couplings $\lambda_3 = V''(\sigma_0)$ and $\lambda_4 = V^{(4)}(\sigma_0)$. The self-interactions of $\delta \sigma$ are not constrained by slow-roll conditions, and thus can be large.

Below we shall compute the leading order correction to the power spectrum, as well as the leading bispectrum and trispectrum, using our diagrammatic method. In these computations, the two-point mixing vertex appears frequently. Therefore, it turns out to be a great simplification if we firstly isolate the two-point mixing and evaluate it into a closed form, which we call a "mixed propagator". Therefore, before computing various correlation functions, we devote the next subsection to the evaluation of the mixed propagator.

3.1 Mixed propagator

By mixed propagator, we mean the following object,

$$\begin{array}{c}
\bullet \quad \equiv \quad \bullet \quad \text{---} \quad \bullet
\end{array} \quad \tag{3.3}$$

That is, we consider a two-point function $\langle \delta \sigma \delta \phi \rangle$, with $\delta \phi$ going to late time limit. This is a bulk-to-boundary propagator, with only one endpoint depending on time. For clarity, we denote the propagator of $\delta \phi$ by $G(k; \tau_1, \tau_2)$ and the propagator of $\delta \sigma$ by $D(k; \tau_1, \tau_2)$. Then, using the diagrammatic rules, in particular (2.54) and (2.55), the above mixed propagator can be translated into the following expression,

$$G_{\pm}(k; \tau) = \lambda_2 \int_{-\infty}^{0} \frac{d\tau'}{(-H\tau')^{3/2}} \left[ D_{\pm+}(k; \tau, \tau') \partial_\tau G_{+}(k; \tau') - D_{\pm-}(k; \tau, \tau') \partial_\tau G_{-}(k; \tau') \right]$$

$$= \frac{\pi \lambda_2 H}{8k^3} I_{\pm}(z), \tag{3.4}$$
where $z \equiv -k\tau$, and $I_\pm(z)$ is given by,
\begin{align}
I_\pm(z) = e^{-\pi \text{Im } \nu} z^{3/2} \left\{ 2\text{Im} \left[ H_\nu^{(1)}(z) \int_0^\infty \frac{dz'}{\sqrt{z'}} H_\nu^{(2)}(z') e^{-iaz'} \right] \\
+ iH_\nu^{(1)}(z) \int_0^z \frac{dz'}{\sqrt{z'}} H_\nu^{(2)}(z') e^{-i\nu z'} - iH_\nu^{(2)}(z) \int_0^z \frac{dz'}{\sqrt{z'}} H_\nu^{(1)}(z') e^{i\nu z'} \right\},
\end{align}
where in the first line we have inserted a parameter $a = 1 - i\epsilon$ with real part 1 and a small negative imaginary part to take care of the $i\epsilon$ prescription. The integral can be carried out explicitly, as follows,
\begin{align}
I_\pm(z) = z^{3/2} e^{-\pi \text{Im } \nu} \left\{ [C_\nu + (\cot(\pi \nu) - i) f^+_{\nu}(z) - \csc(\pi \nu) f^\pm_{\nu}(z)] H_\nu^{(2)}(z) \\
+ [C_\nu^* + (\cot(\pi \nu^*) + i) f^+_{\nu^*}(z) - \csc(\pi \nu^*) f^\pm_{\nu^*}(z)] H_\nu^{(2)}(z) \right\},
\end{align}
where $f^\pm_{\nu}(z)$ is defined by,
\begin{align}
f^\pm_{\nu}(z) = \frac{z^{\nu+1/2}}{2^{\nu(\nu+1/2)} \Gamma(\nu+1)} F_2 \left( \nu + \frac{1}{2}, \nu + \frac{3}{2}; \nu + \frac{3}{2}; 2\nu + 1; \mp 2iz \right),
\end{align}
and $C_\nu$ is a $z$-independent coefficient, given by,
\begin{align}
C_\nu = i \int_0^\infty \frac{dz}{\sqrt{z}} H_\nu^{(1)}(z) e^{iaz} = \sqrt{2\pi} e^{i\pi(1/4 - \nu/2)} \sec(\pi \nu).
\end{align}
where we have taken $a \to 1$ limit in the final result, and thus the UV convergence is manifest.

### 3.2 Leading correction to power spectrum

As a first application of mixed propagator, we calculate the leading order correction to the power spectrum from 2-point mixing. Using the mixed propagator, we need to calculate the following diagram,
\begin{align}
\langle \delta \phi(\tau, k) \delta \phi(\tau, -k) \rangle' = \includegraphics{diagram.png}.
\end{align}

Using the diagrammatic rules, we can write down the corresponding expression immediately,
\begin{align}
\langle \delta \phi(\tau, k) \delta \phi(\tau, -k) \rangle' = i\lambda_2 \int_{-\infty}^0 \frac{d\tau'}{(-H\tau')^3} \left[ \partial_{\tau'} G_+(k; \tau') G_+(k; \tau') - \partial_{\tau'} G_-(k; \tau') G_-(k; \tau') \right] \\
= \frac{\lambda_2^2}{k^3} \mathcal{P}(\nu),
\end{align}
where $\mathcal{P}(\nu)$ is the following integral and can be carried out completely as was done in [25],
\begin{align}
\mathcal{P}(\nu) = \frac{-i\pi}{16} \int_0^\infty \frac{dz}{z^2} \left[ e^{-iz} I_+(z) - e^{+iz} I_-(z) \right] = \frac{\pi^2}{4 \cos^2(\pi \nu)} + \Theta(\nu) + \Theta(-\nu),
\end{align}
where the function $\Theta(\nu)$ is defined to be,
\begin{align}
\Theta(\nu) \equiv \text{Im} \left\{ \frac{e^{-i\pi \nu}}{16 \sin(\pi \nu)} \left[ \psi^{(1)} \left( \frac{1}{4} + \frac{\nu}{2} \right) - \psi^{(1)} \left( \frac{3}{4} + \frac{\nu}{2} \right) \right] \right\},
\end{align}

\begin{align}
\langle \delta \phi(\tau, k) \delta \phi(\tau, -k) \rangle' = \frac{\lambda_2^2}{k^3} \mathcal{P}(\nu),
\end{align}
where $\psi(1)(z) \equiv d^2 \log \Gamma(z)/dz^2$. The result obtained here using the diagrammatic rules agrees trivially with the previous calculation in canonical in-in formalism [25], as it should. The diagrammatic method is not more advantageous in this calculation as the quantity itself is simple enough. But it is still helpful to use this warm-up exercise as a check of the diagrammatic method.

3.3 Bispectrum

The real power of mixed propagator can only be appreciated when we compute non-Gaussianities, i.e. the bispectrum and even the trispectrum. The leading contribution to the 3-point function is from the contribution of order $\lambda_3^3$. We have met this expectation value (2.64) in last section. Now using mixed propagator, we can recast it into the following form,

$$\langle \delta \phi(\tau, k_1)\delta \phi(\tau, k_2)\delta \phi(\tau, k_3) \rangle'_{\lambda_3} = 2\lambda_3 \text{Im} \int_{-\infty}^{0} \frac{d\tau}{(-H\tau)^2} G_+(k_1; \tau)G_+(k_2; \tau)G_+(k_3; \tau)$$

$$= \frac{\pi^2 \lambda_3^2 \lambda_3}{256 H k_1^2 k_3^3} \text{Im} \int_{0}^{\infty} \frac{dz}{z^4} I_+ (z) I_+ \left( \frac{k_2}{k_1} \right) I_+ \left( \frac{k_3}{k_1} \right).$$

This time it is very challenging, if not completely impossible, to carry out the integral analytically. But the integral can be readily done numerically, and the numerical computation for this quantity is much faster than doing the integral obtained from canonical in-in formalism, because the four-layer integrals in [21, 22] are neatly organized and reduced into a one-layer integral due to the use of the mixed propagator. The only subtlety for numerical calculation is the implementation of $i\epsilon$-prescription. Ideally, one may do Wick rotation to move the original slightly deformed contour along the real axis ($C_0$ in the left panel of figure 1) entirely to the imaginary axis ($C_1$ in the same plot), so that the UV oscillations are exponentially damped. However, in the case of (3.14), we have the problem of IR divergence, because the integrand is singular as $z \to 0$ when $\nu \geq 1/2$. This singularity exists only in the real part of the integrand, and thus should disappear when we take the imaginary part in (3.14). However, the situation gets changed if we do the Wick rotation. In fact, to avoid the singularity, one must carefully go around $z = 0$ by including a small arc ($C_{\text{IR}}$ in the same plot) when doing Wick rotation. We can easily check that the integral along this small arc is actually divergent as its radius shrinks to zero, when $\nu > 1/2$. In fact, as $z \to 0$, the function $I_+(z)$ defined in (3.5) behaves like $I(z) \sim z^{3/2-\nu}$, and therefore the integrand of (3.14) goes
like $z^{1/2-3\nu}$. Thus the integral along the small arc behaves like $r^{3/2-3\nu}$, where $r$ is the radius of the arc. Such divergent IR behavior is rather difficult to handle numerically. Therefore a more practical way of numerical evaluation is to avoid IR divergent 4th quadrant close to $z = 0$, and choose a contour like $C'_0 + C'_1$ as shown on the right panel of figure 1. In this way, both UV oscillation and IR divergence are avoided properly.

This contour is similar to the “mixed form integration” and “shifted Wick rotation” used in ref. [22] (see appendix B.3 and appendix C of [22] for explanation), but the integral here is organized in a much more economic form. In the canonical approach, due to the explicit time-ordered integrals, it is much harder to separate the mixed propagator from the rest of the in-in integral (unless rewriting the in-in integral into a SK-like form). Thus the SK formalism makes it much easier to reuse common sub-diagrams, for simplification and resummation purposes.

The form of (3.14) is very convenient for numerical calculation of the dimensionless shape function $S(k_1, k_2, k_3)$, defined as,

$$\langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle' \equiv (2\pi)^4 S(k_1, k_2, k_3) \frac{1}{(k_1k_2k_3)^{2/3}} P^2_{\zeta},$$

(3.15)

where $\zeta$ is the curvature perturbation, which is related to the inflaton fluctuation via $\zeta = -H \delta \phi/\phi_0$, and $P_{\zeta} = H^2/(8\pi^2 M_{Pl}^2)$ is the power spectrum of $\zeta$. The shape functions $S$ for some imaginary values of $\nu$ are plotted in figure 2, and some squeezed limit examples are plotted in figure 3. (The case of real $\nu$ can be found at [22].)

The squeezed limit of bispectrum may be separated into an equilateral component and an oscillatory/power-law component. These are contributed by the local and non-local component of the massive field propagator, respectively [27]. The “local” component of the propagator is analytic in momentum and vanishes as the momentum goes to zero. The “non-local”

---

For real $\nu$, the leading contribution in the squeezed limit is

$$S(k_1, k_2, k_3) = P_{\zeta}^{-1/2} \left( \frac{\lambda_2}{M} \right)^3 \left( \frac{\lambda_3}{M} \right) \left[ 1 - \frac{\alpha^2(\nu)}{12} \right] \left( \frac{k_3}{k_1} \right)^{1/2-\nu},$$

(3.16)

where we have normalized $s(\nu)$ such that it agrees with the definition in eq. (5.10) of [22], and in our context $s(\nu)$ takes the form

$$s(\nu) = - \frac{1}{\cos(\pi\nu/2) + \sin(\pi\nu/2)} \Im \left[ \int_0^{\infty} dz I^2_{1}(z)z^{-5/2-\nu} \right].$$

(3.17)

This is written in a much more economic form than [22].
component is non-analytic in momentum and gives rise to long range correlation in position space. (Note that this terminology is used in a different context from the terminology “local” used in describing the local bispectrum.) The oscillatory component of the bispectrum has a special physical significance [31]. These signals are essentially the imprints of the standard oscillation of massive fields (the “primordial standard clock”) and are called the “clock signals”. They directly measure the scale factor of the primordial universe as a function of time \(a(t)\) and can be used as a direct evidence to distinguish the inflation scenario from the alternatives.

To isolate the oscillatory component, namely the clock signal, from the bispectrum, we expand \((3.14)\) in \(k_3/k_1 \to 0\) limit, \(^4\) and use \((3.15)\) to write the shape function as follows,

\[
S(k_1,k_2,k_3) \to P_\zeta^{-1/2} \left(\frac{k_2}{H}\right)^3 \left(\frac{k_3}{H}\right) \left(\frac{k_3}{k_1}\right)^{1/2+i\tilde{\nu}} \left[ s_+ (\tilde{\nu}) \left(\frac{k_3}{k_1}\right)^{1/2+i\tilde{\nu}} + s_- (\tilde{\nu}) \left(\frac{k_3}{k_1}\right)^{1/2-i\tilde{\nu}} \right],
\]

where we have defined \(\nu = i\tilde{\nu}\) so that \(\tilde{\nu}\) is real for \(m > 3H/2\), and the coefficients \(s_\pm(\tilde{\nu})\) are given by,

\[
s_+ (\tilde{\nu}) = \frac{-2^{-i\tilde{\nu}}\pi^{5/2}}{256\Gamma(1+i\tilde{\nu})\sinh(\pi\tilde{\nu})} \int_0^\infty dz I_+^2(z)z^{-5/2+i\tilde{\nu}},
\]

\[
s_- (\tilde{\nu}) = \frac{-2^{i\tilde{\nu}}\pi^{5/2}}{256\Gamma(1-i\tilde{\nu})\sinh(\pi\tilde{\nu})} \int_0^\infty dz I_-^2(z)z^{-5/2-i\tilde{\nu}}.
\]

The functions \(s_\pm(\tilde{\nu})\) are plotted in the upper-left panel of figure 4. At large \(\tilde{\nu}\), \(s_+(\tilde{\nu}) \sim e^{-\pi\tilde{\nu}}\), which is the dominate contribution in the oscillatory component in the squeezed limit. This agrees with the observation in [27, 31], where a simplified model is studied.\(^5\)

To better explore the properties of \(S(k_1,k_2,k_3)\) in the squeezed limit, it is convenient to write

\[
S(k_1,k_2,k_3) = P_\zeta^{-1/2} \left(\frac{k_2}{H}\right)^3 \left(\frac{k_3}{H}\right) \left(\frac{k_3}{k_1}\right)^{1/2} \left\{ s_1 (\tilde{\nu}) \sin \left(\tilde{\nu} \log \left(\frac{k_3}{k_1}\right)\right) + s_2 (\tilde{\nu}) \cos \left(\tilde{\nu} \log \left(\frac{k_3}{k_1}\right)\right) \right\},
\]

where

\[
s_1 (\tilde{\nu}) = \Re (s_+ - s_-), \quad s_2 (\tilde{\nu}) = \Im (s_+ + s_-).
\]

The behavior of \(s_1(\tilde{\nu})\) and \(s_2(\tilde{\nu})\) are plotted in figure 4 on the upper-right panel for \(0 < \tilde{\nu} < 1\), and the lower panels for \(\tilde{\nu}\).

Because \(P_\zeta^{-1/2} \sim 10^5\), the amplitude of the clock signal in this bispectrum can be observably large [39]. Thus we have presented a concrete example of “quantum primordial standard clock” models [31], in which the clock signal can be large and potentially detectable.

\(^4\)More precisely, in order for the oscillatory component to dominate over the non-oscillatory one, we need \(k_3/k_1 \ll e^{-2\pi\tilde{\nu}}\). Also, the condition \(\nu = i\tilde{\nu}\) is real is used in this expansion.

\(^5\)Here we have three massive propagators, but for the leading contribution to the squeezed limit oscillations, only one massive propagator is chosen to be non-local and thus exponentially suppressed. The other two massive propagators are local and thus contribute power-law suppression factors instead of exponential. The terms with more “non-local” propagators are suppressed by \(e^{-2\pi\tilde{\nu}}\) and \(e^{-3\pi\tilde{\nu}}\) and thus are subdominant. Note that if we take all three propagators to be “local”, then one gets power-law suppression instead of exponential [28], with equilateral shape of non-Gaussianity. This equilateral component of non-Gaussianity cannot be distinguished from single field inflation with a modified sound speed [38] (and its amplitude decreases faster in the squeezed limit than the oscillatory signal that we are discussing). Thus the oscillatory component of the non-Gaussianity, with its amplitude scales as \(e^{-\pi\tilde{\nu}}\), is the leading distinctive signature of canonical massive scalar fields with \(m > 3H/2\) during inflation.
3.4 Trispectrum

The same method of calculating bispectrum can be well applied to the case of trispectrum. In this case, we have two comparable types of contributions. One is from the quartic self-interaction of $\sigma$ field, at order $\lambda^4_{\lambda}$, which is described by the following diagram,

$$\lambda^4_{\lambda} = \pi \lambda^4_{\lambda} \int \frac{dz}{z} \frac{k_1}{k_4} I_+ \left( \frac{k_1}{k_4} z \right) I_+ \left( \frac{k_2}{k_4} z \right) I_+ \left( \frac{k_3}{k_4} z \right) I_+ (z).$$ (3.24)

The simplification here is even more significant, reducing 16 diagrams to 1.

On the other hand, we have contribution from two cubic self-interaction vertices of $\sigma$, 

$$\langle \delta \phi (\tau, k_1) \delta \phi (\tau, k_2) \delta \phi (\tau, k_3) \delta \phi (\tau, k_4) \rangle_{\lambda_4} \lambda^4_{\lambda_4} = \frac{\pi^4 \lambda^4_{\lambda_4}}{2048 k_1^2 k_2^2 k_3^2 k_4^2} \Im \int_0^\infty \frac{dz}{z} I_+ \left( \frac{k_1}{k_4} z \right) I_+ \left( \frac{k_2}{k_4} z \right) I_+ \left( \frac{k_3}{k_4} z \right) I_+ (z).$$ (3.23)
Figure 3. The squeezed limits for $\nu = i, 2i, 3i, 4i$. The vertical axis is the dimensionless shape function $S$ magnified by a factor of $k_{\text{short}}/k_{\text{long}}$ for visual effect. The oscillatory components, namely the clock signals [31], take the same form as those in figure 4 of ref. [31] but their relative amplitudes to the non-oscillatory components are larger. This is because the couplings used in these two examples are different. In [31], a simple example of coupling is studied; while here we have used the full leading coupling of the quasi-single-field model in [21, 22].

at order $\lambda_2^2 \lambda_3^2$, which is described by the following diagram,

\[
\begin{array}{c}
\phantom{=}
\end{array}
\]

The above diagram shows the $s$-channel contribution only, and we should also include the corresponding $t$ and $u$-channels by simple permutations of external variables. The expression for the $s$-channel diagram can be written as,

\[
\langle \delta \phi(\tau, k_1) \delta \phi(\tau, k_2) \delta \phi(\tau, k_3) \delta \phi(\tau, k_4) \rangle^{(s)}_{\lambda_3^2, s} = -\lambda_2^4 \sum_{a,b=\pm} \int_{-\infty}^{0} \frac{d\tau_1 d\tau_2}{(H^2 \tau_1 \tau_2)^4} G_a(k_1; \tau_1) G_a(k_2; \tau_1) G_b(k_3; \tau_2) G_b(k_4; \tau_2) D_{ab}(k_1, \tau_1, \tau_2),
\]
where $k_I = |k_1 + k_2|$. We can compute this diagram in the same way as we did for bispectrum, namely, we firstly consider the 3-point function on the left side, which we denoted as $T_{\pm}$, defined as follows,

$$T_+(k_1, k_2, k_I; \tau) = -i\lambda_3 \int_{-\infty}^{0} \frac{d\tau_1}{(-H\tau_1)^4} \left[ G_+(k_1; \tau_1)G_+(k_2; \tau')D_{++}(k_I; \tau_1, \tau) - G_-(k_1; \tau_1)G_-(k_2; \tau')D_{--}(k_I; \tau_1, \tau) \right].$$

(3.27)

It can be readily evaluated to be,

$$T_+(k_1, k_2, k_I; \tau) = -\frac{i\pi^3 \lambda_2^2 \lambda_3}{256k_1^3 k_2^3} J_+(k_1/k_1, k_2/k_1, -k_I \tau),$$

(3.28)

where the function $J_+(k_1/k_1, k_2/k_1; z)$ reads,

$$J_+ \left( \frac{k_1}{k_I}, \frac{k_2}{k_I}; z \right) = e^{-\pi i m_0 \frac{3}{2}} \left\{ 2 \text{Im} \left[ H_{\nu}^{(1)}(z) \int_{0}^{\infty} \frac{dz'}{z'^{5/2}} I_+ \left( \frac{k_1}{k_I} z' \right) I_+ \left( \frac{k_2}{k_I} z' \right) H_{\nu}^{(2)}(z') \right] 
+ \frac{\partial H_{\nu}^{(2)}}{\partial \nu} (z) \int_{0}^{z} \frac{dz''}{z''^{5/2}} I_+ \left( \frac{k_1}{k_I} z'' \right) I_+ \left( \frac{k_2}{k_I} z'' \right) H_{\nu}^{(1)}(z'') 
- \frac{\partial H_{\nu}^{(1)}}{\partial \nu} (z) \int_{0}^{z} \frac{dz''}{z''^{5/2}} I_+ \left( \frac{k_1}{k_I} z'' \right) I_+ \left( \frac{k_2}{k_I} z'' \right) H_{\nu}^{(2)}(z'') \right\}. $$

(3.29)
Then, the bispectrum can be computed as,
\[
\langle \delta \phi(\tau, k_1) \delta \phi(\tau, k_2) \delta \phi(\tau, k_3) \rangle_{\lambda^3, s} = 2\lambda^3 \text{Im} \int_{-\infty}^{0} \frac{d\tau}{(-H\tau)^4} T_+ (k_1, k_2, k_1; \tau) G_+ (k_3; \tau) G_+ (k_4; \tau)
\]
\[
= -\frac{\pi^5 \lambda^3 \lambda^3}{8192 H^2 (k_1 k_2 k_3 k_4)^3} \text{Re} \int_{0}^{\infty} \frac{dz}{z^4} J_+ \left( \frac{k_1}{k_1}, \frac{k_2}{k_1}, z \right) I_+ \left( \frac{k_3}{k_1}, z \right) I_+ \left( \frac{k_4}{k_1}, z \right). \tag{3.30}
\]

The above result should be able to be implemented into numerical calculations, and one may be able to learn more about the physics of trispectrum in quasi-single-field inflation. We shall continue the study of this topic elsewhere.

4 Concluding remarks

In this paper, we introduced the Schwinger-Keldysh formalism in the language of path integral, adapted to the calculation of primordial perturbations in cosmology. We derived the diagrammatic rules for computing in-in correlation functions in a systematic and self-contained manner.

The SK path integral formulation and the diagrammatic rules derived from it are in principle equivalent to traditional canonical in-in formalism. However, the path-integral based diagrammatic method has multiple advantages, of which we list three here.

Firstly, it provides a visualized organizing principle for writing down the expressions of in-in correlation functions order by order in perturbation theory, which automatically takes care of the mechanical part of the calculation, such as perturbation expansion and Wick contraction.

Secondly, derivative couplings which appear frequently in cosmological context can be conveniently handled using path-integral based diagrammatics. We show in the two appendices of this paper that the diagrammatic rules can be derived directly from the classical Lagrangian, and that the in-in correlation functions calculated using this set of diagrammatic rules agree with canonical in-in formalism, even in the presence of derivative couplings.

Finally, this visualizable method allows us to understand the structure of the in-in amplitude better, and thus enable us to come up with tricks to simplify the calculation. We show in section 3 of this paper how to make dramatic simplification in the calculation of non-Gaussianities of quasi-single-field inflation by using the trick of mixed propagator.

Though for the most part of this paper we have the inflation background (namely quasi de Sitter space) in mind, the formalism described here should also apply to other cases with spatial homogeneity and isotropy but with nontrivial time evolution. In particular, it can be applied to other alternative-to-inflation scenarios, as well as general FRW universe in post-big-bang era.

The diagrammatic method we described here is most suitable for tree-level calculation, which should be able to bring some simplifications if one has to do everything numerically from the beginning (e.g., in the case of complicated time-dependence in the background solutions $\vec{\alpha}(\tau)$). On the other hand, we have not considered the loop corrections in this paper in detail. Due to the split of time and space coordinates, the loop calculation becomes rather tricky in this formalism. In the inflation background, the loop correction can sometimes be put into a dS covariant form. In such cases, the most suitable way to perform loop calculation is to use dS covariant techniques such as Wick rotation [36]. But the loop calculations in more general settings remain challenging.
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A Effective Lagrangian with derivative couplings

In this appendix, we carry out the path integral over the momentum $\pi^\pm$ in (2.28) for the theory with higher order derivative couplings. We shall show that the result of this integral is still given by (2.30). When there is no derivative coupling, this has been shown in the main text, as can be seen from (2.6), (2.8), and (2.29). On the other hand, when there are higher order derivative couplings, we can only carry out the path integral over $\pi^\pm$ perturbatively. In this appendix, we verify (2.30) to the 4th order in the power of fields. This is enough for a tree-level calculation of the trispectrum. The generalization to higher orders should be straightforward using our method described in this appendix, which we will consider in the future.

To 4th order in the power of fields, it is enough to consider the following classical Lagrangian,

$$L_{cl} = \frac{1}{2} U_{AB} \varphi'^A \varphi'^B + V_A(\varphi) \varphi'^A + W(\varphi) + \frac{1}{2} X_{AB}(\varphi) \varphi'^A \varphi'^B + \frac{1}{6} Y_{ABC}(\varphi) \varphi'^A \varphi'^B \varphi'^C + \frac{1}{24} Z_{ABCD}(\varphi) \varphi'^A \varphi'^B \varphi'^C \varphi'^D. \tag{A.1}$$

The first line is identical to (2.6) which contains no derivative couplings, while the second line are derivative couplings, where the coefficients are totally symmetric in indices. The coefficient $X_{AB}(\varphi)$ depends at least linearly on $\varphi^A$. Again, we use $U_{AB}$ to lower the indices of fields and $U^{AB} = (U_{AB})^{-1}$ to raise indices.

We firstly derive the conjugate momentum $\pi_A$ and the Hamiltonian density $\mathcal{H}$. The conjugate momentum is,

$$\pi_A = \frac{\partial L}{\partial \varphi'^A} = [U + X(\varphi)]_{AB} \varphi'^B + V_A(\varphi) + \frac{1}{2} Y_{ABC}(\varphi) \varphi'^A \varphi'^B \varphi'^C + \frac{1}{6} Z_{ABCD}(\varphi) \varphi'^A \varphi'^B \varphi'^C \varphi'^D. \tag{A.2}$$

This time it is generally impossible to solve $\varphi'$ in terms of $\pi$ and $\varphi$. But we can treat the power of fields as a perturbation parameter, and solve $\varphi'$ perturbatively. Therefore, we define,

$$X_{AB}(\varphi) = \sum_{i \geq 1} X_{AB}^{(i)}(\varphi), \quad Y_{ABC}(\varphi) = \sum_{i \geq 0} Y_{ABC}^{(i)}(\varphi), \quad Z_{ABCD}(\varphi) = \sum_{i \geq 0} Z_{ABCD}^{(i)}(\varphi), \tag{A.3}$$

where the superscript $(i)$ indicates that the corresponding term depends on $i$th power of $\varphi^A$. We don’t need to expand $Y_A(\varphi)$ and $W(\varphi)$ because they can be treated without perturbation expansion. Now, we are going to solve $\varphi'^A$ to 3rd order in fields, which is needed for a tree-level
calculation of trispectrum.\footnote{This is because we need to derive $\mathcal{H}$ as well as $\mathcal{L}_{\text{eff}}$ to 4th order in fields, while $\mathcal{H} = \pi \varphi' - \mathcal{L}_{\text{eff}}$ starts at 2nd order, so we only need to expand $\varphi'$ to 3rd order. A possible zeroth order term in $\mathcal{V}_{A}$ can be eliminated using integration-by-parts.}

\[
\varphi'^A = \sum_{i=1}^{3} \varphi'^{(1)A} \quad \text{(A.4a)}
\]

\[
\varphi'^{(1)A} = \tilde{\pi}^A, \quad \text{(A.4b)}
\]

\[
\varphi'^{(2)A} = -\lambda^{(1)A} B \tilde{\pi} B - \frac{1}{2} \gamma^{(0)A} B C \tilde{\pi} C, \quad \text{(A.4c)}
\]

\[
\varphi'^{(3)A} = -\lambda^{(2)A} B \tilde{\pi} B - \lambda^{(1)A} B \varphi'^{(2)B} - \frac{1}{2} \gamma^{(1)A} B C \tilde{\pi} C - \gamma^{(0)A} B C \varphi'^{(2)C} - \frac{1}{6} \mathcal{Z}^{(0)A} B C D \tilde{\pi} B C \tilde{\pi} D, \quad \text{(A.4d)}
\]

where we have defined $\tilde{\pi}^A \equiv (\pi - \mathcal{V})^A$. Then the Hamiltonian density can be derived to be,

\[
\mathcal{H} = \sum_{i=2}^{4} \mathcal{H}^{(i)}, \quad \text{(A.5a)}
\]

\[
\mathcal{H}^{(2)} = \frac{1}{2} \tilde{\pi}^A \tilde{\pi}^A - \mathcal{W}, \quad \text{(A.5b)}
\]

\[
\mathcal{H}^{(3)} = \frac{1}{2} \lambda^{(1)A} \tilde{\pi} \tilde{\pi} B - \frac{1}{6} \gamma^{(0)A} \tilde{\pi} B \tilde{\pi} C, \quad \text{(A.5c)}
\]

\[
\mathcal{H}^{(4)} = -\frac{1}{2} \left( \lambda^{(2)A} - \lambda^{(1)A} \lambda^{(1)B} \lambda^{(1)C} \right) \tilde{\pi} \tilde{\pi} B - \frac{1}{6} \left( \gamma^{(1)A} \lambda^{(1)C} \right) \tilde{\pi} \tilde{\pi} C - \frac{1}{6} \left( \gamma^{(0)A} \lambda^{(0)D} \right) \tilde{\pi} \tilde{\pi} D - \frac{1}{24} \left( \mathcal{Z}^{(0)A} \lambda^{(0)B} \lambda^{(0)C} \lambda^{(0)D} \right) \tilde{\pi} \tilde{\pi} B \tilde{\pi} C \tilde{\pi} D. \quad \text{(A.5d)}
\]

Clearly, the 2nd order term $\mathcal{H}^{(2)}$ here recovers the Hamiltonian (2.8) found for non-derivative coupling theories. Furthermore, as a byproduct, if we substitute $\pi^A \to \varphi'^A$ in above expression, we get the Hamiltonian density $\mathcal{H}_{I}$ in interaction picture which is useful for the canonical in-in formalism in the operator language, see (2.23). It is worth noting that the coupling terms in the Hamiltonian in interaction picture is not a simple sign reverse of the classical Lagrangian due to the derivative couplings, and the nontrivial terms appear starting from the 4th order in (A.5d). This complicates the canonical in-in formalism. Now we are going to show that these additional terms are actually canceled in the Lagrangian appeared in the path integral (2.30), and therefore the diagrammatic rules follow directly from the classical Lagrangian even with the presence of arbitrary derivative couplings.

We do the path integral of momentum for $\pi_{-A}$ in (2.28) to 4th order, and the method for doing integral over $\pi_{-A}$ is completely the same. Therefore we will drop the + sign from now on for clarity. To do the path integral (2.28) for the Hamiltonian (A.5), It is convenient to shift the momentum variable in (2.28) from $\pi^{A}$ to $\tilde{\pi}^{A} = \pi^{A} - \mathcal{V}_{A}$, and introduce an external source $K^{A}$ for $\tilde{\pi}^{A}$, so that the path integral over $\pi^{A}$ becomes,

\[
I[K] = \int D\tilde{\pi} \exp \left[ i \int_{\tau_{0}}^{\tau_{f}} d\tau d^{3}x \left( \pi_{A} \varphi'^A + \tilde{\pi}_{A} K^{A} - \mathcal{H}[\tilde{\pi}, \varphi] \right) \right] = \int D\tilde{\pi} \exp \left[ i \int_{\tau_{0}}^{\tau_{f}} d\tau d^{3}x \left( \tilde{\pi}_{A} (\varphi' + K)^{A} + \mathcal{V}_{A} \varphi'^A - \mathcal{H}^{(2)}[\tilde{\pi}, \varphi] - \mathcal{H}[\tilde{\pi}, \varphi] \right) \right], \quad \text{(A.6)}
\]
where we have defined $\tilde{\mathcal{H}}[\hat{\pi}, \varphi]$ to be the higher order derivative coupling terms in the Hamiltonian, which are given by $\mathcal{H}^{(3)} + \mathcal{H}^{(4)}$ from (A.5) in our case. Then as usual, we can turn $\tilde{\mathcal{H}}$ into functional derivative, as,

$$I[K] = \exp \left( -i \int_{\tau_0}^{\tau_f} d\tau d^3x \tilde{\mathcal{H}} \left( \frac{\delta}{i\partial K}, \varphi \right) \right)$$

$$\times \int D\hat{\pi} \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3x \left( \hat{\pi}_A (\varphi' + K)^A + V_A \varphi'^A - \mathcal{H}^{(2)}[\hat{\pi}, \varphi] \right) \right]$$

$$= \exp \left( -i \int_{\tau_0}^{\tau_f} d\tau d^3x \tilde{\mathcal{H}} \left( \frac{\delta}{i\partial K}, \phi_{+}; \tau \right) \right)$$

$$\times \exp \left[ i \int_{\tau_0}^{\tau_f} d\tau d^3x \left( \frac{1}{2} (\varphi' + K)_A (\varphi' + K)^A + V_A \varphi'^A + W \right) \right]. \quad (A.7)$$

Then we define an effective action $S_{\text{eff}}$, as well as the corresponding effective Lagrangian $L_{\text{eff}}$, as,

$$S_{\text{eff}} = \int d\tau d^3x L_{\text{eff}} \equiv -i \log I[K = 0], \quad (A.8)$$

and therefore our task is to show $L_{\text{eff}} = L_{\text{cl}}$ perturbatively. To the 4th order in the power of fields, the effective Lagrangian $L_{\text{eff}}$ is given by the following functional derivatives,

$$L_{\text{eff}} = -i \log \left\{ 1 - i \int d^4x \left( \mathcal{H}^{(3)} \left[ \frac{\delta}{i\partial K}, \varphi \right] + \mathcal{H}^{(4)} \left[ \frac{\delta}{i\partial K}, \varphi \right] \right) - \frac{1}{2} \left( \int d^4x \mathcal{H}^{(3)} \left[ \frac{\delta}{i\partial K}, \varphi \right] \right)^2 \right\} K = 0. \quad (A.9)$$

The functional derivative can be carried out most easily by fictitious Feynman diagrams, where we can think of $\varphi'^A$ as external sources, and $\mathcal{U}^{AB}$ as internal propagator. The external legs make no contribution, and the vertices can be directly read from $\tilde{\mathcal{H}}$. Consequently, the interaction terms introduced by functional derivatives can be represented by the following diagrams. At 2nd order in $\varphi'^A$,

$$\varphi'^A \quad \mathcal{X}_{AC} \quad \varphi'^B \quad \mathcal{X}_{DB} \quad \mathcal{U}^{CD} \quad (A.10)$$

The contribution from these two diagrams are,

$$L_{\text{eff}} \supset \frac{1}{2} \left( \mathcal{X}_{AB}^{(1)} + \mathcal{X}_{AB}^{(2)} - \mathcal{X}_{AC}^{(1)} \mathcal{X}_{DB}^{(1)} \right) \varphi'^A \varphi'^B + \frac{1}{2} \mathcal{X}_{AC}^{(1)} \mathcal{X}_{DB}^{(1)} \mathcal{U}^{CD} \varphi'^A \varphi'^B$$

$$= \frac{1}{2} \left( \mathcal{X}_{AB}^{(1)} + \mathcal{X}_{AB}^{(2)} \right) \varphi'^A \varphi'^B. \quad (A.11)$$
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Then at 3rd order in $\varphi^A$,

\[ Y_{ABC} - 3X^{(1)}_{AD}Y^{(0)D}_{BC} + Y^{(0)}_{ABD}X^{(1)}_{EC} \]

and there are two additional permutations of the second diagram where the $X$-vertex can appear in the other two legs. All these diagrams contribute to $\mathcal{L}_{\text{eff}}$ as,

\[ \mathcal{L}_{\text{eff}} \supset \frac{1}{6} \left( Y^{(0)}_{ABC} + Y^{(1)}_{ABC} - 3X^{(1)}_{AD}Y^{(0)D}_{BC} \right) \varphi^A \varphi^B \varphi^C + 3 \times \frac{1}{6} X^{(1)}_{ABD} \mathcal{U}^{DE} \varphi^A \varphi^B \varphi^C \]

Finally, at 4th order in $\varphi^A$,

\[ Z^{(0)}_{ABCD} - 3Y^{(0)}_{ABE}Y^{(0)E}_{CD} + Y^{(0)}_{ABE}Z^{(0)}_{FCD} \]

and again we have two additional permutations of the second (s-channel) diagram representing the $t$-channel and $u$-channel contributions, respectively. The contribution from these four diagrams is,

\[ \mathcal{L}_{\text{eff}} \supset \frac{1}{24} \left( Z^{(0)}_{ABCD} - 3Y^{(0)}_{ABE}Y^{(0)E}_{CD} \right) \varphi^A \varphi^B \varphi^C \varphi^D + 3 \times \frac{1}{24} Y^{(0)}_{ABE}Y^{(0)}_{FCD} \mathcal{U}^{EF} \varphi^A \varphi^B \varphi^C \varphi^D \]

Summing over all diagrams, and also including the terms in the second line of (A.9), we see that the additional terms in the Hamiltonian density (A.5d) are completely canceled out in the effective Lagrangian, and thus we have verified that $\mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{cl}}$ holds to 4th order in the number of fields.

In literature there is also a more conventional approach to this problem in which one expands the Lagrangian in power series of derivative of fields $\varphi'$ and keeps non-derivative fields $\varphi$ to all orders. In this approach, one can no longer expand the field-dependent coefficients such as $X_{AB}^A(\varphi)$ in power series of fields as we did in (A.3). In particular, the momentum integral would generate a nontrivial field-dependent determinant $\det[U + X(\varphi)]$ and this determinant would make additional contribution to Feynman rules which cannot be read
off directly from the classical Lagrangian. We clarify that our approach is more modest
compared with this conventional approach in that we do not seek for an expression to all
orders in power of fields, but only to finite orders, because a Lagrangian to finite power of
fields is all we need to calculate tree-level non-Gaussianity with given number of external legs.

B Sample calculation with derivative couplings

In this appendix we demonstrate the diagrammatic calculation in the theory with deriva-
tive couplings, by consider the tree-level trispectrum contributed by a 3rd order derivative
coupling. In canonical in-in formalism, there is an additional 4th order term in the Hamil-
tonian in interaction picture, cf. (A.5d), which is absent in the effective Lagrangian of the
diagrammatic approach. The point of this appendix is to show how the additional 4th order
contribution in canonical in-in formalism is automatically taken into account using path-
integral based diagrammatic method.

To be specific, we consider the following interaction,

$$S \supset \frac{y \dot{\phi}_0}{6} \int d\tau d^3x a(\tau) \delta \phi^3,$$

(B.1)

We also assume that the free part of the Hamiltonian for $\delta \phi$ has the following form,

$$\mathcal{H}^{(2)}[\delta \phi', \delta \phi] = \frac{1}{2} c(\tau) \delta \phi'^2 + \cdots,$$

(B.2)

where we assume the coefficient of $\phi'^2$ term to be an unspecified function $c(\tau)$, while the rest
of terms are unimportant. Then, the mode function for $\delta \phi$ is normalized according to,

$$c(\tau) [u_k(\tau) u_k^*(\tau) - u_k^*(\tau) u_k(\tau)] = i.$$  

(B.3)

Therefore, the model we are considering here is identical to (A.5), but with only one real
scalar $\delta \phi$ and one nonzero interaction term $\mathcal{Y}^{(0)}_{ABC} = a(\tau) y \phi_0$. Furthermore, the “metric”
$\mathcal{U}_{AB} = c(\tau)$.

Canonical approach. We firstly compute the 4-point function using canonical in-in formalism. For this purpose we need to compute the Hamiltonian in interaction picture. This

$\mathcal{H} = \mathcal{H}^{(2)}[\delta \phi', \delta \phi] - \frac{1}{6} y \phi_0 a(\tau) \delta \phi^3 - \frac{1}{8} y^2 \phi_0^2 c^{-1}(\tau) a^2(\tau) \delta \phi^4,$

(B.4)

where $\mathcal{H}^{(2)}$ is the free part of the Hamiltonian, and the second term proportional to $y$ is
the direct sign-flip of the Lagrangian, while the last term proportional to $y^2$ is new.

Therefore we need to compute two types of “diagrams”, corresponding to the second
and third terms in (B.4), as shown below,
There are also two similar permutations to the first diagram corresponding to \( t \)-channel and \( u \)-channel. But we only display \( s \)-channel explicitly. This \( s \)-channel diagram reads,

\[
-2y^2\phi_0^2\text{Re} \int_{-\infty}^{0} d\tau_1 d\tau_2 a(\tau_1) a(\tau_2) \left\{ \partial_\tau G_< (k_1; \tau_1, 0) \left[ \partial_\tau G_>(k_2; \tau_1, 0) \right] \left[ \partial_\tau G_<(k_3; \tau_2, 0) \right] \right\} \\
\times \left[ \partial_\tau G_<(k_4; \tau_2, 0) \right] \left[ \partial_\tau G_>(k_S; \tau_1, \tau_2) \right] + \theta(\tau_1 - \tau_2) \partial_\tau \partial_\tau G_>(k_S; \tau_1, \tau_2) + \theta(\tau_2 - \tau_1) \partial_\tau \partial_\tau G_<(k_S; \tau_1, \tau_2) \right\}
\]

(B.6)

where we have used (2.49) to represent all mode functions for clarity, and \( k_S = |k_1 + k_2| \). The contributions from \( t \)-channel and \( u \)-channel can be got by \( k_1 \leftrightarrow k_4 \) and \( k_1 \leftrightarrow k_3 \), respectively. On the other hand, the second diagram with 4-point interaction reads,

\[
6y^2\phi_0^2 \text{Im} \int_{-\infty}^{0} d\tau \frac{\tilde{q}^2(\tau)}{c(\tau)} \left[ \partial_\tau G_>(k_1; \tau, 0) \right] \left[ \partial_\tau G_>(k_2; \tau, 0) \right] \left[ \partial_\tau G_>(k_3; \tau, 0) \right] \left[ \partial_\tau G_>(k_4; \tau, 0) \right].
\]

Then the 4-point function of order \( y^2 \) is the sum of the above 4 diagrams.

**Diagrammatic approach.** Next we compute the same 4-point function using diagrammatic method. According to the diagrammatic rules, there is only one type of diagram,

(B.8)

as well as corresponding \( t \)-channel and \( u \)-channel. This \( s \)-channel diagram can be written as,

\[
\langle \phi(\tau, k_1) \phi(\tau, k_2) \phi(\tau, k_3) \phi(\tau, k_1) \rangle_{y^2} = y^2\phi_0^2 \sum_{a,b=\pm} \int_{\tau_0}^{\tau} d\tau_1 d\tau_2 a(\tau_1) a(\tau_2) \left[ \partial_\tau G_a (k_1; \tau_1) \right] \left[ \partial_\tau G_a (k_2; \tau_1) \right] \left[ \partial_\tau G_b (k_3; \tau_2) \right] \left[ \partial_\tau G_b (k_4; \tau_2) \right] \partial_\tau \partial_\tau G_{ab}(k_S; \tau_1, \tau_2),
\]

(B.9)

where \( k_S = |k_1 + k_2| \). To see this expression indeed equals to the result found in canonical approach, namely the sum of (B.6) and (B.7) (together with \((t,u)\)-channels), we only need to use the following identity,

\[
\partial_\tau \partial_\tau G_{++}(k; \tau_1, \tau_2) = \theta(\tau_1 - \tau_2) \partial_\tau \partial_\tau G_>(k; \tau_1, \tau_2) + \theta(\tau_2 - \tau_1) \partial_\tau \partial_\tau G_<(k; \tau_1, \tau_2) + ic^{-1}(\tau) \delta(\tau_1 - \tau_2).
\]

(B.10)

Similar identities can be written down for \( G_{- \pm} \). The important point here is that if we apply two time derivatives on the propagator \( G_{\pm \pm}(k; \tau_1, \tau_2) \), there will be an “non-covariant” contact term proportional to \( \delta(\tau_1 - \tau_2) \). It is this contact term that generates the contribution.
identical to (B.7), while the contribution from the rest of terms correspond to (B.6). As an explicit check, we substitute the $\delta$-function term in (B.10) back to (B.9), and get,

$$
2g^2\phi^2 \int_0^\infty d\tau \frac{a^2(\tau)}{c(\tau)} \left[ \partial_\tau G_>(k_1; \tau, 0) \right] \left[ \partial_\tau G_>(k_2; k_2; \tau, 0) \right] \left[ \partial_\tau G_>(k_3; \tau, 0) \right] \left[ \partial_\tau G_>(k_4; \tau, 0) \right].
$$

Taking $(t, u)$-channels into account, we have another factor $3$, and thus the result indeed matches (B.7) found in operator formalism. Therefore we have shown that the 4-point functions calculated using canonical method and path-integral based diagrammatic method agree with each other.

At the end of this appendix, we prove the identity (B.10), as follows,

$$
\int_{\tau_0}^{\tau f} d\tau_1 f(\tau_1) \int_{\tau_0}^{\tau f} d\tau_2 g(\tau_2) \partial_\tau_1 \partial_\tau_2 G_{++}(k; \tau_1, \tau_2)
= \int_{\tau_0}^{\tau f} d\tau_1 f(\tau_1) \int_{\tau_0}^{\tau f} d\tau_2 g(\tau_2) \left[ \theta(\tau_1 - \tau_2) \partial_\tau_1 \partial_\tau_2 G_+ + \theta(\tau_2 - \tau_1) \partial_\tau_1 \partial_\tau_2 G_<
- \delta(\tau_1 - \tau_2)(\partial_\tau_1 - \partial_\tau_2)(G_+ - G_<) - (G_+ - G_<) \partial_\tau_1 \delta(\tau_1 - \tau_2) \right]
= \int_{\tau_0}^{\tau f} d\tau_1 f(\tau_1) \int_{\tau_0}^{\tau f} d\tau_2 g(\tau_2) \left[ \theta(\tau_1 - \tau_2) \partial_\tau_1 \partial_\tau_2 G_+ + \theta(\tau_2 - \tau_1) \partial_\tau_1 \partial_\tau_2 G_<
+ \left( u(\tau_1) u^*(\tau_2) - u^*(\tau_1) u(\tau_2) \right) \delta(\tau_1 - \tau_2)
+ \frac{f'(\tau_1)}{f(\tau_1)} g(\tau_2) \left( u(\tau_1) u(\tau_2) - u(\tau_1)^* u(\tau_2) \right) \delta(\tau_1 - \tau_2) \right]
= \int_{\tau_0}^{\tau f} d\tau_1 f(\tau_1) \int_{\tau_0}^{\tau f} d\tau_2 g(\tau_2) \left[ \theta(\tau_1 - \tau_2) \partial_\tau_1 \partial_\tau_2 G_+ + \theta(\tau_2 - \tau_1) \partial_\tau_1 \partial_\tau_2 G_< \right]
+ i \int_{\tau_0}^{\tau f} d\tau_1 \frac{f(\tau_1) g(\tau_1) c(\tau_1)}{c(\tau_1)} ,
$$

where $f(\tau)$ and $g(\tau)$ are arbitrary functions, and we have used the normalization condition (B.3).
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