The magnetochiral anisotropy (MCA) is a nonreciprocal transport effect induced by an external magnetic field in a chiral or polar system without inversion symmetry. Nonreciprocal response means that the resistance $R$ of a material is different for electrical current $I$ flowing to the right ($+I$) and to the left ($-I$), which immediately implies broken inversion symmetry. Remarkably, nonreciprocal transport can be triggered and controlled by external magnetic fields. Depending on the mechanism, there are two possible types of the nonreciprocal resistance [1]: one is the inner-product type [2] expressed by $R = R_0[1 + \gamma (\mathbf{B} \cdot \mathbf{I})]$ (where $R_0$ is the reciprocal resistance and $\gamma$ is a numerical coefficient), and the other is the vector-product type [3] expressed by $R = R_0[1 + \gamma (\mathbf{P} \times \mathbf{B}) \cdot \mathbf{I}]$, where $\mathbf{P}$ is a unit vector which characterizes the axis of the nonreciprocal effect. The spin-texture of Fermi surfaces in topological materials can give rise to such MCAs, with known examples of both types [1].

The coefficient $\gamma \equiv [(R/R_0) - 1]/(|B| \cdot |I|)$, obtained for $\mathbf{B} \parallel \mathbf{I}$ for the inner-product type and for $\mathbf{B} \perp \mathbf{I}$ with $(\mathbf{B} \times \mathbf{I}) \perp \mathbf{P}$ for the vector-product type, is usually used as a measure of the MCA [1]. However, this $\gamma$ depends on the shape/size of the specimen used for the measurement, and a better measure for a bulk material is the normalized coefficient $\gamma' \equiv A_L \gamma$, where $A_L$ is the cross-section of the specimen [4]. As a materials property, the MCA is usually of relativistic origin and has been ubiquitously found to be very small. Recently, tellurium was shown to have an inner-product type MCA with $|\gamma'|$ of $10^{-8}$ m$^2$T$^{-1}$A$^{-1}$ [5], which is the largest reported as a bulk property. It was theoretically predicted that the chiral anomaly in Weyl semimetals may lead to a large MCA of the inner-product type [6], but there has been no confirmation. In this Letter, we report that topological semimetal ZrTe$_5$ presents a vector-product type MCA with $|\gamma'|$ of up to $4 \times 10^{-7}$ m$^2$T$^{-1}$A$^{-1}$ as its bulk property.

ZrTe$_5$ has an orthorhombic layered structure which nominally belongs to the $Cmcm$ ($D_{2h}^{17}$) space group [7] (the actual symmetry is, however, lower, see below). The crystal structure consists of two-dimensional (2D) layers stacked along the $b$ axis via van-der-Waals interactions (Fig. 1a). In each layer (i.e. ac plane), ZrTe$_3$ chains running along the $a$ axis, proving the highest conductivity along the $a$ axis. In transport studies, the principal crystal axes $a$, $c$ and $b$ correspond to the directions $x$, $y$ and $z$, respectively [7]. Bulk single crystals of ZrTe$_5$ have been a focus of significant interest in recent years [8–16], with major discoveries such as chiral magnetic effects [10], unconventional anomalous Hall effect [12], and three-dimensional (3D) quantum Hall effect [15]. While initially there was a debate about the electronic structure realized in ZrTe$_5$, it is now generally believed that in most samples there is a temperature-driven transition from a strong 3D topological insulator (TI) phase to a weak 3D TI phase with increasing temperature and that a pronounced resistivity peak marks a gapless semimetal realized between the two gapped TI phases [8], although there are still other interpretations [17, 18]. In this work, we focus on ZrTe$_5$ crystals (grown by a Te-flux method [19]) whose resistivity is maximum at base temperature (Fig. 1b), suggesting that the system has been tuned to a semimetallic state. Our detailed data discussed below indeed support the realization of the semimetallic state.

As was already reported [13, 14], these semimetal samples in perpendicular magnetic fields present unconventional magnetoresistance, which is singular at low fields and saturates in high fields, as shown in the inset of Fig. 1b for sample A. We measured the resistivity $\rho_{xx}$ with a low-frequency AC excitation $I = I_0 \sin \omega t$ along the $a$-axis and, when the second-harmonic component $R_{2\omega}$ was probed, we discovered an unusually large signal [Fig. 1(c) inset] whose magnetic-field ($B$) dependence is totally different from that of the first harmonic. As discussed in [19], this $R_{2\omega}$ directly reflects $\gamma$. Note that the physics behind $R_{2\omega}$ is totally different from the second-harmonic generation in the optical range [20–23], which is a photonic process at much higher energy [1]. The main panel of Fig. 1(c) shows that $|R_{2\omega}|$ grows rapidly and al-
I performed comprehensive single-crystal X-ray diffraction (XRD) studies, which actually detected broken inversion symmetry at room temperature [19]. The main distortion to break the inversion symmetry was found to be staggered displacements of Te3 atoms along the c axis [19]. No further symmetry breaking was detected between 30 to 300 K.

As shown in the inset of Fig. 2(a), the value of $|\gamma'| = 2A_1 |R_{2\omega}|/(R_0 Bl_0)$ for $B \parallel b$-axis [19] is strongly enhanced at low fields and reaches $4 \times 10^{-7}$ m$^2$T$^{-1}$A$^{-1}$, which is gigantic [1]. In the following, we focus on the behavior at low fields. The behavior of $R_{2\omega}$ in high magnetic fields (in the ultra-quantum limit) is much more complicated and requires a separate study [19].

The MCA is triggered by the combined effect of crystalline symmetry breaking and an external magnetic field. To explore whether the gigantic effect can be explained within existing theories [4] which focus on effects arising from the field-induced deformation of the Fermi surface, it is essential to identify both experimentally and theoretically the relevant band structure. The topological semimetal state of ZrTe$_5$ is usually considered to be a 3D Dirac semimetal in zero magnetic field [9] and it was claimed, based on the observation of negative longitudinal magnetoresistance [10] and anomalous Hall effect [12], that a Weyl semimetal state is realised in magnetic field. To derive an effective low-energy Hamiltonian, we start from the Dirac semimetal obtained in Ref. 9 based on symmetry arguments and comparison with band-structure calculations [7] assuming a high-symmetry Cmcm space group. It is formulated using the basis states ($|\Psi^\uparrow_1\rangle$, $|\Psi^\downarrow_1\rangle$, $|\Psi^\uparrow_2\rangle$, $|\Psi^\downarrow_2\rangle$), where the ± index describes linear combinations of Te p$_y$ orbitals of even and odd parity [9]. Taking all experimentally observed symmetry breaking into account, we arrive at the following minimal model to describe ZrTe$_5$ [19]

$$H = m1 \otimes \tau_z + h(v_b k_x \sigma_z \otimes \tau_x + v_b k_x \sigma_y \otimes \tau_x + v_c k_z \tau_z \otimes \tau_y) + \Delta1 \otimes \tau_x + \xi \sigma_x \otimes \tau_y - \mu 1.$$  

(1)

Here the space of the four lowest bands is spanned by 4x4 matrices of the form $\sigma_\alpha \otimes \tau_\beta$ where the Pauli matrices $\sigma_\alpha$ and $\tau_\beta$ act on the spin and parity space, respectively. The mass of the Dirac bands, m, is approximately tuned to zero in our samples of ZrTe$_5$ such that we consider $m = 0$ throughout. Importantly, the constant terms $\Delta$ and $\xi$ describe the effect of ab- and ac-mirror symmetry breaking (respectively) as indicated by our experimental probes. A finite $\Delta$ or $\xi$ splits the Dirac point into two massive bands and a nodal line [19]. The nodal line lies in a plane rotated about the a-axis from the ab-plane by the angle $\theta_{\text{tilt}}$, defined via $\cos \theta_{\text{tilt}} = \Delta / \sqrt{\Delta^2 + v_b^2 \xi^2 / v_c^2} \approx 1 - v_b^2 \xi^2 / 2 \Delta^2$. However, in ZrTe$_5$ the Fermi-velocities satisfy $v_c \gg v_b$ and so the angle $\theta_{\text{tilt}}$ is likely very small (indeed we determine experimentally that $\theta_{\text{tilt}} \lesssim 1^\circ$, see below). Upon doping the system slightly, one obtains a Fermi surface with a torus shape wrapping around the nodal line, see Fig. S15 in [19].
We now consider how the torus Fermi-surface can explain the presence of MCA. In the experimentally relevant case $\theta_{\text{hil}} \approx 0$, the spin is locked to the momentum such that its orientation is $-(\mathbf{a}\sin\varphi + \mathbf{b}\cos\varphi)$, i.e. always parallel to the nodal line plane, and the chirality of this texture is controlled by the sign of $\Delta$. A magnetic field in the $b$-direction ($z$-axis) provides additional Zeeman energy that leads to a distortion of the Fermi surface necessary for obtaining nonreciprocal transport where the vector $\mathbf{P}$ is set by the spin-texture such that it is parallel to the normal of the plane containing the nodal line (i.e. parallel to the $c$-direction). We have adapted the theory of Ref. 4 to this situation and also explored a novel mechanism for nonreciprocal transport due to the anisotropic scattering resulting from the matrix-element effects [19]. In both cases, we obtain a nonreciprocal response of the form

$$|\gamma'| \approx \eta \frac{3g_B\mu_B}{8\pi ev_B n}\delta,$$

where $g_B \approx 20$ is the $g$-factor for a field in $b$ direction [9, 16, 24], $e$ the electron charge, and $\Delta \gg \mu$ such that there is only a single Fermi surface. We find $\eta = 1$ for the mechanism of Ref. 4 and $\eta = 3$ for the anisotropic scattering. For both mechanisms, $\gamma'$ will be strongly enhanced in the limit of small symmetry breaking $\Delta$ and small carrier doping with density $n$. In other words, a substantial MCA is expected only when both $\Delta$ and $\mu$ are very small.

Because the torus shape of the Fermi surface predicted from the broken mirror symmetries is crucial for the presence of MCA, we have performed quantum oscillation experiments, which would allow us to estimate the parameters for Eq. (2). For this purpose, we have grown a new batch of single crystals that are cleaner than sample A to observe quantum oscillations. One of such crystals (sample B) not only reproduced the gigantic $R_{2\omega}$ [Fig. 3(a)] but also presented clear Shubnikov-de Haas (SdH) oscillations [Figs. 3(a) and 3(b)]; the oscillations were observed only at low fields, because the Fermi surface is extremely small and the system enters the ultra-quantum limit already at $\sim 1$ T for $B || b$-axis. The evolution of the SdH-oscillation data when the direction of the $B$ field was rotated within the $bc$ plane is shown in Fig. 3(d), with their Fourier transforms presented in Figs. 3(e) and 3(f) (see [19] for details). Since the putative torus Fermi surface is expected to lie approximately in the $ab$ plane, one would expect a switching of the extremal orbits (from $\delta$ and $\gamma$ to $\alpha$ and $\beta$ illustrated in Fig. 3(c) inset) above a critical angle when the $B$-field direction approaches the $c$ axis [25]. In fact, multiple frequencies were observed for most of the field orientations and their angle-dependencies show a break between $85^\circ$ and $87^\circ$ [Fig. 3(c)]; both observations are at odds with an elliptical Fermi surface but consistent with a torus Fermi surface [25]. From our fits we obtain a tiny electron density $n \approx 2.3 \times 10^{16}$ cm$^{-3}$ corresponding to the chemical potential $\mu = 4.9$ meV, a small value for $\Delta \approx 19.1$ meV, and determine $\theta_{\text{hil}} \lesssim 1^\circ$ [19]. The extremely small $\mu$ implies that the Fermi surface is thermally smeared already at $\sim 50$ K, explaining why MCA diminishes with increasing $T$ in Fig. 1(d).

Using the parameters that explain the dispersion in the SdH-oscillation data [19], we find Eq. (2) predicts $|\gamma'| \sim 1 \times 10^{-11}$ m$^2$A$^{-1}$T$^{-1}$. This is a relatively large value compared to other materials but four orders of magnitude smaller than our measured value. We conclude that the deformation of the Fermi surface by the Zeeman effect is not sufficient to explain the gigantic MCA. We have also checked [19] that orbital effects of the magnetic field and further perturbations of the minimal model Eq. (1) cannot naturally explain such a large effect.

A likely mechanism giving rise to the giant enhancement of nonlinear transport in ZrTe$_5$ are large-scale fluctuations in the electronic density as they may arise due to the unavoidable presence of charged impurities [26, 27]. In regions of low density, local electric fields and therefore nonlinear effects can be strongly enhanced [19]. Two experimental observations strongly support such a scenario in ZrTe$_5$. First, inhomogeneities triggered by charged impurities may naturally form in ZrTe$_5$ due to the extremely small carrier density of only $5 \times 10^{-6}$ electrons per formula unit $(2.3 \times 10^{16}$ cm$^{-3}$), which also suppresses screening. Second, more directly, a comparison of our
FIG. 3. Shubnikov-de Haas (SdH) oscillations. (a) Magnetic-field dependence of \( R_{2\omega} \) for sample B measured in \( B \parallel b \) at 3 K; inset shows the \( B \)-dependence of the calculated \( |\gamma'| \). (b) Resistance component \( R_{xx} \) measured across a transverse electrode pair [19]. (c) Experimentally-observed SdH frequencies (symbols) and the theoretical fits based on the torus Fermi surface (lines); inset shows the schematic diagram of a torus (symbols) and the theoretical fits based on the torus Fermi surface (lines); inset shows the schematic diagram of a torus (symbols) and the theoretical fits based on the torus Fermi surface (lines); inset shows the schematic diagram of a torus (symbols) and the theoretical fits based on the torus Fermi surface (lines); inset shows the schematic diagram of a torus Fermi surface (lines). (d) SdH oscillations in magnetic fields rotated in the \( bc \) plane, measured in \( R_{xx} \) after subtracting a smooth background. (e,f) Results of Fourier transforms of the SdH oscillations; ticks mark obvious peaks, and red dots mark the expected position of \( F_2 \) based on its 2nd harmonic, \( 2F_2 \).

Quantum oscillation data to resistivity reveals that the measured resistivity is much higher than that expected for a homogeneous material; namely, we found that the transport scattering rate extracted from the resistivity is almost an order of magnitude larger than the scattering rates obtained from the decay of SdH oscillations [19]. This is naturally understood by assuming that transport is forced to occur through regions with high resistivity, while quantum oscillations arise from areas with fewer scattering events and lower resistivity. The anisotropic Fermi velocities characteristic for \( \text{ZrTe}_5 \) and the resulting quasi-one-dimensional transport are also of relevance for this effect as it suppresses electron flow around obstacles.

The reproducibility of this striking phenomenon is confirmed in 10 more samples showing the resistivity maximum close to 0 K [19], which all presented \( |\gamma'| \) of similar order. Nevertheless, its exact value varied among samples and we found no clear correlation between the residual resistivity \( \rho_0 \) and \( |\gamma'| \); such a strong sample dependence is consistent with the puddle scenario. Note that we did not intentionally introduce impurities and their distribution is random. The sign of \( \gamma' \) was also sample dependent, suggesting that the sign of the \( P \) vector is randomly fixed, possibly by an anisotropic strain created upon cooling. In samples having the resistivity-peak temperature \( T_p \) of \( 15 - 50 \) K, a finite \( |\gamma'| \) which decreases with \( T \) was observed, but \( |\gamma'| \) was no longer discernible in samples with \( T_p \approx 130 \) K [19]. The suppression of \( |\gamma'| \) in higher \( T_p \) samples most likely originates from an increased carrier density of those samples which also suppresses large density fluctuations.

In conclusion, close to the topological phase transition, \( \text{ZrTe}_5 \) is a topological semi-metal with a torus-shaped Fermi-surface. As a result of the proximity to the topological phase transition, this Fermi-surface possesses a spin texture that specifies the \( P \) vector responsible for a large MCA, which is further enhanced by large-scale electron density fluctuations in \( \text{ZrTe}_5 \). This intriguing finding points to rich physics in nonreciprocal transport taking place in topological materials with extremely low carrier density.
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Supplemental Material

I. SUPPLEMENTAL DATA AND DISCUSSIONS

A. Methods

Crystal growth. Single crystals of ZrTe\textsubscript{5} with the resistivity-peak temperature $T_p = 0$ K were grown by a Te-flux method. High-purity zirconium (99.8\% for sample A and 99.9\% for sample B) and tellurium (99.9999\%) were loaded in an quartz tube with a molar ratio of Zr:Te = 1:70. The sealed quartz tube was heated to 860 $^\circ$C and kept for 24 h with intermittent shaking to ensure a homogeneity of the melt, followed by cooling rapidly to 660 $^\circ$C. The tube was then cooled to 460 $^\circ$C in 200 h. The ZrTe\textsubscript{5} crystals were isolated from the Te flux by centrifuging at 460 $^\circ$C. The samples with $T_p = 15 - 50$ K were grown with the same method except for the molar ratio of Zr:Te = 1:40. The samples with $T_p = 138$ K were grown by a chemical vapor transport method by using I\textsubscript{2} as transport agent; high-purity raw materials were loaded in an quartz tube with a molar ratio of Zr:Te = 1:5.5, and the tube was placed in a two-temperature-zone furnace with $T_{\text{high}} = 530$ $^\circ$C and $T_{\text{low}} = 480$ $^\circ$C for 1 week.

Second-harmonic resistance $R_{2\omega}$. The voltage is given by $V = R_0 I (1 + \gamma BI)$ for $I \parallel a$ and $B \parallel b$, with which the nonreciprocal response is maximal. For an AC current $I = I_0 \sin \omega t$, this becomes $V = R_0 I_0 \sin \omega t + \frac{1}{2} \gamma R_0 I_0^2 [1 + \sin(2\omega t - \frac{\pi}{2})]$. Therefore, we identify $R_{2\omega} = \frac{1}{2} \gamma R_0 I_0^2$ from the out-of-phase component of the AC voltage at the frequency of $2\omega$.

Transport measurements. To make good electrical contacts, the surface of a bulk single crystal was cleaned by Argon plasma to remove the oxidized layer and gold contact electrodes were sputter-deposited. The relevant dimensions of sample A (B) were the thickness 14 (23) $\mu$m, the width 172 (100) $\mu$m, and the voltage-contact distance 421 (238) $\mu$m. Transport measurements were performed in a Quantum Design Physical Properties Measurement System (PPMS) with a rotating sample holder. Both the first- and second-harmonic signals of the resistance and the Hall resistance were measured in the four-terminal configuration using a low-frequency (13.777 Hz) AC lock-in technique. During the AC resistance measurements, the phase of the first- and second-harmonic signals were confirmed to be approximately 0$^\circ$ and 90$^\circ$, respectively.

X-ray diffraction. Complete sets of Bragg reflection intensities were taken at room temperature and at 100 and 30 K using a dual flow nitrogen and helium gas cooler n-Helix on an x-ray single-crystal diffractometer Bruker X8 Apex equipped with a CCD detector (Mo K\textsubscript{α} radiation).

Theory. The low-energy Hamiltonian Eq. (1) and mirror-symmetry breaking term were obtained from a small momentum expansion, utilising the symmetries of ZrTe\textsubscript{5}. First and second harmonic transport coefficients were calculated using the Boltzmann equation to second order in the electric field, including orbital effects, and using various approximations to the collision integral.

![FIG. S1. Symmetry of the magnetoresistance in sample A. (a-c) Magnetic-field-orientation dependencies of the magnetoresistance measured at 3 K when the magnetic field is rotated in the $ab$, $bc$, and $ac$ planes. The data are shown for some selected strengths of the magnetic field indicated in each panel. The schematic diagrams below the plots depict the measurement configurations.](image)
B. Magnetic-field-orientation dependencies of $\rho_{xx}$

The dependence of the resistivity $\rho_{xx}$ of sample A on the orientation of the applied magnetic field was measured with the magnetic field $B$ rotated in the $ab$, $bc$ and $ac$ planes (Figs. S1(a)–S1(c)). These angular dependencies indicate that the mirror symmetry is broken with respect to $ab$ and $ac$ planes (see theoretical section below for details). We note that the alignment of the experimental rotation planes of the magnetic field had a small but finite misalignment (less than 1°) with respect to the exact crystallographic planes. This misalignment caused a small asymmetry in the data for the $ac$-plane rotation.

C. Negative longitudinal magnetoresistance

![Negative longitudinal magnetoresistance in sample A](image)

**FIG. S2.** Negative longitudinal magnetoresistance in sample A. (a) $\rho_{xx}(B)$ behavior of sample A at 15 K measured at selected magnetic-field angles close to the longitudinal configuration, $I \parallel B$, which corresponds to $\theta = 90^\circ$; inset depicts the measurement configuration. (b) $\rho_{xx}(B)$ behavior for $I \parallel B$ at various temperatures from 3 to 50 K.

The chiral anomaly originates from the non-conservation of particle numbers of the Weyl fermions of opposite chirality under parallel electric and magnetic fields, which leads to a negative magnetoresistance in the longitudinal configuration, $I \parallel B$ [10, 28]. The observation of this effect has been reported for ZrTe$_5$ samples in the gapped strong 3D topological insulator phase [10] and in the semimetallic state similar to ours [12]. Our samples reproduced these previous reports of the negative longitudinal magnetoresistance (LMR), which shows up only in a very narrow range of the magnetic-field orientation, within $\pm 1^\circ$ of the exact $I \parallel B$ situation (Fig. S2(a)). This effect is observed up to $\sim 30$ K (Fig. S2(b)). Since our result shows that the low-energy physics of ZrTe$_5$ is governed not by Weyl nodes but by a nodal-line loop (which gives rise to the torus Fermi surface for a finite doping), the interpretation of the negative LMR in ZrTe$_5$ as evidence for the chiral magnetic current needs to be revisited.

D. Definition of the amplitudes $\gamma$ and $\gamma'$

Since there are conflicting conventions within the literature on how to parametrize the magnetochiral anisotropy (MCA), we explicitly discuss our definitions of $\gamma$ and $\gamma'$ in this section.

In the limit $B \to 0$, the size of the MCA is unambiguously defined as $R = R_0(1 + \gamma BI)$, with $R_0$ the reciprocal linear resistivity which is measured with the original excitation frequency (i.e. the first harmonic) in the AC measurement. As $R$ depends on the total current $I$, it also depends on the cross-section of the sample. To measure the intrinsic nonlinearity of bulk transport, one should therefore instead consider $\gamma' = A_{\perp} \gamma$, with $A_{\perp}$ the cross-sectional area of the sample. One therefore obtains in the limit of small magnetic field $R = R_0(1 + \gamma' B j)$, where $j = I/A_{\perp}$ is the current density. Any experiment measuring $\gamma'$ is done at a finite magnetic field. In a finite magnetic field, we define $\gamma'(B)$ using the relations $R = R_0(B)[1 + (\gamma'(B) B)j]$ with $R_0(B)$ the first-harmonic signal at finite field.

Within transport theory, one usually calculates currents as functions of electric fields, $j = \sigma^{(1)}E + \sigma^{(2)}E^2$. In this case, the value of $\gamma'$ for $B \to 0$ is obtained [4] with the formula

$$|\gamma'| = \frac{|\sigma^{(2)}|}{|B|(|\sigma^{(1)}|)^2}. \quad (3)$$
TABLE I. Summary of the resistivity-peak temperature $T_p$, residual resistivity $\rho_0$, $|\gamma'|$, and the sign of $\gamma'$ for all the samples used in the present study. The results of sample A-E, K and N were obtained at $T = 3$ K, while others were at $T = 2$ K.

| Sample | $T_p$ (K) | $\rho_0$ (m$\Omega$cm) | $|\gamma'|$ (10$^{-7}$ m$^2$ T$^{-1}$ A$^{-1}$) | Sign of $\gamma'$ |
|--------|-----------|------------------------|---------------------------------|-----------------|
| A      | 0         | 12                     | 4                              | -               |
| B      | 0         | 8.8                    | 2.4                            | -               |
| C      | 0         | 9.5                    | 3                              | -               |
| D      | 0         | 32                     | 0.6                            | -               |
| E      | 0         | 4.5                    | 3                              | -               |
| F      | 0         | 7.6                    | 3                              | -               |
| G      | 0         | 13.8                   | 2.3                            | +               |
| H      | 0         | 33                     | 8.2                            | -               |
| I      | 0         | 3.2                    | 0.85                           | -               |
| J      | 0         | 21.3                   | 3.9                            | +               |
| K      | 15        | 3.2                    | 2.8                            | -               |
| L      | 29        | 2.1                    | 0.77                           | +               |
| M      | 35        | 2.66                   | 1.27                           | +               |
| N      | 38        | 2.3                    | 0.96                           | +               |
| O      | 44        | 2.8                    | 0.77                           | +               |
| P      | 49        | 2.3                    | 0.34                           | +               |
| Q      | 138       | 0.16                   | 0                              | N.A.            |
| R      | 138       | 0.11                   | 0                              | N.A.            |

E. Reproducibility of the gigantic magnetochiral anisotropy in many samples of ZrTe$_5$

We have confirmed the gigantic MCA in many samples of ZrTe$_5$ that were grown with the same condition as samples A or B. The $\rho_{xx}(T)$ and $|\gamma'(B)|$ curves for some of them are shown in Figs. S3(a) and S3(b). One can see that the value of $\rho_{xx}$ at low temperature is very much sample dependent even when all the samples are in the semimetallic state (i.e. the resistivity maximum is located at 0 K). Nevertheless, all these samples presented the large MCA at low magnetic fields (Fig. S3(b)). The maximum value of $|\gamma'|$ for each sample, which lies in the range 0.6 x 10$^{-7}$ – 8.2 x 10$^{-7}$ m$^2$T$^{-1}$A$^{-1}$ is plotted against the residual resistivity $\rho_0$ in Fig. S3(c), where there is no clear correlation.

Table I summarizes the results of all the samples used in the present study: samples A – J had the resistivity-peak temperature $T_p = 0$ K, and we additionally measured samples having a finite $T_p$ that will be discussed in Sec. II.

FIG. S3. Reproducibility of the gigantic magnetochiral anisotropy. (a) Temperature dependencies of $\rho_{xx}$ for four representative samples, which are all in the semimetallic state at low temperature. Inset shows the temperature dependence of $R_{2\omega}$ in $B \parallel b$ for sample C, which reproduces that of sample A reported in the main text. (b) Magnetic-field dependencies of the normalized coefficient $|\gamma'|$ of the magnetochiral anisotropy of the four samples at 3 K. (c) Plot of $|\gamma'|$ vs the residual resistivity $\rho_0$ for all 10 samples having $T_p = 0$ K.
FIG. S4. Magnetic-field-orientation dependence of the second-harmonic signal at high magnetic fields. (a) $R_{2\omega}/(R_0B)$ vs $\theta$ behaviour in $B = 0.5, 1.5, 3, 6.5, \text{ and } 8 \text{ T}$ when $B$ is rotated in the $bc$ plane. (b) Magnetic-field dependencies of $R_{2\omega}$ up to $8 \text{ T}$ for selected magnetic-field orientations. Reflecting the complex $R_{2\omega}(\theta)$ behaviour, the $R_{2\omega}(B)$ behaviour changes significantly with $\theta$.

F. Behaviour of $R_{2\omega}$ in high magnetic fields

While the 2nd harmonic signal $R_{2\omega}/(R_0B)$ presents a simple $\cos \theta$ dependence at low magnetic fields when $B$ is rotated in the $ab$- or $bc$-plane (see Fig. 2 of the main text), the angular dependence at high magnetic fields becomes very complicated as shown in Fig. S4. Understanding its origin is an interesting topic of future studies.

G. Shubnikov-de Haas (SdH) oscillations

1. Analysis of the SdH oscillations in $B \parallel b$

![Image](image_url)

FIG. S5. SdH oscillations in sample B for $B \parallel b$. (a) $R_{xx}(B)$ data (black curve) measured in $B \parallel b$ at 2 K and its approximate background (red curve). (b) The oscillating component $\Delta R_{xx}(B)$ obtained after subtracting the background from $R_{xx}(B)$. (c) Plot of $\Delta R_{xx}$ vs $1/B$.

For the analysis of the Shubnikov-de Haas (SdH) oscillations, we used the resistance component $R_{xx}$ measured on a transverse voltage-contact pair. This is essentially the longitudinal voltage mixed into the Hall-voltage measurement due to a finite misalignment of the transverse voltage-contact pair. Since the Hall-resistance component $R_{yx}$ is antisymmetric with $B$, one can easily separate $R_{xx}$ as the component that is symmetric with $B$. It turned out that this $R_{xx}(B)$ gives the best SdH-oscillation data due to the relatively benign background change at low fields. The oscillating component $\Delta R_{xx}$, shown in Fig. S5(b), is obtained by subtracting a smooth background described by a polynomial (red curve in Fig. S5(a)) from the $R_{xx}(B)$ data. The plot of $\Delta R_{xx}$ vs $1/B$ (Fig. S5(c)) clearly shows that
the oscillations are periodic in $1/B$ and hence are SdH oscillations. The Fourier transform (FT) is performed for the $\Delta R_{xx}(B^{-1})$ data, and the result is shown in Fig. 3(f) of the main text.

2. Extraction of the cyclotron mass for $B \parallel b$

\[ \Delta R_{xx} \propto R_T R_D R_S \cos \left[ 2\pi \left( \frac{F}{B} - \frac{1}{2} + \beta \pm \frac{1}{8} \right) \right] \]  

with $R_T = \frac{2\pi^2 (k_B T / \hbar \omega_c)}{\sinh \left[ 2\pi^2 (k_B T / \hbar \omega_c) \right]}$, $R_D = \exp \left[ -2\pi^2 (k_B T_D / \hbar \omega_c) \right]$, and $R_S = \cos \left( \frac{1}{2} \pi g m_c / m_0 \right)$, which are called temperature, Dingle, and spin damping factors, respectively. Here, $\omega_c$ is the cyclotron frequency, $T_D$ is the Dingle temperature, $g$ is the electron $g$-factor, $m_c$ is the cyclotron mass, and $m_0$ is the bare electron mass. The SdH oscillations in $B \parallel b$ at different temperatures are shown in Fig. S6(a). The amplitude of the oscillations decreases with increasing temperature. The corresponding FT spectra are shown in Fig S6(b). To make the FT analyses consistent for different temperatures by avoiding the complications coming from the secondary frequency, we restricted the $B^{-1}$ range to $3 - 9 \ T^{-1}$ for these FT analyses. The temperature dependence of the oscillation amplitude, defined by the FT peak height, is shown in the inset of Fig. S6(b) with a fitting to the LK theory giving the cyclotron mass $m_c = 0.0069 m_0$. In the main text, the frequency of this peak is named $F_1$.

SdH oscillations are expressed in the Lifshitz-Kosevich (LK) theory [29, 30] as

3. Magnetic-field rotation in the $bc$-plane

As explained in the main text, to elucidate the torus-shaped Fermi surface, systematic SdH-oscillation data for varying magnetic-field orientation rotated in the $bc$-plane were obtained. The $B^{-1}$ dependence of $R_{xx}$ at 2 K for different angles are shown in Figs. S7(a) and S7(b). The background subtractions give the $\Delta R_{xx} \ vs \ B^{-1}$ curves shown in Figs. S7(c) and S7(d). For almost all angles, the existence of multiple frequencies is recognizable in the oscillations. To extract a clear view of this evolution, the FT analyses are performed for different angles by fixing the width of the $B^{-1}$ range to $30 \ T^{-1}$; note that, to secure a sufficient number of points in the FT spectrum, the $B^{-1}$ range was extended to $30 \ T^{-1}$ for the analysis. The same extension of the $B^{-1}$ range was also done for the $ab$-rotation data shown later. In addition, always the same number of data points (4096) were used for the FT calculations. The resulting FT spectra are shown in the main text in Figs. 3(e) and 3(f). The oscillation frequencies are determined from the peaks in the FT spectra, and their errors are defined as the half-span of the spectrum at 95% of the maximum.
FIG. S7. **SdH oscillations in sample B for B rotated in the bc-plane.** (a),(b) $R_{xx}$ vs $B^{-1}$ at 2 K for various angles of the magnetic field rotated in the bc-plane; the definition of $\theta$ is shown in the inset of (a). (c),(d) Oscillating component $\Delta R_{xx}$ obtained after subtracting the background.

FIG. S8. **SdH oscillations in sample B for B close to the c-axis.** (a) $\Delta R_{xx}$ vs $B^{-1}$ at 2, 3, 4, 5, and 6 K for $\theta = 89^\circ$, which is close to the c-axis. (b) FT spectra of the data calculated by using the $B^{-1}$ range of 0.27 – 0.87 T$^{-1}$. Inset: Temperature dependence of the amplitude of the main FT peak and its fit to the LK formula Eq. (S2), giving $m_c = 0.089m_0$. In the main text, the frequency of this peak is named $F_3$.

### 4. Extraction of the cyclotron mass for $B \parallel c$

The SdH oscillations in magnetic fields applied almost along the c-axis ($\theta = 89^\circ$) are shown in Fig. S8(a). The FT analysis performed for the $B^{-1}$ range of 0.27 – 0.87 T$^{-1}$ gives the main frequency $F_3 = 5.0$ T (Fig. S8(b)). The LK analysis of the temperature dependence of the peak amplitude (inset of Fig. S8(b)) gives the cyclotron mass $m_c = 0.089m_0$. 
5. Magnetic-field rotation in the ab-plane

FIG. S9. SdH oscillations in sample B for $B$ rotated in the $ab$-plane. (a),(b) $\Delta R_{xx}$ vs $B^{-1}$ at 2 K for various angles of the magnetic field rotated in the $ab$-plane; the definition of $\theta$ is shown in panel (f). (c),(d) Results of the FT analyses of the data shown in panels (a) and (b); ticks mark obvious peaks, corresponding to $F_1$ and $2F_2$, and dots mark the expected position of $F_2$ based on its 2nd harmonic, $2F_2$. (e) Angular dependencies of the oscillation frequencies $F_1$ and $2F_2$ obtained from the FT analyses. The lines are the theoretically-calculated $F_1$ and $2F_2$ frequencies for the orbits around the torus Fermi surface using the parameters discussed in Sec. IV 6.

The $B^{-1}$ dependence of $\Delta R_{xx}$ for a series of $\theta$ varied in the $ab$-plane at 2 K are shown in Figs. S9(a) and S9(b). Here, $\theta$ is defined as the magnetic-field angle measured from the $b$-axis in the $ab$-plane (see Fig. S9(f)). The FT spectra obtained for these oscillations are shown in Figs. S9(c) and S9(d), where the width of the $B^{-1}$ range used for the FT analysis was fixed at 30 $T^{-1}$. Two components are almost always unambiguously identified; based on the understanding obtained in the $bc$-plane rotation, we identify the higher and lower frequency components $F_1$ and $2F_2$, respectively, coming from $\gamma$ and $2\delta$ orbits. At $\theta = 90^\circ$ (i.e. in the longitudinal configuration $B \parallel I$), the SdH oscillations are blurred and identifying the frequency was not possible. The strong dispersion shown in Fig. S9(e) indicates a significantly elongated torus. An anisotropy of 16 in the Fermi velocity along the $a$ and $b$ axes explains the observed dispersion very well.

6. Extraction of the Fermi velocities

The relations between band parameters and the extremal orbits of a torus Fermi surface relevant to quantum oscillations have been discussed by Yang et al. [31]. Also, an experimental investigation of the torus Fermi surface in CaAgAs has been reported by Kwan et al. [25]. Following these previous works, we found that the most reasonable interpretation of our SdH-oscillation data is to identify the frequencies $F_1$, $F_2$, and $F_3$ to be due to $\gamma$, $\delta$, and $\beta$ orbits shown in the inset of Fig. 3(c) of the main text. At low values of $\theta$, the frequency $F_2$ in our case is so low that it
is buried in the background noise; we indicated the expected positions of $F_2$ with red dots in Fig. 3(f) of the main text and in Fig. S9(d). At larger values of $\theta$ close to the critical angle (which in our case is 86°), the two $\delta$ orbitals on either side of the torus get closer, leading to magnetic breakdown [32]; this causes the quantum oscillations with the $2F_2$ frequency to become more prominent than the $F_2$ frequency. In fact, in our FT data shown in Fig. 3(f) of the main text, the $2F_2$ frequency is the most prominent just before the critical angle of 86° is reached. The reason for the dominance of the second harmonic ($2F_2$) over the first harmonic ($F_2$) even at low angles is not clear at the moment. Nevertheless, we clearly observed the $F_2$ peak at least for $\theta = 75^\circ$ (see Fig. 3(e) in the main text), so the interpretation of the $2F_2$ peaks as the second harmonic of $F_2$ seems justified.

It turns out that we can obtain the relative ratios of the Fermi velocities $v_a$, $v_b$, and $v_c$ directly from fitting the SdH frequencies. For the rotation in the $ab$-plane we obtain the ratio of $v_a/v_b \approx 16$ from the fact the frequency $F_2$ obeys $F_2(\phi) = \frac{2\hbar S(\phi)}{2\pi e} = \frac{\mu^2}{\epsilon_h v_c \nu(\phi)}$, where $\nu(\phi) = \sqrt{v_a^2 \cos^2 \phi + v_b^2 \sin^2 \phi}$ [31]. A fit of these frequencies is shown in Fig. S9(e). The $F_1$ frequencies in the $ab$- and $bc$-rotation are more complex and require numerical calculation of the extremal areas. This means they must be fitted numerically, and the result is shown in Fig. 3(c) of the main text and in Fig. S9(e), with the key parameter being the ratio $v_c/v_b \approx 4$. We therefore find that the velocities satisfy $v_a : v_b : v_c = 16 : 1 : 4$.

To obtain the absolute magnitude of the Fermi velocities we need to use the cyclotron mass — defined as $m_e = \frac{\hbar^2}{2\pi e}$ — and values of the frequency. This is easiest done for $\vec{B}||\vec{c}$ where the frequency corresponding to the $\beta$ orbit ($F_3$) and the cyclotron mass are given by [31]

$$F_3 = \frac{(\Delta - \mu)^2}{2e v_a v_b \hbar} \quad \text{and} \quad m_c = \frac{\Delta - \mu}{v_a v_b},$$

(5)

Utilising our experimental values of $F_3 = 5.0$ T and $m_e = 0.089m_0$ and the relation $v_a v_b = \frac{2\hbar F_3}{m_e^2}$, we obtain $v_b = 0.43 \times 10^5$ m/s and therefore that $v_a = 6.9 \times 10^5$ m/s and $v_c = 1.7 \times 10^5$ m/s. These are consistent with the values proposed in previous studies of ZrTe$_5$ [10, 15, 16], although these works did not consider its torus Fermi surface.

7. Extraction of symmetry breaking, chemical potential, and estimate of carrier density

The remaining parameters of the torus Fermi surface are $\mu$ and $\Delta$. The chemical potential $\mu$ can be obtained directly from the frequency $2F_2 = 0.32$ T in the $b$-direction such that $\mu = \sqrt{\epsilon_h v_c v_a F_2} \approx 4.9$ meV. To obtain $\Delta$ we can again utilise the equations (5) to obtain $\Delta - \mu = \frac{2\hbar F_3}{m_e^2} \approx 14.2$ meV, which implies that $\Delta \approx 19.1$ meV. The critical angle of rotation in the $bc$-plane, $\theta_c$, must satisfy $\frac{\nu_{\beta}}{\nu_{\alpha}} = \tan \left( \frac{\pi}{2} - \theta_c \right)$, which for our parameters gives $\theta_c \approx 86^\circ$, as found in the experiment.

Utilising all of these values, we find a carrier density $n = \frac{\Delta \mu^2}{4\pi \hbar^2 v_a v_b v_c} \approx 2.3 \times 10^{16}$ cm$^{-3}$.

8. Extraction of the scattering time to govern the quantum oscillations
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FIG. S10. Dingle plots of the SdH oscillations in sample B. (a),(b) Dingle plots of the $F_1$ branch in $B \parallel b$ (panel (a)) and the $F_3$ branch for $\theta = 89^\circ$ close to the $c$-axis (panel (b)), both measured at $T = 2$ K.
According to Eq. (S2), the extrema in the SdH oscillations occur at the $1/B$ values that satisfy
\[
\cos \left[ 2\pi \left( \frac{F}{1} - \frac{1}{2} + \beta \pm \frac{1}{8} \right) \right] = \pm 1,
\]
where the oscillation amplitude $A$ obeys $A \propto R_T R_D$ (note that $R_S$ is independent of $B$ and $T$). Hence, using the relation $A/R_T \propto R_D = \exp [- \alpha n_c T_D/B]$ with $\alpha = 14.96$ T/K and $n_c \equiv m_c/m_0$, one obtains the Dingle temperature $T_D$ from the plot of $\ln(A/R_T)$ vs $1/B$ (called Dingle plot), where the linear slope corresponds to $-\alpha n_c T_D$. Such plots for the $F_1$ branch (in $B \parallel b$) and for the $F_2$ branch (at $\theta = 89^\circ$ which is close to the $c$-axis) are shown in Fig. S10. The amplitudes, $A$, shown in Figs. S10(a) and S10(b) are taken from the oscillation data shown in Figs. S5(c) and S8(a), respectively. For $B \parallel b$, we restricted the $B^{-1}$ range to $B^{-1} < 9$ T$^{-1}$ to avoid the complications coming from other components. These analyses give $T_D$ of 2.4 and 3.7 K for $B \parallel b$ and $B \parallel c$, respectively. These $T_D$’s correspond to the scattering times $\tau_D = \hbar/(2\pi k_B T_D)$ of 500 and 320 fs, respectively. This scattering time reflects the scattering events in all directions, since the cyclotron motion is circular.

9. Critical angle beyond 90° in the bc-plane rotation

Regarding the critical angle $\theta_c$ where the SdH-oscillation frequencies change discontinuously due to the switching of the orbits on the torus-shaped Fermi surface, we checked for its possible asymmetry across 90°. If the torus is not lying exactly in the $ab$ plane, one would expect to see an asymmetry. Figure S11 shows the relevant SdH-oscillation data for $\theta$ between 85° and 94°. At the angles of $\pm 3^\circ$ from 90° (i.e. at 87° and 93°), the SdH frequency is $F_3$ which comes from the $\beta$ orbit. Our data show that the SdH frequency changes suddenly to $2F_2$ (coming from the $\delta$ orbit) at $\pm 4-5^\circ$ from 90° (i.e. at 85° and 94°), indicating that $\theta_c$ is symmetric within an experimental error of 1°.

H. Anomalous Hall effect

For the semimetallic state of ZrTe$_5$ near the topological quantum phase transition, a magnetic-field-induced anomalous Hall effect (AHE) has been reported [12, 16]. This AHE is reproduced in our samples. For example, the plots of the Hall resistivity $\rho_{yx}$ vs $B$ for various angle of the magnetic field rotated in the $ab$-plane are shown in Fig. S12. This result is essentially consistent with what is reported in Refs. [12, 16] and points to the existence of magnetic-field-induced Berry curvature. We note that the existence of the AHE component makes it difficult to identify the slope of $\rho_{yx}(B)$ governed by the ordinary Hall effect, which can in principle be used for the estimation of the carrier density based on the semi-classical theory.
FIG. S12. **Anomalous Hall effect observed in sample A.** Magnetic-field dependencies of $\rho_{yx}$ at 3 K for $B$ rotated in the $ab$-plane; the magnetic-field angle $\theta$ is defined in the inset. The small but finite $\rho_{yx}$ at $\theta = 90^\circ$ is due to a misalignment of the sample.

I. Nonreciprocal response in samples having a finite $T_p$

FIG. S13. **Nonreciprocal response in a sample M with $T_p = 29$ K.** (a)–(d) The observed behaviours of $\rho_{xx}(T)$, $R_{2\omega}(B)$, $|\gamma'(B)|$ and $|\gamma'(T)|$ are plotted for sample M. The inset of panel (d) shows the $|\gamma'|$ value at base temperature for all the samples studied as a function of $T_p$.

As summarized in Table I, we have measured 8 additional samples having a finite $T_p$. They were grown with different conditions described in Materials and Methods. The samples with $T_p$ in the range of 15 – 50 K presented a finite nonreciprocal response with the $|\gamma'|$ values which are generally smaller than those in $T_p = 0$ K samples. As an example, the data set of $\rho_{xx}(T)$, $R_{2\omega}(B)$, $|\gamma'(B)|$ and $|\gamma'(T)|$ are shown for sample M in Fig. S13, where one can
see that the nonreciprocal response is qualitatively the same as that in the $T_p = 0$ K samples. In particular, $|\gamma'|$ is maximum at the lowest temperature — if the origin of the nonreciprocal response was tied to a gapless dispersion or a gap closing, one would expect the maximum in $|\gamma'|$ to occur at $T_p$; however, it was not observed. Most likely, the suppression of $|\gamma'|$ arises from the larger carrier density in these samples, which also suppresses the formation of charge inhomogeneities, see Sec. II F. In fact, the $T_p = 138$ K samples, in which the nonreciprocal response was not observed, had an order of magnitude lower residual resistivity (see Table I), suggesting that the carrier density in these samples was much higher. The inset of Fig. S13(d) shows that there is a trend that $|\gamma'|$ weakens with increasing $T_p$.

J. Single-crystal XRD analysis of the crystal structure of ZrTe$_5$

The crystal structure of ZrTe$_5$ was originally described in space group Cmcm by Furuseth et al. [33], but later experiments yielded conflicting results. For example, Skelton et al. reported strong temperature dependence of x-ray diffraction intensities at $(0 0 l)$ reflections with odd $l$ that seem to follow the anomaly in the electrical resistance [34], but these peaks were attributed to multiple diffraction in a later work [35]. Powder diffraction experiments do not yield evidence for a phase transition between 10 and $\sim$830 K [36].

To search for possible symmetry breaking, we studied a ZrTe$_5$ single crystal with $T_p = 0$ K having a rectangular shape with dimensions of 174, 71 and 91 $\mu$m along $a$, $b$ and $c$, respectively, by X-ray diffraction (XRD). Complete sets of Bragg reflection intensities were taken at room temperature and at 100 and 30 K. The structural parameters refined in space group Cmcm at these three temperatures are shown in Table II. The quality of the refinements is high and error-bars of positional and atomic displacement parameters (ADP) are quite low. The three data sets are fully consistent with each other and reveal tiny shifts within the Cmcm structure upon cooling that can be associated with

| TABLE II. Summary of the XRD analysis for ZrTe$_5$. | 30 K | 100 K | 290 K |
|---|---|---|---|
| refl. | 13886 | 17211 | 127160 |
| ind. refl. | 1042 | 1182 | 2317 |
| $a$ (Å) | 3.9794(5) | 3.9745(2) | 3.9916(2) |
| $b$ (Å) | 14.4759(19) | 14.4760(10) | 14.5332(6) |
| $c$ (Å) | 13.6564(17) | 13.6747(8) | 13.7387(5) |
| space group | Cmcm | Cmcm | Cmcm |
| $R_w$ | 7.326 11.471 | 7.314 13.133 | 3.996 8.13 |
| $Zr$ y | 0.3158(19) | 0.31566(18) | 0.31540(5) |
| U$_{11}$ 22 | 79(10) 182(13) | 82(9) 191(13) | 87(2) 171(3) |
| U$_{33}$ | 68(11) | 63(11) | 103(3) |
| Te$_1$ y | 0.66300(12) | 0.66322(12) | 0.66348(3) |
| U$_{11}$ 22 | 85(7) 163(9) | 101(6) 163(9) | 130(2) 164(2) |
| U$_{22}$ | 67(8) | 71(8) | 153(2) |
| Te$_2$ y | 0.93219(9) | 0.93187(9) | 0.93152(3) |
| z | 0.14938(9) | 0.14950(9) | 0.14982(3) |
| U$_{11}$ 22 | 88(5) 166(6) | 113(5) 179(6) | 159(1) 216(2) |
| U$_{22}$ | 87(2) 11(5) | 89(6) 23(5) | 193(2) 59(1) |
| Te$_3$ y | 0.20950(9) | 0.20966(9) | 0.20979(3) |
| z | 0.43567(8) | 0.43566(8) | 0.43556(2) |
| U$_{11}$ 22 | 87(5) 178(6) | 115(5) 195(6) | 170(1) 242(2) |
| U$_{22}$ | 61(6) 6(6) | 59(5) 81(5) | 119(1) 13(1) |
| space group | Cm2m | Cm2m | Cm2m |
| $R_w$ | 7.246 11.159 | 7.253 12.742 | 3.901 7.707 |
| $\Delta Zr$ y | -0.0002(18) | -0.0007(15) | -0.0009(46) |
| $\Delta$Te$_1$ y | 0.0001(12) | 0.0000(9) | -0.0010(34) |
| $\Delta$Te$_3$ y | 0.0009(9) | 0.0014(7) | 0.0006(34) |
| $\Delta$Te$_3$ z | 0.0018(4) | 0.0017(4) | 0.00141(10) |
| $R_w$ | 7.252 11.173 | 7.274 12.90 | 3.902 7.736 |
| $\Delta$Te$_3$ x | 0.0013(36) | 0.00173(49) | 0.00141(11) |
| space group | Cm | Cm | Cm |
| $R_w$ | 7.244 11.169 | 7.250 12.71 | 3.898 7.702 |
| Te$_1$ x | 0.74970(25) | 0.75011(22) | 0.74981(7) |
| $\Delta$Te$_2$ x | 0.00042(76) | 0.00065(62) | -0.00037(22) |
| $\Delta$Te$_3$ x | 0.00075(86) | 0.00140(55) | 0.00058(30) |
| $\Delta$Te$_3$ x | 0.00181(37) | 0.00154(43) | 0.00139(11) |
the change in electronic structure [11]. With the room-temperature data set, the occupation of the Zr was refined to 0.994(5) without a significant improvement in the $R$ values and without changes in the parameter beyond their error bars. Hence, ZrTe$_5$ presenting a zero-temperature resistance peak is nearly stoichiometric. The ADP along the $b$ direction, $U_{22}$, appear rather large and do not considerably shrink upon cooling. Along the $b$ direction, there is only weak van-der-Waals bonding in ZrTe$_5$ so that low phonon frequencies for modes polarized along $b$ can partially explain this observation in addition to disorder.

The symmetry can be lowered by breaking one or more of the mirror planes in space group $Cmcm$. Following the report by Skelton [34], we first studied reflections excluded by the $c$ glide-mirror plane perpendicular to orthorhombic $b$ [selection rule $l$ even for $(h \ 0 \ l)$] at 30 K. By counting several minutes, we find some weak intensity at $(0 \ 0 \ 5)$ that remained almost unchanged upon heating to 100 K. This symmetry reduction results in the non-centrosymmetric spacegroup $Cm2m$ and, indeed, the refinements within this model yielded an improvement of the $R$ values at all temperatures as shown in Table II. The completeness of the room-temperature data set allowed us to refine the structural model in space group $Cm$temperatures as shown in Table II. The completeness of the room-temperature data set allowed us to refine the
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...without any constraints, but the same quality of the fit was also reached by using the $Cmcm$ average structure and refining only four distortion parameters: Without the glide-mirror planes, all atomic sites split into two, and we tried to refine the distortions by displacing the atom out of the $Cmcm$ positions with shifts violating the glide-mirror symmetry, atom $A$ at $(0, y + \Delta y, z + \Delta z)$ and $A'$ at $(0, -y + \Delta y, \frac{1}{2} + z - \Delta z)$ with $(0, y, z)$ the position of the atom obtained with the $Cmcm$ refinement. (Note that in this XRD section, we deviate from the definition of $(x, y, z)$ used in the rest of the work, so that $y$ and $z$ are $b$- and $c$-axis coordinates, respectively; furthermore, we use a non-conventional setting of space group $Cm2m$ in order to keep the origin unchanged.) We further tried to identify the main distortion by restricting the distortion to the Te3 $z$ parameter, and the obtained result was almost of the same fit quality. This Te3 $z$ distortion amounts to $\pm 0.00141(11) \times c$ at 290 K and is well beyond the error of the refinement. We therefore conclude that the precise crystal structure of ZrTe$_5$ breaks inversion symmetry already at room temperature. The pattern of the Te3 $z$ distortion identified in this analysis is shown in Fig. S14. In passing, we also refined the distortion excluding the $(h \ 0 \ l)$ reflections that are forbidden in $Cnmc$ and obtained the same values within the error, which excludes the possibility that this distortion arises from multiple diffraction contamination of these reflections.

While the above analysis identified the Te3 $z$ distortion beyond the error and this distortion already breaks inversion symmetry, the highest symmetry compatible with this distortion is $Cm2m$ which preserves $ab$ mirror symmetry. Given our transport results which clearly indicate that mirror symmetry is broken with respect to both $ab$ and $ac$ planes, we tried to refine a model with one-step lower symmetry, $Cm$. (Again we use non-conventional setting with $a$ being the monoclinic axis to keep the analogy with the other models, and we ignore the monoclinic angle whose deviation from $90^\circ$ is impossible to observe in our experiment due to the expected twinning.) In this structure model, there are twelve independent sites if unconstrained; however, considering just 4 distortion parameters shown in Table II, a significant reduction of the $R$ value is achieved compared to the $Cmcm$ model; there is also a small reduction of the $R$ value compared to the $Cm2m$ model. The inversion-symmetry-breaking distortion of the Te3 atoms detected here is staggered and is along the $c$ axis (Fig. S14). For a more comprehensive understanding, a higher-resolution XRD

FIG. S14. Distortion pattern of the Te3 atoms breaking inversion symmetry. The single-crystal XRD analysis identified this pattern of distortion beyond the error. The staggered displacement of the Te3 atoms is along the $c$ axis which results in weak XRD intensity at $(0 \ 0 \ l)$ with odd $l$, which is forbidden in the $Cmcm$ symmetry but was observed by Skelton et al. [34] as well as in our study.
study using synchrotron facilities would be desirable. Nevertheless, one can say at this stage that the XRD result is at least consistent with the transport results for symmetry breaking.

We note that we have also performed similar measurements on crystals having \( T_p = 40 \text{ K} \) and \( 140 \text{ K} \) and obtained similar results; namely, the inversion symmetry is broken with the peculiar \( \text{Te}^3 \) distortion. Hence, the lower symmetry seems to be not restricted to samples with \( T_p = 0 \text{ K} \). We further note that, in view of the intrinsic inhomogeneity of \( \text{ZrTe}_5 \), the observation of the structural symmetry breaking can be limited by the size of the corresponding domains. If the size of the domains associated with the distortion is below a few hundred \( \AA \), XRD will only sense the averaged structure and the implied diffuse scattering remains small, so it cannot be detected.

II. THEORETICAL DESCRIPTION

A. Experimental symmetries

As discussed in the main text and above, \( \text{ZrTe}_5 \) nominally belongs to the \( \text{Cmcm} \) (\( \text{D}_{4h}^7 \)) space group [7], with the basic lattice structure consisting of sheets in the \( ac \)-plane coupled along the \( \hat{b} \) direction by van-der-Waals interactions. Therefore, nominally, the point group of \( \text{ZrTe}_5 \) (which determines its low-energy electronic structure) contains three mirror planes: \( m_{ab} \), \( m_{bc} \), and \( m_{ac} \) and hence also inversion symmetry as well as two-fold rotation symmetry around all three axes. Our experimental results indicate clearly that several of these purported symmetries are broken. Since the absence of these symmetries is crucial for understanding any potential mechanism for the large magnetochiral anisotropy (MCA) found in \( \text{ZrTe}_5 \), we begin this theoretical section by highlighting which symmetries our experiments indicate to be absent. In later subsections we will analyse the consequences of these broken symmetries for the low energy physics of \( \text{ZrTe}_5 \) and for transport.

We begin with the presence of the MCA itself: The experimental presence of an MCA in the \( \hat{a} \) direction which, as shown by the angular dependences in Fig. 2 of the main text, exists predominantly for a magnetic field in the \( \hat{b} \) direction, \( j_a \propto E^2_B \), indicates that inversion symmetry must be broken. More precisely, the mirror symmetry \( m_{ab} \) (which maps \( B \) to \(-B\) as \( B \) is a pseudo-vector) and the two-fold rotations around the \( \hat{a} \) and \( \hat{b} \) axis are broken. This is also consistent with the symmetries previously observed in the Hall-effect measurements of Ref. [12].

Next we consider the XRD experiments: From XRD we also conclusively determine that inversion symmetry is absent. The data clearly show that the mirror-plane \( m_{ac} \) is absent and are consistent with the breaking of \( m_{ab} \) suggested by the MCA. The breaking of \( m_{ac} \) also results in the absence of the two-fold rotation about \( \hat{c} \).

Finally, we consider the symmetries suggested by the angular dependence of magnetoresistance, as shown in Fig. S1. It should, however, be noted that the highly anisotropic nature of transport in \( \text{ZrTe}_5 \) means that small misalignment effects can result in sizeable contributions to resistivity and so the broken symmetries suggested by magnetoresistance should only be relied upon in combination with the other experimental observations outlined above. Nonetheless, for example, we find that the values of \( \rho_{xx}(\theta) \) (Fig. S1(a)) at high fields differ significantly for \( \theta = 0^\circ \) and \( \theta = 180^\circ \); since magnetic field is a pseudo-vector, this suggests a breaking of the mirror-plane \( m_{ab} \), as expected from the MCA. Additionally, \( \rho_{xx}(\theta) \) in the \( bc \)-plane rotation (Fig. S1(b)) and \( \rho_{xx}(\varphi) \) in the \( ac \)-plane rotation (Fig. S1(c)) both show deviations for fields parallel and anti-parallel to the \( c \)-axis – i.e. there is a difference in the magnitude of magnetoresistance between \( \theta \) or \( \varphi \) of 90° and 270° for both cases – this implies, as expected from XRD, that the mirror-plane \( m_{ac} \) is absent.

To conclude, all our experimental probes suggest that inversion symmetry is broken. More precisely, all measurements either require or are consistent with the absence of both the mirror-planes \( m_{ac} \) and \( m_{ab} \). In the following subsection we will analyse the consequences these broken symmetries have on the low-energy Hamiltonian of the system.

B. Hamiltonian and the torus Fermi surface

To construct the low-energy Hamiltonian, we take a small momentum expansion about the minimal band gap, which occurs at the \( \Gamma \) point [7]. Following Ref. [7] (see also main text), the four low lying bands are written in the basis \( |\Psi_\ell\rangle = \{|\psi^\uparrow_1\rangle, |\psi^\downarrow_1\rangle, |\psi^\uparrow_2\rangle, |\psi^\downarrow_2\rangle\} \). These states are Kramers pairs (labeled by \( \uparrow / \downarrow \)) of linear combinations of Te \( p_y \) orbitals, chosen to have eigenvalues of the mirror symmetry \( m_{ab} = \mp 1 \). The resulting low-energy Hamiltonian is therefore written in terms of \( 4 \times 4 \) matrices of the form \( \sigma_\alpha \otimes \tau_\beta \) where \( \sigma_\alpha \) indexes the spin in the \( b \)-direction and \( \tau_\beta \) the parity.
First implementing all nominal symmetries to obtain the resulting Dirac Hamiltonian, we find that the symmetry operations in this basis are as follows:

- Reflection $m_{ab}$ acts like $i\sigma_y \otimes \tau_z$
- Reflection $m_{bc}$ acts like $i\sigma_z \otimes 1$
- Reflection $m_{ac}$ acts like $i\sigma_z \otimes 1$
- Inversion acts like $1 \otimes \tau_z$
- Time reversal acts like $(i\sigma_y \otimes 1)K_c$ (with $K_c$ complex conjugation).

These symmetries place strong conditions on the Hamiltonian to linear order in $\tilde{k}$, such that the only allowed terms are [9]

$$H_0 = m1 \otimes \tau_z + h(v_a k_a \sigma_z \otimes \tau_x + v_b k_b \sigma_x \otimes \tau_x + v_c k_c \sigma_z \otimes \tau_y) + \mu 1,$$

where $m$ is the band-gap at the $\Gamma$-point and $\mu$ the chemical potential. A sign change of $m$ drives the transition from a weak to a strong topological insulator. Our ZrTe$_5$ is located in close proximity to this quantum phase transition [8] and therefore $m$ is expected to be very small. This nominal Hamiltonian describes a three-dimensional (3D) Dirac semimetal. We know, however, that the $ab$-mirror symmetry $m_{ab}$ and $ac$-mirror symmetry $m_{ac}$ are absent. Taking the remaining mirror symmetry and the time-reversal symmetry into account, two extra $k$-independent term are allowed: $1 \otimes \tau_x$ and $\sigma_x \otimes \tau_y$ due to the breaking of $m_{ab}$ and $m_{ac}$, respectively. These terms transform the Dirac point into a nodal-line (see below). Adding the terms, we obtain the Hamiltonian

$$H = m1 \otimes \tau_z + h(v_a k_a \sigma_z \otimes \tau_x + v_b k_b \sigma_x \otimes \tau_x + v_c k_c \sigma_z \otimes \tau_y) + \Delta 1 \otimes \tau_x + \xi \sigma_x \otimes \tau_y.$$

The eigenenergies of this Hamiltonian are

$$\varepsilon(\mathbf{k}) = \pm \sqrt{m^2 + (hK_2)^2 + \left(h\sqrt{(v_a k_a)^2 + (K_1)^2} \pm \sqrt{\Delta^2 + \xi^2}\right)^2},$$

with the two $\pm$ distinct from each other, resulting in four separate energy bands. Here we made the coordinate rotation in the (rescaled) $bc$-plane such that $K_1 = v_b k_b \cos \phi + v_c k_c \sin \phi$ and $K_2 = -v_b k_b \sin \phi + v_c k_c \cos \phi$, where the angle $\phi$ is defined by $\cos \phi = \Delta/\sqrt{\Delta^2 + \xi^2}$. Two of these bands have a gap of $\pm \sqrt{m^2 + \Delta^2 + \xi^2}$, whereas the other two cross for $m = 0$ when $\sqrt{(v_a k_a)^2 + (K_1)^2} = \sqrt{\Delta^2 + \xi^2}$ and $K_2 = 0$, forming a nodal line (see Fig. S15(a)) and hence the Fermi surface is a torus. This means the nodal line lies in the plane defined by $K_2 = 0$, i.e. the plane
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**FIG. S15. Dispersion, Fermi surface, and spin texture.** (a) The dispersion along the $k_a$ direction for $m = 0$ and $\xi = 0$. Two bands meet at $k_a = \pm \Delta/v_a$. The dispersion in the $k_b$ direction is similar and results in a nodal line in the $ab$-plane. (b) The Fermi surface (FS) for a finite chemical potential $\mu$ is a torus in the $ab$-plane. The torus is elongated and squashed depending upon the relative values of the Fermi velocities $v_a$, $v_b$, and $v_c$ (see text). On opposite sides of the FS in the $ab$-plane, spins are anti-parallel; red and blue colours signify the opposite spin polarization in the $b$ direction. (c) In a finite magnetic field, the FS is enlarged (shrunk) for elements of the FS with spins parallel (anti-parallel) to the magnetic field due to the Zeeman effect.
rotated about the $a$-axis from the $ab$-plane by the angle $\theta_{ab}$, defined via $\cos \theta_{ab} = \frac{\Delta}{\sqrt{\Delta^2 + v_b^2 \xi^2}} \approx 1 - \frac{v_b^2 \xi^2}{2 \Delta v_c}$. Since the Fermi-velocities satisfy $v_c \gg v_b$ the angle $\theta_{ab}$ can be expected to be very small — this is confirmed by the fact the quantum oscillation experiments find the critical angles in the $bc$-plane rotation $|\theta_{bc}^\pm - 90^\circ|$ differ by less than $1^\circ$ (see Sec. 1G.9) which also suggests that $\xi \ll \Delta$. As such the impact of the inversion symmetry breaking on the Fermi surface and hence transport is entirely dominated by the energy scale of the $m_{ab}$ breaking term, $\Delta$, which is consistent with the experimental observation that the MCA is predominantly due to magnetic fields in the $\hat{b}$ direction (see previous subsection). In what follows we therefore consider only the experimentally relevant case of $\theta_{ab} \approx 0$, meaning that $\xi \approx 0$, $K_1 \approx v_b k_b$, and $K_2 \approx v_c k_c$, which gives the Hamiltonian Eq. (1) of the main text. The spin texture of the torus Fermi surface is then such that the spin points perpendicular to the momentum projected onto the $ab$-plane (see Figs. S15(b) & S15(c)).

### C. First and second order current due to Zeeman effect

The peculiar spin texture and Fermi surface of ZrTe$_5$ are the most obvious candidates to explain the large MCA found in our experiment. Therefore, in the following sections we evaluate the Boltzmann equation to first and second order in electric field to ascertain if there is an easy theoretical explanation for the gigantic experimental MCA from either Zeeman or orbital effects of the magnetic field. We will find that only the Zeeman effect can result in any MCA and, whilst the theoretical effect is sizable in comparison to other materials, the predicted effect is significantly smaller than that found in our experiment.

In the following, we will mainly use the relaxation time approximation [4] to solve the Boltzmann equation

$$e(\vec{E} + \vec{v}_k \times \vec{B}) \cdot \frac{\partial f}{\partial \vec{k}} = \frac{f - f_0}{\tau},$$

where we expand the distribution function $f = f_0 + f_1 + f_2 + \ldots$, in powers of the electric field, where $f_n$ is the $n$th order response proportional to $E^n$ and the static distribution function $f_0$ the Fermi-Dirac distribution function with a chemical potential $\mu$. Effects not described by this simple relaxation time approximation are also discussed below; for instance, in Sec. II C 3 we consider anisotropic scattering and our results for orbital fields (Sec. II D) require only that the collision rate respects time-reversal symmetry. Importantly, the magnetic field $\vec{B}$ enters in two different ways: the orbital contribution is incorporated directly into (9), while the Zeeman term changes directly the electronic dispersion $\varepsilon_k$ (and the scattering, see Sec. II C 3). We will mainly discuss effects linear in $B$, where by symmetry only the component of $B$ parallel to the $\hat{b}$ direction contributes to the MCA, which is consistent with the experiment.

To describe the torus it is easiest to switch to polar coordinates $\vec{k} = \{k_r, \phi\}$ such that in the $ab$-plane $k_a = k_r \cos \phi$ and $k_b = k_r \sin \phi$. In this section, in addition to the symmetry breaking term $\Delta(1 \otimes \tau_z)$, we include a Zeeman term for a magnetic field pointing into the $\hat{b}$ direction, $\frac{1}{2}g_b \mu_B B \sigma_z$, where $g_b$ is the $g$-factor for magnetic fields along the $b$-axis. Below we write $g$ instead of $\frac{1}{2}g_b \mu_B$, to simplify notations. Including this term, the lowest energy band (for electron doping, $\mu > 0$) for isotropic velocities is given by

$$\varepsilon_k \approx \sqrt{m^2 + (\hbar v_c)^2 + (\hbar v_r - \Delta)^2} - g B \cos \phi,$$

where, without loss of generality, we will always assume energy is positive and we have only taken the first order in Zeeman energy $gB$.

In all cases, we will first present the calculation for the isotropic and massless case, i.e. $v_a = v_b = v_c = v$ and $m = 0$, since many of these results can be evaluated analytically. The anisotropic case can then easily be calculated by using a rescaling of the $k$-space coordinates by $v_b k_b \rightarrow k_b$ in the integral to map to the isotropic case. We also find numerically that our results are largely independent of $m$ — assuming $|m| \ll \mu$, where $\mu$ is the chemical potential. To begin with, we will discuss effects due to the Zeeman term before investigating orbital effects. It should be noted that there can be no extra contribution to MCA linear in $B$ from an anomalous velocity arising from Berry curvatures, $\vec{\Omega} \times \vec{E}$, since this is always transversal to the electric field $\vec{E}$. 

1. 1st order current with Zeeman term

Within the relaxation time approximation, (9), the 1st-order distribution function at zero temperature is given by (setting $\hbar = 1$ until the end of the calculation)

$$f_1 = e\tau E \frac{\partial f_0}{\partial k_a} = e\tau E \left( - \frac{v k_r - \Delta}{v^2 k_r^2 + (v k_r - \Delta)^2} v \cos \phi + \frac{g B \sin^2 \phi}{k_r} \right) \delta(\mu - \epsilon_k).$$

The velocity in the $\hat{a}$ direction is given by

$$v_a = \frac{\partial \epsilon_k}{\partial k_a} = \left( \frac{v k_r - \Delta}{v^2 k_r^2 + (v k_r - \Delta)^2} \cos \phi - \frac{g B \sin^2 \phi}{k_r} \right).$$

From this, we can obtain the first-order current,

$$j_a^{(1)} = -e \int \frac{d^3 k}{(2\pi)^3} v_a f_1 = e^2 E \tau \int dk_r d\phi dk_c \left( \frac{\partial \epsilon_k}{\partial k_a} \frac{\partial f_0}{\partial k_a} \right),$$

$$= \frac{e^2 E \tau \Delta}{v(2\pi)^3} \int_0^{2\pi} d\phi \pi \left\{ (\mu + g \cos \phi) \Delta \cos^2 \phi + 2g^2 B^2 \sin^4(\phi) \sqrt{\frac{(g B \cos \phi + \mu)^2}{\Delta^2 - (g B \cos \phi + \mu)^2}} \right\}$$

$$\approx \frac{e^2 E \tau \Delta}{(2\pi)^3} \frac{v}{\hbar} \mu \left( 1 + \frac{3g^2 B^2}{2\Delta \sqrt{\Delta^2 - \mu^2}} \right),$$

where the approximation takes up to 2nd order in $gB$. This shows that the 1st-order current with only a Zeeman contribution is almost entirely independent of $B$, since $\frac{g^2 \mu^2}{\Delta^2 \sqrt{\Delta^2 - \mu^2}} \ll 1$ in the experimental region of interest $|B| \lesssim 0.1$ T.

For anisotropic velocities in the $ab$-plane from the rescaling of the integral measure (see above), we find the zero-field conductivity is

$$\sigma^{(1)} = \frac{v_a e^2 \tau \mu \Delta}{v_b v_c 8\pi \hbar^2}.$$ (14)

Comparing this to the experimental reciprocal resistivity in zero field, $R_0 = 8.9$ mΩcm of sample B, and using the values of $\Delta$ and $\mu$ obtained from SdH oscillations in the same sample (see above), this suggests a (transport) scattering time of $\tau^{tr} \approx 57$ fs or, equivalently, a mean free path of $\ell = v_a \tau^{tr} \approx 40$ nm.

2. 2nd-order current with Zeeman term

Continuing with the relaxation time approximation to the next order in electric field, $E^2$, the distribution function at this order is given by

$$f_2 = e \tau E \frac{\partial f_1}{\partial k_a} = e^2 \tau^2 E^2 \frac{\partial^2 f_0}{\partial k_a^2} = \frac{e^2}{\hbar^2} E^2 \tau^2 \left( \frac{\partial^2 \epsilon_k}{\partial k_a^2} \frac{\partial f_0}{\partial k_a} + \left( \frac{\partial \epsilon_k}{\partial k_a} \right)^2 \frac{\partial^2 f_0}{\partial \epsilon_k^2} \right).$$

The corresponding second-order current density is for $\mu \lesssim \Delta$

$$j_{Zeeman}^{(2)} = E^2 \sigma^{(2)} = -e \int \frac{d^3 k}{(2\pi)^3} v_a f_2 = e^3 E^2 \tau^2 \int \frac{d\phi dk_c dk_r}{(2\pi)^3} \left( \frac{\partial^2 \epsilon_k}{\partial k_a^2} \frac{\partial f_0}{\partial k_a} \right) \approx \frac{3e^3 E^2 B \tau^2}{128\pi \hbar^3} \mu B.$$ (16)

For anisotropic velocities, the extra $k_a$-derivative leads to the result multiplied by a factor $v_a$ in the numerator compared to the first-order current, such that the second-order conductivity $\sigma^{(2)} = j_{Zeeman}^{(2)}/E^2$ is

$$|\sigma^{(2)}| \approx \frac{3e^3 g B \tau^2 v_a^2}{128\pi \hbar^3 v_b v_c}.$$ (17)
Remarkably, the size of $\sigma^{(2)}$ is essentially independent of the size of $\Delta$ and the value of the chemical potential for $\mu < \Delta$. Both parameters can, however, influence the value of $\tau$. Note that the sign $\sigma^{(2)}$ of the conductivity does, however, depend on the sign of $\Delta$, which determines the direction of the spin texture around the Fermi surface. Furthermore, the sign also changes when $\mu$ changes sign which leads to a hole torus instead of an electron torus.

As in Ref. [4], the first- and second-order contributions result in a total current density $j = \sigma^{(1)}E + \sigma^{(2)}E^2$ and can be related to the magnitude of $\gamma'$ in the experiment via

$$|\gamma'| = \left| \frac{\sigma^{(2)}}{B_0(\sigma^{(1)})^2} \right| \approx \frac{3\hbar^3\pi g v_b v_c}{2\Delta^2 e \mu^2} = \frac{3g}{8e \Delta v_a n} \approx 1 \times 10^{-11} \text{m}^2 \text{A}^{-1} \text{T}^{-1}. \quad (18)$$

Note that $\gamma'$ is independent of the scattering rate, and we used the relevant parameters estimated from SdH oscillations (see Secs. I G 6 and I G 7) along with the $g$-factor of $\sim 20$ estimated in Ref. 9. We see that $\gamma'$ diverges rapidly for $\mu \to 0$ and is thus very large for our weakly doped system. Indeed, our numerical estimate is large compared to all other known bulk materials, but it is four orders of magnitude smaller than the $\gamma'$ experimentally found in ZrTe$_5$.

3. Anisotropic scattering

Another possible source of the large MCA could be anisotropic scattering around the Fermi surface occurring due to the novel spin texture. Such an effect goes beyond the simple relaxation time approximation of (9) and allows for an angular dependence of the scattering time $\tau(\phi)$ induced by the external magnetic field. As a concrete example, we will consider the anisotropic scattering due to the Zeeman effect. The reason for the scattering anisotropy in this case will be the change in density of states seen by different portions of the Fermi surface and the fact that the matrix elements of the Fermi surface favour small angle scattering; both elements result from the novel spin texture. We will, however, more generally show that unless such an anisotropic scattering is extremely large, it cannot explain the gigantic MCA of our experiment.

We start with Fermi's golden rule which tells us that the scattering rate on the Fermi surface is given by

$$\frac{1}{\tau_k(\mu)} = \int \frac{d^3k}{(2\pi)^3} |\langle \vec{k}' | U | \vec{k} \rangle|^2 \delta(\varepsilon_{\vec{k}'} - \varepsilon_{\vec{k}}) \delta(\varepsilon_{\vec{k}'} - \mu). \quad (19)$$

Assuming diagonal, $u_{01} \otimes 1$, impurities — any anisotropy is actually largely unaffected if impurities also involve a $\tau_i$ component — and including a Zeeman term in (7) due to a field in the $\hat{b}$-direction, this evaluates to

$$\frac{1}{\tau_k(\mu)} \approx \frac{n_{\text{imp}} u_0^2}{4} \nu_0(\mu) \left( 1 + \frac{gB}{2\mu} \cos \phi \right), \quad (20)$$

with $\phi$ the angle to the $\hat{a}$-direction, $\nu_0(\mu) = \frac{\Delta \mu}{2\pi h^2 v_a v_c}$ the zero-field density of states, and the factor $1/4$ arises from matrix-element effects around the torus. This means that the scattering time is dependent on angle such that

$$\tau_k \approx \tau(\phi) \approx \tau_0 \left( 1 - \frac{gB}{2\mu} \cos \phi \right), \quad (21)$$

where the approximation is true to linear order in magnetic field and $\tau_0$ is the zero-field scattering time. Even for the largest field of interest $\sim 0.1$ T, the anisotropy of scattering is small, $\sim 1\%$. For the case of anisotropic velocities, the density of states becomes $\nu_0(\mu) = \frac{\Delta \mu}{2\pi h^2 v_a v_c}$; but the relative anisotropy in the scattering time is unaffected.

The calculation of the 2nd-order conductivity proceeds as above and care only needs to be taken with the derivatives of $\tau(\phi)$. The second-order distribution function, (15), becomes

$$f_2 = e^2 \tau(\phi) \frac{\partial f_1}{\partial k_a} = e^2 \tau(\phi) E^2 \frac{\partial}{\partial k_a} \left( \tau(\phi) \frac{\partial}{\partial k_a} f_0 \right)$$

$$= e^2 \frac{\hbar^2}{2} \tau(\phi) \left( \tau(\phi) \left( \frac{\partial^2 f_0}{\partial k_{\hat{k}}^2} + \frac{\partial f_0}{\partial k_a} \right) \frac{\partial f_0}{\partial k_{\hat{k}}} + \frac{\partial f_0}{\partial k_a} \right). \quad (22)$$

Focussing only on the contributions due to this anisotropic scattering, we find that the second-order current $\sigma^{(2)}$ is three times as large as that given by the Fermi-surface deformation, such that

$$|\sigma^{(2)}_r| \approx \frac{9e^2 B_{\text{crit}}^2 g v_b v_c}{128\pi \hbar^3}. \quad (23)$$
The prefactor will be modified by factors of order 1 when instead of the single-particle relaxation rate of (19) a transport relaxation rate (or a full solution of the Boltzmann equation for local impurities) is considered, but this will not change the conclusion that anisotropic scattering rates arising from matrix-element effects cannot explain the gigantic second-harmonic signal observed experimentally.

D. Orbital contributions

In the previous section, we considered only the Zeeman term, which results in a large MCA but much smaller than that found in the experiment. We now perform a similar investigation of the impact of the orbital contribution, \( \mathbf{v}_k \times \mathbf{B} \). Orbital corrections to transport are organised in powers of \( \omega_c \tau \), where \( \omega_c \propto B \) is the cyclotron frequency. For clean systems with large \( \tau \), they therefore are typically much larger than corrections from Zeeman terms. We will confirm this well-known result for the linear resistivity, but we will show that the leading correction to the second-harmonic transport expected from this argument, \( \sigma_2 \propto \tau^3 B \), vanishes. It is therefore unlikely that orbital effects can explain the large MCA found in our experiments.

Starting from (9), we expand again the distribution function \( f = f_0 + f_1 + f_2 + \ldots \), where the order \( f_i \) now refers to the sum of the powers of \( E \) and \( B \) fields, with

\[
\mathcal{E} \frac{\partial f_{i-1}}{\partial \mathbf{k}} + e \left( \mathbf{v}_k \times \mathbf{B} \right) \frac{\partial f_{i-1}}{\partial \mathbf{k}} = \frac{f_i}{\tau}.
\]

The first non-zero contributions to the linear magneto-conductivity due to the orbital effects come from the third order distribution function \( f_3 \). At this order, we are interested in the terms proportional to \( EB^2 \) and \( E^2 B \), which result in a first- and second-order contribution to the current, respectively.

1. First-order current

The contribution of the orbital term to the first-order current is given by the term \( \sim EB^2 \) in the third-order distribution function, which is proportional to \( \tau^3 \) and takes the form

\[
f^{(1)}_3 = e^3 B^2 \tau^3 \left( \frac{\partial \epsilon_k}{\partial \mathbf{k}} \cdot \frac{\partial \epsilon_k}{\partial \mathbf{k}} \right)^2 \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} - \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} - \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \frac{\partial \epsilon_k}{\partial \mathbf{k}} \right) \frac{\partial f_0}{\partial \mathbf{k}}.
\]

Neglecting the much smaller Zeeman contribution and reinserting \( h \), the resulting magnetoconductivity is

\[
\sigma_{aa} = \frac{j_a}{E_a} \approx \frac{e^3 B^2 \tau^3 v^3}{2^5 \pi \mu^2} \left( \Delta \sqrt{\Delta^2 - \mu^2} - \Delta^2 \right).
\]

where the approximation assumes \( \mu \ll \Delta \).

To calculate the longitudinal magnetoresistivity, we need the full conductivity tensor

\[
\sigma = \begin{pmatrix}
\sigma_{aa} & \sigma_{ac} \\
\sigma_{ca} & \sigma_{cc}
\end{pmatrix} = \begin{pmatrix}
\frac{\Delta e^2 \mu \tau}{8 \pi h^3 v} - \frac{3 e^4 v^3 \Delta}{2^8 \pi \mu^3 B} & -\frac{8 \pi h^3}{8 \pi h^3 B} \\
\frac{8 \pi h^3 \tau B}{8 \pi h^3} & \frac{\Delta e^2 \mu \tau}{4 \pi h^3} - \frac{8 \pi h^3}{8 \pi h^3 B^2}
\end{pmatrix}.
\]

Adding the effects of anisotropic velocities using again a scaling analysis, we obtain

\[
\rho_{aa} = \left( \sigma^{-1} \right)_{aa} \approx \frac{8 \pi h^3 v a v_e \Delta e^2 \mu \tau}{v_a \Delta e^2 \mu \tau} + \frac{8 \pi h^3 \Delta e^2 \mu \tau}{8 \pi h^3 \Delta} \left( 1 + \left( \frac{e B v a v_e \tau}{2 \mu} \right)^2 \right).
\]
2. Second-order current

The term proportional to \( E^2B \) in the third-order distribution function is the candidate to explain our MCA. This term has the form

\[
J^{(2)}_3 = \frac{e^3}{h^3} E^2 B \tau^3 \left[ \frac{\partial}{\partial k_n} \left( \begin{array}{c} - \frac{\partial \epsilon_k}{\partial k_c} \frac{\partial^2 \epsilon_k}{\partial k_n^2} + \frac{\partial \epsilon_k}{\partial k_n} \frac{\partial^2 \epsilon_k}{\partial k_a \partial k_c} \\ \frac{\partial \epsilon_k}{\partial k_a} \frac{\partial^2 \epsilon_k}{\partial k_n \partial k_c} \end{array} \right) \frac{\partial f_0}{\partial \epsilon_k} \right] + \left( -v_c \frac{\partial}{\partial k_n} + v_a \frac{\partial}{\partial k_c} \right) \frac{\partial^2 \epsilon_k}{\partial k_n^2} \frac{\partial f_0}{\partial \epsilon_k} + \left( \frac{\partial \epsilon_k}{\partial k_n} \right)^2 \frac{\partial^2 f_0}{\partial \epsilon_k^2} \right].
\]

From this we can calculate the current \( \sim E^2B \), i.e. second order in electric field resulting from the orbital effects

\[
J^{(2)}_{a, \text{orb}} = e^4 E^2 B \tau^3 \int \frac{d\epsilon_k}{2\pi\hbar^3} k_n \left[ \frac{\partial \epsilon_k}{\partial k_n} \left( \frac{\partial \epsilon_k}{\partial k_c} \frac{\partial^2 \epsilon_k}{\partial k_n^2} - \frac{\partial \epsilon_k}{\partial k_n} \frac{\partial^2 \epsilon_k}{\partial k_a \partial k_c} \right) - 3 \frac{\partial^2 \epsilon_k}{\partial k_n^2} \frac{\partial^2 \epsilon_k}{\partial k_c^2} \right) \frac{\partial f_0}{\partial \epsilon_k} \right] + 3 \left( \frac{\partial \epsilon_k}{\partial k_c} \right)^2 \frac{\partial^2 \epsilon_k}{\partial k_n^2} \frac{\partial f_0}{\partial \epsilon_k} \right] \delta(\mu - \epsilon_k) = e^4 E^2 B \tau^3 I^{(2)}.
\]

Surprisingly, the integral \( I^{(2)} \) gives exactly zero due to time-reversal symmetry of the underlying bandstructure (evaluated for \( B = 0 \) as we consider only effects linear in \( B \) here). One can show this by using the transformation \( \vec{k} \rightarrow -\vec{k} \) of the integral \( I^{(2)} \) and the relation \( \epsilon_{-\vec{k}} = \epsilon_{\vec{k}} \) for a time-reversal symmetric energy. Since each term in the integral \( I^{(2)} \) contains an odd number of momentum derivatives, this forces \( I^{(2)} = J^{(2)}_{a, \text{orb}} = 0 \). Importantly, this result does not depend on the relaxation-time approximation and can be generalized to any time-reversal symmetric collision rate, \( \frac{df_k}{dt}_{\text{coll}} = \sum_{\vec{k}} M_{\vec{k}, \vec{E}} \delta f_{\vec{E}} \) such that the matrix elements satisfy \( M_{\vec{k}, \vec{E}} = M_{-\vec{k}, -\vec{E}} \). We therefore find that at least within the Boltzmann equation, the MCA from orbital effects vanishes exactly and can thus not explain the experimental result.

E. Further effects beyond the Boltzmann equation and relaxation-time approximation

In this section, we discuss briefly several effects not included in the calculations presented above and for which a theory has not yet been developed to our knowledge. First, external electric and magnetic fields in general do not only affect the left-hand side but also the right-hand side of the Boltzmann equation which can give rise to a large number of effects contributing to the MCA. One such effect arising from matrix-element effects has been calculated in Sec. II C 3. Another possible mechanism is that the external \( B \) field can trigger skew skew scattering processes [37] even in non-magnetic materials which should also provide a contribution to the MCA. Similarly, an external electric field may deform the screening cloud around a charged impurity. Interaction effects, for example the proximity to a ferroelectric transitions, can enhance such effects. Similarly, all effects arising from Zeeman fields can be enhanced by the proximity to a ferromagnetic instability. Furthermore, effects may become important which cannot be described by the Boltzmann equation. For example, the vanishing of the orbital contribution of the magnetic field to the MCA is an artifact of the Boltzmann equation. The Boltzmann equation is, however, exact in leading order in \( \tau \) and therefore our calculation shows that there is no contribution \( \sigma^{(2)} \) proportional to \( \tau^3 \) and hence no correction to \( \gamma' \) which is proportional to \( \tau \).

For all these mechanisms, it is not easy to see how an enhancement of the MCA by four orders of magnitude can be achieved. As discussed in the next paragraph, we argue that a giant enhancement may arise from large-scale inhomogeneities which naturally occur in the presence of charged impurities in systems with low density and weak screening.

F. Enhancement of nonlinear transport by large-scale inhomogeneities

Due to the tiny electron density of \( n \approx 2.3 \times 10^{16} \text{ cm}^{-3} \), which corresponds to just \( 4.7 \times 10^{-6} \) electrons per formula unit, one can expect that the unavoidable presence of charged impurities leads to the formation of large-scale inhomogeneities, so-called puddles [26, 27, 38], which we can describe by smooth variations in the chemical potential \( \mu(\vec{r}) \). Puddle formation and a percolation transition of puddles driven by a magnetic field has, for example, been observed in weakly-doped topological insulators [38] even for electron densities exceeding ours by at least one order of magnitude.
If the apparent resistivity in such an inhomogeneous system is governed by regions with a high resistivity (and possibly, intrinsic pn-junctions), this can give rise to a gigantic enhancement of nonlinear transport as the inhomogeneous local electric field can become very large in high-resistivity areas (see below).

A comparison of resistivity and quantum-oscillation data provides strong experimental evidence for the presence of inhomogeneous transport. The observation of quantum oscillations demonstrates that our system is rather clean. From the Dingle analysis of our quantum-oscillation data, presented above in Sec. I G 8, we extract the relevant local electric field can become very large in high-resistivity areas (see below). Nonlinear transport by large-scale inhomogeneities is the most likely mechanism to explain our data.

The short transport scattering time also implies that regions of low conductivity are not simply short-circuited by regions of high conductivity. Here, an important factor is that the transport in ZrTe5 is mainly along ZrTe3 chains oriented along the a direction [39] which is also reflected in the highly anisotropic Fermi velocities, \(v_a : v_b : v_c = 16 : 1 : 4\), as discussed in Sec. I G 6. These anisotropies suppress the flow of electrons around obstacles and electrons cannot easily avoid regions of low conductivity.

In passing, we note that our observation of the resistivity to be higher than that expected from quantum oscillations speaks against the contribution of a parallel conduction channel, which would work to reduce the resistivity. In this regard, even though topological surface states are expected to exist in topological semimetals, it is unlikely that they are providing a measurable contribution to the transport properties in ZrTe5. The absence of any additional SdH-oscillation frequency to point to the existence of a 2D Fermi surface also supports the lack of contribution from the surface states in our experiment.

The quasi one-dimensional nature of transport motivates us to investigate a highly simplified setup where the local chemical potential varies only parallel to the direction of current flow, \(\mu = \mu(x)\), where we denote the coordinate in the \(\hat{a}\) direction by \(x\). If we assume that the variations of \(\mu\) occur on a length scale much larger than the Fermi wavelength and the mean-free path, we can calculate the local electric fields simply from

\[
\mathbf{j} = \sigma^{(1)}(x)\mathbf{E}(x) + \sigma^{(2)}(x)\mathbf{E}(x)^2,
\]

where the current density \(\mathbf{j}\) is constant in space within our simplified setup. For small \(\mathbf{j}\) this gives rise to a voltage drop

\[
\Delta V = \int E(x)dx \approx j \int \frac{1}{\sigma^{(1)}(x)}dx E(x) - j^2 \int \frac{\sigma^{(2)}(x)}{\sigma^{(1)}(x)^3}dx,
\]

from which we obtain for the amplitude of the MCA

\[
\gamma' = -\frac{\int \sigma^{(2)}(x) dE(x)}{B(\sigma^{(1)}(x))^3}.
\]

According to our Boltzmann results, (14) and (17), \(\sigma^{(1)}\) is linear in \(|\mu|\) while \(\sigma^{(2)}\) remains independent of \(\mu\) for \(1/\tau \ll \mu \ll \Delta\) but changes sign for negative \(\mu\). Denoting the average chemical potential by \(\bar{\mu}\) and the value of \(\gamma'\) for the homogeneous system by \(\bar{\gamma}'\) and assuming for simplicity a space-independent scattering time \(\tau\), we find that \(\gamma'\) is enhance by a factor \(A\)

\[
\gamma' \approx A\bar{\gamma}' \quad \text{with} \quad A = \frac{\int (\frac{\bar{\mu}}{\mu(x)})^3 dx}{\int (\frac{\bar{\mu}}{|\mu(x)|}) dx}.
\]

Due to the \(1/\mu(x)^3\) term the integral is strongly divergent when \(\mu\) approaches 0 and thus the nodal line. In a real system, this divergence will be cut off by a number of effects (e.g., scattering rates or geometry effects arising from the three-dimensional current flow) and thus (35) does not provide a quantitative prediction of the enhancement effect. It demonstrates, however, that a strong enhancement of nonlinear transport can be expected in the presence of large-scale inhomogeneities if transport is dominated by areas with a low conductivity. The local formation of intrinsic pn-junctions may enhance the effect, again due to an increase of the local electric fields.

As our analysis of scattering times supports this scenario, as discussed above, we think that the enhancement of nonlinear transport by large-scale inhomogeneities is the most likely mechanism to explain our data.
G. Discussion of the Berry curvature and the anomalous Hall effect for the torus Fermi surface

The Berry curvature in the direction perpendicular to the \( i,j \) plane due to a band \( n \) is most easily calculated numerically from Eq. (1) in the main text by using the formula

\[
\Omega_{ij,n}(k) = i \sum_{n' \neq n} \frac{\langle n | (\partial H/\partial k_i) | n' \rangle \langle n' | (\partial H/\partial k_j) | n \rangle - \langle n | (\partial H/\partial k_j) | n' \rangle \langle n' | (\partial H/\partial k_i) | n \rangle}{(\varepsilon_n - \varepsilon_{n'})^2},
\]

(36)

where the sum over \( n' \) is of all bands, not including the band \( n \).

We find numerically that at zero magnetic field the Berry curvature remains exactly zero and that the Zeeman terms of the form \( \sigma_i \otimes 1 \) only results in a finite Berry curvature for a magnetic field in the \( \hat{c} \) direction. Nonetheless, other possible Zeeman-like terms such as \( \sigma_z \otimes \tau_z \) are possible; such terms induce Berry curvatures also for fields pointing in the \( \hat{b} \) direction and require further investigation.