1. Introduction

The area of subjects and objects of scientific activity that are united by similar directions of research or a common subject area will be called a scientific subject space. The subjects of such spaces are scientists, who are usually united in scientific communities. These communities are based on the co-authorship of joint scientific publications. The subjects can also be individual scientists who work in a certain space but do not cite or publish articles shared with other scientists. However, it is common to use such terms and concepts that are specific to each space. The links between the scientists that make up the subject matter space can be established through a network of scientific collaboration or a network of citations. Scientific subject spaces are dynamic structures. This is due to the fact that the list of terms that characterise the area is constantly adjusted due to new research and the loss of relevance of other studies. Accordingly, the composition of scientific subject spaces is changing dynamically. Therefore, to identify the boundaries of these spaces, it is necessary to use tools that can highlight the characteristics of the spaces without pre-setting them. For this task, it is possible to use the methods of probabilistic latent semantic analysis.
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The main scientific results of a dissertation for a degree should be covered in scientific publications that reveal the main content of the dissertation. This is established by Clause 2 of the Order of the Ministry of Education and Science of Ukraine “On the publication of the results of dissertations for the degree of doctor and candidate of sciences” No. 1220 dated 23 September 2019. Responsibility as to whether the dissertation research complies with Clause 2 of Order No. 1220 and the requirements for the publication of the results of dissertations for the degree of doctor and candidate of sciences is borne by the Specialized Academic Council. The Specialized Academic Council creates an expert group that verifies compliance with the requirements. This process in terms of evaluating the completeness of covering scientific and practical results of an author's dissertation in the scientific articles of the author can be automated by using appropriate methods of latent semantic analysis. This allows each part of the study to be linked to the corresponding author's publications. If it turns out that there is no connection or it is minimal, the Specialized Academic Council may separately consider whether to include a particular publication of the author among the works for the award of a science degree.

The field of probabilistic thematic analysis is developing intensively. New methods are emerging to be used for a wide range of tasks. Therefore, research on this scientific issue is relevant not only in terms of practical application but also in terms of theoretical justifications used to modify methods of probabilistic semantic analysis.

2. Literature review and problem statement

In [1] it is stated that thematic modelling is one of the areas of natural language processing that analyses a relationship between a set of documents and the terms they contain by creating a set of concepts related to the documents and terms. In [2] it was proposed to use latent semantic analysis to search for information in text files, taking into account the content of the documents without focusing on specific incomplete duplicates. A probabilistic approach to latent semantic analysis was proposed in [3]. The method was further developed in [4], which proposed a paragraph vector model for vector representation of the content of texts. The method has advantages from the point of view of calculations. The main disadvantage of this method is the difficulty of interpreting the obtained numerical results. Besides, modern methods based on latent semantic analysis involve the use of additional data about texts, such as citations of texts between authors, geographical representation, and so on. In particular, in [5] an author topic model was given, which takes into account the co-authorship of publications to determine their topics. Since scientific publications usually use a number of specific terms and concepts, it is appropriate to analyse not just the frequencies of individual words in the text but n-grams that reflect specific terms. The use of n-gram analysis in combination with latent semantic analysis was described in [6].

Probabilistic latent semantic analysis can be used to compare text documents (clustering and classification tasks) as well as to find similarities between text documents and links between terms. Probabilistic latent semantic analysis is also used to find similarities between small groups of terms. In particular, in [7] the multiple choice questions (MCQ) answering model using probabilistic latent semantic analysis was described. In [8] the use of probabilistic latent semantic analysis for machine learning tasks and text data mining was specified.

We will consider two tasks that can be solved using the tools of latent semantic analysis: to identify scientific subject spaces and to determine the completeness of covering dissertation research results by degree seekers.

Identification of scientific subject spaces is necessary for the following objectives:

1) to determine in which priority areas of research a scientist works individually and with what contribution to these areas;
2) to research the identifiers of subjects of a scientific area;
3) to assess the potential of a scientific subject space, taking into account the dynamics of development of the subjects that make up this space.

Any collection of scientific papers has its own list of subject areas. Accordingly, each scholar published in a collection can receive in his/her own list of subject areas part of the areas that are determined for the collection. This method of identifying areas of research for scientists has disadvantages. In particular, the list of the subject areas of a scientist may include third-party areas that relate to the scientist or indirectly and directly do not correspond to his/her competencies or do not relate to his/her research activity. This is because a collection can be interdisciplinary and cover a wide range of topics. For example, journal [9] has a list of eight subject areas according to the Scopus database. They include Industrial and Production Engineering; Engineering; Energy and Power Technologies; Electrical and Electronic Engineering; Applied Mathematics; Business, Management, and Accounting, in particular, Technology and Innovation Management; Systems Management and Engineering; and Computer Science. That is, the range of the subject areas is quite broad.

Let us assume that an author has sixteen articles published and indexed in Scopus, including eight publications in the Eastern European Journal of Enterprise Technologies. The Scopus database identified the following subject areas for the author: Engineering; Computer Science; Mathematics; Business, Management, and Accounting; Energy Economics; Physics and Astronomy; Social Sciences; and Decision Science. From this list, the author has no article that would even indirectly relate to Energy Economics, Physics, and Astronomy. A similar situation with the formation of subject areas is in the vast majority of scientists whose profiles are maintained in this database. Thus, there is a conclusion that such a method of forming the list of subject areas of a scientist can only be an auxiliary tool. Without direct contact with a scholar to determine his/her primary scientific competencies, it cannot be taken as a basis. Another approach involves the open source software Mendeley [10] for managing bibliographic information. Mendeley is for storing and viewing research papers. In an author's profile, it is possible to view the statistics of reading publications, taking into account information about the degree or status of the person who has viewed a publication and his/her priority subject area.

In [11] the method of clustering publications of scientists was described by scientific areas to define scientific subject spaces. This method proposes two ways to find the distance between publications: the length of the route in the citation
The aim of the study is to determine the possibilities of applying latent semantic analysis for the tasks of identifying scientific subject spaces and determining the completeness of covering the results of dissertation research by degree seekers. To achieve this aim, the following tasks were set and done:

- to perform a systematic analysis of a probabilistic thematic model of presenting text documents, in particular scientific documents, using specific subject terms that are represented by \( n \)-grams;
- to provide a formal description of the probabilistic thematic model for the problem of clustering publications of scholars in scientific areas, which is an important step for the identification of scientific subject spaces;

- to give a formal description of the probabilistic thematic model for the task of assessing the completeness of covering the materials of the author’s dissertation research in his/her scientific articles;
- to verify probabilistic thematic models for the tasks of clustering publications of scholars in scientific spaces and to evaluate the completeness of covering the author’s dissertation research in his/her scientific articles.

### 4. The probabilistic thematic model of presenting text documents taking into account \( n \)-grams

Suppose a collection of text documents is \( Q = \{ q_1, q_2, ..., q_m \} \). Then each document is \( q_j \), \( j = 1, m \) is a fragment of a text consisting of words

\[
q_j = \{ w_{ij}^q, w_{2j}^q, ..., w_{nj}^q \}
\]

\( n_j \) is the number of words in the document \( q_j \) and \( \beta_k, i = 1, n_j \) is the word length. A word is represented by a sequence of characters that belong to a finite alphabet \( \mathcal{A} \). If a document contains graphic objects, including drawings, diagrams, charts, mathematical formulae, the probabilistic thematic model does not take them into account.

We will canonise the collection of text documents. For canonization, we first discard all the words in the list of stop words. Then we construct the word sequences of the document \( q_j \) in the canonical form. That is, a text document

\[
q_j = \{ \overline{w}_{ij}^q, \overline{w}_{2j}^q, ..., \overline{w}_{nj}^q \}
\]

where \( \overline{w}_{ij}^q \) is the word \( w_{ij}^q \) in the canonical form \( \beta_k, i = 1, n_j \) is the length of words in the canonical form, and \( u_j \) is the number of words in the canonical text.

One of the identifiers to determine to which scientific area a text document belongs is the use of specific terms and concepts. These concepts can be given in one, two or more words. Therefore, according to the authors, it is advisable to consider not individual words of a document but its \( n \)-grams. Therefore, in the future, the term will be understood as unigrams, bigrams or \( n \)-grams, which represent those words or expressions that help identify to which scientific area a text document belongs. Let us denote the dictionary of terms for the collection of documents by \( \Omega \).

Suppose that there is a finite set of research topics \( T \). If the frequency of occurrence of certain terms that define the scientific subject space \( B \) in the text is higher than the frequency of occurrence of terms of other areas, the text belongs to the scientific subject space \( B \). A topic of a document will be understood as the probabilistic discrete distribution on the set of terms \( \Omega \), as in [3]. That is, there is a hidden relationship between terms, topics, and a text document. To reflect this dependence, we will present text documents as a set of points \( (q_i, \Omega, t_i), i = 1, T \), \( Y = |\Omega|/|T| \) in a discrete probability area \( Q \times \Omega \times T \) with an unknown probability function \( p(q, \Omega, t) \). The values of the function \( p(q, \Omega, t) \) can be estimated on the basis of a statistical definition of probability:

\[
p(q, \Omega, t) = \frac{n_{\omega t}}{\sum_{q \in Q} \sum_{\omega \in \Omega} n_{\omega t}}
\]
where \( p(q, \Omega, t) \) is the probability of using the term \( \Omega \) in a text document \( q \) on the topic \( t \), and \( n_{q,t} \) is the number of points \( (q, \Omega, t) \) in the space \( Q \times \Omega \times T \) for a given set of text documents. In other words, \( p(q, \Omega, t) \) is the number of uses of the term \( \Omega \) in the text document \( q \) on the topic \( t \).

According to the formula of total probability, the satisfied equality is
\[
p(o|q) = \sum_{t} p(o|t, q) p(t|q).
\]

Let us introduce assumptions about the independence of the use of terms in documents. We will assume that the use of terms depends only on the topic. Let us denote by
\[
p(o|q) = \sum_{t} p(o|t) p(t|q) = \sum_{t} \Phi_{o,t} \Theta_{t},
\]
(1)

The probabilistic model describes the process of forming a collection of documents based on the known distributions \( p(\Omega|t) \) and \( p(t|q) \).

Based on the collection of \( Q \) documents, it is necessary to find the frequency estimates of the distributions or the probabilities of the unknown parameters of probabilistic models [25]. The parameters are defined so that model (1) approximates the estimates of the conditional probabilities
\[
p(o|q) = \frac{n_{o,q}}{n_q},
\]
where \( n_{o,q} \) is the number of occurrences of the term \( \Omega \) in the document \( q \) and \( n_q \) is the length of the document \( q \).

Let \( \Phi \) be a matrix representing the belonging of terms to the topics \( \Phi = \{\phi_{o,t} \}_{o,t} \), and let \( \Theta \) be a matrix of belonging of the topics to the documents \( \Theta = \{\theta_{t,q} \}_{t,q} \).

The likelihood function is defined as the sampling probability of the model parameters \( \Phi \) and \( \Theta \),
\[
K = \sum_{o=1}^{O} \sum_{t=1}^{T} n_{o,t},
\]
\[
p\left(\{q, \omega\}_{o,t}; \Phi, \Theta\right) = \prod_{o,t} p(q, \omega, o,t) = \prod_{o,t} p(o|q) p(q)^{n_{o,q}} = \prod_{o,t} \prod_{o} p(o|q)^{n_{o,q}} p(q)^{n_{o,q}} \rightarrow \max_{\Phi, \Theta}.
\]
(2)

Problem (2) is incorrect because it has an infinite number of solutions. This problem can be solved with the inclusion of the regularizer \( R(\Phi, \Theta) \), which helps reduce the problem to the correct one [26].

After logarithmization (2) and taking into account the regularizer \( R(\Phi, \Theta) \), we obtain the maximization problem:
\[
\sum_{o=1}^{O} \sum_{t=1}^{T} n_{o,t} \ln \sum_{t} \phi_{o,t} \theta_{t} + R(\Phi, \Theta) \rightarrow \max_{\Phi, \Theta},
\]
(3)
\[
\sum_{o=1}^{O} \sum_{t=1}^{T} \phi_{o,t} = 1, \quad \sum_{t=1}^{T} \theta_{t} = 1, \quad \phi_{o,t} \geq 0, \quad \theta_{t} \geq 0.
\]
(4)

The regularizer defines additional constraints that allow obtaining a single solution from an infinite number of solutions of problem (2). In [27] it was proposed to consider the columns of the matrices \( \Phi \) and \( \Theta \) as random vectors with the Dirichlet distribution:

\[
R(\Phi, \Theta) = \sum_{o=1}^{O} \sum_{t=1}^{T} (\beta_{o,t} - 1) \ln \phi_{o,t} + \sum_{t=1}^{T} \sum_{o=1}^{O} (\alpha_{t} - 1) \ln \theta_{t}.\]
(5)
\[
\alpha_{t} > 0, \quad \alpha_{t} = \sum_{o=1}^{O} \beta_{o,t} > 0, \quad \beta_{o,t} = \sum_{o=1}^{O} \beta_{o,t}.
\]
\[
\phi_{o,t} > 0, \quad \sum_{o=1}^{O} \phi_{o,t} = 1, \quad \sum_{t=1}^{T} \theta_{t} = 1.
\]

If \( \beta_{o,t} = 1 \) and \( \alpha_{t} > 1 \), then we obtain the problem without a regularizer.

If there is an additional link between documents, such as information about citations, then it can be assumed that the related documents have similar topics. In this case, the regularizer will look like
\[
R(\Theta) = \tau \sum_{t=1}^{T} \sum_{o=1}^{O} n_{o,t} \sum_{o'} \theta_{o,t} \theta_{o',t},
\]
(6)

where \( n_{o,t} \) is the weight of the relationship between the document \( q \) and the collection of documents, for example, the number of citations of a document \( e \) in the document \( q \) [28], \( \tau \) is the parameter that affects the convergence of solving the problem by some numerical method.

To numerically solve the problem, it is possible to use an iterative approximate EM-algorithm, which consists of two steps: E-step and M-step. First, the probabilities (E-step) are determined on the approximate values of the parameters:
\[
p(t|q, o) = \left[ \begin{array}{c} 0, \\ \frac{\phi_{o,t} \theta_{t}}{\max_{\Phi, \Theta} \phi_{o,t} \theta_{t}}, \end{array} \right], \quad \phi_{o,t} \theta_{t} \leq 1,
\]
(7)
\[
\phi_{o,t} \theta_{t} > 1.
\]

The M-step is determined by the maximization problem:
\[
\sum_{t=1}^{T} \sum_{o=1}^{O} n_{o,t} p(t|q, o) \ln (\phi_{o,t} \theta_{t}) + R(\Phi, \Theta) \rightarrow \max_{\Phi, \Theta},
\]
(8)

where \( \Phi, \Theta \in Q \Omega \times T \) and \( t \in T \).

The steps \( E \) and \( M \) are performed sequentially. The condition for completing the algorithm is the fulfillment of the conditions
\[
\exists \epsilon > 0, \quad \|\Phi^{k} - \Phi^{k-1}\| < \epsilon \quad \text{and} \quad \|\Theta^{k} - \Theta^{k-1}\| < \epsilon,
\]
where \( \Phi^{k} \) is a matrix representing the belonging of terms to topics obtained by the iteration \( k \), \( \Theta^{k} \) is a matrix representing the belonging of topics to documents obtained by the iteration \( k \), \( k \in N \), and \( \epsilon \) is a predefined constant that determines the accuracy of calculation.

5. Application of the probabilistic thematic model to the problem of clustering publications of scientists by subject spaces

Let \( A=\{a_1, a_2, ..., a_n\} \) be a set of scientists with \( n \) as the number of scientists and \( Q=\{q_1, q_2, ..., q_m\} \) be a set of publications by these scientists with \( m \) as the number of publications. Let us denote by \( V=(\eta_1, \eta_2, ..., \eta_n) \) a set of scientific subject spaces with \( \psi \) as the number of areas. Identification of scientific subject spaces is a process of establishing a correspondence between a particular scientist and the scientific spaces in which this scientist works and publishes scientific articles within these areas. That is, it is necessary to find the
mapping $\Lambda: A \rightarrow V$. One of the ways to identify scientific subject spaces is to use information on the publishing activity of scientists.

In [11] a two-stage clustering method was proposed, which was based on two ways of finding the distance between publications. In the first stage, the distance between publications was calculated based on the length of the minimum route on the citation graph. In the second stage, the distance between publications was calculated based on the degree of similarity in the content of the abstracts of these publications by the Hamming distance based on the method of locally sensitive hashing. After applying the method of clustering this graph and taking into account the specifics of the input data, it was proposed to combine the clusters according to the criterion of proximity of centres of gravity. The use of each stage separately leads to the emergence of isolated clusters of publications that may belong to the same scientific subject space. In particular, there are groups of scholars who study one topic in parallel, but there are few or no citations between their publications. Similarly, given the different authors’ styles of writing, there are abstracts of publications that focus on different aspects of the same problem, thus being quite distant in content. The use of both methods of estimating the distance between abstracts makes it possible to identify more accurately publications that belong to a common area of research. These stages do not take into account the thematic area of a text, the author’s style and other characteristics for qualitative identification of the research area. Therefore, it is proposed to increase the efficiency of clustering publications in combination with probabilistic latent semantic analysis.

Let the set $CCQ\subset Q$ specify the citation ratio between scientists’ publications. The relationship between publications and their citations can be represented as an oriented graph $(Q, C)$ where publications from the set $Q$ are vertices and citations $C$ are arcs of the graph. To find the scales $n_{ct}$ it is possible to use the value inverse to the length of the minimum route between the corresponding vertices of the graph $(Q, C)$. If there is no route between the vertices, then $n_{ct}=0$. From formulae (3), (4), and (6), we obtain the following:

$$\sum_{q=1}^{m} \sum_{t=1}^{n} n_{ct} \ln \sum_{t=1}^{m} \theta_{ct} = 0, \quad \sum_{q=1}^{m} \sum_{t=1}^{n} \theta_{ct} = 1, \quad \theta_{ct} \geq 0, \quad \theta_{ct} \rightarrow \max$$

$$\sum_{q=1}^{m} \sum_{t=1}^{n} \theta_{ct} = 1, \quad \sum_{q=1}^{m} \theta_{ct} = 1, \quad \theta_{ct} \geq 0, \quad \theta_{ct} \rightarrow \max$$

In contrast to strict clustering [11], on the basis of problem (9)–(10), a fuzzy distribution of publications belonging to the clusters will be obtained, which is described by the matrix $\Theta$:

$$\Theta = \left[ \begin{array}{cccc} \theta_{11} & \theta_{12} & \cdots & \theta_{1n} \\ \theta_{21} & \theta_{22} & \cdots & \theta_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \theta_{m1} & \theta_{m2} & \cdots & \theta_{mn} \end{array} \right] \rightarrow \max$$

Let us denote by $\Omega(a_i)$ the set of publications of the author $a_i$, $i = 1, n$, included in the cluster $y_z$, $z = 1, \psi$:

$$\Omega(a_i) = \{ q_j \in Q | (a_i, q_j) \in U, q_j \in y_z \}.$$
7. Verification of the probabilistic thematic model for the set tasks

To verify the results of the study, the analytical information system “Database of Scientists of Ukraine” was finalized; it is a database with information about 215,082 scientific publications and 58,834 Ukrainian authors of these publications. To cluster the scientific publications, the method of clustering a citation graph taking into account the similarity of abstracts of scientific publications was used for the task to identify scientific subject spaces. The functionality of the system was also expanded in terms of using probabilistic latent semantic analysis for the problem of clustering scientific publications based on the probabilistic thematic model (9), (10), taking into account n-grams. To calculate the matrices Φ and Θ, a tool for building thematic models with the open source BigARTM was used [30]. The probabilistic thematic models that can be used in this tool were described in [31]. The input for thematic modelling in this tool is two files based on a collection of publications. One file consists of a list of all words in the canonised texts of publications; stop words, all nouns in the nominative singular form, verbs in the infinitive form, etc. are not taken into account. The second file is represented by a table with fields such as a publication index, a word index in the first file, and the number of word occurrences in the publication. The result of the tool is the matrices Θ and Θ. Next, formula (12) was used for the constructed matrix Θ to make a conclusion about the belonging of the author of the publication to a relevant scientific subject space. The solution of the problem of assessing the completeness of covering the dissertation materials in scientific articles required two steps:

1) to study the probabilistic thematic model based on an author’s publications on the basis of the BigARTM tool; the training outcomes are stored in a separate file in binary representation;

2) to find the matrix Θ for the segments of dissertation abstracts using the practised model and the special regularizer (13).

It was established that the values of $H_1$ and $H_2$ should be close to $5 \times 10^{-5}$.

8. Discussion of the results of applying the probabilistic thematic model

The verification results show the possibilities of applying latent semantic analysis to the tasks of identifying scientific subject spaces and assessing the completeness of covering the results of dissertation research by degree seekers. A feature of the probabilistic thematic model for clustering publications of scientists in scientific spaces, taking into account the citation network (9), (10), and (12), is the problem of increasing instability of clustering the citation graph due to a smaller number of clusters. This problem arises when combining clusters based on the clustering of the citation graph, taking into account the similarity of the abstracts of scientific publications. A feature of the probabilistic thematic model for the problem of evaluating the completeness of covering the author’s dissertation research materials in his/her scientific publications (9), (10), (13) is the use of training and the special regularizer (13). The result of applying the model is a matrix of belonging of segments of an author’s dissertation abstract to the documents determined by the author’s publications. The application of this model to this problem has not been described yet.

For the task of clustering scientific publications, due to the properties of latent semantic analysis to detect hidden links, it was possible to reduce the number of clusters of scientific subject spaces and solve the problem of increasing instability of clustering graph citation due to reducing the number of clusters. The model (9), (10), and (12) is used for this purpose. For the task of determining the completeness of covering the results of dissertation research, degree seekers have the opportunity to study the probabilistic thematic model (9), (10), and (13) according to the author’s publications. As a result, the matrix Θ is recorded, and the special regularizer (13) is used to find the matrix Θ. The class of expert methods is mostly used for the task to identify scientific subject spaces. The disadvantage of this class for this task is that the number of publications of scientists to be distributed among a sufficiently large number of clusters is constantly growing. In the presented probabilistic thematic model (9), (10), and (12), the problem of identifying scientific subject spaces is solved by clustering scientific publications without taking into account opinions of experts.

The task to identify the completeness of covering the results of dissertation research by seekers of a science degree is poorly understood. The given model (9), (10), and (13) helps receive a matrix of belonging of an author’s segments of the dissertation abstract to documents that are defined by publications of the author for a small volume of input data. The model is sensitive to the emergence of new publications, so in this case, to fully solve the problem, it is necessary to modify the model so that it does not require retraining.

A limitation of the study is the problem of canonisation of texts in different languages. This study uses textual information in the Ukrainian language. In further research, restriction of texts to one language database will be offered, especially due to the fact that the tools to canonise English texts have more opportunities, in particular for scientific publications. Besides, a limitation of the second task is the difficulty of obtaining full texts of dissertations for complete verification of the model.

The peculiarity of latent semantic analysis is that it is used for a wide range of text processing tasks. This paper has considered two specific problems that were solved on the basis of probabilistic thematic models with appropriate regularizers. The considered tasks were based on the problem of maximizing the plausibility function that used to be set incorrectly. Only appropriate regularizers were used to reduce the task to the correct one. Other methods of reducing tasks to the correct ones were not considered.

9. Conclusion

1. A systematic analysis was performed for the probabilistic thematic model of presenting text documents, in particular scientific documents with the use of specific subject terms that were represented by n-grams. It has been established that this model can be effectively used to solve the tasks to identify scientific subject spaces and to determine the completeness of covering the results of dissertation research by degree seekers.

2. A formal description of the probabilistic thematic model was given for the problem of clustering publications
of scholars by scientific areas. This is an important step in identifying scientific subject spaces. The verification of the described method on the basis of this thematic model produced the following results:

- the problem of increasing the instability of clustering the citation graph was solved due to the reduction in the number of clusters;
- the number of obtained clusters of scientific subject spaces in other studies used to be about 500. In the case of clustering by the probabilistic thematic model with the regularizer $R(\Phi, \Theta)$ it is about 250.

3. A formal description of the probabilistic thematic model was made for the problem of evaluating the completeness of covering the materials of an author’s dissertation research in his/her scientific publications. Since there is not a large enough database of dissertation abstracts for training, it is difficult to specify the optimal values of the threshold coefficients $H_1$ and $H_2$.

4. When checking the recognised completeness of covering the dissertation research materials of an author in his/her scientific publications (the volume of 20 texts), it was found that the coefficients $H_1$ and $H_2$ should be close to $5 \cdot 10^{-5}$.
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