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ABSTRACT
Having accurate completeness functions is crucial to the determination of the rest-frame ultraviolet luminosity functions (UVLFs) all the way back to the epoch of reionization. Most studies use injection-recovery simulations to determine completeness functions. Although conceptually similar, published approaches have subtle but important differences in their definition of the completeness function. As a result, they implement different methods to determine the UVLFs. We discuss the advantages and limitations of existing methods using a set of mock observations, and then compare the methods when applied to the same set of Hubble Legacy Field (HLF) images. We find that the most robust method under all our mock observations is the one that defines completeness as a function of both input and output magnitude. Other methods considering completeness only as a function of either input or output magnitude may suffer limitations in a presence of photometric scatter and/or steep luminosity functions. In particular, when the flux scatter is $\lesssim 0.2$ mag, the bias in the bright end of the UVLFs is on par with other systematic effects such as the lensing magnification bias. When tested on HLF images, all methods yield UVLFs that are consistent within $2\sigma$ confidence, suggesting that UVLF uncertainties in the literature are still dominated by small number statistics and cosmic variance. The completeness simulation code used in this study (GLACiAR2) is publicly released with this paper as a tool to analyse future higher precision datasets such as those expected from the James Webb Space Telescope.
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1 INTRODUCTION
Owing to several large extragalactic programs on the Hubble Space Telescope (HST), such as the Hubble Legacy Fields (HLF), the Hubble Frontier Fields (HFF), the Reionization Lensing Cluster Survey (RELICS) and the Brightest of Reionizing Galaxies (BoRG) survey, we have discovered thousands of galaxy candidates at redshift $z \gtrsim 6$ (e.g., Bouwens et al. 2015; Ishigaki et al. 2018; Salmon et al. 2020; Schmidt et al. 2014; Morishita et al. 2018; Bowler et al. 2020; Roberts-Borsani et al. 2021), leading to a better understanding of cosmic reionization in terms of its timing and the sources that governed it. Although star-forming galaxies are now considered the primary agents to reionize the universe (Faucher-Giguère et al. 2008; Haardt & Madau 2012; Robertson et al. 2015; Ma et al. 2020), their actual contribution of ionizing photons remains to be observationally confirmed. The difficulty is due to the intergalactic medium absorption from neutral hydrogen in the reionizing epoch that makes it impossible to directly measure the ionizing UV radiation from star-forming galaxies. The ionizing UV radiation from star-forming galaxies, therefore, has to be calculated through integrating three quantities: the rest-frame UV luminosity density, an efficiency factor that converts the UV luminosity to Lyman-continuum photons, and the escape fraction. Each has its respective challenges.

The ultraviolet luminosity function (UVLF or $\phi(M_{\text{UV}})$) is defined as the number of galaxies, whose absolute magnitude – measured at $\sim 1400 – 1600\AA$ – is between $M_{\text{UV}}$ and $M_{\text{UV}} + dM_{\text{UV}}$, at a specific redshift per unit comoving volume. It is a fundamental parameter that not only determines the rest-frame UV luminosity density but is also an indicator of many underlying physical properties of these galaxies such as star formation rate and stellar properties.

Much of our understanding in the high-redshift universe de-
pends on the determination of the UVLF at the bright and the faint end. Both measurements are still observationally challenging. The state-of-the-art constraint for the faint-end come from the Hubble Frontier fields (Ishigaki et al. 2018), whose limiting UV absolute magnitudes reach $\sim -14$ mag. The current understanding is that the UVLFs at $z \geq 6$ have faint-end slopes that are steep and likely steeper with increasing redshifts (McLure et al. 2013; Schenker et al. 2013; Ishigaki et al. 2018; Bouwens et al. 2021), consistent with cosmological simulations (e.g., Wilkins et al. 2017; Ma et al. 2018). These results support the hypothesis that faint galaxies are the main contributor to ionizing photons. Nonetheless, to account for the ionizing photons needed for the reionization, we still need to extrapolate the UVLFs beyond the current observational limits by perhaps two orders of magnitude fainter in luminosity, i.e. $M = -12$ (Mason et al. 2019). Hence, there is an observational need to confirm this behaviour at the faint end and, besides, to observe the predicted flattening of UVLF at $M < -12$ due to increased ionizing background that suppresses star formation in dwarf galaxies (e.g., Gnedin 2016; Yue et al. 2016).

While the difficulty in constraining the UVLF at the faint end originates from limited exposure depth of the surveys, the problem at the bright end comes from a combination of limited survey volumes, and impact of cosmic variance on a single large-area field (e.g. see Trenti & Stiavelli 2008 for a discussion on cosmic variance). Several surveys have endeavoured to address this issue by a combination of increased search area to find these rare bright objects, and observations among multiple lines of sight to limit cosmic variance. These are done by either taking advantage of pure-parallel opportunities with Hubble (e.g., Yan et al. 2012; Morishita 2021) or having dedicated surveys with long exposures on 10m-class ground telescopes (e.g., Bowler et al. 2015; Ono et al. 2018; Stefanon et al. 2019). These observations are providing tentative but increasing evidence that there are more luminous sources at the bright-end of UVLF at high redshift $z > 7$ than what the exponential decline component of the Schechter function predicts (Bowler et al. 2014; Ono et al. 2018; Morishita et al. 2018; Bowler et al. 2020). Many empirical models for the redshift evolution of UVLFs have successfully predicted UVLFs at high redshifts by starting from the dark-matter halo mass function, and assuming that star formation tracks the halo accretion rate, with a calibration step at a reference redshift to encode all the complex physics of conversion of gas into stars which is well beyond the scope of these models to consider (e.g., Trenti et al. 2010; Mason et al. 2015b; Mashian et al. 2016; Tacchella et al. 2018). The assumption of a strong link between star formation rate (SFR) and halo accretion rate ($\dot{M}_\text{h}$) is well supported by the tight relationship observed between SFR/$\dot{M}_\text{h}$ and $M_h$, which does not evolve significantly with redshift, at least up to $z \sim 7$ (e.g., Behroozi et al. 2013; Harikane et al. 2018). Under this assumption, the aforementioned empirical models predicted UVLFs that are well described by the Schechter function up to redshift $z = 20$. If there are indeed more luminous galaxies relative to what Schechter function describes, the models may need to be modified. Many factors may cause the bright-end of the UVLFs to deviate from the Schechter functional form, such as reduced or different modes of AGN feedback (Finkelstein et al. 2015), the presence of substantial scatter in the star-formation rate at fixed mass in individual halos (Ren et al. 2019), starburst time-scale (Lacey et al. 2011), or change in shape of the underlying halo mass function with redshift (Bowler et al. 2020). Several studies are also identifying dust attenuation (temperature, extinction curve, dust-to-mass ratio etc.) as the primary factor influencing the precise shape of the bright-end UVLF (Lacey et al. 2011; Somerville et al. 2012; Cai et al. 2014; Kimm & Cen 2013; Cullen et al. 2017; Ma et al. 2018; Bowler et al. 2020). But the dust contribution is still under debate. For example, Ma et al. (2019) used post-process dust radiative transfer calculations on high-resolution cosmological simulation and found that the dust-to-metal ratio ($> 0.8$) required to match the observed bright-end UVLF at $z > 8$ is much higher than what is needed for lower redshift galaxies. Yet, such high dust-to-metal ratio would contradict the current understanding that high-redshift galaxies are relatively dust-poor (Khusanova et al. 2020; Hou et al. 2019).

Therefore, to accurately determine the underlying physical models that describe high-redshift UVLFs, one should maximize the accuracy of the observed UVLFs. Observationally, multiple factors can contribute to bias in UVLF: cosmic variance (Trenti & Stiavelli 2008; Moutard et al. 2016; Bowler et al. 2020), magnification bias (Wyithe et al. 2011; Mason et al. 2015a), and contamination from objects at different redshifts (Morishita et al. 2018). If sources of bias are not accounted and corrected for, they can lead to incorrect interpretations of fundamental physical processes.

One aspect that deserves further scrutiny in light of the imminent improvement in data quality expected from JWST is whether methods that derive the UVLFs at high redshift are robust and unbiased. Existing works in literature define completeness functions differently. Therefore, they use different methods to derive UVLFs. Concurrently, their measured UVLFs show occasional tension, albeit it is unclear whether the differences arise from the datasets used, the data reduction/source selection, and/or the completeness step. Bouwens et al. (2015) and Bouwens et al. (2021) found that the UVLF at $4 < z < 8$ is consistent with a Schechter functional form, $N(M)dM = \phi^*0.4 \ln 10 \exp(-(M-M^*)/(\sigma+1)) - 1 \ln 10(M-M^*)$, where the faint-end slope $\sigma$ and the characteristic number density $\phi^*$ significantly evolve with redshift. However, there was no significant evolution in the $M^*$ parameter prior to $z \sim 3$. Finkelstein et al. (2015) found a similar conclusion regarding the evolution of the Schechter parameters with redshift but their UVLFs at $z > 6$ show some mild tension with those of Bouwens et al. at 1-2 $\sigma$ level. On the other hand, Bowler et al. (2015), Calvi et al. (2016), Rojas-Ruiz et al. (2020) and Bowler et al. (2020) found that the UVLFs at high redshifts either comparatively show an excess at the bright end (although they are all still consistent with each other within a few sigmas and therefore the differences are not conclusively significant) or are better fit with a double power-law function with little evolution at the bright end. They also detected a significant change in $M^*$ with redshift. Although these works use injection-recovery simulations that are conceptually similar to calculate effective convolving volumes in their observational surveys, they define completeness functions differently and hence use different calculations to derive the UVLFs.

This paper aims to systematically and quantitatively assess the methods proposed to determine the UV luminosity functions using the same comparison sample, to characterize systematic differences in recovered UVLFs that are due to completeness modeling. We consider literature studies that calculate completeness functions via injection-recovery simulations, and determine whether the differences involving completeness functions can lead to different UVLFs, given the same observational situation.

This paper is organized as follows. In section 2, we describe the definitions of the completeness functions and the UVLF derivation methods that we consider in this paper. In section 3, we test these methods on a mock observation that covers a large area of the sky, using mock completeness simulations that mimic the observation perfectly. In section 4, we test the methods on $z \sim 5$ galaxies in the Hubble Legacy Fields. In this section, we also introduce
GLACiAR2, the publicly available completeness simulation used in this work\(^1\).

2 DETAILS OF PREVIOUSLY DEFINED COMPLETENESS FUNCTIONS AND METHODS TO DETERMINE UVLF

Determining a UVLF – the number of galaxies per absolute UV magnitude per comoving volume within a redshift range of interest – is conceptually straightforward. In basic terms, two components must be known: 1) the number of galaxies detected at the redshift of interest in an observational survey and 2) a mapping that translates the number of observed galaxies to the intrinsic number density of galaxies in the universe. A completeness simulation (or an injection-recovery simulation) is often used to calculate the latter. The simulation usually starts with the creation of galaxy stamps that are as realistic as possible (in terms of shapes, sizes, point-spread functions, and spectral energy distributions). It then randomly places these galaxy stamps onto the observed images and recovers them, using the same analysis process followed to obtain the observational sample.

There are two broad approaches to apply the completeness simulation to determine the UVLFs or the best-fit functions that describe the UVLFs (such as the Schechter function). One is to iteratively simulate mock galaxies while searching for the best-fit UVLF parameters (e.g., Ishigaki et al. 2015, 2018). In each iteration, this method samples a UVLF model, creates a set of mock galaxies accordingly, projects them on the images, and compares the recovered number counts to the number of galaxies in the observation. Although this method is straightforward, it can be computationally expensive if the observational sample contains multiple images. Thus, most of the studies in the literature utilize a second different approach, where the completeness simulation is only performed once and is independent of the UVLF parameters derived from the observed sample. This approach stores the simulation’s result in each image in the survey, and then uses the information to recover a luminosity function from observed galaxy number counts. This method defines completeness as a function of input magnitude.

Completeness functions map the number of observed galaxies to the intrinsic UVLF. The injection-recovery simulations introduce artificial galaxies with some specified properties (size, shape, surface brightness profile) into observed images and record their recovery status as well as their recovered properties. Based on these results, one can define a completeness function that maps the number of recovered galaxies with a given set of recovered properties to the number of injected galaxies with a given set of injected properties. They can be a function of multiple parameters, other than UV magnitude, such as redshift (e.g., Bowler et al. 2015), galaxy radius and UV spectral slope (e.g., Finkelstein et al. 2015). For simplicity, we only demonstrate the completeness as a function of magnitude in this work. I.e., we assume no cross-contamination between redshifts and that the detection is independent of galaxy size and UV spectral slope. With these assumptions, a 2-dimension matrix is sufficient to fully represent the results of the injection-recovery simulation (shown on the left side of Figure 1). Its columns refer to the input magnitude, while its rows represent the output magnitude of the simulation. The value of each cell is the number of galaxies whose intrinsic luminosity matches the column’s magnitude but are recovered to have the row’s output magnitude.

The differences among previous works come in under three main aspects. First, is the type of input and recovered magnitude. Most works inject galaxies in bins of intrinsic UV absolute magnitude, while some inject galaxies in bins of theoretical apparent magnitudes – the magnitudes of the artificial galaxies after applying the distance modulus and the K correction calculated with the input redshift and at the detection band (e.g., Oesch et al. 2007, 2015; Carrasco et al. 2018). For the types of output magnitude, Oesch et al. (2007) and Bouwens et al. (2015) use apparent magnitudes in a detection band, while Bowler et al. (2014, 2015, 2020) and Finkelstein et al. (2015) use UV absolute magnitudes measured from the recovered spectral energy distributions (SEDs) and inferred redshifts. Second is the distribution function of the injected galaxies. Oesch et al. (2007) and Bouwens et al. (2015) inject artificial sources drawn from an underlying flat magnitude distribution. Finkelstein et al. (2015) and Rojas-Ruiz et al. (2020) inject galaxies with a faint-heavy distribution. Bowler et al. (2015) inject galaxies that either follow a Schechter distribution or a double-power law distribution. The third and final source of difference lies in the specific definition used for the completeness function itself, which directly affects the method used to calculate the best-fit UVLF parameters.

In principle, the first difference (defining completeness functions as a function of apparent magnitude or as a function of UV absolute magnitude) is inconsequential because a given completeness function can be translated into another by combining it with a one-to-one function that maps between the two magnitudes. Therefore, in this work we will investigate only impact of the underlying distribution in the completeness simulations and of the definition of the completeness function used to derive UVLFs.

We first describe the three types of definitions and methods considered in this work in Section 2.1 to 2.3. A schematic summary is given in Figure 1.

2.1 Method 1: completeness as a function of input magnitude

This method defines completeness as a function of input magnitude. For example, e.g. Finkelstein et al. (2015); Rojas-Ruiz et al. (2020) define the completeness \( P(M_{in}) \) as the fraction of recovered galaxies, regardless of their output magnitudes, in an input magnitude \( M_{in} \) bin:

\[
P(M_{in}) = \frac{\sum M_{recov} \cdot N(M_{recov}, M_{in})}{N(M_{in})} \tag{1}
\]

where \( M_{in} \) is the intrinsic absolute UV magnitude, and \( M_{recov} \) is the recovered magnitude of the simulated galaxies. As shown in Figure 1, each cell in the matrix represents the number of galaxies with injected \( M_{in} \) magnitude that are recovered to have \( M_{recov} \) magnitude. The completeness defined by method 1 is the summation along the column (highlighted in purple) divided by the total number of injected galaxies in the injected magnitude \( M_{in} \). We note that the completeness by Finkelstein et al. (2015) is also a function of two additional parameters: half-light radius and UV spectral slope, but these are not considered by Rojas-Ruiz et al. (2020).

With this completeness definition, the effective comoving volume in an observed image is also a function of \( M_{in} \):

\[
V_{eff}(M_{in}) = \int \frac{dV}{dz} P(M_{in}, z) dz; \tag{2}
\]

\(^1\) https://github.com/nleethochawalit/GLACiAR2-master
where $V$ is the comoving volume associated to the observed image. If we let a set of parameters $\theta$ describe a luminosity function, $\phi(\theta)$, the expected number of galaxies with an intrinsic $M_{in}$ is equal to

$$N^{\exp}(M_{in}, \theta) = V_{\text{eff}}(M_{in}) \phi(\theta, M_{in}) dM. \quad (3)$$

Ultimately, one can use the maximum likelihood estimation to determine the best-fit parameters $(\theta)$ by comparing the modelled number of galaxies $N^{\exp}$ to the number of observed galaxies $N^{\text{obs}}(M_{in})$ in the image. One aspect of this method is that the number of observed galaxies with intrinsic $M_{in}$ magnitudes $(N^{\text{obs}}(M_{in}))$ may be challenging to quantify. Finkelstein et al. (2015) and Rojas-Ruiz et al. (2020) found that the recovered fluxes of the galaxies in the injection-recovery simulation were typically fainter than the input fluxes. Therefore, they apply the typical offset found in the simulations to the fluxes measured for the observed galaxies to derive the best estimate of their intrinsic fluxes:

$$N^{\text{obs}}(M_{in}) = N^{\text{obs}}(M_{\text{recov}} + \text{offset} \in M_{in}). \quad (4)$$

### 2.2 Method 2: completeness as a function of recovered magnitude

This method is arguably the more commonly used approach to determine high-redshift UVLFs (e.g., Oesch et al. 2007, 2009, 2012; McLure et al. 2013; Bowler et al. 2014, 2015; Morishita et al. 2018; Bridge et al. 2019; Bowler et al. 2020). It defines completeness as a function of recovered magnitudes, either in terms of recovered absolute magnitude $M_{\text{recov}}$ magnitudes $(N^{\text{obs}}(M_{\text{recov}}))$ or in terms of recovered apparent magnitude (e.g., McLure et al. 2009, 2013; Oesch et al. 2007, 2009, 2012). It is the ratio of the number of recovered galaxies with recovered magnitudes in the bin $M_{\text{recov}}$ to the total number of injected galaxies with intrinsic magnitudes in the same bin:

$$P(M_{\text{recov}}) = \frac{\sum_{i=1}^{N} C(M_{\text{recov}, i})}{V_{\text{max}, i}}. \quad (6)$$

where $M_{\text{in}} = M_{\text{recov}}$ and $C(M_{\text{recov}}) = 1/P(M_{\text{recov}})$. The summation is over all galaxies with recovered absolute magnitude in bin $M_{\text{recov}}$.

Alternatively, the UVLFs can be inferred via the calculation of an effective comoving volume (Oesch et al. 2007; Calvi et al. 2016; Morishita et al. 2018):

$$V_{\text{eff}}(M_{\text{recov}}) = \int \frac{dV}{dz} P(M_{\text{recov}}) dz. \quad (7)$$

For a given modeled luminosity function $\phi(\theta)$, the expected number of galaxies $N^{\text{obs}}(M_{\text{recov}})$ is the summation along the row of $M_{\text{recov}}$ divided by $N(M_{\text{in}})$. We note that depending on the number density distribution of the injected galaxies, the completeness function thus defined can exceed unity. For example, if simulated galaxies are injected following a steep underlying luminosity distribution function (such as the bright-end of the Schechter function), then the completeness can exceed unity due to an up-scattering of more numerous faint galaxies (Bowler et al. 2020). In contrast, if a simulation injects galaxies with an underlying flat distribution (e.g., Oesch et al. 2007), the completeness is smaller than 100% for realistic functional forms of photometric scatter (e.g. normal). We note that McLure et al. (2009, 2013); Bowler et al. (2014, 2015) and Bowler et al. (2020) also allow their completeness to be a function of redshift i.e. the completeness is the ratio of the output to the input $M_{\text{UV,z}}$ grids. However, for a simple demonstration purpose here, we drop the redshift component, i.e. there is no cross-contamination between redshifts.

Based on this definition of completeness, previous studies use two procedures to infer binned UV luminosity functions (also see Schmidt et al. (2014) for an unbinned method). First is via the calculation of the maximum volume occupied by each galaxy, i.e. the $V_{\text{max}}$ method (e.g., Bowler et al. 2014, 2015, 2020). Each galaxy $i$ occupies a maximum volume $V_{\text{max}, i}$, a shell with the largest distance at which a galaxy with absolute magnitude $M_{\text{in}}$ can be selected into the sample. It is usually the distance at which its signal-to-noise ratio would drop below a selected signal-to-noise threshold. The luminosity function is then defined as the sum of these maximum volume densities, corrected by the completeness:

$$\phi(M_{\text{in}}) dM_{\text{in}} = \sum_{i=1}^{N} \frac{C(M_{\text{recov}, i})}{V_{\text{max}, i}}. \quad (6)$$
number of galaxies with recovered magnitude $M_{\text{recov}}$ is

$$N^{\exp}(M_{\text{recov}}, \theta) = V_{\text{eff}}(M_{\text{recov}}) \phi(\theta, M_{\text{in}} = M_{\text{recov}}) dM.$$ (8)

One can then compare $N^{\exp}(M_{\text{recov}}, \theta)$ to the number of observed galaxies in the survey $N^{\text{obs}}(M_{\text{recov}})$ to find the best-fit UVLF.

### 2.3 Method 3: completeness as a function of input and recovered magnitude

This method relies on the full matrix produced by the injection-recovery simulation in Figure 1 (see Table 19 in Bouwens et al. (2006) for an example). The completeness as well as the effective volume are a function of both injected magnitude $M_{\text{in}}$ and recovered magnitude $M_{\text{recov}}$:

$$P(M_{\text{recov}}, M_{\text{in}}) = \frac{N(M_{\text{recov}}, M_{\text{in}})}{N(M_{\text{in}})};$$ (9)

$$V_{\text{eff}}(M_{\text{recov}}, M_{\text{in}}) = \int \frac{dV}{dz} P(M_{\text{recov}}, M_{\text{in}}) dz;$$ (10)

where $M_{\text{in}}$ is typically an intrinsic UV magnitude, while $M_{\text{recov}}$ is typically an observed apparent magnitude (Bouwens et al. 2011, 2015, 2019, 2021). Here, we use the recovered $M_{\text{UV}}$ magnitude instead, so that we can present a consistent comparison with the other two methods. For a given model $\phi(M_{\text{in}}, \theta)$, one can calculate the expected number of observed galaxies in a bin centered on $M_{\text{recov}}$ through a dot product between the effective comoving volume and $\phi(M_{\text{in}}, \theta)$:

$$N^{\exp}(M_{\text{recov}}, \theta) = V_{\text{eff}}(M_{\text{recov}}, M_{\text{in}}) \cdot \phi(M_{\text{in}}, \theta) dM.$$ (11)

Then, one can directly use a maximum likelihood estimation to find the best-fit parameters by comparing this modeled $N^{\exp}(M_{\text{recov}}, \theta)$ to the observed number of galaxies $N^{\text{obs}}(M_{\text{obs}})$.

### 3 MOCK OBSERVATION ASSESSMENT OF COMPLETENESS CORRECTIONS TO UVLF DETERMINATION

In this section, we investigate whether the difference in the definition of completeness, and the underlying distribution of the injected galaxies in the source recovery simulation, as presented in Section 2, lead to any systematic bias across methods. For this purpose, we use a set of mock observations where we vary the amount of photometric (flux) scatter, hence this section is based on mock data only.

#### 3.1 Mock observation setup

We begin by assuming a mock universe and an observational survey for $z = 9$ galaxies. The mock universe contains $z = 9$ galaxies whose intrinsic luminosity function follows the Schechter luminosity function from Morishita et al. (2018): $\alpha = -2.1$, $M_{\text{UV}} = -21.0$, and $\log \phi^* = -4.2$. We set the combination of distance modulus to $z = 9$ and the k-correction factor to a round-number of $m = 47$ mag (AB). We populate 0.5-magnitude-wide bins with mock sources such that the galaxies’ intrinsic magnitudes are exactly equal to the bin center values.

We assume that the mock observation is a half-sky survey with a finite exposure time. The comoving volume of the survey is $1.4 \times 10^{11}$ Mpc$^3$. We ignore contamination by galaxies at different redshifts. We further set the completeness of the survey to be a Sigmoid (S-shaped) function of theoretical apparent magnitude,

$$C(m_{\text{in}}) = \frac{0.9}{1 + \exp[8 \times (m - 28)]}.$$ (12)

The completeness is $\sim 90\%$ at the brightest magnitude bins, since in typical telescope images (e.g. from HST) foreground sources or bad pixels block $\sim 10\%$ of the bright $z \sim 9$ galaxies that are well above the survey detection limit. We set the completeness to quickly drop off at $m \sim 28$ AB, which is approximately equal to the limiting magnitude of a typical deep HST survey such as the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (Koekemoer et al. 2011). With this configuration, there are 15 galaxies with $m_{\text{in}} = 23.5$ (or $M = -23.5$) and $\sim 2.3 \times 10^9$ galaxies with $m_{\text{in}} = 30$ (or $M = -17$), in the patrol area. However, after applying the completeness function (equation 12), the numbers of observed galaxies are 13 at the $m_{\text{in}} = 23.5$ bin and zero at $m_{\text{in}} > 30.5$ bins. The true numbers of galaxies in the patrol area are shown as dark-blue squares in Figure 2, while the numbers of observed galaxies are shown in light-blue squares.

We further assume that the recovered fluxes do not perfectly match the input one due to some measurement errors. In real observation, this might arise from a combination of image processing, background noise, finite aperture effects, and/or uncertainties from SED fitting that determine $M_{\text{UV}}$. We set the flux scatter to be Gaussian with standard deviations ranging from 0 to 0.5 mag. For each data set, the standard deviation is constant cross the magnitude range for simplicity. There is no flux bias between the average recovered magnitudes and the intrinsic magnitudes. When there is no flux...
scatter ($\sigma = 0$), the recovered magnitudes are therefore equal to the intrinsic magnitudes. An example for $\sigma = 0.2$ mag is shown in the left-most panel of Figure 3. A choice of flux scatter of $\sim 0.2$ mag is on a par with, if not conservative for, typical magnitude uncertainties of $z > 8$ galaxies observed with the Hubble Space Telescope (e.g., Morishita et al. 2018; Stefanon et al. 2019; Rojas-Ruiz et al. 2020).

Lastly, for each observational situation (or for each $\sigma$ flux scatter), we create three mock injection-recovery simulations that inject galaxies with different underlying distributions (Figure 2). The first simulation injects galaxies with the same luminosity function as that of the mock universe. The result from this simulation, shown in the second panel of Figure 3, is therefore statistically the same as the real observations. The second simulation injects galaxies with an underlying Schechter function that is slightly different from that of the mock universe. This ‘mismatched’ distribution is described by the parameters for $z = 8$ galaxies from Bouwens et al. (2015): $\alpha = -2.0$, $M_{UV}^\text{eff} = -20.6$, and $\log d_L^* = -3.7$. For the last simulation, we inject galaxies with an underlying flat distribution, where $10^6$ galaxies are injected to each magnitude bin. In all cases, we use the same $C(M_a)$ as in the mock universe. We show examples of these three simulations, when the amount of flux scatter is $\sigma = 0.2$ mag, in the three right panels of Figure 3.

### 3.2 Results of the mock observations

For each amount of flux scatter, we apply different definitions of completeness functions to the ‘simulation’ results, e.g. the matrices in Figure 3, and recover the luminosity functions accordingly. If possible, we calculate nominal luminosity functions directly and avoid fitting a functional form.

**Method 1:** For this method, the nominal luminosity function is the inverse of Equation 3 when the observed number of galaxies is equal to the expected number:

$$\phi(M_{\text{in}}) = N_{\text{obs}}^\text{obs}(M_{\text{in}})/V_{\text{eff}}(M_{\text{in}})/dM.$$  \hspace{1cm} (13)

$N_{\text{obs}}^\text{obs}(M_{\text{in}})$ is calculated from Equation 4, setting the magnitude offset to zero. Results are shown in Figure 4.

We find that the recovered UVLFs do not depend on the underlying distribution used in the injection-recovery simulations. This is because the completeness definition is a function of input magnitude only. The completeness is the number of recovered galaxies in each input magnitude bin normalized by the number of injected galaxies in that bin. Therefore, it does not matter how many galaxies were injected in the input magnitude bin. Instead, the derived UVLFs depend on the amount of flux scatter, especially at the bright end where the luminosity function is steep and at the faint end where the completeness sharply drops off. In our test cases, the number density at both ends are overestimated. The larger the scatter, the larger the overestimation. At the fiducial amount of flux scatter $\sigma = 0.2$ mag, the overestimation at the brightest magnitude bins $M_{\text{in}} = -23.0, -22.5, -22.0$ mag are $0.4, 0.2, 0.1$ dex, respectively. When the flux scatter is $\sigma = 0.3$ mag, the overestimation at $M_{\text{in}} = -22$ mag is $0.2$ dex. These amounts of the overestimation are comparable to the bias induced by gravitational lensing. For example, Mason et al. (2015a) found that the magnification bias can induce an $0.15$ mag overestimation at $M_{\text{UV}} \sim -22$ mag. We note that the typical photometric scatter in the measured $M_{\text{UV}}$ of $z \geq 8$ galaxies from the HST/WFC3 observations are in the range of $0.1-0.3$ mag (e.g., Calvi et al. 2016; Morishita et al. 2018; Bouwens et al. 2019).

The observed overestimate is the well-known Eddington bias (Eddington 1913). Flux scattering causes galaxies in a magnitude bin with a larger number of galaxies to fill up its adjacent magnitude bins with fewer number of sources. In general, method 1 may not fully correct this. As seen in Figure 4, the bias is larger when the luminosity function is steep, which is the case for the Schechter luminosity function at the brightest magnitude bins. The overestimation at the faint end is caused by the steep drop in the completeness that we used in the mock analysis (see the light-colour data points in Figure 2). At $M \sim -19$, the completeness is set at roughly $50\%$. In real observation, this problem is generally not serious as long as faint magnitude bins that are highly incomplete are discarded, although Eddington bias should be considered carefully in situations where completeness is very low such as faint-end slope determination from gravitational lenses (Livermore et al. 2017; Atek et al. 2018).

The overestimation at the bright magnitude end may explain some of the excess found in the literature. Rojas-Ruiz et al. (2020), which used method 1 to calculate effective volumes, found that their nominal UV luminosity function at $M_{\text{in}} \approx -22$ bin is larger than the Schechter form in Finkelstein (2016) by $\sim 0.5$ dex at $z \sim 8$ and $\sim 1$ dex at $z \sim 9 - 10$. As discussed earlier, the amount of the possible overestimation depends on the slope of the intrinsic luminosity.
In Figure 4, the recovered luminosity functions derived by method 1, in which the completeness function is defined as a function of $M_{\text{in}}$. When flux scatter is present, the derived luminosity function at the bright end biases high due to the more numerous fainter objects. A similar bias at the faint end is due to the detection limit that causes a sharp drop in the number of fainter sources. The bottom panels show the offset from the intrinsic luminosity function in log scale.

function at the bright ends, and the intrinsic flux scatter ($\sigma$). Both effects are difficult to quantify precisely and beyond the scope of this paper. Nonetheless, if we assume that intrinsic observational flux scatter is 0.3 dex, the overestimation found in Figure 4 is 0.2–0.3 dex at $M_{\text{in}} \sim -22$ bins. This amount cannot account for all the excess found in Rojas-Ruiz et al. (2020) but is still a significant fraction. The bias can be significantly higher if the intrinsic flux scatter is larger.

We note that Finkelstein et al. (2015) and Rojas-Ruiz et al. (2020) took flux uncertainties into account via a Monte Carlo sampling. Fluxes of the observed galaxies were sampled based on the observational flux uncertainties and the magnification uncertainties. The fluxes were also corrected with the average offset between the input and output fluxes found in their completeness simulations. However, the Monte Carlo sampling and the average offset may not totally correct the bias if the input distribution in the completeness simulation is different from the intrinsic distribution. In other words, if we let $F$ be the intrinsic flux of a galaxy and $F_o$ be the observed/recovered flux of the galaxy, according to the Bayesian rule, the probability of the intrinsic flux $F$ is $P(F|F_o) \propto P(F_o|F)P(F)$. The average offset and the Monte Carlo sampling only take care of the $P(F_o|F)$ part but leave the $P(F)$ term out.

Although we can apply a correction function to the recovered fluxes to correct for the Eddington bias (e.g., Hogg & Turner 1998), we technically already know how the recovered fluxes behave relative to the intrinsic fluxes based on the injection-recovery simulation. If we trust that the injection-recovery simulation can replicate the observation, we should be able to recover the intrinsic fluxes statistically. This means that the completeness needs to be a function of both intrinsic and recovered magnitudes. In fact, method 2 and method 3 already take this into account.

Method 2: For this method, we directly use Equation 6 to recover the luminosity functions. The results are shown in Figure 5. In the presence of flux scatter, this method can only recover the intrinsic luminosity function if the underlying distribution used in the completeness simulation is the same as the intrinsic luminosity function. However, when the underlying distribution function used in the simulation is different from the intrinsic function, the derived UVLFs differ from the intrinsic UVLF. The bias is in the direction toward the underlying distribution function. As seen in the figure, the coloured dashed lines show the recovered UVLFs using the completeness functions derived from the simulations with an underlying flat distribution. When the flux scatter $\sigma$ is greater than zero, both the faint end and the bright end of the LF show a bias toward the flat distribution (grey dashed line). The derived UVLFs based on the simulations with mismatched LF distribution show a similar behavior. The derived UVLFs (the coloured dotted lines) always have a bias toward the underlying distribution used in the injection simulations (the grey dotted line). The amount of the offset depends on the amount of the flux scatter and on the difference between the shapes of the intrinsic and underlying luminosity function for the magnitude bin considered. The recovered UVLFs in our test cases are resilient to flux scatter up to $\sigma = 0.1$ (the differences are less than 0.1 dex at all magnitude bins). Based on Figure 5, when the flux scatter of $\sigma = 0.2$ mag, the offset is $\sim -0.3$ dex at magnitude bin $M_{\text{in}} = -23$ for the simulation with an underlying mismatched distribution (green dotted line) and $\sim +0.4$ dex for the simulation with an underlying flat distribution (green dashed line).

Method 2 relates the number of observed galaxies with recovered magnitudes in bin $M$ to the number of galaxies with intrinsic magnitudes in bin $M$ based on the number of pairs found in the simulation. In the presence of flux scattering, if the simulation uses a different underlying distribution from the intrinsic distribution, such mapping will not work properly. In our test cases, the UVLFs...

---

3 Stefanon et al. (2017) use this Bayesian correction to correct their rest-frame optical fluxes of high-z galaxies.
derived from simulations with an underlying flat distribution are similar to those derived with method 1. The excess at the bright ends of the dashed lines in Figure 5 is quantitatively the same as the excess found in Figure 4. Although this similarity is due to the assumption that the flux scatter is Gaussian, it can lead to a false consistency between the UVLFs derived by the two methods.

Calvi et al. (2016) used method 2 to calculate completeness as a function of observed apparent magnitude \( m_{\text{obs}} \) with a flat distribution as an input distribution in the simulation. They found that the number densities of \( z \approx 9 \) galaxies at the bright end of the luminosity function, \( M \lesssim -22 \), show some excess compared to the predicted Schechter fit (e.g., Bouwens et al. 2016) by \( \sim 0.4-0.5 \) dex. This excess is consistent with what Rojas-Ruiz et al. (2020) found using method 1. According to Figure 5, when we apply a simulation with an underlying flat luminosity distribution to the observation with a flux scatter of 0.3 mag (red dashed line), the induced bias is in the order of 0.2–0.3 dex for magnitude bins with brightness comparable to the Calvi et al. (2016) sources. Thus, a significant fraction (approximately half) of the excess found in Calvi et al. (2016) may come from completeness–simulation bias induced by flux scattering.

Indeed, Bowler et al. (2020) recently noticed that their derived UVLFs may depend on the underlying distribution of the galaxies in the completeness simulation. They found that the bright ends of their derived \( z \approx 8-10 \) UVLFs based on the simulation with underlying double power-law distribution differ from those based on the simulation with underlying Schechter distribution. Nonetheless, the derived UVLFs based on both simulations still show an excess of sources at the bright end compared to a Schechter form. This suggests that at least some of the excess detected at the bright end of the LF is likely intrinsic.

**Method 3:** For this method, we calculate nominal luminosity functions by directly taking an inverse of equation 11:

\[
\phi(M_{\text{in}};dM = V_{\text{eff}}^{-1}(M_{\text{in}}, M_{\text{recon}}) \cdot N_{\text{obs}}(M_{\text{recon}}),
\]

where \( V_{\text{eff}}^{-1} \) is the inverse of the \( V_{\text{eff}} \) matrix. Generally, a square matrix is invertible if the determinant is non-zero. This suggests that we need to remove the \( M_{\text{in}} \) columns that are zero vectors. However, because of the flux scatter, the matrix \( V_{\text{eff}} \) after the removal of zero columns is often not a square matrix. Therefore, we can only take a left inverse \( V_{\text{eff}}^{-1} \) of the \( V_{\text{eff}} \) matrix. The recovered nominal UVLFs are shown in the left panel of Figure 6.

While this method appears formally robust, the direct calculation of luminosity functions using Equation 14 has not been commonly used in the literature. Hence, we additionally calculate the best-fit luminosity function by using a more commonly used method: the stepwise maximum likelihood (SWML) approach (Bouwens et al. 2015). The SWML approach finds the best-fit luminosity function by comparing the expected number of galaxies at each recovered magnitude bin (as predicted by Equation 11) to the number of observed galaxies at the same recovered magnitude bin. It does not assume any functional form for the modelled luminosity function. Instead, \( \phi(M_{\text{in}}) \) at all magnitude bins are free parameters. Here, we use the Markov chain Monte Carlo (MCMC) method to find the best-fit UVLF, and we opt to calculate the likelihood with a binomial likelihood function, instead of the usual choice of the Poisson likelihood function, because our mock survey covers a large area of the sky rendering the Poisson estimation inappropriate:

\[
\mathcal{L} = \prod_{k}^{n} p^{k} (1 - p)^{(1-k)},
\]

where the multiplication sum is over all \( M_{\text{recon}} \) bins. \( n \) and \( k \) are a function of \( M_{\text{recon}} \) where \( n \) is the expected number of galaxies in the universe. Since we assumed that our observation is half-sky, \( n \) is therefore equal to \( 2 \times N_{\text{obs}}(M_{\text{recon}}) \), which is calculated in equation 11. \( k \) is the observed number of galaxies in that \( M_{\text{recon}} \) bin. \( p \) is the probability of the galaxy to be in the patrol area, which is 1/2 in our case. The best-fit functions, as well as the uncertainties, are shown in the right panel of Figure 6.

Based on Figure 6, method 3 can recover the intrinsic luminosity function well, regardless of the flux scatter and the distribution function used in the injection-recovery simulation. An exception is at the brightest end. One contributing factor is stochasticity. At the bright end, there simply are not enough observable galaxies in the survey. For example, at the bright end \( M_{\text{in}} = -23.5 \), there are 13 observable galaxies with \( M_{\text{in}} \approx 23.5 \). In real observations, the survey area is usually much smaller, which suggests that stochasticity starts to dominate at much fainter magnitudes. Another contributing factor to the large uncertainties at the bright end is intrinsic to the deconvolution of Equation 11. Unlike methods 1 and 2, method 3 does not sum up the matrix in Figure 1 in either direction to create completeness functions. Therefore, it suffers the most from correlation between adjacent bins (i.e. the binning problem). Bouwens et al. (2015) also identified the correlation between magnitude bins to introduce substantial uncertainty at the bright ends of their derived UVLFs. To limit the correlation between adjacent bins, studies generally use a bin size that is larger than the typical flux scatter in the data. For example, Bouwens et al. (2015) used a wider binning scheme at the faint-end to determine UVLFs.

In general, method 3 works well irrespective of the amount of flux scatter and is independent of the distribution functions used in the completeness simulation. It is robust because it uses the most information produced by the completeness simulation to map between the number of observed galaxies and the intrinsic distribution of galaxies.

### 3.3 Applicability to actual observations

One limitation on the mock observation analysis from this Section is the assumption that within each magnitude bin, galaxies all have the same luminosity (i.e. we neglect the intra-bin luminosity function). In fact, for each input magnitude bin, the simulation injects galaxies with the same magnitude – the value of the bin’s center. As a result, the output matrix (e.g. those in Figure 3) from simulations with underlying Schechter distribution is identical to the output matrix from the simulation with underlying flat distribution whose columns are multiplied by the value of the Schechter function at each bin center. If the simulation samples the flux of each injected galaxy instead, the scatter in the observed magnitude bins would likely increase. Especially when the underlying distribution is non-uniform, there will be more galaxies whose fluxes are close to edges of that bin. In turn, there will be more galaxies that scatter into adjacent recovered magnitude bins.

Practically, it is often computationally difficult to simulate galaxies according to an underlying distribution with a steep slope, such as the Schechter distribution. For example, if one simulates 100 galaxies in the \( M_{UV} = -23 \) bin according to the UV luminosity function of \( z = 5 \) galaxies (Bouwens et al. 2015), one has to simulate \( \sim 1.6 \) million galaxies at \( M_{UV} = -20 \) bin. A leeway is to simulate equal numbers of galaxies in all magnitude bin but sample the magnitudes of simulated galaxies according to the desired underlying probability distribution. We implement this technique in our injection-simulation analysis on observational data in the next section.
Unlike galaxies at higher redshifts, UVLFs. Furthermore, Barone-Nugent et al. (2015) determined that, due to its exceptional depth and relatively wide area coverage (relative to Hubble observations) so that we can cover high redshift galaxies a wide range of magnitudes within one homogeneous data set. We choose to measure UVLFs at $z \approx 5$ simply because there are more $z \approx 5$ galaxies in the HLF fields than sources at yet higher redshifts, which minimizes the Poisson uncertainties in the derived UVLFs. Furthermore, Barone-Nugent et al. (2015) determined that, unlike galaxies at higher redshifts, $z \approx 5$ galaxies in the HLF field are not significantly affected by magnification bias at $M_{UV} \gtrsim -23$, removing another source of uncertainty and systematic bias in the LF determination.

We describe the observational data, source detection, flux measurements, and completeness simulation in Section 4.1 – 4.5. In Section 4.7, we generate additional sets of data with larger flux scatters by adding noise to the measure $M_{UV}$ magnitudes. We then derive the UVLFs and discuss the results in Section 4.8. We provide their summary in Section 4.9.

## 4 TEST ON OBSERVATIONAL DATA

In this section, we compare $z \sim 5$ UVLFs derived from Hubble Space Telescope observations using the three methods described in Section 2. For this, we resort to the publicly-released Hubble Legacy Fields (HLF) images from Whitaker et al. (2019). Also, we artificially add noise to these data to create additional data sets that mimic observational surveys with larger flux scatter (i.e. mimic observations at shallower depths). We select the HLF as the testbed due to its exceptional depth and relatively wide area coverage (relative to Hubble observations) so that we can cover high redshift galaxies a wide range of magnitudes within one homogeneous data set. We choose to measure UVLFs at $z \approx 5$ simply because there are more $z \approx 5$ galaxies in the HLF fields than sources at yet higher redshifts, which minimizes the Poisson uncertainties in the derived UVLFs. Furthermore, Barone-Nugent et al. (2015) determined that, unlike galaxies at higher redshifts, $z \approx 5$ galaxies in the HLF field are not significantly affected by magnification bias at $M_{UV} \gtrsim -23$, removing another source of uncertainty and systematic bias in the LF determination.

4.1 Hubble Legacy Fields application

We use the V2.1 version data release of the Hubble Legacy Fields (HLF) project for the GOODS-S region (Whitaker et al. 2019). The data release homogeneously combines all imaging of the GOODS-S extragalactic field from over 30 different HST programs such as the Hubble UltraDeep Field (e.g., Beckwith et al. 2006; Bouwens et al. 2011), the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (Koekemoer et al. 2011), and the Early Release Science observations (Windhorst et al. 2011). The final product includes ACS, WFC3/IR and WFC3/UVIS imaging that are taken over 2635 orbits. The images are sky-subtracted, and point-spread function (PSF) matched to the F160W band. We use the images with 60-mas pixel scale, and trim them to the common overlap area in the F850LP, F125W, F140W, and F160W bands.

The full GOODS-S field contains several patches of relatively deeper regions. We separate the XDF/HUDF region out of the GOODS-S field to separately run the injection-recovery simulation. Beside the XDF region, there are four parallel ultra-deep fields: HUDFP1 to HUDFP4. We disregard the parallel HUDFP1 and HUDFP2 region because the HUDFP1 region does not have $B_{335}$ images required for the $z \sim 5$ dropout selection. The HUDFP2 region contains multiple bright stars that might affect the measurement of fluxes and colours. We do not separate the HUDFP3 and HUDFP4 out because they have similar depths to the rest of the GOODS-S field in the near-infrared bands. Hereafter, we identify the two regions as the XDF and the GOODS region. Finally, we create a detection image for each region by combining noise- equalized images in four HST bands (F850LP, F125W, F140W, F160W), following the procedure of Whitaker et al. (2019). The final area is equal to 5.1 arcmin$^2$ for the XDF region, and 135 arcmin$^2$ for the GOODS region.

4.2 Source detection and flux measurements

For each region, we run SExtractor (Bertin & Arnouts 1996) on the PSF-matched HST images with a dual-image mode, using the detection image described above and the root mean square (rms) map specific to each filter. For the GOODS region, we use the same SExtractor parameters as that in Whitaker et al. (2019). For the deep XDF/HUDF region, we lower the detection threshold (DETECT_THRESH) from 1.8$\sigma$ to 1$\sigma$ and lower minimum number of pixels for detection (DETECT_MINAREA) from 14 to 9 pixels in order to detect fainter galaxies (see also Trenti et al. 2011 for similar parameter choices in the context of detection of high-z sources with low/modest signal to noise). From SExtractor catalogues, we obtain the AUTO, and APER photometry with aperture of diameter 0.35, and 0.7. We then correct the fluxes for the Galactic dust extinction, using the NASA/IPAC infrared archive’s Galactic dust extinction calculator (Schlegel et al. 1998; Schlafly & Finkbeiner 2011). Lastly, we set negative aperture fluxes to a nominal zero value ($m = 50$).
We use a $0^\prime.35$-diameter circular aperture magnitude to calculate colours of the detected galaxies and use the following procedure to calculate their total fluxes. Following Whitaker et al. (2019), each galaxy’s total flux is its $0^\prime.7$-diameter circular aperture flux corrected by a correction factor, which is a product of two numbers. The first number approximately corrects the measured FLUX\_AUTO for the flux that may fall outside of the Kron\_AUTO aperture. It is the ratio between the total PSF flux to the PSF flux enclosed in a circularized Kron radius of the galaxy. To obtain this number, we directly interpolate the PSF curve of growth in Whitaker et al. (2019, their Figure 6), assuming that a 2$^\prime$ aperture should encompass all PSF light. The second number is the ratio between the flux that may fall outside of the Kron\_AUTO to the flux in the $0^\prime.7$ diameter circular aperture of each galaxy in the reference F125W band. While Whitaker et al. (2019) used F160W as a reference band, we use F125W instead because the images in F125W band are ~0.3–0.4 mag deeper than the images in F160W band. If we instead used F160W as a reference band, we would have lost many dropouts as they do not have measurable FLUX\_AUTO in F160W. F125W therefore better suits the selection of $z \sim 5$ dropout galaxies.

We estimate flux uncertainties and signal-to-noise ratios using “empty apertures” analysis instead of directly using the errors returned by SExtractor. This is to avoid the correlated noise between adjacent pixels that renders flux uncertainties returned by SExtractor underestimated (e.g., Trenti et al. 2011; Whitaker et al. 2011). Detail of this procedure are reported in Appendix A.

### 4.3 Dropout selection

To select $z \sim 5$ Lyman-break galaxies (LBGs), we use the colour and signal-to-noise criteria from Bouwens et al. (2015) together with a photometric redshift selection. Starting from the total fluxes and colours derived in Section 4.2, we first select the initial set of candidates with the following criteria:

\[
(i_{606} - z_{775} > 1.2) \land (z_{850} - H_{160} < 1.3) \land \\
(V_{606} - i_{775} > 0.8(z_{850} - H_{160}) + 1.2) \land \\
(\chi^2_{\text{NIR}} > 25) \land (\text{SN}(B_{435}) < 2) 
\]

And that the candidates must not satisfy the $z \sim 6$ dropout criteria:

\[
(i_{775} - z_{850} > 1.0) \land (Y_{105} - H_{160} < 1.0) \land \\
(i_{775} - z_{850} > 0.78(Y_{105} - H_{160}) + 1.0) \land \\
(\chi^2_{\text{NIR}} > 25) \land (\text{SN}(B_{435}) < 2) \land \\
(V_{606} - z_{850} > 2.7) \lor (\text{SN}(V_{606}) < 2))
\]

The $\chi^2_{\text{NIR}}$ is the signal-to-noise in the NIR bands, defined as $\sum_i \text{SGN}(f_i)/(\sigma_i f_i)$ where the summation index $i$ is over all bands in $[V_{105}, i_{125}, H_{160}]$. $f_i$ and $\sigma_i$ are the total flux and its uncertainty in band $i$. $\text{SGN}(f_i)$ is equal to 1 if $f_i$ is greater than zero, and equal to –1 otherwise. These criteria are the same as those in Bouwens et al. (2015) except that we only check for stellarity if the candidate has $\chi^2_{\text{NIR}} > 1000$. This is because we find that the stellarity measured from SExtractor may not work reliably with the multi-band PSF-matched detection images used in this study unless the detection signal-to-noise ratio is sufficiently high.

We further check whether the candidates blend with other objects. Suppose a candidate is adjacent to another brighter source which is not a dropout candidate. In that case, we count the number of pixels of the candidate source that are adjacent to the other objects, using the segmentation map. If the number of the adjacent pixels is larger than 25% of the total number of pixels on its circumference, we consider our object to be blended and discard the candidate. Figure 7 shows the number of candidates as a function of $M_{\text{UV}}$ for each field. Most of candidates overall come from the GOODS-S field, while the majority of the faintest sources are from the XDF region. The number of candidates are found to be 5 candidates as a function of $M_{\text{UV}}$ for each field. Most of candidates overall come from the GOODS-S field, while the majority of the faintest sources are from the XDF region.

### 4.4 Completeness simulation

We build our completeness simulation tool on a publicly available completeness simulation code written in python: the GaLaxy survey Completeness AlgoRithm (Carrasco et al. 2018, GLACiAR). The new version (GLACiAR2) is now available on GITHUB (see footnote 1). The modified code is capable of 1) injecting galaxies with different underlying probability distributions 2) accepting different detection image types, e.g. a coadd of multiple-band images or a multi-band PSF-matched detection image. We use a flat prior and adopt the redshift at which the likelihood is maximized ($z_{\text{max}}$) as the best-fit redshift.

Based on the returned redshift probability distribution functions $P(z)$ from EAZY, we select the candidates whose probability $P(z > 4)$ is greater than 84% (i.e. those with 1-sigma lower limit redshift larger than 4). With these photometric redshift criteria, the final number of $z \sim 5$ candidates are 128 galaxies in the XDF region, and 906 in the GOODS region. We calculate $M_{\text{LV}}$ in these galaxies by taking an average of their best-fit spectra over the 100Å region centring at 1600Å (rest-frame). We provide a comparison between our candidates with the candidates in Bouwens et al. (2015) in Appendix C.
We perform two sets of simulations, injecting galaxies with different underlying distributions in each magnitude bin: (1) a flat distribution, and (2) a Schechter distribution described by the best-fit parameters derived by Bouwens et al. (2015). The simulations inject galaxies in bins of redshift and intrinsic UV magnitude, with 13 redshift bins ranging from $z = 4.1$ to $z = 6.5$, and 23 $M_{UV}$ bins ranging from $-24.5$ mag to $-13.5$ mag. For each $M_{UV}$ and redshift bin, we sample 20 $M_{UV}$ values according to the selected underlying distribution. We synthesize a spectrum for each $M_{UV}$ value with a piecewise function: zero flux blueward of the Lyman break, and a power-law function with UV spectral slope $\beta$ redward of the Lyman break. The $\beta$ value is randomized from a Gaussian distribution with a mean $\beta = -2.2$ and a standard deviation of 0.4 (Carrasco et al. 2018). The spectrum is then multiplied with the HST transmission curves to generate the total fluxes for each HST single-band image as in the original code and 3) producing outputs suitable for various definitions of the completeness functions. The code is flexible and allows a wide range of input parameters. More detailed description of GLACIAR2 can be found in Appendix B. For the rest of this section, we describe the specific prescriptions used for the science images considered in this paper.

We synthesize a spectrum for each $M_{UV}$ value with a piecewise function: zero flux blueward of the Lyman break, and a power-law function with UV spectral slope $\beta$ redward of the Lyman break. The $\beta$ value is randomized from a Gaussian distribution with a mean $\beta = -2.2$ and a standard deviation of 0.4 (Carrasco et al. 2018). The spectrum is then multiplied with the HST transmission curves to generate the total fluxes for each HST single-band image as in the original code and 3) producing outputs suitable for various definitions of the completeness functions. The code is flexible and allows a wide range of input parameters. More detailed description of GLACIAR2 can be found in Appendix B. For the rest of this section, we describe the specific prescriptions used for the science images considered in this paper.

We synthesize a spectrum for each $M_{UV}$ value with a piecewise function: zero flux blueward of the Lyman break, and a power-law function with UV spectral slope $\beta$ redward of the Lyman break. The $\beta$ value is randomized from a Gaussian distribution with a mean $\beta = -2.2$ and a standard deviation of 0.4 (Carrasco et al. 2018). The spectrum is then multiplied with the HST transmission curves to generate the total fluxes for each HST single-band image as in the original code and 3) producing outputs suitable for various definitions of the completeness functions. The code is flexible and allows a wide range of input parameters. More detailed description of GLACIAR2 can be found in Appendix B. For the rest of this section, we describe the specific prescriptions used for the science images considered in this paper.

We synthesize a spectrum for each $M_{UV}$ value with a piecewise function: zero flux blueward of the Lyman break, and a power-law function with UV spectral slope $\beta$ redward of the Lyman break. The $\beta$ value is randomized from a Gaussian distribution with a mean $\beta = -2.2$ and a standard deviation of 0.4 (Carrasco et al. 2018). The spectrum is then multiplied with the HST transmission curves to generate the total fluxes for each HST single-band image as in the original code and 3) producing outputs suitable for various definitions of the completeness functions. The code is flexible and allows a wide range of input parameters. More detailed description of GLACIAR2 can be found in Appendix B. For the rest of this section, we describe the specific prescriptions used for the science images considered in this paper.

4.5 Recovered UV magnitudes and completeness functions based on the simulations

We follow the same procedures applied to real sources to determine whether the simulated sources pass the dropout selection criteria and to recover their $M_{UV}$. First, we measure the colours and total fluxes of the simulated galaxies by repeating the method in Section 4.2. We then apply the same dropout and signal-to-noise criteria (Equation 16) to determine whether those injected sources are classified as dropouts. We require that these injected galaxies must be detected by GLACIAR2 as either isolated sources or minimally blended with existing objects that are fainter than themselves (dropout status $\geq 0$). For each injected source that passes the dropout selection, we recover its $M_{UV}$ by fitting for the UV spectral slope $\beta$ and absolute magnitude at 1600 Å($M_{1600}$) to the recovered total fluxes. We fix the redshift to a random Gaussian distribution around the injected redshift with $\sigma_z = 0.27$ to mimic the redshift uncertainties from EAZY photometric redshift (Brinchmann et al. 2017). We only use these redshifts to calculate the galaxies’ distance measures. Based on the simulation results, we calculate the completeness functions according to the methods described in Section 2. Examples of the three completeness functions at $z = 4.9$ are in Figure 8 – 10. In particular, Figure 8 shows the completeness as a function of both $M_{\text{Injected}}$ and $M_{\text{Recovered}}$ as defined by method 3. As expected, the XDF region is a few magnitudes deeper and has smaller flux scatter than the GOODS region. The recovered fluxes mostly scatter toward the direction of fainter magnitude bins compared to the injected values, i.e. upward of the grey dashed 1-1 line, indicating that the identification and recovery steps tend to underestimate systematically the flux of faint sources (this is expected to apply equally for real and simulated sources). The left and the right panels show the results from the two simulations with different underlying distribution (flat and Schechter, respectively). More galaxies from the simulations with an underlying Schechter distribution (the right panels) scatter into fainter recovered magnitude bins than the galaxies from the simulations with underlying flat distribution (the left panels). This is expected because the intrinsic magnitudes $M_{UV,\text{Injected}}$ of galaxies that are sampled from a Schechter distribution are likely already close to the faint-edge values of the injected magnitude bins. Therefore, their recovered magnitudes are more easily scattered into the fainter bins (Eddington bias).

We show examples of the completeness function at $z = 4.9$ as defined by method 1 in figure 9. Because the completeness definition from method 1 sums up all recovered galaxies regardless of the recovered magnitudes, there is no difference between two completeness functions derived from simulations with different underlying distributions. The completeness of the GOODS region is ~70% at the brightest magnitude bins. The XDF region is deeper and appears more crowded. Thus, its completeness at the brightest magnitude bins is somewhat smaller (~65%). The completeness drops by half at $M_{UV} \sim -19.5$ bin for the GOODS region and at $M_{UV} \sim -18$ bin for the XDF region. To avoid magnitude bins that are highly incomplete, we henceforth consider only the candidates in the magnitude bins that are brighter or equal to the earlier mentioned thresholds.

Figure 10 shows examples of the completeness as a function of recovered magnitudes at $z = 4.9$ as defined by method 2. The completeness from the simulations with underlying flat distribution (shown as blue lines) is essentially the summation of the matrix in the left panels of Figure 8 along the row. In contrast, to derive the correction factor from the simulations with an underlying Schechter distribution similar to what done in Bowler et al. (2020), we need to multiply our output matrices with a Schechter distribution. This is because although we sample the galaxy’s $M_{UV,\text{Injected}}$ from a Schechter distribution, we injected the same number of galaxies in each injected magnitude bin into the simulation. For this reason, we multiply each row of the matrices in the left panels of Figure 8 with the Schechter function of $z \sim 5$ galaxies from Bouwens et al. (2015). We then calculate the completeness as usual. The resulting completeness functions are shown as yellow lines in Figure 10. Based on this figure, the completeness function is dependent on the underlying distribution functions used in the completeness simulation. The difference is slightly smaller for the XDF region whose flux scatter is smaller.

We contend that our assumption regarding the source sizes

---

4 According to Brinchmann et al. (2017), when using the eazy_1.1 template set, the best-fit photometric redshift $z_p$ has a median absolute deviation $(z_{\text{spec}} - z_p)/(1 + z_{\text{spec}}) = 0.045$.
Figure 8 Examples of completeness functions as defined by method 3 for the XDF region (upper) and the GOODS region (lower) at $z = 4.9$. The completeness is a function of both injected and recovered magnitudes. The left (right) panels show the results from simulations whose luminosities of the injected sources are sampled from an underlying flat (Schechter) distribution. We show the completeness function at $z = 4.9$ here as it is the closest simulated bin to $z \sim 5$.

Figure 9 Examples of completeness as a function of intrinsic $M_{UV}$ magnitude, defined by method 1. In the upper panel, the solid lines show the completeness of the XDF region based on the simulation with different underlying distribution. The solid lines in the lower panel show the completeness for the GOODS region at $z = 4.9$. It is clear that the completeness does not depend on the underlying distribution used in the completeness simulation. The dashed lines show the completeness for data with large flux scatters (see Section 4.7).

in the completeness simulation would at most affect the completeness functions at the faint end. In the completeness simulations, we assume that all injected galaxies at a given redshift have the same effective radius regardless of luminosity. However, studies have shown that LBGs follow a size-luminosity relation (e.g., Huang et al. 2013; Shibuya et al. 2015; Liu et al. 2017). Based on the size-luminosity relation of $z \sim 5$ galaxies determined by Liu et al. (2017), our chosen size of $R_e = 1.25$ kpc at $z = 5$ is within their $1\sigma$ range at all magnitude bins brighter than $M_{UV} \sim -18$. This means that, at the faint end, the sizes of our injected galaxies are larger than the average of the actual values. Since it is easier to detect a point source than to detect an extended source of the same luminosity, our injected galaxies at the faint end are less likely to be recovered than most of the real galaxies in the same magnitude bin. Consequently, we likely underestimate our completeness functions at the faint end. Nonetheless, because we restrict our UVLF determina-
tions to $M_{UV} < -18$, the UVLFs derived in this work should not be impacted by the choice of galaxy size.

4.6 Flux scatters

As shown in Section 3.2, large flux scatters can cause bias in the measured UVLFs. It is therefore important to correctly estimate the flux scatter in a given data set. We estimate flux scatter from recovered galaxies in the completeness simulations. Figure 11 shows the recovered UV magnitude as a function of the injected UV magnitude. We measure the differences between the injected and recovered magnitudes and calculate the mean and standard deviation in each magnitude bin. The results are plotted as red error bars in the figure. We re-plot the standard deviations (i.e., the flux scatters) as blue lines in Figure 12. We find that the flux scatter increases with magnitude. The $1\sigma$ flux scatters in the GOODS (XDF) region are approximately $0.12 (0.10)$ mag in the brightest magnitude bins and increase to $0.2$ mag at $M_{UV} = -21$ ($M_{UV} = -19.5$) magnitude bin (see the blue solid and dashed lines).

4.7 Mock data sets: data with different levels of flux scatter

We have shown in Section 3.2 that the bias in the derived luminosity functions increases with flux scatter in the recovered $M_{UV}$. When the flux scatter is less than or equal to 0.1 mag, the bias is minimal. In Section 4.6, we have shown that the flux scatter of $z \sim 5$ galaxies in the HLF field is $\sim 0.1$ mag in most of the magnitude bins. Consequently, we expect not to see differences in the UVLFs derived using different methods. Although this is assuring for $z \sim 5$, it may not be indicative of the UVLF determination at higher redshifts. For example, the shot noise in the detected photo-electrons of $z \sim 9$ galaxies would be $\sim 1.6$ times larger than the shot noise of $z \sim 5$ galaxies of the same $M_{UV}$ that are in the same image (calculated based on the luminosity distances and the approximate $(1+z)$ k-correction), even though in practice this is hardly relevant in current surveys, since the photometric noise in dominated by sky background and detector contributions (readout and dark current primarily) for the faint sources in question. Moreover, we must observe galaxies at higher redshift with longer wavelength, where instrumental sensitivity might be lower, to obtain the same rest-frame wavelength. Galaxies at higher redshift might also be intrinsically fainter (i.e. $M_r$ evolves with redshift). Lastly, the characterization of high-redshift galaxies’ spectra is still uncertain as there are limited numbers of observed spectra. All these factors may contribute to larger flux scatter in the measured $M_{UV}$ of high-redshift galaxies as they are usually determined based on SED fitting and/or photometric redshifts.

Therefore, we generate additional data sets with larger flux scatter starting from the original HLF data set. There are two options to do so. One is to add noise to the images. The other is to directly add noise to the measured $M_{UV}$. The first option mimics the observations with shallower depth more directly. However, by adding noise to the images, we will end up with a lower number of data points ($z \sim 5$ candidates). In turn, the derived UVLFs will suffer from small number statistics and it will be difficult to disentangle the impact of increased flux scatter from the impact of having lower number of galaxies. Thus, in this study, we focus on adding noise to the measured $M_{UV}$ and keep the number of the candidates in the simulated samples the same. Nonetheless, we provide a brief discussion on the first approach (direct injection of noise in the images) in Appendix E.

We add Gaussian noise with zero mean and $\sigma = 0.1, 0.3, \text{and} 0.5$ mag to the measured $M_{UV}$ of real sources. For each data set, we also add noise to the measured $M_{UV}$ of the simulated galaxies, to create completeness simulations that reflect the level of flux scatter of the data. These new data sets essentially have the same candidates and completeness simulations as the original data set. The only difference is flux scatter in the measured $M_{UV}$. This procedure can be viewed as mimicking studies that use different methods (e.g. various assumptions of the spectral fitting procedures), or, to some extent, observations with lower depth but larger area (so that the number of the candidates are the same). The final flux scatters as a function of input magnitudes of these data sets are shown as orange, green and red lines in Figure 12.

4.8 Comparing UVLFs derived with different methods

We are now equipped with the completeness functions output and the $z \sim 5$ candidates. In this section, we use them to derive the UV luminosity functions for each data set, and underlying distribution in the completeness simulations according to the three methods in Section 2. For each setting, we fit for the UVLF with two functions: the Schechter function and the double power law function. We do not include candidates in the faint magnitude bins that are highly incomplete, i.e. the candidates that are in bins fainter than $M_{UV} = 18$ and $M_{UV} = 19.5$ for the XDF and the GOODS region, respectively. We provide more specific detail of the fitting procedure for each method in Appendix D. The best-fit parameters for all the cases considered are listed in Table 1.

For each set of data and method, we use the widely applicable information criterion (Watanabe 2013, WAIC) to determine the relative quality of the models for a given likelihood function. WAIC is a type of Bayesian information criteria that does not require the posterior probability distribution of the best fit parameters to be Gaussian, which is suitable for our models. We highlight the most preferred model in green colour. We find that the Schechter function is preferred over the DPL function in all of the tested cases, regardless of the flux scatter.

We plot the best-fit Schechter functions of each method and simulation in Figure 13 – 15. Each colour represents a data set of certain flux scatter. The solid (dashed) lines show the best-fit functions derived from the completeness simulations with an underlying flat (Schechter) function. To avoid overfilling the figures, we only shade the $1\sigma$ uncertainty for one of the cases: best-fit function derived from the original data set with the completeness simulated with flat distribution (top entry in the legend). The uncertainties of other cases are similar in size. Generally, the best-fit Schechter functions are not significantly different from each other and are consistent with both best-fit functions derived in Finkelstein et al. (2015) and in Bouwens et al. (2015) within $2\sigma$. The preferred UVLFs that are derived from the data without additional noise by each method (the blue dashed lines in Figure 13 – 15) are nearly identical to each other. However, at larger flux scatters, we observe the behaviors of the derived UVLFs that are predicted by our mock results in Section 3.2 for all three methods. We emphasize that we do not aim to constrain the best UVLF at $z \sim 5$ in this work but rather to compare the UVLFs derived with different methods given the same set of data (with an amount of flux scatter) and completeness simulations.

The UVLFs derived from method 1 are as follows. First, the best-fit functions do not depend on the underlying distribution used in the completeness simulation. As seen in Figure 13, the best-fit functions derived from the completeness functions that are based
Injected and recovered $M_{UV}$ magnitudes of the simulated galaxies in simulations whose underlying distribution of the injected galaxy is flat. The gray points show all injected galaxies that are recovered as $z \sim 5$ dropouts. The red errorbars represent the magnitude bin size (x-axis) and the 2σ uncertainties (y-axis).

**Figure 12** Estimated flux scatters as a function of $M_{UV}$. The blue solid and dashed lines show the intrinsic scatters estimated based on the completeness simulations, using the data sets with additional synthetic noise (see Section 4.7). The portions of the lines that are in lighter shade indicate the magnitude bins that are highly incomplete and not included in the UVLF calculations.

Based on Section 3.2 we expect that, in presence of flux scatter, the derived UVLFs will differ from each other when the completeness function is based on a simulation with an underlying distribution that does not match the true luminosity function. If so, the derived UVLFs that are based on the simulations with an underlying flat distribution (solid lines) should show more variability with flux scatter than those derived with underlying Schechter distribution (dashed lines). We observe this behavior in Figure 14, indeed. The best-fit Schechter functions that were derived from simulations with an underlying Schechter distribution (dashed lines) do not differ from each other by more than 0.1 dex, regardless of the amount of the added flux scatters. The situation is different for those that were derived from simulations with an underlying flat function (solid lines). The number density of galaxies in the brightest bin ($M_{UV} = -22$) based on the best-fit function derived from the data with flux scatter $\sim 0.5$ mag is $> 0.2$ dex larger than the number density estimated by the best-fit functions derived from the data with less flux scatter. Again, these results are consistent with those in Section 3.2.

Lastly, we show the best-fit functions derived with method 3 in Figure 15. Based on Section 3.2, we expect this method to derive the same best-fit functions regardless of the underlying distribution used in the completeness simulation and of the amount of flux scatter. We find that all the derived UVLFs in Figure 15 do not differ from each other by more than $\sim 0.05$ dex in any magnitude bin. This level of variation is smaller than those of the UVLFs derived with other methods, especially at the bright end.

Since the derived UVLFs of different colours in Figure 13-15 are based on the same data sets and completeness simulations but have different levels of flux scatter, the derived UVLFs should not differ from each other if the determination is unbiased with respect to the flux scatter. We have shown that at low levels of flux scatter all methods work well. However, at larger flux scatters ($\geq 0.3$ mag), method 1 and method 2 (only when the completeness function is based on a flat underlying distribution) yield UVLFs with higher number densities at the bright end. The larger the flux scatters, the higher the number densities at the bright end. These results confirm our earlier finding that method 3 is the most robust approach to derive UVLF in the presence of substantial photometric uncertainty.
4.9 Summary

In summary, we use the images from the Hubble Legacy Fields (HLF) (Whitaker et al. 2019) and separate them into two smaller regions according to their depths: the XDF and the GOODS region. We select $z \sim 5$ LBG galaxies, using both Lyman-break selection and photo-$z$ redshift criteria. We then measured the candidate’s $M_{\text{UV}}$ from their best-fit spectra. We then create another three sets of data of added flux scatters in the measured $M_{\text{UV}}$ (0.1, 0.3 and 0.5 mag).

We run two completeness simulations: one that injects galaxies with an underlying flat distribution, and one with an underlying Schechter distribution. We also add Gaussian noise to the measured $M_{\text{UV}}$ magnitudes in the completeness simulations to match each data set. Based on the simulations, the final four sets of data have estimated flux scatter ranging from $\sim 0.1$ to 0.5 mag in the brightest magnitude bins. For each simulation and added scatter level, we calculate the completeness functions according to the three methods considered in this work. Finally, we fit with two functional forms: a Schechter function and a double power-law function. In total, we have 48 best-fit functions (four flux scatter levels, two underlying distributions in the simulation, three definitions and two functional forms of the fit).

We find that the Schechter function is preferred over the DPL function in all of the cases. Given the current Poisson noise from $\sim 1000$ galaxies ($\leq 100$ galaxies at the bright end), the fits generally do not differ from each other by more than $2\sigma$ when the flux scatter is $\leq 0.3$ mag. However, they still show the expected behavior found in Section 3.2. Method 1 does not depend on the underlying Schechter distribution used in the completeness simulation but yields an excess at the bright end ($\sim 0.2$ dex at $M_{\text{UV}} = -22$ mag) when flux scatters are larger than 0.3 mag. Method 2 tolerates flux scatter well if the completeness simulation simulates galaxies with the correct underlying distribution. Otherwise, it can yield an excess at the bright end if the flux scatter is greater than 0.3 mag. Method 3 shows the least change with flux scatter; their variation is within $\sim 0.05$ dex across all considered magnitude bins.
Simulations with Schechter distribution

- $\alpha = 0.3\, \text{mag}$
- $\beta = 0.1\, \text{mag}$
- $M^* = 21.0\, \text{mag}$
- $\log \phi^* = -2.97\, \text{mag}$
- $\alpha = -2.1\, \text{mag}$
- $\beta = -2.97\, \text{mag}$
- $M^* = 21.0\, \text{mag}$
- $\log \phi^* = -2.97\, \text{mag}$

Table 1 Best-fit parameters for the UVLFs derived with different methods for each combination of flux scatter and underlying distributions in the completeness simulation. For each method, we show the parameters for the best-fit Schechter parameters in the upper row and the best-fit double-power law parameters in the lower row. We highlight in green the preferred model according to the widely applicable Bayesian information criterion (Watanabe 2013).

5 CONCLUSIONS

We explore different definitions of the completeness function used in literature and how they affect the derived UV luminosity functions (UVLFs) in presence of flux scatter. We consider three definitions: (method 1) completeness as a function of intrinsic magnitude, (method 2) completeness as a function of recovered magnitude, and (method 3) completeness as a function of both intrinsic and recovered magnitude. In addition, we investigate another subtle difference in the implementation of the completeness simulation across literature, namely the specific shape of the underlying brightness distribution of the injected sources, as UVLF papers in the literature used completeness simulations with artificial galaxies drawn from different underlying distributions.

We first carry out our analysis using mock observations. We assume a mock universe with an intrinsic UVLF that is of the Schechter form. We also assume a mock survey with a limiting magnitude, which 'observes' and 'recovers' the galaxy luminosities with varying amount of flux scatter. We then create three sets of mock completeness simulations; each injects sources with a different underlying distribution. We found the following:

\[ \text{MN 0000, 1–25 (2015)} \]
(i) The UVLFs derived with method 1 is sensitive to the amount of flux scatter. The derived UVLFs tend to be overestimated at the brightest magnitude bins, especially when flux scatter is $\geq 0.2$ mag. This results in the UVLF whose bright-end slope ($\beta$) is flatter than the intrinsic value. The UVLFs derived with this method do not depend on the underlying distribution of the injected source. The derived UVLFs tend to bias toward the shape of the distribution used in the completeness simulation.

(ii) Method 2 is, in contrast, sensitive to the underlying distribution used in the completeness simulation when the flux scattering is presence. The derived UVLFs tend to bias toward the shape of the distribution used in the completeness simulation.

(iii) Method 3 can recover the intrinsic UVLF well regardless of the flux scatter and the underlying distribution used in the completeness simulation.

We further test the three methods with a direct application to measure the UVLF of $z \sim 5$ galaxies from Hubble Legacy Field images with and without added flux scatter. The flux scatter in the derived UV magnitudes of galaxies in the original data set ranges from $\sigma = 0.1$ mag in the brightest magnitude bins to $\sigma = 0.2$ mag in the fainter bins. We added Gaussian noise to the derived UV magnitudes to create three more data sets with flux scatter of 0.1, 0.3, and 0.5 magnitudes. We found that all derived UVLFs agree with each other within $2\sigma$ uncertainties. However, at flux scatter $\geq 0.3$ mag, the derived UVLFs with method 1 and method 2 demonstrate a trend that agrees well with the results from the mock observation. Method 3 is most robust against flux scatter and the underlying distribution of the injected sources.

Overall, our work indicates that caution is warranted in interpreting the bright-end excess found in high-redshift UVLF by some previous studies (e.g., Calvi et al. 2016; Rojas-Ruiz et al. 2020). Also, while at the moment the systematic bias introduced by a particular choice of completeness simulations is sub-dominant compared to small number statistics, once larger samples of high-redshift galaxies are discovered by the James Webb Space Telescope and the Nancy Grace Roman Space Telescope, we expect that different methods will yield UVLFs that may significantly disagree with each other, especially at the bright end. It is therefore important to keep flux uncertainties in the measured $M_{UV}$ to be $\leq 0.2$ mag. This level of flux scatter is typically achievable at $z \leq 6$ galaxies. However, this critical threshold is on par with typical flux uncertainties for $z > 6$ galaxies. This emphasizes the importance of acquiring multi-band images that are sufficiently deep, and also to advance our understanding and modeling of spectra of high-$z$ galaxies from broadband photometry. In addition, to a lesser extent and to eliminate this incidental, we recommend the completeness definition and the UV derivation method that fully take both input and output properties into account, i.e. method 3.

To aid the community in reducing as much as possible systematic uncertainty deriving from different implementations of completeness corrections, we publicly release a completeness simulation code, GLACiar2, that calculates the completeness function as a function of both intrinsic and recovered magnitudes (but it also has the flexibility to be used for methods 1 and 2). Also, the code can be easily modified to suit different sample selection criteria, therefore being an ideal tool to aid with future measurements of the UVLF during the epoch of reionization from upcoming James Webb Space Telescope NIRCAM observations.
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We use the “empty aperture” method to calculate all flux uncertainties in this work. The procedure is similar to that in Whitaker et al. (2019) (see also Trenti et al. 2011). For each filter and region, we create a noise–equalized image (science image divided by its RMS map or a signal-to-noise map). We then place 500 random circular apertures of a fixed diameter in empty region of the field, i.e. those random apertures must not overlap with any SExtracted sources according to the SExtractor’s segmentation images. We then measure their median absolute deviation (\(\sigma_{\text{NMAD}}\)) for that aperture diameter. This process is repeated for a range of aperture diameters: from 0′′.1 to 1′′. We then fit this relation with a power-law function:

\[
\sigma_{\text{NMAD}}(N) = aN^\beta
\]

(A1)

where \(N\) is defined as the square root of the number of pixels within the aperture (Whitaker et al. 2011). For example, a circular aperture of radius \(r\) pixels, \(N\) would be equal to \(\sqrt{\pi r^2}\).

The best-fit \(\sigma_{\text{NMAD}}\) relations for F160W band of both fields are shown in Figure A1. The interpretation of this figure is that if there is no correlation among the pixels, the relation would be linear i.e. \(\beta = 1\) (dash-dotted line). If there is a perfect correlation within each aperture, the relation would have \(\beta = 2\) (dotted line). The \(\beta\) values for the XDF region (\(\beta = 1.63 \pm 0.04\)) is greater than the \(\beta\) value for the GOODS region (\(\beta = 1.28 \pm 0.03\)), suggesting that the background noise in the XDF region is more correlated than that in the GOODS-S field. This is likely because the XDF region is deeper. The larger the level of the correlation between adjacent pixels may arise from underlying faint objects that are not picked up by SExtractor, and from a different dither pattern. In Figure A1, we also plot the \(\sigma_{\text{NMAD}}\) relation presented in Whitaker et al. (2019) in dashed line, which lies slightly above our derived relation from the GOODS region but smaller than the derived relation from the XDF regions. These characteristics are expected because Whitaker et al. (2019) derived their \(\sigma_{\text{NMAD}}\) relation from the combined HLF field that includes both XDF region and GOODS region (which contribute to the majority of the area).

We use the derived \(\sigma_{\text{NMAD}}(N)\) relations to calculate the flux uncertainties of each object. For each field and object index, \(i\), we first calculate the flux uncertainties of aperture with radius \(r\) pixels by multiplying \(\sigma_{\text{NMAD}}(\sqrt{\pi r^2})\) with an average rms at the object’s position (\(\sigma_i\)), which is equal to \(\text{FLUXERR}_\text{APER}/\sqrt{\pi r^2}\). This is because in SExtractor, when detector gain is large, \(\text{FLUXERR}_\text{APER}\) is approximately equal to

\[
\text{FLUXERR}_\text{APER} \approx \sqrt{\sum_{j=1}^{N_i} a_i^2} = \sqrt{\pi r^2} \sigma_i
\]

(A2)

The summation is over all \(N_i^2 = \pi r^2\) pixels in the circular aperture at object \(i\). These calculations yield the uncertainties of aperture fluxes at each object’s position. To calculate the uncertainty of an object’s total flux, we propagate the uncertainty of its \(0'''.7\) aperture flux to the uncertainty of the total flux according to the total flux calculation described in Section 4.2.
Figure A1 Normalized median absolute deviation, $\sigma_{\text{NMAD}}$, as a function of aperture for the F160W image of each field in the GOODS-S region. The solid line shows the power-law fit derived in this work. The dashed lines show the fit derived in Whitaker et al. (2019) using the whole GOODS-S field (without splitting into regions of different depths). These $\sigma_{\text{NMAD}}$ relations are used to derive flux uncertainties in this work.

APPENDIX B: GLACiAR2

GLACiAR2 is a modification of GLACiAR, an open python tool to estimate the completeness of galaxy surveys (Carrasco et al. 2018). We keep the original core structure that creates and recovers the artificial galaxies. We mainly modified the input parameters and the format of the output catalogues to accommodate various types of completeness definitions and UVLF determination procedures in this work.

The summary of the code structure is as follows. For each field, the code simulates galaxies in redshift and input $M_{\text{UV}}$ bins. For each bin, the code randomly draws $M_{\text{UV}}$ values from the bin according to a specified distribution of the injected galaxies and randomly draws UV spectral slopes to create a set of model spectra. By default, each model spectrum is a piece-wise function consisting of a power-law function and a Lyman break:

$$F(\lambda) = \begin{cases} 0 & \lambda \leq 1216 \\ a\lambda^b & \lambda > 1216. \end{cases}$$

(A1)

A number (parameter n_\text{galaxies}) of light profiles are assigned for each model spectrum. The light profiles are of Sersic type that are randomized with different Sersic indexes, inclinations, and eccentricities. They are convolved with user-supplied PSF images, and normalized with the fluxes from the model spectra according to the user’s supplied filter throughput. They are finally projected onto the images at randomized positions. The criteria for the projection positions are that they must be on the observed area in the detection image (i.e. non-zero pixels) and are not allowed to overlap with other simulated galaxies. The users can control these input parameters with the file ‘parameters.yaml’. We provide the description of the input parameters are in Table B1.

The code proceeds to recover these injected galaxies and classify their recovery status. It first runs SExtractor on these modified images with user-specified SExtractor parameter and auxiliary files. It then attempt to recover each injected source by searching the segmentation map within a user’s specified patrol region around the injected position (a square with the side’s length equal to (2 x margin)). The closest object to the injected position within that margin is saved. If the recovered object has a S/N ratio in the detection band greater than a threshold value (min_sn), we proceed to check whether the recovered source is blended with any real objects in the original science image. We do so by checking the pixels in the original segmentation map where the simulated object lies. The blending criteria is slightly modified to the following. We now strictly require that at most 25% of the pixels of recovered source can overlap with any original source to be considered as detected. If the original source is brighter than the input magnitude of the simulated galaxy, we further require that the flux of the recovered source in the detection band must be within 25% of the input flux. This is to prevent the code from picking up the original source as a “recovered” source when the simulated galaxy is placed on an original source that is bright and extended. The recovering status of all simulated source are recorded in the output files (see Table B1 for the status description). The user has an option to perform further dropout selections based on these recovered sources by modifying the code dropouts.py. We provide the recovery status, the AUTO, the ISO, and the APER magnitudes, as well as their respective S/N ratios in all photometric bands for the user to use in the dropout criteria.

The output of the code is the following. First is the detail of each injected source. These files, *RecoveredGalaxies_*xx.xcat, are specific to each redshift bin. They contain both input and output parameters of each injected source, including: input $M_{\text{UV}}$, input UV spectral slope, the recovery status, the dropout selection status, recovered magnitudes and S/N ratios in all bands (AUTO, ISO, and APER magnitudes), Kron radii, SExtractor’s r90 parameter, and the injected positions. The region files of these galaxies are also provided and colour-coded by their recovery status. The second output file, *RecoveredStats_*cat, contains the summary of the recovery status in each redshift and input magnitude bins. The third file contains the output matrix $N(M_{\text{in}}, m_{\text{out}})$ for the recovered galaxies and those that pass the dropout criteria. These files are *RecoveredStats_*nout.cat, and *RecoveredStats_*dout.cat respectively. For the former, we treated all galaxies with recovery status $\geq 0$ as successfully recovered. $m_{\text{out}}$ is the AUTO magnitude in the detection band. The latter is outputted only if the user indicates that the injected galaxies should go through the dropout section. Their completeness according to the method 1 (completeness as a function of input magnitudes) are also plotted out. These summary files are provided so that the user to see the overall picture of the result. The user can use the detailed output files to obtain the matrix and/or completeness according to the user’s desired definition.

### Table B1 The description of the recovery status of the injected galaxies in GLACiAR2

| Status | Description (The injected galaxy is ...) |
|--------|----------------------------------------|
| 0      | detected (see min_sn parameter) and is isolated. |
| 1      | detected but is minimally blended with fainter object (< 25% of the pixel area). |
| 2      | detected but is minimally blended with brighter object (see text). |
| -1     | detected but blended with brighter objects. |
| -2     | detected but significantly blended with fainter object. |
| -3     | detected by SExtractor but the S/N ratio in the detection band is smaller than min_sn. |
| -4     | not detected by SExtractor. |
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APPENDIX C: COMPARISON OF CANDIDATES IN THIS STUDY TO THOSE IN BOUWENS ET AL. (2015)

Different studies may find different numbers of dropout candidates in a given field. This can arise from flux scatter, which can be due to using different image processing methods and or flux measurement method, or from different selection criteria. The difference in principle does not matter as long as the completeness simulation correctly accounts for undetected candidates. We nevertheless compare our $z \sim 5$ candidates to those in Bouwens et al. (2015) in this section.

In the XDF region, we found 128 candidates that passed our dropout and photometric redshift selection criteria at $z \sim 5$. Bouwens et al. (2015) found 152 candidates at the same redshift within the same area. Among these, 76 candidates are identified as dropouts in both studies. This means that there are 52 objects that are classified as dropouts in our study but not in Bouwens et al. (2015). On the other hand, there are 76 objects that are classified as dropouts in Bouwens et al. (2015) but are not in our sample. We investigated these 76 objects and found the following. 16 out of the 76 objects are not SExtracted by our study. Most of them are faint and small objects. But there are three objects with $m_{F160W} < 28$ mag, which are blended with other larger galaxies and not SExtracted by our SExtractor parameters. 10 out of the 76 objects are considered as blended with brighter objects according to the blending criteria in Section 4.3. 24 satisfy the dropout selection criteria for other redshifts LBGs (either $z \sim 4$ or $z \sim 6$). 2 fail the colour selection for any redshifts ($z \sim 4$ to $z \sim 7$). 13 fail either the SNR(B) upper limit cut or the $\chi^2_{\text{NIR}}$ minimum limit cut. Lastly, there are 11 objects that passed the colour and SNR selection but failed the photometric redshift selection criteria. The summary of these numbers is shown in the colour-colour and SNR plots in Figure C1.

We found a similar result for the GOODS region, where about half of the candidates in our study overlaps with those in Bouwens et al. (2015). However for this region, we found 906 candidates, which is more than the 728 galaxies found in the same area by Bouwens et al. (2015). The summary is shown in Figure C2.

The over-prediction of a few of the candidates across the two studies is reasonable. Based on the completeness in Figure 9, a galaxy with an intrinsic $M_{UV}$ $\sim -19$ generally has a $\sim 70$% chance of being included in the sample. Assuming that the completeness in Bouwens et al. (2015) is similar, the chance that a galaxy is included in both samples is therefore $0.7^2$ or $\sim 50$%.

APPENDIX D: DETAIL OF THE FITTING PROCEDURE FOR EACH METHOD

Here we describe the fitting procedure we applied on the HLF data for each UVLF derivation method.

**Method 1:** This method defines completeness as a function of intrinsic magnitude. To determine the UVLF, the number of observed galaxies is compared to the number of predicted galaxies at each intrinsic UV magnitude (i.e. we compare $N^{\text{exp}}(M_{\text{In}}, \theta)$ to $N^{\text{obs}}(M_{\text{In}})$). Hence, we need ensure that the derived $M_{\text{UV}}$ of the observed galaxies is as close to the intrinsic values as possible. We follow Finkelstein et al. (2015) to correct the UV magnitudes obtained from SED fitting in Section 4.3 with the average difference between the intrinsic and the recovered magnitudes derived from the completeness simulation. For each completeness simulation, we calculate the average difference from all injected galaxies that pass the selection criteria with $M_{\text{UV,injected}} < -18$ for the XDF region and with $M_{\text{UV,injected}} < -19.5$ for the GOODS region. These values are in the range of $\sim 0.07$–0.08 mag, corresponding to the flux correction of $\sim 5$–10%.

We fit the data with the Schechter function:

$$\phi(M_{UV}) = \frac{10}{\Delta S} \phi^* \times 10^{-0.4(M_{UV} - M_{UV}^*)} \times \exp[-10^{-0.4(M_{UV} - M_{UV}^*)}].$$  \hspace{1cm} (D1)

Since a Schechter function implies that the number density of galaxies drops off exponentially at the bright end, we also fit the data with the double power law function to better characterize an alternative (less steep) dropoff at the bright end:

$$\phi(M_{UV}) = \frac{\phi^*}{10^{0.4(M_{UV} - M_{UV}^*)} + 10^{(0.4\beta + 1)(M_{UV} - M_{UV}^*)}}.$$  \hspace{1cm} (D2)

We use a Markov chain Monte Carlo (MCMC) approach to constrain the fitting parameters $\alpha$, $M_{UV}^*$, $\phi^*$ and $\beta$. Similar to Finkelstein et al. (2015), we assume that the probability of detecting a galaxy is Poissonian, whose log-likelihood is:

$$\log L = \sum_{\text{field}} \left[ N_{\text{obs}}(M_{\text{In}}) \ln[N^{\text{exp}}(M_{\text{In}}, \theta)] - N^{\text{exp}}(M_{\text{In}}, \theta) \right] - \ln[N^{\text{obs}}(M_{\text{In}})].$$  \hspace{1cm} (D3)

The summation is over both regions (XDF and GOODS) and all $M_{\text{In}}$ bins. We only consider $M_{\text{In}}$ bins with completeness greater than $\sim 35$%, i.e. those brighter than or equal to $-19.5$ magnitude for the GOODS region and $-18$ for the XDF region. $N^{\text{exp}}(M_{\text{In}}, \theta)$ is calculated by equation 3.

**Method 2:** We follow the $V_{\text{max}}$ method in McLure et al. (2009) and Bowler et al. (2020). We first calculate the non-parametric binned LF:

$$\phi(M_{\text{bin}}) = \frac{N}{V_{\text{max}}} \int_{z_{\text{min}}}^{z_{\text{max}}} C(M_{\text{bin}}, z') \delta V_{\text{max}}(M_{\text{in}}, z') dz',$$  \hspace{1cm} (D4)

where $C(M_{\text{bin}}, z')$ is defined in Section 2.2. The summation is over all galaxies whose recovered $M_{UV}$ are within the considered $M_{\text{bin}}$. The lower limit of the integration is the redshift below which no simulated galaxy passes the colour selection. We use the minimum redshift simulated in the completeness simulation $z_{\text{min}} = 4.1$. The upper limit $z_{\text{max}}$ is specific to each observed galaxy. It is the redshift at which the galaxy’s $\chi^2_{\text{NIR}}(z)$ becomes smaller than the S/N requirement of 25, but less than the maximum redshift in the completeness simulation $z_{\text{max}} < 6.5$. We then fit these binned LF with the Schechter and the double-power law function. The best-fit parameters are estimated with the MCMC method as well, using a Gaussian likelihood function.

**Method 3:** We also use the MCMC method to calculate the best-fit parameters for the Schechter and double-power-law function. We directly use Equation 11 to calculate $N^{\text{exp}}(M_{\text{recov}}, \theta)$ and use the Poisson log-likelihood function (Equation D3) in the MCMC method.

APPENDIX E: AN ADDITIONAL TEST ON LOW SIGNAL-TO-NOISE DATA (DIRECT NOISE INJECTION IN THE IMAGES)

In Section 4.7, we generated the inferior data sets by adding flux scatter to the measured $M_{UV}$ to reflect the flux scatters caused by
Figure C1 The colour (left) and SNR (right) selection criteria for $z \sim 5$ dropouts in the XDF region. The data points show our flux and SNR measurements of our candidates and other galaxies that are SExtracted and matched with the $z \sim 5$ candidates in Bouwens et al. (2015, B15). The detailed description of each entry in the legend is as following: matched = candidates that are found in both studies, this study = candidates that are in this study but not in B15, blended = B15 candidates that are classified as blended with bright objects in our study, other $z = B15$ candidates that satisfy the dropout selections at other redshifts in our study, failed colours = B15 candidates that fail our dropout selections for $z \sim 4$ to $z \sim 7$ galaxies, failed SNR = B15 candidates that only pass the colour selection for $z \sim 5$ dropout in our study but fail the SNR selection, failed EAZY = B15 candidates that failed the photometric redshift criteria in this study. We plot galaxies that fall out of the plotted range at the edges of the figures (i.e. those at the top axis in the left figure and at the left axis in the right figures). We note that 11 candidates in B15 are not SExtracted in our study and therefore not shown in the figures.

Figure C2 Same as C1 but for the GOODS region.

Photometric $M_{UV}$ estimation, while keeping the number of data points the same. In practice, another source of flux scatter can come from having low SNR images due to shallower exposures. In this section, we generate synthetic data sets to investigate this by adding noise to the HLF images directly, which we then use to test the fitting methods considered in this work.

We generate two additional data sets by adding Gaussian noise to the images of the two region used in this work (XDF and GOODS). For each region, we measure its pixel-scale 1σ limit, the standard deviation in the values of background pixels. We then create two new sets of images by adding Gaussian noise at the level of 2σ and 4σ. We also adjust the RMS maps to reflect the noise accordingly. For each new data set, we repeat the procedures in Section 4.2 – 4.5 to select the $z \sim 5$ candidates, measure their $M_{UV}$, carry out the completeness simulations, and derive the best-fit UVLFs.

Adding the noise directly to the images mimics observations with shallower depths or observations at higher redshifts. It affects the measurements in two folds: lower number of candidates, and increase flux scatter especially at the faint end. The number of candidates reduces from 906 and 128 (in the GOODS and XDF region respectively) to 371 candidates and 83 candidates in images with 2σ-added noise. The counts drop to 119 and 63 candidates in the images with 4σ-added noise. These numbers of candidates are comparable to the current sample size for candidates at $z \sim 7–8$ (Bouwens et al. 2021). Based on the results from the completeness simulation, we found that flux scatter at the brightest magnitude bins is only slightly larger than that in the images without added noise. For example, the flux scatter at the brightest magnitude bins in the 4σ-added noise images are ~ 0.12 mag in the XDF region and ~ 0.18 mag in the GOODS region, less than 0.05 mag increase as compared to the data without added noise (the blue lines in Figure 12). But the transitions from the regime in which the source counts dominate the noise budget to one in which the background dominates happens at roughly 1 magnitude brighter than those in the images without added noise. At $M_{UV} = -20$ mag, the flux scatter is 0.5 mag in the GOODS region and 0.25 mag in the XDF region.

We find similar results regarding the best-fit UVLFs by different methods as in the previous section. The best-fit UVLFs by different methods do not differ from each other by more than 1σ but show the expected behavior. All best-fit Schechter functions from both method 1 and method 2 at the bright end do not differ from each other by more than 0.1 dex. This is because both number of candidates and flux scatterers at the bright end in the low-SNR data are similar to those from the images without the added noise. How-
ever, there is some noticeable trend at the faint end. For method 1, the best-fit Schechter functions derived from lower SNR data show a steeper faint end, i.e. $\alpha = -1.78^{+0.20}_{-0.17}$ from the data with 4$\sigma$-added noise and $\alpha = -1.72^{+0.16}_{-0.15}$ from the data with 2$\sigma$-added noise. This is to be compared to $\alpha = -1.60^{+0.11}_{-0.12}$ from the data without the added noise. For method 2, at the faint end ($M_{UV} \geq -20$ mag), the best-fit Schechter functions derived based on the completeness simulations with underlying flat distribution are all ~ 0.1 dex lower than those derived based on the completeness simulations with an underlying Schechter distribution. The difference at the faint end is expected since it is where flux scatter in the low SNR data sets is larger than the flux scatter in the original dataset. For method 3, the best-fit Schechter functions differ from each other within 0.2 dex at all magnitude bins without a discernible trend with either SNR of the data sets or the underlying distribution used in the completeness simulations. All these results are consistent with the findings in Section 3.2 and Section 4.8.
### Table E1: A simple longtable example from GLACiAR2

| Parameter          | Description                                                                                                                                                                                                 |
|--------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| LF_shape**         | List of the underlying distributions of the injected galaxies. The choices are the following, ‘flat’ - The distribution of the injected galaxies within each $M_{\text{in}}$ bin is flat. All input magnitude bins have the same number of injected galaxies, $n_{\text{galaxies}} \times n_{\text{iterations}}$. ‘schechter_flat’ - The distribution of the injected galaxies within each $M_{\text{in}}$ bin follows a Schechter distribution with the specified parameters in LF_Schechter_params.txt. All input magnitude bins have the same number of injected galaxies, $n_{\text{galaxies}} \times n_{\text{iterations}}$. ‘schechter’ Both distribution of injected galaxies within each $M_{\text{in}}$ bin and the number of galaxies in each magnitude bin follow the Schechter distribution. ‘linear’ or ‘exp’ - Both distribution of injected galaxies within each $M_{\text{in}}$ bin and the number of galaxies in each magnitude bin follow a linear (or exponential) relation with a slope $\text{lin_slope}$ (or exponential base $\text{exp_base}$). For the latter three options, the number of the injected galaxies in the brightest input magnitude bin is $n_{\text{galaxies}} \times n_{\text{iterations}}$. The number at fainter bins will be larger than this and is according to the specified distribution. Use these features with caution because the number can get large (default = ‘schechter_flat’). |
| n_galaxies*       | Number of injected galaxies per image per iteration when LF_shape is flat or schechter_flat. Otherwise, it is the number of galaxies injected per iteration in the brightest magnitude bin – see above. (default=100) |
| n_iterations*     | Number of iterations for each redshift and input magnitude bins. Each iteration will inject $n_{\text{galaxies}}$ galaxies with the same model spectrum, i.e. same $eta$ slope and same $M_{\text{UV}}$ drawn from the LF_shape distribution. But they will have different light profiles, which are randomly assigned according to the specified Sersic index, inclination and ellipticity ranges. (default = 20). |
| n_inject_max**    | If the number of injected galaxies per iteration is larger than this number, the code will inject the galaxies in batches of $n_{\text{inject\_max}}$ galaxies. This is to avoid overcrowding the image with the injected sources. (default = $n_{\text{galaxies}}$). |
| min_mag*          | Brightest recovered magnitude bin in the output matrix. (default = 24.0). |
| max_mag*          | Faintest recovered magnitude bin in the output matrix. (default = 30.0). |
| mag_bins*         | The number of recovered magnitude bins in the output matrix. It is also used to determined the size of the input $M_{\text{UV}}$ magnitude bins. (default = 13) |
| Minput_min**      | Brightest input $M_{\text{UV}}$ bin. (Default = the magnitude corresponding to $\text{min} \_\text{mag}$ and $\text{max} \_\text{mag}$) |
| Minput_max**      | Faintest input $M_{\text{UV}}$ bin. (Default = the magnitude corresponding to $\text{max} \_\text{mag}$ and $\text{min} \_\text{mag}$) |
| min_z             | Minimum redshift of the simulated galaxies (default = 7.5) |
| max_z             | Maximum redshift of the simulated galaxies (default = 9.0) |
| z_bins            | The number of desired redshift bins (default = 16) |
| ref_uv_wl**       | The wavelength in angstrom at which $M_{\text{UV}}$ is determined. (default = 1600) |
| n_bands           | Number of filters the survey images have been observed in (required) |
| bands             | Name of the bands from n_bands (required) |
| detection_band*   | Name of the detection band. The recovered magnitude in the output matrix will be in this band. Alternatively put ‘det’ if the detection images are coadded from multiple-band images. (required) |
| det_combination** | Name of the detection bands used in a coadd. The recovered magnitude in the output matrix will be in the band listed in the first entry of this list. (required if detection_band is ‘det’) |
| coadd_type**      | The coadd method used to create detection images. The choices are 1 for a simple coadd or 2 for a coadd of noise-equalized images. This is only used when detection_band is ‘det’. (default = 1) |
| zeropoints        | Zeropoint values corresponding to each band in bands. They are used to assign pixel values of the simulated galaxies and run SExtractor. (Default = 25.0) |
| gain_values       | Gain values for each band in bands. They are used to run SExtractor. (required) |
| size_pix          | Pixel scale for the images in arcsec (default = 0.08) |
| margin**          | The size of the square within which the recovery search is performed. It is half the length of the side of a square, centering at the position of each injected galaxy. The unit is arcsecond. (default = 0.3) |
| list_of_fields    | Text file containing a list with the names of the fields the simulation will run for, which can be one or more. (required) |
| path_to_images    | Directory where the images are located (required). |
| path_to_results   | Directory where outputs will be placed. If not specified, it will raise an error. The programme will create a folder inside it with the results (required). |
| image_name        | Name of the images. All science and rms images should have the name as follows: ‘image_name+field_band+imfits_end’ and ‘image_name+field_band+rmsfits_end’, respectively. (required) |
| imfits_end**      | See above (default = _drz.fits) |
| rmsfits_end**     | See above (default = _rms.fits) |

Continued on next page
Table E1 – Continued from previous page

| Parameter        | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| fixed_psf**      | This is required if the images are psf-matched. It is the file name of the common psf fits image that is put in the Files folder. If the images are not psf-matched, this parameter is not required and the psf in each band is assumed to be Files/psf_band.fits (optional) |
| R_eff            | Effective radius in kpc for a simulated galaxy at $z = 6$. This value changes with the redshift as $(1 + z)^{-1}$. (default = 1.075 kpc) |
| beta_mean        | Mean value for a Gaussian distribution of the UV spectral slope (default = -2.2) |
| beta_sd          | Standard deviation for the for a Gaussian distribution of the UV spectral slope (default = 0.4) |
| types_galaxies   | Number indicating the amount of Sérsic indexes (default = 2) |
| sersic_indices   | Value of the Sérsic index parameter $n$ for the number of types_galaxies (default = [1, 4]) |
| fraction_type*   | Fraction of galaxies with each specified Sérsic indexes (previous name is fraction_type_galaxies, default = [0.5, 0.5]) |
| de_Vaucouleurs   | Boolean indicating whether de Vaucouleurs galaxies ($n = 4$) will only have circular shape. (default = False) |
| ibins            | Number of inclination angle bins. The inclinations vary from $0^\circ$ to $90^\circ$, e.g. if 9 bins are chosen, the inclinations of each galaxy will be randomly assigned as $0^\circ$, $10^\circ$, ..., or $80^\circ$. (default = 9) |
| ebins            | Number of eccentricity bins. The values vary from 0 to 1, e.g., if 5 bins are chosen, eccentricity of each galaxy will be randomly assigned as 0, 0.2, ..., or 0.8. One bin indicates only circular shapes. (default = 5) |
| min_sn           | Minimum S/N ratio in the selected band for an artificial object to be considered detected. If an object is SExtracted to have S/N ratio below this threshold, it will not go through the blending and/or dropout classification. Note that the user can also specify a stricter S/N criteria in the dropout selection. (default = 3) |
| dropouts         | Boolean that indicates whether the user desires to run a dropout selection (default = False) |

* The parameter is modified from the original GLACiAR code (Carrasco et al. 2018), ** new parameters in GLACiAR2
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