PROOF OF THE LOG-CONVEX DENSITY
CONJECTURE

GREGORY R. CHAMBERS

Abstract. We completely characterize isoperimetric regions in $\mathbb{R}^n$ with density $e^h$, where $h$ is convex, smooth, and radially symmetric. In particular, balls around the origin constitute isoperimetric regions of any given volume, proving the Log-Convex Density Conjecture due to Kenneth Brakke.
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1. Introduction

Given a positive function $f$ on $\mathbb{R}^n$, we define the weighted perimeter and volume of a set $A \subset \mathbb{R}^n$ of locally finite perimeter as

$$\text{Per}(A) = \int_{\partial A} f \, d\mathcal{H}^{n-1} \quad \text{and} \quad \text{Vol}(A) = \int_A f \, d\mathcal{H}^n.$$ 

Such a positive function $f$ is called a density on $\mathbb{R}^n$. Here, $\mathcal{H}^m$ indicates the $m$-dimensional Hausdorff measure, and $\partial A$ refers to the essential boundary of $A$. A good reference for sets of locally finite perimeter and their properties is the book [5] by F. Maggi. We will use these conventions for the rest of this article, and we also note that all subsets of $\mathbb{R}^n$ involved in this article are of locally finite perimeter.
One natural question immediately arises: for which volumes do isoperimetric regions exist, and can we describe the ones that do? Specifically, if we fix a positive weighted volume $M > 0$, does there exist a set $A \subset \mathbb{R}^n$ such that $\text{Vol}(A) = M$ and
\[
\text{Per}(A) = \inf_{Q \subset \mathbb{R}^n \atop \text{Vol}(Q) = M} \text{Per}(Q).
\]

In [1], Rosales, Cañete, Bayle and Morgan consider this problem. One family of densities that they examine is radial log-convex densities, that is, densities of the form
\[
f(x) = e^{g(|x|)}
\]
where $g$ is a smooth, convex, and even function on $\mathbb{R}$. In particular, for such densities, they show that balls around the origin are stationary and stable (Corollary 3.11). By stable, we mean that $\text{Per}''(0) \geq 0$ under smooth, volume-conserving variations. In fact, they show that for any radial, smooth density $f = e^g$, balls around the origin are stable if and only if $g$ is convex (Theorem 3.10). This motivates Conjecture 1.1 (3.12 in their article), first stated by Kenneth Brakke:

**Conjecture 1.1 (Log-Convex Density Conjecture).** In $\mathbb{R}^n$ with a smooth, radial, log-convex density, balls around the origin provide isoperimetric regions of any given volume.

This article seeks to completely solve Conjecture 1.1 by proving the following theorem.

**Theorem 1.1 (Centred Balls are Isoperimetric).** Given a density $f(x) = e^{g(|x|)}$ on $\mathbb{R}^n$ with $g$ smooth, convex and even, balls around the origin are isoperimetric regions with respect to weighted perimeter and volume.

We also prove an additional theorem which morally says that these are the only isoperimetric regions. If we have $f$ as in Theorem 1.1, then let
\[
\mathcal{R}(f) = \sup\{|x| : f(x) = f(0)\}.
\]
Since $f$ is convex and radially symmetric, $f = f(0)$ on all of $\mathcal{R}(f)$. The purpose of defining this centred ball is to handle the case of when $f$ is not strictly convex and is constant on some neighbourhood of 0. Given this notation, we have that the following uniqueness theorem is true.

**Theorem 1.2 (Uniqueness of Isoperimetric Regions).** Up to sets of measure 0, the only isoperimetric regions are balls centred at the origin, and balls that lie entirely in
\[
B_{\mathcal{R}(f)} = \{x : |x| \leq \mathcal{R}(f)\}.
\]
To prove these statements, we use the observation in [8] that symmetrization of sets via spherical caps does not increase weighted perimeter and does not change weighted volume (see the definitions in the next section). This allows us to reduce our analysis to the case of such sets. Furthermore, due to the analysis in [7], we may assume that the boundary of such a set $A$ has a high level of regularity. Since these sets are volumes of revolution, we can then use the first variation formula derived in [1] to produce an ODE that is satisfied by each curve which, when revolved, produces a component of $\partial A$. The majority of the article is devoted to analyzing this ODE to prove Theorems 1.1 and 1.2. We also note that the methods here work for all log-convex densities $f(x) = e^{g(|x|)}$ with $g$ in the class $C^3$. We also note that we do not require $g$ to be strictly convex.

This approach of looking at isoperimetric regions that are spherically symmetric and the associated ODE was used by Kolesnikov and Zhedanov in [4] to produce a partial solution to Conjecture 1.1. By using these methods in combination with others, they proved that, if $g$ is strictly convex, then balls of large enough volume around the origin are isoperimetric regions. There have been a number of other partial results in the direction of this conjecture. For an overview of these, see [3].
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2. Structure of Proof

In this section, we shall describe the main ingredients of the proofs of Theorems 1.1 and 1.2. To prove Theorems 1.1 and 1.2, we first note that, without loss of generality, we may assume that the density function is not constant. This is because, for a constant density $f = e^c$ on $\mathbb{R}^n$, we have that a set $A \subset \mathbb{R}^n$ of weighted measure $M > 0$ is isoperimetric if and only if $A$ is isoperimetric in $\mathbb{R}^n$ with density 1 among all sets of volume $M$. This is a classically solved problem - we know that, up to a set of measure 0, a set is isoperimetric if and only if it is a ball. This proves Theorems 1.1 and 1.2 if $f$ is constant.
For the rest of the article, let us assume that the density $f$ is not constant everywhere. We see that, since $f$ is log-convex and non-constant, \( \lim_{x \to \infty} f(x) = \infty \). We can thus use Theorems 3.3 and 5.9 from [8] to show that there exist isoperimetric regions for each weighted volume $M$, and that the boundary of each such region is bounded. We now summarize known properties of each isoperimetric set $A$. From [7], we have that $\partial A$ is a smooth $n - 1$ dimensional embedded manifold, except on a set of Hausdorff dimension at most $n - 7$. We will call a point $x \in \partial A$ regular if $\partial A \cap U$ is an embedded $n - 1$ dimensional manifold, where $U$ is an open subset of $\mathbb{R}^n$ that contains $x$. By the above comments, the set of points that are not regular has Hausdorff dimension at most $n - 7$. We also have, by Theorem 6.5 in [8], that $\partial A$ is mean curvature convex at all regular points, that is, the mean curvature is positive at each regular point on $\partial A$. Lastly, by examining the proof of this theorem, we have that $\partial A$ is regular at each point $x$ with

\[ |x| = \sup_{y \in \partial A} |y|. \]

Next, we analyze the first variation formula at each regular point in the same way as in [8]. We define a generalized mean curvature $H_f(x)$ at each regular point $x \in \partial A$ by

\[ H_f(x) = H_0(x) + \frac{\partial g}{\partial \nu}(x) \]

where $H_0$ is the standard inward unaveraged mean curvature, and $\nu$ is the unit outward normal at $x$. The function $g$ is as above, that is, $f(x) = e^{g(|x|)}$. If $x \neq 0$, then this can be written as

\[ H_f(x) = H_0(x) + g'(|x|) \frac{x}{|x|} \cdot \nu(x). \]

Henceforth, we shall define $H_1(x) = \frac{\partial g}{\partial \nu}$, so that $H_f = H_0 + H_1$. Computing the first variation formula at each regular point $x$ and combining this with the fact that $A$ is an isoperimetric region, we have that there is some $c \in \mathbb{R}$ such that $H_f(x) = c$ at each regular point $x \in \partial A$.

We summarize all of these results in the following theorem:

**Theorem 2.1 (Existence and Regularity of Minimizers).** For each weighted volume $M$, there exists an isoperimetric region $A$ of weighted volume $M$.

For each such minimizer $A$, we have the following properties:

1. $\partial A$ is bounded and is a smooth $n - 1$ dimensional embedded manifold except on a set of Hausdorff dimension at most $n - 7$.

   Additionally, $\partial A$ is regular at all points of maximal magnitude.

2. $\partial A$ is mean curvature convex at all regular points.
For some constant \( c \in \mathbb{R} \), \( H_f = c \) at all regular points of \( \partial A \).

We will first restrict our analysis to a certain type of isoperimetric region. Let \( S_r \) be the \( n - 1 \) dimensional centred sphere of radius \( r \geq 0 \). We say that a minimizer \( A \) of weighted volume \( M \) is \textit{spherically symmetric} if, for any \( r \geq 0 \), \( S_r \cap A \) is equal to a closed spherical cap whose centre lies on the non-negative \( e_1 \) axis. Additionally, if \( S_r \cap A \) has \( n - 1 \) dimensional Hausdorff measure equal to 0, then \( S_r \cap A \) is empty. Spherically symmetric isoperimetric regions have all of the properties described in Theorem 2.1. In particular, all irregular points on \( \partial A \) lie on the \( e_1 \) axis (see below), and cannot attain the maximum magnitude of \( \partial A \).

We now work on proving the following theorem, which will aid us in completing the proof.

**Proposition 2.2.** If \( f \) is not constant and \( A \) is a spherically symmetric isoperimetric region about the \( e_1 \) axis with

\[
\text{Vol}(A) = M
\]

and

\[
\mathcal{H}^n(A \cap B_M^c) > 0,
\]

then \( \partial A = \partial B_M \), where \( B_M \) is the centred ball of weighted volume \( M \).

This characteristic will be called the \textit{distributed volume condition}. We will use the properties of isoperimetric regions described in Theorem 2.1 to prove this theorem.

We deal first with the case of \( n = 1 \), which is very straightforward. This is because in this dimension \( H_f(x) = \frac{\partial g}{\partial \nu}(x) \) at every regular point of \( \partial A \). Since \( A \) must clearly consist of one interval up to a set of measure 0, \( \partial A \) consists of the endpoints of this interval. The fact that \( H_f = c \) at each of these endpoints immediately implies that the interval is centred at the origin, since at least one of the endpoints lies in a region where \( g' \) is not 0.

We are left with the case of \( n \geq 2 \). To prove Proposition 2.2, we fix \( n \geq 2 \), and choose a spherically symmetric minimizer \( A \) of weighted volume \( M > 0 \). Since it is spherically symmetric, there is a spherically symmetric set \( C \subset \mathbb{R}^2 \) such that, if \( \partial C \) is rotated about the \( e_1 \) axis, we obtain \( \partial A \). We observe that \( \partial C \) is regular at all points that attain the maximum magnitude, and at all points that do not lie on the \( e_1 \) axis. Indeed, if there is a point \( x \in \partial C \) which is not regular and which does not lie on the \( e_1 \) axis, then \( \partial A \) contains a set of points of Hausdorff dimension \( n - 2 \) which are not regular. Since such a set must have Hausdorff dimension of at most \( n - 7 \), this is impossible.
Furthermore, the perimeter of $C$ is finite. All of these properties are directly inherited from $A$. We would like to identify a certain continuous curve in $\partial C$. To identify this curve, we begin by defining $x^*$ to be the unique point on the positive $e_1$ axis with

$$|x^*| = \sup_{y \in \partial C} |y|.$$  

Since $A$ has positive measure and is spherically symmetric about the non-negative $e_1$ axis, such a point exists and is unique. Furthermore, $\partial C$ is locally a 1-dimensional embedded smooth manifold around $x^*$. We can use the spherically symmetric nature of $C$ show that the tangent space of this manifold at $x^*$ is the collection of all multiples of $e_2$ attached to $x^*$. As such, this manifold locally only intersects the $e_1$ axis at $x^*$.

Since $\partial C$ is a smooth embedded manifold at all points that do not lie on the $e_1$ axis, and since it has finite length, we can follow the curve leaving $x^*$ in both directions until it intersects the $e_1$ axis at some other point. This produces a continuous curve

$$\gamma : [-\beta, \beta] \to \mathbb{R}^2$$

with $\beta > 0$. $\gamma$ has the following properties, where $\gamma = (\gamma_1, \gamma_2)$:

(1) $\gamma$ lies on $\partial C$.
(2) $\gamma(0) = x^*$.
(3) $\gamma(x) \neq \gamma(y)$ unless $x = y$ or $x, y \in \{\beta, -\beta\}$. In order words, $\gamma$ forms a simple closed curve.
(4) $\gamma_2 > 0$ on $(0, \beta)$, $\gamma_2 < 0$ on $(-\beta, 0)$, and $\gamma_2 = 0$ at $0, -\beta$ and $\beta$.
(5) $\gamma$ is smooth on $(-\beta, \beta)$.
(6) $|\gamma'| = 1$ on $(-\beta, \beta)$.
(7) $\gamma$ is a counterclockwise parametrization. In particular, since $C$ is spherically symmetric,

$$|\gamma(x)| \leq |\gamma(y)|$$

for $x \geq y \geq 0$, and

$$|\gamma(0)| = |x^*| > R(f).$$

(8) $\gamma(x) = \gamma(-x)$ for $x \in [0, \beta]$.

This is shown in Figure 1.

Let $\mathcal{K} \subset \mathbb{R}^2$ be the bounded region enclosed by $\gamma$. Since $\gamma$ is a simple closed curve, this is well defined. Due to the fact that $C$ is spherically symmetric, $\mathcal{K}$ is spherically symmetric as well. When we describe inward and outward normal vectors on $\gamma$, we will be doing so with respect to $\mathcal{K}$.

We define some notation concerning $\gamma$ on $(-\beta, \beta)$. 


(1) $H_0(x)$ is the inward unaveraged mean curvature of $\partial A$ at any point that corresponds to $\gamma(x)$, and $H_f(x)$ is the generalized mean curvature of $\partial A$ at any point that corresponds to $\gamma(x)$. Note that all points corresponding to $x$ will have the same mean curvature and generalized mean curvature since $A$ is spherically symmetric.

(2) $\kappa(x)$ is the inward curvature of $\gamma$ at $\gamma(x)$.

(3) $n(x)$ is the unit outward normal vector to $\gamma$ at $\gamma(x)$.

(4) $g'(x)$ denotes $g'(|\gamma(x)|)$.

(5) If $\gamma(x) \neq (0, 0)$, then $N(x) = \frac{\gamma(x)}{|\gamma(x)|}$. This in the unit outward normal at $\gamma(x)$ to the centred circle which goes through $\gamma(x)$.

Note that all of these quantities are defined on $(-\beta, \beta)$.

We will complete the proof of Proposition 2.2 by proving the following two Theorems. Here, we assume the same hypotheses as in Proposition 2.2, and that $n \geq 2$.

**Lemma 2.3** (First Tangent Lemma). Either $\gamma$ is a centred circle, or there is a point $x \in (0, \beta)$ with $\gamma'(x) = (0, -1)$, and $\kappa(x) > 0$.

**Lemma 2.4** (Second Tangent Lemma). If there exists a point $x \in (0, \beta)$ with $\gamma'(x) = (0, -1)$ and $\kappa(x) > 0$, then there is another point $y \in (0, \beta)$ with $\gamma'(y) = (0, 1)$.

These are shown in Figure 2.

We now observe that such a point $y$ described in Lemma 2.4 cannot exist. This is because of the following lemma, which is a simple result of the fact that $\mathcal{K}$ is spherically symmetric about $e_1$. In particular, this
Fact implies that $|\gamma|$ is a non-increasing function on $[0, \beta)$ (see property 6), and so by differentiating $|\gamma|$, we get the following result.

**Lemma 2.5** (Tangent Restriction Theorem). For every $x \in (0, \beta)$, $N(x)$ is well-defined and

$$\gamma'(x) \cdot N(x) \leq 0.$$

If a point $y$ exists that satisfied the conclusion of Lemma 2.4, then by Lemma 2.5,

$$\gamma'(y) \cdot N(y) = \frac{\gamma_2(y)}{|\gamma(y)|} \leq 0.$$

Since $\gamma_2(y) > 0$ for each $y \in (0, \beta)$, we thus have a contradiction. This means that $\gamma$ must be a centred circle of radius $x^*$. Thus, $\partial C$ is contained in the disc of radius $x^*$, and contains the boundary of this disc. This implies that $\partial A$ is contained in the $n$ dimensional ball $B'$ of radius $x^*$, and contains the boundary of $B'$. $B'$ must be $B_M$, for it cannot be smaller than $B_M$ as the volume of $A$ is $M$, and the volume of
A is bounded above by the volume of $B'$. $B'$ cannot be larger than $B_M$, for it it were, then we could reduce the perimeter of $A$ by replacing $A$ with $B'$, and then by shrinking $B'$ down to $B_M$. Since this contradicts the fact that $A$ is an isoperimetric minimizer, $B' = B_M$, and since the volume of $A$ is $M$, $\partial A = \partial B_M$, completing our proof of Proposition 2.2.

With this tool in hand, we can now prove Theorems 1.1 and 1.2.

**Proof of Theorem 1.1 and Theorem 1.2.** By the logic at the start of this section, this theorem is true if $f$ is constant. Hence, assume that it is not constant everywhere. Let $M' = \text{Vol}(B_R(f))$, and fix $M > M' \geq 0$. By Theorem 2.1, there exists at least one isoperimetric set of weighted volume $M$. Choose any such minimizer $A$ of weighted volume $M$, and apply the process of spherical symmetrization to it. A good reference for this process and its properties is Section 9.2 of [2]. To produce $A^*$, the result of this process, we consider $S_r$, the centred $n - 1$-dimensional sphere of radius $r$. We then define $A^* \cap S_r$ to be a closed spherical cap centred on the non-negative $e_1$ axis such that

$$\mathcal{H}^{n-1}(A^* \cap S_r) = \mathcal{H}^{n-1}(A \cap S_r).$$

If this measure is 0, then $A^* \cap S_r$ is empty.

We then have that, by Theorem 6.2 from [3],

$$\text{Vol}(A^*) = \text{Vol}(A)$$

and

$$\text{Per}(A^*) \leq \text{Per}(A).$$

Since $A$ is an isoperimetric region, $A^*$ is one as well, and so is a spherically symmetric isoperimetric region. As $A$ has the distributed volume condition, $A^*$ does as well. Then, by Proposition 2.2,

$$\partial A^* = \partial B_M.$$

Looking again at the definition of $A^*$, we see that this implies that

$$\partial A = \partial B_M,$$

which means that $A$ is a centred ball up to a set of measure 0. In summary, if $M > M'$, at least one isoperimetric set $A$ with $\text{Vol}(A) = M$ exists, and for every such minimizer, it must be a centred ball up to a set of measure 0.

If $M' = 0$, this completes the proof. If $M' > 0$, then fix $0 < M \leq M'$. Again, by Theorem 2.1, there is at least one isoperimetric set with weighted volume $M$. For any such minimizer $A$, if $A$ has the distributed volume condition then we may apply the above logic to conclude that $A$ is a centred ball, up to a set of measure 0. However, since $A$ has
the distributed volume condition, the radius of this ball must be more
than $R(f)$, and so $\text{Vol}(A) > M' \geq M$, which is a contradiction. Hence,
$A$ lies inside $B_{R(f)}$, up to a set of measure 0. Let us now consider
the problem of finding isoperimetric regions of weighted volume $M > 0$ in
$\mathbb{R}^n$ with the constant density $h(x) = f(0)$. We know that the set of
such minimizers is exactly the set of all balls of weighted volume $M$, up
to sets of measure 0. Thus, $A$ is an isoperimetric region if and only if
it is a ball of weighted volume $M$ located entirely inside $B_{R(f)}$, again
up to a set of measure 0. □

The remainder of this article is divided up into two sections. The
first contains the proof to the First Tangent Lemma, and the second
contains the proof to the Second Tangent Lemma.

3. PROOF OF FIRST TANGENT LEMMA

This section is devoted to proving the First Tangent Lemma (Lemma
2.3). We will prove this by contradiction: we will assume that $\gamma$ is not a
centred circle, and then produce a point $p \in (0, \beta)$ with $\gamma'(p) = (0, -1)$
and $\kappa(p) > 0$. To go about doing this, we are going to consider two
components of the curve $\gamma$, the Upper Curve, and the Lower Curve.
Although the definitions of these two curves are slightly technical, the
Upper Curve will turn out to be the entire first segment of $\gamma$ on $[0, \beta)$
such that $\gamma'$ lies in the second quadrant, and the Lower Curve will be
the entire following segment of $\gamma$ such that $\gamma'$ lies in the third quadrant.
Except for a special case, which is handled differently, we will prove
additional properties of these two curves which allow us to make the
following important conclusion. If we compare a point $x$ on the Upper
Curve and a point $y$ on the Lower Curve such that
\[ \gamma_2(x) = \gamma_2(y), \]
then
\[ \kappa(x) \leq \kappa(y). \]
Additionally, $\kappa(x) < \kappa(y)$ for a significant portion of pairs $(x, y)$. This
will allow us to conclude that the Lower Curve curves faster than the
Upper Curve, and so must terminate before it reaches the $e_1$-axis. We
will show that the derivative at this point of termination is $(-1, 0)$, as
desired. This is shown in Figure 3. For the rest of this section, it will
be useful to refer back to this figure.

We will start with several computational results will be useful
to us later. We will then define the Upper Curve rigorously, and prove
that it has the desired structure. Lastly, we will define the Lower Curve
and complete the proof of Lemma 2.3.
3.1. **Preliminary Lemmas and Definitions.** We first seek to produce a more manageable expression for the unaveraged mean curvature $H_0$. To do this, we define the *canonical circle*:

**Definition 3.1 (Canonical Circle).** Given a point $x \in (0, \beta)$, let $C_x$ be the unique oriented circle which goes through $\gamma(x)$, whose centre lies on the $e_1$ axis, and whose unit tangent vector at $\gamma(x)$ is $\gamma'(x)$. We call this the canonical circle at the point $x$, and denote it by $C_x$. If $\gamma'(x) = (0, 1)$ or $\gamma'(x) = (0, -1)$, then the canonical circle is an oriented vertical line. Note that this is well-defined since no points in $(0, \beta)$ lie on the $e_1$ axis. If $x = 0$, then we define $C_x$ as $\lim_{x \to 0^+} C_x$, which exists because $\gamma$ is regular at 0. Lastly, let $\kappa(C_x)$ denote the signed curvature of $C_x$. If $C_x$ has radius $r$ (possibly $\infty$), then $\kappa(C_x) = \frac{1}{r}$ if $C_x$ is counterclockwise oriented, and $\kappa(C_x) = -\frac{1}{r}$ if it is clockwise oriented. From this definition, we see that $\kappa(C_0) = \kappa(0)$, the tangent of $C_0$ at...
0 is equal to $\gamma'(0)$, and both the centre of $C_x$ and the curvature of $C_x$ are continuous functions of $x$ on $[0, \beta)$.

If the canonical circle at a certain point is an oriented vertical line, then we call the point where it intersects the $e_1$ axis its centre.

We can now characterize the unaveraged mean curvature $H_0$ in terms of the inward curvature of $\gamma$ and the signed curvature of the canonical circle. Note that $\kappa(C_x)$ is a smooth function of $x$ on $(-\beta, \beta)$.

**Proposition 3.1.** Given a point $x \in [0, \beta)$, we have that

$$H_0(x) = \kappa(x) + (n - 2)\kappa(C_x).$$

**Proof.** Let us first assume that $\gamma_2(x) > 0$, and that $\gamma'(x) \neq (0, \pm 1)$. We can then write $\gamma$ locally around $x$ as a smooth positive function of some portion of the $e_1$ axis. Let this smooth function be $p$, so that $(y_0, p(y_0)) = \gamma(x)$ and $(y, p(y))$ is equal to $\gamma$ on some local neighbourhood of $\gamma(x)$. Now, we know that every $n$-tuple $(x_1, ..., x_n)$ on the boundary of our spherically symmetric minimizer $A$ in $\mathbb{R}^n$ that corresponds to a point $(y, p(y))$ satisfies the following equality:

$$p(x_1) - \sqrt{\sum_{i=2}^{n} x_i^2} = 0.$$  

Let $Q(x_1, ..., x_n) = p(x_1) - \sqrt{\sum_{i=2}^{n} x_i^2}$. We first compute

$$\text{div} \frac{\nabla Q}{|\nabla Q|}(x_1, \ldots, x_n).$$

We have that

$$\nabla Q \frac{1}{|\nabla Q|}(x_1, \ldots, x_n) = \frac{1}{\sqrt{1 + (p'(x_1))^2}}(p'(x_1), -\frac{x_2}{\sqrt{\sum_{i=2}^{n} x_i^2}}, \ldots, -\frac{x_n}{\sqrt{\sum_{i=2}^{n} x_i^2}}).$$

Taking the divergence of this, we get that

$$\text{div} \frac{\nabla Q}{|\nabla Q|}(x_1, \ldots, x_n) = \frac{p''(x_1)}{\sqrt{1 + (p'(x_1))^2}} - \frac{(p'(x_1))^2 p''(x_1)}{(1 + (p'(x_1))^2)^{\frac{3}{2}}}$$

$$- \frac{1}{\sqrt{1 + (p'(x_1))^2}} \sum_{i=2}^{n} \left( \frac{1}{\sqrt{\sum_{j=2}^{n} x_j^2}} - \frac{x_i^2}{(\sum_{j=2}^{n} x_j^2)^{\frac{3}{2}}} \right)$$

$$= \frac{p''(x_1)}{\sqrt{1 + (p'(x_1))^2}} - \frac{(n - 2)}{(1 + (p'(x_1))^2)(\sum_{i=2}^{n} x_i^2)}.$$
Since \( p(x_1) = \sqrt{\sum_{i=2}^{n} x_i^2} \), this becomes
\[
\frac{p''(x_1)}{\sqrt{1 + (p'(x_1))^2}} = -\frac{(n-2)}{p(x_1) \sqrt{1 + (p(x_1))^2}}.
\]

Recall that \( \mathcal{K} \) is the bounded region enclosed by \( \gamma \). We will break the proof into two cases, depending on whether the inward unit normal vector at \( x \) with respect to \( \mathcal{K} \) is upwards or downwards. If \( n \) is this unit normal vector, then we say that it is upwards if \( n \cdot (0,1) > 0 \), and we say that it is downwards if \( n \cdot (0,-1) > 0 \). Since \( \gamma' \neq (0,\pm1) \), these are the only two possibilities.

If \( n \) is downwards, then from the list of formulae at the end of [6], we have that the inward mean curvature of \( \partial A \) at \((x_1,\ldots,x_n)\) is equal to
\[
-d\text{iv} \frac{\nabla Q}{|\nabla Q|}(x_1,\ldots,x_n) = -\frac{p''(x_1)}{\sqrt{1 + (p'(x_1))^2}} + (n-2) \frac{1}{p(x_1) \sqrt{1 + (p(x_1))^2}}.
\]
Since \( n \) is downwards, the first term is \( \kappa(x) \), and the second term is \((n-2)\kappa(C_x)\), as desired. In particular, we can show that the second term is \((n-2)\kappa(C_x)\) by using a method identical to that employed in Appendix 1, Lemma 5.3.

Similarly, if \( n \) is upwards, then we have that the inward mean curvature of \( \partial A \) at \((x_1,\ldots,x_n)\) is equal to
\[
d\text{iv} \frac{\nabla Q}{|\nabla Q|}(x_1,\ldots,x_n) = \frac{p''(x_1)}{\sqrt{1 + (p'(x_1))^2}} - (n-2) \frac{1}{p(x_1) \sqrt{1 + (p(x_1))^2}}.
\]
In this case, since \( n \) is upwards, we have that the first term again corresponds to \( \kappa(x) \), and the second term again corresponds to \((n-2)\kappa(C_x)\), as desired. Again, we can show that the second term is \((n-2)\kappa(C_x)\) by using a method identical to that employed in Appendix 1, Lemma 5.3.

If \( \gamma'(x) = (0,\pm1) \), then the fact that \( x \in [0,\beta) \) implies that \( \gamma \) is regular at \( x \), and so \( H_0, \kappa, \) and \( \kappa(C_x) \) are all smooth at \( x \). Combined with the above result, this smoothness implies that
\[
H_0(x) = \kappa(x) + (n-2)\kappa(C_x)
\]
for all \( x \) in \([0,\beta)\).

We will now prove that \( \gamma \) has certain properties which will begin to narrow down its behaviour. We first state a result that allows us to conclude that \( \gamma \) is a circle from local data.

**Lemma 3.2.** For any point \( x \in [0,\beta) \), if we have that the centre of \( C_x \) is the origin and \( \kappa(x) = \kappa(C_x) \), then we have that \( \gamma \) is a centred circle.
Proof. Since $H_f = c$ for a constant $c$ at all regular points, if $C_x$ is centred on the origin for some $x$ and $\kappa(x) = \kappa(C_x)$, we have that $c = g'(|x|) + (n-1)\kappa(C_x)$. The two curves $C_x$ and $\gamma$ satisfy the ordinary differential equation $H_f = c$, agree at the point $x$, and their tangent vectors agree at the point $x$. By standard theorems concerning the uniqueness of solutions from the theory of ODES, combined with the fact that $\gamma$ and $C_x$ are both arclength parametrizations, we have that these solutions must locally agree, so $\gamma = C_x$ around $x$. By successively applying this local result, we have that that $\gamma = C_x$ everywhere. □

We next characterize the possible centres of $C_x$, for every $x \in [0, \beta)$.

Lemma 3.3. For $x \in [0, \beta)$, if $\gamma'(x)$ is in the second quadrant, and if $a$ is the $e_1$-coordinate of the centre of $C_x$, then $a \geq 0$.

Proof. First consider the case when $x \neq 0$. We then have that $\gamma_2(x) > 0$. As a result of Lemma 2.5, $N(x) \cdot \gamma'(x) \leq 0$.

From the definition of $C_x$ along with the fact that $\gamma'(x)$ is in the second quadrant, we have that

$$\gamma'(x) = \frac{(-\gamma_2(x), \gamma_1(x) - b)}{|(-\gamma_2(x), \gamma_1(x) - b)|}.$$

Combining this with $N(x) = \frac{\gamma(x)}{|\gamma(x)|}$, we have that

$$\langle \gamma_1(x), \gamma_2(x) \rangle \cdot (-\gamma_2(x), \gamma_1(x) - b) \leq 0,$$

so we have that $-a\gamma_2(x) \leq 0$. Since $\gamma_2(x) > 0$, $a \geq 0$.

If $x = 0$, then since $\kappa(C_0) = \kappa(0)$, the tangent of $C_0$ at $0$ agrees with $\gamma'(0)$, and $\kappa'(0) = 0$ (since $\gamma$ is symmetric about $0$), $C_0$ approximates $\gamma$ near $0$ up to the fourth order. Hence, if $a < 0$, then there are points in $[0, \beta)$ near $0$ on $\gamma$ that lie outside the centred circle of radius $\gamma(0)$. This is a contradiction, since all points on $\gamma$ must be less than or equal to $|\gamma(0)|$ in magnitude. Hence, $a \geq 0$ in this case as well. □

To improve readability, we shall define $\lambda(x) = \kappa(C_x)$ for all $x \in (-\beta, \beta)$. As already mentioned, $\lambda$ is a smooth function of $x$ on $(-\beta, \beta)$.

We now prove several results, the proofs of which all work the same way. Given a point $x \in [0, \beta)$, we consider the unique oriented circle $A_x$ that is tangent to $\gamma$ at $x$, and whose signed curvature is equal to $\kappa(x)$. From the definition of curvature, $A_x$ approximates $\gamma$ locally up to the third order on $(0, \beta)$. Since $\gamma(x) = \gamma(-x)$ on $[0, \beta)$, we have that $\kappa'(0) = 0$, and so $A_0$ approximates $\gamma$ up to fourth order locally near $0$. Note that $A_x$ can be an oriented vertical line.
This will help us prove the following properties of \( \gamma \) because we will show that the desired quantities of \( \gamma \) at \( x \) are unchanged if we replace \( \gamma \) with \( A_x \). In particular, let \( \alpha \) be a unit-speed parametrization of \( A_x \), with \( \alpha(\tilde{x}) = \gamma(x) \). We can define quantities for \( \alpha \) in the same way that we do for \( \gamma \). We shall denote the analogous quantity with a tilde, as follows:

1. \( \tilde{\kappa}(y) \) refers to the signed curvature of \( \alpha \) at \( y \).
2. \( \tilde{H}_1(y) \) refers to \( \frac{\partial g}{\partial \nu} \) at \( y \), where \( \nu \) is the unit outward normal to \( \alpha \) at \( y \).

Both of these quantities are smooth on the entirety of \( \alpha \).

We also define the canonical circle \( \tilde{C}_y \) for points \( y \) on \( A_x \). If \( \alpha_2(y) \neq 0 \), then \( \tilde{C}_y \) is defined as the canonical circle at \( y \) on \( A_x \) using the same definition as before. If \( \alpha_2(y) = 0 \) and \( \alpha'(y) = (0, \pm 1) \), then \( \tilde{C}_y \) is not defined. At each point \( y \) where \( \tilde{C}_y \) is defined, the canonical circle is defined on a neighbourhood of \( y \). Additionally, we define \( \tilde{\lambda}(y) \) to be the signed curvature of \( \tilde{C}_y \) (defined at each point \( y \) where \( \tilde{C}_y \) exists). Since \( \tilde{C}_y \) is defined on an open set, \( \tilde{\lambda}(y) \) is also defined on an open set.

Furthermore, \( \tilde{\lambda}(y) \) is smooth on this domain of definition.

We produce one more definition before we continue.

**Definition 3.2.** For each \( x \in (-\beta, \beta) \), let \( F(x) \) be the \( e_1 \)-coordinate of the centre of the canonical circle at \( x \). Additionally, if \( A_x \) is the circle as defined above, and \( y \) is a point on \( A_x \) where \( \tilde{C}_y \) is defined, then let \( \tilde{F}(y) \) be the \( e_1 \) coordinate of the circle \( \tilde{C}_y \).

Clearly, \( F \) is smooth at all points \( x \in (-\beta, \beta) \) with \( \gamma'(x) \neq (0, \pm 1) \). Additionally, \( F \) is smooth at 0. \( \tilde{F} \) is smooth on an open set containing every point \( y \) with the properties that \( \tilde{C}_y \) is defined at \( y \) and \( \alpha'(y) \neq (0, \pm 1) \).

For each of the proofs, we will summarize how this argument goes, using the above notation.

**Lemma 3.4.** Given a point \( x \in [0, \beta) \), \( \kappa'(x) \geq 0 \) if the following properties hold:

1. \( \gamma'(x) \) is in the second quadrant
2. \( \kappa(x) = \kappa(C_x) > 0 \)

If in addition, \( \gamma(x) \notin BR(f) \), \( \gamma'(x) \neq (0, 1) \), and \( C_x \) is not centred at the origin, then \( \kappa'(x) > 0 \).

**Proof.** In this case, we have that \( A_x = C_x \), and both have positive radii. As such, \( A_x \) approximates \( \gamma \) up to the third order at \( x \). Because
of this, we have that
\[ \lambda'(x) = \tilde{\lambda}'(\tilde{x}) = 0. \]

We can now reduce the problem to determining the sign of \( H'_1(x) \), since \( H'_f(x) = 0 \) and \( \lambda'(x) = 0 \). Again, because \( \gamma \) is approximated up to the third order by \( A_x \) near \( x \),
\[ H'_1(x) = \tilde{H}'_1(\tilde{x}). \]
Computing \( \tilde{H}'_1(\tilde{x}) \) is an easy exercise (see Appendix 1, Lemma 5.1) - it is always non-positive, and is negative if \( \gamma(x) \not\in B_{\mathbb{R}(f)} \), \( \gamma'(x) \neq (0,1) \), and \( C_x \) is not centred at the origin. Note that we also use Lemma 3.3 to show that the centre of \( C_x \) is greater than 0.

**Lemma 3.5.** If \( \gamma \) is not a centred circle, then \( \kappa''(0) > 0 \).

**Proof.** In this case, we have that \( C_0 = A_0 \), and both approximate \( \gamma \) up to the fourth order near 0. As such, we again have that \( \lambda''(0) = \tilde{\lambda}''(0) = 0 \). Hence, since \( H''_f(0) = 0 \), we need only show that \( H''_1(0) < 0 \). We next observe that \( C_0 \) cannot be a centred circle, as \( \kappa(x) = \kappa(C_0) \), and so by Lemma 3.2, \( \gamma \) would be a centred circle. Since we assumed that this is not the case, \( C_0 \) is not centred. Combining this with the fact that \( C_0 \) approximates \( \gamma \) up to the fourth order, we have that
\[ H''_1(0) = \tilde{H}''_1(\tilde{0}), \]
which is negative by a straightforward computation (see Appendix 1, Lemma 5.2). Note that this uses the fact that \( \gamma(0) \not\in B_{\mathbb{R}(f)} \). □

**Lemma 3.6.** If \( x \in [0,\beta) \), \( \kappa(x) > \kappa(C_x) > 0 \), \( \gamma'(x) \) lies in the third quadrant and \( x \in B_{\mathbb{R}(f)} \), then \( \kappa'(x) \geq 0 \), and \( \lambda'(x) \leq 0 \).

**Proof.** We again consider \( A_x \), which approximates \( \gamma \) at \( x \) up to the third order. Let the centre of \( A_x \) be \( (a,b) \). Since \( \kappa(x) > \kappa(C_x) > 0 \), \( b > 0 \). Due to the assumption that \( x \in B_{\mathbb{R}(f)} \), \( H'_1(x) = 0 \), and so \( H'_0(x) = 0 \) as well. As such, if we can show that \( \lambda'(x) \leq 0 \), then we will be done. To do this, we observe that
\[ \lambda'(x) = \tilde{\lambda}'(\tilde{x}) \leq 0. \]
This can be computed in a straightforward manner (see Appendix 1, Lemma 5.3), using the fact that \( \gamma'(x) \) lies in the third quadrant and \( \kappa(C_x) > 0 \). □

**Lemma 3.7.** If \( x \in [0,\beta) \) with \( \gamma'(x) = (-1,0) \), \( \gamma_1(x) > 0 \) and \( \kappa(x) \geq \kappa(C_x) > 0 \), and if \( \gamma(x) \not\in B_{\mathbb{R}(f)} \), then \( \kappa'(x) > 0 \).
Proof. We have that $A_x$ approximates $\gamma$ at $x$ up to the third order. As such, $\lambda'(x) = \tilde{\lambda}'(\tilde{x})$. Since $\gamma'(x) = (-1, 0)$, $\tilde{\lambda}'(\tilde{x}) = 0$, and so $\lambda'(x) = 0$ as well. Since $H_1'(x) = 0$, if we can show that $H_1'(x) < 0$, then this will imply that $\kappa'(x) > 0$. To facilitate this, we use the fact that $H_1'(x) = \tilde{H}_1'(\tilde{x}) < 0$.

The last fact can be computed directly using the premises of the lemma, especially the fact that $\gamma(x) \not\in B_{R(f)}$ (see Appendix 1, Lemma 5.1).

□

The last portion of this section is devoted to proving two theorems which will be useful tools later. The first allows us to translate statements about the curvature of the graphs of two functions into comparison statements regarding their values and derivatives, and the second will allow us to compare values of $H_1 = \frac{\partial g}{\partial \nu}$ for different unit vectors $\nu$.

Let us consider a $C^2$ function $h$ with $h : (a,b) \to \mathbb{R}_{\geq 0}$, $b > a$. Let $t_h(x)$ denote the unit tangent vector $\left(1, h'(x)\right)$, $\theta : S^1 \to (-\pi, \pi]$ denote the counterclockwise angle from 0 of a unit vector $v$, and lastly let $\kappa_h(x)$ denote the upward curvature of the graph of $h$ at $x$.

**Proposition 3.8 (Curvature Comparison Theorem).** Consider two $C^2$ functions $f, g : (a,b) \to \mathbb{R}_{\geq 0}$ with $b > a$. Let us make the following assumptions on $f$ and $g$ (see Figure 4):

1. $\lim_{x \to b^{-}} t_f(x)$ and $\lim_{x \to b^{-}} t_g(x)$ exist
2. $\lim_{x \to b^{-}} f(x)$ and $\lim_{x \to b^{-}} g(x)$ exist
3. $f'(x) \geq 0$ and $g'(x) \geq 0$ on $(a,b)$
4. $\lim_{x \to b^{-}} f(x) \leq \lim_{x \to b^{-}} g(x)$, $\lim_{x \to b^{-}} \theta(t_f(x)) \geq \lim_{x \to b^{-}} \theta(t_g(x))$, and $\kappa_f(x) \leq \kappa_g(x)$ for all $x \in (a,b)$

Then, for every $x \in (a,b)$,

$$f(x) \leq g(x)$$

and

$$\theta(t_f(x)) \geq \theta(t_g(x)).$$

Additionally, if there exists a point $y \in (a,b)$ such that

$$\kappa_f(y) < \kappa_g(y),$$

then there is some $\phi > 0$ such that

$$\phi \leq \theta(t_f(x)) - \theta(t_g(x))$$

for all $x \in (a, \frac{a+y}{2})$. 

Proof. At a given point \( x \in (a, b) \), let \( \theta_f(x) = \theta(t_f(x)) \) and \( \theta_g(x) = \theta(t_g(x)) \). Since \( t_f \) and \( t_g \) both lie in the first quadrant, \( \theta_f \) and \( \theta_g \) both lie in the interval \( [0, \frac{\pi}{2}] \). Note that \( f'(x) = \tan(\theta_f(x)) \) and \( g'(x) = \tan(\theta_g(x)) \). Thus, if we can show that \( \theta_f(x) \geq \theta_g(x) \) for all \( x \in (a, b) \), then the fact that \( \lim_{x \to b^-} f(x) \leq \lim_{x \to b^-} g(x) \) will also imply that \( f(x) \leq g(x) \) for all \( x \in (a, b) \). To this end, we know that

\[
\kappa_f(x) = \frac{f''(x)}{(1 + (f'(x))^2)^{\frac{3}{2}}}
\]

and

\[
\kappa_g(x) = \frac{g''(x)}{(1 + (g'(x))^2)^{\frac{3}{2}}}
\]

Since \( f''(x) = \frac{\theta_f'(x)}{\cos^2(\theta_f(x))} \) and \( g''(x) = \frac{\theta_g'(x)}{\cos^2(\theta_g(x))} \), we have that these formulae become

\[
k_f(x) = \cos(\theta_f(x))\theta_f'(x) = (\sin(\theta_f(x)))'
\]

and

\[
k_g(x) = \cos(\theta_g(x))\theta_g'(x) = (\sin(\theta_g(x)))'.
\]

Hence, for every \( x \in (a, b) \),

\[
\sin(\theta_f(x)) - \sin(\theta_g(x)) \geq \int_x^b \kappa_g(t) - \kappa_f(t) dt,
\]

since \( \lim_{x \to b^-} \theta_f(x) - \theta_g(x) \geq 0 \). If \( \kappa_f \leq \kappa_g \), then \( \sin(\theta_f) \geq \sin(\theta_g) \), and so \( \theta_f \geq \theta_g \), as desired.

If there exists a point \( y \in (a, b) \) with \( \kappa_f(y) < \kappa_g(y) \), then there is some neighbourhood of \( y \) on which this is true. As such, for any \( x \in (a, \frac{a+y}{2}) \),

\[
\int_x^b \kappa_g(t) - \kappa_f(t) dt \geq c > 0,
\]

implying that \( \sin(\theta_f(x)) \geq \sin(\theta_g(x)) + c \) for all such \( x \). This immediately yields the existence of a \( \phi > 0 \) such that \( \theta_f - \theta_g > \phi \) on \( (a, \frac{a+y}{2}) \). \( \square \)

We will need a definition before continuing with our second theorem.

**Definition 3.3.** Consider a fixed pair of points \((x_1, y)\) and \((x_2, y)\) with \( y > 0 \) and \( x_1 \geq x_2 \), and a pair of unit vectors \( v_1, v_2 \in \mathbb{R}^2 \) such that \( v_1 \) is strictly in the second quadrant and \( v_2 \) is strictly in the third quadrant. Let \( C_1 \) be the canonical circle with respect to \( v_1 \) at \((x_1, y)\) with centre \((a_1, 0)\) and radius \( r_1 \), and \( C_2 \) be the canonical circle with respect to \( v_2 \) at \((x_2, y)\) with centre \((a_2, 0)\) and radius \( r_2 \). If \( a_1 \geq 0 \), \( r_2 \geq r_1 \), and \( x_1 - a_1 \geq a_1 - x_2 \), then we say that \((v_1, v_2)\) are admissible with respect
Figure 4. The functions $f$ and $g$.

to $(x_1, y)$ and $(x_2, y)$. Furthermore, let $N(x_1, y) = \frac{(x_1, y)}{|(x_1, y)|}$ and define $N(x_2, y)$ similarly. This is shown in Figure 5.

**Proposition 3.9 (H₁ Comparison Theorem)**. Consider a pair of points $(x_1, y)$ and $(x_2, y)$ with $y > 0$ and $x_1 \geq x_2$. Let $v_1$ and $v_2$ be two unit vectors. If $v_1$ and $v_2$ are admissible with respect to $(x_1, y)$ and $(x_2, y)$, then

$$| (x_1, y) | \geq | (x_2, y) |.$$

Additionally,

$$v_1^\perp \cdot N(x_1, y) \geq v_2^\perp \cdot N(x_2, y)$$

with equality if and only if $C_1$ is centred at the origin and $C_1 = C_2$. Note that here $\perp$ means the perpendicular unit vector formed by a clockwise rotation by $\frac{\pi}{2}$ radians.

**Proof.** To prove that $| (x_1, y) | \geq | (x_2, y) |$, we need only show that $|x_1| \geq |x_2|$. This fact follows immediately from the property that $x_1 \geq x_2$, that the centre of $C_1$ has a non-negative $e_1$-coordinate $a_1$, and that $x_1 - a_1 \geq a_1 - x_2$, which are all part of the assumption that $v_1$ and $v_2$ are admissible with respect to $(x_1, y)$ and $(x_2, y)$. 
Figure 5. A pair of vectors $v_1$ and $v_2$ which are admissible with respect to a pair of points $(x_1, y)$ and $(x_2, y)$.

Let $\theta(w)$ denote the counterclockwise angle of the nonzero vector $w$, $\theta : S^1 \to [0, 2\pi)$. We then have that

\[ v_1^\perp \cdot N(x_1, y) = \cos(\theta(v_1^\perp) - \theta(N(x_1, y))) \]

and

\[ v_2^\perp \cdot N(x_2, y) = \cos(\theta(v_2^\perp) - \theta(N(x_2, y))). \]

Let $\theta_1 = \theta(v_1^\perp) - \theta(N(x_1, y))$ and $\theta_2 = \theta(v_2^\perp) - \theta(N(x_2, y))$. We must show that

\[ \cos(\theta_1) \geq \cos(\theta_2) \]

with equality if and only if $C_1 = C_2$ and $C_1$ is a centred circle.
We first observe that there is an $x_1^\star$ such that, if $C_1^\star$ is the canonical circle with respect to $v_1$ attached to $(x_1^\star, y)$, then $C_1^\star$ is centred. Furthermore, let $x_2^\star = -x_1^\star$, and let $v_2^\star$ be $v_1$ reflected through the $x$-axis. We then have that $v_1$ and $v_2^\star$ are an admissible pair with respect to $(x_1^\star, y)$ and $(x_2^\star, y)$. We now have that $C_1 = C_2$ and $C_1$ is centred if and only if $v_2 = v_2^\star$, $x_1 = x_1^\star$, and $x_2 = x_2^\star$. If these conditions are met, then clearly $\theta_1 = \theta_2 = 0$, and so we have equality. We will now show that, if at least one of these conditions is not met, then $\cos(\theta_1) > \cos(\theta_2)$, completing the proof.

As a result of the hypotheses, we have that there is some $c, d \geq 0$ and $0 \leq \phi \leq \frac{\pi}{2}$ such that $\theta(N(v_2^\perp)) = \theta(N(v_1^\perp)) + \phi$, $x_1 = x_1^\star + c$, and $x_2 = x_2^\star + c + d$, as in Figure 6. All of the requirements on $x_1$, $x_2$ and $v_2$ are met if and only if $c, d, \phi = 0$. Let us also note that, for a vector $(x, y)$ with $y > 0$, $\theta(N(x, y)) = \arccot(x/y)$ and so

$$\frac{\partial \theta(N(x, y))}{\partial x} = -\frac{y}{x^2 + y^2}.$$  

Denote $\frac{\partial \theta(N(x, y))}{\partial x}$ as $\theta'(N(x, y))$.

We now see that, since $\theta(N(x_1^\star, y)) = \theta(N(v_1^\perp))$ and $\theta(N(x_2^\star, y)) + \phi = \theta(N(v_2^\perp))$,

$$\theta_1 = \theta(N(x_1^\star, y)) - \theta(N(x_1, y))$$

$$= - \int_{x_1^\star}^{x_1^\star + c} \theta'(N(t, y))dt$$

$$= \int_{x_1^\star}^{x_1^\star + c} \frac{y}{t^2 + y^2}dt$$

and

$$\theta_2 = \phi + \theta(N(x_2^\star, y)) - \theta(N(x_2, y))$$

$$= \phi - \int_{x_2^\star}^{x_2^\star + c} \theta'(N(t, y))dt - \int_{x_2^\star + c}^{x_2^\star + c + d} \theta'(N(t, y))dt$$

$$= \phi + \int_{x_2^\star}^{x_2^\star + c} \frac{y}{t^2 + y^2}dt + \int_{x_2^\star + c}^{x_2^\star + c + d} \frac{y}{t^2 + y^2}dt.$$  

We first note that $0 \leq \theta_1, \theta_2 \leq \pi$, and so if we can show that $\theta_1 < \theta_2$ if at least one of $c, d$ or $\phi$ is positive, then we will have that $\cos(\theta_1) > \cos(\theta_2)$, the desired result. Due to the fact that $v_1$ lies strictly in the second
quadrant, \( x_1^* > 0 \) and \( x_2^* < 0 \). As such, for each \( q \in [0, c] \),
\[
\frac{y}{(x_1^* + q)^2 + y^2} \leq \frac{y}{(x_2^* + q)^2 + y^2}
\]
with equality only at \( q = 0 \). Hence, if \( c > 0 \), then
\[
\int_{x_1^*}^{x_1^* + c} \frac{y}{t^2 + y^2} \, dt < \int_{x_2^*}^{x_2^* + c} \frac{y}{t^2 + y^2} \, dt.
\]
Since \( \int_{x_2^*}^{x_2^* + c} \frac{y}{t^2 + y^2} \, dt \geq 0 \) with equality if and only if \( d = 0 \) and \( \phi \geq 0 \) with equality if any only if \( \phi = 0 \), this completes the proof. \( \square \)

3.2. Upper Curve. Here we rigorously define the Upper Curve, and then use results from the previous section to describe its behaviour. One should refer to Figure 3.

**Definition 3.4.** Let the set \( K \subset [0, \beta) \) be defined as follows. A point \( x \) is in \( K \) if and only if, for all \( y \in [0, x] \), the following properties are satisfied:

1. \( \gamma'(y) \) lies in the second quadrant.
2. \( \kappa(y) \geq \kappa(C_y) > 0 \).
3. \( F \) is smooth at \( y \) and \( F'(y) \geq 0 \) (where \( F \) is defined as in Definition 3.2).

Let \( \delta = \sup K \).

We prove a short lemma which will provide sufficient criteria to conclude that \( F \) is smooth on a neighbourhood of a point, and \( F'(x) \geq 0 \).
Lemma 3.10. If \( x \in (0, \beta) \), \( \gamma'(x) \neq (0, 1) \), and \( \kappa(x) \geq \kappa(C_x) > 0 \), then \( F \) is smooth at \( x \), and \( F'(x) \geq 0 \).

Proof. As mentioned previously, \( F \) exists and is smooth at \( x \) since \( \gamma_2(x) > 0 \), and \( \gamma'(x) \neq (0, \pm 1) \) (since \( \kappa(C_x) > 0 \)). Using notation from the previous section, \( A_x \) locally approximates \( \gamma \) at \( x \) up to the third order. Our first observation is that \( \tilde{F}'(x) = F'(x) \). This is because \( \tilde{F} \) approximates \( F \) near \( x \) up to the second order, which is a direct consequence of the fact that \( A_x \) approximates \( \gamma \) at \( x \) up to the third order. Now we must just show that \( \tilde{F}'(x) \leq 0 \). This is the result of a straightforward computation along with the assumptions in the statement of the lemma (see Appendix 1, Lemma 5.3).

We can now prove the key properties of the upper curve. We start by demonstrating that \( \delta > 0 \).

Lemma 3.11. We have that \( \delta > 0 \).

Proof. To prove that there exists a \( \rho > 0 \) so that \( [0, \rho] \subset K \), we must produce \( \rho_1, \rho_2, \rho_3 > 0 \) so that \( \gamma'(y) \) lies in the second quadrant for \( y \in [0, \rho_1] \), \( \kappa(y) \geq \kappa(C_y) > 0 \) for \( y \in [0, \rho_2] \), and \( F'(y) \geq 0 \) for \( y \in [0, \rho_3] \). We will then choose \( \rho = \min(\rho_1, \rho_2, \rho_3) > 0 \). Since \( \gamma \) lies inside the centred ball of radius \( |\gamma(0)| < \infty \), \( \kappa(0) > 0 \). Because \( \gamma \) is smooth on \( [0, \beta) \), \( \kappa \) is continuous on this interval, and so there is some \( \epsilon > 0 \) so that \( \kappa(y) > 0 \) on \( [0, \epsilon] \). Furthermore, since \( \gamma \) is symmetric about the \( e_1 \) axis, \( \gamma'(0) = (0, 1) \). Combining these results yields the fact that there is some \( \rho_1 > 0 \) so that \( \gamma'(y) \) is in the second quadrant on \( [0, \rho_1] \).

As a result of the fact that \( \gamma \) is symmetric about the \( e_1 \) axis and the definition of the canonical circle, we have that \( \kappa(0) = \kappa(C_0) > 0 \). Hence, referring to the discussion pertaining to approximating circles in the previous section, \( A_0 = C_0 \) and so \( A_0 \) approximates \( \gamma \) up to the fourth order near \( 0 \) (since \( \kappa'(0) = 0 \)). Using the notation \( \lambda(x) \) as before, we see that \( \lambda(x) \) is constant up to the third order near \( 0 \). However, by Lemma 3.5, \( \kappa''(0) > 0 \), and so there is some \( \rho_2 > 0 \) so that, on \( [0, \rho_2] \), \( \kappa(x) \geq \kappa(C_x) \). We may also assume that \( \kappa(C_x) > 0 \) on this interval because \( \kappa(C_0) > 0 \) and \( \kappa \) is continuous on \( [0, \beta] \).

Lastly, we clearly have that \( F'(0) = 0 \), since \( F \) exists and is smooth at \( 0 \), and since \( \gamma \) is symmetric about the \( e_1 \) axis. From the previous paragraph, we can find a \( \rho_3 > 0 \) such that, for \( y \in (0, \rho_3] \), \( \gamma'(y) \) lies strictly in the second quadrant, and \( \kappa(y) \geq \kappa(C_y) > 0 \). By Lemma 3.10, we thus have that \( F'(y) \geq 0 \) on \( (0, \rho_3] \), and so this choice of \( \rho_3 \) is satisfactory. \( \Box \)
We now prove the critical properties of the Upper Curve.

**Proposition 3.12** (Structure of Upper Curve). *K* is not empty, and so *δ* exists. Furthermore, if *γ* is not a centred circle, then *δ* has the following properties:

1. *δ* < *β*
2. *δ* ∈ *K*
3. \( \gamma_1(\delta) \geq F(x) \) for any \( x \in [0, \delta] \).
4. \( \gamma_1(\delta) > 0 \)
5. \( \gamma'(\delta) = (-1, 0) \)

**Proof.** From Lemma 3.11, we have that *δ* exists, and \( \delta > 0 \). We will begin by proving the first four properties of *δ* described in the statement of the theorem. Since \( \gamma'(x) \) lies in the second quadrant for \( x \in [0, \delta) \), and \( \gamma'(x) \neq (-1, 0) \) on a neighbourhood of 0, \( \gamma_2(x) \) is a non-decreasing function on \([0, \delta]\) and increases on some interval. We thus have that \( \lim_{x \to \delta} \gamma_2(x) \) exists and is positive, and so \( \delta \neq \beta \).

Since \( \gamma'(0) = (0, 1) \), the above paragraph implies that *γ* is smooth on \([0, \delta]\). Hence, all relevant quantities are continuous on this interval, and so the fact that \( \delta \in \delta \) follows directly from this continuity, along with the fact that \( \gamma'(\delta) \neq (0, 1) \), and \( \kappa > 0 \) on \( \delta \). The property that \( F'(\delta) \geq F(x) \) for all \( x \in [0, \delta] \) is a direct result of the fact that \( F'(x) \geq 0 \) on \([0, \delta]\), and the fact that \( F(\delta) \leq \gamma_1(\delta) \) (which is because \( \gamma'(\delta) \) lies in the second quadrant).

We next show that \( \gamma_1(\delta) > 0 \). Since \( \gamma \) is smooth at \( \delta \), \( \gamma'(\delta) \) is in the second quadrant. Hence, \( \gamma_1(\delta) \geq F(\delta) \). As a result of the fact that \( \kappa(0) = \kappa(C_0) \), Lemma 3.3 and the assumption that \( \gamma \) is not a centred circle implies that \( F(0) > 0 \). Since \( F' \geq 0 \) on \([0, \delta]\), \( F(\delta) > 0 \), completing the proof.

The last item that we must prove is that \( \gamma'(\delta) = (-1, 0) \). We will prove this by contradiction: if \( \gamma'(\delta) \neq (-1, 0) \), then there is some \( \epsilon > 0 \) so that \([\delta, \delta + \epsilon] \in \delta \). We will break this proof down into two cases. The first case is if \( \kappa(\delta) > \kappa(C_\delta) > 0 \), and the second case is if \( \kappa(\delta) = \kappa(C_x) > 0 \). Since \( \delta \in K \), we know that these two cases encompass all possibilities. In both cases, since \( \delta > 0 \) and \( \gamma'(\delta) \neq (-1, 0) \), \( \gamma'(\delta) \) is strictly in the second quadrant. Let us first assume that \( \kappa(\delta) > \kappa(C_\delta) > 0 \). Due to the smoothness of \( \gamma \), there exists an \( \epsilon > 0 \) such that \( \gamma' \) is in the second quadrant on \([\delta, \delta + \epsilon] \). Furthermore, since \( \lambda(x) = \kappa(C_\delta) \) and \( \kappa \) are both smooth, we may also assume that \( \kappa(x) > \kappa(C_\delta) > 0 \) on this interval as well. Lastly, \( F'(x) \geq 0 \) on this interval as a direct result of Lemma 3.10. Hence, \([\delta, \delta + \epsilon] \subset K \).

Let us now assume that \( \kappa(\delta) = \kappa(C_\delta) > 0 \), and let us consider two sub-cases. The first sub-case is if \( \gamma(\delta) \notin B_R(f) \). In this sub-case,
Lemma 3.4 tells us that $\kappa'(\delta) > 0$. We now have that $A_{\delta} = C_{\delta}$, and so $C_{\delta}$ approximates $\gamma$ near $\delta$ up to the third order. As such, we see that $\lambda'(\delta) = 0$, and so there exists an $\epsilon > 0$ such that $\kappa(x) \geq \kappa(C_x) > 0$ on $[\delta, \delta + \epsilon]$. Since $\gamma'(\delta)$ is strictly in the second quadrant and $\kappa(x) > 0$ on this interval, we can choose $\epsilon$ so that $\gamma'$ is strictly in the second quadrant on $[\delta, \delta + \epsilon]$ as well. The only other fact to check is that we can choose $\epsilon$ so that $F'(x) \geq 0$ on this interval, which is a consequence of Lemma 3.10.

The remaining sub-case is if $\gamma(\delta) \in B_{R(f)}$ and $\kappa(\delta) = \kappa(C_\delta) > 0$. In this case we see that $\gamma$ and $C_\delta$ agree at the point $\gamma(\delta)$, and their tangents also agree at this point. As a result, for some $\epsilon > 0$, $\gamma = C_\delta$ on $[\delta, \delta + \epsilon]$. This is because $g'(|x|) = 0$ on $B_{R(f)}$, and so $C_\delta$ and $\gamma$ both satisfy the ODE $\kappa(x) + (n - 2)\kappa(C_x) = \kappa(\delta) + (n - 2)\kappa(C_\delta)$. We can apply standard theorems concerning the uniqueness of solutions from the theory of ODEs to obtain that, since $C_\delta$ and $\gamma$ are both arclength parametrizations, they must be equal on some neighbourhood of $\delta$. As such, we see that $F'(x) = 0$, $\kappa(x) = \kappa(\delta) = \kappa(C_\delta) = \kappa(C_x) > 0$, and $\gamma'$ lies in the second quadrant on $[\delta, \delta + \epsilon]$, as desired.

3.3. Lower Curve. We first will require a definition of the Lower Curve. We will then compare the Lower Curve to the Upper Curve to prove Lemma 2.3, as described in the introduction. Again, it is useful to refer to Figure 3 throughout this section.

Definition 3.5. Let $L \subset [\delta, \beta]$ defined as follows. A point $x \in [\delta, \beta)$ is in $L$ if and only if, for every $y \in [\delta, x]$, we have that:

1. $\gamma'(y)$ is in the third quadrant
2. If $\overline{y}$ is the unique point on the Upper Curve with $\gamma_2(\overline{y}) = \gamma_2(y)$, then $\kappa(\overline{y}) \leq \kappa(y)$.

Now define

$$\eta = \inf L.$$ 

Since $\delta \in L$, $\eta$ exists.

As with the Upper Curve, we first prove some properties about the Lower Curve. To begin, note that $\gamma_1(x) \leq \gamma_1(\delta)$, and $\gamma_2(x) \leq \gamma_2(\delta)$ for all $x \in L$, since $\gamma'$ is in the third quadrant on $L$. Additionally, observe that, for every $z \in L$, there is a unique $\overline{z}$ in the Upper Curve such that $\gamma_2(\overline{z}) = \gamma_2(z)$. This is a result of the fact that $\kappa > 0$ on the Upper Curve, $\gamma'$ is in the second quadrant on the Upper Curve, and $0 \leq \gamma_2(z) \leq \gamma_2(\delta)$. We make some preliminary conclusions: since $\kappa(x) > 0$ and $\gamma'(x)$ in the third quadrant for every $x \in L$, if we choose any $z_1, z_2 \in L$, then $\gamma_2(z_1) \neq \gamma_2(z_2)$. These comments imply that, for a
fixed \( x \in L \), we may produce functions \( k \) and \( h \) defined on \((\gamma_2(x), \gamma_2(\delta))\) such that \( k(t) \) is the unique point \( p_1 \) in \( L \) with \( \gamma_2(p_1) = t \), and \( h(t) \) is the unique point \( p_2 \) in \([0, \delta]\) such that \( \gamma_2(p_2) = t \). Consider now the functions

\[ Q = 2\gamma_1(\delta) - \gamma_1(h) \]

and

\[ W = \gamma_1(k) \]

defined on \((\gamma_2(x), \gamma_2(\delta))\). This is shown in Figure 7.

**Figure 7.** The functions \( Q \) and \( W \).

We now prove the key properties of the Lower Curve. Here again \( \theta \) denotes the counterclockwise angle of a nonzero vector, where \( \theta \) takes values in \((-\pi, \pi]\).

**Lemma 3.13.** The following properties of the Lower Curve are true. For each \( z \in L \),

1. \( \gamma_1(\bar{z}) - \gamma_1(\delta) \geq \gamma_1(\delta) - \gamma_1(z) \)
2. \( \theta(\gamma'(\bar{z})) \geq -\theta(\gamma'(z)) \)

**Proof.** This is a direct consequence of Proposition 3.8 applied to \( Q \) and \( W \). \qed

We now begin to prove important properties of \( \eta \).

**Lemma 3.14.** If \( \gamma \) is not a centred circle, then we have that \( \eta < \beta \), and \( \eta \in L \).

**Proof.** Consider again the functions \( Q \) and \( W \). If \( \eta = \beta \), then they are both defined on \((0, \gamma_1(\delta))\). We will show that, for some \( \mu \in (0, \gamma_2(\delta)) \), \( \kappa_W(\mu) > \kappa_Q(\mu) \) (here, we use the upward curvature). By the second part of Proposition 3.8, we then have that there is some \( \phi > 0 \) and
$\epsilon > 0$ such that $\theta_W + \phi \leq \theta_Q$ at all points in $(0, \epsilon)$. This translates into the fact that, if $z \in L$ with $\gamma_2(z) \in (0, \epsilon)$, then

$$\theta(\gamma'(z)) \geq \phi - \theta(\gamma'(z)).$$

Since $\lim_{x \to 0^+} \theta(\gamma'(x)) = \theta(\gamma'(0)) = \frac{\pi}{2}$, this implies that there is some $z \in L$ with $\gamma_2(z) \in (0, \epsilon)$, $\gamma'(z) \neq (-1, 0)$, and $-\theta(\gamma'(z)) < \frac{\pi}{2}$. One of the properties of $z \in L$, however, is that $\gamma'(z)$ must lie in the third quadrant, so this yields a contradiction.

Since $\eta < \beta$, $\gamma$ is smooth at $\eta$. Hence, $\gamma'(\eta)$ is in the second quadrant, and $\kappa(\eta) \geq \kappa(\bar{\eta})$, and so $\eta \in L$. We have thus reduced the problem to showing that such a $\mu > 0$ exists. Since $\gamma(0) \notin B_{R(f)}$, there is some $0 < \epsilon < \delta$ such that $\gamma(z) \notin B_{R(f)}$ for all $z \in [\delta, \beta]$ with $\bar{z} \in [0, \epsilon]$. If we choose any pair $(z, \bar{z})$ with $\bar{z} \in [0, \epsilon]$, $\gamma'(z)$ and $\gamma'(\bar{z})$ are admissible vectors with respect to $\gamma(z)$ and $\gamma(\bar{z})$, in terms of Definition 3.3. This is a result of Lemma 3.13 and the fact that $F(\bar{z}) \leq F(\delta)$ (Proposition 3.12). Letting $C_1$ and $C_2$ be the two circles as per this definition, we cannot have that $C_1 = C_2$ and $C_1$ centred since $|\gamma_1(z)| < |\gamma_1(\bar{z})|$ as a result of the fact that $\gamma_1(\delta) > 0$ (Proposition 3.12) and $\gamma_1(\delta) - \gamma_1(z) \leq \gamma_1(\bar{z}) - \gamma_1(\delta)$ (Lemma 3.13). As such, Proposition 3.9 yields the conclusion that

$$|N(\gamma(z))| \leq |N(\gamma(\bar{z}))|$$

and

$$N(\gamma(z)) \cdot \gamma'(z)^\perp < N(\gamma(\bar{z})) \cdot \gamma'(\bar{z})^\perp.$$

Combining these results with the facts that $g'(|\gamma(\bar{z})|) > 0$, and $g'(|\gamma(z)|) \leq g'(|\gamma(\bar{z})|)$, we can conclude that

$$g'(|\gamma(z)|)(N(\gamma(z)) \cdot \gamma'(z)^\perp) = \frac{\partial g}{\partial \nu}(z) < \frac{\partial g}{\partial \nu}(\bar{z}) = g'(|\gamma(\bar{z})|)N(\gamma(\bar{z})) \cdot \gamma'(\bar{z})^\perp.$$

Furthermore, from Lemma 3.13, we have that

$$\theta(\gamma'(z)) \geq -\theta(\gamma'(z)),$$

and so $\kappa(C_z) \leq \kappa(C_{\bar{z}})$. Using the fact that $H_\gamma(z) = H_\gamma(\bar{z})$, we get that $\kappa(z) < \kappa(\bar{z})$ for all $z$ with $\bar{z} \in (0, \epsilon)$. This concludes the proof. \qed

3.4. Proof of First Tangent Lemma. Before completing the proof of Lemma 2.3, we will need an additional lemma.

**Lemma 3.15.** If there exists a point $p \in (0, \delta]$ in the Upper Curve such that

$$p \in \partial B_{R(f)}$$

and

$$\kappa(C_p) = \kappa(p),$$

3.5. Proof of Second Tangent Lemma. Before completing the proof of Lemma 2.3, we will need an additional lemma.
then there exists an \( \omega > 0 \) such that \( p > \omega \), and
\[
\sup_{y \in [p - \omega, p]} \kappa(y) = \kappa(p).
\]

Proof. If such an \( \omega \) does not exist, then we can find an increasing sequence \( a_i \in (0, p) \) with the properties that
1. \( \sup_{y \in [a_i, p]} \kappa(y) = \kappa(a_i) > \kappa(p) \)
2. \( \lim_{i \to \infty} a_i = p \).

For each \( a_i \), choose \( b_i \in [a_i, p] \) so that
\[
\kappa(b_i) = \inf_{y \in [a_i, p]} \kappa(y).
\]

Of course, \( \kappa(b_i) \leq \kappa(p) \) for each \( i \).

We next make several observations. First, we can find an \( \epsilon > 0 \) such that \( p > \epsilon \) and, on \( [p - \epsilon, p] \),
\[
H_1' \leq 0.
\]

This result can be proven by using the fact that \( A_x \) approximates \( \gamma \) up to the third order for every regular \( x \), combined with Lemma 5.1 in Appendix 1. Indeed, since \( \kappa(C_p) = \kappa(p) \) and \( p \neq 0 \), if we choose \( \epsilon \) to be small enough, then for every \( x \in [p - \epsilon, p] \), all criteria of Lemma 5.1 are satisfied, yielding the desired result. This observation means that, for each \( a_i \) and \( b_i \) with \( i \) sufficiently large,
\[
H_1(a_i) \geq H_1(b_i).
\]

The second observation is that there exists a \( \xi > 0 \) such that, for \( a_i \) large enough and for any \( r, s \in [a_i, p] \),
\[
|\kappa(C_r) - \kappa(C_s)| \leq \xi(p - a_i) \cdot (\kappa(a_i) - \kappa(b_i)).
\]

Let \( D = \kappa(a_i) - \kappa(b_i) \). The proof of this statement involves comparing \( \gamma \) near \( p \) to the arc of \( C_p \) from \( \gamma(p) \) clockwise to the \( e_1 \)-axis. By analyzing these two curves in a manner similar to that used to prove Proposition 3.8, we have that the derivatives differ by a constant times \( (p - a_i) \cdot D \).

As such, the difference between the curves themselves is bounded by a constant times \( (p - a_i)^2 \cdot D \). Using the definition of \( \kappa(C_x) \), we have that \( \kappa(C_r) \) and \( \kappa(C_s) \) thus both differ from \( \kappa(C_p) \) by a quantity bounded by a constant times \( (p - a_i) \cdot D \), completing the proof. Note that these estimates make use of the fact that \( p - a_i \) and \( D \) are sufficiently small, which we have since \( D \to 0 \) as \( a_i \to p^- \).

We now use these two observations to produce a contradiction. Choose an \( a_i \) so large such that \( 0 < p - a_i < \frac{1}{2M} \), \( H(b_i) \leq H(a_i) \), and the second observation above holds for \( a_i \). Using the fact that the generalized
mean curvature is constant, we have that
\[
0 = H_f(a_i) - H_f(b_i)
\]
\[
= (n - 2)(\kappa(C_{a_i}) - \kappa(C_{b_i})) + (\kappa(a_i) - \kappa(b_i)) + (H_1(a_i) - H_1(b_i))
\]
\[
\geq (n - 2)(-\xi(p - a_i) \cdot (\kappa(a_i) - \kappa(b_i))) + \kappa(a_i) - \kappa(b_i)
\]
\[
\geq (1 - (n - 2)\xi(p - a_i))\kappa(a_i) - \kappa(b_i)
\]
\[
\geq \frac{\kappa(a_i) - \kappa(b_i)}{2}
\]
\[
> 0
\]
which is a contradiction, completing the proof.

We can now prove Lemma 2.3. To begin, assume that \( \gamma \) is not a centred circle - if it is, then we are done. In particular, Proposition 3.12 and Lemma 3.13 are true. Also, we will use the fact that \( \eta \in L \) from Lemma 3.14. In particular, \( \eta \in (0, \beta) \), \( \kappa(\eta) >0 \), and \( \gamma \) is smooth at \( \eta \). Thus, if \( \gamma'(\eta) = (0, -1) \), then we will be done. This is exactly what we will prove.

We will break the rest of the proof into two cases based on whether \( \gamma(\delta) \in B_{R(f)} \). We first consider the case when \( \gamma(\delta) \notin B_{R(f)} \):

**Proof of First Tangent Lemma - First Case.** In this case, by Lemma 3.7, we have that \( \kappa'(\delta) > 0 \). This combined with the fact that \( \kappa(\delta) > 0 \) means that \( \eta > \delta \). Now let us assume that \( \gamma'(\eta) \neq (0, -1) \). By Lemma 3.13 along with the fact that \( F(\eta) \leq F(\delta) \) from Proposition 3.12, we have that the vectors \( \gamma'(\eta) \) and \( \gamma'(\bar{\eta}) \) are admissible with respect to the points \( \gamma(\eta) \) and \( \gamma(\bar{\eta}) \), as per Definition 3.3. We can now use Proposition 3.9 to conclude that \( \kappa(\eta) > \kappa(\bar{\eta}) \), since \( \gamma(\bar{\eta}) \notin B_{R(f)} \), \( \gamma_1(\delta) > 0 \), and \( \gamma_1(\delta) - \gamma_1(\eta) \leq \gamma_1(\bar{\eta}) - \gamma_1(\delta) \).

Combined with the fact that \( \kappa(\eta) > 0 \), this means that there is some \( \epsilon > 0 \) such that \( [\eta, \eta + \epsilon] \subset L \), contradicting the definition of \( \eta \). Hence, \( \gamma'(\eta) = (0, -1) \).

We now turn to the case when \( \gamma(\delta) \in B_{R(f)} \):

**Proof of First Tangent Lemma - Second Case.** We first reduce the problem to the case where \( \kappa(\delta) = \kappa(C_\delta) \). If this is not the case, then \( \kappa(\delta) > \kappa(C_\delta) \). Since \( \gamma(\delta) \in B_{R(f)} \), \( \gamma(x) \in B_{R(f)} \) for \( x \in [\delta, \beta) \). Let \( S \) be the set of all points \( x \) such that, for \( y \in [\delta, x] \), \( \gamma'(y) \) is in the third quadrant, and
\[
\kappa(y) > \kappa(C_y) > 0.
\]
Consider \( \alpha = \sup S \). We claim that, for all \( x \in [\delta, \alpha) \),
\[
\kappa(x) \kappa(\delta) \geq \kappa(C_x) \geq 0.
\]
To accomplish this, we use Lemma 3.6. This lemma says that \( \kappa' \geq 0 \) and \( \lambda' \leq 0 \) on \([\delta, \alpha]\). In particular, \( \kappa(x) > \kappa(C_\delta) \) for all \( x \in [\delta, \alpha] \). We then have that \( \alpha < \beta \) by comparing \( \gamma \) on \([\delta, \alpha]\) to the portion of \( C_\delta \) from \( \delta \) to \( \beta \) using Proposition 3.8. In other words, \( \gamma \) curves faster that \( C_\delta \) on \([\delta, \alpha]\), and so \( \alpha < \beta \). Furthermore, we have that \( \gamma'(\alpha) = (0, -1) \). If this were not the case, then \( \gamma'(\alpha) \) would be in the third quadrant, and because \( \kappa' \geq 0 \) and \( \lambda' \leq 0 \) on \([\delta, \alpha]\),

\[
\kappa(\alpha) \geq \kappa(\delta) > \kappa(C_\delta) \geq \kappa(C_\alpha) > 0.
\]

Hence, \( \kappa'(\alpha) \geq 0 \) and \( \lambda'(\alpha) \leq 0 \), and so \( \alpha \neq \sup \mathcal{S} \), a contradiction. Thus, \( \alpha \) satisfies the conclusions of Lemma 2.3.

The last case that we must deal with is when \( \gamma(\delta) \in B_{R(f)} \), and \( \kappa(\delta) = \kappa(C_\delta) \). In this case, the two curves and their tangents agree at \( \delta \). By applying standard theorems concerning the uniqueness of solutions from the theory of ODEs to the ODE \( H_f = c \), we see that \( \gamma \) must be equal to \( C_\delta \) on \( \gamma \cap B_{R(f)} \), since both are arclength parametrizations. Since we assumed that a portion of \( \gamma \) lies outside \( B_{R(f)} \), there must exist a point \( y \) on the Upper Curve such that \( y \in \partial B_{R(f)} \). Additionally, \( \gamma'(y) \) is not in the tangent space of \( \partial B_{R(f)} \), since by Lemma 3.2, we would have that \( \gamma = B_{R(f)} \), and so \( \gamma \) would be a centred circle, which is assumed to not be the case. Hence, \( \gamma = C_\delta \) on \([y, \beta]\), and \( \gamma \) lies outside \( B_{R(f)} \) on \([0, y]\). Since \( \kappa(C_y) = \kappa(y) \), Lemma 3.15 implies that there is some \( \omega > 0 \) such that \( y > \omega \) and \( \kappa \leq \kappa(C_\delta) \) on \([y - \omega, y]\).

Consider the Lower Curve, which ends at \( \eta < \beta \). We first observe that \( \bar{\eta} \leq y - \omega \), since \( \kappa(x) = \kappa(C_\delta) \) for all \( x \in [\delta, \eta] \), and so the definition of \( \omega \) implies that, if \( \bar{\eta} \geq y - \omega \), then \( \eta \) cannot be the endpoint of the Lower Curve (since, in this case, the Lower Curve can be extended past \( \eta \)). We now play the same game as in the first part of this proof. If \( \gamma'(\eta) \neq (0, -1) \), then we can use Proposition 3.9 along with Lemma 3.13 and Proposition 3.12 to show that \( \kappa(\eta) > \kappa(\bar{\eta}) \), which allows us to conclude that \( \eta \) is not actually the endpoint of the Lower Curve, yielding a contradiction.

\[\square\]

4. Proof of Second Tangent Lemma

In this section, we will prove Lemma 2.4. If there exists a point \( x \in [0, \beta] \) with \( \gamma'(x) = (0, -1) \) and \( \kappa(x) > 0 \), then there exists another point \( y \in [0, \beta] \) with \( \gamma'(y) = (0, 1) \). We will break the proof into two cases based on dimension. If we are in dimension \( n < 7 \), then we use the fact that \( \gamma \) is smooth at \( \beta \) (Theorem 2.1) to show that the desired point exists. We do this by showing that either such a point exists, or \( \lim_{x \to \beta} \gamma' \) exists and is not \((0, -1)\), contradicting the fact that \( \gamma \)
is smooth at $\beta$. In the case of larger dimensions, we will show that the $(n - 2)\kappa(C_x)$ term in the generalized mean curvature shrinks very rapidly as $\gamma$ approaches the $e_1$ axis. From this, we conclude that the curvature must grow very rapidly, and so $\gamma$ must not intersect the $e_1$ axis before passing through a point with the desired tangent.

We will start the rigorous proof of these statements by characterizing the possible behaviour of $\gamma$ as $x \to \beta^-$. Again, $\theta$ denotes the counterclockwise angle of a unit vector, yielding values in the interval $[0, 2\pi)$.

**Lemma 4.1.** Let $P$ be a point in $(0, \beta)$ with $\gamma'(P) = (0, -1)$, and $\kappa(P) > 0$. Then either there exists $\nu \in (P, \beta)$ such that $\gamma'(\nu) = (0, 1)$, or the following facts are true:

1. For each $x \in [P, \beta)$, $\kappa(x) > 0$.
2. For each $x \in (P, \beta)$, $\gamma'(x)$ strictly lies in the fourth quadrant.
3. For $x, y \in [P, \beta)$ with $y > x$, $\theta(\gamma'(y)) > \theta(\gamma'(x))$, and $\gamma_2(y) < \gamma_2(x)$.
4. For $x, y \in [P, \beta)$ with $y > x$, $\kappa(C_y) < \kappa(C_x)$.
5. $\lim_{x \to \beta^-} \gamma'(x)$ exists, lies in the fourth quadrant, and is not $(0, -1)$.

**Proof.** Consider $S$, defined as the set of all points $x \in [P, \beta)$ such that, for all $y \in [P, x]$, $\gamma'(y)$ lies in the first or fourth quadrant. Let $\Omega = \sup S$, and let us consider whether $\Omega = \beta$. If $\Omega \neq \beta$, then we shall show that we may chose $\nu = \Omega$, that is, $\gamma'(\Omega) = (1, 0)$ and $\Omega \in (P, \beta)$.

We first observe that, since $P \in (0, \beta)$ and $\kappa(P) > 0$, $\Omega > P$. Since $\Omega \neq \beta$, we have that $\Omega \in (P, \beta)$. Let $\gamma'(\Omega) = \nu$, and assume that $\nu \neq (0, 1)$. Then we see that the curvature of $C_\Omega$ is less than or equal to 0, and since $C$ is mean-convex at all regular points (Theorem 2.1), the fact that $\Omega$ is a regular point implies that $\kappa(\Omega) > 0$. There is then some $\epsilon > 0$ such that, for $x \in [\Omega, \Omega + \epsilon]$, $x \in S$. This contradicts the definition of $\Omega$, and so $\nu = (1, 0)$, as desired.

Thus, if $\Omega \neq \beta$, then we are in the first situation. If $\Omega = \beta$, we shall show that all of the properties listed above hold true:

1. This is a result of the fact that $\gamma$ is mean-curvature convex at every regular point, and the curvature of $C_x$ is not positive for all $x \in [P, \beta)$.
2. This is a result of the fact that $\kappa > 0$ on $(P, \beta)$. If there was a point $x \in (P, \beta)$ with $\gamma'(x)$ not strictly in the fourth quadrant, then this positive curvature property means that the derivatives at all points $y \in [x, \beta)$ are in the first quadrant, by the definition of $S$ and the assumption that $\Omega = \beta$. Hence, $\lim_{r \to \beta^-} \gamma_2(r) \geq \gamma_2(x) > 0$, which is impossible.
(3) Since $\gamma'$ is strictly in the fourth quadrant and $\kappa > 0$ on $(P, \beta)$, 
\[ \theta(\gamma'(x)) \text{ is increasing and } \gamma_2(x) \text{ is decreasing on this interval}. \]
(4) The previous statement demonstrates that $C_y$ must have a smaller 
radius than $C_x$. Since both are clockwise-oriented, we thus have 
that $\kappa(C_y) < \kappa(C_x)$.
(5) As a consequence of the fact that $\gamma'(x)$ lies strictly in the fourth 
quadrant for all $x \in (P, \beta)$, and $\kappa(x) > 0$ for all such values, 
$\theta(\gamma'(x))$ is a bounded, increasing function on $[P, \beta]$, and so it 
has a limit. Since $\gamma'(x)$ is a unit vector for all $x$, this implies 
that the limit is an angle in the fourth quadrant. Since the 
angle is strictly increasing, the limit cannot be $(0, -1)$.

□

By the above Lemma, we either have that a point $G$ that satisfies 
the conclusions of Lemma 2.4 exists, or we have that $\gamma$ satisfies all of 
the aforementioned properties. We will show that we cannot be in the 
second case. The proof is broken into two cases based on whether we 
are working in dimension $n < 7$, or dimension $n \geq 7$. We first prove 
the initial case:

Proof of Lemma 2.4, $n < 7$. Since $n < 7$, we know that the boundary 
of any minimizer is smooth everywhere by Theorem 2.1. In particular, 
this implies that $\gamma'(\beta)$ and $\gamma'(-\beta)$ exist. Since $\gamma(x) = \gamma(-x)$ for $x \in [0, \beta]$, we have that $\gamma'(\beta) = (0, -1)$. Now, if a suitable point $G$ does not exist, then we are in the second situation of Lemma 4.1. By this 
lemma, $\gamma'(\beta) \neq (0, -1)$. This is a contradiction, and so a suitable point 
$G$ exists.

□

The case of $n \geq 7$ is somewhat more difficult, as we cannot assume 
smoothness at $\beta$. Let $P$ be the point that is assumed to exist in the 
hypothesis of the theorem, that is, $P \in (0, \beta)$, $\gamma'(P) = (0, -1)$, and 
$\kappa(P) > 0$. If no suitable point $G$ exists, then we are in the second case 
of Lemma 4.1, and so we have that there exists 
\[ \tau = \lim_{x \to \beta^-} \gamma'(x), \]
that $\tau$ lies in the fourth quadrant, and $\tau \neq (0, -1)$. In particular, this 
implies that 
\[ \lim_{x \to \beta^-} \kappa(C_x) = -\infty \]
and, along with the smoothness of $\gamma$, that there exists 
\[ \rho = \lim_{x \to \beta^-} H_1(x). \]
We will now work towards a contradiction, allowing us to conclude that we are in fact in the first case of Lemma 4.1, completing the proof of Lemma 2.4. In this spirit, the rest of this section assumes that we are in the second case.

**Lemma 4.2.** There exists $\beta > \epsilon > P$ such that, for $z_1, z_2 \in (\epsilon, \beta)$ with $z_1 < z_2$, 
\[ \kappa(z_2) \geq -\kappa(C_{z_1}). \]

**Proof.** At each point $x \in (0, \beta)$, $H_f(x) = c$ for some constant $c$. We then have that 
\[ \kappa(z_2) = c - H_1(z_2) - (n - 2)\kappa(C_{z_2}). \]

Since $H_1(x) \to \rho$ as $x \to \beta^-$, $n \geq 7$, and $\kappa(C_x) \to -\infty$ as $x \to \beta^-$, we can choose $\beta > \epsilon > P$ such that, for $x \in (\epsilon, \beta)$, 
\[ -\kappa(C_x) \geq |c - H_1(x)|. \]

Hence, for $z_1, z_2 \in (\epsilon, \beta)$ with $z_1 < z_2$, 
\[ \kappa(z_2) \geq -\kappa(C_{z_2}) \geq -\kappa(C_{z_1}), \]
where the second inequality follows from Lemma 4.1.

Let $I$ denote the interval $(\epsilon, \beta)$, where $\epsilon > 0$ is given by the above lemma. For each $x \in I$, we introduce a new circle $K_x$. $K_x$ is defined as $C_x$ reflected through the tangent line to $\gamma$ at $x$. We then have that $K_x$ is tangent to $\gamma$ at $x$, and 
\[ \kappa(K_x) = -\kappa(C_x). \]

This is shown in Figure 8.

Consider the portion of $K_x$ with tangent strictly in the fourth quadrant, and with $e_2$ coordinate between 0 and $\gamma_2(x)$, exclusive. We can parametrize this curve by 
\[ \alpha_x(t) = (g_x(t), t) \]
defined on some interval $(a, \gamma_2(x)) \subset (0, \gamma_2(x))$. Since we only consider points that have tangent strictly in the fourth quadrant, $g_x$ is smooth on $(a, \gamma_2(x))$. Let $I_x = (a, \gamma_2(x))$. This is shown in Figure 9.

We can also parametrize $\gamma$ on $(x, \beta)$ by $(f_x(t), t)$ for $t \in (0, \gamma_2(x))$, since $\gamma'(x)$ is strictly in the fourth quadrant on $(P, \beta)$. We now prove the following relationship between $f_x$ and $g_x$ on $I_x$, letting $\theta$ denote the counterclockwise angle of a unit vector, $\theta : S^1 \to (0, 2\pi]$.

**Lemma 4.3.** For each $x \in I$, for each $t \in I_x$, 
\[ \theta((-f_x(t), -1)) \geq \theta((-g_x(t), -1)) \]
and 
\[ g_x(t) \leq f_x(t). \]
Figure 8. $C_x$ and $K_x$ with respect to $\gamma(x)$ and $\gamma'(x)$.

Proof. If we can prove the first statement, then the second is true as a result of integrating $g_x'$ and $f_x'$. The first statement is a result of Proposition 3.8 applied to $-g_x$ and $-f_x$. Indeed, by Lemma 4.2, we have that

$$\kappa(-g_x) \geq \kappa(-f_x),$$

where here we are referring to the upward curvature of the graphs of $-g_x$ and $-f_x$, respectively. Proposition 3.8 then shows that

$$\theta((1, -g_x'(t))) \leq \theta((1, -f_x'(t))),$$

and so

$$\theta((-g_x'(t), -1)) \leq \theta((-f_x'(t), -1)),$$

as desired. □

We can now draw another conclusion about $g_x$, recalling that $z = \lim_{x \to \beta} -\gamma'(x)$.

Lemma 4.4. For each $x \in I$, $g_x$ is defined on $(0, \gamma_2(x))$. Furthermore,

$$\theta(\tau) \geq \lim_{t \to 0^+} \theta((-g_x'(t), -1)).$$
We also define $\theta_x$ to be $\lim_{t \to 0^+} \theta((-g_x'(t), -1))$ for $x \in I$.

Proof. If, for some $x \in I$, this was not the case, then $I_x = (a, \gamma_2(x))$, with $a > 0$, and
$$\lim_{t \to a^+} \theta((-g'_x(t), -1)) = 2\pi.$$  
As a result of Lemma 4.3, we have that
$$\lim_{t \to a^+} \theta((-f'_x(t), -1)) = 2\pi$$
as well, and so we can find a point $z \in I$ such that $\gamma'(z) = (1, 0)$. This contradicts the assumption that we are in the second case of Lemma 4.1, as Lemma 4.1 says that $\gamma(z)$ must be strictly in the fourth quadrant for each $z \in I$. Hence, $a = 0$ and $I_x$ is equal to $(0, \gamma_2(x))$.

The fact that
$$\theta(\tau) \geq \lim_{t \to 0^+} \theta((-g'_x(t), -1))$$
is simply a consequence of Lemma 4.3. Note that the previous portion of the proof of this lemma demonstrates that $\theta_x = \lim_{t \to 0^+} \theta((-g'_x(t), -1))$ exists for $x \in I$. \qed
We also observe that $\theta_x$ is equal to the counterclockwise angle of the tangent vector to $K_x$ at the suitable point of intersection with the $e_1$ axis, as shown in Figure 11.

We can now produce a contradiction to the assumption that we are in the second case of Lemma 4.1.

**Proof of Lemma 2.4, $n \geq 7$.** Since $I$ is a strict subset of $(P, \beta)$, and since the angle of $\gamma'$ increases as we move along $I$ (as per Lemma 4.1), we see that $\theta(\gamma')$ is bounded away from $\frac{3\pi}{2}$ on $I$. Hence, by looking at the definition of $\theta_x$ for each $x \in I$ (which we know exists from Lemma 4.4), we observe that there is a $\phi > 0$ such that

$$\theta_x - \theta(\gamma'(x)) \geq \phi$$

for all $x \in I$. This is because $\theta_x$ is a continuous function of $\theta(\gamma'(x))$, and $\theta_x = \theta(\gamma'(x))$ only when $\theta(\gamma'(x)) = \frac{3\pi}{2}$.

We also know that

$$\theta(\tau) \geq \theta_x$$

for each $x \in I$. We can now choose $y \in I$ that is close enough to $\beta$ so that

$$\theta(\tau) - \theta(\gamma'(y)) < \frac{\phi}{2}.$$
We then have that
\[
\theta(\tau) \geq \theta_y \\
\geq \theta(\gamma'(y)) + \phi \\
\geq \theta(\tau) + \frac{\phi}{2}
\]
which is a contradiction. Hence, we cannot be in the second case of Lemma 4.1, which completes the proof. \qed

5. Appendix: Computations

In this section, we fill in some computational gaps in the proofs of some of the lemmas in Section 2. We begin by proving the computational details used in the proof of Lemmas 3.4 and 3.15:

**Lemma 5.1.** Consider a circle of radius \( r > 0 \) centred at point \((a, b)\) with \( a \geq 0 \) and \( b \geq 0 \). Give this curve a counterclockwise orientation, and parametrize it by arclength using
\[
\alpha(x) = (a + r \cos\left(\frac{x}{r}\right), b + r \sin\left(\frac{x}{r}\right)),
\]
where \( x \in [0, 2\pi r) \). For any \( x \in [0, \frac{\pi r}{2}] \), if \( a \sin(\frac{x}{r}) \geq b \cos(\frac{x}{r}) \), then
\[
H'_1(x) \leq 0.
\]

Furthermore, if \( \alpha(x) \not\in B_{\mathcal{R}(f)} \) and \( a \sin(\frac{x}{r}) > b \cos(\frac{x}{r}) \), then
\[
H'_1(x) < 0.
\]

In particular, if \( b = 0 \), then the above statements simplify to the following: for any \( x \in [0, \frac{\pi r}{2}] \),
\[
H'_1(x) \leq 0,
\]
and if \( x \in (0, \frac{\pi r}{2}] \), \( \alpha(x) \not\in B_{\mathcal{R}(f)} \), and \( a > 0 \), then
\[
H'_1(x) < 0.
\]

**Proof.** For any \( x \in [0, \frac{\pi r}{2}] \), we have that \( \gamma(x) \neq (0, 0) \). As such,
\[
H_1(x) = g'(|\alpha(x)|)(N(x) \cdot n(x)).
\]
Computing, we have that
\[
(g'(|\alpha|)N \cdot n)'(x) = g''(|\alpha(x)|)(\alpha'(x) \cdot \frac{\alpha(x)}{|\alpha(x)|})(N(x) \cdot n(x)) +
\]
\[
g'(|\alpha(x)|)(N'(x) \cdot n(x)) + g'(|\alpha(x)|)(N(x) \cdot n'(x)).
\]

We next compute \( \alpha'(x) \cdot \alpha(x) \):
\[
\alpha'(x) \cdot \alpha(x) = (-\sin(\frac{x}{r}), \cos(\frac{x}{r})) \cdot (a + r \cos(\frac{x}{r}), b + r \sin(\frac{x}{r}))
\]
\[
= -a \sin(\frac{x}{r}) + b \cos(\frac{x}{r})
\]

Since we assumed that \( a \sin(\frac{x}{r}) \geq b \cos(\frac{x}{r}) \), \( \alpha'(x) \cdot \alpha(x) \leq 0 \). We also know that, due to the convexity of \( g \), \( g''(|\alpha(x)|) \geq 0 \). Furthermore, since \( \alpha'(x) \) is in the second quadrant and \( b \geq 0 \), we have that \( n(x) \) and \( N(x) \) are both in the first quadrant. As such, \( N(x) \cdot n(x) \geq 0 \), and so the first term in this expression is less than or equal to 0. We also know that \( g'(|\alpha(x)|) \) is non-negative, and is positive if \( \alpha(x) \not\in B_{\mathcal{R}(f)} \).

Thus, what remains is to show that
\[
N'(x) \cdot n(x) + N(x) \cdot n'(x) \leq 0
\]
with strict inequality if the conditions in the statement of the lemma are met.
To this end, we have that

\[ N(x) = \frac{(a + r \cos(\frac{x}{r}), b + r \sin(\frac{x}{r}))}{\sqrt{(a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2}} \]

\[ N'(x) = \frac{(-a \sin(\frac{x}{r}) + b \cos(\frac{x}{r}))}{\sqrt{(a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2}} + \]

\[ (a + r \cos(\frac{x}{r}), b + r \sin(\frac{x}{r})) \frac{a \sin(\frac{x}{r}) - b \cos(\frac{x}{x})}{((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}} \]

\[ n(x) = (\cos(\frac{x}{r}), \sin(\frac{x}{r})) \]

\[ n'(x) = \frac{(-a \sin(\frac{x}{r}), \cos(\frac{x}{r}))}{r} \]

As such, we have that

\[ N(x) \cdot n'(x) + N'(x) \cdot n(x) = \frac{-a \sin(\frac{x}{r}) + b \cos(\frac{x}{r})}{r \sqrt{(a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2}} + \]

\[ (r + a \cos(\frac{x}{r}) + b \sin(\frac{x}{r})) \cdot \frac{a \sin(\frac{x}{r}) - b \cos(\frac{x}{r})}{((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}} \]

This simplifies to

\[ N(x) \cdot n'(x) + N'(x) \cdot n(x) = \frac{((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2) \cdot (-a \sin(\frac{x}{r}) + b \cos(\frac{x}{r})) + r(r + a \cos(\frac{x}{r}) + b \sin(\frac{x}{r}))(a \sin(\frac{x}{r}) - b \cos(\frac{x}{r}))}{r((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}} \]

\[ = \frac{-r(r + a \cos(\frac{x}{r}) - b \sin(\frac{x}{r})) + ((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}}{r((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}} \]

\[ = \frac{(-a \sin(\frac{x}{r}) + b \cos(\frac{x}{r}))}{r((a + r \cos(\frac{x}{r}))^2 + (b + r \sin(\frac{x}{r}))^2)^{\frac{3}{2}}} \]
Rearranging this, we have that
\[
N(x) \cdot n'(x) + N'(x) \cdot n(x) = \left( ar \cos\left(\frac{x}{r}\right) + 3br \sin\left(\frac{x}{r}\right) + a^2 + b^2 \right) - \frac{a \sin\left(\frac{\pi}{r}\right) + b \cos\left(\frac{\pi}{r}\right)}{r((a + r \cos\left(\frac{\pi}{r}\right))^2 + (b + r \sin\left(\frac{\pi}{r}\right))^2)^{3/2}}
\]

Since \( x \in [0, \frac{\pi r}{2}] \), \( \sin\left(\frac{\pi}{r}\right) \) and \( \cos\left(\frac{\pi}{r}\right) \) are both non-negative. Since \( a, b \geq 0 \), we thus have that all factors in the above expression are non-negative, except for possibly
\[-a \sin\left(\frac{x}{r}\right) + b \cos\left(\frac{x}{r}\right).
\]
Since \( a \sin\left(\frac{\pi}{r}\right) \geq b \cos\left(\frac{\pi}{r}\right) \), then this term is non-positive, and since \( g'(|\alpha(x)|) \) is also non-negative,
\[
H_1'(x) \leq 0.
\]
If \( \alpha(x) \not\in B_{\mathcal{R}(f)} \), then \( g'(|\alpha(x)|) > 0 \). If, in addition, \( a \sin\left(\frac{\pi}{r}\right) > b \cos\left(\frac{\pi}{r}\right) \), then \( -a \sin\left(\frac{\pi}{r}\right) + b \cos\left(\frac{\pi}{r}\right) < 0 \). Additionally, \( a > 0 \), and so
\[
ar \cos\left(\frac{x}{r}\right) + 3br \sin\left(\frac{x}{r}\right) + a^2 + b^2 > 0.
\]
Hence,
\[
H_1'(x) < 0.
\]
This completes the proof. \( \square \)

Next, we compute the details used in the proof of Lemma 3.5:

**Lemma 5.2.** Consider a circle \( \mathcal{C} \) with radius \( r > 0 \) and centre \((a, 0)\) with \( a > 0 \). Give this curve a counterclockwise orientation, and parametrize it by arclength using
\[
\alpha(x) = (a + r \cos\left(\frac{x}{r}\right), r \sin\left(\frac{x}{r}\right)),
\]
where \( x \in [-\pi r, \pi r) \). If the point \((a + r, 0)\) is not in \( B_{\mathcal{R}(f)} \), we then have that \( H_1''(0) < 0 \).

**Proof.** Since \( r > 0 \), we have that \( \alpha(x) \neq (0, 0) \) for every \( x \in (-\pi r, \pi r) \), and so
\[
H_1(x) = (g'(|\alpha|)(N \cdot n))(x).
\]
Hence,
\[
H_1''(0) = (g'(|\alpha|)(N \cdot n))''(0).
\]
As such, we then have that the above expression becomes

\[(g'(|\alpha|)(N \cdot n))''(0) = (g''(|\alpha|)(\alpha' \cdot \frac{\alpha}{|\alpha|})(N \cdot n))'(0) + (g'(|\alpha|)(N' \cdot n))'(0) + (g'(|\alpha|)(N \cdot n'))'(0).\]

Computing the first term, we have that

\[(g''(|\alpha|)(\alpha' \cdot \frac{\alpha}{|\alpha|})(N \cdot n))'(0) = g''(|\alpha(0)|)(\alpha'(0) \cdot \frac{\alpha(0)}{|\alpha(0)|})^2(N(0) \cdot n(0)) + g''(|\alpha(0)|)((\alpha' \cdot \frac{\alpha}{|\alpha|})'(0))(N(0) \cdot n(0)) + g''(|\alpha(0)|)(\alpha'(0) \cdot \frac{\alpha(0)}{|\alpha(0)|})((N \cdot n)'(0)).\]

Since \(\alpha'(0) \cdot \alpha(0) = 0\), we have that the first and third term are 0. Using the fact that \(\alpha'(0) \cdot \alpha(0) = 0\), the second term becomes

\[g''(|\alpha(0)|)(N(0) \cdot n(0))(\alpha''(0) \cdot \frac{\alpha(0)}{|\alpha(0)|}) + \alpha'(0) \cdot \frac{\alpha'(0)}{|\alpha(0)|} - \frac{\alpha(0)}{|\alpha(0)|}^2(\alpha'(0) \cdot \dot\alpha(0))) = \frac{g''(|\alpha(0)|)(N(0) \cdot n(0))}{|\alpha(0)|} \cdot (\alpha''(0) \cdot \alpha(0) + \alpha'(0) \cdot \alpha'(0)).\]

We see that

\[\alpha'(x) = (-\sin(\frac{x}{r}), \cos(\frac{x}{r})),\]

and so

\[\alpha''(x) = (-\cos(\frac{x}{r}), -\sin(\frac{x}{r})).\]

As such, we then have that the above expression becomes

\[\frac{g''(|\alpha(0)|)(N(0) \cdot n(0))}{|\alpha(0)|}(-\frac{a}{r} - 1 + 1) \leq 0.\]

Let us now consider the other terms. They are

\[(g'(|\alpha|)(N' \cdot n))'(0) + (g'(|\alpha|)(N' \cdot n'))'(0) = g''(|\alpha(0)|)(\alpha'(0) \cdot \frac{\alpha(0)}{|\alpha(0)|})
\]

\[(N'(0) \cdot n(0)) + g''(|\alpha(0)|) \cdot (\alpha'(0) \cdot \frac{\alpha(0)}{|\alpha(0)|})(N(0) \cdot n'(0)) + (g'(|\alpha(0)|))(N' \cdot n + N \cdot n')(0)\]

The first two terms are zero because \(\alpha'(0) \cdot \alpha(0) = 0\). Since \(\alpha(0) = (a + r, 0) \notin B_{R_0}\), we have that \(g'(|\alpha(0)|) > 0\). Hence, we must show that \((N' \cdot n + N \cdot n')(0) < 0\). Since the centre of \(C\) is \((a, 0)\) with \(a > 0\),
we can use the method of computation used in the proof of Lemma 5.1 to tell us that

\[ N'(x) \cdot n(x) + N(x) \cdot n'(x) = \frac{(-a \sin(\frac{x}{r}))(ar \cos(\frac{x}{r}) + a^2)}{r(a^2 + 2ar \cos(\frac{x}{r}) + r^2) \frac{3}{2}} \]

We can now compute \((N' \cdot n + N \cdot n')'(x)\):

\[
(N' \cdot n + N \cdot n')'(x) = \frac{a^2 \sin^2(\frac{x}{r}) - a^2 \cos^2(\frac{x}{r}) - \frac{a^3}{r} \cos(\frac{x}{r})}{r(a^2 + 2ar \cos(\frac{x}{r}) + r^2)^{\frac{3}{2}}}
\]
\[
+ (-a \sin(\frac{x}{r}))(ar \cos(\frac{x}{r}) + a^2) \cdot \frac{3a \sin(\frac{x}{r})}{r(a^2 + 2ar \cos(\frac{x}{r}) + r^2)^{\frac{3}{2}}}
\]

At \(x = 0\), this just becomes

\[-\frac{a^2 + \frac{a^3}{r}}{r(a + r)^3}\]

which is strictly less than 0 because \(r, a > 0\). This completes the proof. \(\square\)

Lastly, we give the computational details used in the proof of Lemmas 3.6 and 3.10:

**Lemma 5.3.** Let \(C\) be a circle with centre \((a, b)\), \(b \geq 0\), and radius \(r > 0\). Give \(C\) a counterclockwise orientation, and parametrize it by arclength using

\[ \alpha(x) = (a + r \cos(\frac{x}{r}), b + r \sin(\frac{x}{r})) \]

where \(x \in [0, 2\pi)\). Furthermore, let \(\lambda(x)\) be defined in the same way as before: \(\lambda(x) = \kappa(C_x)\), where \(C_x\) is the canonical circle at \(x\). Here, \(C_x\) is defined in the usual way if \(\alpha_2(x) \neq 0\). If \(\alpha_2(x) = 0\) and \(\alpha'(x) = (0, \pm 1)\), then we define \(C_x\) as \(C\). If \(\alpha_2(x) = 0\) and \(\alpha'(x) \neq (0, \pm 1)\), then \(C_x\) is not defined. Additionally, let us define \(F(x)\) as the \(e_1\) coordinate of the centre of \(C_x\), also as before. We then have that \(\lambda\) and \(\kappa\) both exist and are smooth on \((0, \pi r)\). Furthermore, on \([\frac{\pi r}{2}, r\pi]\), \(\lambda'(x) \leq 0\), and on \((0, \frac{\pi r}{2})\), \(F'(x) \geq 0\).

**Proof.** Fix \(x \in (0, \pi r)\); we will produce expressions for \(\lambda(x)\) and for \(F(x)\). Since \(b \geq 0\), \(\alpha_2(x) > 0\), and so we know that the line from \(\alpha(x)\) through the centre of \(C_x\) is not parallel to the \(e_1\) axis. Hence, we can determine \(F(x)\) by computing the point of intersection between these
two lines, and we can determine $\lambda(x)$ by computing the length of the line segment connecting $\alpha(x)$ to the centre of $C_x$.

At $\alpha(x)$, the tangent vector to $C_x$ is $(-\sin(\frac{x}{r}), \cos(\frac{x}{r}))$, and so the unit inward normal is $(-\cos(\frac{x}{r}), -\sin(\frac{x}{r}))$. Let $r'$ be the radius of $C_x$. As a result of the above discussion, we have that

$$b + r \sin\left(\frac{x}{r}\right) - r' \sin\left(\frac{x}{r}\right) = 0,$$

and so

$$r' = \frac{r \sin\left(\frac{x}{r}\right) + b}{\sin\left(\frac{x}{r}\right)}.$$

As such,

$$\lambda(x) = \frac{\sin\left(\frac{x}{r}\right)}{r \sin\left(\frac{x}{r}\right) + b}.$$

In addition, we clearly have that

$$F(x) = a + r \cos\left(\frac{x}{r}\right) - r' \cos\left(\frac{x}{r}\right),$$

which becomes

$$F(x) = a - b \cos\left(\frac{x}{r}\right).$$

Using these expressions, we see that $F$ and $\lambda$ are both smooth on $(0, \pi r)$. Differentiating $\lambda$, we obtain

$$\lambda'(x) = \frac{b \cos\left(\frac{x}{r}\right)}{r(r \sin\left(\frac{x}{r}\right) + b)^2},$$

which is less than or equal to 0 on $[\frac{\pi r}{2}, \pi r)$. Differentiating $F(x)$, we obtain that

$$F'(x) = \frac{b}{r \sin^2\left(\frac{x}{r}\right)},$$

which is greater than or equal to 0 on $(0, \frac{\pi r}{2}]$. □
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