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Abstract: Sea ice observations through satellite imaging have led to advancements in environmental research, ship navigation, and ice hazard forecasting in cold regions. Machine learning and, recently, deep learning techniques are being explored by various researchers to process vast amounts of Synthetic Aperture Radar (SAR) data for detecting potential hazards in navigational routes. Detection of hazards such as sea ice floes in Marginal Ice Zones (MIZs) is quite challenging as the floes are often embedded in a multiscale ice cover composed of ice filaments and eddies in addition to floes. This study proposes a segmentation model tailored for detecting ice floes in SAR images. The model exploits the advantages of both convolutional neural networks and convolutional conditional random field (Conv-CRF) in a combined manner. The residual UNET (RES-UNET) computes expressive features to generate coarse segmentation maps while the Conv-CRF exploits the spatial co-occurrence pairwise potentials along with the RES-UNET unary/segmentation maps to generate final predictions. The whole pipeline is trained end-to-end using a dual loss function. This dual loss function is composed of a weighted average of binary cross entropy and soft dice loss. The comparison of experimental results with the conventional segmentation networks such as UNET, DeepLabV3, and FCN-8 demonstrates the effectiveness of the proposed architecture.
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1. Introduction

Sea ice is one of the greatest physical constraints for shipping activities in the Arctic. Due to the lengthening of the open-water season, maritime traffic in the Arctic has increased three-fold over the past few years [1]. The story is similar in the Canadian Arctic as well, with Hudson Strait being the most traffic prone area [2]. However, although the ice extent and thickness are reducing across the Arctic, the risks and hazards involved in sailing through the Arctic are even more significant than in the past.

As the ice melts, the ice pack becomes more mobile, allowing hazards such as ice floes to break away. These ice floes move at high speeds in a dynamic fashion and can cause damage to vessels and man-made structures [3]. Ice charting is performed by the Canadian Ice Services (CIS) for estimating sea ice concentration and stage of development (which includes floes size information) to make management decisions for ensuring safety and efficient maritime activities in the Canadian Arctic [4]. CIS uses data from various data sources for the production of ice charts and the development of guidelines for mariners. One of the prominent data sources used for the task of sea ice monitoring is Synthetic Aperture Radar (SAR), which provides high spatial resolution images irrespective of the daylight conditions [5]. This data is manually interpreted, for which highly skilled personnel are required for the job.

To process the vast volumes of available data in real-time, there is a need for automated methods for ice floe detection. Previous studies [6–11] used image processing techniques...
coupled with traditional machine learning on SAR images for the task of ice–water segmentation and ice floe separation. SAR images usually have intrinsic speckle noise due to the coherent nature of the imaging process [12]. The presence of this speckle-noise has been identified as a limitation in classification accuracy [6,11]. To circumvent this issue, instead of using SAR images, some studies [13–17] used data from vessel mounted cameras for identifying ice floes. This approach solves the issue of speckle-noise contamination. However, geometric error compensation is required to tackle the problem of underestimation/overestimation of ice cover caused due to oblique sensor placement [14]. Information from shipboard sensors is also biased in the sense that the ships prefer to transit through regions with lower ice concentration.

In this paper, we present an end-to-end ResUnet-CRF (RUF)-architecture-based model with a dual loss for ice floe segmentation in SAR images. From the perspective of deep learning, the proposed RUF architecture integrates three main modules: encoder–decoder framework [18], deep residual connections [19], and a probabilistic graphical model [20]. The encoder–decoder framework allows the network to learn the latent space representation of the data. Such networks have been shown to work with image noise for tasks such as image deblurring [21] and super-resolution [22]. Hence, such a network was chosen for the present study to aid in dealing with speckle noise typically present in SAR images. Residual connections ease the network training and the conditional random field aids in the refinement of segmentation boundaries. We train our proposed network architecture in an end-to-end manner using a dual loss function. The dual loss [23] is a combination of BCE and Dice loss.

Our main contributions are as follows:

1. We propose a novel encoder–decoder-based deep residual network embedded with a dense probabilistic graphical model for sea ice floe segmentation. To the best of our knowledge, this is the first time such a network has been successfully implemented in the domain of sea ice segmentation.

2. Passive microwave data does not provide precise information about sea ice concentration (SIC) in low SIC areas with small ice floes due to a coarse resolution and low instrument sensitivity. Our method successfully detects ice floes in SAR images, especially in the regions with less than 20% SIC, which could be important for marine hazard monitoring and wildlife management.

3. The proposed approach, RUF, is able to achieve higher metric scores along with visually superior results when compared with standard state of the art segmentation backbone models such as FCN-8 and DeepLabV3. These results have been achieved with fewer weights than other leading approaches, as our approach uses 26 M parameters, while FCN-8 and DeepLabV3 use 54 M and 60 M parameters, respectively.

This paper is organized as follows: after a brief literature review (Section 2), the description of the study area, image database, and data annotation are provided (Section 3). Next, detailed information regarding the various components of our proposed network architecture is presented in Section 4, followed by the description of evaluation metrics (Section 5) used in this paper. Section 6 provides information regarding the experimental setup, conducted experiments, and obtained results. Finally, the paper ends with the conclusion and future improvements in Section 7.

2. Background

Sea ice charting is typically conducted by national ice services to identify the boundaries between ice and open water, and to identify the dominant ice types and ice concentration for a given region. In the past years, due to the improvement in both aerial and remote sensing sensors, numerous studies using sea ice data have emerged [24]. These studies cover ice–water segmentation [25–27], ice concentration estimation [28–30], ice thickness estimation [31,32], ice type classification [33,34], and sea ice feature detection [35,36]. Methods using superpixel segmentation [37,38], watershed segmentation [39,40], and active contours [41,42] have been actively employed in SAR image segmentation. There are
several related studies in the area of ship detection in ice-covered waters [43–45]. The study in [43] used a novel approach, combining depthwise convolution and pointwise convolution to enable a lightweight and efficient network. This may be interesting to explore in future work. Many studies on ship detection use the SAR detection dataset (SSDD), which consists of quad-pol SAR imagery with spatial resolution of 1–15 m. The ships appear in these images as small bright regions. The study [45] also looked at a wide-swath Sentinel-1 image, which is comparable to the data source used here.

For the task of ice floe detection, various researchers have used different data platforms. Studies conducted by Hall et al. [13], Lu et al. [14], Heyn et al. [15,16], and Wang et al. [17] used vessel mounted camera sensors to obtain photographic data to identify ice floes. However, due to the oblique sensor placement, accurate measurements of sensor height, tilt, and focal length are required to calculate the geometric distortion. Moreover, compensation for ship sway is required for the success of these methods.

Images obtained from SAR provide a continuous stream of high spatial resolution data irrespective of the weather conditions and natural illumination. Earlier studies [6–11] aimed to solve the problem of ice floe identification in two steps. The first step involved the ice–water segmentation while the second step involved delineating different floes. Studies by Steer et al. and Toyota et al. [6,7] involved different thresholding methods for sea ice segmentation followed by morphological dilation/erosion operations to split different floes. Holt et al. [8] used local dynamic thresholding [46] and shrinking/growing algorithm [47] for floe segmentation. Hwang et al. [9] proposed a segmentation technique using Kernel Graph Cuts (KGC) [48] for ice–water segmentation and a combination of distance transformation, watershed [49], and a rule-based boundary revalidation processing for floe splitting [50]. Graphical models such as Markov Random Field and Conditional Random Field have also been used for the task of sea ice segmentation [10,11]. Due to the presence of speckle noise in SAR images, it can be difficult to segment sea ice floes using traditional machine learning techniques.

Recently, Convolutional Neural Networks (CNNs) have been proven to be good at learning the low- and high-level abstract features from raw images. Hence, they have been extensively used in tasks such as image classification [19,51–53], semantic segmentation [18,54], and object detection [55,56]. Long et al. [54] introduced a fully convolutional network for the task of image segmentation, while Chen et al. [57] proposed a combination of CNNs and CRFs to tackle poor localization of CNNs. Ronnerberger et al. [18] proposed an encoder–decoder-based network for the task of medical image segmentation. Later, Chen et al. proposed the DeepLab family networks [57–59] with dilated convolutions to reduce the computational complexity while maintaining the same receptive field.

Recently, Singh [60] et al. compared various segmentation models (e.g., DeepLab [57], UNet [18], SegNet [61], DenseNet [9]) for the task of river ice floe segmentation. Zhang et al. [62] introduced a convolutional network with dual attention streams for ice segmentation in rivers. Both of these studies use optical image datasets. To improve on pixel representations of CNNs and take advantage of residual learning, we propose RUF, an encoder–decoder network with residual blocks integrated with a convolutional CRF and trained in an end-to-end manner with dual loss function for the task of ice floe segmentation.

3. Dataset

The geographical area of interest for the dataset used in this paper spans over the Hudson Strait located in Eastern Canada, and its outflow into the Labrador Sea in the North Atlantic. The dataset is composed of 9 RADARSAT-2 C-band ScanSAR wide-beam mode images acquired in HH (horizontal transmit and horizontal receive) polarization. The images were acquired at a center frequency of 5.405 GHz with a 500-Km swath width and provide a nominal pixel spacing of 50 m. The SAR images were captured from the area as shown in Figure 1, with the red polygon describing the extent of one SAR
image. Information regarding the image acquisition dates, central latitude and longitude, and instances of annotated floes is given in Table 1.

![Figure 1](image_url). The geographical area of interest of captured SAR scenes. Red polygon represents the geographic extent of a SAR image used in the study.

Table 1. Description of RADARSAT-2 scenes dataset that was used to train, validate, and test various model architectures.

| Dataset     | Scene Acquisition       | Number of Floes | Central Coordinate         |
|-------------|-------------------------|-----------------|----------------------------|
|             | Date  | Time  |                      |                            |
| Train       | 2008-11-13 | 11:29:00 | 204                 | 63°32′40″N, 75°22′25″W    |
|             | 2011-06-12 | 22:12:53 | 208                 | 60°28′50″N, 68°47′22″W    |
|             | 2012-06-05 | 22:42:59 | 177                 | 62°38′24″N, 77°2′1″W      |
|             | 2013-06-03 | 11:25:54 | 348                 | 62°47′46″N, 72°38′1″W    |
|             | 2013-06-14 | 22:34:35 | 203                 | 62°38′14″N, 74°56′25″W  |
| Total       |         |        | 1140               |                            |
| Validation  | 2012-05-08 | 11:29:49 | 212                 | 63°32′40″N, 75°22′25″W    |
|             | 2012-06-06 | 10:44:18 | 128                 | 60°42′8″N, 65°1′W         |
| Total       |         |        | 340                |                            |
| Test        | 2011-06-15 | 10:56:38 | 59                  | 62°20′26″N, 67°29′54″W    |
|             | 2014-06-15 | 11:29:40 | 288                 | 63°30′41″N, 75°22′W      |
| Total       |         |        | 347                |                            |

3.1. Data Preprocessing

SAR images have a grainy ‘salt and pepper’ appearance, also called speckle noise, which is caused due to random interference between coherent returns. To reduce this intrinsic contamination of speckle noise, the SAR images were downsampled four-fold. The downsampling operation was carried out by averaging over $4 \times 4$ pixel nonoverlapping...
blocks. Downsampling operation changed the nominal pixel spacing to 200 m with a reduction in data volume to 1/16 of the original. The local average filtering operation helps to reduce the speckle noise [63,64]. Downsampling is the result of this average filtering. The local average filtering also helps with reducing the data volume and makes it more manageable for training the neural network models.

Note that the Hudson Strait and the neighboring geographical areas of interest have a long coastline, and the images have significant land cover. As ice floes are a water body phenomenon, pixels representing land in the images were masked as black, as shown in Figure 2. To generate the land masks for the images, we applied a threshold of 0 m-elevation to the elevation masks and later a Gaussian blur with (5,5) kernel size to remove the rough edges along the sea–land boundaries. The elevation masks were generated using ACE2_5Min digital elevation model with bilinear interpolation using the European Space Agency (ESA) toolbox, Sentinel Application Platform.

![Figure 2](image.png)

**Figure 2.** Patch generation for training, validation, and testing. Training: input SAR image \((h \times w)\) is land masked and patches of size 480 \(\times\) 480 are selected randomly from the image. For a patch to be considered as a valid training sample, it should not contain more than 50% black pixels. Validation and testing: land masked SAR image is padded using black pixels. Patches are drawn serially from the land masked SAR image with a patch overlap of 50%. Total training/validation patches extracted from an image are \((h_p \times w_p) \div (480 \times 480)\). Image acquired on date 2012-06-06 at time 10:44:18 along the Canadian east coast with central coordinate 60°42′8″N, 65°1′W.

### 3.2. Data Annotation

The dataset contains 9 images with 1627 manual annotations of ice floes. For our experiments, a single class was defined for annotation, namely, ‘floe’, and all the remaining pixels were categorized as background. In the pixel-level annotations, we used the following criteria to annotate a closed contour as a floe:

- The contour contains consolidated ice as determined via visual inspection.
- At least 30% of the contour boundary is in contact with seawater.
- The contour contains at least 60 pixels.
These criteria were chosen to eliminate the closed contours in ice covers (frozen in floes) and to reduce noise artifacts. The floes were annotated through visual inspection of the imagery using the Computer Vision Annotation Tool (CVAT).

3.3. Dataset Split

We split the dataset into the train, validation, and test sets with a rough 60:20:20 ratio split, such that the training set contains 60% of annotated floes while validation and test sets each contain 20% of floe annotations. Full SAR images were placed in each set in order to have truly independent samples across different sets, as shown in Table 1. Splitting the dataset as such allows us to ascertain better generalization of the model.

4. Methodology

This section introduces the proposed RUF network architecture. The proposed model leverages the advantages of residual CNNs and Convolutional Conditional Random Fields (Conv-CRFs) [20] alongside a dual loss function. Residual blocks allow a network to train easily while the UNET skip connections help with easy information propagation between different layers of the network. To facilitate learning of the network weights, we jointly train the RES-UNET and Conv-CRF parts with the dual loss function. The overall architecture of the proposed network is illustrated in Figure 3. Information about various components of the network is given in the subsequent subsections.

Figure 3. Figure of the proposed network architecture. The lower branch of the architecture consists of the downsampling/encoding path. The upper branch of the architecture consists of the upsampling/decoding path. Skip connections (interconnections between the two parts) help with integrating the location information in the downsampling paths to the contextual information in the upsampling path. The output of the final layer (loosely labeled mask) in the upsampling path is fed to the Conv-CRF as unary. Conv-CRF processes the loosely labeled mask along with input image to generate the Prediction Mask.
4.1. RES-UNET

4.1.1. Residual Block

Neural network architectures with multiple layers, commonly known as deep neural networks, can learn richer features than their shallower counterparts [65,66]. Even though these deep neural network architectures are effective, they do struggle with a degradation problem where, upon adding more layers to an already deep neural network, the training accuracy of the model decreases. This is counter-intuitive since a deeper model should be able to fit the training data as well as a shallower model. To overcome this degradation problem, He et al. [19] proposed residual neural networks with stacked residual blocks. Given an input $x_l$ and output of the $l$-th residual unit $x_{l+1}$, a residual block can be illustrated as

$$y_l = h(x_l) + R(x_l, w_l),$$  
$$x_{l+1} = f(y_l),$$  

where $R(\cdot)$ is the residual function, $f(y_l)$ is an activation function, and $h(x_l)$ is an identity mapping function.

4.1.2. UNET

The UNET [18] is a fully convolutional image segmentation architecture with symmetric downsampling and upsampling paths. To help with projecting the discriminatory features learned at different levels of the downsampling path, UNET uses skip connections. Skip connections help in integrating the location information in the downsampling paths to the contextual information in the upsampling paths. Rather than adding the input to the output in the case of residual blocks, a skip connection concatenates the input from the downsampling path to the output of the upsampling path.

4.2. Convolutional Conditional Random Field: Conv-CRF

In a semantic segmentation task, the pixelwise predictions of the CNN models are prone to having inaccurate boundaries. To reduce inaccuracies in the boundary, global and contextual information models such as CRFs can be used in conjunction with the CNNs [57].

In the case of semantic segmentation, the label of each pixel is $x_i \in \{1, \ldots, X\}$, where $i$ is a pixel in image $I$ with $N$ pixels. In modern approaches, a fully connected CRF (FC-CRF) takes the CNN’s output to compute the unary potentials [57,67]: $\Psi_u(x_i) \in \mathbb{R}^X$. Further, the pairwise potentials that account for the joint distribution of pixel pairs $i, j$ as $\Psi_p(x_i, x_j) = \mu(x_i, x_j)K(f_i, f_j)$, where $\mu(x_i, x_j)$ is a compatibility transformation such as in Potts model $\mu(x_i, x_j) = [x_i \neq x_j]$, and $K$ is a kernel function such as the Gaussian kernel function.

Conv-CRFs [20] have an add-on assumption of conditional independence over the FC-CRFs. In the Conv-CRF model, two pixels $i, j$ are considered conditionally independent when their L1 norm is greater than a threshold: $d(i, j) > k$, where $d(\cdot)$ is the L1 norm and $k$ is the distance threshold or the filter size. This means that the pairwise potential is zero for all the pixels at a distance greater than the threshold $k$. The Gibbs energy for a label sequence $x$ can then be written as

$$E(x) = \sum_i \Psi_u(x_i) + \sum_{i=1}^{N} \sum_{j=1}^{k \times k} \Psi_p(x_i, x_j).$$  

This greatly reduces the computational complexity. Teichmann et al. [20] also introduced a new message passing kernel that is similar to 2d convolutions of CNNs and can be efficiently implemented using convolutional libraries.
Efficient computations and exact message-passing lead to better run-time and performance when compared to FC-CRFs, which makes Conv-CRFs a better candidate for our architecture.

4.3. End-To-End Training

For training the proposed architecture, we first feed the SAR images to the base RESUNET network, where pixelwise segmentation maps from the base network are fed to the Conv-CRF network as the unary. The Conv-CRF network cleans up spurious predictions and enhances object boundary predictions. Training these two parts in an end-to-end manner allows the gradients to flow through the whole pipeline and enables both networks to learn simultaneously. Hence, with this approach, we optimize both models with respect to each other to provide optimum results.

4.4. Dual Loss Function

For the task of multiclass classification, network weights are generally trained using the categorical cross entropy loss. In case of segmentation, losses involving ground truth and prediction overlap are generally employed. To train our network, we optimize the proposed RUF architecture using a weighted dual loss function including Binary Cross Entropy (BCE) loss and Soft Dice (SD) loss:

\[ L_{total} = \alpha \cdot L_{BCE} + (1 - \alpha) \cdot L_{Dice}, \]  

where \( \alpha \in [0, 0.5, 1] \) is the weight parameter. BCE loss measures the classification accuracy of the model prediction and it increases as the prediction diverges from the ground truth [68]. SD loss, which is derived from Dice Coefficient, measures the similarity between two sets [69]. BCE loss and SD loss can be defined as Equations (4) and (5), respectively:

\[ L_{BCE} = -\sum_{i=1}^{N} [y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)], \]  

\[ L_{Dice} = 1 - \frac{2 \sum_{i=1}^{N} y_i \hat{y}_i}{\sum_{i=1}^{N} y_i + \sum_{i=1}^{N} \hat{y}_i}, \]  

where \( y_i \) is the label or ground truth and \( \hat{y}_i \) is the prediction for the \( i \)th pixel.

4.5. RUF Architecture

RUF is a five-level deep convolutional network with symmetric downsampling and upsampling paths, as shown in Figure 3. The downsampling path encodes the image into a condensed representation while the upsampling path decodes this information into pixelwise categorization. The downsampling path has four residual blocks. Each residual block contains multiple residual units built with two \( 3 \times 3 \) convolutional layers and a residual connection. The convolutional layers are accompanied by a BatchNorm2d layer with a ReLu activation function. Rather than employing a max-pooling operation to downsample the feature maps [18], we use down-convolutional blocks with strided convolutions. Max-pooling downsamples the feature maps by taking the maximum value in pooling window to represent the pixels in that window, whereas strided convolutions allow the network to summarize the pixels in that receptive field. Strided convolutions allow the network to learn the spatial relationships without losing localization accuracy, as in max-pooling when downsampling is performed multiple times. A bottleneck in the network forces the model to compress the information to learn useful features from the previous layers. The upsampling path has a similar structure to the downsampling path. Feature maps are upsampled at each level using up conv blocks employing transposed convolutions. Skip connections concatenate the output of each level in the downsampling path to the upsampling path and help in combining coarse information with finer information. At the final level, a \( 1 \times 1 \) convolution projects the multichannel feature maps to our intermediate
segmentation mask. This mask is then processed in conjunction with the input image to calculate the unary and pairwise potentials of the Conv-CRF for further refinement. A softmax operation is applied to the output of Conv-CRF, which is later thresholded at 50 percent confidence to obtain the prediction mask.

5. Metrics

The following metrics were used to evaluate the proposed approach and perform a comparison with other standard segmentation approaches.

1. Mean Intersection over Union (mIoU): mIoU is a popular metric that is often used for the task of semantic segmentation. mIoU is calculated by averaging the Jaccard Score ($J$) over all the given classes in a segmentation task. Jaccard Score represents the ratio of the area of intersection between the ground truth ($G$) and predicted segmentation ($P$) maps to the union between ground truth and predicted segmentation maps:

$$J(G, P) = \frac{|G \cup P|}{|G \cap P|},$$

where $G$ and $P$ are the ground truth and predicted segmentation maps, respectively.

2. Mean Pixel Accuracy (mPA): mPA is the ratio of correctly classified pixels per class, then averaged over the total number of classes. For $k+1$ classes ($k$ foreground classes and one background):

$$mPA = \frac{1}{k+1} \sum_{i=0}^{k} \frac{p_{ii}}{\sum_{j=0}^{k} p_{ij}}.$$ (7)

3. F1 Score: F1 Score is the harmonic mean of Precision and Recall. Precision and Recall:

$$Precision = \frac{TP}{TP + FP}, \quad Recall = \frac{TP}{TP + FN},$$

where $TP$ is the number true positives, $FP$ is the number of false positives, and $FN$ is the number of false negatives.

4. Dice Score: Dice Coefficient is the ratio of twice the area of intersection between ground truth and predicted segmentation maps, with the total number of pixels in the maps:

$$Dice = \frac{2|G \cap P|}{|G| + |P|}.$$ (9)

Both Dice Coefficient and IoU are positively correlated. In the case of binary segmentation, where foreground class is considered the positive class, F1 Score and Dice Coefficient are identical:

$$F1 = \frac{2|G \cap P|}{|G| + |P|} = Dice.$$ (10)

Hence, for our binary segmentation problem of ice floes, in this approach, we use Dice Coefficient as F1 Score hereafter.

6. Experiments and Results

6.1. Training Procedure

There are a total of 1140 annotated floes in the training set, which comprise approximately 60% of the overall annotated floes. Due to limited training images, we employ a random patch draw policy to train the model. An image is first randomly selected from the training set. We then randomly draw a patch of the given patch size from this selected image. Figure 2 illustrates the training patch selection process. A patch is considered a valid training sample if it does not contain more than 50% black area (due to image boundaries or land masking) or contains at least one floe either fully or partially. For example, a patch with 70% land and containing one floe is a valid sample. The above process is repeated until we find enough training samples for the training batch. We randomly rotate the eligible
training samples by 0, 90, 180, or 270 degrees for data augmentation to increase the overall data available to train the models. This data augmentation provides a regularization effect that helps the models to generalize better on the overall dataset by reducing overfitting. The model training pipeline is illustrated in Figure 4.

Figure 4. Model training pipeline. Input SAR image is processed as illustrated in Figure 2 to extract patches for the training batch. These patches are fed to the model and the model parameters are updated according to the loss.

6.2. Validation and Testing Procedure

The validation and test sets contain 2 images each, which account for approximately 20% of the overall annotated floes. To validate and test the model, patches are extracted serially from the images with an overlap of 50%. Figure 2 provides details about selecting validation and testing patches. The model validation and testing pipeline is illustrated in Figure 5. The validation dataset is used to check if the model is overfitting while the test dataset is used to compare different models.

Figure 5. Model testing pipeline. Input SAR image is processed as illustrated in Figure 2 to feed patches serially to the trained RUF model for inference. These patches are then reconstructed to yield the segmentation mask for the whole image.

6.3. Setup

The code was implemented using Pytorch 1.3.1 and Torchvision 0.4.2 open source frameworks. For all experiments, model weights were initialized using kaiming uniform initialization [70]. To optimize the model parameters further, we used the ADAM optimizer at an initial $1 \times 10^{-4}$ learning rate. The Conv-CRF was initialized using default parameters from [20,71] with an exception, We removed the Gaussian blur as the SAR images in our dataset are already downsampled with 4-fold averaging.

6.4. UNET Backbone-Selection

To select the primary segmentation network for our pipeline, we first compared the UNET architecture with different backboned UNETs. The key difference between a UNET and a backboned-UNET is that we replace the two convolutional layers, and the $2 \times 2$ max-pooling operations for each level in the downsampling path are replaced with the different convolutional blocks of the backbone architecture, while the skip connections and the convolutional layers in the upsampling path remain the same. Information regarding the number of parameters and comparison between different UNET architectures is given in Table 2. We use VGG19, Inception V3, and ResNet34 to construct different UNET architectures. We observe that UNET architecture with a ResNet34-based encoder achieves the best scores on the validation set and is selected for further improvement. Refer to Table 2 for more information.
Table 2. Comparison of different UNET backbones on validation set. Best results are in bold.

| Model       | Parameters  | mIOU  | F1    | mPA   |
|-------------|-------------|-------|-------|-------|
| UNET        | 7,788,545   | 70.50 | 58.77 | 74.83 |
| VGG-UNET    | 20,267,281  | 71.52 | 60.71 | 73.62 |
| Inception-UNET | 27,161,264 | 71.59 | 60.89 | 74.68 |
| RES-UNET    | 25,658,402  | 72.57 | 62.88 | 80.40 |

Table 3. Comparison of different RUF joint training approaches on validation set. Best results are in bold.

| Method      | mIoU  | F1    | mPA   |
|-------------|-------|-------|-------|
| Decoupled   | 68.25 | 54.23 | 72.90 |
| Stepwise    | 69.73 | 57.27 | 74.87 |
| End-to-end  | 75.07 | 67.28 | 81.83 |

6.5. Joint Training with Conv-CRF

With the UNET backbone selected, we examine different configurations of joint training. We experiment with decoupled learning, stepwise learning, and end-to-end learning approaches. The results of which are illustrated in Table 3. Decoupled learning is based on the assumption that CRF needs an accurate prediction of the unary \([71]\) to learn efficiently. In this approach, initially, only the CNN model is training till loss convergence, i.e., when the loss begins to saturate. After this step, the CRF is trained as a standalone model with the CNN output as unary to the CRF. The gradients never flow through the whole model in an iteration. Stepwise learning is similar to decoupled learning but in the second step, both the CNN and CRF are trained jointly such that weights of the whole model are updated in the second step. End-to-end learning involves training the whole architecture jointly from the very beginning such that the gradients flow through the whole network from the first epoch.

Table 4. Comparison of different loss functions for various model architectures using end-to-end training approach on validation set. BCE—Binary cross entropy loss; Dice—Dice loss; BCE + Dice—Equally weighted BCE and Dice Loss. Best results are in bold.

| Model       | Loss Function | mIoU  | F1    | mPA   | BCE | Dice | Dice + BCE |
|-------------|---------------|-------|-------|-------|-----|------|-------------|
| UNET        |               | 65.76 | 48.66 | 66.39 | 65.64 | 48.61 | 71.96 | 70.51 | 58.78 | 74.83 |
| RES-UNET    |               | 70.83 | 59.40 | 74.41 | 70.32 | 58.44 | 75.41 | 72.57 | 62.88 | 80.40 |
| RUF (Ours)  |               | 70.91 | 59.59 | 75.36 | 71.39 | 60.48 | 74.61 | 75.07 | 67.28 | 81.83 |

We observed that for our task, the end-to-end learning approach was more stable and yielded preeminent results. The main reason for the success of this approach is that when the CNN and CRF are trained together, they are able to coadapt easily with respect to each other. Thus, the end-to-end learning approach was used for further experiments.

6.6. Dual Loss Function Selection

To select the optimum weights of our dual loss function, we trained different RUF models using various \(\alpha\) values for \(L_{total}\) in Equation (3). We evaluated three different configurations with \(\alpha \in [0, 0.5, 1]\), which yield only BCE loss, equally weighted BCE and Dice loss, and only Dice loss, respectively. The results of our experiments are given in Table 4. We observe that using a dual loss comprising of equally weighted BCE and Dice loss helps the network to generate better predictions.

We observed that training with either only BCE or Dice loss did help the model loss to converge quickly but the predictions from such models lack discrete boundaries,
as illustrated in Figure 6. BCE is a local loss that accounts for the correctness of individual pixels and is biased towards the majority class (background). Dice loss deals with the problem of unbalanced datasets by design, such that the network is disincentivized to ignore the minority class. But Dice loss can have high variance over batches as all object instances are given the same weight irrespective of the object size. As Dice loss focuses on the similarity of two sets and BCE loss is the sum of the distance between the corresponding pixels in ground truth and prediction mask, combining them allows the network to optimize the loss in both image-level and pixel-level domains. We observe that models trained using dual loss yield better metrics and visual predictions than those without, irrespective of using the CRF component, as in Figure 6.

Figure 6. Comparison between the predictions of RUF model trained using BCE, Dice, and BCE + Dice loss. It can be observed that the predictions obtained using BCE + Dice loss have discrete continuous boundaries similar to the ground truth (GT).

6.7. Patch Size Selection

As the overall segmentation network configuration is selected, we investigate further to choose the optimum patch size to train our model. We trained various RUF models beginning with a patch size of 96 × 96 pixels and a batch size of 64 patches. We observed that this model was able to identify small floes, while it struggled to detect floes that appear partially in the patch. To overcome this issue, we decided to increase the patch size until we obtained optimum results. To train the subsequent models with bigger patch sizes, we decreased the batch size to obtain optimum GPU memory utilization. Results of our experiment are given in Table 5.
Table 5. Comparison of different models for various patch sizes on validation set. Best results are in bold.

| Patch Size | Batch Size | mIoU   | F1    | mPA   |
|------------|------------|--------|-------|-------|
| 96         | 64         | 70.53  | 58.81 | 74.09 |
| 192        | 32         | 70.77  | 59.38 | 77.65 |
| 288        | 16         | 70.75  | 59.24 | 74.16 |
| 384        | 12         | 71.99  | 59.77 | 74.40 |
| 480        | 8          | 75.07  | 67.28 | 81.83 |
| 576        | 6          | 69.85  | 57.44 | 72.13 |

We observed a direct correlation between a bigger patch size and the segmentation accuracy, as evident from increasing metrics in Table 5—with an exception to the patch size of $576 \times 576$ pixels, where a considerable dip in performance was observed. To investigate this issue, we trained models with patch sizes $432 \times 432$ and $528 \times 528$ with various batch sizes. The results of this experiment are presented in Table 6. We observed that when the training patch size increases from 384 at 12 batch size to 432 at 10 batch size, the model’s performance increases. However, when the 432-sized patch’s batch size is decreased to 8, a dip in performance is observed. When we changed the training patch size from 480 at 8 batch size to 528 at 7 batch size, we observed that the model’s performance decreases, although the patch size has increased. A similar trend has also been discussed in [72], such that increasing the training batch size helps the model to learn and converge quickly while yielding better results. Due to the GPU memory constraint, a trade-off between patch size and batch size had to be made in order to obtain an optimum patch and batch size.

Table 6. Comparison of patch size and batch size on validation set. Best results are in bold.

| Patch Size | Batch Size | mIoU   | F1    | mPA   |
|------------|------------|--------|-------|-------|
| 384        | 12         | 71.99  | 59.77 | 74.40 |
| 432        | 10         | 73.77  | 63.98 | 78.38 |
| 432        | 8          | 71.87  | 60.18 | 74.82 |
| 480        | 8          | 75.07  | 67.28 | 81.83 |
| 528        | 7          | 73.65  | 63.74 | 77.87 |
| 528        | 6          | 69.12  | 56.97 | 71.65 |
| 576        | 6          | 69.85  | 57.44 | 72.13 |

6.8. Comparison with Other Models

Using the optimal input size and other network parameters, we obtained the best results using our proposed method. We then compared our method with several other standard segmentation models that are typically used in SAR image segmentation. Test set images are used in this comparison. To gauge the iterative improvement component of our method, we plot the predictions of UNET, RES-UNET, and RUF together in Figure 7. Upon initial observation, we notice that both UNET and RES-UNET generate a greater number of false-positive predictions compared to RUF. We observe that RUF is able to detect floes of various shapes and sizes, while UNET struggles to detect bigger floes. UNET is also unable to delineate the floes in close proximity to each other. The main reason for this issue would be the absence of residual connections in the UNET, as the model is unable to learn finer features compared to other more complex models. It can also be observed that both UNET and RES-UNET generate multiple broken boundary predictions where a single floe is segmented as multiple floes.
We also compare RUF with other standard segmentation models such as FCN-8 (FCN) and DeepLabV3 (DLV3), the predictions of which are illustrated in Figure 8. We can observe that the predictions from both FCN and DeepLab do not suffer from false-positives; however, they do struggle to detect bigger floes and delineate floes in close proximity. The absence of a dense component such as a conditional random field to enhance finer segmentation details would explain this issue. Apart from these qualitative observations, the superiority of RUF for the task of ice floe segmentation is also evident from the quantitative analysis, as given in Table 7. Zoomed-in segmentation results of a patch are given in Figure 9.
Figure 8. Comparison between the predictions of FCN-8, DeepLabV3, and RUF for the task of ice floe segmentation on patches from the test set. Red ovals highlight segmentation results where both FCN and DLV3 are unable to properly segment a fully or partially visible ice floe. Green ovals highlight segmentation results where both FCN and DLV3 are unable to delineate floes in close proximity. It can be observed that the proposed RUF architecture is able to produce finer segmentation results compared to the other frequently used segmentation methods in satellite imaging on our dataset. Here, Patch and GT denote original image patch input and ground truth, respectively. The sea ice concentration (SIC) masks are overlaid on the respective patches for comparison between sea ice as continuous (passive microwave data) vs. discrete (processed ice floe masks from SAR) information.

Table 7. Comparison between various segmentation architectures on test set. Best results are in bold.

| Model      | Parameters | mIoU | F1   | mPA  |
|------------|------------|------|------|------|
| UNET       | 7,788,545  | 69.20| 56.54| 71.87|
| RES-UNET   | 25,658,402 | 71.76| 61.24| 74.66|
| FCN8       | 54,304,086 | 69.88| 57.48| 72.24|
| DLV3       | 60,991,062 | 67.47| 52.43| 68.94|
| RUF (ours) | 26,119,208 | 74.52| 66.26| 77.88|
7. Conclusions

In this paper, we presented a sea ice floe segmentation network for SAR images. RUF is introduced as a Conv-CRF embedded residual UNET, end-to-end trained using a dual loss function. With our model, we demonstrate that we can fully exploit the usefulness of Conv-CRF for the task of segmentation by integrating it inside a deep learning algorithm and training it in an end-to-end fashion. We performed extensive analysis for selecting model parameters to ensure the reliability of the proposed model. The experimental results confirm that our proposed model can achieve higher scores on all metrics and visually superior results that show a reduced number of false alarms and better representation of floe shape than other approaches on the limited dataset used in the study. It is noteworthy that this has been achieved with fewer weights than other leading approaches. We observed that in some instances, RUF was unable to detect floes of very large sizes. These floes were comparable to the prediction window/patch size. Upon investigation, we noticed that in our images, there were a greater number of mid-sized and small-sized floes compared to large-sized floes. In the future, we aim to use a much larger dataset over a wider geographic region to include a greater variety of floes. For example, including marginal ice zones, such as those of Antarctica, Baffin Bay, and the Beaufort Sea, would allow a combination of ice floes and larger icebergs in addition to multiyear ice floes. We would like to remove the 4x4 downsample and use full-resolution images. This may require more lightweight architectures, such as EfficientNet [73]. Our end goal is to provide floes from SAR that can be used for various purposes, such as the validation of sea ice concentration from passive microwave data, to provide information for wildlife habitat studies, and for studies of wave–ice interactions.
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