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1. Introduction
Dirichlet theorem for primes in arithmetic progressions states that the linear Diophantine equation \( y = mx + k \in \mathbb{Z}[x, y], \gcd(k, m) = 1 \), has infinitely many solutions \( x = n \geq 0 \) integers, and \( y = p \geq 2 \) primes. This note uses related analytic techniques to show that the linear Diophantine equation \( y = mx + k \) has infinitely many solutions \( x = p, y = q \), with both \( p \geq 2 \) and \( q \geq 2 \) primes.

The complementary linear Diophantine approximations problem proved in [PR] using the circle method, is quite similar. This result states that for a given tuple of arbitrary real numbers \( a, b, z, \delta \in \mathbb{R} \) such that \( a/b \) is irrational, the inequality

\[
   |ap - bq - z| < \delta, \tag{1}
\]

has infinitely many prime solutions \( p \geq 2 \) and \( q \geq 2 \). The special case with a single prime solution \( p \geq 2 \) and \( n \geq 1 \) integer satisfies a stronger inequality \( |ap - bn - z| < p^{-1/3} \), confer [HM].

The lower bounds for the numbers of prime solutions of these problems are important metrics. These two complementary problems have the same lower asymptotic formulas up to a constant. For a large number \( x \geq x_0 \), the asymptotic formula for number of primes solutions \( p, q \) of the linear Diophantine equation \( y = mx + k, \gcd(k, m) = 1 \), has the lower bound \( \pi_f(x) \geq bx/(\log x)^2, b > 0 \) constant, see (18). And the asymptotic formula for the number of primes solutions \( p, q \) of the Diophantine approximations problem has the lower bound \( N(x, \delta) \geq cx/(\log x)^2, c > 0 \) constant, see [PR].

A few other related results in the literature about primes solutions of linear equations, and configurations of primes are as follows: The result of van der Corput for three consecutive primes in arithmetic progressions states that there exist infinitely many linear polynomials \( f(x) = ax + b \in \mathbb{Z}[x], \gcd(a, b) = 1 \), such that \( f(n), f(n+1), f(n+2) \) are three consecutive primes for some \( n \in \mathbb{Z} \). This result was recently generalized to \( k \)-consecutive primes \( f(n), f(n+1), \ldots, f(n+k-1) \) in arithmetic progressions of arbitrary length \( k \geq 1 \), see [GT]. The result of Balog states that for sufficiently large \( x \geq 1 \), and small \( k \geq 1 \), there are \( \geq cx^k/(\log x)^{(k-1)/2} \) primes \( k \)-tuples \( p_1, p_2, \ldots, p_k \leq x \) such that \( (p_i + p_j)/2 = p \) is prime for all
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\( i \neq j \), see [BG]. The generalization of a few of these results to integers lattices \( \mathbb{Z}^d = \mathbb{Z} \times \mathbb{Z} \times \cdots \times \mathbb{Z} \) of dimensions \( d \geq 1 \) was announced in [CT].

The next Section has a proof of the main result, Theorem 1. This is derived from a simple primes sieve of the form \( \sum_{p \leq x} \Lambda(mp + k)p^{-1} \), and a result of DeKoninck and Florian for primes in arithmetic progressions, see Theorem 3. Section 3 deals with the basic results and background materials required in the proof of Theorem 1. Section 4 presents a conditional proof of Theorem 1 based on the Montgomery conjecture for primes in arithmetic progressions, see Theorem 6, Conjecture 7 and Theorem 8.

2. The Main Result

The strategy of the proof of Theorem 1 is quite similar to the elementary proofs of Dirichlet theorem for primes in arithmetic progressions \( \{ qn + a : n \geq 1 \} \), \( \gcd(a, q) = 1 \), by Selberg in [SG], Shapiro in [SP], and other authors. Other works and discussions on the elementary proofs of the prime numbers theorems are given in [DS], and [GR]. In some of these papers, it was shown that

\[
\sum_{p \leq x, p \equiv a \mod q} \log p \cdot p > c \log x, \quad (2)
\]

where \( c > 0 \) is a constant, by elementary methods. The estimate (2) is equivalent to the fact that the logarithm derivative series

\[
-\frac{1}{\varphi(q)} \sum_{\chi \mod q} \overline{\chi}(a) \frac{L'(s, \chi)}{L(s, \chi)} = \sum_{p \equiv a \mod q} \frac{\Lambda(n)}{n^s}, \quad (3)
\]

is analytic on the complex half plane \( \{ s \in \mathbb{C} : \Re(s) > 1 \} \) and has a pole at \( s = 1 \), see [IK, p. 37], [ST, p. 19], [TM, p. 252]. The aim of this Section is to prove that the prime pairs series \( \sum_{p \geq 2} \Lambda(mp + k)p^{-s} \) for certain parameters \( k, m \in \mathbb{Z} \) has similar analytic properties.

**Theorem 1.** For any fixed small parameters \( k = 2a > 2, m = 1 \), the prime pairs series \( \sum_{p \geq 2} \Lambda(mp + k)p^{-s} \) is analytic on the complex half plane \( \{ s \in \mathbb{C} : \Re(s) > 1 \} \), and has a pole at \( s = 1 \). In particular, the Diophantine equation \( y = mx + k \) has infinitely many prime pairs solutions \( x = p, y = q \).
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**Proof:** To show that the prime pairs series \( \sum_{p \geq 2} \Lambda(p + 2a) p^{-s} \) has a pole at \( s = 1 \), consider the partial sum

\[
\sum_{p \leq s} \frac{1}{p} \Lambda(p + 2a) = -\sum_{p \leq s} \frac{1}{p} \sum_{d \mid p + 2a} \mu(d) \log d
\]

\[
= -\sum_{d \leq s + 2a} \mu(d) \log d \sum_{p \leq s, p \equiv -2a \mod d} \frac{1}{p},
\]

where \( \Lambda(n) = -\sum_{d \mid n} \mu(d) \log d \), and \( \gcd(2a, d) = 1 \). This follows from Lemma 2 in Section 3, and inverting the order of summation.

**Remark 1:** The arithmetic progressions of small moduli \( d = O(\log x) \) contribute the bulk of the main term of the final asymptotic formula (8). Moreover, the form of Theorem 3, for example, the error term has an explicit dependence on the modulo \( d \), circumvents the need to use dyadic or triadic summation in the calculation of a lower bound of (4).

The totient function satisfies \( d / \log d < \varphi(d) < d \), and its reciprocal inequality

\[
\frac{1}{d} < \frac{1}{\varphi(d)} \leq \frac{\log d}{d}.
\]

And the least prime \( p(2a, d) \) in the arithmetic progression \( \{ dn + 2a : \gcd(2a, d) = 1, \text{ and } n \geq 0 \} \) satisfies \( d \leq dn + 2a \leq p(2a, d) < d^6 \), and its reciprocal inequality

\[
\frac{1}{d^6} < \frac{1}{p(2a, d)} \leq \frac{1}{dn + 2a} \leq \frac{1}{d},
\]

this follows from the restriction to primes in the arithmetic progression \( q = p + 2a = dn + 2a \), and Linnik theorem. Moreover, there is no restriction on the range of the moduli \( d \leq x \).

In view of these information, applying Theorem 3 to the inner finite sum, (with \( a_0 = 2a, q = d \), and \( \gcd(2a, d) = 1 \)), and simplifying yield

\[
\sum_{p \leq s} \frac{1}{p} \Lambda(p + 2a) = -\sum_{d \leq s + 2a, \gcd(2a, d) = 1} \mu(d) \log d \left( \frac{\log \log x}{\varphi(d)} + \frac{1}{p(2a, d)} + O\left(\frac{\log 2d}{\varphi(d)^2}\right) \right)
\]

\[
\geq -\sum_{d \leq s + 2a, \gcd(2a, d) = 1} \mu(d) \log d \left( \frac{\log \log x \log d}{d} + \frac{1}{d} + O\left(\frac{\log^2 d}{d}\right) \right),
\]

for all sufficiently large real numbers \( x \geq 1 \).

Apply Lemma 5, to the previous equation, for example, the first and third finite sums at \( s = 1 \), and \( q = d \), and the second finite sum at \( s = 1 \), and \( q = d \). This step yields
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\[
\sum_{p \leq x+2a} \frac{1}{p} \Lambda(p+2a) \geq -\log \log x \sum_{d \leq x+2a, \gcd(2a,d)=1} \frac{\mu(d) \log^2 d}{d} - \sum_{d \leq x+2a, \gcd(2a,d)=1} \frac{\mu(d) \log d}{d} + O\left( \sum_{d \leq x+2a, \gcd(2a,d)=1} \frac{\mu(d) \log^2 d}{d} \right)
\]

\[
= -\log \log x (-c_0 + o(1)) - (-c_1 + o(1)) + O(-c_2 + o(1))
\]

\[
= c_0 \log \log x + o(\log \log x),
\]

where \(c_0, c_1, c_2 > 0\) are nonnegative constants, for all sufficiently large real numbers \(x \geq 1\).

**Remark 2:** The error term \(E(x)\) specified by the third finite sum \(O(\sum \mu(d) \log^2 d / d)\) in (8) is in the range

\[
c \sum_{d \leq mx+k, \gcd(km,d)=1} \frac{\mu(d) \log^2 d}{d} \leq E(x) \leq -c \sum_{d \leq mx+k, \gcd(km,d)=1} \frac{\mu(d) \log^2 d}{d},
\]

where \(c > 0\) is a constant. Thus, it is bounded by a constant, that is, \(E(x) = O(1)\). This is easy to obtain using the estimate \(\sum_{n \leq x} \mu(n) = O(xe^{-c(\log x)^{3/2}})\), and partial summation. The trivial upper bound \(E(x) = O\left(\sum_{d \leq x} \log^2 d / d\right) = O(\log^3 x)\) is not used here. In fact, the trivial upper bound leads to a contradiction in (8) infinitely often as \(x \to \infty\) since the finite sum

\[
\sum_{d \leq mx+k, \gcd(km,d)=1} \frac{\mu(d) \log^2 d}{d} = \Omega_{\sim}(x^{-1/2+\epsilon})
\]

changes signs infinitely often as \(x \to \infty\). More precisely, equation (7) becomes

\[
2 \log x \log \log x \geq \sum_{p \leq x} \frac{1}{p} \Lambda(p+2a)
\]

\[
= -\sum_{d \leq x+2a, \gcd(2a,d)=1} \mu(d) \log d \left( \frac{\log \log x}{\varphi(d)} + \frac{1}{p(2a,d)} + O(\frac{\log 2d}{\varphi(d)}) \right)
\]

\[
\geq c_0 \log \log x + o(\log \log x) + O(\log^3 x)
\]

which is a contradiction infinitely often as \(x \to \infty\).

Now, assume that there are finitely many primes pairs \(p, p+2a\), and \(p+2a < x_0\), where \(x_0 > 0\) is a large constant. For example, \(\Lambda(p+2a) = 0\) if either \(p\) or \(p+2a\) is a prime > \(x_0\). Then, use a dyadic summation to compute the upper bound:
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\[ c_0 \log \log x + o(\log \log x) \leq \sum_{p \leq x} \frac{1}{p} \Lambda(p + 2a) \]

\[ = \sum_{p \leq x_0} \frac{1}{p} \Lambda(p + 2a) + \sum_{p > x_0} \frac{1}{p} \Lambda(p + 2a) \]

\[ \leq c_3 (\log x_0) (\log \log x_0) + c_4 + O(x^{-1/2+\varepsilon}), \]

where \( c_3, c_4 > 0 \) are nonnegative constants, and \( \varepsilon > 0 \) is arbitrarily small, for all sufficiently large real numbers \( x \geq 1 \), see Lemma 4. But this is a contradiction for all sufficiently large real numbers \( x > x_0 \).

This shows that the partial sum \( \sum_{p \leq x} \Lambda(p + 2a) p^{-1} \) of the prime pairs series \( \sum_{p \geq 2} \Lambda(mp + k) p^{-s} \) is unbounded as \( x \to \infty \). Therefore, it has a pole at \( s = 1 \), and it is analytic on the complex half plane \( \{ s \in \mathbb{C} : \Re(s) > 1 \} \) since

\[ \left| \sum_{p \geq 2} \frac{\Lambda(p + 2a)}{p^s} \right| \leq \sum_{n \geq 1} \frac{\Lambda(n)}{n^\sigma} < \infty, \]  \hspace{1cm} (13)

converges for all \( \Re(s) = \sigma > 1 \).

A closer inspection of (7) shows that it has the asymptotic formula

\[ \sum_{p \leq x^{2a}} \frac{1}{p} \Lambda(p + 2a) \sim c \log \log x, \]  \hspace{1cm} (14)

where \( c > 0 \) is a constant. Thus, a Tauberian theorems approach can be used to derive a different proof of Theorem 1, see [KR], [RM, p. 42], and [MV, p. 261]. Moreover, observe that the better known and equivalent series

\[ \sum_{n \geq 1} \frac{\Lambda(n) \Lambda(mn + k)}{n^s} \]  \hspace{1cm} (15)

for a complex number \( s \in \mathbb{C} \), seems to be more difficult to analyze, confer [KV] for related ideas.

It is an instructive exercise to show that, by partial summation, the finite sum (8) leads to the correct order of magnitude for the number of primes pairs \( p, mp + k \) in the interval \([1, x]\), that is,
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\[ \pi_f(x) = \sum_{p, mp+k \leq x} 1 \]

\[ = \sum_{p \leq x} \Lambda(n) \frac{\Lambda(mn+k)}{n} \frac{n}{\log(mn+k) \log(n)} + O(x^{1/2}) \]

\[ \geq a \frac{x}{\log^2 x} + o\left(\frac{x}{\log^2 x}\right), \]

where \( a > 0 \) is a constant, and \( f(x, y) = mx + k - y \in \mathbb{Z}[x, y] \). The upper bound

\[ \pi_f(x) = \sum_{p, mp+k \leq x} 1 \leq b \frac{x}{\log^2 x}, \]

easily follows from (4) and Theorem 3-ii. Alternatively, it can be computed by sieve methods. In summary, this prime pairs counting function satisfies the inequality

\[ a \frac{x}{\log^2 x} \leq \pi_f(x) \leq b \frac{x}{\log^2 x}. \]

3. Basic Foundation
The elementary underpinning of Theorem 1 is assembled here. The basic definitions of several number theoretical functions, and a handful of Lemmas are recorded here.

3.1 Formulae for the vonMangoldt Function
Let \( n \in \mathbb{N} = \{0, 1, 2, 3, \ldots\} \) be an integer. The Mobius function is defined by

\[ \mu(n) = \begin{cases} (-1)^r & \text{if } n = p_1 p_2 \cdots p_r, \\ 0 & \text{if } n \text{ is not squarefree,} \end{cases} \]

where \( p_i \geq 2 \) is prime. The subset of squarefree integers \( \{ n = p_1 p_2 \cdots p_r : p, \text{prime} \} \) is the support of the Mobius function \( \mu : \mathbb{N} \to \{-1, 0, 1\} \). And the vonMangoldt function is defined by

\[ \Lambda(n) = \begin{cases} \log p & \text{if } n = p^k, k \geq 1, \\ 0 & \text{if } n \neq p^k, k \geq 1, \end{cases} \]

where \( p \geq 2 \) is prime. The subset of prime powers \( \{ n = p^k : p \text{ prime and } k \geq 1 \} \) is the support of the vonMangoldt function \( \Lambda : \mathbb{N} \to \mathbb{R} \).
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**Lemma 2.** Let \( n \geq 1 \) be an integer, and let \( \Lambda(n) \) be the von Mangoldt function. Then

\[
\Lambda(n) = -\sum_{d \mid n} \mu(d) \log d.
\]  

(21)

**Proof:** Use the Mobius inversion formula on the identity \( \log n = \sum_{d \mid n} \Lambda(d) \) to confirm this claim.

\[ \blacksquare \]

Extensive details for other identities and approximations of the von Mangoldt are discussed in [FI], [GP], [HN, p. 25], et alii.

### 3.2 Estimates For A Finite Sum Over The Primes

Effective estimates of a finite sum over the reciprocals of the primes in arithmetic progressions are provided in this Subsection.

**Theorem 3.** Let \( x \geq 1 \) be a large real number, and let \( p(a, q) \) be the least prime in the arithmetic progression \( \{ qn + a : n \geq 1 \} \) with \( 1 \leq a < q \leq x \), and \( \gcd(a, q) = 1 \). Then

\[
\begin{align*}
\text{(i)} & \quad \sum_{\substack{p \leq x, \; p \equiv a \mod q \nu}} \frac{1}{p} = \frac{\log \log x}{\varphi(q)} + \frac{1}{p(a, q)} + O\left( \frac{\log 2q}{\varphi(q)} \right), \\
\text{(ii)} & \quad \sum_{\substack{p \leq x, \; p \equiv a \mod q \nu}} \frac{1}{p} \leq \frac{c_0}{p(a, q)} + c_1 \frac{\log \log x}{\varphi(q)},
\end{align*}
\]

(22)

where \( c_0 > 0 \), and \( c_1 > 0 \) are constants.

**Proof:** A sketch of the proof of the first part, by sieve methods, appears in [DF, p. 252, and p. 363]. The second part is derived from the Bombieri-Vinogradov inequality, and the Brun-Titchmarsh inequality.

\[ \blacksquare \]

This result simplifies some of the analysis of the distribution of primes in arithmetic progressions. Moreover, it is independent of any condition on the magnitude of the moduli; this is quite similar to the circle method analysis. In contrast, the closely related Elliot-Halberstam conjecture places a limit on the range of moduli, see [FM].

The application of Theorem 3 in Theorem 1 shows that for a properly weighted finite sum similar to (4), the sum of the error term remains smaller than the main term.

### 3.3 Estimate For A Finite Sum Over Prime Powers

Finite sums of von Mangoldt function over the primes, and prime powers occur frequently in the analysis of prime numbers. An estimate of a finite sum over the prime powers is provided in this Subsection.
**Lemma 4.** Let $x \geq 1$ be a large real number, and let $k \geq 1$, $m \geq 1$ be small integers, $\gcd(k, m) = 1$. Then

\[
(i) \quad \sum_{p \leq x, \, mp+k = q^v, \, v \geq 2} p^{-1} \Lambda(mp + k) \leq c_0 + O(x^{-1/2+\varepsilon}),
\]

\[
(ii) \quad \sum_{p > x, \, mp+k = q^v, \, v \geq 2} p^{-1} \Lambda(mp + k) \leq c_1 + O(x^{-1/2+\varepsilon}),
\]

for some constants $c_0, c_1 > 0$, and $\varepsilon > 0$ is arbitrarily small.

**Proof:** Assume that $p \leq x$ is prime, and $mp + k = q^v \leq x$ is a prime power with $v \geq 2$. Let $\pi_f(x) \leq x^{1/2}$ be the prime pairs $p$ and $mp + k = q^v \leq x$ counting function. In addition, for any arbitrarily small $\varepsilon > 0$, $\Lambda(mp + k) = O(x^{\varepsilon})$ as $x \to \infty$. Now, use an integral approximation to compute the estimate as follows:

\[
\sum_{p \leq x, \, mp+k = q^v \leq x, \, v \geq 2} p^{-1} \Lambda(mp + k) \leq c_2 \sum_{p \leq x, \, mp+k = q^v \leq x, \, v \geq 2} p^{-1+\varepsilon}
\]

\[
\leq c_2 \int_x^\infty \frac{d\pi_f(t)}{t^{1-\varepsilon}}
\]

\[
\leq c_2 \left( c_1 + O(x^{-1/2+\varepsilon}) \right),
\]

where $c_2, c_3 > 0$ are constants.

\[\blacksquare\]

### 3.4 Twisted Finite Sums

The evaluations of some common series at $s = 1$ are given in [AP], and [MV, p. 185]. Similar ideas are used here to estimate the partial sums of a few finite sums. The zeta function and the L-function are defined by $\zeta(s) = \sum_{n \geq 1} n^{-s}$, and $L(s, \chi) = \sum_{n \geq 1} \chi(n)n^{-s}$ respectively.

**Lemma 5.** Let $s \geq 1$ be an integer, and let $x \geq 1$ be a sufficiently large real number. Then

\[
(i) \quad \sum_{n \leq x} \frac{\mu(n) \log n}{n^s} = \frac{\zeta'(s)}{\zeta(s)^2} + O(x^{1-s} e^{-c(\log x)^{1/2}}),
\]

\[
(ii) \quad \sum_{n \leq x, \, n \equiv a \mod q} \frac{\mu(n) \log n}{n^s} = \frac{1}{q L(s, \chi)} \frac{L'(s, \chi)}{L(s, \chi)^2} + O(x^{1-s} e^{-c(\log x)^{1/2}}),
\]

\[
(iii) \quad \sum_{n \leq x, \, \gcd(n, q) = 1} \frac{\mu(n) \log n}{n^s} = \frac{L'(s, \chi)}{L(s, \chi)^2} + O(x^{1-s} e^{-c(\log x)^{1/2}}),
\]

where $a \geq 1$, $q \geq 2$ is a pair of fixed integers, $\gcd(a, q) = 1$, $\chi$ is a character modulo $q$, and $c > 0$ is a constant.
Primes Solutions Of Linear Diophantine Equations

Proof (i): Write the finite sum in the form

\[ \sum_{n \leq x} \frac{\mu(n) \log n}{n^s} = \sum_{n \geq 1} \frac{\mu(n) \log n}{n^s} - \sum_{n > x} \frac{\mu(n) \log n}{n^s}. \]  

(26)

For a fixed \( s \geq 1 \), the constant is expressed in terms of the logarithmic derivative of the zeta function, i.e.,

\[ \frac{d}{ds} \frac{1}{\zeta(s)} = -\sum_{n \geq 1} \frac{\mu(n) \log n}{n^s} = -\frac{\zeta'(s)}{\zeta(s)^2}. \]  

(27)

Now, since the zeta function \( \zeta(s) = \sum_{n \geq 1} n^{-s} \) is a decreasing function on the real half line \( \text{Re}(s) > 1 \), the derivative \( \zeta'(s) = -\sum_{n \geq 1} (\log n)n^{-s} \) is negative on the real half line \( s > 1 \), see [DL, 25.2.6] for some details. The result follows from these data. The proof of (ii) is similar. To prove (iii) observe that the constant is

\[ \sum_{n \geq 1, \gcd(n,q) = 1} \frac{\mu(n) \log n}{n^s} = -\frac{d}{ds} \frac{1}{L(s, \chi)} = \frac{L'(s, \chi)}{L(s, \chi)^2}, \]  

(28)

where \( L(s, \chi)^{-1} = \sum_{n \geq 1} \chi(n)\mu(n)n^{-s} \).

A few exact evaluations of the constants are known, for example,

\[ \frac{\zeta'(1)}{\zeta(1)^2} = -1 \quad \text{and} \quad \frac{L'(1, \chi)}{L(1, \chi)^2} = \frac{\pi q}{2(h(q) \log \varepsilon)^2} \left( \log(\sqrt{2}\Gamma(1/4)^2/2\pi) - (\gamma + \log 2\pi)/2 \right). \]  

(29)

where \( h(q) \) is the class number of the quadratic field \( \mathbb{Q}(\sqrt{q}) \), and \( \varepsilon \) is the fundamental unit. The first constant in (26) is easy to compute using the series expansion of the zeta function, see [DL, 25.2.4], and the second appears in [DM, p. 272].

4. Conditional Proof Of The Main Result

Let \( k, m \geq 1 \) be admissible integers, i.e. \( \gcd(k, m) = 1 \). A lower bound for the average order of the finite sum

\[ \sum_{p \leq x} \Lambda(mp + k) \]  

(30)

has a conditional derivation by means of the Montgomery conjecture for primes in arithmetic progressions, see Conjecture 7. This conjecture reduces the problem to a series of standard analytic operations involving finite sums.
Theorem 6. Assume the Montgomery conjecture. Then, for any small fixed admissible parameters $k \geq 1$, $m \geq 1$, the average order of the finite sum has the lower bound

$$\sum_{p \leq x} \Lambda(mp + k) \geq c_0 li(x) + o(li(x)),$$  \hspace{1cm} (31)

where $li(x)$ is the logarithm integral, and $c_0 > 0$ is a constant. In particular, the Diophantine equation $y = mx + k$ has infinitely many prime pairs solutions $x = p$, $y = q$.

Proof: Suppose that $k \geq 1$ and $m \geq 1$ are small integer parameters, gcd($k$, $m$) = 1, and rewrite the finite sum over the primes as follows:

$$\sum_{p \leq x} \Lambda(mp + k) = -\sum_{p \leq x} \sum_{d \mid mp + k} \mu(d) \log d$$  \hspace{1cm} (32)

where $\Lambda(n) = \sum_{d \mid n} \mu(d) \log d$, and gcd($km$, $d$) = 1. This follows from Lemma 2 in Section 3, and inverting the order of summation.

Applying Conjecture 7 or Theorem 8 to the inner finite sum, (with $a = -k/m$, $q = d$, and gcd($km$, $d$) = 1), and simplifying yield

$$\sum_{p \leq x} \Lambda(mp + k) = -\sum_{d \leq mx + k, \gcd(km,d) = 1} \mu(d) \log d \left( li(x) + O\left( \frac{x^{1/2+\varepsilon}}{d^{1/2}} \right) \right)$$

$$\geq -\sum_{d \leq mx + k, \gcd(km,d) = 1} \mu(d) \log^2 d \left( li(x) + O\left( \frac{x^{1/2+\varepsilon}}{d^{1/2}} \right) \right),$$  \hspace{1cm} (33)

for all sufficiently large real numbers $x \geq 1$, and an arbitrarily small number $\varepsilon > 0$.

The last inequality uses the estimate $d / \log d < \varphi(d) < d$ of the totient function. Here, there is no restriction on the range of the moduli $d \leq x$.

Apply Lemma 5-iii to the previous equation, for example, at $s = 1$, and $q = km$ in the first finite sum, and at $s = 1/2$, and $q = km$ in the second finite sum. This step yields

$$\sum_{p \leq x} \Lambda(mp + k) \geq -li(x) -\sum_{d \leq mx + k, \gcd(km,d) = 1} \frac{\mu(d) \log^2 d}{d} + O\left( \frac{x^{1/2+\varepsilon}}{d^{1/2}} \right)$$

$$\geq -li(x)(- c_0 + o(1)) + O(x^{1/2+2\varepsilon})$$

$$= c_0 li(x) + o(li(x)),$$  \hspace{1cm} (34)
where \( c_0 > 0 \) is a nonnegative constant, for all sufficiently large real numbers \( x \geq 1 \), see Remark 3 below.

Now, assume that there are finitely many primes pairs \( p \), and \( mp + k < x_0 \), where \( x_0 > 0 \) is a large constant. For example, \( \Lambda(mp + k) = 0 \) if either \( p \) or \( mp + k \) is a prime \( > x_0 \). Then

\[
c_0 \text{li}(x) + o(\text{li}(x)) \leq \sum_{p \leq x} \Lambda(mp + k) = \sum_{p \leq x_0} \Lambda(mp + k) + \sum_{p > x_0} \Lambda(mp + k) \leq c_1 x_0 + \sum_{mn + k = p' > x_0, n \geq 2} \Lambda(mp + k) = c_1 x_0 + O(x^{1/2 + \varepsilon}),
\]

where \( c_1 > 0 \) is a nonnegative constant, for all sufficiently large real numbers \( x \geq 1 \). This follows form \( \sum_{n \leq x} \Lambda(n) \leq cz \), \( c > 1 \) constant. But this is a contradiction for all sufficiently large real numbers \( x > x_0 \).

This shows that the partial sum \( \sum_{p \leq x} \Lambda(mp + k) \) is unbounded as \( x \to \infty \). Therefore, the prime pairs series \( \sum_{p \geq 2} \Lambda(mp + k) p^{-s} \) has a pole at \( s = 1 \), and it is analytic on the complex half plane \( \{ s \in \mathbb{C} : \Re(s) > 1 \} \).

**Remark 3:** The error term \( E(x) \) specified by the second finite sum \( O(x^{1/2 + \varepsilon} \sum \mu(d) \log d / d^{1/2}) \) in (31) is in the range

\[
 cx^{1/2 + \varepsilon} \sum_{d \leq mx+k, \gcd(km,d) = 1} \frac{\mu(d) \log d}{d^{1/2}} \leq E(x) \leq -cx^{1/2 + \varepsilon} \sum_{d \leq mx+k, \gcd(km,d) = 1} \frac{\mu(d) \log d}{d^{1/2}},
\]

where \( c > 0 \) is a constant. Thus, it is bounded by \( E(x) = O(x^{1/2 + 2\varepsilon}) \). This is easy to obtain using the estimate \( \sum_{n \leq x} \mu(n) = O(x^{1/2 + \varepsilon}) \), and partial summation. This estimate follows from Conjecture 7, which implies the generalized Riemann hypothesis. The trivial upper bound \( E(x) = O(x^{1/2 + \varepsilon} \sum \log d / d^{1/2}) = O(x^{1+\varepsilon}) \) is not used here. In fact, it leads to a contradiction in (33) infinitely often as \( x \to \infty \) since the finite sum

\[
 \sum_{d \leq mx+k, \gcd(km,d) = 1} \frac{\mu(d) \log d}{d^{1/2}} = \Omega_1(x^\varepsilon),
\]

changes signs infinitely often. More precisely, equation (33) becomes
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\[ x \geq \sum_{p \leq x} \Lambda(mp + k) \]
\[ \geq -li(x) \sum_{d \leq mx + k, \gcd(km, d) = 1} \frac{\mu(d) \log^2 d}{d} + O\left( x^{1/2+\varepsilon} \sum_{d \leq mx + k, \gcd(km, d) = 1} \frac{\mu(d) \log d}{d^{1/2}} \right) \]
\[ \geq c_0 li(x) + o(li(x)) + O(x^{1+\varepsilon}) , \]

(38)

which is a contradiction infinitely often as \( x \to \infty \).

Montgomery Conjecture

The heuristic for the Montgomery conjecture for primes in arithmetic progressions is derived from the generalized Riemann hypothesis (GRH) for \( L \)-functions, [MV, p. 426]. There is also a probabilistic argument similar to the Cramer model of the primes numbers. A discussion on the possible irregularity in the distribution of primes in arithmetic progressions appears in [FM].

The psi function and the prime counting functions on the arithmetic progressions \( \{ \, qn + a : \gcd(a, q) = 1, n \geq 0 \, \} \) are defined by

\[ \psi(x, q, a) = \sum_{n \leq x, n \equiv a \mod q} \Lambda(n) \quad \text{and} \quad \pi(x, q, a) = \# \{ \, p \leq x : p \text{ is prime} \, \} , \]

(39)

respectively.

**Conjecture 7.** (Montgomery 1970) Let \( \varepsilon > 0 \). If \( a \geq 1 \), and \( q \geq 2 \) are integers, \( \gcd(a, q) = 1 \). Then

(i) \( \psi(x, q, a) = x / \varphi(q) + O(x^{1/2+\varepsilon} / q^{1/2}) \),

(ii) \( \pi(x, q, a) = li(x) / \varphi(q) + O(x^{1/2+\varepsilon} / q^{1/2}) \),

for all \( q \leq x \), and for all large real numbers \( x \geq 1 \).

Below, it is shown that this conjecture is equivalent to the generalized Riemann hypothesis (GRH) for \( L \)-functions.

**Theorem 8.** Let \( \varepsilon > 0 \). If \( a \geq 1 \), and \( q \geq 2 \) are integers, \( \gcd(a, q) = 1 \). Assume the GRH. Then

(i) \( \psi(x, q, a) = x / \varphi(q) + O(x^{1/2+\varepsilon} / q^{1/2}) \),

(ii) \( \pi(x, q, a) = li(x) / \varphi(q) + O(x^{1/2+\varepsilon} / q^{1/2}) \),

for all \( q \leq x \), and for all large real numbers \( x \geq 1 \).

**Proof:** Suppose that the GRH holds for all the \( L \)-functions \( L(s, \chi) \), where \( \chi \) is a character modulo
$q$. By the definition of the psi function in arithmetic progressions, [IK, p. 121], [MV, p. 377], and by Theorem 9, it follows that

\[
\psi(x, q, a) = \frac{1}{\varphi(q)} \sum_{\chi \mod q} \overline{\chi}(a) \psi(x, \chi) = \frac{1}{\varphi(q)} \sum_{\chi \mod q} \overline{\chi}(a) \left( E_0(\chi) x + O(x^{1/2} \log x \log qx) \right)
\]

where \( \varphi(q) \) is the Euler's totient function. By using Theorem 9, we have

\[
\psi(x, q, a) \leq \frac{x}{\varphi(q)} + O\left( \frac{x^{1/2} \log^2 x}{\varphi(q)} \right) + O(q^{1/2} \log q).
\]

where \( q \leq x \). Applying the Polya-Vinogradov inequality or Weil bound:

\[
\sum_{\chi \not\equiv \chi_0} \overline{\chi}(a) = O(q^{1/2} \log q),
\]

returns

\[
\psi(x, q, a) = \frac{x}{\varphi(q)} + O\left( \frac{x^{1/2} \log^2 x}{\varphi(q)} \right) + O(q^{1/2} \log q).
\]

Now use \( \varphi(q) \geq q/(10 \log q) \) to simplify the last expression. \( \blacksquare \)

Note that a multiplicative character modulo \( q \) has the form \( \chi_u(t) = e^{2\pi i u \log t / \varphi(q)} \), where \( \log t \) is the discrete logarithm modulo \( q \), and \( 0 \leq u < \varphi(q) \). These properties make the finite sum \( \sum_{\chi \not\equiv \chi_0} \overline{\chi}(a) = \sum_{u} \overline{\chi_u}(a) \) of the characters a candidate for the Polya-Vinogradov inequality or Weil bound.

The twisted psi function is defined by

\[
\psi(x, \chi) = \sum_{n \leq x} \chi(n) \Lambda(n).
\]

respectively.

**Theorem 9.** ([MV, p. 425]) Let \( q \geq 2 \) be given, and assume the GRH for all \( L \)-functions \( L(s, \chi) \) modulo \( q \), \( \gcd(a, q) = 1 \). Then, for \( x \geq 2 \),

(i) \( \psi(x, \chi) = E_0(\chi) x + O(x^{1/2} \log x \log qx) \),

(ii) \( \pi(x, \chi) = E_0(\chi) li(x) + O(x^{1/2} \log qx) \),

where \( E_0(\chi) = 1 \) if \( \chi = \chi_0 \), else \( E_0(\chi) = 0 \).
Lemma 10. Let \( x \geq 1 \) be a large real number and let \( k \geq 1, m \geq 1 \) be small integers, \( \gcd(k, m) = 1 \). Then

\[
\sum_{mp + k = q^v, v \geq 2} \Lambda(mp + k) \leq cx^{1/2+\varepsilon},
\]

(46)

for some constant \( c > 0 \), and \( \varepsilon > 0 \) arbitrarily small.

Proof: Assume that \( p \) varies over the primes, and \( q^v = mp + k \) varies over the prime powers with \( v \geq 2 \). Then, use the estimate \( \pi(z) \leq cz/\log z \) to compute the estimate as follows:

\[
\sum_{mp + k = q^v, v \geq 2} \Lambda(mp + k) \leq \log x \sum_{mp + k = q^v, v \geq 2} 1 \\
\leq \log^2 x \sum_{p \leq x^{1/2}} 1 \\
\leq \log x (cx^{1/2+\varepsilon}/\log x),
\]

(47)

where \( 2 \leq v \leq \log x \), and \( c > 1 \) is a constant.  

Acknowledgement: Thanks to Professor Maynard for commenting on the proof of Theorem 1.
References

[AP] Apostol, Tom M. Identities for series of the type $\Sigma f(n)\mu(n)n^{-s}$ . Proc. Amer. Math. Soc. 40 (1973), 341–345.

[BG] Balog, Antal. Linear equations in primes. Mathematika 39 (1992), no. 2, 367–378.

[CT] Brian Cook, Ákos Magyar, Tatchai Titichetrakun, A Multidimensional Szemerédi Theorem in the primes, arXiv:1306.3025.

[FI] Friedlander, John; Iwaniec, Henryk. Opera de cribro. American Mathematical Society Colloquium Publications, 57. American Mathematical Society, Providence, RI, 2010.

[FM] Friedlander, John; Granville, Andrew; Hildebrand, Adolf; Maier, Helmut. Oscillation theorems for primes in arithmetic progressions and for sifting functions. J. Amer. Math. Soc. 4 (1991), no. 1, 25–86.

[DF] De Koninck, Jean-Marie; Luca, Florian. Analytic number theory. Exploring the anatomy of integers. Graduate Studies in Mathematics, 134. American Mathematical Society, Providence, RI, 2012.

[DL] Digital Library Mathematical Functions, http://dlmf.nist.gov.

[DM] Dilcher, Karl. Generalized Euler constants for arithmetical progressions. Math. Comp. 59 (1992), no. 199, 259–282, S21–S24.

[DS] Diamond, Harold G.; Steining, John. An elementary proof of the prime number theorem with a remainder term. Invent. Math. 11 1970 199–258.

[GP] Goldston, D. A.; Graham, S. W.; Pintz, J.; Yildirim, C. Y. Small gaps between almost primes, the parity problem, and some conjectures of Erdős on consecutive integers, arXiv:math.NT/0506067.

[GR] Granville, Andrew. On elementary proofs of the prime number theorem for arithmetic progressions, without characters. Proceedings of the Amalfi Conference on Analytic Number Theory (Maiori, 1989), 157–194, Univ. Salerno, Salerno, 1992.

[GT] Ben Green, Terence Tao, Linear Equations in Primes, arXiv:math/0606088.

[HN] Harman, Glyn. Numbers badly approximable by fractions with prime denominator. Math. Proc. Cambridge Philos. Soc. 118 (1995), no. 1, 1–5.

[KR] Korevaar, Jaap. The Wiener-Ikehara theorem by complex analysis. Proc. Amer. Math. Soc. 134 (2006), no. 4, 1107–1116.

[KV] Korevaar, Jacob. Prime pairs and the zeta function. J. Approx. Theory 158 (2009), no. 1, 69–96.

[MV] Montgomery, Hugh L.; Vaughan, Robert C. Multiplicative number theory. I. Classical theory. Cambridge University Press, Cambridge, 2007.

[PR] Parsell, Scott T. Irrational linear forms in prime variables. J. Number Theory 97 (2002), no. 1, 144–156.

[SG] Selberg, Atle. An elementary proof of Dirichlet's theorem about primes in an arithmetic progression. Ann. of Math. (2) 50, (1949). 297–304.

[SP] H. Shapiro, Primes in arithmetic progressions, Ann. Math. 52, 217-230, 1950.

[TM] G. Tenenbaum, Introduction to analytic and probabilistic number theory, Cambridge Studies in Advanced Mathematics 46, (Cambridge University Press, Cambridge, 1995.)