Abstract

In Multi-task learning (MTL), a joint model is trained to simultaneously make predictions for several tasks. Joint training reduces computation costs and improves data efficiency; however, since the gradients of these different tasks may conflict, training a joint model for MTL often yields lower performance than its corresponding single-task counterparts. A common method for alleviating this issue is to combine per-task gradients into a joint update direction using a particular heuristic. In this paper, we propose viewing the gradients combination step as a bargaining game, where tasks negotiate to reach an agreement on a joint direction of parameter update. Under certain assumptions, the bargaining problem has a unique solution, known as the Nash Bargaining Solution, which we propose to use as a principled approach to multi-task learning. We describe a new MTL optimization procedure, Nash-MTL, and derive theoretical guarantees for its convergence. Empirically, we show that Nash-MTL achieves state-of-the-art results on multiple MTL benchmarks in various domains.

1. Introduction

In many real-world applications, one needs to solve several tasks simultaneously using limited computational or data resources. For example, perception for autonomous vehicles requires lane detection, object detection, and free-space estimation, which must all run in parallel and in real-time. This is normally solved via multi-task learning (MTL), where one model is jointly trained on several learning tasks (Caruana, 1997; Ruder, 2017; Crawshaw, 2020). Multi-task learning was also shown to improve generalization in theory (Baxter, 2000) and in practice (e.g., auxiliary learning, Liu et al., 2019a; Achituve et al., 2021; Navon et al., 2021a). Unfortunately, MTL often causes performance degradation compared to single-task models (Standley et al., 2020). A main reason for such degradation is gradients conflict (Yu et al., 2020a; Wang et al., 2020; Liu et al., 2021a). These per-task gradients may have conflicting directions or a large difference in magnitudes, with the largest gradient dominating the update direction. The degraded performance of MTL due to poor training, compared with its potential to improve performance due to better generalization, has a major impact on many real-world systems. Improving MTL optimization algorithms is therefore an important task with significant implications to many systems.

Currently, most MTL optimization algorithms (Sener & Koltun, 2018; Yu et al., 2020a; Liu et al., 2021a) follow a general scheme. First, compute the gradients for all tasks $g_1, \ldots, g_K$. Next, combine those gradients into a joint direction, $\Delta = A(g_1, \ldots, g_K)$ using an aggregation algorithm $A$. Finally, update model parameters using a single-task optimization algorithm, replacing the gradients with $\Delta$. Multiple heuristics were proposed for the aggregation algorithm $A$. However, to the best of our knowledge, a principled, axiomatic, approach to gradient aggregation is still missing.

Here we address the gradient combination step by viewing it as a cooperative bargaining game (Thomson, 1994). Each task represents a player, whose utility is derived from its gradient, and players negotiate to reach an agreed direction. This formulation allows us to use results from game theory literature that analyze this problem from an axiomatic perspective. In his seminal paper, Nash (1953) presented an axiomatic approach to the bargaining problem and showed that under certain axioms, the bargaining problem has a unique solution known as the Nash Bargaining Solution. This solution is known to be proportionally fair, where any alternative will have a negative average relative change. This proportionally fair update allows us to find a solution that works for all tasks without being dominated by a single large gradient.

Building on Nash’s results, we propose a novel MTL optimization algorithm, named Nash-MTL, where the gradients are combined at each step using the Nash bargaining so-
We say that a solution \( x \) without additional assumptions or prior about the user preferences to select between different Pareto optimal solutions. A solution that is not dominated by any other is called Pareto stationary or Pareto optimal.

For MTL approach achieves state-of-the-art results on four MTL benchmarks on a variety of challenges ranging from computer vision and quantum chemistry to reinforcement learning. To support future research and the reproducibility of the results, we make our source code publicly available at: https://github.com/AvivNavon/nash-mtl.

2. Background

2.1. Pareto Optimality

Optimization for MTL is a specific case of multiple-objective optimization (MOO). Given objective functions \( \ell_1, \ldots, \ell_K \), the performance of solution \( x \) is measured by the vector of objective values \( (\ell_1(x), \ldots, \ell_K(x)) \). One main property of MOO is that since there is no natural linear ordering on vectors it is not always possible to compare solutions so there is no clear optimal value.

We say that a solution \( x \) dominates \( x' \) if it is better on one or more objectives and not worse on any other objectives. A solution that is not dominated by any other is called Pareto optimal, and the set of all such solutions is called the Pareto front. It is important to note that there is no clear way to select between different Pareto optimal solutions without additional assumptions or prior about the user preferences (Navon et al., 2021b). For non-convex problems, a point is defined as local Pareto optimal if it is Pareto optimal in some open set containing it. Further, a point is called Pareto stationary if there exists a convex combination of the gradients at this point that equals zero. Pareto stationarity is a necessary condition for Pareto optimality.

2.2. Nash Bargaining Solution

We provide a brief background on cooperative bargaining games and the Nash bargaining solution, see Thomson (1994) for more details. In a bargaining problem, we have \( K \) players, each with their own utility function \( u_i : A \cup \{D\} \to \mathbb{R} \), which they wish to maximize. \( A \) is the set of possible agreements and \( D \) is the disagreement point which the players default to if they fail to reach an agreement. We define the set of possible payoffs as \( U = \{(u_1(x), \ldots, u_K(x)) : x \in A\} \subset \mathbb{R}^K \) and \( d = (u_1(D), \ldots, u_K(D)) \). We assume \( U \) is convex, compact and that there exists a point in \( U \) that strictly dominates \( d \), namely there exists a \( u \in U \) such that \( \forall i : u_i > d_i \).

Nash (1953) showed that for such payoff set \( U \), the two-player bargaining problem has a unique solution that satisfies the following properties or axioms: Pareto optimality, symmetry, independence of irrelevant alternatives, and invariant to affine transformations. This was later extended to multiple players (Szép & Forgó, 1985).

Axiom 2.1. Pareto optimality: The agreed solution must not be dominated by another option, i.e. there cannot be any other agreement that is better for at least one player and not worse for any of the players.

As it is a cooperative game, it makes little sense that the players will curtail another player without any personal gains, so it is natural to assume the agreed solution will not be dominated by another.

Axiom 2.2. Symmetry: The solution should be invariant to permuting the order of the players.

Axiom 2.3. Independence of irrelevant alternatives (IIA): If we enlarge the set of possible payoffs to \( \tilde{U} \supseteq U \), and the solution is in the original set \( U \), \( u^* \in U \), then the agreed point when the set of possible payoffs is \( U \) will stay \( u^* \).

Axiom 2.4. Invariance to affine transformation: If we
transform each utility function \(u_i(x)\) to \(\tilde{u}_i(x) = c_i \cdot u_i(x) + b_i\) with \(c_i > 0\) then if the original agreement had utilities \((y_1, ..., y_k)\) the agreement after the transformation has utilities \((c_1 y_1 + b_1, ..., c_k y_k + b_k)\)

We argue that in the MTL setting, it is natural to require axioms 2.1-2.3. Axiom 2.4, in our mind, is the only non-natural assumption used by the Nash bargaining solution in the context of MTL. We argue that indeed it is a desired property that is helpful for MTL. Axiom 2.4 means that the solution does not take into account the gradients’ norms but rather treats all of them the same, as if they were normalized. Without enforcing this assumption, the solution can easily be dominated by a single direction (see Figure 1). We further validate the importance of this assumption by investigating a scale-invariant baseline in Section 6.

The unique point satisfying all these axioms is called the Nash bargaining solution and is given as

\[
    u^* = \arg \max_{u \in U} \sum_i \log(u_i - d_i) \quad (1)
    \]

s.t. \(\forall i : u_i > d_i\)

3. Method

We now describe our Nash-MTL method in detail. We first formalize the gradient combination step as a bargaining game and analyze the Nash bargaining solution for this game. We then describe our algorithm to approximate the solution efficiently. We note that the computational cost of that approximation is critical because this approximation is executed for each gradient update. To simplify the notation, we do not distinguish between shared and task-specific parameters. We note, however, that task-specific parameters have no contribution to the Nash bargaining solution calculation.

3.1. Nash Bargaining Multi-Task Learning

Given an MTL optimization problem and parameters \(\theta\), we search for an update vector \(\Delta \theta\) in the ball of radius \(\epsilon\) centered around zero, \(B_\epsilon\). We frame this as a bargaining problem with the agreement set \(B_\epsilon\) and the disagreement point at 0, i.e., staying at the current parameters \(\theta\). We define the utility function for each player as \(u_i(\Delta \theta) = g_i^\top \Delta \theta\) where \(g_i\) is the gradient of the loss of task \(i\) at \(\theta\). We note that since the agreement set is compact and convex and the utilities are linear then the set of possible payoffs is also compact and convex.

Our main assumption, besides the ones used by Nash, is that if \(\theta\) is not Pareto stationary then the gradients are linearly independent (see further discussion on this assumption in Section 5). Under this assumption, we also have that the disagreement point, \(\Delta \theta = 0\) is dominated by another in \(B_\epsilon\).

We now show that if \(\theta\) is not on the Pareto front, the unique Nash bargaining solution has the following form:

**Claim 3.1.** Let \(G\) be the \(d \times K\) matrix whose columns are the gradients \(g_i\). The solution to \(\arg \max_{\Delta \theta \in B_\epsilon} \sum_i \log(\Delta \theta^\top g_i)\) is (up to scaling) \(\sum_i \alpha_i g_i\) where \(\alpha \in \mathbb{R}_+^K\) is the solution to \(G^\top G \alpha = 1/\alpha\) where \(1/\alpha\) is the element-wise reciprocal.

**Proof.** The derivative of this objective is \(\sum_{i=1}^K \frac{1}{\alpha g_i^\top g_i}\). For all vectors \(\Delta \theta\) such that \(\forall i : \Delta \theta^\top g_i > 0\) the utilities are monotonically increasing with the norm of \(\Delta \theta\). Thus, from the Pareto optimality assumption by Nash, the optimal solution has to be on the boundary of \(B_\epsilon\). From this we see that the gradient at the optimal point \(\sum_{i=1}^K \frac{1}{\alpha g_i^\top g_i} g_i\) must be in the radial direction, i.e., \(\sum_{i=1}^K \frac{1}{\alpha g_i^\top g_i} g_i \parallel \Delta \theta\). Since the gradients are independent we must have \(\Delta \theta = \sum_i \alpha_i g_i\) and \(\forall i : \frac{1}{\alpha g_i^\top g_i} = \lambda \alpha_i\) or \(\forall i : \Delta \theta^\top g_i = \frac{1}{\lambda \alpha_i}\). As the inner product must be positive for a descent direction we can conclude \(\lambda > 0\); we set \(\lambda = 1\) to ascertain the direction of \(\Delta \theta\) (the norm might be larger then \(\epsilon\)). Now finding the bargaining solution is reduced to finding \(\alpha \in \mathbb{R}^K\) with \(\alpha_i > 0\) such that \(\forall i : \Delta \theta^\top g_i = \sum_j \alpha_j g_j^\top g_i = \frac{1}{\alpha_i}\). This is equivalent to requiring that \(G^\top G \alpha = 1/\alpha\) where \(1/\alpha\) is the element-wise reciprocal. \(\square\)

We now provide some intuition for this solution. First, if all \(g_i\) are orthogonal we get \(\alpha_i = 1/||g_i||\) and \(\Delta \theta = \sum \frac{g_i}{||g_i||}\) which is the obvious scale invariant solution. When they are not orthogonal, we get

\[
    \alpha_i ||g_i||^2 + \sum_{j \neq i} \alpha_j g_j^\top g_i = 1/\alpha_i \quad (2)
    \]

We can consider \(\sum_{j \neq i} \alpha_j g_j^\top g_i = \left(\sum_{j \neq i} \alpha_j g_j\right)^\top g_i\) as the interaction between task \(i\) and the other tasks; If it is positive there is a positive interaction and the other gradients aid the \(i\)th task, and if it is negative they hamper it. When there is a negative interaction, the LHS of Eq. 2 decreases and as a result, \(\alpha_i\) increases to compensate for it. Conversely, where there is a positive interaction \(\alpha_i\) will decrease.

3.2. Solving \(G^\top G \alpha = 1/\alpha\)

Here we describe how to efficiently approximate the optimal solution for \(G^\top G \alpha = 1/\alpha\) through a sequence of convex optimization problems. We define a \(\beta_i(\alpha) = g_i^\top G \alpha\), and wish to find \(\alpha\) such that \(\alpha_i = 1/\beta_i\) for all \(i\), or equivalently \(\log(\alpha_i) + \log(\beta_i(\alpha)) = 0\). Denote \(\varphi_i(\alpha) = \log(\alpha_i) + \log(\beta_i)\) and \(\varphi(\alpha) = \sum_i \varphi_i(\alpha)\). With that, our goal is to find a non-negative \(\alpha\) such that \(\varphi_i(\alpha) = 0\) for all \(i\). We can
Figure 2. Visualization of the update direction: We show the update direction (blue) obtained by various methods on three gradients in $\mathbb{R}^3$. We rescaled the returned vectors for better visibility, showing only the direction. We further show the size of the projection (red) of the update to each gradient direction (black). Nash-MTL produce an update direction with the most balanced projections.

Algorithm 1 Nash-MTL

Input: $\theta^{(0)}$ – initial parameter vector, $\{\ell_i\}_{i=1}^K$ – differentiable loss functions, $\eta$ – learning rate

for $t = 1, ..., T$

Compute task gradients $g^{(t)}_i = \nabla_{\theta^{(t)}} \ell_i$

Set $G^{(t)}$ the matrix with columns $g^{(t)}_i$

Solve for $\alpha^t: (G^{(t)})^\top G^{(t)} \alpha = 1/\alpha$ to obtain $\alpha^{(t)}$

Update the parameters $\theta^{(t)} = \theta^{(t)} - \eta G^{(t)} \alpha^{(t)}$

end for

Return: $\theta^{(T)}$

write this as the following optimization problem

$$\min_\alpha \sum_i \varphi_i(\alpha) \quad \text{s.t.} \forall i, \quad -\varphi_i(\alpha) \leq 0, \quad \alpha_i > 0 .$$

The constraints in this problem are convex and linear and the objective is concave. We first try to solve the following convex surrogate objective

$$\min_\alpha \sum_i \beta_i(\alpha) \quad \text{s.t.} \forall i, \quad -\varphi_i(\alpha) \leq 0, \quad \alpha_i > 0 .$$

Here, we minimize $\sum_i \beta_i$ under the constraint $\beta_i = g_i^\top G \alpha \geq 1/\alpha_i$. While this objective is not equivalent to the original problem, we found it very useful. In many cases, it produces exact solutions with $\varphi(\alpha) = 0$ as required.

To further improve our approximation, we considered the following problem,

$$\min_\alpha \sum_i \beta_i(\alpha) + \varphi(\alpha) \quad \text{s.t.} \forall i, \quad -\varphi_i(\alpha) \leq 0, \quad \alpha_i > 0 .$$

Adding $\varphi(\alpha)$ to the objective may further reduce it, moving it closer to zero; however, it renders the problem to be non-convex. Despite that, our solution can be improved iteratively by replacing the concave term $\varphi(\alpha)$ with its first-order approximation $\tilde{\varphi}_\tau(\alpha) = \varphi(\alpha^{(\tau)}) + \nabla \varphi(\alpha^{(\tau)})^\top (\alpha - \alpha^{(\tau)})$. Where, $\alpha^{(\tau)}$ is the solution at iteration $\tau$. Note that we replace $\varphi$ with $\tilde{\varphi}$ only in the objective and keep $\varphi(\alpha)$ as is in the constraint: i.e., $\min_\alpha \sum_i \beta_i(\alpha) + \tilde{\varphi}_\tau(\alpha)$ s.t. $-\varphi_i(\alpha) \leq 0$ and $\alpha_i > 0$ for all $i$. This sequential optimization approach is a variation of the concave-convex procedure (CCP) (Yuille & Rangarajan, 2003; Lipp & Boyd, 2016). Therefore, the sequence $\{\alpha^{(\tau)}\}_\tau$ converges to a critical point of the original non-convex problem in Eq. 5 based on previous theory of CCP by Srivastubud & Lanckriet (2009). Moreover, since we do not modify the constraint, $\alpha^{(\tau)}$ always satisfies the constraint of the original problem for any $\tau$. Finally, the following proposition shows that original objective monotonically decreases with $\tau$:

**Proposition 3.2.** Denote the objective for the optimization problem in Eq. 5 by $\phi(\alpha) = \sum_i \beta_i(\alpha) + \varphi(\alpha)$. Then, $\phi(\alpha^{(\tau+1)}) \leq \phi(\alpha^{(\tau)})$ for all $\tau \geq 1$.

We provide proof and further discussion in Appendix A. In practice, we limit the sequence of CCP to 20 in all experiments, with the exception of Section 6.3 for which we use a single step. We found the improved solution to have a limited effect on the MTL performance (see Appendix D.2).

3.3. Practical Speedup

One shortcoming of many leading MTL methods is that all task gradients are required for obtaining the joint update direction. When the number of tasks $K$ becomes large, this may be too computationally expensive as it requires one to perform $K$ backward passes through the shared backbone to compute the $K$ gradients. Prior work suggested using a subset of tasks (Liu et al., 2021a) or replacing the task gradients with the feature level gradient (Sener & Koltun, 2018; Liu et al., 2021b; Javaloy & Valera, 2021) as potential practical speedups. We emphasize that this issue is not
unique to our method, but rather is shared to all methods that compute all gradients for all tasks.

In practice, we found that using feature-level gradients as a surrogate to the gradient of the shared parameters dramatically degrades the performance of our method. See Appendix C for empirical results and further discussion. As an alternative, we suggest updating the gradient weights \( \alpha(t) \) once every few iterations instead of every iteration. This simple yet effective solution greatly reduces the runtime (up to \( \sim \times 10 \) for QM9 and \( \sim \times 5 \) for MT10) while maintaining high performance. In Section 6.4 we provide experimental results while varying the frequency of task weights update on the QM9 dataset and the MT10 benchmark. Our results show that Nash-MTL runtime can be reduced to about the same as linear scalarization (or STL) while maintaining competitive results compared to other baselines; However, in some cases, we do see a noticeable drop in performance compared with our standard approach.

### 4. Related Work

In multitask learning (MTL), one simultaneously solves several learning problems while sharing information among tasks (Caruana, 1997; Ruder, 2017), commonly through a joint hidden representation (Zhang et al., 2014; Dai et al., 2016; Pinto & Gupta, 2017; Zhao et al., 2018; Liu et al., 2019b). Studies in the literature proposed several explanations for the difficulty in the optimization process of MTL, such as conflicting gradients (Wang et al., 2020; Yu et al., 2020a), or plateaus in the loss landscape (Schaul et al., 2019). Other studies aimed at improving multitask learning by proposing novel architectures (Misra et al., 2016; Hashimoto et al., 2017; Liu et al., 2019b; Chen et al., 2020). We focus on weighting the gradients of the tasks via an axiomatic approach that is agnostic to the architecture used. Studies in a similar vein proposed to weigh the task losses with various approaches, such as the uncertainty of the tasks (Kendall et al., 2018), the norm of the gradients (Chen et al., 2018), random weights (Lin et al., 2021), and similarity of the gradients (Du et al., 2018; Suteu & Guo, 2019). These methods are mostly heuristic and can have unstable performance (Liu et al., 2021a). Recently, several studies proposed MTL approaches based on the multiple-gradient descent algorithm (MGDA) for multi-objective optimization (Désidéri, 2012). This is an appealing approach since, under mild conditions, convergence to a Pareto stationary point is guaranteed. Sener & Koltun (2018) cast the multi-objective problem to multi-task problem and suggest task weighting based on the Frank-Wolfe algorithm (Jaggi, 2013). Liu et al. (2021a) searches for an update direction in a neighborhood of the average gradient that maximizes the worst improvement of any task. Unlike these studies, we propose an MTL approach based on a Bargaining game that can find solutions that are Pareto optimal and proportionally fair.

The closest work to our approach, to the best of our knowledge, is Liu et al. (2021b). There, the authors propose to look for a fair gradient direction where all the cosine similarities are equal. We note that this update direction satisfies all of the Nash axioms except for Pareto optimality. Thus, unlike our proportionally fair approach, it can settle for a sub-optimal solution for the sake of fairness.

Finally, we note that the Nash bargaining solution was effectively applied to problems in various fields such as communication (Zhang et al., 2008; Leshem & Zehavi, 2011; Shi et al., 2018), economics (Dagan & Volij, 1993), and computing (Grosu et al., 2002), and to several learning setups, such as reinforcement learning (Qiao et al., 2006), Bayesian optimization (Binois et al., 2020), clustering (Rezaee et al., 2021), federated learning (Kim, 2021), and multi-armed bandits (Baek & Farias, 2021).
Table 2. NYUv2. Test performance for three tasks: semantic segmentation, depth estimation, and surface normal. Values are averages over 3 random seeds.

| Segmentation | Depth | Surface Normal |
|--------------|-------|----------------|
| mIoU ▲ | Pix Acc ▲ | Abs Err ▼ | Rel Err ▼ | Angle Distance ↓ | Within t² ↑ |
| Mean | Median | 11.25 | 22.5 | 30 |
| STL | 38.30 | 63.76 | 0.6754 | 0.2780 | 25.01 | 19.21 | 30.14 | 57.20 | 69.15 | 8.11 | 5.59 |
| LS | 39.29 | 65.33 | 0.5493 | 0.2263 | 28.15 | 23.96 | 22.09 | 47.50 | 61.08 | 7.11 | 4.39 |
| SI | 38.45 | 64.27 | 0.5354 | 0.2201 | 27.60 | 23.37 | 22.53 | 48.57 | 62.32 | 6.88 | 3.57 |
| RLW | 37.17 | 63.77 | 0.5759 | 0.2410 | 28.27 | 24.18 | 22.26 | 47.05 | 60.62 | 10.11 | 7.78 |
| DWA | 39.11 | 65.31 | 0.5510 | 0.2285 | 27.61 | 23.18 | 24.17 | 50.18 | 62.39 | 6.88 | 3.57 |
| UW | 36.87 | 63.17 | 0.5446 | 0.2260 | 27.04 | 22.61 | 23.54 | 49.05 | 63.65 | 6.44 | 4.05 |
| MGDA | 30.47 | 59.90 | 0.6070 | 0.2555 | 24.88 | 19.45 | 29.18 | 56.88 | 69.36 | 5.44 | 1.38 |
| PCGrad | 38.06 | 64.64 | 0.5550 | 0.2325 | 27.41 | 22.80 | 23.86 | 49.83 | 63.14 | 6.88 | 3.97 |
| GradDrop | 39.39 | 65.12 | 0.5455 | 0.2279 | 27.48 | 22.96 | 23.38 | 49.44 | 62.87 | 6.44 | 3.58 |
| CAGrad | 39.79 | 65.49 | 0.5486 | 0.2250 | 26.31 | 21.58 | 25.61 | 52.36 | 65.58 | 3.77 | 0.20 |
| IMTL-G | 39.35 | 65.60 | 0.5426 | 0.2256 | 26.02 | 21.19 | 26.2 | 53.13 | 66.24 | 3.11 | 0.76 |
| Nash-MTL | 40.13 | 65.93 | 0.5261 | 0.2171 | 25.26 | 20.08 | 28.4 | 55.47 | 68.15 | 1.55 | -0.76 |

5. Analysis

We now analyze the convergence of our method in the convex and non-convex cases. As even single-task non-convex optimization might only converge to a stationary point, we will prove convergence to a Pareto stationary point, i.e., a point where some convex combination of the gradients is zero. As stated, we also assume that the gradients are independent while not at a Pareto stationary point. Independence of the gradients is a slightly stronger assumption than Pareto stationarity but is needed to exclude degenerate edge cases such as two identical tasks.

We note that by substituting local Pareto optimality for Pareto stationarity in Assumption 5.1 we can show convergence to a local Pareto optimal point. However, this assumption has strong implications, as it implies we avoid local maxima and saddle points of any specific task. Since our update rule is a descent direction for all tasks, we can reasonably assume that our algorithm avoids local maxima points. Furthermore, it was shown that first-order methods avoid saddle points (Panageas et al., 2019), giving credence to this stronger assumption. Nevertheless, we take a conservative approach and state our results with the weaker assumption.

We formally make the following assumptions:

**Assumption 5.1.** We assume that for a sequence \( \{\theta(t)\}_{t=1}^{\infty} \) generated by our algorithm, the set of the gradient vectors \( g_1, \ldots, g_K \) at any point on the sequence and at any partial limit are linearly independent unless that point is a Pareto stationary point.

**Assumption 5.2.** We assume that all loss functions are differentiable, bounded below and that all sub-level sets are bounded. The input domain is open and convex.

**Assumption 5.3.** We assume that all the loss functions are L-smooth,

\[
\|\nabla \ell_i(x) - \nabla \ell_i(y)\| \leq L_\ell \|x - y\|. \tag{6}
\]

**Theorem 5.4.** Let \( \{\theta(t)\}_{t=1}^{\infty} \) be the sequence generated by the update rule \( \theta(t+1) = \theta(t) - \mu(t) \Delta \theta(t) \) where \( \Delta \theta(t) = \sum_{i=1}^{K} \alpha_i(t) g_i(t) \) is the Nash bargaining solution \( (G(t))\top G(t) \alpha(t) = 1/\alpha(t) \). Set \( \mu(t) = \min_{i \in [K]} \frac{1}{LK \alpha_i(t)} \). Then, the sequence \( \{\theta(t)\}_{t=1}^{\infty} \) has a subsequence that converges to a Pareto stationary point \( \theta^* \). Moreover all the loss functions \( (\ell_1(\theta(t)), \ldots, \ell_K(\theta(t))) \) converge to \( (\ell_1(\theta^*), \ldots, \ell_K(\theta^*)) \).

**Proof sketch.** We can show that \( \mu(t) = \min_{i \in [K]} \frac{1}{\alpha_i(t)} \to 0 \) so \( \|\alpha(t)\| \to \infty \). We also show that \( \|1/\alpha(t)\| \) is bounded. As \( (G(t))\top G(t) \alpha(t) = 1/\alpha(t) \) this means that the smallest singular value of \( (G(t))\top G(t) \) must converge to zero. From compactness \( \{\theta(t)\}_{t=1}^{\infty} \) has a converging subsequence whose limit we denote as \( \theta^* \). From continuity we get that the gradients Gram matrix \( G(t)\top G(t) \) computed at \( \theta^* \) must have a zero singular value and therefore the gradients are linearly dependent. From our assumption this means that \( \theta^* \) is Pareto stationary. As the losses are monotonically decreasing and bounded below they must converge and to the subsequence limit of \( (\ell_1(\theta^*), \ldots, \ell_K(\theta^*)) \).

If we also assume convexity, we can strengthen our claim.

**Theorem 5.5.** Let \( \{\theta(t)\}_{t=1}^{\infty} \) be the sequence generated by the update rule \( \theta(t+1) = \theta(t) - \mu(t) \Delta \theta(t) \) where \( \Delta \theta(t) = \sum_{i=1}^{K} \alpha_i(t) g_i(t) \) is the Nash bargaining solution \( (G(t))\top G(t) \alpha(t) = 1/\alpha(t) \). Set \( \mu(t) = \min_{i \in [K]} \frac{1}{LK \alpha_i(t)} \). If
we assume that all the loss functions are convex, then the sequence \( \{\theta^{(t)}\}_{t=1}^\infty \) converges to a Pareto optimal point \( \theta^* \).

See the full proofs in the appendix Sec. A.

### 6. Experiments

We evaluate Nash-MTL on diverse multi-task learning problems. The experiments show the superiority of Nash-MTL over previous MTL methods. To support future research and the reproducibility of the results, we will make our source code publicly available. Additional experimental results and details are provided in Appendix B.

**Compared methods:** We compare the following approaches: (1) Our proposed Nash-MTL algorithm described in Section 3; (2) Single task learning (STL), training an independent model for each task; (3) Linear scalarization (LS) baseline which minimizes \( \sum_k \ell_k \); (4) Scale-invariant (SI) baseline which minimizes \( \sum_k \log \ell_k \). This baseline is invariant to rescaling each loss with a positive number; (5) Dynamic Weight Average (DWA) (Liu et al., 2019b) adjusts task weights based on the rates of loss changes over time; (6) Uncertainty weighting (UW) (Kendall et al., 2018) uses task uncertainty quantification to adjust task weights; (7) MGDA (Sener & Koltun, 2018) finds a convex combination of gradients with a minimal norm; (8) Random loss weighting (RLW) with normal distribution, scales the losses according to randomly sampled task weights (Lin et al., 2021); (9) PCGrad (Yu et al., 2020a) removes conflicting components of each gradient w.r.t the other gradients; (10) GradDrop (Chen et al., 2020) randomly drops components of the task gradients based on how much they conflict; (11) CAGrad (Liu et al., 2021a) optimizes for the average loss while explicitly controlling the minimum decrease rate across tasks; (12) IMTL-G (Liu et al., 2021b) uses an update direction with equal projections on task gradients. IMTL-G is applied to the feature-level gradients, as was suggested by the authors. We also tried applying IMTL-G to the shared-parameters gradient for a fair comparison, but its performance was even worse.

**Evaluation.** For each experiment, we report the common evaluation metrics for each task. Since naturally MTL does not carry a single objective and since the scale of per-task metrics often varies significantly, we report two metrics that capture the overall performance: (1) \( \Delta_m\% \), the average per-task performance drop of method \( m \) relative to the STL baseline denoted \( b \). Formally, \( \Delta_m\% = \frac{1}{K} \sum_{k=1}^{K} (-1)^k (M_{m,k} - M_{b,k})/M_{b,k} \), where \( M_{m,k} \) is the value of metric \( M_k \) obtained by the baseline and \( M_{b,k} \) by the compared method. \( \delta_k = 1 \) if a higher value is better for a metric \( M_k \) and 0 otherwise (Maninis et al., 2019; Liu et al., 2021a). (2) Mean Rank (MR): The average rank of each method across the different tasks (lower is better). A method receives the best value, MR = 1, if it ranks first in all tasks.

#### 6.1. Multi-Task Regression for QM9

We evaluate Nash-MTL on predicting 11 properties of molecules from the QM9 dataset (Ramakrishnan et al., 2014), a widely used benchmark for graph neural networks. QM9 consists of \( \sim 130K \) molecules represented as graphs annotated with both node and edge features. We used the QM9 example in PyTorch Geometric (Fey & Lenssen, 2019), and use 110K molecules for training, 10K for validation, and 10K as a test set. As each task target range is at a different scale, this could be an issue for other methods that are not scale-invariant like ours. For fairness, we normalized each task target to have zero mean and unit standard deviation. We use the popular GNN model from

| Segmentation | Depth | MR | \( \Delta_m\% \) |
|-------------|-------|----|-----------------|
| mIoU ↑ | Pix Acc ↑ | Abs Err ↓ | Rel Err ↓ | \( \Delta_m\% \) ↓ |
| STL | 74.01 | 93.16 | 0.0125 | 27.77 |
| LS | 75.18 | 93.49 | 0.0155 | 46.77 | 6.12 | 22.60 |
| SI | 70.95 | 91.73 | 0.0161 | 33.83 | 8.00 | 14.11 |
| RLW | 74.57 | 93.41 | 0.0158 | 47.79 | 9.25 | 24.38 |
| DWA | 75.24 | 93.52 | 0.0160 | 44.37 | 6.00 | 21.45 |
| UW | 72.02 | 92.85 | 0.0140 | 30.13 | 5.25 | 5.89 |
| MGDA | 68.84 | 91.54 | 0.0309 | 33.50 | 8.75 | 44.14 |
| PCGrad | 75.13 | 93.48 | 0.0154 | 42.07 | 6.37 | 18.29 |
| GradDrop | 75.27 | 93.53 | 0.0157 | 47.54 | 5.50 | 23.73 |
| CAGrad | 75.16 | 93.48 | 0.0141 | 37.60 | 5.37 | 11.64 |
| IMTL-G | 75.33 | 93.49 | 0.0135 | 38.41 | 3.62 | 11.10 |
| Nash-MTL | 75.41 | 93.66 | 0.0129 | 35.02 | 1.75 | 6.82 |
Gilmer et al. (2017), a network comprised of several concatenated message passing layers, which update the node features based on both node and edge features, followed by the pooling operator from Vinyals et al. (2015). Specifically, we used the implementation from Fey & Lenssen (2019). We train each method for 200 epochs and search for the best learning-rate (lr) given by the $\Delta_m$ performance on the validation set. We use a learning-rate scheduler to reduce the lr once the validation $\Delta_m$ metric has stopped improving. The validation set is also used for early stopping.

Predicting molecular properties in QM9 poses a significant challenge for MTL methods because the number of tasks is large and because the loss scales vary significantly. The scale issue is only partially resolved by normalization because some tasks are easier to learn than others. Prior work found that single-task learning significantly improves performance on all targets compared to MTL methods (Maron et al., 2019; Klicpera et al., 2020).

Results are shown in Figure 3 and Table 1. Nash-MTL achieves the best performance in terms of both MR and $\Delta_m$. Interestingly, most MTL methods fall short compared to the simple scale-invariant baseline, which ignores gradient interaction, except for IMTL-G whose performance is on par with this baseline. This result shows that the scale-invariant property of our approach can be beneficial. See Appendix D.1 for the per-task evaluation results.

6.2. Scene Understanding

We follow the protocol of (Liu et al., 2019b) and evaluate Nash-MTL on the NYUv2 and Cityscapes datasets (Silberman et al., 2012; Cordts et al., 2016). NYUv2 is an indoor scene dataset that consists of 1449 RGBD images and dense per-pixel labeling with 13 classes. We use this dataset as a multitask learning benchmark for semantic segmentation, depth estimation, and surface normal prediction.

The CityScapes dataset (Cordts et al., 2016) contains 5000 high-resolution street-view images with dense per-pixel annotations. We use this dataset as a multitask learning benchmark for semantic segmentation and depth estimation. To speed up the training phase, all images were resized to $128 \times 256$. The original dataset contains 19 categories for pixel-wise semantic segmentation, together with ground-truth depth maps. For segmentation, we used a coarser version of the labels with 7 classes.

For all MTL methods, we train a Multi-Task Attention Network (MTAN) (Liu et al., 2019b) which adds an attention mechanism on top of the SegNet architecture (Badrinarayanan et al., 2017). We follow the training procedure from Liu et al. (2019b); Yu et al. (2020a); Liu et al. (2021a). Each method is trained for 200 epochs with the Adam optimizer (Kingma & Ba, 2015) and an initial learning-rate of $1e - 4$. The learning-rate is halved to $5e - 5$ after 100 epochs. As in (Liu et al., 2021a) The STL baseline refers to training task-specific SegNet models.

The results are presented in Table 2 and Table 3. Our method, Nash-MTL, achieves the best MR in both datasets, the best $\Delta_m$ in NYUv2 and the seconds to best $\Delta_m$ in the CityScapes experiment. Nash-MTL performance is well balanced across tasks. MGDA is primarily focused on the task of predicting surface normals and achieves poor performance on the other two tasks. The inherent biasedness of MGDA towards the task with the smallest gradient magnitude was previously discussed in Liu et al. (2021b). We note that the optimal solution under Nash-MTL for the two tasks case is equivalent to independently normalizing each gradient and summing with equal weights. While this is a fairly simple approach for MTL, we show that it outperforms almost all the compared MTL methods on the two-tasks CityScapes benchmark.

6.3. Multi-Task Reinforcement Learning

We consider a multi-task RL problem and evaluate Nash-MTL on the MT10 environment from the Meta-World benchmark (Yu et al., 2020b). This benchmark involves a simulated robot trained to perform actions like pressing a button and opening a window, each action treated as a task, for a total of 10 tasks. The goal is to learn a policy that can succeed across all the diverse sets of manipulation tasks. Following previous works on MTL-RL (Yu et al., 2020a; Liu et al., 2021a; Sodhani et al., 2021), we use Soft Actor-Critic (SAC) (Haarnoja et al., 2018) as the base RL algorithm. Along with the MTL methods (1) CAGrad (Liu et al., 2021a) and (2) PCGrad (Yu et al., 2020a) applied to a shared model SAC, we evaluate the following methods: (3) STL, one SAC model per task; (4) MTL SAC with a shared model; (5) Multi-task SAC with task encoder (MTL SAC + TE, Yu et al. (2020b)); (6) Multi-headed SAC (MH SAC) with task-specific heads (Yu et al., 2020b); (7) Soft Modularization (SM, Yang et al. (2020)) which estimates per-task routes for different tasks in a shared model, and;
Table 5. Training runtime per episode and average success for the MT10 benchmark, computed over 10 random seeds while varying the frequency of task weights updates in Nash-MTL.

| Method          | Success ± SEM | Runtime [Sec.] |
|-----------------|---------------|----------------|
| MTL-SAC         | 0.49 ± 0.073  | 7.3            |
| PCGrad          | 0.72 ± 0.022  | 9.7            |
| CAGrad          | 0.83 ± 0.045  | 20.9           |
| Nash-MTL        | 0.91 ± 0.031  | 40.7           |
| Nash-MTL-50     | 0.85 ± 0.022  | 8.6            |
| Nash-MTL-100    | 0.87 ± 0.033  | 7.9            |

Nash-MTL achieves the best performance by a large margin. In addition, Nash-MTL is the only MTL method to reach the same performance as the per-task SAC STL baseline.

6.4. Scaling-up Nash-MTL

One of the major drawbacks of the SOTA MTL methods is that they require access to all task gradients to compute the optimal update direction (Sener & Koltun, 2018; Yu et al., 2020a; Liu et al., 2021b; a). This requires one to perform $K$ backward passes at each optimization step, thus scales poorly with the number of tasks. Previous works suggested using a subset of tasks (Liu et al., 2021a) or replacing the task gradients with the feature-level gradient (Sener & Koltun, 2018; Liu et al., 2021b; Javaloy & Valera, 2021) as potential speedups. In our experiments, we found that using the feature-level gradients can greatly reduce Nash-MTL performance (Appendix C). However, here we show that the simple solution of updating task weights less frequently maintains good performance while dramatically reducing the training time.

One approach to alleviate this issue is to update the task weights less frequently, and use these weights in subsequent steps. We evaluate this approach using the QM9 dataset and the MT10 benchmark and present the result in Figure 4 and Table 5. We denote Nash-MTL with task weight update every $T$ optimization steps with Nash-MTL-$T$.

The results show that Nash-MTL is fairly robust to varying intervals between weights updates. While this simple approach results in a small degradation in performance, it can dramatically decrease the training time of our method. For example, on the QM9, updating the weights every 5/50 steps results in a $\times 3.7/9.8$ speedup w.r.t updating the weights at each step. On the MT10 environment, updating the weights every 100 steps result in $\sim \times 10$ speedup (only $\sim \times 1.1$ slower than the fastest baseline) while outperforming all other MTL baseline method (Table 5).

7. Conclusion

In this work, we present Nash-MTL, a novel and principled approach for multitask learning. We frame the gradient combination step in MTL as a bargaining game and use the Nash bargaining solution to find the optimal update direction. We highlight the importance of the scale invariance approach for multitask learning, specifically for setups with varying loss scales and gradient magnitudes. We provide a theoretical convergence analysis for Nash-MTL, showing that it converges to a Pareto optimal and Pareto stationary points in the convex and non-convex settings, respectively. Finally, our experiments show that Nash-MTL achieves state-of-the-art results on various benchmarks across multiple domains.
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A. Proofs

Lemma A.1. If \( \mathcal{L} \) is differential and \( L \)-smooth (assumption 5.3) then \( \mathcal{L}(\theta') \leq \mathcal{L}(\theta) + \nabla \mathcal{L}(\theta)^\top (\theta' - \theta) + \frac{L}{2} \| \theta' - \theta \|^2 \).

Proof. Fix \( \theta, \theta' \in \text{dom}(\mathcal{L}) \subseteq \mathbb{R}^d \). Since \( \text{dom}(\mathcal{L}) \) is a convex and open set, there exists \( \epsilon > 0 \) such that \( \theta + t(\theta' - \theta) \in \text{dom}(\mathcal{L}) \) for all \( t \in [-\epsilon, 1 + \epsilon] \). Set \( \epsilon > 0 \) to be such a number. Thus, we can define a function \( \tilde{\mathcal{L}} : [-\epsilon, 1 + \epsilon] \to \mathbb{R} \) by \( \tilde{\mathcal{L}}(t) = \mathcal{L}(\theta + t(\theta' - \theta)) \). With this, \( \tilde{\mathcal{L}}(1) = \mathcal{L}(\theta') \), \( \tilde{\mathcal{L}}(0) = \mathcal{L}(\theta) \), and \( \nabla \tilde{\mathcal{L}}(t) = \nabla \mathcal{L}(\theta + t(\theta' - \theta))^\top (\theta' - \theta) \) for \( t \in [0, 1] \subseteq (-\epsilon, 1 + \epsilon) \). From Assumption 5.3, \( \| \nabla \mathcal{L}(\theta') - \nabla \mathcal{L}(\theta) \| \leq L \| \theta' - \theta \| \), therefore

\[
\| \nabla \tilde{\mathcal{L}}(t) - \nabla \tilde{\mathcal{L}}(t') \| = \| \nabla \mathcal{L}(\theta + t(\theta' - \theta)) - \nabla \mathcal{L}(\theta + t'(\theta' - \theta)) \| \\
\leq \| \theta' - \theta \| \| \nabla \mathcal{L}(\theta + t(\theta' - \theta)) - \nabla \mathcal{L}(\theta + t'(\theta' - \theta)) \|
\leq L \| \theta' - \theta \| \| (t' - t)(\theta' - \theta) \| \\
\leq L \| \theta' - \theta \| ^2 \| t' - t \|.
\]

Hence, \( \nabla \tilde{\mathcal{L}} : [0, 1] \to \mathbb{R} \) is Lipschitz continuous, and therefore continuous. By using the fundamental theorem of calculus with the continuous function \( \nabla \tilde{\mathcal{L}} : [0, 1] \to \mathbb{R} \),

\[
\mathcal{L}(\theta') = \mathcal{L}(\theta) + \int_0^1 \nabla \mathcal{L}(\theta + t(\theta' - \theta))^\top (\theta' - \theta) dt \\
= \mathcal{L}(\theta) + \nabla \mathcal{L}(\theta)^\top (\theta' - \theta) + \int_0^1 (\nabla \mathcal{L}(\theta + t(\theta' - \theta)) - \nabla \mathcal{L}(\theta))^\top (\theta' - \theta) dt \\
\leq \mathcal{L}(\theta) + \nabla \mathcal{L}(\theta)^\top (\theta' - \theta) + \int_0^1 \| \nabla \mathcal{L}(\theta + t(\theta' - \theta)) - \nabla \mathcal{L}(\theta) \| \| \theta' - \theta \| dt \\
\leq \mathcal{L}(\theta) + \nabla \mathcal{L}(\theta)^\top (\theta' - \theta) + \int_0^1 tL \| \theta' - \theta \|^2 dt \\
= \mathcal{L}(\theta) + \nabla \mathcal{L}(\theta)^\top (\theta' - \theta) + \frac{L}{2} \| \theta' - \theta \|^2. \tag{7}
\]

\[\square\]

Theorem (5.4). Let \( \{ \theta^{(t)} \}_{t=1}^\infty \) be the sequence generated by the update rule \( \theta^{(t+1)} = \theta^{(t)} - \mu^{(t)} \Delta \theta^{(t)} \) where \( \Delta \theta^{(t)} = \sum_{i=1}^K \alpha_i^{(t)} g_i^{(t)} \) is the Nash bargaining solution \( (G^{(t)})^\top G^{(t)} \alpha^{(t)} = 1/\alpha^{(t)} \). Set \( \mu^{(t)} = \min_{i \in [K]} \frac{1}{LK \alpha_i^{(t)}} \). The sequence \( \{ \theta^{(t)} \}_{t=1}^\infty \) has a subsequence that converges to a Pareto stationary point \( \theta^* \). Moreover all the loss functions \( \{ \ell_1(\theta^{(t)}), \ldots, \ell_K(\theta^{(t)}) \} \) converge to \( \{ \ell_1(\theta^*), \ldots, \ell_K(\theta^*) \} \).

Proof. We first note that if for some step we reach a Pareto stationary solution the algorithm halts and sequence stays fixed at that point and therefore converges; Next, we assume that we never get to an exact Pareto stationary solution at any finite step.

We note that the norm of \( \Delta \theta^{(t)} \) is \( \sqrt{K} \) as \( \| \Delta \theta^{(t)} \|^2 = \sum_{i=1}^K \alpha_i g_i^\top \Delta \theta^{(t)} = \sum_{i=1}^K \alpha_i \cdot 1/\alpha_i = K \). For each loss \( \ell_i \) we have using Lemma A.1

\[
\ell_i(\theta^{(t+1)}) \leq \ell_i(\theta^{(t)}) - \mu^{(t)} \nabla \ell_i(\theta^{(t)})^\top \Delta \theta^{(t)} + \frac{L}{2} \| \mu^{(t)} \Delta \theta^{(t)} \|^2 = \tag{8}
\]

\[
\ell_i(\theta^{(t)}) - \frac{\mu^{(t)}}{\alpha_i^{(t)}} + \frac{(\mu^{(t)})^2 L K}{2} \leq \ell_i(\theta^{(t)}) - \frac{\mu^{(t)}}{2\alpha_i^{(t)}} \leq \ell_i(\theta^{(t)}) \tag{9}
\]

This shows that our update decreases all the loss functions. We can average over inequality 9 over all losses and get for \( \bar{\mathcal{L}}(\theta) = \frac{1}{K} \sum_{i=1}^K \ell_i(\theta) \):

\[
\ell_i(\theta^{(t+1)}) \leq \ell_i(\theta^{(t)}) - \mu^{(t)} \nabla \ell_i(\theta^{(t)})^\top \Delta \theta^{(t)} + \frac{L}{2} \| \mu^{(t)} \Delta \theta^{(t)} \|^2 = \tag{8}
\]

\[
\ell_i(\theta^{(t)}) - \frac{\mu^{(t)}}{\alpha_i^{(t)}} + \frac{(\mu^{(t)})^2 L K}{2} \leq \ell_i(\theta^{(t)}) - \frac{\mu^{(t)}}{2\alpha_i^{(t)}} \leq \ell_i(\theta^{(t)}) \tag{10}
\]
\[
\mathcal{L}(\theta^{(t+1)}) \leq \mathcal{L}(\theta^{(t)}) - \mu^{(t)} \sum_{i=1}^{K} \frac{1}{\alpha^{(t)}_i} + \frac{(\mu^{(t)})^2LK}{2} \leq \mathcal{L}(\theta^{(t)}) - LK(\mu^{(t)})^2 + \frac{(\mu^{(t)})^2LK}{2} = \mathcal{L}(\theta^{(t)}) - \frac{LK(\mu^{(t)})^2}{2}.
\]

From this we can conclude that \(\sum_{t=1}^{\infty} \frac{LK(\mu^{(t)})^2}{2} \leq \mathcal{L}(\theta^{(0)}) - \mathcal{L}(\theta^{(t+1)})\). As \(\mathcal{L}(\theta^{(t)})\) is bounded below we must have that the infinite series \(\sum_{t=1}^{\infty} \frac{LK(\mu^{(t)})^2}{2} < \infty\), and also \(\mu^{(t)} \to 0\). It follows that \(\min_{i \in [K]} 1/\alpha^{(t)}_i \to 0\) and therefore \(||\alpha^{(t)}|| \to \infty\).

We will now show that \(\mathcal{L}(\theta^{(t)})\) is decreasing we have that the sequence \(\theta^{(t)}\) is in the sublevel set \(\{\theta : \mathcal{L}(\theta) \leq \mathcal{L}(\theta_0)\}\) which is closed and bounded and therefore compact. If follows that there exists \(M < \infty\) such that \(||g^{(t)}_i|| \leq M\) for all \(t\) and \(i \in [K]\). We have for all \(i\) and \(t\), \(1/\alpha^{(t)}_i = ||g^{(t)}_i||_T \mathbf{T} \theta^{(t)}_i| \leq \sqrt{K} ||g^{(t)}_i|| = \sqrt{K} M < \infty\), and so \(\mathcal{L}(\theta^{(t)})\) is bounded. Combining these two results we have \(\|1/\alpha^{(t)}\| \geq \sigma_K((G^{(t)}G^{(t)}))^\top ||\alpha^{(t)}\|\), where \(\sigma_K((G^{(t)}G^{(t)}))^\top\) is the smallest singular value of \((G^{(t)}G^{(t)})^\top\). Since the norm of \(\alpha^{(t)}\) goes to infinity and the norm \(1/\alpha^{(t)}\) is bounded, it follows that \(\sigma_K((G^{(t)}G^{(t)})^\top) \to 0\).

Now, since \(\{\theta : \mathcal{L}(\theta) \leq \mathcal{L}(\theta_0)\}\) is compact there exists a subsequence \(\theta^{(t_j)}\) that converges to some point \(\theta^*\). As \(\sigma_K((G^{(t)}G^{(t)}))^\top \to 0\) we have from continuity that \(\sigma_K(G^\top G) = 0\) where \(G^\top\) is the matrix of gradients at \(\theta^*\). This means that the gradients at \(\theta^*\) are linearly dependent and therefore \(\theta^*\) is Pareto stationary by assumption 5.1. As for all \(i\) the sequence \(\{\ell_i(\theta^{(t)}_i)\}_{t=1}^{\infty}\) is monotonically decreasing and bounded below they all converges. Since \(\ell_i(\theta^*)\) is the limit of a subsequence we get that \(\ell_i(\theta^{(t)}_i) \to \ell_i(\theta^*)\).

We now show that if we add a convexity assumption then we can prove convergence to the Pareto front.

**Theorem (5.5).** Let \(\{\theta^{(t)}\}_{t=1}^{\infty}\) be the sequence generated by the update rule \(\theta^{(t+1)} = \theta^{(t)} - \mu^{(t)} \Delta \theta^{(t)}\) where \(\Delta \theta^{(t)} = \sum_{i=1}^{K} \alpha^{(t)}_i g^{(t)}_i\) is the Nash bargaining solution \((G^{(t)}G^{(t)} \alpha^{(t)} = 1/\alpha^{(t)}\). Set \(\mu^{(t)} = \min_{i \in [K]} \frac{1}{LK\alpha^{(t)}_i}\). If we also assume that all the loss functions are convex then the sequence \(\{\theta^{(t)}\}_{t=1}^{\infty}\) converges to a Pareto optimal point \(\theta^*\).

**Proof.** We note that this proof uses intermediate results from the proof of theorem 5.4. Given theorem 5.4 it suffices to prove that the sequence \(\{\theta^{(t)}\}_{t=1}^{\infty}\) converges, that would mean it converges to the partial limit \(\theta^*\) that is Pareto stationary, and from convexity it would be Pareto optimal (as the optimizer of the convex combination of losses). For a convex and differential loss function, we have

\[
\ell(\theta') \geq \ell(\theta) + \nabla \ell(\theta) \top (\theta' - \theta)
\]

We can bound

\[
||\theta^{(t+1)} - \theta^*||^2 = ||\theta^{(t)} - \mu^{(t)} \Delta \theta^{(t)} - \theta^*||^2 = ||\theta^{(t)} - \theta^*||^2 + 2 \mu^{(t)} (\Delta \theta^{(t)}) \top (\theta^{(t)} - \theta^*) \]

\[
\leq ||\theta^{(t)} - \theta^*||^2 + (\mu^{(t)})^2 K \sum_{i=1}^{K} \alpha^{(t)}_i (g^{(t)}_i)^\top (\theta^{(t)} - \theta^*)
\]

\[
\leq ||\theta^{(t)} - \theta^*||^2 + (\mu^{(t)})^2 K \sum_{i=1}^{K} \alpha^{(t)}_i (\ell_i(\theta^*) - \ell_i(\theta^{(t)}))
\]

\[
\leq ||\theta^{(t)} - \theta^*||^2 + (\mu^{(t)})^2 K \sum_{i=1}^{K} \alpha^{(t)}_i (\ell_i(\theta^{(t+1)}) - \ell_i(\theta^{(t)}))
\]

\[
\leq ||\theta^{(t)} - \theta^*||^2 + (\mu^{(t)})^2 K - 2 \mu^{(t)} \sum_{i=1}^{K} \alpha^{(t)}_i \mathbb{E}(\theta^{(t+1)}_i) - \mu^{(t)} \alpha^{(t)}_i
\]

\[
= ||\theta^{(t)} - \theta^*||^2
\]
We provide here full experimental details for all experiments described in the main text.

We have that the sequence $\|\theta(t) - \theta^*\|$ is monotonically decreasing and bounded below by zero. Also, it has a subsequence that converges to zero, and so it must hold that the sequence $\|\theta(t) - \theta^*\|$ also converge to zero, or equivalently $\theta(t) \to \theta^*$.

**Proposition (3.1).** Denote the objective for the optimization problem in Eq. 5 by $\phi(\alpha) = \sum_i \beta_i(\alpha) + \varphi(\alpha)$. Then, $\phi(\alpha(t+1)) \leq \phi(\alpha(t))$ for all $t \geq 1$.

**Proof.** In our concave-convex procedure, we use the following linearization at the $\tau$-th iteration:

$$\hat{\varphi}_\tau(\alpha) = \varphi(\alpha^{(\tau)}) + \nabla \varphi(\alpha^{(\tau)})^\top (\alpha - \alpha^{(\tau)})$$

Then,

$$\hat{\varphi}_\tau(\alpha^{(\tau)}) = \varphi(\alpha^{(\tau)})$$

Moreover, since $\varphi$ is concave and differentiable, we have that

$$\varphi(\alpha^{(\tau+1)}) \leq \varphi(\alpha^{(\tau)}) + \nabla \varphi(\alpha^{(\tau)})^\top (\alpha^{(\tau+1)} - \alpha^{(\tau)}) = \hat{\varphi}_\tau(\alpha^{(\tau+1)})$$

Furthermore, since we minimize the convex objective $\sum_i \beta_i(\alpha) + \hat{\varphi}(\alpha)$ at each iteration of our concave-convex procedure (in the convex feasible set),

$$\sum_i \beta_i(\alpha^{(\tau)}) + \hat{\varphi}_\tau(\alpha^{(\tau)}) \geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \hat{\varphi}_\tau(\alpha^{(\tau+1)})$$

Using Eq. 20–Eq. 22, we have that

$$\phi(\alpha^{(\tau)}) = \sum_i \beta_i(\alpha^{(\tau)}) + \varphi(\alpha^{(\tau)}) = \sum_i \beta_i(\alpha^{(\tau)}) + \hat{\varphi}_\tau(\alpha^{(\tau)}) \geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \hat{\varphi}_\tau(\alpha^{(\tau+1)})$$

$$\geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \varphi(\alpha^{(\tau+1)}) = \phi(\alpha^{(\tau+1)})$$

This proves the statement.

**B. Experimental Details**

We provide here full experimental details for all experiments described in the main text.

**Implementation Details.** We apply all gradient manipulation methods to the gradients of the shared weights, with the exception of IMTL-G, which was applied to the feature-level gradients, as was originally proposed by the authors. We also tried applying IMTL-G to the shared-parameters gradient for a fair comparison, but it did not perform as well. We set the CAGrad’s $c$ hyperparameter to 0.4, which was reported to yield the best performance for NYUv2 and Cityscapes (Liu et al., 2021a). For DWA (Liu et al., 2019b) we set the temperature hyperparameter to 2 which was found empirically to be optimum across all architectures. For RLW (Lin et al., 2021) we sample the weights from a normal distribution.

**QM9.** We adapt the QM9 example in PyTorch Geometric (Fey & Lenssen, 2019), and train the popular GNN model from Gilmer et al. (2017). We use the publicly available implementation, the implementation is provided by Fey & Lenssen (2019). We use 110K molecules for training, 10K for validation, and 10K as a test set. Each task’s targets are normalized to the convex feasible set,

Furthermore, since we minimize the convex objective $\sum_i \beta_i(\alpha) + \varphi(\alpha)$ at each iteration of our concave-convex procedure (in the convex feasible set),

$$\sum_i \beta_i(\alpha^{(\tau)}) + \hat{\varphi}_\tau(\alpha^{(\tau)}) \geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \hat{\varphi}_\tau(\alpha^{(\tau+1)})$$

Using Eq. 20–Eq. 22, we have that

$$\phi(\alpha^{(\tau)}) = \sum_i \beta_i(\alpha^{(\tau)}) + \varphi(\alpha^{(\tau)}) = \sum_i \beta_i(\alpha^{(\tau)}) + \hat{\varphi}_\tau(\alpha^{(\tau)}) \geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \hat{\varphi}_\tau(\alpha^{(\tau+1)})$$

$$\geq \sum_i \beta_i(\alpha^{(\tau+1)}) + \varphi(\alpha^{(\tau+1)}) = \phi(\alpha^{(\tau+1)})$$

This proves the statement.

**Scene Understanding.** We follow the training and evaluation procedure used in previous work on MTL (Liu et al., 2019b; Yu et al., 2020a; Liu et al., 2021a). However, unlike (Liu et al., 2019b), we add data augmentations (DA) during training for

1https://github.com/pyg-team/pytorch_geometric/blob/master/examples/qm9_nn_conv.py
We now set version of the illustrative example in (Liu et al., 2021a). We first present the learning problem from (Liu et al., 2021a): Let using full gradients). This result is not surprising, since we are mainly interested in the inner products of gradients. Consider acceleration method greatly hurts the performance of Nash-MTL, yielding a test $\Delta_m$ of 179.2 (compared to 62.0 when using full gradients). This result is not surprising, since we are mainly interested in the inner products of gradients. Consider

\[ \ell \]

Illustrative Example. We provide here the details for the illustrative example of Figure 1. We use a slightly modified version of the illustrative example in (Liu et al., 2021a). We first present the learning problem from (Liu et al., 2021a): Let $\theta = (\theta_1, \theta_2) \in \mathbb{R}^2$, and consider the following objectives:

\[
\tilde{\ell}_1(\theta) = c_1(\theta)f_1(\theta) + c_2(\theta)g_1(\theta) \quad \text{and} \quad \tilde{\ell}_2(\theta) = c_1(\theta)f_2(\theta) + c_2(\theta)g_2(\theta),
\]

where

\[
\begin{align*}
f_1(\theta) &= \log(\max(0.5(\theta_1 - 7) - \tanh(-\theta_2), 5(\theta_1 - 6))) + 6, \\
f_2(\theta) &= \log(\max(0.5(\theta_1 + 3) - \tanh(-\theta_2) + 2, 5(\theta_1 - 6))) + 6, \\
g_1(\theta) &= (-\theta_1 + 7)^2 + 0.1 \cdot (-\theta_2 - 8)^2 / 10 - 20, \\
g_2(\theta) &= ((-\theta_1 - 7)^2 + 0.1 \cdot (-\theta_2 - 8)^2) / 10 - 20, \\
c_1(\theta) &= \max(\tanh(0.5\theta_2), 0) \quad \text{and} \quad c_2(\theta) = \max(\tanh(-0.5\theta_2), 0)
\end{align*}
\]

We now set $\ell_1 = 0.1 \cdot \tilde{\ell}_1$ and $\ell_2 = \tilde{\ell}_2$ as our objectives, see Figure 5. We use five different initialization points $\{(\theta_1, \theta_2) \in \mathbb{R}^2 \mid (\theta_1, \theta_2) \in (-8.5, 7.5), (0, 0, 0), (9, 0, 9), (-7.5, -0.5), (9, -1.0)\}$. We use the Adam optimizer and train each method for 35K iteration with learning rate of $1e - 3$.

C. Computing Task Gradient at the Features-Level

One common approach for speeding and scaling up MTL methods is using feature-level gradients (from the representation layer) as a surrogate for the task-level gradients computed over the entire shared backbone (Sener & Koltun, 2018; Liu et al., 2021b; Javaloy & Valera, 2021). In this section we evaluate Nash-MTL while using the feature-level gradients for computing the Nash bargaining solution. On the QM9 dataset, we found this approach to accelerate training by $\sim \times 6$. However, this acceleration method greatly hurts the performance of Nash-MTL, yielding a test $\Delta_m$ of 179.2 (compared to 62.0 when using full gradients). This result is not surprising, since we are mainly interested in the inner products of gradients. Consider
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Figure 5. Illustrative example. Visualization of the loss surfaces in our illustrative example of Figure 1

all the compared methods, similar to (Liu et al., 2021a;b). We train each method for 200 epochs with an initial learning-rate of $1e - 4$. The learning-rate is reduced to $5e - 5$ after 100 epochs. For MTL methods, we train a Multi-Task Attention Network (MTAN) (Liu et al., 2019b) built upon SegNet (Badrinarayanan et al., 2017). Similar to previous works (Liu et al., 2021a), the STL baseline refers to training task-specific SegNet models. We use a batch size of 2 and 8 for NYUv2 and CityScapes respectively. To align with previous work on MTL Liu et al. (2019b); Yu et al. (2020a); Liu et al. (2021a) we report the test performance averaged over the last 10 epochs.

MT10. Following previous works (Yu et al., 2020a; Liu et al., 2021a; Sodhani et al., 2021), we use multitask Soft Actor-Critic (SAC) (Haarnoja et al., 2018) as the base RL algorithm for PCGrad, CAGrad, and Nash-MTL. We follow the same experiment setup from and evaluation protocol as in Sodhani et al. (2021); Liu et al. (2021a). Each method is trained over 2 million steps with a batch size of 1280. The agent is evaluated once every 10K environment steps to obtain the average success over tasks. The reported success rate for the agent is the best average performance over all evaluation steps. We repeat this procedure over 10 random seeds, and the performance of each method is obtained by averaging the mean success over all random seeds. For all Nash-MTL experiments, we use a single CCP step in order to speed up computation.
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Figure 6. NYUv2. The mean and standard deviation of test $\Delta_m$ throughout the training process, for Nash-MTL with 1, 20, and 40 CCP steps.

\[ g_i^\top g_j = (\nabla_\theta z \nabla_z \ell_i)^\top \nabla_\theta z \nabla_z \ell_j, \] where $z$ is the feature representation and $\theta$ the shared parameters vector. We see that for $\nabla_z \ell_i^\top \nabla_z \ell_j$ to accurately approximate $g_i^\top g_j$ we need $\nabla_\theta z^\top \nabla_\theta z \approx I$ which is a strong and restricting requirement.

D. Additional Experiments

D.1. Full Results for Multi-task Regression

We provide here the full results for the QM9 experiment of Section 6.1. The results for all methods over all 11 tasks are presented in Table 6. Nash-MTL achieves the best $\Delta_m$ and MR performance. Despite being a simple approach, SI performs well compared to more sophisticated baselines. It achieves the third/second best $\Delta_m$ and MR respectively. The other scale-invariant method, IMTL-G, also performs well in this learning setup.

| Method   | $\mu$  | $\alpha$ | $\epsilon_{\text{HOMO}}$ | $\epsilon_{\text{LUMO}}$ | $\langle R^2 \rangle$ | ZPVE  | $U_0$  | $U$   | $H$   | $G$   | $c_v$ | MR ↓ | $\Delta_m\%$ ↓ |
|----------|--------|----------|--------------------------|--------------------------|-----------------------|-------|-------|-------|-------|-------|------|------|----------------|
| STL      | 0.067  | 0.181    | 60.57                    | 53.91                    | 0.502                 | 58.8  | 64.2  | 63.8  | 66.2  | 0.072 |
| LS       | 0.106  | 0.325    | 73.57                    | 89.67                    | 5.19                  | 14.06 | 143.4 | 144.4 | 144.6 | 140.3 | 0.128 | 6.8  | 177.6          |
| SI       | 0.309  | 0.345    | 149.8                    | 135.7                    | 1.00                  | 4.50  | 55.5  | 55.75 | 55.82 | 55.27 | 0.112 | 1.0  | 49.0            |
| RLW      | 0.113  | 0.340    | 76.95                    | 92.76                    | 5.86                  | 15.46 | 156.3 | 157.1 | 157.6 | 153.0 | 0.137 | 8.2  | 203.8          |
| DWA      | 0.107  | 0.325    | 74.06                    | 90.61                    | 5.09                  | 13.99 | 142.3 | 143.0 | 143.4 | 139.3 | 0.125 | 6.4  | 175.3          |
| UW       | 0.386  | 0.425    | 166.2                    | 155.8                    | 1.06                  | 4.99  | 66.4  | 66.78 | 66.80 | 66.24 | 0.122 | 5.3  | 108.0          |
| MGDA     | 0.217  | 0.368    | 126.8                    | 104.6                    | 3.22                  | 5.69  | 88.37 | 89.4  | 89.32 | 88.01 | 0.120 | 5.9  | 120.5          |
| PCGrad   | 0.106  | 0.293    | 75.85                    | 88.33                    | 3.94                  | 9.15  | 116.3 | 116.8 | 117.2 | 114.5 | 0.110 | 5.0  | 125.7          |
| CAGrad   | 0.118  | 0.321    | 83.51                    | 94.81                    | 3.21                  | 6.93  | 113.99| 114.3 | 114.5 | 112.3 | 0.116 | 5.7  | 112.8          |
| IMTL-G   | 0.136  | 0.287    | 98.31                    | 93.96                    | 1.75                  | 5.69  | 101.4 | 102.4 | 102.0 | 100.1 | 0.096 | 4.7  | 77.2           |
| Nash-MTL | 0.102  | 0.248    | 82.95                    | 81.89                    | 2.42                  | 5.38  | 74.5  | 75.02 | 75.10 | 74.16 | 0.093 | 2.5  | 62.0           |

D.2. Effect of the Number of CCP steps

In this section, we investigate the effect of varying the number of CCP steps in our efficient approximation to $G^\top G_\alpha = 1/\alpha$ (presented in Section 3.2). We use the NYUv2 dataset and train Nash-MTL with CCP sequences of 1, 20, and 40 steps at each (parameters) optimization step.

We found that increasing the CCP sequence improves the approximation to the optimal $\alpha$. Using a single CCP iteration results with $G^\top G_\alpha \approx 1/\alpha$ in 91.5% of the optimization steps, whereas increasing the number of iterations to 20 increases the proportion of optimal solutions to 93.5%. However, we found the improved solution to have no significant improvement
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Figure 7. Task Weights. Task weights obtained from Nash-MTL throughout the optimization process, for (a) NYUv2, and; (b) MT10 with weight update frequency of 100. For better visualization, each point corresponds to a moving average with window size 200.

Table 7. QM9. Runtime per epoch in minutes.

|               | Runtime [Min.] |
|---------------|----------------|
| LS            | 0.54           |
| MGDA          | 7.25           |
| PCGrad        | 7.47           |
| CAGrad        | 6.85           |
| Nash-MTL      | 6.76           |
| Nash-MTL-5    | 1.81           |
| Nash-MTL-50   | 0.69           |

in MTL performance. Figure 6 presents the test $\Delta_m$ throughout the training process.

D.3. Modifying the CCP Objective

In this section we examine the effect of changing the objective of the CCP procedure described in 3.2 (Eq. 5). Here we first solve the convex optimization problem of Eq. 4 to obtain $\alpha_0$. If $G^T G \alpha_0 \approx 1/\alpha_0$ we stop. Else we use the CCP procedure with objective $\varphi(\alpha)$, starting at $\alpha_0$ (dropping the addition $\sum_i \beta_i$ term from Eq. 5). While this objective is more natural, in practice we observe a performance degradation in terms of MTL performance. We obtain $\Delta_m = 64.4$ for the QM9 dataset (vs. 62 reported in the paper), $\Delta_m = -3.5$ (vs. $-4$) for NYUv2 and $\Delta_m = 8.8$ (vs. 6.8) for Cityscapes.

D.4. Visualizing Task Weights

Our method, Nash-MTL, can essentially be viewed as a principled approach for producing dynamic task weights. Here we visualize these task weights throughout the training process using the NYUv2 dataset (Figure 7) and the MT10 dataset (Figure 7(b)).

D.5. Verifying the Task Independence Assumption

Here we provide an empirical justification for our assumption in Section 3 which we state here once again: we assume that the task gradients are linearly independent for each point $\theta$ that is not Pareto stationary. To investigate whether this assumption holds in our experiments, we observe the smallest singular value of gradients Gram matrix $\sigma_K(G^T G)$. The results are presented in Figure 8. We see that for both datasets the $\sigma_k$ decreases as the learning progresses. For the NYUv2 experiment, the smallest singular value remains fairly large throughout the entire training process. On the QM9 dataset, $\sigma_K$ decreases more significantly, to around $\sim 1e - 8$. 
Figure 8. Smallest singular value of $G^\top G$ throughout the training process.