Observing the intrinsic linewidth of a quantum-cascade laser: beyond the Schawlow-Townes limit.
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A comprehensive investigation of the frequency-noise spectral density of a free-running mid-infrared quantum-cascade laser is presented for the first time. It provides direct evidence of the leveling of this noise down to a white noise plateau, corresponding to an intrinsic linewidth of a few hundred Hz. The experiment is in agreement with the most recent theory on the fundamental mechanism of line broadening in quantum-cascade lasers, which provides a new insight into the Schawlow-Townes formula and predicts a narrowing beyond the limit set by the radiative lifetime of the upper level.

Quantum-cascade lasers (QCLs) are nowadays emerging as leading sources in the infrared (IR) range for a huge variety of applications. We are witnessing an extraordinary technological boost of such devices (compact units with room-temperature operation, external-cavity designs, lasers arrays, etc.) that, till now, has not been focused to improving their intrinsic features. In contrast, a thorough knowledge and control of QCLs frequency fluctuations can enable their application in demanding fundamental research fields, as well as in applications based on high-sensitivity trace-gas detection.

The unique features of QCLs mark significant differences with respect to common diode lasers, also concerning the line-broadening mechanisms. Progress towards a deeper understanding of these differences are leading to a reformulation, for QCLs, of the Schawlow-Townes (S–T) formula [1], in analogy with what happened for semiconductor (SC) lasers. Indeed, since the advent of diode lasers in 1962, twenty years of theoretical and experimental activity [2][4] were needed to formalize the theory of their linewidth [5]. The S–T equation was corrected by the so-called Henry linewidth enhancement factor \( \alpha_e \):

\[
\delta \nu = \frac{v_g^2 \hbar \nu \alpha_m n_{sp}^2}{4 \pi P_o (1 + \alpha_e^2)},
\]

where \( v_g, n_{sp}, \alpha, \alpha_m \) and \( P_o \) are the group velocity, the spontaneous emission factor (or population inversion parameter), the total cavity losses, the mirror losses and the output power, respectively. The total cavity losses \( \alpha \) include the mirror losses, the waveguide losses and the absorption losses in the highly doped injector. The \( \alpha_e \) factor accounts for the effect of refractive index variations caused by electron density fluctuations, and finally explains the line broadening shown by SC lasers. For QCLs, on the contrary, \( \alpha_e \) close to zero was predicted, since their refractive index variations are negligible at the peak of the gain spectrum [6]. Several experiments confirmed the small values of \( \alpha_e \) [7][9], supporting the widespread opinion that the intrinsic linewidth of QCLs should be closely described by the standard S–T formula.

Indeed, only a very recent theoretical work by Yamanishi and coworkers [10], based on rate equation analysis of a three-level model of a QCL (see Fig. 1), provided a full explanation of the physics that governs the linewidth of QCLs. This work carried out a reformulation of the S–T equation in terms of the characteristic parameters of the QCL medium, leading to a remarkable prediction: in QCLs the linewidth should overcome the limit set by the S–T formula for conventional bipolar SC lasers, giving much narrower emission features. This work introduces the novel concept of “effective coupling” \( \beta_{eff} \) of the spontaneous emission, given by the ratio of the spontaneous emission rate coupled into the lasing mode \( \beta \) to the total relaxation rate \( 1/\tau_r \) of the upper level. The
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FIG. 1: Three-level model of one stage of the QCL active region. The lasing transition is between levels 3 and 2, with a radiative lifetime \( \tau_r \), while \( \tau_3 = (1/\tau_{31} + 1/\tau_{32})^{-1} \) is the lifetime of the non-radiative relaxation processes of the upper level. Its total lifetime is \( \tau_3 = (1/\tau_3 + 1/\tau_2)^{-1} \). \( P = I/e \) is the pump rate corresponding to the current \( I \), and \( \eta \) is the injection efficiency from the previous stage.
modified formula, tailored to a QCL typical design, is [10]:

\[
\delta \nu = \frac{1}{4\pi} \frac{\gamma \beta_{eff}}{(1 - \epsilon)} \left[ \frac{1}{(I_o/I_{th} - 1) + \epsilon} \right] \cdot (1 + \alpha_c^2),
\]

with:

\[
\epsilon = \frac{\tau_{21}\tau_{31}}{\eta \tau_{21} + \tau_{31}}.
\]

The inverse photon lifetime \( \gamma = v_p \alpha \), the upper level injection efficiency \( \eta \), the lifetimes \( \tau \) of the involved energy levels and \( \beta_{eff} \) itself are fixed by design, while the only experimental parameter is the ratio of the operating current \( I_o \) to the threshold current \( I_{th} \). Using the \( \tau \) values provided by Ref. [11] for a QCL similar to that used in our experiment, the expected linewidth can be derived for each \( I_o/I_{th} \) value. According to Ref. [10], we calculate \( \gamma \simeq 1.3 \cdot 10^{11} \text{ s}^{-1}, \tau \simeq 7.5 \text{ ns} \) and \( \beta_{eff} \simeq 1.6 \cdot 10^{-8} \), while for the injection efficiency \( \eta \simeq 0.7 \) we base on standard values [6] [12]. It is worth noting that our QCL is based on a two-phonon design, that is better described by a four-level scheme [13]. However, the difference with the three-level scheme involves only the bottom level 1, which splits into two levels, and essentially leads to a more efficient depopulation of level 2. This is taken into account by using effective \( \tau \) parameters in the three-level simplified scheme presented above.

Unlike SC lasers, in QCLs the non-radiative decay lifetime of the upper level 3 is many orders of magnitude smaller than the spontaneous emission lifetime (in our case \( \tau_3 \simeq 1.3 \text{ ps} \ll \tau \simeq 7.5 \text{ ns} \)). This is also proven by the very weak electroluminescence shown by blow-threshold QCLs. Above threshold, the fast non-radiative relaxation processes run in parallel with the spontaneous emission, and efficiently compete with it. As a result the noise associated with spontaneous emission is strongly suppressed, leading to a major linewidth reduction. Due to this effect the dependence of the linewidth on the operating current, in the new model, follows the same hyperbolic law of the S–T equation, but with a sharper behavior. This means that the narrow-linewidth regime is achieved just above threshold.

To date, however, no analysis of the frequency-noise power spectral density (PSD) of QCLs has given a direct evidence of the theoretical predictions. This was probably due to the challenging set-up required to measure such a tiny and elusive intrinsic linewidth. On the other hand, some complementary results are supporting this hypothesis, such as the achievement of sub-kHz linewidths in frequency-stabilized QCLs [13] [15]. Nonetheless, the mechanisms at the basis of QCLs frequency-noise figures still need to be investigated, as well as their correlation with external noise sources, such as the driving current noise. Our study provides, for the first time, a complete overview on the frequency-noise PSD of a free-running mid-IR QCL, giving a quantitative evaluation of an intrinsic linewidth that is shown to be consistent with the theoretical prediction.

The frequency-noise PSD provides, for each frequency, the amount of noise contributing to the spectral width of the laser emission. Its determination gives the most direct way to characterize the spectral purity, since it allows to derive the laser emission spectrum over any accessible timescale [16]. It also allows to calculate the linewidth reduction achievable by a frequency-locking loop, once its bandwidth is known. Finally, it enables the tracing of spurious noise sources that can be removed in order to measure only the intrinsic laser noise.

In our experiment, intensity measurements are performed to retrieve information in the frequency domain by converting the laser frequency fluctuations into detectable intensity variations. Given the low-noise nature of the measurement, the converter must introduce a negligible noise providing, at the same time, a gain factor suitable for a good detection. To this purpose, the side of a molecular transition has proven to be the most suitable tool: the spectrum of the intensity transmitted by such discriminator is acquired, with the laser frequency \( (\nu_0) \) stabilized at the half height position, and reproduces the spectrum of the laser frequency fluctuations, “amplified” by the slope of the absorption profile. In combination with fast detection and low-noise fast-Fourier-transform (FFT) acquisition, this technique enables spectral measurements spanning over 7 frequency decades (from 10 Hz to 100 MHz) and 10 amplitude decades.

The QCL source is of the distributed feed-back (DFB) type (\( \lambda = 4.33 \text{ \mu m} \)) with single-mode continuous-wave operation at temperatures in the range between 81 and 92 K. Mounted inside a liquid-nitrogen cryostat, it is driven by a home-made ultra-low-noise current supply. Similarly to what already described elsewhere [17], direct-absorption spectroscopy of CO\(_2\) is performed in a 10-cm-long cell, and the signal is acquired by a HgCdTe photovoltaic detector with a nominal bandwidth of 200 MHz and an output voltage noise of 3·10\(^{-8}\) V/√Hz. The molecular ro-vibrational transition working as frequency-to-amplitude converter is the (01\(^1\)1 − 01\(^0\)0) P(31), at a constant pressure of 1 mbar. Both the threshold current \( I_{th} \) and the operating current \( I_o \) corresponding to the optical frequency \( \nu_0 \) depend on temperature, as well as the laser emission power. The final detection sensitivity, in frequency-noise PSD units, is about 10 Hz\(^2\)/Hz.

In order to correctly understand the spectrum up to frequencies where the discriminator response is not linear, a study of its transfer function is required (see Fig. 2). Any spectral component of the laser frequency noise can be treated as a sideband associated to a frequency-modulated laser beam, so that the formalism of frequency-modulation spectroscopy can be used [18]. In this way a cut-off at about 50 MHz is obtained (see inset of Fig. 2), so that in the measurement range (100 MHz) this effect is taken into account for reconstructing the correct profile of the frequency-noise PSD. Above 100 MHz the sensitivity limit is approached due to the discriminator cut-off.
FIG. 2: Principle of the frequency-noise PSD measurement. The black line is the molecular absorption profile, the light-grey arrow is the laser frequency $v_0$ and the small dark-grey arrows represent the noise component at frequency $f_n$. The strong-absorbance regime allows to maximize both the slope (i.e. the gain) and the dynamic range of the measurement. Inset: Spectral response of the frequency-to-amplitude converter. The flat response region corresponds to the region where the absorption profile can be approximated as linear. The 3-dB cut-off lies between 40 and 50 MHz.

The full spectrum of the QCL frequency-noise PSD shown in Fig. [3] is obtained by sticking together several acquisitions on smaller spectral windows, in order to ensure a high overall resolution. Although residual external noise gives rise to the sharp peaks visible throughout the trace, it is possible to clearly recognize three distinct domains, defined by different noise dependences on frequency:

- $10 \text{ Hz} \div 100 \text{ kHz}$: $1/f$ trend
- $100 \text{ kHz} \div 10 \text{ MHz}$: $1/f^2$ trend
- $10 \div 100 \text{ MHz}$: asymptotic flattening.

A first comment concerns the contribution from the supply current to the frequency noise. It has been estimated by measuring the current-noise PSD of the driver over the entire frequency range. As shown by the black trace in the graph, its contribution is negligible, so that the measured spectrum can only be attributed to the laser.

The trend of the frequency noise PSD, here observed for the first time in the whole significant range, can shed light on fundamental heat or charge transport mechanisms occurring in the laser medium. In particular, in the low-frequency region, the $1/f$ behavior and the slope change to $1/f^2$ at around 100 kHz still need further investigation.

Above 10 MHz, the noise profile deviates significantly from the $1/f^2$ trend, and its bending suggests a flattening to a white-noise level ($N_w$). According to frequency-noise theory, the laser power spectrum corresponding to the white component $N_w$ of the frequency noise is purely Lorentzian, with a full width at half maximum (FWHM) $\delta \nu = \pi N_w$ [19]. The measurement shown in Fig. [3] taken for $I_o/I_{th} = 1.54$, yields an intrinsic linewidth $\delta \nu = 510 \pm 160 \text{ Hz}$, that is in good agreement with the linewidth $\delta \nu_T = 468 \text{ Hz}$ predicted by Yamanishi’s model for the same $I_o/I_{th}$.

It is worth making a comparison with the linewidth predicted by the same model for $\beta_{eff} = \beta$. This is equivalent to switching off the competitive non-radiative relaxation channel, obtaining $\tau_l = \tau_r$. The linewidth results in the MHz range, the typical value for conventional bipolar SC lasers (see inset of Fig. [4]). It is also interesting to consider a conventional estimation of the standard S–T formula (Eq. [1]), based on a rough evaluation of the $\alpha_m$ parameter as the bare Fabry-Perot facets loss. The value of 4 kHz, obtained for our measured output power $P_o \approx 6 \text{ mW}$, is consistent with the evaluated linewidths commonly found in literature [14, 20]. The overestimation is mainly caused by the difficulty in retrieving the correct value of the laser internal power for a DFB QCL. The Yamanishi’s model overcomes this problem providing an explicit formula entirely based on the laser fabrication parameters.

For an exhaustive comparison with the new model, the frequency noise has been measured, at different operating currents, in the region where the frequency-noise PSD is flat ($f > 30 \text{ MHz}$). By changing the temperature, the ratio $I_o/I_{th}$ changes consequently, allowing to measure the dependence of the intrinsic linewidth on $I_o/I_{th}$. In Fig. [4] the comparison between measurement and theory is shown. The qualitative behavior is well reproduced, as evidenced by the presence of the divergence for close-to-threshold currents and by its hyperbolic trend.
τ_{21} = 0.25 s, τ_{31} = 2.0 ps, τ_{22} = 3.4 ps, τ_{1} = 1.3 ps (see Ref. 11). The grey area in the plot covers the uncertainty space, as inferred by the parameters variability for similar devices reported in literature: 0.15 ps < τ_{21} < 0.35 ps, 1.8 ps < τ_{31} < 4.5 ps, 2.5 ps < τ_{22} < 4.3 ps, 7 ns < τ_{1} < 8 ns, 0.6 < η < 0.8 and 1.2 · 10^{11} s^{-1} < γ < 1.4 · 10^{11} s^{-1}. Inset: comparison with the model calculated for β_{eff} = β and with the conventional S–T formula evaluation described in the text.

In addition, experimental linewidth values are systematically smaller than predictions, that is consistent with α_{e} close to zero. Further improvements of the measurement sensitivity, in particular by using faster detectors with larger detectivities (such as quantum well infrared photodetectors), will enable a more accurate investigation of the intrinsic linewidth and might help in developing a better model. Intriguing perspectives could also be opened by performing similar measurements on THz QCLs, as well as new predicted effects, such as line-broadening by black body radiation 10, are still awaiting confirmation.

In conclusion, our work provides a thorough overview of the frequency-noise spectral density of a quantum-cascade laser up to 100 MHz, confirming that QCLs have unique noise features. We also provide experimental evidence of a linewidth narrowing beyond the limit set by the spontaneous emission rate, which was thought to be a fundamental limit for all lasers. The measured intrinsic linewidths are comparable with the natural linewidth of molecular IR ro-vibrational transitions. Therefore, similarly to what visible/near-IR-emitting diode lasers have represented in the last 20 years for the progress of atomic physics, mid-IR QCLs can become unique tools for investigating and harnessing molecules with unprecedented precision levels.
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