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Abstract. From formal and practical analysis, we identify new challenges that self-adaptive systems pose to the process of quality assurance. When tackling these, the effort spent on various tasks in the process of software engineering is naturally re-distributed. We claim that all steps related to testing need to become self-adaptive to match the capabilities of the self-adaptive system-under-test. Otherwise, the adaptive system’s behavior might elude traditional variants of quality assurance. We thus propose the paradigm of scenario coevolution, which describes a pool of test cases and other constraints on system behavior that evolves in parallel to the (in part autonomous) development of behavior in the system-under-test. Scenario coevolution offers a simple structure for the organization of adaptive testing that allows for both human-controlled and autonomous intervention, supporting software engineering for adaptive systems on a procedural as well as technical level.
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1 Introduction

Until recently, the discipline of software engineering has mainly tackled the process through which humans develop software systems. In the last few years, current breakthroughs in the fields of artificial intelligence and machine learning have enabled new possibilities that have previously been considered infeasible or just too complex to tap into with “manual” coding: Complex image recognition, natural language processing, or decision making as it is used in complex games are prime examples. The resulting applications are pushing towards a broad audience of users. However, as of now, they are mostly focused on non-critical areas of use, at least when implemented without further human supervision. Software artifacts generated via machine learning are hard to analyze, causing a lack of trustworthiness for many important application areas.
We claim that in order to reinstate levels of trustworthiness comparable to well-known classical approaches, we need not essentially reproduce the principles of classical software test but need to develop a new approach towards software testing. We suggest to develop a system and its test suite in a competitive setting where each sub-system tries to outwit the other. We call this approach scenario coevolution and attempt to show the necessity of such an approach. We hope that trust in that dynamic (or similar ones) can help to build a new process for quality assurance, even for hardly predictable systems.

Following a top-down approach to the issue, we start in Section 2 by introducing a formal framework for the description of systems. We augment it to also include the process of software and system development. Section 3 provides a short overview on related work. From literature review and practical experience, we introduce four core concepts for the engineering of adaptive systems in Section 4. In order to integrate these with our formal framework, Section 5 contains an introduction of our notion of scenarios and their application to an incremental software testing process. In Section 6 we discuss which effect scenario coevolution has on a selection of practical software engineering tasks and how it helps implement the core concepts. Finally, Section 7 provides a short conclusion.

2 Formal Framework

In this section we introduce a formal framework as a basis for our analysis. We first build upon the framework described in [1] to define adaptive systems and then proceed to reason about the influence of their inherent structure on software architecture.

2.1 Describing Adaptive Systems

We roughly adopt the formal definitions of our vocabulary related to the description of systems from [1]: We describe a system as an arbitrary relation over a set of variables.

Definition 1 (System [1]). Let $I$ be a (finite or infinite) set, and let $\mathcal{V} = (\mathcal{V}_i)_{i \in I}$ be a family of sets. A system of type $\mathcal{V}$ is a relation $S$ of type $\mathcal{V}$.

Given a System $S$, an element $s \in S$ is called the state of the system. For practical purposes, we usually want to discern various parts of a system’s state space. For this reason, parts of the system relation of type $\mathcal{V}$ given by an index set $J \subseteq I$, i.e., $(\mathcal{V}_j)_{j \in J}$, may be considered inputs and other parts given by a different index set may be considered outputs [1]. Formally, this makes no difference to the system. Semantically, we usually compute the output parts of the system using the input parts.

We introduce two more designated sub-spaces of the system relation: situation and behavior. These notions correspond roughly to the intended meaning.
of inputs and outputs mentioned before. The situation is the part of the system state space that fully encapsulates all information the system has about its state. This may include parts that the system does have full control over (which we would consider counter-intuitive when using the notion of “input”). The behavior encapsulates the parts of the system that can only be computed by applying the system relation. Likewise, this does not imply that the system has full control over the values. Furthermore, a system may have an internal state, which is parts of the state space that are neither included in the situation nor in the behavior. When we are not interested in the internal space, we can regard a system as a mapping from situations to behavior, written \( S : X \rightarrow_{Z} Y \) for situations \( X \) and behaviors \( Y \), where \( Z \) is the internal state of the system \( S \).

Using these notions, we can more aptly define some properties on systems.

Further following the line of thought presented in \([1]\), we want to build systems out of other systems. At the core of software engineering, there is the principle of re-use of components, which we want to mirror in our formalism.

**Definition 2 (Composition).** Let \( S_1 \) and \( S_2 \) be systems of types \( V_1 = (V_{1,i})_{i \in I_1} \) and \( V_2 = (V_{2,i})_{i \in I_2} \), respectively. Let \( R(V) \) be the domain of all relations over \( V \). A **combination operator** \( \otimes \) is a function such that \( S_1 \otimes S_2 \in R(V) \) for some family of sets \( V \) with \( V_{1,1}, ..., V_{1,m}, V_{2,1}, ..., V_{2,n} \in V \). The application of a combination operator is called **composition**. The arguments to a combination operator are called **components**.

Composition is not only important to model software architecture within our formalism, but it also defines the formal framework for interaction: Two systems interact when they are combined using a combination operator \( \otimes \) that ensures that the behavior of (at least) one system is recognized within the situation of (at least) another system.

**Definition 3 (Interaction).** Let \( S = S_1 \otimes S_2 \) be a composition of type \( V \) of systems \( S_1 \) and \( S_2 \) of type \( V_1 \) and \( V_2 \), respectively, using a combination operator \( \otimes \). If there exist a \( V_1 \in V_1 \) and a \( V_2 \in V_2 \) and a relation \( R \in V_1 \times V_2 \) so that for all states \( s \in S \), \((\text{proj}(s,V_1),\text{proj}(s,V_2)) \in R\), then the components \( S_1 \) and \( S_2 \) interact with respect to \( R \).

We can model an open system \( S \) as a combination \( S = C \otimes E \) of a core system \( C \) and its environment \( E \), both being modeled as systems again.

Hiding some of the complexity described in \([1]\), we assume we have a logic \( L \) in which we can express a system goal \( \gamma \). We can always decide if \( \gamma \) holds for a given system, in which case we write \( S \models \gamma \) for \( \gamma(S) = \top \). Based on \([1]\), we can use this concept to define an adaptation domain:

**Definition 4 (Adaptation Domain).** Let \( S \) be a system. Let \( E \) be a set of environments that can be combined with \( S \) using a combination operator \( \otimes \). Let

\[ \text{In } [1], \text{ there is a more strict definition on how the combination operator needs to handle the designated inputs and outputs of its given systems. Here, we opt for a more general definition.} \]
Γ be a set of goals. An adaptation domain A is a set \( A \subseteq \mathcal{E} \times \Gamma \). S can adapt to A, written \( S \triangleright A \) iff for all \((E, \gamma) \in A\) it holds that \( S \otimes E \models \gamma \).

**Definition 5** (Adaptation Space \([1]\)). Let \( \mathcal{E} \) be a set of environments that can be combined with S using a combination operator \( \otimes \). Let \( \Gamma \) be set of goals. An adaptation space \( \mathfrak{A} \) is a set \( \mathfrak{A} \subseteq \mathcal{P}(\mathcal{E}, \Gamma) \).

We can now use the notion of an adaptation space to define a preorder on the adaptivity of any two systems.

**Definition 6** (Adaptation \([1]\)). Given two systems S and \( S' \), \( S' \) is at least as adaptive as S, written \( S \trianglerighteq S' \) iff for all adaptation spaces \( A \in \mathfrak{A} \) it holds that \( S \triangleright A = \Rightarrow S' \triangleright A \).

Both Definitions 4 and 5 can be augmented to include soft constraints or optimization goals. This means that in addition to checking against boolean goal satisfaction, we can also assign each system S interacting with an environment \( E \) a fitness \( \phi(S \otimes E) \in F \), where \( F \) is the type of fitness values. We assume that there exists a preorder \( \preceq \) on \( F \), which we can use to compare two fitness values. We can then generalize Definition 4 and 5 to respect these optimization goals.

**Definition 7** (Adaptation Domain for Optimization). Let \( S \) be a system. Let \( \mathcal{E} \) be a set of environments that can be combined with \( S \) using a combination operator \( \otimes \). Let \( \Gamma \) be a set of Boolean goals. Let \( F \) be a set of fitness values and \( \preceq \) be a preorder on \( F \). Let \( \Phi \) be a a set of fitness functions with codomain \( F \). An adaptation domain \( A \) is a set \( A \subseteq \mathcal{E} \times \Gamma \times \Phi \). S can adapt to \( A \), written \( S \triangleright A \) iff for all \((E, \gamma, \phi) \in A\) it holds that \( S \otimes E \models \gamma \).

Note that in Definition 4 we only augmented the data structure for adaptation domains but did not actually alter the condition to check for the fulfillment of an adaptation domain. This means that for an adaptation domain \( A \), a system needs to fulfill all goals in \( A \) but is not actually tested on the fitness defined by \( \phi \). We could define a fitness threshold \( f \) we require a system \( S \) to surpass in order to adapt to \( A \) in the formalism. But such a check, written \( f \preceq \phi(S \otimes E) \), could already be included in the Boolean goals if we use a logic that is expressive enough.

Instead, we want to use the fitness function as soft constraints: We expect the system to perform as well as possible on this metric, but we do not (always) require a minimum level of performance. However, we can use fitness to define a fitness preorder on systems:

**Definition 8** (Optimization). Given two systems \( S \) and \( S' \) as well as an adaptation space \( A \), \( S' \) is at least as optimal as \( S \), written \( S \preceq_A S' \), iff for all \((E, \gamma, \phi) \in A\) it holds that \( \phi(S \otimes E) \preceq \phi(S' \otimes E) \).

**Definition 9** (Adaptation with Optimization). Given two systems \( S \) and \( S' \), \( S' \) is at least as adaptive as \( S \) with respect to optimization, written \( S \triangleright^* S' \) iff for all adaptation domains \( A \in \mathfrak{A} \) it holds that \( S \triangleright A = S' \triangleright A \) and \( S \preceq_A S' \).
Note that so far our notions of adaptivity and optimization are purely extensional, which originates from the black box perspective on adaptation assumed in [1].

2.2 Constructing Adaptive Systems

We now shift the focus of our analysis a bit away from the question “When is a system adaptive?” towards the question “How is a system adaptive?”. This refers to both questions of software architecture (i.e., which components should we use to make an adaptive system?) and questions of software engineering (i.e., which development processes should we use to develop an adaptive system?). We will see that with the increasing usage of methods of artificial intelligence, design-time engineering and run-time adaptation increasingly overlap [2].

Definition 10 (Adaptation Sequence). A series of $|I|$ systems $S = (S_i)_{i \in I}$ with index set $I$ with a preorder $\leq$ on the elements of $I$ is called an adaptation sequence iff for all $i, j \in I$ it holds that $i \leq j \implies S_i \sqsubseteq^* S_j$.

Note that we used adaptation with optimization in Definition 10 so that a sequence of systems $(S_i)_{i \in I}$ that each fulfill the same hard constraints ($\gamma$ within a singleton adaptation space $\mathfrak{A} = \{(E, \gamma, \phi)\}$) can form an adaptation sequence iff for all $i, j \in I$ it holds that $i \leq j \implies \phi(S_i \otimes E) \preceq \phi(S_j \otimes E)$. This is the purest formulation of an optimization process within our formal framework.

Such an adaptation sequence can be generated by continuously improving a starting system $S_0$ and adding each improvement to the sequence. Such a task can both be performed by a team of human developers or standard optimization algorithms as they are used in artificial intelligence. Only in the latter case, we want to consider that improvement happening within our system boundaries. Unlike the previously performed black-box analysis of systems, the presence of an optimization algorithm within the system itself does have implications for the system’s internal structure. We will thus switch to a more “grey box” analysis in the spirit of [3].

Definition 11 (Self-Adaptation). A system $S_0$ is called self-adaptive iff the sequence $(S_i)_{i \in \mathbb{N}, i < n}$ for some $n \in \mathbb{N}$ with $S_i = S_0 \otimes S_{i-1}$ for $0 < i < n$ and some combination operator $\otimes$ is an adaptation sequence.

Note that we could define the property of self-adaptation more generally by again constructing an index set on the sequence $(S_i)$ instead of using $\mathbb{N}$, but chose not to do so to not further clutter the notation. For most practical purposes, the adaptation is going to happen in discrete time steps anyway. It is also important to be reminded that despite its notation, the combination operator $\otimes$ does not need to be symmetric and likely will not be in this case, because when

---

2 Strictly speaking, an optimization process would further assume there exists an optimization relation $o$ from systems to systems so that for all $i, j \in I$ it holds that $i \leq j \implies o(S_i, S_j)$. But for simplicity, we consider the sequence of outputs of the optimization process a sufficient representation of the whole process.
constructing $S_0 \otimes S_{i-1}$ we usually want to pass the previous instance $S_{i-1}$ to the general optimization algorithm encoded in $S_0$. Furthermore, it is important to note that the constant sequence $(S_i)_{i \in \mathbb{N}}$ is an adaptation sequence according to our previous definition and thus every system is self-adaptive with respect to a combination operator $X \otimes Y \equiv_{\text{def}} X$. However, we can construct non-trivial adaptation sequence using partial orders $\sqsubseteq$ and $\prec$ instead of $\sqsubseteq$ and $\preceq$. As these can easily be constructed, we do not further discuss their definitions in this paper. In [1] a corresponding definition was already introduced for $\sqsubseteq$.

The formulation of the adaptation sequence used to prove self-adaptivity naturally implies some kind of temporal structure. So basing said structure around $\mathbb{N}$ implies a very simple, linear and discrete model of time. More complex temporal evolution of systems is also already touched upon in [1]. As noted, there may be several ways to define such a temporal structure on systems. We refer to related and future work for a more intricate discussion on this matter.

So, non-trivial self-adaptation does imply some structure for any self-adaptive system $S$ of type $\mathcal{V} = (V_i)_{i \in I}$: Mainly, there needs to be a subset of the type $\mathcal{V}' \subseteq \mathcal{V}$ that is used to encode the whole relation behind $S$ so that the already improved instances can sufficiently be passed on to the general adaptation mechanism.

For a general adaptation mechanism (as we previously assumed to be part of a system) to be able to improve a system’s adaptivity, it needs to be able to access some representation of its goals and its fitness function. This provides a grey-box view of the system. We remember that we assumed we could split a system $S$ into situation $X$, internal state $Z$ and behavior $Y$, written $S = X \xRightarrow{Z} Y$. If $S$ is self-adaptive, it can form a non-trivial adaptation sequence by improving on its goals or its fitness. In the former case, we can now assume that there exists some relation $G \subseteq X \cup Z$ so that $S \models \gamma \iff G \models \gamma$ for a fixed $\gamma$ in a singleton-space adaptation sequence. In the latter case, we can assume that there exists some relation $F \subseteq X \cup Z$ so that $\phi(S) = \phi(F)$ for a fixed $\phi$ in a singleton-space adaptation sequence.

Obviously, when we want to construct larger self-adaptive systems using self-adaptive components, the combination operator needs to be able to combine said sub-systems $G$ and/or $F$ as well. In the case where the components’ goals and fitnesses match completely, the combination operator can just use the same sub-system twice. However, including the global goals or fitnesses within each local component of a system does not align with common principles in software architecture (such as encapsulation) and does not seem to be practical for large or open systems (where no process may ensure such a unification). Thus, constructing a component-based self-adaptive system requires a combination operator that can handle potentially conflicting goals and fitnesses. We again define such a system for a singleton adaptation space $\mathfrak{A} = \{(E, \gamma, \phi)\}$ and leave the generalization to all adaptation spaces out of the scope of this paper.

---

3 Constructing a sequence $S_i := S_{i-1} \otimes S_{i-1}$ might be viable formulation as well, but is not further explored in this work.
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Definition 12 (Multi-Agent System). Given a system \( S = S_1 \otimes ... \otimes S_n \) that adapts to \( A = \{(E, \gamma, \phi)\} \). If for each \( 1 \leq i \leq n \) with \( i, n \in \mathbb{N}, n > 1 \) there is an adaptation domain \( A_i = \{(E_i, \gamma_i, \phi_i)\} \) so that

1. \( E_i = E \otimes S_1 \otimes ... \otimes S_{i-1} \otimes S_{i+1} \otimes ... \otimes S_n \) and
2. \( \gamma_i \neq \gamma \) or \( \phi_i \neq \phi \) and
3. \( S_i \) adapts to \( A_i \),

then \( S \) is a multi-agent system with agents \( S_1, ..., S_n \).

For practical purposes, we usually want to use the notion of multi-agent systems in a transitive way, i.e., we can call a system a multi-agent system as soon as any part of it is a multi-agent system according to Definition 12. Formally, \( S \) is a multi-agent system if there are systems components \( S', R \) so that \( S = S' \otimes R \) and \( S' \) is a multi-agent system. We argue that this transitivity is not only justified but a crucial point for systems development of adaptive systems: Agents tend to utilize their environment to fulfill their own goals and can thus “leak” their goals into other system components. Not that Condition (2) of Definition 12 ensures that not every system constructed by composition is regarded a multi-agent system; it is necessary to feature agents with (at least slightly) differing adaptation properties.

For the remainder of this paper, we will apply Definition 12 “backwards”: Whenever we look at a self-adaptive system \( S \), whose goals or fitnesses can be split into several sub-goals or sub-fitnesses we can regard \( S \) as a multi-agent system. Using this knowledge, we can apply design patterns from multi-agent systems to all self-adaptive systems without loss of generality. Furthermore, we need to be aware that especially if we do not explicitly design multi-agent coordination between different sub-goals, such a coordination will be done implicitly. Essentially, there is no way around generalizing software engineering approaches for self-adaptive systems to potentially adversarial components.

3 Related Work

Many researchers and practitioners in recent years have already been concerned about the changes necessary to allow for solid and reliable software engineering processes for (self-)adaptive systems. Central challenges were collected in [4], where issues of quality assurance are already mentioned but the focus is more on bringing about complex adaptive behavior in the first place. The later research roadmap of [5] puts a strong focus on interaction patterns of already adaptive systems (both between each other and with human developers) and already dedicates a section to verification and validation issues, being close in mind to the perspective of this work. We fall in line with the roadmap further specified in [6,7,8].

While this work largely builds upon [1], there have been other approaches to formalize the notion of adaptivity: [9] discusses high-level architectural patterns that form multiple inter-connected adaptation loops. In [10] such feedback loops are based on the MAPE-K model [11]. While these approaches largely focus on the formal construction of adaptive systems, there have also been approaches that assume a (more human-centric or at least tool-centric) software engineering perspective [12,13,14,15]. We want to discuss two of those on greater detail:
In the results of the ASCENS (Autonomous Service Component ENSembles) project [2], the interplay between human developers and autonomous adaptation has been formalized in a life-cycle model featuring separate states for each the development progress of each respective feedback cycle. Classical software development tasks and self-adaptation (as well as self-monitoring and self-awareness) are regarded as equally powerful contributing mechanisms for the production of software. Both can be employed in junction to steer the development process. In addition, ASCENS built upon a (in parts) similar formal notion of adaptivity [3-16] and sketched a connection between adaptivity in complex distributed systems and multi-goal multi-agent learning [17].

ADELFE (Atelier de Développement de Logiciels à Fonctionnalité Emergente) is a toolkit designed to augment current development processes to account for complex adaptive systems [18-19]. For this purpose, ADELFE is based on the Rational Unified Process (RUP) [20] and comes with tools for various tasks of software design. From a more scientific point of view, ADELFE is also based on the theory of adaptive multi-agent systems. For ADELFE, multi-agent systems are used to derive a set of stereotypes for components, which ease modeling for according types of systems. It thus imposes stronger restrictions on system design than our approach intends to.

Besides the field of software engineering, the field of artificial intelligence research is currently (re-)discovering a lot of the same issues the discipline of engineering for complex adaptive systems faced: The highly complex and opaque nature of machine learning algorithms and the resulting data structures often forces black-box testing and makes possible guarantees weak. When online learning is employed, the algorithm’s behavior is subject to great variance and testing usually needs to work online as well. The seminal paper [21] provides a good overview of the issues. When applying artificial intelligence to a large variety of products, rigorous engineering for this kind of software seems to be one of the major necessities lacking at the moment.

4 Core Concepts of Future Software Engineering

Literature makes it clear that one of the main issues of the development of self-adapting systems lies with trustworthiness. Established models for checking systems (i.e., verification and validation) do not really fit the notion of a constantly changing system. However, these established models represent all the reason we have at the moment to trust the systems we developed. Allowing the system more degrees of freedom thus hinders the developers’ ability to estimate the degree of maturity of the system they design, which poses a severe difficulty for the engineering progress, when the desired premises or the expected effects of classical engineering tasks on the system-under-development are hard to formulate.

To aid us control the development/adaptation progress of the system, we define a set of principles, which are basically patterns for process models. They
describe the changes to be made in the engineering process for complex, adaptive systems in relation to more classical models for software and systems engineering.

Concept 1 (System and Test Parallelism). The system and its test suite should develop in parallel from the start with controlled moments of interchange of information. Eventually, the test system is to be deployed alongside the main system so that even during runtime, on-going online tests are possible [22]. This argument has been made for more classical systems as well and thus classical software test is, too, no longer restricted to a specific phase of software development. However, in the case of self-learning systems, it is important to focus on the evolution of test cases: The capabilities of the system might not grow as experienced test designers expect them to compared to systems entirely realized by human engineering effort. Thus, it is important to conceive and formalize how tests in various phases relate to each other.

Concept 2 (System vs. Test Antagonism). Any adaptive systems must be subject to an equally adaptive test. Overfitting is a known issue for many machine learning techniques. In software development for complex adaptive systems, it can happen on a larger scale: Any limited test suite (we expect our applications to be too complex to run a complete, exhaustive test) might induce certain unwanted biases. Ideally, once we know about the cases our system has a hard time with, we can train it specifically for these situations. For the so-hardened system the search mechanism that gave us the hard test cases needs to come up with even harder ones to still beat the system-under-test. Employing autonomous adaptation at this stage is expected to make that arms race more immediate and faster than it is usually achieved with human developers and testers alone.

Concept 3 (Automated Realization). Since the realization of tasks concerning adaptive components usually means the application of a standard machine learning process, a lot of the development effort regarding certain tasks tends to shift to an earlier phase in the process model. The most developer time when applying machine learning techniques, e.g., tends to be spent on gathering information about the problem to solve and the right setup of parameters to use; the training of the learning agent then usually follows one of a few standard procedures and can run rather automatically. However, preparing and testing the component’s adaptive abilities might take a lot of effort, which might occur in the design and test phase instead of the deployment phase of the system life-cycle.

Concept 4 (Artifact Abstraction). To provide room for and exploit the system’s ability to self-adapt, many artifacts produced by the engineering process tend to become more general in nature, i.e., they tend to feature more open parameters or degrees of freedom in their description. In effect, in the place of single artifacts in a classical development process, we tend to find families of artifacts or processes generating artifacts when developing a complex adaptive system. As we assume that the previously only static artifact is still included in the set of artifacts available in its place now, we call this shift “generalization” of artifacts. Following this change, many of the activities performed during
development shift their targets from concrete implementations to more general artifact, i.e., when building a test suite no longer yields a series of runnable test cases but instead produces a test case generator. When this principle is broadly applied, the development activities shift towards “meta development”. The developers are concerned with setting up a process able to find good solutions autonomously instead of finding the good solutions directly.

5 Scenarios

We now want to include the issue of testing adaptive systems in our formal framework. We recognize that any development process for systems following the principles described in Section 2 produces two central types of artifacts: The first one is a system $S = X \xrightarrow{Z} Y$ with a specific desired behavior $Y$ so that it manages to adapt to a given adaptation space. The second is a set of situations, test cases, constraints, and checked properties that this system’s behavior has been validated against. We call artifacts of the second type by the group name of scenarios.

Definition 13 (Scenario). Let $S = X \xrightarrow{Z} Y$ be a system and $A = \{(E, \gamma, \phi)\}$ a singleton adaptation domain. A tuple $c = (X, Y, g, f)$, $g \in \{\top, \bot\}$, $f \in \text{cod}(\phi)$ with $g = \top \iff S \otimes E \models \gamma$ and $f = \phi(S \otimes E)$ is called scenario.$^3$

Semantically, scenarios represent the experience gained about the system’s behavior during development, including both successful ($S \models \gamma$) and unsuccessful ($S \not\models \gamma$) test runs. As stated above, since we expect to operate in test spaces we cannot cover exhaustively, the knowledge about the areas we did cover is an important asset and likewise result of the systems engineering process.

Effectively, as we construct and evolve a system $S$ we want to construct and augment a set of scenarios $C = \{c_1, ..., c_n\}$ alongside with it. $C$ is also called a scenario suite and can be seen as a toolbox to test $S$’s adaptation abilities with respect to a fixed adaptation domain $A$.

While formally abiding to Definition 13, scenarios can be encoded in various ways in practical software development, such as:

Sets of data points of expected or observed behavior. Given a system $S' = X' \rightsquigarrow Y'$ whose behavior is desirable (for example a trained predecessor of our system or a watchdog component), we can create scenarios $(X', Y', g', f')$ with $g' = \top \iff S' \otimes E_i \models \gamma_i$ and $f' = \phi_i(S' \otimes E_i)$ for an arbitrary amount of elements $(E_i, \gamma_i, \phi_i)$ of an adaptation domain $A = \{(E_1, \gamma_1, \phi_1), ..., (E_n, \gamma_n, \phi_n)\}$.

Test cases the system mastered. In some cases, adaptive systems may produce innovative behavior before we actively seek it out. In this cases, it is helpful to formalize the produced results once they have been found so that we can

---

$^3$ If we are only interested in the system’s performance and not how it was achieved, we can redefine a scenario to leave out $Y$. 
ensure that the system’s gained abilities are not lost during further development or adaptation. Formally, this case matches the case for “observed behavior” described above. However, here the test case \((X, Y, g, f)\) already existed as a scenario, so we just need to update \(g\) and \(f\) (with the new and better values) and possibly \(Y\) (if we want to fix the observed behavior).

**Logical formulae and constraints.** Commonly, constraints can be directly expressed in the adaptation domain. Suppose we build a system against an adaptation domain \(A = \{(E_1, \gamma_1, \phi_1), \ldots, (E_n, \gamma_n, \phi_n)\}\). We can impose a hard constraint \(\zeta\) on the system in this domain by constructing a constrained adaptation domain \(A' = \{(E_1,\gamma_1 \land \zeta, \phi_1), \ldots, (E_n,\gamma_n \land \zeta, \phi_n)\}\) given that the logic of \(\gamma_1,\ldots,\gamma_n,\zeta\) meaningfully supports an operation like the logical “and” \(\land\). Likewise a soft constraint \(\psi\) can be imposed via \(A' = \{(E_1,\gamma_1,\max(\phi_1,\psi)), \ldots, (E_n,\gamma_n,\max(\phi_n,\psi))\}\) given the definition of the operator \(\max\) that trivially follows from using the relation \(\preceq\) on fitness values. Scenarios \((X',Y',g',f')\) can then be generated against the new adaptation domain \(A\) by taking pre-existing scenarios \((X,Y,g,f)\) and setting \(X' = X, Y' = Y, g = \top, f = \psi((X \rightsquigarrow Y) \otimes E)\).

**Requirements and use case descriptions (including the system’s degree of fulfilling them).** If properly formalized, a requirement or use case description contains all the information necessary to construct an adaptation domain and can thus be treated as the logical formulae in the paragraph above. However, use cases are in practical development more prone to be incomplete views on the adaptation domain. We thus may want to stress the point that we do not need to update all elements of an adaptation domain when applying a constraint, i.e., when including a use case. We can also just add the additional hard constraint \(\zeta\) or soft constraint \(\psi\) to some elements of \(A\).

**Predictive models of system properties.** For the most general case, assume that we have a prediction function \(p\) so that \(p(X) \approx Y\), i.e., the function can roughly return the behavior \(S = X \rightsquigarrow Y\) will or should show given \(X\). We can thus construct the predicted system \(S' = X \rightsquigarrow p(X)\) and construct a scenario \((X, p(X), g, f)\) with \(g = \top \iff S' \otimes E \models \gamma\) and \(f = \phi(S' \otimes E)\).

All of these types of artifacts will be subsumed under the notion of scenarios. We can use them to further train and improve the system and to estimate its likely behavior as well as to perform tests (and ultimately verification and validation activities).

**Scenario coevolution** describes the process of developing a set of scenarios to test a system during the system-under-tests’s development. Consequently, it needs to be designed and controlled as carefully as the evolution of system behavior [23,24].

**Definition 14 (Scenario Hardening).** Let \(c_1 = (X_1, Y_1, g_1, f_1)\) and \(c_2 = (X_2, Y_2, g_1, f_2)\) be scenarios for a system \(S\) and an adaptation domain \(A\). Scenario \(c_2\) is at least as hard as \(c_1\), written \(c_1 \leq c_2\), iff \(g_1 = \top \implies g_2 = \top\) and \(f_1 \leq f_2\).
Definition 15 (Scenario Suite Order). Let $C = \{c_1, \ldots, c_m\}$ and $C' = \{c'_1, \ldots, c'_n\}$ be sets of scenarios, also called scenarios suites. Scenario suite $C'$ is at least as hard as $C$, written $C \sqsubseteq C'$, iff for all scenarios $c \in C$ there exists a scenario $c' \in C'$ so that $c \leq c'$.

Definition 16 (Scenario Sequence). Let $S = (S_i)_{i \in I}, I = \{1, \ldots, n\}$ be an adaptation sequence for a singleton adaptation space $A = \{A\}$. A series of sets $C = (C_i)_{i \in I}$ is called a scenario sequence iff for all $i \in I, i < n$ it holds that $C_i$ is a scenario suite for $S_i$ and $A$ and $C_i \sqsubseteq C_{i+1}$.

We expect each phase of development to further alter the set of scenarios just as it does alter the system behavior. The scenarios produced and used at a certain phase in development must match the current state of progress. Valid scenarios from previous phases should be kept and checked against the further specialized system. When we do not delete any scenarios entirely, the continued addition of scenarios will ideally narrow down allowed system behavior to the desired possibilities. Eventually, we expect all activities of system test to be expressible as the generation or evaluation of scenarios. New scenarios may simply be thought up by system developers or be generated automatically.

Finding the right scenarios to generate is another optimization problem to be solved during the development of any complex adaptive system. Scenario evolution represents a cross-cutting concern for all phases of system development. Treating scenarios as first-class citizen among the artifacts produced by system development thus yields changes in tasks throughout the whole process model.

6 Applications of Scenario Coevolution

Having both introduced a formal framework for adaptation and the testing of adaptive systems using scenarios, we show in this section how these frameworks can be applied to aid the trustworthiness of complex adaptive systems for practical use.

6.1 Criticality Focus

It is very important to start the scenario evolution process alongside the system evolution, so that at each stage there exists a set of scenarios available to test the system’s functionality and degree of progress (see Concept 1). This approach mimics the concept of agile development where between each sprint there exists a fully functional (however incomplete) version of the system. The concept of scenario evolution integrates seamlessly with agile process models.

In the early phases of development, the common artifacts of requirements engineering, i.e., formalized requirements, serve as the basis for the scenario evolution process. As long as the adaptation space $A$ remains constant (and with it the system goals), system development should form an adaptation sequence. Consequently, scenario evolution should then form a scenario sequence for that adaptation sequence. This means (according to Definition 15), the scenario suite
is augmented with newly generated scenarios (for new system goals or just more specialized subgoals) or with scenarios with increased requirements on fitness\(^5\). Ideally, the scenario evolution process should lead the learning components on the right path towards the desired solution. The ability to re-assign fitness priorities allows for an arms race between adaptive system and scenario suite (see Concept 2).

**Augmenting Requirements.** Beyond requirements engineering, it is necessary to include knowledge that will be generated during training and learning by the adaptive components. Mainly, recognized scenarios that work well with early version of the adaptive system should be used as checks and tests when the system becomes more complex. This approach imitates the optimization technique of importance sampling on a systems engineering level. There are two central issues that need to be answered in this early phase of the development process:

- Behavior Observation: How can system behavior be generated in a realistic manner? Are the formal specifications powerful enough? Can we employ human-labeled experience?
- Behavior Assessment: How can the quality of observed behavior be adequately assessed? Can we define a model for the users’ intent? Can we employ human-labeled review?

**Breaking Down Requirements.** A central task of successful requirements engineering is to split up the use cases in atomic units that ideally describe singular features. In the dynamic world, we want to leave more room for adaptive system behavior. Thus, the requirements we formulate tend to be more general in notion. It is thus even more important to split them up in meaningful ways in order to derive new sets of scenarios. The following design axes (without any claim to completeness) may be found useful to break down requirements of adaptive systems:

- Scope and Locality: Can the goal be applied/checked locally or does it involve multiple components? Which components fall into the scope of the goal? Is emergent system behavior desirable or considered harmful?
- Decomposition and Smoothness: Can internal (possibly more specific) requirements be developed? Can the overall goal be composed from a clear set of subgoals? Can the goal function be smoothened, for example by providing intermediate goals? Can subgoal decomposition change dynamically via adaptation or is it structurally static?
- Uncertainty and Interaction: Are all goals given with full certainty? Is it possible to reason about the relative importance of goal fulfillment for specific goals a priori? Which dynamic goals have an interface with human users or other systems?

\(^5\) Note that every change in \(\mathcal{A}\) starts new sequences.
6.2 Adaptation Cooldown

We call the problem domain available to us during system design the \textit{off-site domain}. It contains all scenarios we think the system might end up in and may thus even contain contradicting scenarios, for example. In all but the rarest cases, the situations one single instance of our system will face in its operating time will be just a fraction the size of the covered areas of the off-site domain. Nonetheless, it is also common for the system’s real-world experience to include scenarios not occurring in the off-site domain at all; this mainly happens when we were wrong about some detail in the real world. Thus, the implementation of an adaptation technique faces a problem not unlike the \textit{exploration/exploitation dilemma} \cite{25}, but on a larger scale: We need to decide, if we opt for a system fully adapted to the exact off-site domain or if we opt for a less specialized system that leaves more room for later adaptation at the customer’s site. The point at which we stop adaptation happening on off-site scenarios is called the off-site adaptation border and is a key artifact of the development process for adaptive systems.

In many cases, we may want the system we build to be able to evolve beyond the exact use cases we knew about during design time. The system thus needs to have components capable of \textit{run-time} or \textit{online adaptation}. In the wording of this work, we also talk about \textit{on-site adaptation} stressing that in this case we focus on adaptation processes that take place at the customer’s location in a comparatively specific domain instead of the broader setting in a system development lab. Usually, we expect the training and optimization performed on-site (if any) to be not as drastic as training done during development. (Otherwise, we would probably have not specified our problem domain in an appropriate way.) As the system becomes more efficient in its behavior, we want to gradually reduce the amount of change we allow. In the long run, adaptation should usually work at a level that prohibits sudden, unexpected changes but still manages to handle any changes in the environment within a certain margin. The recognized need for more drastic change should usually trigger human supervision first.

\textbf{Definition 17} (Adaptation Space Sequence). Let $S$ be a system. A series of $|I|$ adaptation spaces $A = (A_i)_{i \in I}$ with index set $I$ with a preorder $\leq$ on the elements of $I$ is called an adaptation domain sequence iff for all $i, j \in I, i \leq j$ it holds that: $S$ adapts to $A_j$ implies that $S$ adapts to $A_i$.

System development constructs an adaptation space sequence (c.f. Concept 4), i.e., a sequence of increasingly specific adaptation domains. Each of those can be used to run an adaptation sequence (c.f. Definition 10) and a scenario sequence (c.f. Definition 10, Concept 2) to test it.

For the gradual reduction of the allowed amount of adaptation for the system we use the metaphor of a “cool-down” process: The adaptation performed on-site should allow for less change than off-site adaptation. And the adaptation allowed during run-time should be less than what we allowed during deployment. This ensures that decisions that have once been deemed right by the developers are hard to change later by accident or by the autonomous adaptation process.
6.3 Eternal Deployment

For high trustworthiness, development of the test cases used for the final system test should be as decoupled from the on-going scenario evolution as possible, i.e., the data used in both processes should overlap as little as possible. Of course, following this guideline completely results in the duplication of a lot of processes and artifacts. Still, it is important to accurately keep track of the influences on the respective sets of scenarios. A clear definition of the off-site adaptation border provides a starting point for when to branch off a scenario evolution process that is independent of possible scenario-specific adaptations on the system-under-test’s side. Running multiple independent system tests (cf. ensemble methods [26,27]) is advisable as well. However, the space of available independently generated data is usually very limited.

For the deployment phase, it is thus of key importance to carry over as much information as possible about the genesis of the system we deploy into the runtime, where it can be used to look up the traces of observed decisions. The reason to do this now is that we usually expect the responsibility for the system to change at this point: Whereas previously, any system behavior was overseen by the developers who could potentially backtrack any phenomenon to all previous steps in the system development process, now we expect on-site maintenance to be able to handle any potential problem with the system in the real world, requiring more intricate preparation for maintenance tasks (c.f. Concept 3). We thus need to endow these new people with the ability to properly understand what the system does and why.

Our approach follows the vision of eternal system design [28], which is a fundamental change in the way to treat deployment: We no longer ship a single artifact as the result of a complex development process, but we ship an image of the process itself (cf. Concept 4). As a natural consequence, we can only ever add to an eternal system but hardly remove changes and any trace of them entirely. Using an adequate combination operator, this meta-design pattern is already implemented in the way we construct adaptation sequences (c.f. Definition 10):

\[ S_i \rightarrow X \rightarrow Y \rightarrow S_{i+1} \]

For example, given a system \( S_i \), we could construct \( S_{i+1} = X \rightarrow Z \rightarrow Y \) in a way so that \( S_i \) is included in \( S_{i+1} \)'s internal state \( Z \).

As of now, however, the design of eternal systems still raises many unanswered questions in system design. We thus resort to the notion of scenarios only as a sufficient system description to provide explanatory power at run-time and recommend to apply standard “destructive updates” to all other system artifacts.

7 Conclusion

We have introduced a new formal model for adaptation and test processes using our notion of scenarios. We connected this model to concrete challenges and arising concepts in software engineering to show that our approach of scenario coevolution is fit to tackle (a first few) of the problems when doing quality assurance for complex adaptive systems.
As already noted throughout the text, a few challenges still persist. Perhaps most importantly, we require an adequate data structure both for the coding of systems and for the encoding of test suites and need to prove the practical feasibility of an optimization process governing the software development life-cycle. For performance reasons, we expect that some restrictions on the general formal framework will be necessary. In this work, we also deliberately left out the issue of meta-processes: The software development life-cycle can itself be regarded as system according to Definition [1] While this may complicate things at first, we also see potential in not only developing a process of establishing quality and trustworthiness but also a generator for such processes (akin to Concept [4]).

Systems with a high degree of adaptivity and, among those, systems employing techniques of artificial intelligence and machine learning will become ubiquitous. If we want to trust them as we trust engineered systems today, the methods of quality assurance need to rise to the challenge: Quality assurance needs to adapt to adaptive systems!
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