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In this talk I present the results obtained using effective field theories in a finite volume from a reanalysis of lattice data on the $KD^{(*)}$ systems, where bound states of $KD$ and $KD^*$ are found and associated with the states $D_{s0}^*(2317)$ and $D_{s1}^*(2460)$, respectively. We confirm the presence of such states on the lattice data and determine the weight of the $KD$ channel in the wave function of $D_{s0}^*(2317)$ and that of $KD^*$ in the wave function of $D_{s1}^*(2460)$. Our results indicate a large meson-meson component in both cases.
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1. Introduction

Lattice QCD studies of hadron systems aim at determining the spectra of mesons and baryons. To accomplish this objective, one of the difficulties to face is the fact that hadron resonances cannot be related directly to the energy levels obtained in the spectrum of the QCD Hamiltonian when discretizing the spacetime. In spite of such a difficulty, lot of progress has been made in this matter of concern and information about hadron resonances are obtained within the Lüscher method [1–3]. Particularly, in Ref. [4] three energy levels were obtained in a lattice QCD simulation of the scalar KD system when using KD and sc interpolators: 2086 ± 34 MeV, 2218 ± 33 MeV and 2419 ± 36 MeV. Similarly, three energy levels were found in Ref. [4] in the lattice QCD simulation of the axial KD* system when considering KD* and sc interpolators: 2232 ± 33 MeV, 2349 ± 34 MeV and 2528 ± 53 MeV. Using the Lüscher method, the phase shift for scalar and axial systems in an infinite volume were calculated in Ref. [4], and through the effective range formula, the binding energies of the scalar D*s0(2317) and of the axial D*s1(2460) were determined to be around 40 MeV with respect to the KD and KD* thresholds.

In this talk we present our results for the scalar KD and axial KD* systems from a reanalysis of the energy levels obtained in Ref. [4] using effective field theories in a finite volume [5–9]. The basic idea of the method is to solve the Bethe-Salpeter equation in a finite volume by using a parameter dependent kernel. The value of the parameters are determined from a fit to the lattice data, in this case, of Ref. [4]. Using this kernel when studying the same system but at infinite volume, poles of the scattering matrix can be found in the complex energy plane. These poles are associated with the states D*s0(2317) and D*s1(2460). Information about the nature of these states can be also determined from the couplings of the poles found to the different channels used when solving the Bethe-Salpeter equation. In this way, effective field theories provide a valuable predictive and analyzing tool, alternative to the Lüscher method, which can constitute a breakthrough in the problem of analyzing resonances/bound states in Lattice QCD studies. In fact, a more recent lattice simulation of the KD and KD* systems has been performed in Ref. [10] in which the Lüscher method as well as effective field theories were used to analyze their data and similar conclusions to the ones presented here were found.

2. Formalism

In a box of volume $V = L^3$, the Bethe-Salpeter equation reads as [5–9]

$$T(E, L) = [1 - V(E)G(E, L)]^{-1}V(E),$$

(2.1)

where $E$ is the center of mass energy of the system. In Eq. (2.1), $V(E)$ is a matrix whose elements are the lowest order amplitudes describing the transitions between meson-meson channels coupled to KD*($s$). For a transition $i \rightarrow j$ (with $i$ and $j$ representing the two meson initial and final states, respectively) we parametrize $V_{ij}(E)$ as

$$V_{ij}(E, \alpha, \beta) = \alpha_{ij} + \beta_{ij}(s - s_{th}), \quad s_{th} = (M_{D(s)} + M_{K})^2,$$

(2.2)
with \( s = E^2 \) being the Mandelstam variable and \( \alpha_{ij}, \beta_{ij} \) parameters which are determined by fitting the energy levels of Ref. [4]. The parametrization in Eq. (2.2) is based on the amplitudes found in the study of the meson-meson interaction within effective Lagrangians at infinite volume [11,12].

In Eq. (2.1), for a two-meson channel \( i \), \( G_i(E,L) \) is the corresponding two-meson loop function in the box, which is given by

\[
G_i(E) = \int \frac{d^3q}{(2\pi)^3} I_i(q), \quad I_i(q) = \frac{\omega_{1i}(q) + \omega_{2i}(q)}{2\omega_{1i}(q)\omega_{2i}(q)\left[s - (\omega_{1i}(q) + \omega_{2i}(q))^2 + i\epsilon\right]}.
\]  

(2.3)

In Eq. (2.3), \( G_i \) is the two meson loop function in the infinite volume for the channel \( i \), which is regularized within a cut-off \( q_{\text{max}}' \), and \( \omega_{1i,2i}(q) = \sqrt{q^2 + m_{1i,2i}^2} \) is the on-shell energy of the mesons 1 and 2, respectively, constituting the channel \( i \). Different values of \( q_{\text{max}}' \) produce changes in \( G_i \) which can be reabsorbed in the parameters \( \alpha_{ij} \) and \( \beta_{ij} \) of the kernel [Eq. (2.2)] when fitting the lattice data. Thus, any reasonable value of \( q_{\text{max}}' \), typically of the order of 1000 MeV, can be used to regularize \( G \) and the results obtained are basically independent of \( q_{\text{max}}' \).

The eigen-energies of the system in the box of volume \( V = L^3 \) are then calculated from Eq. (2.1) by solving

\[
\det[1 - V(E,\alpha,\beta)G(E,L) = 0].
\]  

(2.4)

The resolution of Eq. (2.4) for different values of \( L \) and for the \( KD^{(s)} \) systems gives rise to energy levels comparable to those of Ref. [4] and, at the same time, determines the parameters \( \alpha_{ij} \) and \( \beta_{ij} \) through the fitting of the data in Ref. [4]. Once these parameters are known, \( V(E,\alpha,\beta) = V(E) \) and we can use this potential to solve the Bethe-Salpeter equation at infinite volume, which is

\[
T(E) = [1 - V(E)G(E)]^{-1}V(E).
\]  

(2.5)

Poles of the scattering matrix \( T \) in the complex energy plane are related to resonances/bound states. The coupling of these poles to the different meson-meson channels used when solving Eqs. (2.1) and (2.5) can be calculated from the residue of the \( T \)-matrix and the following sum rule is verified [13,14]

\[
-\sum_i g_i^2 \frac{dG_i}{ds} \bigg|_{\text{pole}} \bigg| = 1 - Z.
\]  

(2.6)

In Eq. (2.6), \( g_i \) represents the coupling of the pole considered to a meson-meson channel \( i \). Each term inside the summation symbol corresponds to the probability of finding the meson-meson channel \( i \) in the wave function of the state related to the pole. The \( Z \) represents the probability of finding any other component in the wave function of the state different to the meson-meson channels considered. In this way, we can deduce information about the nature of the resonance/bound state obtained.
3. Results

In Fig. 1 we show the energy levels obtained from the fits to the data of Ref. [4] when solving Eq. (2.4) considering $KD^{(*)}$ as the only coupled channel (in such a case, we just have the transition $KD^{(*)} \rightarrow KD^{(*)}$ and two parameters, $\alpha_{11}$ and $\beta_{11}$, need to be determined, where the subscript 1 represents $KD^{(*)}$).

![Figure 1: Fits to the lattice data of Ref. [4] for the $KD$ system (left panel) and the $KD^*$ system (right panel) which have been obtained when solving Eq. (2.4).](image)

In the infinite volume case, the scattering matrix for the $KD \rightarrow KD$ transition reveals the presence of a pole whose binding energy with respect to the $KD$ threshold is found to be $B(KD) = 46 \pm 21$ MeV and we can associate the pole with the state $D_{s0}^*(2317)$. This result can be compared with the one obtained in Ref. [4] ($B(KD) = 36.6 \pm 16.6 \pm 0.5$ MeV) by means of the Lüscher method and the effective range formula. The probability of finding the $KD$ component in the wave function of $D_{s0}^*(2317)$ is found to be

$$76 \pm 12 \%,$$

indicating that the state $D_{s0}^*(2317)$ has a large $KD$ component in its wave function.

Similar is the case of the $KD^*$ channel, for which we find a pole with

$$B(KD^*) = 52 \pm 22 \text{ MeV},$$
$$P(KD^*) = 53 \pm 17 \%.$$

(3.2)

This pole can be related to the state $D_{s1}^*(2460)$.

We can also use the scattering matrix to determine the scattering length $a_0$ and the effective range $r_0$ and compare with the results found in Ref. [4]. We find

$$a_0(KD) = -1.2 \pm 0.6 \text{ fm}, \quad r_0(KD) = 0.04 \pm 0.16 \text{ fm},$$
$$a_0(KD^*) = -0.9 \pm 0.3 \text{ fm}, \quad r_0(KD^*) = -0.3 \pm 0.4 \text{ fm},$$

(3.3)
which agree qualitatively well with those obtained in Ref. [4], yet we do not use the effective range formula.

In the effective field theories at infinite volume describing the $KD^{(*)}$ system and coupled channels, the existence of the states $D_{s0}^*(2317)$ and $D_{s1}^*(2460)$ is a consequence of the dynamics involved in the $KD^{(*)}$, $\eta D_s^{(*)}$ coupled channel system [11, 12], respectively. We might wonder about the relevance of the $\eta D_s$ channel in the wave function of $D_{s0}^*(2317)$ and that of the $\eta D_s^*$ channel in case of $D_{s1}^*(2460)$. With this idea in mind, we can solve Eq. (2.4) considering now $KD^{(*)}$ (associated with the label 1 below) and $\eta D_s^{(*)}$ (label 2) as coupled channels, in which case,

$$\mathcal{V}(E,\alpha,\beta) = \begin{pmatrix} \mathcal{V}_{11}(E,\alpha,\beta) & \mathcal{V}_{12}(E,\alpha,\beta) \\ \mathcal{V}_{12}(E,\alpha,\beta) & \mathcal{V}_{22}(E,\alpha,\beta) \end{pmatrix}, \quad (3.4)$$

$$G(E,L) = \begin{pmatrix} G_{11}(E,L) & 0 \\ 0 & G_{22}(E,L) \end{pmatrix}. \quad (3.5)$$

In Eq. (3.4) we have used the fact that $\mathcal{V}_{21} = \mathcal{V}_{12}$. We have then 6 parameters to be determined by fitting the data of Ref. [4], but we have just three data points. In such a situation we can try to fit the data using energy independent kernels, i.e.,

$$\mathcal{V}(\alpha) = \begin{pmatrix} \mathcal{V}_{11}(E,\alpha,0) & \mathcal{V}_{12}(E,\alpha,0) \\ \mathcal{V}_{12}(E,\alpha,0) & \mathcal{V}_{22}(E,\alpha,0) \end{pmatrix} = \begin{pmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{12} & \alpha_{22} \end{pmatrix}, \quad (3.6)$$

having in this way three parameters to be determined, $\alpha_{11}$, $\alpha_{12}$ and $\alpha_{22}$. By doing so, we would force to saturate the wave function of the states $D_{s0}^*(2317)$ and $D_{s1}^*(2460)$ with the $KD^{(*)}$ and $\eta D_s^{(*)}$ channels. This is so because, as shown in Ref. [14], the energy dependence of the kernel is related to the $Z$ function present in Eq. (2.6). In this way, by comparing the probabilities found with just the $KD^{(*)}$ channel and an energy dependent kernel (Eqs. (3.1) and (3.2)) with those found with two coupled channels, $KD^{(*)}$ and $\eta D_s^{(*)}$, and constant kernel, we can obtain the weight of $\eta D_s$ in the wave function of $D_{s0}^*(2317)$ and that of $\eta D_s^*$ in the wave function of $D_{s1}^*(2460)$, which in Refs. [11, 12] was found to be $\sim 20\%$.

However, when trying to fit the data of Ref. [4] by solving Eq. (2.1) with the kernel in Eq. (3.6), we do not find any suitable fit. This result could be interpreted as an evidence that the energy levels obtained in Ref. [4] do not have information on the $\eta D_s$ or $\eta D_s^{(*)}$ channels: although all states with a given quantum number are in principle expected in a dynamical lattice simulation, a poor basis of interpolating fields is insufficient to render them in practice. In this sense, the explicit consideration of $\eta D_s^{(*)}$ interpolators in a lattice simulation of the $KD^{(*)}$ systems should be considered in future to clarify the nature of $D_{s0}^*(2317)$ and $D_{s1}^*(2460)$.

4. Conclusions

In this talk we have presented the results found from a reanalysis of the lattice spectra obtained in Ref. [4] for the $KD^{(*)}$ systems, where bound states were associated with $D_{s0}^*(2317)$ and $D_{s1}^*(2460)$. Our analysis confirms the existence of these bound states and the
An analysis of the Lattice QCD spectra for $D^{*0}_{s0}(2317)$ and $D^{*}_{s1}(2460)$

A. Martínez Torres

presence of a large $KD$ component in the wave function of $D^{*0}_{s0}(2317)$ and $KD^*$ component in the wave function of $D^{*}_{s1}(2460)$. Our analysis suggests that future lattice simulations should explicitly include $\eta D^{(*)}_{s}$ interpolators, allowing in this way the determination of the probability of finding such components in the respective wave function of the states.
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