Unsupervised Anomaly Detection in Printed Circuit Boards through Student–Teacher Feature Pyramid Matching
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Abstract: Deep learning methods are currently used in industries to improve the efficiency and quality of the product. Detecting defects on printed circuit boards (PCBs) is a challenging task and is usually solved by automated visual inspection, automated optical inspection, manual inspection, and supervised learning methods, such as you only look once (YOLO) of tiny YOLO, YOLOv2, YOLOv3, YOLOv4, and YOLOv5. Previously described methods for defect detection in PCBs require large numbers of labeled images, which is computationally expensive in training and requires a great deal of human effort to label the data. This paper introduces a new unsupervised learning method for the detection of defects in PCB using student–teacher feature pyramid matching as a pre-trained image classification model used to learn the distribution of images without anomalies. Hence, we extracted the knowledge into a student network which had same architecture as the teacher network. This one-step transfer retains key clues as much as possible. In addition, we incorporated a multi-scale feature matching strategy into the framework. A mixture of multi-level knowledge from the features passes through a better supervision, known as hierarchical feature alignment, which allows the student network to receive it, thereby allowing for the detection of various sizes of anomalies. A scoring function reflects the probability of the occurrence of anomalies. This framework helped us to achieve accurate anomaly detection. Apart from accuracy, its inference speed also reached around 100 frames per second.
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1. Introduction

Printed circuit boards (PCBs) are the most crucial and basic components for any electronic device or gadget. PCB industries are playing a vital role in the development of electronics industries. As witnessed, this world is highly dependent on electronics, and industries that produce electronics products need to ensure that those products are perfect and there should not be any defects. PCBs are a combination of laminated materials, fiberglass, or composite epoxy as solid thin plates, finally used as a base that supports electronic components [1–4]. They are designed in such a way that different electronic devices and chips can be mounted on the PCBs.

PCBs are the basic and most essential component of any electronic product that need to be designed, manufactured, and inspected accurately. There are many automated testing
machines, such as automated visual inspection (AVI) and automated optical inspection (AOI) machines, for inspecting the final PCB product. Recently, the demands of the modern manufacturing process have been geared up and therefore the PCB inspection process has been improved. Recent research has proven that deep learning and computer vision techniques have been outperforming the traditional PCB defect detection technique [5–7].

In conventional or traditional techniques, the initial classification is performed by an AOI machine and then a quality inspection engineer verifies and confirms the classification. Even after using machines, such as AOI and AVI, for quality inspection, there are still some defects that cannot be detected using these traditional methods [8–12], which eventually leads to a defective PCB being delivered to the customer and used in the production of electronic gadgets, such as like televisions, watches, and phones [8]. A malfunction or any accident due to defective PCB could lead to a dangerous situation. Apart from commercial products, PCBs are also used in defense sectors, such as global positioning system (GPS) navigation systems for fighter jets and rocket launching systems, and a small error due to a faulty PCB could lead to a catastrophic situation.

In previous studies, researchers have used many effective methods to detect the defects in PCBs [13–16], such as you only look once (YOLO) of tiny YOLO, YOLOv2, YOLOv3, YOLOv4, and YOLOv5, with several different backbones, such as ResNet, RetinaNet, AlexNet, VGGNet, and GoogLeNet [17–20], and reported impressive and accurate results. Such methods are appreciated and even accepted by many industries and are used in daily quality inspection. In contrast to their good performance, there are many drawbacks to the above methods, for example, they need a large amount of data. In our past research, we used almost 20,000 images from training, which is an extensive and time-consuming process. Image collection not only takes a great deal of time, but trained manpower is also required for labelling. This research proposes a powerful and simple approach to this issue. Anomaly detection is simply defined as input images which are different from normal images, also known as abnormal images, and identification of such different patterns has shown advancement in video surveillance [21,22], product quality control [23–25], and medical diagnosis [26–28]. The basic and most important reason to use anomaly detection is the challenge of different and inconsistent types of anomaly data, which are very difficult to collect and use for training in the supervised learning method.

Anomaly detection is the process of identifying outliers that have unexpected patterns with respect to normal data distribution. It has been applied in various fields, such as cybersecurity [29,30], optical inspection in manufacturing [31–34], and for medical applications [27,35]. Compared to conventional rule-based or supervised solutions, unsupervised anomaly detection approaches train models based on only normal samples, which work more logically because they do not require any prior information about anomalies before seeing the defects. This is very important for real-world applications, such as manufacturing inspection, where it is difficult to collect sufficient defective samples before detection.

Anomaly detection is more suitable as an unsupervised learning problem to solve, because the abnormal situation, in reality, is simply unpredictable and there is no label to use. For a typical industrial business scenario, such as PCB production, normal and qualified PCB samples are easy to obtain. However, in actual production, the PCB has abnormal defects known as anomalies. The type, size, location, and shape of these anomalies are very random, and are impossible to label and abstract into a supervised classification problem to solve. When solving such problems, to be as practical as possible, only normal sample information can be used.

Fundamentally, in anomaly detection there are two types of methods used: image-level anomaly detection and pixel anomaly detection. Image-level techniques manifest anomalies in the form of images of an unseen category. These methods can be coarsely divided into three branches: reconstruction-based, distribution-based, and classification-based. Pixel-level techniques are designed particularly for visual anomaly detection. Both these methods aim to precisely segment the anomalous regions in the test images. This task is much more complicated than a binary classification.
This paper describes the effectiveness of anomaly detection, followed by the student–teacher framework with its advantages of improving accuracy and efficiency. As a teacher on image classification, a strong pre-trained model was defined to learn the distribution of anomaly-free images, from which we filtered the knowledge into a student network with a similar architecture; this one-step transfer conserves the pivotal clues as much as possible. A mixture of multi-level knowledge from the features pyramid goes through a better supervision, known as hierarchical feature alignment, which allows the student network to receive it, thereby allowing the detection of various sizes of anomalies. The distinction between feature pyramids generated by both networks serves as a scoring function that stipulates the probability of an anomaly occurring. Almost 3000 images were used for training that were collected in the form of a single golden sample PCB that was 20,000 × 20,000 pixels in size. The 3000 images were equally mapped to a size of 250 × 250 pixels and extracted from the panel. Previous work was compared with the current research, from which benefits emerged in three directions. Initially, feature learning was customized to the training dataset, which made the student network discerning. Second, using a one-step transfer method, the important features were transferred from the pre-trained network to the student network, as they share an identical structure. Finally, the proposed feature pyramid matching strategy of scale invariance was facilely outstretched. Such characteristics led our framework and algorithm to achieve accuracy and fast pixel-level anomaly detection.

2. Materials and Methods
2.1. PCB Data Set

In this study, 3000 images were collected for the experiment. A single PCB panel is referred to as a golden sample. The PCB had two sides and each side was 20,000 × 20,000 pixels thus, we extracted each section of PCB by dividing it into 3000 sections, where each section was 250 × 250 pixels. These 3000 images covered almost every section and region of the PCB.

2.2. Method
2.2.1. Framework

The student–teacher learning framework was implemented to design the feature dispensation of the normal training images, as shown in Figure 1. The teacher is an influential network which is pre-trained on image classification tasks (ImageNet is trained on ResNet18). The student structure is an identical network that eventually decreases the information loss. This is in essence one case of feature-based knowledge distillation [36]. The position of the selected filtration feature has to be considered as a key factor. For each input image, a pyramid of features is generated by deep neural networks via encoding of low-level information, such as color, edge, and texture, which represents the higher-resolution features from the bottom layers. Usually, ResNet results are formatted in pyramid. The earlier layers of this pyramid result in higher resolution features encoding less context. Later layers encode lower resolution features, which encodes more context and features but at a lower spatial resolution. These layers contain both fine-grained local features and global context. To perform effective alignment, we described each location using features from the different levels of the feature pyramid.
Alignment by dense correspondences is an effective way of determining the parts of an image that are normal vs. those that are anomalous. In order to perform the alignment effectively, it is necessary to determine the features for matching. Since the proposed method uses features from a pre-trained deep ResNet CNN, the ResNet results were formatted in a pyramid to present the features. Similar to image pyramids, earlier layers result in higher resolution features encoding less context. Later layers encode lower resolution features, which encode more context but at a lower spatial resolution. To perform effective alignment, we described each location using features from the different levels of the feature pyramid. Specifically, features from the output of the last blocks were of special interest. These features encode both fine-grained local features and global context. This allowed us to find correspondences between the target image and normal images, rather than having to explicitly align the images, which is more technically challenging and brittle. The proposed method is scalable and easy to deploy in practice.

Initially, low-resolution features that have context information are yielded by top layers. Most of the important features are generated by bottom layers of the model, which are collective and can be shared through a different vision task [37]. Additionally, the distinct receptive fields are corresponded from disparate layers in the deep neural network. These are the features from the bottom layers that are extracted from teachers to guide the student network. Finally, anomalies of various sizes are detected through the hierarchical feature matching of the network.

2.2.2. Training Process

A group of anomaly-free images is the training data = \( \{ I_1, I_2, \ldots, I_n \} \), and its purpose is to extract the normal data manifold, so the \( L \) bottom layer groups are aligned with the student. \( I_k \in \mathbb{R}^{w \times h \times c} \) is an input image, in which \( w \) is denoted as width, \( h \) is denoted as height, and \( c \) is denoted as color channels. A feature map is generated from the \( l \)th bottom layers group of the student and teacher, which is \( F_k^l(I_k) \in \mathbb{R}^{w_l \times h_l \times d_l} \) and \( F_k^l(I_k) \in \mathbb{R}^{w_l \times h_l \times d_l} \), respectively, where \( h_l \) and \( w_l \) are considered as the width and height of the feature map, respectively. Although there was no preceding reference regarding the appearance of objects, we considered only anomaly free images for training. In the feature maps from the student and teacher, respectively, it should be noted that \( F_k^l(I_k)_{ij} \in \mathbb{R}^{d_l} \),

![Figure 1. Schematic overview of student–teacher feature pyramid framework.](image-url)
and $F^l_s(I_K)_{ij} \in \mathbb{R}^{d_l}$ are the most important feature vectors at position $(i, j)$. $l_2$-the distance between the $l_2$-normalized feature vectors, is characterized as a loss at position $(I, j)$.

$$\ell^l(I_K)_{ij} = \frac{1}{2} \|F^l_s(I_K)_{ij} - F^l_t(I_K)_{ij}\|_2^2,$$  

(1)

$$\ell^l(I_K)_{ij} = \frac{F^l_s(I_K)_{ij}}{\|F^l_s(I_K)_{ij}\|_2} - \frac{F^l_t(I_K)_{ij}}{\|F^l_t(I_K)_{ij}\|_2}.$$

It is worth mentioning that the $\ell_2$ distance in Equation (1) is equivalent to the cosine similarity. Equation (1) considers cosine similarity because the loss is defined as the difference between the predicted and true label, which is quite similar to cosine similarity, i.e., $L_2$ loss function $= \sum_{i=1}^{n} (y_{\text{true}} - y_{\text{predicted}})^2$. The hidden vector represents for the token for the teacher and student. We were interested in a loss function that considered the probability distribution as a whole and not point-wise errors. The $L_2$ loss function used to minimize the error is the sum of the all the squared differences between the true value and the predicted value. This is the reason loss $\ell^l(I_K)_{ij} \in (0, 1)$. An average of the loss at each position is the loss for the entire image $I_K$.

$$\ell^l(I_K) = \frac{1}{\omega h l} \sum_{i=1}^{h} \sum_{j=1}^{w} \ell^l(I_K)_{ij},$$  

(2)

$$\ell(I_K) = \sum_{i=1}^{L} \alpha_i \ell^l(I_K), \text{ s.t. } \alpha_i \geq 0.$$  

(3)

In anomaly detection, where $\alpha_l$ represents the impact of the $l$th feature scale on anomaly detection, this $l$th feature scale is extracted from $l$th bottom layer of each block of network. In all our experiments, the parameters were denoted as $\alpha_l = 1, i = 1, \ldots, L$. From the training data set $D$, a mini batch $B$ is sampled. Using the stochastic optimization algorithm, we updated the student by minimizing the loss $\ell_B = \sum_{K \in B} \ell^l(I_K)$. Essentially, the feature map is generated from the features extracted by the last layers of different blocks. It consists of different features depending on what kind of filters and padding are used during convolution. For example, in the first block edge, filters are used that extract the feature vectors of edge in the image. Fundamentally, feature vectors are the feature of the particular layer in the block. The teacher is stable and constant during the entire training process.

2.2.3. Test Process

In this section, a test image $J \in \mathbb{R}^{h \times w \times c}$ or goal is assigned by an anomaly map $\Omega$ with size $h \times w$. The deviation of pixel position $(i, j)$ from the training data manifold is indicated by score $\Omega_{ij} \in (0, 1)$. Test image $J$ is forwarded into the student and teacher networks. $F^l_s(J)$ and $F^l_t(J)$ denote the feature maps that are generated by the $l$th bottom layer group of the student and teacher, respectively. An anomaly map $\Omega^l(J)$ of size $h_1 \times w_1$, is calculated, in which element $\Omega^l_{ij}(J)$ is the loss (1) at position $(i, j)$. With the help of the bilinear interpolation technique, the anomaly map $\Omega^l(J)$ is upsampled using Equation (4) to size $h \times w$. The element-wise production of these interpolations is defined by the final anomaly map as:

$$\Omega(J) = \prod_{l=1}^{L} \text{Upsample} \left( \Omega^l(J) \right).$$  

(4)

The anomaly score is directly based on Equation (4) during the testing process where the testing image is forwarded with the aim to assign it to an anomaly map. The image is forwarded to both student and teacher during testing. The feature map generated by both networks is compared and anomaly map is generated. The anomaly map is upsampled
using bilinear interpolation, which is a resampling method that uses the distance weighted average of the four nearest pixel values to estimate a new pixel value. The four cell centers from the input raster are closest to the cell center for the output processing cell, which is weighted based on distance and then averaged. The anomalous region in the image during testing is marked as anomaly. Therefore, the anomaly score for the test image J has a maximum value in the anomaly map of \( \Omega(J) \).

3. Results

In order to achieve better performance, NVidia TITAN-V GPU was used with the framework using the PyTorch library, which eventually accelerated the inference speed. After discussing the structure, the training process is explained below. First, the teacher model was pre-trained on ImageNet, and then the teacher model and the student model together underwent distillation learning training. During distillation learning training, the sliding window mechanism is used to divide the picture into patches, and the same patch is sent to the teacher and each student model at the same time. Finally, the output of the student model was used to approximate the output of the teacher model to complete the distillation of this knowledge. In this anomaly detection, both image-level and pixel-level was introduced and implemented. To implement this method, we initiated this experiment with 3000 good images of PCB and selected the first three blocks of ResNet18 as the pyramid feature extractors (i.e., conv2 x, conv3 x, and conv4 x). Values from the pre-trained ResNet18, which was trained on ImageNet, were taken as parameters of the teacher network, and the student network was randomly initialized. Initially, stochastic gradient descent (SGD) was used as an optimizer and was iterated 500 times with a learning rate of 0.4. The batch size and weight decay were 32 and \( 10^{-4} \), respectively. Following the first experiment, a second experiment was performed using an Adam optimizer. To strike a balance between detection efficiency and accuracy, the images in the datasets were reshaped to 256 \( \times \) 256. In total, almost 215 images were used for testing.

A total of 10 cross-validations were implemented for the evaluation of the models [38]. Here, the data is divided into 10 equally distributed segments, where nine of them are used for training and the remaining one is used for testing. After the training process, the model is tested on the remaining data segment, repeating the process for the same model 10 times by reshuffling the data and performing the training and testing. A new dataset is used for testing every time so the model does not repeat the same data for testing. As mentioned previously, two types of experiments were conducted. The first experiment used SGD optimizers with a learning rate of 0.04 and 10 cross-validations using the same hyper parameters, which was followed by the second experiment in which a change was introduced (i.e., changing the SGD optimizers to Adam optimizers and the learning rate to 0.001). Table 1 displays the confusion matrix for both experiments. In total, there are 20 cross-validations which display the representative true positives, false negatives, false positives, and true negatives. The cells are labeled as OK or NG.

In Table 2, STPM (student–teacher feature pyramid matching) shows anomaly detection for the first experiment, in which the hyper parameters were set to SGD optimizer with a learning rate of 0.04. In the table, the false positive rate, precision, accuracy, true positive rate, prevalence, and misclassification for all the 10 cross-validations are shown, in addition to the standard deviation of accuracy and the mean.
Table 1. Confusion matrix of ten different cross-validations for SGD optimizers with learning rate 0.04 and Adam optimizers with learning rate 0.001.

| Predicted | Real       | SGD Optimizers Learning Rate = 0.04 | Adam Optimizers Learning Rate = 0.001 |
|-----------|------------|-------------------------------------|--------------------------------------|
|           | NG         | OK                                  | NG                                   | OK                                   |
| Cross-validation 1 | NG         | 134                                 | 6                                    | 139                                 |
|            | OK         | 6                                   | 69                                   | 1                                   |
| Cross-validation 2 | NG         | 136                                 | 9                                    | 138                                 |
|            | OK         | 4                                   | 66                                   | 2                                   |
| Cross-validation 3 | NG         | 132                                 | 5                                    | 137                                 |
|            | OK         | 8                                   | 70                                   | 3                                   |
| Cross-validation 4 | NG         | 137                                 | 7                                    | 138                                 |
|            | OK         | 3                                   | 68                                   | 2                                   |
| Cross-validation 5 | NG         | 136                                 | 8                                    | 139                                 |
|            | OK         | 4                                   | 67                                   | 1                                   |
| Cross-validation 6 | NG         | 131                                 | 2                                    | 137                                 |
|            | OK         | 9                                   | 73                                   | 3                                   |
| Cross-validation 7 | NG         | 133                                 | 3                                    | 139                                 |
|            | OK         | 7                                   | 72                                   | 1                                   |
| Cross-validation 8 | NG         | 135                                 | 4                                    | 138                                 |
|            | OK         | 5                                   | 71                                   | 2                                   |
| Cross-validation 9 | NG         | 137                                 | 9                                    | 136                                 |
|            | OK         | 3                                   | 66                                   | 4                                   |
| Cross-validation 10 | NG        | 138                                 | 10                                   | 139                                |
|            | OK         | 2                                   | 65                                   | 1                                   |

Note: TP: true positives; NG: PCB predicted as damaged and is damaged; TN: true negatives; OK: PCB predicted as OK but does not have any damage. FN: false negatives; NG: PCB predicted as OK but is damaged.

Table 2. Misclassification rate, accuracy, false positive rate, true negative rate, true positive rate, prevalence, precision, standard deviation of accuracy, and mean.

| Category            | Accuracy | Misclassification Rate | True Positive Rate | False Positive Rate | True Negative Rate | Precision | Prevalence |
|---------------------|----------|------------------------|--------------------|---------------------|--------------------|-----------|------------|
| Cross-validation 1  | 94.41%   | 0.05                   | 0.95               | 0.08                | 0.92               | 0.95      | 0.65       |
| Cross-validation 2  | 93.39%   | 0.06                   | 0.97               | 0.09                | 0.88               | 0.93      | 0.65       |
| Cross-validation 3  | 93.95%   | 0.06                   | 0.94               | 0.06                | 0.93               | 0.96      | 0.65       |
| Cross-validation 4  | 95.34%   | 0.04                   | 0.97               | 0.09                | 0.90               | 0.95      | 0.65       |
| Cross-validation 5  | 94.41%   | 0.05                   | 0.97               | 0.10                | 0.94               | 0.97      | 0.65       |
| Cross-validation 6  | 94.88%   | 0.05                   | 0.93               | 0.02                | 0.97               | 0.98      | 0.65       |
| Cross-validation 7  | 95.34%   | 0.04                   | 0.95               | 0.04                | 0.96               | 0.97      | 0.65       |
| Cross-validation 8  | 95.81%   | 0.04                   | 0.96               | 0.05                | 0.94               | 0.97      | 0.65       |
| Cross-validation 9  | 94.41%   | 0.05                   | 0.97               | 0.12                | 0.88               | 0.93      | 0.65       |
| Cross-validation 10 | 94.41%   | 0.05                   | 0.98               | 0.13                | 0.86               | 0.93      | 0.65       |

Mean ± SD 94.63 ± 0.68

Note: Misclassification rate: how frequently the classification is inaccurate ((FP + FN)/Total); Accuracy: how frequently the classification is accurate ((TP + TN)/Total); False positive rate: defects are detected but are not present in the image; True positive rate: defects are accurately detected, also known as sensitivity; Precision: positive predictions (TP/predicted yes); True negative rate: good images are detected as good; Prevalence: how often the defects are detected accurately (actual yes/total).

Table 3 shows the misclassification rate, accuracy, false positive rate, true negative rate, true positive rate, prevalence, precision, standard deviation of accuracy, and mean for 10 cross-validations. In this section of the experiment, the hyper parameters were changed to Adam optimizers and the learning rate was reduced from 0.04 to 0.001, which eventually increased the accuracy of the model.
Table 3. Misclassification rate, accuracy, false positive rate, true negative rate, true positive rate, prevalence, precision, standard deviation of accuracy, and mean.

| Category              | Accuracy | Misclassification Rate | True Positive Rate | False Positive Rate | True Negative Rate | Precision | Prevalence |
|-----------------------|----------|------------------------|--------------------|---------------------|--------------------|-----------|------------|
| Cross-validation 1    | 97.20%   | 0.02                   | 0.99               | 0.06                | 0.93               | 0.96      | 0.65       |
| Cross-validation 2    | 97.20%   | 0.02                   | 0.98               | 0.05                | 0.94               | 0.97      | 0.65       |
| Cross-validation 3    | 96.27%   | 0.03                   | 0.97               | 0.06                | 0.93               | 0.96      | 0.65       |
| Cross-validation 4    | 97.67%   | 0.02                   | 0.98               | 0.04                | 0.96               | 0.97      | 0.65       |
| Cross-validation 5    | 98.13%   | 0.01                   | 0.99               | 0.04                | 0.96               | 0.97      | 0.65       |
| Cross-validation 6    | 97.67%   | 0.02                   | 0.97               | 0.02                | 0.97               | 0.98      | 0.65       |
| Cross-validation 7    | 97.20%   | 0.02                   | 0.99               | 0.06                | 0.93               | 0.96      | 0.65       |
| Cross-validation 8    | 98.15%   | 0.01                   | 0.98               | 0.02                | 0.97               | 0.98      | 0.65       |
| Cross-validation 9    | 97.67%   | 0.02                   | 0.97               | 0.01                | 0.98               | 0.99      | 0.65       |
| Cross-validation 10   | 97.20%   | 0.02                   | 0.99               | 0.06                | 0.93               | 0.96      | 0.65       |
| Mean ± SD             | 97.43 ± 0.52 |                     |                    |                     |                    |           |            |

Figure 2 shows true positive images, which consist of a defective region and were predicted as NG, in which the heat map and classification are shown with segmentation where the defective region has been classified. Figure 3 displays false negative images, which are actually defective images that were predicted as good or normal images, which do not represent any defective region. Figure 4 displays sample images of a true negative class, which do not consist of any defective regions, and using our model were classified as good or anomaly-free images. Finally, Figure 5 displays the false positive class in which a defective region has been segmented and displayed in the image; however, there is no defects in these images. Its classification and segmentation are wrong, and that is the reason it is known as a false positive.
Figure 2. True positive PCB example. (a) True positive example 1; (b) True positive example 2; (c) True positive example 3.

Figure 3. Cont.
Figure 3. False negative PCB example. (a) False negative example 1; (b) False negative example 2; (c) False negative example 3.

Figure 4. Cont.
Figure 4. True negative PCB example. (a) True negative example 1; (b) True negative example 2; (c) True negative example 3.

Figure 5. Cont.
Figure 5. False positive of PCB section. (a) False positive example 1; (b) False positive example 2; (c) False positive example 3.

It can be seen that unsupervised learning can also be used in industries and in real time scenarios, as its accuracy is acceptable and competitive with the previously implemented yolo-v5 model. It is also better in other aspects, such as computing training time and memory. In Table 4 below, the difference of memory and training time used by both the supervised and unsupervised method is displayed.

Table 4. Comparing time and memory for Yolov5-Large and Anomaly Detection-STPM.

|                        | Yolov5-Large | Anomaly Detection-STPM |
|------------------------|--------------|-------------------------|
| Time (min)             | 1860 min     | 10 min                  |
| Memory (MB)            | 192 MB       | 127 MB                  |

4. Discussion

Anomaly detection for defects in PCB leads to the development of the state-of-the-art algorithms that can be implemented to enhance the quality of the inspection process. In this process, only 3000 images were used, which is 86% less than in the previous methods. Unsupervised learning reduces the data pre-processing (i.e., labeling the image), where many skilled quality engineers have traditionally been dedicated to this work. The introduction of anomaly detection is a game changing method that is more powerful and faster than other supervised learning methods [38–40]. A pre-trained ResNet-18 was used in this research to accelerate the inference speed, because it is faster and more compact than other backbone algorithms, such as ResNet34, ResNet50, ResNet101, and ResNet152.

Unsupervised methods have been utilized as there are major drawbacks to supervised learning. In the unsupervised learning method, non-labeled data is used for the machine to learn patterns and automatically inherit characteristics with automatic classification [41]. During inference, when new data passes through, the machine predicts and classifies which class it belongs to. Meaningful vectors describing the entire image are extracted through deep neural networks, and the distance between the vectors of the test images and the reference vector representing normality from the training dataset is considered as the anomaly score.

Anomaly detection is an unsupervised learning that deals with the sudden occurrence of anomalies. This paper’s goal was to develop a simple and powerful method to solve
this problem. The research was initiated using a student-teacher framework because it has substantially expanded in terms of its efficiency and accuracy. The teacher is used as pre-trained image classification model, and knowledge is extracted into a student network with the same architecture to learn the distribution of images without anomalies. A mixture of multi-level knowledge from the features pyramid passes through a better supervision, known as hierarchical feature alignment, which allows the student network to receive it, thereby allowing the detection of various sizes of anomalies. A scoring function reflects the probability of the occurrence of anomalies, and is described as the difference between the features pyramids generated by the two networks. Such operations lead to more accurate and faster pixel-level anomaly detection.

As shown in Table 2, when SGD was used for optimization and and the hyper parameter learning rate was set 0.04, the mean and standard deviation of accuracy were 94.63 ± 0.68, and the highest accuracy between the 10 cross-validations were cross-validation 4 and cross-validation 7, which were both 95.54%. Later, the hyper parameters were tuned to switch to Adam optimizers and reduce the learning rate to 0.001, which eventually increased the mean and standard deviation of accuracy to 97.43 ± 0.52, and the highest accuracy between the 10 cross-validations was cross-validation 5 (98.15%), as shown in Table 3. It can be observed that reducing the learning rate plays an important role in reducing the loss and increasing the accuracy, which eventually reaches the global minima.

The most important and encouraging reason to endorse this method is that it achieved an overall average accuracy of 97.43% with a standard deviation of 0.52. Apart from its accuracy, this method reduces the time of pre-processing through bypassing the labeling section. Finally, it can be seen in Tables 2 and 3 that defects in PCB are detected with impressive accuracy and precision using this method.

5. Conclusions

Defect detection in PCB is a crucial move for industry 4.0. Research on PCB defect detection is an essential step towards the application of deep learning methods in industry. This article is a step towards application of unsupervised learning, which uses less data compared to supervised learning, which can transform the application of computers in industry.

This study showed that anomaly detection with a STPM framework achieved an accuracy of 97.43%. Hence, our future goals are to improve accuracy and inference using anomaly detection and potentially to conduct the experiment using meta learning. Aside from the STPM framework, further work is required to increase accuracy and to classify and detect several other kinds of defects by implementing and introducing algorithms and frameworks, such as SPADE [42], PaDIM, PatchCore [43], etc. In addition, self-organizing maps and deep belief networks might also be used for PCB defect detection.
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