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Abstract. The purpose of this paper is to investigate the connection between singular property and integrability for general dynamical systems. We will firstly present some methods to test the Painlevé property and weak-Painlevé property, then we will show the equivalence between the weak-Painlevé property and certain formal integrability for general dynamical systems.

1. Introduction. Investigating the singular structure of general solutions and the integrability are two of the basic and important approaches to studying the solvability of general dynamical systems. Since these two theories were established, to find the connection between them has naturally become a more and more interesting and important topic in the field of differential equations. Maybe the pioneer work can be traced to Kowalevskaya’s study of the Heavy top problem, i.e., the motion under gravity of a rigid body about a fixed point [13], the remarkable insight of Kowalevskaya is that the concerned problem can be solved explicitly whenever the parameters are taken such that the dependent variables are meromorphic with respect to the time $t$ in complex plane, and it is now well known that the solvable cases she got are the very four integrable cases of the problem [21]: isotropic, Euler, Lagrange and Kowalevskaya. The idea of Kowalevskaya was the first trying to detect the regular property of dynamical systems by study the singular structure of their solutions. So far, one of the famous results about singular analysis is the so called Painlevé analysis which means, in general, the procedure to obtain necessary conditions for Painlevé property of given system. Generally speaking, here a dynamical system has Painlevé property if its general solution has no movable critical
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singular points on complex plane, i.e., the general solution is single-valued in the complex plain. Since 80th of the last century, there have been numerous references and reports for successful developments and applications of Painlevé analysis, such as [1, 9, 10, 11, 15, 31, 32, 33, 34, 35] and so on.

About several years after the Kovalevskaya’s work, Liapounov proved the only cases of the family of Heavy top problem with general solution uniform over the whole complex time plane are the four integrable cases [21], in this way Liapounov improved the Kovalevskaya’s result, for the first time, he considered variational equation of the concerned system, with respect to the initial conditions, in complex time along a suitable particular solution. In 1982, Ziglin [44] got a non-integrability result for complex analytical Hamiltonian systems by using the constrains imposed by the existence of some first integrals on the monodromy group of the normal variational equation along some complex integral curve. This idea was later developed by Morales-Ruiz, Ramis, Simó [24, 26, 25], and Baider, Churchill, Rod and Singer [3] in the end of last century. By using the differential Galois theory and investigating the relationship between the integrability and the structure of the identity component of the differential Galois group of the variational equation along some complex integral curve, they obtained a stronger integrability condition for analytic Hamiltonian systems, the corresponding method and results are usually called Morales-Ramis theory. So far, many developments and applications of both the Ziglin theory and Morales-Ramis theory have been obtained in numerous references, such as [18, 20, 22, 25, 26, 27, 29, 30, 37, 38, 43, 44] and so on. In recent, Nguyen Tien Zung [2] and the authors [19] also considered the similar problem for general dynamical systems, and obtained some similar results as Morales-Ramis theory.

There had been an interesting phenomenon from some early work about Painlevé property and integrability, that is many concerned systems passing the Painlevé test always turned to be integrable. Here a dynamical systems is integrable if it has sufficient number of first integrals such that the general solution can be solved by quadrature of known functions. This interesting phenomenon had led an open problem for a long time: is a given system possessing Painlevé property integrable? further, does any integrable system have Painlevé property? Unfortunately, the answers to both questions are “No”. A simple counter example for the later one can be found in [33]; and by using differential Galois theory, Morales-Ruiz [28] proved that Painlevé II equation with a large number of parameters is not rationally integrable (in Liouville sense). Then an natural question should be answered: what is the exact connection between the integrability and the singular property for general dynamical systems? One of the important results is is due to Yoshida [41, 42], by considering the connection between the integrability of dynamical systems and corresponding Kowalveskaya exponents with respect to a balance, he showed that if a similarity invariant system is algebraically integrable, then the eigenvalues of corresponding Kowalveskaya matrix are all rational. Following Yoshida’s work, many results have been obtained about the connections between the integrability, partial integrability, non-integrability of dynamical systems and the singular property, see [8, 16] for example.

From above observations, one can find that it is hard to investigate the relationship between the Painlevé property and integrability in general, while there are some close connection between the singular property and integrability indeed.
These facts lead us to consider a “weak form” of above relationship, i.e., the connection between the weak-Painlevé property (a weak form of Painlevé property instead of the classical Painlevé property) and certain formal integrability of general analytic dynamical systems. Here a dynamical system is said to have weak-Painlevé property if its general solution can be expanded in Puiseux series, i.e., its general solution can be expanded as a Laurent series with respect to \((t - t_*)^\frac{1}{l}\), for some \(l \in \mathbb{Z}^+\) around the movable singularity \(t_*\).

The structure of this paper is as follows. In section 2, we briefly review some preliminary notions and results of classical Painlevé analysis (for polynomial systems, in fact). Then we will present a Painlevé analysis for general analytic systems in section 3. In last section, we will turn to consider weak-Painlevé property for general systems, further, we will show that weak-Painlevé property is indeed equivalent to certain formal integrability.

2. Classical Painlevé analysis. Before we start our main topics, let us firstly recall some basic notions and results about the classical Painlevé analysis for polynomial systems, we follows [8], for more references see [17, 36] and so on.

Consider a polynomial system of differential equation

\[
\dot{x} = f(x),
\]

where \(x \in \mathbb{C}^n, t \in \mathbb{C}\) and each component of \(f\) is polynomial in \(x\). Let

\[
t = \alpha^{p_1}T + \alpha^{p_2}a, \quad x = \alpha^{q_1}X + \alpha^{q_2}b,
\]

where \(p_1, p_2, q_1, q_2 \in \mathbb{Z}\), \(\alpha\) is a parameter, \(a\) and all components of \(b\) are constants. By a convenient choice of \(p_1, p_2, q_1, q_2\), system (1) is changed to

\[
\dot{X} = F(X; T; \alpha).
\]

Expand the general solution \(X\) of (2) as follows:

\[
X(T) = \sum_{i=0}^{\infty} X^i(T)\alpha^i.
\]

The following result due to Painlevé [7, 15] is crucial for Painlevé analysis.

**Lemma 1. (Painlevé’s \(\alpha\)-lemma)** Let \(F(X; T; \alpha)\) be analytic in a path-connected domain \((X, T, \alpha) \in D_X \times D_T \times D_\alpha \subset \mathbb{C}^n \times \mathbb{C} \times \mathbb{C}\). For given initial condition \((X(T_0), T_0) \in D_X \times D_T\) and \(\epsilon \in \mathbb{R}_0^+\) sufficiently small, the general solution of (1) is single-valued for all \(\alpha\) such that \(|\alpha| < \epsilon\) if and only if \(X(T)\) is single-valued for all \(i\) and \(X^i\) defined in (3).

Assume that there exists a decomposition

\[
f = f^{(0)} + f^{(1)} + \cdots + f^{(m)}
\]

with \(m + 1\) weight-homogeneous components such that the dominant part of vector field \(f^{(0)}\) is a scale system, i.e., the system

\[
\dot{x} = f^{(0)}(x)
\]

has the exact scale-invariant solution

\[
x^{(0)} = \xi \tau^p,
\]
where $\tau = t - t_*, p \in \mathbb{Q}^n, \xi \in \mathbb{C}^n, |\xi| \neq 0, t_*$ is an arbitrary movable singularity. Then, there exist $q^{(1)}, \ldots, q^{(m)} \in \mathbb{Q}$ with $0 < q^{(i)} < q^{(j)}, \forall i < j$, such that

$$f_i^{(j)}(\mu p x) = \mu^{p_i + q^{(j)} - 1} f_i^{(j)}(x), \; i = 1, \ldots, n, \; j = 1, \ldots, m, \; \forall \mu \in \mathbb{C}.$$ 

Here, we call the pair $(\xi, p)$ a dominator balance (or balance) for the vector field (1), and denote all balances satisfying above conditions by $\mathcal{F}$. For a given balance $(\xi, p) \in \mathcal{F}$, rewrite the general solution of system (5) around $\xi \tau^p$ as $\mathbf{x} = (\xi + \mathbf{u}) \tau^p$, then we have

$$\tau \dot{\mathbf{u}} = K \mathbf{u} + \tilde{f}^{(0)}(\mathbf{u}), \; \mathbf{u} \in \mathbb{C}^n,$n

where $K = Df^{(0)}(\xi) - \text{diag}(p)$ is called Kovalevskaya matrix, whose eigenvalues are called Kovalevskaya exponents, $\tilde{f}^{(0)}(\mathbf{u}) = f^{(0)}(\mathbf{u} + \xi) - Df^{(0)}(\xi) \mathbf{u}$. Denote by $\lambda_1, \ldots, \lambda_n$ the Kovalevskaya exponents, it is well-known that one of them equals $-1$, without loss of generality, we assume $\lambda_n = -1$.

**Theorem 2.1. (Painlevé’s test #1 [8])** If system (1) has Painlevé property. Then, for any balance $(\xi, p) \in \mathcal{F}$, all the dominant exponents $p_1, \ldots, p_n$ are integers, the Kovalevskaya matrix $K$ is semi-simple and Kovalevskaya exponents $\lambda_1, \ldots, \lambda_n$ are integers.

Now, in order to obtain more information about the Painlevé property, one can make the change of variables

$$\mathbf{x} = \tau^p (\xi + \mathbf{X}(\tau)),$n

then system (1) becomes

$$\tau \dot{\mathbf{X}} = K \mathbf{X} + \tilde{f}(\tau, \mathbf{X}), \; \mathbf{X} \in \mathbb{C}^n,$n

where

$$\tilde{f}(\tau, \mathbf{X}) = \tilde{f}^{(0)}(\mathbf{X}) + \sum_{i=1}^m \tau^{q_i} f^{(i)}(\mathbf{X} + \xi).$$n

Further let $\frac{1}{q}$ be the least common denominator of $q_1, \ldots, q_m, \tau = e^s, X_{n+1} = e^{qs}$, we have

$$\dot{\mathbf{X}}' = \tilde{K} \mathbf{X} + \tilde{f}(\mathbf{X}), \; \mathbf{X} \in \mathbb{C}^{n+1},$$n

where $\mathbf{X} = (X_1, \ldots, X_n, X_{n+1})$, $'$ is the differentiation with respect to $s$,

$$\tilde{K} = \begin{pmatrix} K & \delta f^{(1)}(\xi) \\ 0 & q \end{pmatrix}, \; \delta = \begin{cases} 1, & \text{if } \frac{q_i}{q} = 1; \\ 0, & \text{if } \frac{q_i}{q} > 1. \end{cases}$$n

$$\tilde{f}_j(\mathbf{X}) = \tilde{f}_j^{(0)}(\mathbf{X}) + (1 - \delta) X_n^{q_i} f_j^{(1)}(\mathbf{X} + \xi) + \sum_{i=2}^m X_i^{q_i} f_j^{(i)}(\mathbf{X} + \xi), \; j = 1, \ldots, n,$n

$$\tilde{f}_{n+1} = 0,$n

By simple calculation, one can find that the eigenvalues of $\tilde{K}$ are $\Lambda = \{\lambda_1, \ldots, \lambda_n, \lambda_{n+1}\}$ with $\lambda_{n+1} = q$, and $\tilde{f}(\mathbf{X}) = O(|\mathbf{X}|^2)$. Furthermore, we can obtain the local formal solution of system (8) around the original point as the form

$$\dot{\mathbf{X}} = \sum_{i \in \mathbb{N}^{n+1}, |i| = 1} C_i s^i e^{<\Lambda, i>*s},$$n

where $\Lambda = \{\lambda_1, \ldots, \lambda_n, \lambda_{n+1}\}$. For any balance $(\xi, p)$ \textup{cfr.} subsections 2.2 and 3.2 for more details.
where $C_i(s)$ are polynomial valued vectors with respect to $s$, $a = (a_1, \cdots, a_n, a_{n+1})$ are free parameters, $a^i = a_1^i a_2^i \cdots a_{n+1}^i$, and $(\Lambda, i) = \sum_{j=1}^{n+1} \lambda_j i_j$. Then, one can conclude easily that the local formal solution of system (1) around the singularity $t_*$ can be represented as

$$x = \tau^p(\xi + \sum_{i \in \mathbb{N}^{n+1}, |i|=1} \mathcal{C}_i(\log \tau) a^i \tau^{<(\Lambda, i)>}),$$

where $a_{n+1} = 1$, $\mathcal{C}_i(s)$ is the $n$-dimensional vector obtained by the first $n$ components of $C_i(s)$.

**Theorem 2.2.** (Painlevé’s test #2, [3][8]) If system (1) has Painlevé property. Then, for any balance $(\xi, p) \in \mathcal{F}$, all the dominant exponents $p_1, \cdots, p_n$ are integers, the Kovalevskaya matrix $K$ is semi-simple and Kovalevskaya exponents $\lambda_1, \cdots, \lambda_n$ are integers, and the local solution can be represented as formal Laurent series

$$x = \tau^p(\xi + \sum_{i=-\infty}^{+\infty} B_i \tau^i)$$

with $n-1$ arbitrary constants, where $B_i$ are constant valued vectors. Furthermore, system (1) has local Laurent solution

$$x = \tau^p(\xi + \sum_{i=1}^{+\infty} B_i \tau^i)$$

with as many arbitrary constants as the number of positive Kovalevskaya exponents.

**Remark 1.** A large number of results ([9, 10, 11] etc.) have been obtained manifest that the Painlevé analysis given above [8] is powerful in the study of differential equations. However, it also has some limitations and insufficiencies, in fact, one can find that the above methods can be only used to analyze polynomial systems, but not suitable for general analytic systems.

### 3. Painlevé analysis for analytic systems.

In this section, we develop a new Painlevé analysis for analytic system

$$\dot{x} = f(x),$$

where $x \in \mathbb{C}^n$, $t \in \mathbb{C}$ and $f$ is analytic in $x$. The method we will use looks alike the classical one for the polynomial systems referred in above section, however, there exist some clearly distinctions as we propose below.

Let us decompose the vector field $f(x)$ as

$$f = f^{(0)} + f^{(1)} + \cdots + f^{(m)} + \cdots,$$

such that

$$\dot{x} = f^{(0)}(x)$$

has an exact scale-invariant solution

$$x^{(0)} = \xi \tau^p,$$

where $\tau = t - t_*$, $p \in \mathbb{Q}^n$, $\xi \in \mathbb{C}^n$, $|\xi| \neq 0$, $t_*$ is an arbitrary movable singularity. Furthermore, there exist $q^{(m)} \in \mathbb{Q}, m = 1, \cdots$, with $q^{(j)} < q^{(i)} < 0, \forall i < j$, such that

$$f^{(j)}(\mu^p x) = \mu^{p_{j}+q^{(j)}-1} f^{(j)}(x), \quad i = 1, \cdots, n, \quad j = 1, \cdots, m, \cdots, \forall \mu \in \mathbb{C}.$$
Here, we also call the pair \((\xi, p)\) a **dominator balance** (or balance) for the vector field \((10)\), and we denote all balances satisfying above conditions by \(\tilde{F}\).

For a given balance \((\xi, p)\in \tilde{F}\), rewrite the general solution of system \((11)\) around \(\xi \tau^p\) as \(x = (\xi + u) \tau^p\), then we also have

\[
\tau \dot{u} = Ku + \tilde{f}^{(0)}(u), \quad u \in \mathbb{C}^n
\]  

(12)

with Kovalevskaya matrix \(K = D\tilde{f}^{(0)}(\xi) - \text{diag}(p)\), Kovalevskaya exponents \(\lambda_1, \cdots, \lambda_n\), and \(\tilde{f}^{(0)}(u) = f^{(0)}(u + \xi) - f^{(0)}(\xi) - D\tilde{f}^{(0)}(\xi)u = O(|u|^2)\), without loss of generality, we also assume \(\lambda_n = -1\).

**Lemma 2.** If system \((10)\) has Painlevé property. Then, for any balance \((\xi, p)\in \tilde{F}\), all the components of \(p\) are integers, the Kovalevskaya matrix \(K\) is semi-simple and Kovalevskaya exponents \(\lambda_1, \cdots, \lambda_n\) are integers.

**Proof.** Make the scale transformation \(x \to e^{-p}x, t \to e^{-1}t\) to system \((10)\), we get

\[
\dot{x} = f(x, \epsilon) = \sum_{m=0}^{\infty} \epsilon^{-q(m)} f^{(m)}(x),
\]  

(13)

where \(q^{(0)} = 0\) and \(-q(m) \in \mathbb{Q}^+, \forall m > 0\). Then if system \((10)\) has Painlevé property, system \((13)\) has it too, that is to say, the general solution of \((13)\) is single-valued. Expand it as a series with respect to \(\epsilon\)

\[
x(t, \epsilon) = \sum_{m=0}^{\infty} \epsilon^m x^{(m)},
\]

where \(x^{(0)}\) is a solution of \((11)\). From Painlevé’s \(\alpha\)-lemma, we know that \(x^{(0)}\) is single-valued. Then it is consequence that, system \((11)\) has Painlevé property.

Since \(x^{(0)} = \xi \tau^p\) is an exact scale-invariant solution of system \((11)\), it must be single-valued, hence, we get that each component of \(p\) must be integer, i.e., \(p \in \mathbb{Z}^n\). Then, we conclude that system \((12)\) also has Painlevé property.

Expand the general solution of \((12)\) as a series with respect to \(\epsilon\)

\[
u(t, \epsilon) = \sum_{i=0}^{\infty} \epsilon^i u^{(i)},
\]

then \(u^{(0)}\) is a solution of the homogeneous linear system \(\tau \dot{u} = Ku\). From Painlevé’s \(\alpha\)-lemma, we get that \(\tau K\) must be single-valued, which leads to that Kovalevskaya matrix \(K\) must be semi-simple and Kovalevskaya exponents are integers.

Now, let us introduce the change of variables

\[x = \tau^p(\xi + X(\tau)),\]

then system \((10)\) becomes

\[\tau \dot{X} = KX + \tilde{f}(\tau, X), \quad X \in \mathbb{C}^n,\]

(14)

where

\[\tilde{f}(\tau, X) = \tilde{f}^{(0)}(X) + \sum_{i=1}^{\infty} \tau^{q(m)} f^{(m)}(X + \xi)\]

Assume that there exists the least common denominator of \(q_1, \cdots, q_m, \cdots\), denoted by \(\frac{1}{q}\). Let

\[\tau = e^{-s}, X_{n+1} = e^{qs}.$
Then we have
\[ \vec{X}' = \vec{K} \vec{X} + \vec{f}(\vec{X}), \quad \vec{X} \in \mathbb{C}^{n+1}, \]  
(15)
where \( \vec{X} = (X_1, \ldots, X_n, X_{n+1}) \), \( ' \) is differentiation with respect to \( s \),
\[ \vec{K} = \begin{pmatrix} -K & -\delta f^{(1)}(\xi) \\ 0 & q \end{pmatrix}, \quad \delta = \begin{cases} 1, & \text{if } \frac{m}{q} = -1; \\ 0, & \text{if } \frac{m}{q} < -1. \end{cases} \]

\[ -f_j(\vec{X}) = f_j^{(0)}(\vec{X}) + (1 - \delta)X_{n+1} f_j^{(1)}(\vec{X} + \xi) + \sum_{m=2}^{\infty} X_{n+1}^{m} f_j^{(m)}(\vec{X} + \xi), \]
\[ \tilde{f}_{n+1} = 0, \]
with \( j = 1, \ldots, n \). One can note that the eigenvalues of \( \vec{K} \) are \( \tilde{\Lambda} = \{-\lambda_1, \ldots, -\lambda_n, \lambda_{n+1}\} \) with \( \lambda_{n+1} = q \), and \( \vec{f}(\vec{X}) = O(|\vec{X}|^2) \).

**Remark 2.** We remark that, in general, for given balance \( (\xi, p) \in \tilde{\mathcal{F}} \), there may not exist the least common denominator \( \frac{m}{q} \) of \( q_1, \ldots, q_m, \ldots \). However, it is easy to note the fact that, for any analytic system without linear terms, there exists at least one balance, such that the least common denominator of corresponding \( q_1, \ldots, q_m, \ldots \) exists.

**Lemma 3.** The local formal solution of system (15) around the original point can be represented as
\[ \vec{X} = \sum_{i \in \mathbb{N}^{n+1}, |i|=1}^{\infty} C_i(s) a^i e^{(\tilde{\Lambda}, \tilde{\xi})s}, \]  
(16)
where \( C_i(s) \) are polynomial valued vectors with respect to \( s \), \( a = (a_1, \ldots, a_n, a_{n+1}) \) are free parameters with \( a^i = a_1^{i_1} a_2^{i_2} \cdots a_n^{i_n} a_{n+1}^{i_{n+1}} \), and \( (\tilde{\Lambda}, \tilde{\xi}) = -\sum_{j=1}^{n} \lambda_j i_j + \lambda_{n+1} i_{n+1} \).

**Proof.** Consider the general solution
\[ \vec{X} = \sum_{k=0}^{\infty} \epsilon^k \vec{X}^{(k)}(s), \]  
(17)
where \( \epsilon \) is an arbitrary parameter that does not appear in the vector field. Then one can find that for each \( k = 0, 1, \ldots, \vec{X}^{(k)}(s) \) satisfies
\[ \vec{X}^{(k)} = \vec{K} \vec{X}^{(k)} + P_k(\vec{X}^{(0)}, \ldots, \vec{X}^{(k-1)}), \]  
(18)
where \( P_0 = 0, P_k(\vec{X}^{(0)}, \ldots, \vec{X}^{(k-1)}) \) is polynomial with respect to \( \vec{X}^{(0)}, \ldots, \vec{X}^{(k-1)} \) obtained by Taylor expanding the vector \( \vec{f} \) with respect to \( \epsilon \). Then we have
\[ \vec{X}^{(0)} = e^{K s} a, \]
for some free parameters \( a = (a_1, \ldots, a_n, a_{n+1})^T \), and
\[ \vec{X}^{(k)} = \sum_{i \in \mathbb{N}^{n+1}, |i|=1}^{N_k} C_i^{(k)}(s) a^i e^{(\tilde{\Lambda}, \tilde{\xi})s}, \]
with some integer \( N_k \) depending \( k \), and \( C_i^{(k)}(s) \) polynomial with respect to \( s \). Now let \( \epsilon = 1 \), we can get the result. \( \square \)
Then, one can conclude easily that the local solution of system (10) around the singularity $t^*$ can be represented as
\[
x = \tau^p(\xi + \sum_{i \in \mathbb{N}^{n+1}, |i| = 1} \hat{C}_i(-\log \tau)a^i \tau^{-\langle \Lambda, i \rangle}),
\]
(19)
where $a_{n+1} = 1$, and $\hat{C}_i(s)$ is the $n$-dimensional vector with the first $n$ components of $C_i(s)$. Additionally, the above solution is the general solution of system (10) with $n$ arbitrary constants.

**Theorem 3.1.** If system (10) has Painlevé property. Then, for any balance $(\xi, p) \in \tilde{F}$,

1. all the components of $p$ are integers, the Kovalevskaya matrix $K$ is semi-simple and Kovalevskaya exponents $\lambda_1, \ldots, \lambda_n$ are integers;
2. the local solution can be represented as formal Laurent series
\[
x = \tau^p(\xi + \sum_{i = -\infty}^{+\infty} B_i \tau^i)
\]
(20)
with $n - 1$ arbitrary constants, where $B_i$ are constant valued vectors;
3. there are local convergent Laurent solutions
\[
x = \tau^p(\xi + \sum_{i = 1}^{+\infty} B_{-i} \tau^{-i}),
\]
(21)
around the infinity with as many arbitrary constants as the number of negative Kovalevskaya exponents.

**Proof.** From lemma 2, we need only to prove the last two statements.

If system (10) has Painlevé property, then for any balance $(\xi, p) \in \tilde{F}$, its general solution around the singularity $t^*$ should be single-valued. we expand the general solution as
\[
x = \tau^p(\xi + \sum_{k=0}^{+\infty} \epsilon^k X^{(k)}(\tau)),
\]
with small free parameter $\epsilon$. By lemma 3 and its proof, one can easily conclude
\[
X^{(k)}(\tau) = \sum_{i \in \mathbb{N}^{n+1}, |i| = 1} N_k \hat{C}_i^k(-\log \tau)a^i \tau^{-\langle \Lambda, i \rangle}, k = 0, 1, \ldots
\]
with some integers $N_k$ depending $k$, and $\hat{C}_i^k(s)$ polynomial with respect to $s$. On the other hand, by Painlevé’s $\alpha$-lemma, for every $k = 0, 1, \ldots, X^{(k)}(\tau)$ must be also single-valued, then $t^*$ can not be the logarithmic branch point or algebraic branch point. we have that $\hat{C}_i^k(s), i \in \mathbb{N}^{n+1}$ are constant vectors, and for $i \in \mathbb{N}^{n+1}$ with $\langle \Lambda, i \rangle \notin \mathbb{Z}$, there must be $\hat{C}_i^k(-\log \tau)a^i = 0$. Therefore, the general solution can be represented as formal Laurent series as the form of (20) with $n - 1$ arbitrary constants, we get the second result.

To prove the last statement, without loss of generality, assume the negative Kovalevskaya exponents are $\lambda_l, \ldots, \lambda_n$ with $\lambda_n = -1$. Then $-\lambda_l, \ldots, -\lambda_n$ and $\lambda_{n+1}$ are all the eigenvalues of $K$ with positive real part. Then by lemma 3, the
local formal solution of (15) around the origin on the unstable manifold can be expressed as

\[ \tilde{X}_u = \sum_{i \in \mathbb{N}^{n+2-l}, |i|=1} C_i(s) a_i e^{(-\lambda_{i1} - \cdots - \lambda_{i(n-l+1)} + \lambda_{n+1} i_{n-l+2})s}, \]  

(22)

with \( a_1 = a_2 = \cdots = a_{l-1} = 0 \). Further, by unstable manifold theorem of general dynamical systems [6], there exist \( a_0, s_0, \lambda_0 \in \mathbb{R}, \) with \( 0 < \lambda_0 < \min\{-\lambda_l, \cdots , -\lambda_n, \lambda_{n+1}\} \), and \( \delta \) small enough such that for all \( |s| < s_0, |a| < \delta \) with \( a_1 = a_2 = \cdots = a_{l-1} = 0 \), the solution \( \tilde{X}_u \) can be bounded as

\[ |\tilde{X}_u| < a_0 |a| e^{\lambda_0 |s|}. \]  

(23)

This implies the system (10) has local convergent solution of the following form around the infinity,

\[ x_u = \tau^p (\xi + \sum_{i \in \mathbb{N}^{n+2-l}, |i|=1} \tilde{C}_i (-\log \tau) a_i \tau^{\lambda_{i1} + \cdots + \lambda_{i(n-l+1)} - \lambda_{n+1} i_{n-l+2}}), \]

\[ (24) \]

with \( a_1 = a_2 = \cdots = a_{l-1} = 0, a_{n+1} = 1 \). Then we can easily get the last statement by noting the proof of the second one.

4. Weak-Painlevé property and integrability. Now we turn to investigate the relationship between singular property and integrability of general dynamical systems.

Assume that system (1) has weak-Painlevé property, then there exists \( l \in \mathbb{Z}^+ \) such that the general solution of (1) can be expanded as

\[ x = \sum_{i = -\infty}^{+\infty} D_i \tau^i, \]

(25)

where \( D_i \) are constant vectors, \( \tau = t - t_* \). Let \( s = \tau^l \), then system (1) becomes

\[ \frac{d}{ds} x = ls^{l-1} f(x), \]

(26)

and the general solution (25) can be expanded as

\[ x = \sum_{i = -\infty}^{+\infty} D_i s^i. \]

We have the following similar results as the case of Painlevé property.

**Theorem 4.1.** If system (1) has weak-Painlevé property. Then, for any balance \((\xi, p) \in \mathcal{F},\) all the components of \( p \) are rational numbers; the Kovalevskaya matrix \( K \) is semi-simple and the Kovalevskaya exponents \( \lambda_1, \cdots, \lambda_n \) are rational numbers; the local solution of (1) can be represented as

\[ x = \tau^p (\xi + \sum_{i = -\infty}^{+\infty} B_i \tau^i), \]

(27)

with \( n - 1 \) arbitrary constants, and some \( l \in \mathbb{Z}^+, B_i \) are constant valued-vectors; (1) has local convergent Puiseux series solutions

\[ x = \tau^p (\xi + \sum_{i = 1}^{+\infty} B_i \tau^i), \]

(28)
with as many arbitrary constants as the number of positive Kovalevskaya exponents.

Proof. Since system (1) has a balance \((\xi, p)\), system
\[
\begin{align*}
\frac{dx}{ds} &= lx^{l-1}f(x), \\
\frac{dx_{n+1}}{ds} &= 1
\end{align*}
\]
(29)
has a balance \((\tilde{\xi}, \tilde{p})\), where \(\tilde{\xi} = (\xi, 1)\), \(\tilde{p} = (lp, 1)\) (29) has the following decomposition,
\[
\begin{align*}
\frac{dx}{ds} &= lx^{l-1}f(x) = lx^{l-1}f^{(0)}(x) + \cdots + lx^{l-1}f^{(m)}(x), \\
\frac{dx_{n+1}}{ds} &= 1
\end{align*}
\]
(30)
where the leading term
\[
\begin{align*}
\frac{dx}{ds} &= lx^{l-1}f^{(0)}(x), \\
\frac{dx_{n+1}}{ds} &= 1
\end{align*}
\]
(31)
is a weight homogeneous system with the scale-invariant solution \(x^{(0)} = \xi s^p, x_{n+1}^{(0)} = s\). By simple calculation, we get the corresponding Kovalevskaya matrix
\[
\hat{K} = \begin{pmatrix}
lp & 0 \\
0 & -1
\end{pmatrix},
\]
where \(K\) is the Kovalevskaya matrix corresponding system (1) with balance \((\xi, p)\).

If system (1) has weak-Painlevé property, we can conclude easily that the general solution of system (29) should be expanded as a Laurent series. With the same method as Painlevé analysis, the general solution of system (31) and hence, the general solution of variational equations of (31) along the \(x^{(0)} = \xi s^p, x_{n+1}^{(0)} = s\)
\[
\frac{dy}{ds} = \hat{K} \frac{y}{s}
\]
should be also expanded as a Laurent series, which implies that \(lp_1, \cdots, lp_n\) must be integers, \(\hat{K}\) must be semi-simple, and all its eigenvalues must be integers. Therefore, \(p_1, \cdots, p_n\) must be rational numbers, \(K\) must be semi-simple, and all the Kovalevskaya exponents must be rational numbers.

Now, based on the above discussions as well as the similar idea in the proof of theorem 2.2[8] and theorem 3.1, one can easily conclude that the general solution of system (4.1) can be expanded as the Laurent series
\[
\begin{align*}
x &= s^p(\xi + \sum_{i=-\infty}^{+\infty} B_i s^i), \\
x_{n+1} &= s
\end{align*}
\]
(32)
with \(n\) arbitrary constants, \(B_i\) is constant valued-vector, and system (4.1) has local Laurent solution
\[
\begin{align*}
x &= \tau^p(\xi + \sum_{i=-\infty}^{+\infty} B_i s^i), \\
x_{n+1} &= s
\end{align*}
\]
(33)
with as many arbitrary constants as the number of positive Kovalevskaya exponents. Then by replacing \(s^i\) by \(\tau = t - t_*\), one can get the proof ultimately.

We remark that the above results can be found in many other references without strict proof, such as [8, 10, 36] for example. And it is more important that the similar results as 4.1 also hold for analytic systems (10) with a little modification. In fact, we have the following results.
Theorem 4.2. If system (10) has weak-Painlevé property. Then, for any balance \((\xi, p) \in \tilde{F}\),
1. all the components of \(p\) are rational numbers, the Kovalevskaya matrix \(K\) is semi-simple and Kovalevskaya exponents \(\lambda_1, \cdots, \lambda_n\) are rational numbers;
2. the local solution can be represented as
\[
x = \tau^p(\xi + \sum_{i=-\infty}^{+\infty} B_i \tau^i),
\]
with \(n-1\) arbitrary constants, and some \(l \in \mathbb{Z}^+, B_i\) are constant valued vectors
3. furthermore, there are local convergent Puiseux series solutions
\[
x = \tau^p(\xi + \sum_{i=1}^{+\infty} B_{-i} \tau^{-i}),
\]
around the infinity with as many arbitrary constants as the number of negative Kovalevskaya exponents.

Proof. The proof can be given easily as in the proof of theorem 3.1 and 4.1, we omit it here.

At last, based on the above preparations, we get the following result by investigating the connection between weak-Painlevé property and integrability of general analytic systems.

Theorem 4.3. Assume \(\tilde{F} \neq \emptyset\) for system (10). Then (10) has weak-Painlevé property if and only if it is completely integrable in sense that it has \(n\) functionally independent time-dependent first integrals \(I_1(x, t), \cdots, I_n(x, t)\) which are formal series with respect to \((x, t^\dag)\) for some \(l \in \mathbb{N}\).

Proof. If system (10) has weak-Painlevé property, the general solution can be expanded as (34). Furthermore, by theorem 4.2 and the proofs of theorem 3.1 and 4.1, it is not difficult to get the general solution of the following form
\[
x = \tau^p(\xi + \sum_{i \in \mathbb{N}^{n+1}, |i|=1} C_i a_i^i \tau^{<\hat{\Lambda}, i>}),
\]
where \(C_i\) are constant vectors, \(a_i\) are free parameters with \(a_{n+1} = 1\), and \(\hat{\Lambda} = \{-\lambda_1, \cdots, -\lambda_n, \frac{q}{l}\}\) with some positive rational number \(q\), and eigenvalues of Kovalevskaya exponents \(\lambda_1, \cdots, \lambda_n\). Let
\[
\hat{Y} = \tau^{\hat{\Lambda}}.
\]
By theorem 4.2, all the eigenvalues \(\lambda_1, \cdots, \lambda_n\) are rational integers, therefore, (37) has \(n\) independent rational first integrals \(F_1(\hat{Y}), \cdots, F_n(\hat{Y})\). Let
\[
I_i(x, t) = F_i(\Phi^{-1}(\tau^{-p}x - \xi, \tau^q)), i = 1, \cdots, n
\]
with \(\Phi(\hat{Y}) = \sum_{i \in \mathbb{N}^{n+1}, |i|=1} C_i a_i^i \hat{Y}^i\). It is easy to see that they are formal Laurent series with respect to \(x\) and \(\tau^q\), and they are independent and invariant along any solution of system (1), i.e., they are time-dependent first integrals of system (1).

Conversely, let \((\xi, \hat{p}) \in \tilde{F}\) such that system (10) has the decomposition (11). Assume that the system (10) has \(n\) functionally independent first integrals \(I_1(x, \tau), \cdots, \)
$I_n(x, \tau)$ which are formal series with respect to $(x, \tau^\frac{1}{n})$ for some $l \in \mathbb{N}$. Then the following system

\[
\begin{aligned}
\frac{d}{d\tau} x &= I_{n-1} f(x), \\
\frac{d}{d\tau} x_{n+1} &= 1,
\end{aligned}
\]  

(38)

with $x_{n+1} = s = \tau^\frac{1}{n}$, has $n$ functionally independent first integrals $I_1(x, x_{n+1}), \ldots, I_n(x, x_{n+1})$ which are formal series with respect to $(x, x_{n+1})$. System (38) has a balance $((\xi_1, \ldots, \xi_n, 1), (l\tilde{p}_1, \ldots, l\tilde{p}_n, 1))$ with the following decomposition

\[
\begin{pmatrix}
\frac{d}{d\tau} x \\
\frac{d}{d\tau} x_{n+1}
\end{pmatrix} = 
\begin{pmatrix}
I_{n-1} f^0(x) \\
0
\end{pmatrix} + \cdots.
\]  

Obviously, the following system

\[
\begin{pmatrix}
\frac{d}{d\tau} x \\
\frac{d}{d\tau} x_{n+1}
\end{pmatrix} = 
\begin{pmatrix}
I_{n-1} f^0(x) \\
0
\end{pmatrix}
\]  

(40)

has $n$ functional independent first integrals $I_1(x, x_{n+1}), \ldots, I_n(x, x_{n+1})$ which are rational of $(x, x_{n+1})$. By the main theorem in [18], the identity component of the differential Galois group of the variational equation of system (40) along its scale-invariant solution $(\xi_1 s^{l\tilde{p}_1}, \ldots, \xi_n s^{l\tilde{p}_n}, s)$ is abelian, and the identity component of the differential Galois group of the corresponding normal variational equation should be trivial.

Make a change of variables $(x^{(1)}(t), x_{n+1}^{(1)}(t)) \to (s^{\tilde{p}} x^{(1)}, s x_{n+1}^{(1)})$, the variational equation is equivalently transformed to

\[
\begin{pmatrix}
\frac{d}{ds} x^{(1)}(t) \\
\frac{d}{ds} x_{n+1}^{(1)}(t)
\end{pmatrix} = \frac{1}{s} \tilde{K} \begin{pmatrix}
x^{(1)}(t) \\
x_{n+1}^{(1)}(t)
\end{pmatrix} = \frac{1}{s} \begin{pmatrix}
I K & 0 \\
0 & -1
\end{pmatrix} \begin{pmatrix}
x^{(1)}(t) \\
x_{n+1}^{(1)}(t)
\end{pmatrix},
\]  

(41)

and the corresponding normal variational equation is transformed to

\[
\frac{d}{ds} x^{(1)} = \frac{1}{s} IK x^{(1)},
\]  

(42)

where $K$ is the Kovalevskaya matrix of system $x = f^0(x)$ with the balance $(\tilde{\xi}, \tilde{p})$, and $\tilde{K}$ is the Kovalevskaya matrix of system (40) with the balance $((\xi_1, \ldots, \xi_n, 1), (l\tilde{p}_1, \ldots, l\tilde{p}_n, 1))$. It is easy to see that the Galois group of this linear equation is isomorphic to the normal variational equation. Then the identity component of the Galois group of (42) is trivial, this leads to that $K$ should be semi-simple and all of its eigenvalues should be rational numbers. Then by theorem 5.9 and theorem 5.10 in [8], system (10) has weak-Painlevé property.

\[\square\]

**Remark 3.** We remark that the theoretical value of Theorem 4.3 is, in fact, greater than the practical application meaning. On one hand, the above theorem implies the integrability of a given dynamical system has, indeed, deep relations with the singularity structure of its general solutions. However, the kinds of the first integrals we got are not so nice. One of the main reasons may be due to the unknown convergence and smoothness of the solutions in the singular form, which may imply that, to make a system integrable in good kinds of integrals, additional conditions should be given beside the (weak-)Painlevé property, for example, proper sign of the Kovalevskaya exponents may be necessary from Theorem 4.2.

Nevertheless, we can still conclude from Theorem 4.3 that, maybe one can find more integrable systems by investigating the weak Painlevé property rather than Painlevé property, just as illustrated in the following example.
Example 1. Consider the system
\[
\begin{align*}
\dot{x}_1 &= x_3 + f_1(x_1, x_2, x_3, x_4), \\
\dot{x}_2 &= x_4 + f_2(x_1, x_2, x_3, x_4), \\
\dot{x}_3 &= -2bx_1x_2 + f_3(x_1, x_2, x_3, x_4), \\
\dot{x}_4 &= -bx_1^2 + x_2^2 + f_4(x_1, x_2, x_3, x_4),
\end{align*}
\] (43)
where $b$ is a non-zero parameter, $f_1, f_2$ are analytical functions with lowest order of two, and $f_3, f_4$ are analytical functions with lowest order of three.

Let us consider the integrability of this system based on the Theorem 4.3. Then, we should look for conditions on the parameter $b$ such that the system (43) satisfies the first necessary conditions of Theorem 4.2. It is not difficult to find that there is a weight-homogeneous decomposition of the vector field provided by the exponents $p = (-2, -2, 3, -3)$, and corresponding first weight-homogeneous term is
\[
f^{(0)} = \begin{pmatrix} x_3 \\ x_4 \\ -2bx_1x_2 \\ -bx_1^2 + x_2^2 \end{pmatrix}.
\]
By simple computations, one can solve the equation $p\xi = f^{(0)}(\xi)$, and get three balances,
\[
\xi^{(1)} = (0, 6, 0, -12), \\
\xi^{(2)} = (\frac{2}{b}\sqrt{b(2b-1)}, \frac{3}{b}, \frac{6}{b}\sqrt{b(2b-1)}, -\frac{6}{b}), \\
\xi^{(3)} = (-\frac{3}{b}\sqrt{b(2b-1)}, \frac{3}{b}, -\frac{6}{b}\sqrt{b(2b-1)}, -\frac{6}{b})
\]
and corresponding Kowalevskaya exponents,
\[
\Lambda^{(1)} = \{-1, 6, \frac{1}{2}(5 \pm \sqrt{1 + 48b})\}, \\
\Lambda^{(2)} = \Lambda^{(3)} = \{-1, 6, \frac{1}{2}(5 \pm \sqrt{-23 + 24/b})\}.
\]

Then we can conclude that, to make system (43) integrable in sense as referred in Theorem 4.3, the parameter $b$ should be in the set
\[
B = \{b \in \mathbb{R} | \sqrt{1 + 48b}, \sqrt{-23 + 24/b} \in \mathbb{Q}\} = \{\frac{k^2 - l^2}{48l^2} = \frac{24m^2}{n^2 + 23m^2} | k, l, m, n \in \mathbb{N}\}.
\]

We remark that, in considering general integrability, one should also make above discussions. For example, let us consider the system (43) with $f_1 = f_2 = f_3 = f_4 \equiv 0$, i.e., we consider the weight-homogeneous system
\[
\begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} = f^{(0)} = \begin{pmatrix} x_3 \\ x_4 \\ -2bx_1x_2 \\ -bx_1^2 + x_2^2 \end{pmatrix},
\] (44)
which is, in fact, a Hénon-Heiles Hamiltonian system with Hamiltonian $H = \frac{1}{2}(x_3^2 + x_4^2) + bx_1^2x_2 - \frac{1}{2}x_2^3$.

Firstly, we choose $b$ to make system (44) pass the Painlevé test (Theorem 3.1), then $\sqrt{1 + 48b}, \sqrt{-23 + 24/b}$ must be odd integers, by simple calculation, one can find that $b \in \{1, \frac{1}{2}, \frac{1}{4}\}$. Secondly, let us choose $b$ in a weaker case such that $\sqrt{1 + 48b}$,
\( \sqrt{-23 + 24/b} \) are integers, then (44) surely passes the first step of weak-Painlevé test (Theorem 4.2) and one can conclude that \( b \in \{1, \frac{1}{2}, \frac{1}{6}, \frac{1}{16}\} \).

In fact, from [18], one can get that (44) is integrable (in Liouville sense) only on three cases, i.e.,

\[ b \in \{1, \frac{1}{6}, \frac{1}{16}\}. \]

While \( b = \frac{1}{2} \) with corresponding Kovalevskaya exponents \( \{-1, 0, 5, 6\} \) is not the parameter to make system (44) integrable.

Acknowledgments. We are extremely grateful to the reviewers for careful reading of the manuscript and valuable comments.

REFERENCES

[1] M. Adler and P. Van Moerbeke, The complex geometry of the Kovalevski-Painlevé analysis, \textit{Invent. math.}, 97 (1989), 3–51.

[2] M. Ayoul and N. T. Zung, Galoisian obstructions to non-Hamiltonian integrability, \textit{Comptes Rendus Mathematique}, 348 (2013), 1323–1326. \texttt{arXiv:0901.4586}.

[3] A. Baider, R. C. Churchill, D. L. Rod and M. F. Singer, On the infinitesimal geometry of integrable systems, \textit{Fields Inst. Commun.}, 7 (1996), 5–56.

[4] D. Boucher and J. A. Weil, Application of the Morales-Ramis Theorem to Test the Non-Complete Integrability of the Planar Three-Body Problem, IRMA Lectures in Mathematics and Theoretical Physics, 2002.

[5] T. Bountis, H. Segur and F. Vivaldi, Integrable Hamiltonian systems and the Painlevé property, \textit{Phys. Rev. A.}, 25 (1982), 1257–1264.

[6] S. N. Chow and J. K. Hale, \textit{Methods of Bifurcation Theory}, Springer, New York, 1982.

[7] V. V. Golubev, \textit{Lectures on the Integration of the Equations of Motion of a Rigid Body About a Fixed Point}, State Publishing House, Moscou. 1953.

[8] A. Goriely, Integrability and Non-integrability of Dynamical Systems, World Scientific Publishing Co. Singapore, 2001.

[9] A. Goriely, Investigation of Painlevé property under time singularities transformations, \textit{J. Math. Phys.}, 33 (1992), 2728–2742.

[10] A. Goriely, Integrability, partial integrability and nonintegrability for systems of ordinary differential equations, \textit{J. Math. Phys.}, 37 (1996), 1871–1893.

[11] A. Goriely, Painlevé analysis and normal form, \textit{Physics D.}, 152–153 (2001), 124–144.

[12] J. J. Kovacic, An algorithm for solving second order linear homogeneous differential equations, \textit{J. Symb. Comput.}, 2 (1986), 3–43.

[13] S. Kowalewska, Sur le probleme de la rotation d’un corps solide autour d’un point fixe, \textit{Acta Math.}, 12 (1889), 177-232.

[14] V. V. Kozlov, \textit{Symmeetries, Topology, and Resonances in Hamiltonian Mechanics}, Springer-Verlag, Berlin, 1995.

[15] M. D. Kruskal and P. A. Clarkson, The Painlevé-Kowalevski and Poly-Painlevé test for integrability, \textit{Stud. Appl. Math.}, 86 (1992), 87–165.

[16] M. D. Kruskal, A. Ramani and B. Grammaticos, Singularity and its relation to complete, partial and non-integrability; Partially integrable evolution equations in physics. \textit{Kluwer Academic Publishers, Dordrecht}, 310 (1990), 321–372.

[17] Y. Kosmann-Schwarzbach, B. Grammaticos and K. M. Tamizhmani, \textit{Integrability of Nonlinear Systems}, Lect. Notes Phys. 638. Springer-Verlag Berlin Heidelberg, 2004.

[18] W. L. Li and S. Y. Shi, Non-integrability of Hénon-Heiles System, \textit{Celest. Mech. Dynam. Astron.}, 109 (2010), 1–12.

[19] W. L. Li and S. Y. Shi, Galoisian obstruction to the integrability of general dynamical systems, \textit{J. Differential Equations}, 252 (2012), 5518–5534.

[20] W. L. Li and S. Y. Shi, Non-integrability of generalized Yang-Mills Hamiltonian system, \textit{Discrete and Continuous Dynamical Systems}, 33 (2013), 1645–1655.

[21] A. M. Lyapounov, On a certain property of the differential equations of the problem of motion of a heavy rigid body having a fixed point, \textit{Soobshch. Kharkov Math. Obshch. Ser. 2}, 4 (1894), 120–140. Collected Works, V. 5, Izdat. Akad. SSSR, Moscow, 1954, (in Russian)
[22] A. J. Maciejewski and M. Przybylska, All meromorphically integrable 2D Hamiltonian systems with homogeneous potential of degree 3, Phys. Lett. A., 327 (2004), 461–473.

[23] A. R. Magid, Lecture on Differential Galois theory, American Mathematical Society, Providence, Rhode Island, 1994.

[24] J. J. Morales-Ruiz, Técnicas Algebraicas Para El Estedio De La Integrabilidad De Sistemas Hamiltonianos, Ph.D. Thesis, University of Barcelona, 1989.

[25] J. J. Morales-Ruiz and C. Simó, Picard-Vessiot theory and Ziglin’s theory, J. Differential Equations, 107 (1994), 140–162.

[26] J. J. Morales Ruiz, Differential Galois Theory and Non-Integrability of Hamiltonian Systems, Progress in Mathematics, 179. Birkhäuser Verlag, Basel, 1999.

[27] J. J. Morales-Ruiz and C. Simó, Non-integrability criteria for Hamiltonians in the case of Lamé normal variational equations, J. Differential Equations, 129 (1996), 111–135.

[28] J. J. Morales Ruiz, A remark about the painlevé transcendents, Séminaires. Congrès, 14 (2006), 229–235.

[29] J. J. Morales-Ruiz and S. Simon, On the meromorphic non-integrability of some N-body problems, Discrete Contin. Dyn. Syst., 24 (2009), 1225–1273.

[30] J. J. Morales-Ruiz, J. P. Ramis and C. Simó, Integrability of Hamiltonian systems and differential Galois groups of higher variational equations, Annales Scientifiques de l’école Normale Supérieure, 40 (2007), 845–884.

[31] A. Ramani and B. Grammaticos, The Painlevé property and singularity analysis of integrable and non-integrable systems, Physics Reports., 180 (1989), 159–245.

[32] A. Ramani, B. Dorizzi and B. Grammaticos, Painlevé conjecture revisited, Phys. Rev. Lett., 49 (1982), 1539–1541.

[33] A. Ramani, B. Grammaticos and S Tremblay, Integrable systems without the Painlevé property, J. Phys. A: Math. Gen., 33 (2000), 3045–3052.

[34] A. Ramani, B. Dorizzi, B. Grammaticos and T. Bountis, Integrability and the Painlevé property for low-dimensional systems, J. Math. Phys., 25 (1984), 878–883.

[35] A. F. Rañaada, A. Ramani, B. Dorizzi and B. Grammaticos, The weak-Painlevé property as a criterion for the integrability of dynamical systems, J. Math. Phys., 26 (1985), 708–710.

[36] A. K. Roy-Chowdhury, Painlevé Analysis and Its Applications, Chapman and Hall/CRC, 1999.

[37] A. Tsygyna, The meromorphic nonintegrability of the three-body problem, C. R. Acad. Sci. Paris Sér.I Math, 331 (2000), 241–244.

[38] K. Umeno, Non-integrable character of Hamiltonian systems with global and symmetric coupling, Physica D., 82 (1995), 11–35.

[39] M. Van der Put and M. F. Singer, Galois Theory of Linear Differential Equations, volume 328 of Grundlehren der mathematischen Wissenschaften. Springer. Heidelberg, 2003.

[40] S. Wojciechowski, Superintegrability of the calogero-moser system, Phys. Lett. A, 95 (1983), 279–281.

[41] H. Yoshida, Necessary condition for the non-existence of algebraic first integral I, II, Celestial Mech., 31 (1983), 363–379, 381–399.

[42] H. Yoshida, A criterion for non-existence of an additional integral in Hamiltonian systems with a homogeneous potential, Physica D, 29 (1987), 128–142.

[43] H. Yoshida, Non-integrability of the truncated Toda lattice Hamiltonian at any order, Commun. Math. Phys, 116 (1988), 529–538.

[44] S. L. Ziglin, Branching of solutions and non-existence of first integrals in Hamiltonian mechanics I, II, Funct. Anal. Appl., 16 (1983), 181–189; 6–17.

Received July 2013; revised December 2013.

E-mail address: lwlei@jlu.edu.cn & liwl07@mails.jlu.edu.cn
E-mail address: shisy@jlu.edu.cn