Non-locality in the nucleon-nucleon interaction and nuclear matter saturation
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We study the possible relationship between the saturation properties of nuclear matter and the inclusion of non-locality in the nucleon-nucleon interaction. To this purpose we compute the saturation curve of nuclear matter within the Bethe-Brueckner-Goldstone theory using a recently proposed realistic non-local potential, and compare it with the corresponding curves obtained with a purely local realistic interaction (Argonne v18) and the most recent version of the one-boson exchange potential (CD Bonn). We find that the inclusion of non-locality in the two-nucleon bare interaction strongly affects saturation, but it is unable to provide a consistent description of few-body nuclear systems and nuclear matter.
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I. INTRODUCTION

The effective nucleon-nucleon (NN) interaction is expected, on physical grounds, to be intrinsically non-local. The quark structure of nucleons implies that the potential between two interacting nucleons cannot be expressed only in terms of the center of mass degree of freedom, at least for distances smaller than twice the nucleon radius. Even a description of the NN interaction in terms of one-boson exchange processes introduces some degree of non-locality [1]. For practical purposes, however, it is convenient to have a local (energy independent) NN interaction, to be used in numerical applications. The modeling of the NN interaction by a local potential, with possible guidance from meson exchange processes, has been extremely successful in reproducing the NN experimental phase shifts and deuteron properties [2, 3]. This approach has developed for many years and has reached a high degree of sophistication.

It has been established by now that these local NN potentials, which are essentially phase equivalent, give slightly different results for the three- and four-nucleon systems. Furthermore, in general they underestimate the binding energy and do not give the correct values for some polarization observables. This drawback has been usually overcome by introducing three-body forces, which can be again justified by the non-elementary nature of the nucleon. Actually three-body forces can be generated also by meson-exchange processes of higher order, where the nucleon is excited in the intermediate states of the interaction processes or meson-meson couplings are introduced [4]. Both non-locality and three-body forces can be considered to have a common origin, the inner structure of the nucleon. However, one cannot fully reduce one to another, since non-locality has definite effects already at the two-body level, e.g. a non-local potential cannot be equivalent, in general, to an energy independent local potential. Furthermore, it is not clear to what extent the off-shell behavior of a non-local potential, i.e. the off shell T-matrix, can be simulated by the presence of three-body forces.

Another question where non-locality could play a role is the mechanism of saturation in nuclear matter. In fact, it turns out that in order to get saturation with a local (energy independent) interaction, it is essential to include a strong repulsive core, as also suggested by the behavior of the NN phase shifts. Again, three-body forces are necessary to tune the saturation point close to the empirical one. It is surely conceivable that a certain degree of non-locality could simulate the strong repulsion at short distance, which is one of the main features of the NN interaction, and maybe reduce the need of three-body forces.

It appears, therefore, of great interest to investigate to what extent non-locality alone could enable to get saturation, possibly close to the empirical one, and at the same time to describe three- and four-body systems correctly.

Recently, in a series of papers by Dolenchal and collaborators [5, 6, 7], a new realistic non-local NN potential was proposed, which is able to describe accurately both the NN phase shifts and the properties of three-nucleon systems (³He and ³H), i.e. their binding energies and radii. Also the alpha particle appears to be reasonably well described [8]. The need of three-body forces in this case seems to be absent, or completely simulated by the non-locality.

This NN interaction introduces non-locality at short distance (r ≤ 3 fm⁻¹) for the s-wave channels, and possibly also for the p-waves ones [9]. The rest of the potential is taken as the Argonne v18 [2], while the non-local part is purely phenomenological.

In this paper we address the issue of the saturation properties of non-local potentials. To this purpose we present nuclear matter calculations within the Bethe-Brueckner-Goldstone method extended up to three hole-line contributions, which is known to converge well and to give an accurate nuclear matter saturation curve.

As the main representative of non-local NN interaction we take the potential of ref. [4]. We compare the corresponding nuclear matter Equation of state (EOS) with those obtained starting from the charge-dependent (CD) Bonn [9] and the v18 potentials. The former can be considered the most recent and accurate interaction based on the one-boson exchange model and, therefore,
II. LOCAL VS. NON-LOCAL NN POTENTIALS.

Before studying infinite nuclear matter and in order to better understand the role played by the different NN interactions in the nuclear matter calculations of next section, it is useful to briefly compare the properties and characteristics of the potentials we are going to employ, on the basis also of some established results obtained in the literature.

The general matrix elements in the momentum representation of a NN interaction $V^c(r, r')$ in a given two-body channel $c$ can be written

$$V_{ll'}^{cc}(k, k') = \int \frac{V^{cc}(r, r')}{2\pi} \int s^2 dr^2 dr' j_l(kr) \bar{V}_{ll'}(r, r') j_{l'}(k'r')$$

where $l, l'$ are the initial and final orbital angular momenta in the channel, and $j_l, j_{l'}$ the corresponding spher-
FIG. 2: Left panels: off-diagonal $^1S_0$ np matrix elements of the $v_{18}$, CD Bonn and NL potentials, for three fixed momenta $q_0$ corresponding to laboratory energies $E_{lab} = 25$ (upper panel), 150 (middle) and 350 (lower) MeV. Right panels: corresponding half off-shell $R$-matrix elements. The solid dot marks the on-shell values of the $R$-matrix.

For a local potential $V^c(r, r') = v^c \delta(r - r')/rr'$, in the momentum representation the matrix elements $V^c_{ll'}(k, k')$ of eq. (1) are in any case a function of two variables, the initial and final relative momenta $k$ and $k'$. The non-locality is incorporated in a non-trivial way in the analytical properties of the matrix elements of the potentials, as well as of the corresponding $T$-Matrix, or of the real $R$-Matrix, which is used here for later convenience. The latter describes the free space NN scattering and is obtained by solving the Lippmann-Schwinger equation, which for two nucleons interacting with energy $E$ in the center of mass frame can be written as:

$$R^c_{ll'}(k, k'; E) = V^c_{ll'}(k, k') + \sum_{l''} \mathcal{P} \int_0^\infty q^2 dq V^c_{ll''}(k, q) \frac{M}{ME - q^2} R^c_{l''l'}(q, k'; E),$$

where the symbol $\mathcal{P}$ denotes the principal value integral and $M$ is the free nucleon mass.

For realistic potentials the on-shell $R$-matrix, $R(q_0, q_0; E)$ with $q_0 = \sqrt{ME}$, is fixed, to a large extent, by the fitting of the experimental NN phase shifts.

The potentials we consider in the present paper were fit to reproduce the Nijmegen phase shifts \[20\] for energies up to 350 MeV in the laboratory frame, and therefore give rise to practically identical on-shell values of the $R$-matrix in this energy range. However, due to their totally different analytical structure, a quite different behavior of the bare NN matrix elements of eq. (1) can be expected, especially when non-local potentials are compared with local ones.

This is illustrated in fig. 1, where the bare NN diagonal matrix elements and the corresponding on-shell $R$-matrix for the local $v_{18}$ and the non-local CD Bonn are compared with those obtained from the non-local potential indicated as IS in ref. \[6\] and hereafter referred to as NL. Here the dominant $S$-wave channels are considered, for which the main non-locality has been introduced in ref. \[6\]. One can see that, despite the expected agreement of the various interactions on the $R$-matrix, the behavior of
the bare NN matrix elements is quite different. At small momenta we see that in the $^1S_0$ channel the two non-local potentials are rather close to each other, while they differ significantly from the $v_{18}$. This is still true in the $^3S_1$ channel, where, however, the difference between NL and CD Bonn is increased. It can be also seen that at increasing non-locality, i.e. going from the CD Bonn to the NL potential, the deviation from the local potential $v_{18}$ is increasing. This is in agreement with refs. [14, 15], where it was shown that including non-locality makes the attraction provided by the integral term of eq. (2) weaker, thus requiring a less repulsive diagonal matrix element of $V$, in order to obtain the same on-shell $R$-matrix. In particular it is interesting to note that the diagonal NL potential is always rather close to the corresponding on-shell $R$-matrix elements, especially for the $^3S_1$ channel. In the coupling channel $^3S_1-^3D_1$ we see that the three potentials are very close to each other at small momenta, with NL deviating from the others at intermediate $q$.

Considering the large momentum behavior, we observe that in all cases the CD Bonn potentials exhibits a much larger tail.

Since the diagonal matrix elements of the bare potentials are already so different from each other, it is not surprising then that the off-shell behavior of both the bare $V$ and the $R$-matrix is also different, as illustrated in figs. 2 and 3, where the half off-shell matrix elements of the bare potentials and of the $R$-matrix are shown for three choices of the incident energy. The behavior of the bare potentials (left panels in the figures) shows essentially the same features we have already observed for the diagonal matrix elements. The curves representing the $R$-matrix (right panels) are closer to each other, but still sensible differences are observed, especially when the results corresponding to the $v_{18}$ are compared with the two other non-local potentials.

Finally in fig. 4 we also show the half off-shell $V$ and $R$ $^3S-^3D_1$ matrix elements. Here only the tensor part of the NN interaction can contribute, which was shown in previous works to be strongly affected by the inclusion of non-locality [14, 15, 16], and which is known to play an important role in nuclear structure calculations. We see that indeed, the inclusion of non-locality reduces the strength of the interaction and, for the NL case, also the
range of momentum values where the matrix elements are significantly different from zero.

III. EOS OF NUCLEAR MATTER

A. The BBG expansion

The microscopic calculations of nuclear matter Equation of State, i.e. the energy per particle as a function of density, on the basis of realistic interactions has a long history. Theoretical and numerical methods, accurate enough for our considerations, are nowadays available. We will follow the Bethe-Brueckner-Goldstone scheme, which has been proved [11] to be reliable in a wide range of density. In this expansion the original bare NN interaction $v$ is systematically replaced by the $G$-matrix, which satisfies the integral equation

$$G[\rho; \omega] = v + \sum_{k_a, k_b} \frac{|k_a k_b\rangle}{\omega - e(k_a) - e(k_b)} G[\rho; \omega],$$

where $e(k)$ is the single particle energy and $Q$ the so-called Pauli operator which projects both intermediate single particle states above the Fermi surface. The diagrams in terms of the $G$-matrix are then ordered according to the numbers of hole-lines they contain. The introduction of the self-consistent single particle potential $U(k)$ is an essential ingredient of the method

$$U(k) = \sum_{k' < k_F} \langle kk'| G(e(k) + e(k')) |kk\rangle_{A}$$

Since $e(k) = \hbar^2 k^2 / 2M + U(k)$, eqs. (3,4) include a self-consistent procedure which determines $U(k)$. In particular we use the continuous choice for the potential $U(k)$, i.e. the definition of eq. (4) is extended to all momenta $k$, below and above the Fermi momentum $k_F$. More details can be found in review papers or in textbooks [11]. We extend our calculations up to the three-hole line level of approximation, which has been shown to be accurate in refs. [21,22,23] for a variety of NN potentials, including the Argonne $v_{14}$ and $v_{18}$ and the Paris interactions.

However, since Doleschall’s NL potential is used here for the first time in BBG calculations of nuclear matter,
FIG. 5: Potential energy per particle for symmetric nuclear matter calculated with the non-local potentials NL1 (squares), which includes the non-locality in the \( ^3S_0 \) channel only, and NL2 (triangles), which has the non-locality both in the \( ^1S_0 \) and in the \( ^3S - D_1 \) channels. Empty symbols correspond to the two hole-line calculations, while full symbols represent the full two + three hole-line results.

Before making comparisons of different EOS, we briefly study the accuracy of the BBG expansion in this case. This is done in fig. 5, where the contributions to the binding potential energy of the two-hole line (Brueckner) and three-hole-line diagrams are reported. To keep the calculations reliable, the latter has to be substantially smaller than the former.

Two different choices for the NL potential are considered: the curves labeled as NL1 have been obtained using Doleschall’s IS potential of ref. [6] only in the \( ^1S_0 \) channel, while for the curves labeled as NL2 the non-local potential has been included also in the \( ^3S_0 - D_1 \) channel. In the remaining channels the \( v_{18} \) interaction has been used.

The three-hole-line contributions turn out to be slightly larger than in the case of local potentials (see [21, 22, 23]). However these corrections always remain within 2-3.5% for the NL1 case and within 2.5-4% for NL2, thus indicating that our calculations up to three hole-lines can be considered accurate. It is interesting to note that with the non-local potentials the corrections to the BHF curves are positive, contrary to the case of the \( v_{18} \), where, in the region \( 1.4 < k_F < 2 \text{ fm}^{-1} \) the three-hole-line contributions tend to make the EOS more attractive.

### B. Nuclear matter saturation properties

Having established the validity of our calculations, we can now turn our attention to the study of the saturation properties of nuclear matter. To better understand the role that the different potentials we studied in section III play in the nuclear matter EOS it is useful to rewrite the Bethe-Goldstone equation (3) in the channel \( c \),

\[
\langle kl|G^c(\rho, \omega)|k'l'\rangle = V_{ll}^c(k, k')
\]

\[
+ \sum_{ll'} \int_0^{\infty} q^2 dq V_{ll'}(k, q) \frac{\overline{Q}(q)}{\omega - E(q)} \langle q ll'|G^c(\rho, \omega)|k'l'\rangle,
\]

where, following standard procedures [11], we have introduced the angle averaged expressions of the Pauli operator, \( \overline{Q} \), and of the energy, \( E \), in the denominator of the integral term. Eq. (4) closely resembles the Lippmann-Schwinger equation (2), the difference being due to the presence, in the former, of the Pauli blocking operator and of a different energy denominator. Both these terms produce a quenching of the integral term contribution in the Bethe-Goldstone equation with respect to the Lippmann-Schwinger case. Therefore the behavior of the G-matrix is expected to be rather similar to that of the R-matrix, with this quenching effect being weaker for the non-local potentials, for which the integral term is already small.

Since the non-locality in the NL potential is introduced in the \( ^1S_0 \) and in the coupled \( ^3S_1 - D_1 \) channels, we begin by studying the contributions of these channels to the total potential binding energy per particle. This is done, at the Brueckner level, in fig. 6, where the results corresponding to the non-local CD Bonn (empty dots/dashed line) and NL potentials (triangles/dot-dashed) are compared with the \( v_{18} \) (crosses/solid). In agreement with the discussion in section III where we compared bare potentials and R-matrix elements, we observe that in the \( ^1S_0 \) channel the CD Bonn and NL potential contributions are very close to each other and that they provide additional binding, with respect to the \( v_{18} \) case. When we consider the \( ^3S_1 \) and \( ^3D_1 \) channels, again we see that the non-local potentials provide more binding, but in this case the NL curve is significantly lower than the CD Bonn one. Since the contributions from all other channels are very similar for the three potentials (with differences of the order of 1 MeV at the largest densities considered here), the differences observed in the \( ^1S_0 \) and \( ^3S_1 \) and \( ^3D_1 \) channels determine the behavior of the total binding potential energy, shown in the bottom panel of fig. 6.

In order to get further insight on the origin of the differences in the potential binding energy, in fig. 7 we also show the potential \( U(k) \) for three different choices of the density, namely \( k_F = 1.4, 1.6 \) and 1.8 fm\(^{-1} \). The most important contribution to the total binding energy comes from the low \( k \) region, where the NL potential is, indeed, lower than the others. At large \( k \) the behavior of the CD Bonn curve differs from the others, which is not surprising considering the different high momentum tail of the potential \( V \) shown, for example, in fig. 6. However this behavior does not seem to affect the final result for the binding energy.

Finally, the saturation curve of nuclear matter is shown in figure 8, where, in order also to make contact with the existing literature, e.g. [14, 15, 16], we show results at the Brueckner level, while in the lower
FIG. 6: Contributions of the different channels to the potential binding energy per particle (in MeV) vs. the Fermi momentum $k_F$. The upper panel corresponds to the $^1S_0$ channel, the middle panel to the $^3S_1 + ^3D_1$ channels, while the lower panel shows the total potential binding energy. All curves are calculated at the 2 hole-line level.

Again, as a reference curve we take the one obtained using the Argonne $v_{18}$ interaction (solid line): as it is well established, the saturation density it gives is slightly larger than the empirical one, and three-body forces can be introduced to correct for this drawback \cite{11, 24}. This is just the issue we want to address, and therefore all the calculations will be presented without the introduction of three-body forces, in order to see to what extent the non-locality can affect this result and in which direction. The discrepancy of the calculated saturation point from the empirical one can be taken as a measure of the amount of three-body forces which is needed. Also relativistic effects can shift the saturation point, as described within the Dirac-Brueckner (DB) approach \cite{1}. However, it has been shown in ref. \cite{25} that the relativistic effects introduced in DB calculations can be described in terms of non-relativistic three-body forces due to virtual creation of nucleon-antinucleon pairs.

Let us now consider the other two interactions, which display different degrees of non-locality. The CD Bonn at the Brueckner level has been already studied in ref. \cite{26} and more recently in ref. \cite{27}. The corresponding saturation curve reported in fig. 8 is in agreement with previous studies. The saturation density and energy are
FIG. 8: Energy per particle (in MeV) for symmetric nuclear matter calculated for the $v_{18}$ and CD Bonn potentials and for the non-local interactions NL1, which includes the non-locality in the $1S_0$ channel only, and NL2, where the non-locality is included both in the $1S_0$ and in the $3S - D_1$ channels. The upper panel shows results at the two hole line level, while in the lower panel three hole-line contributions are included.

substantially larger than for $v_{18}$.

The introduction of three hole-line contributions slightly improves the situation, since the three hole-line diagrams give an overall additional repulsion, which however is much smaller than the two hole-line contribution. As shown in the bottom panel of fig. 8, the binding energy decreases, but still remaining too large with respect to the empirical value, while the saturation density is essentially unchanged. All that indicates that, in order to get the correct saturation point, one needs an amount of three-body force larger than in the $v_{18}$ case. This is somehow at variance with the results for few nucleon systems, where the CD Bonn seems to produce binding energies closer to the experimental ones.

The Doleschall’s potential moves further in this direction. As in figs. 5 and 6 we consider again the NL1 and NL2 cases. The saturation density, as one can see in fig. 8, is higher than in the $v_{18}$ case already for the NL1 curve and it becomes abnormally large when both $1S_0$ and $3S-D_1$ channels include non-locality (NL2), with the energy per particle going down to about -26 MeV. The very large strength for the three-body forces needed in this case, for shifting the saturation curve close to the phenomenological one, is in sharp contrast with the excellent results obtained for few body systems, where virtually no three-body forces are needed.

It looks that any increase of the non-locality would improve the fitting of the binding for the few body, but would shift the saturation point to higher density and binding energy.

IV. CONCLUSION

We have analyzed the effects of the non-locality of the NN interaction on the saturation curve of nuclear matter by considering a set of interactions with different degree of non-locality. While the introduction of non-locality is able to improve the agreement with phenomenology in few-body systems, where it can reduce or even eliminate the need of three-body forces, in nuclear matter we observe a parallel shift of the saturation point in the wrong direction, away from the empirical saturation point. The presence of non-locality seems to be unable to solve one of the fundamental problem in the many-body description of nuclear systems, i.e. the (in)consistency of the three-body forces needed in few-body nuclear systems and in nuclear matter.
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