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Abstract

Breast cancer is the second most commonly diagnosed cancer in women throughout the world. It is on the rise, especially in developing countries, where majority of the cases are discovered late. Breast cancer develops when cancerous tumors form on the surface of the breast cells. The absence of accurate prognostic models to assist physicians recognize symptoms early makes it difficult to develop a treatment plan that would help patients live longer. However, machine learning techniques have recently been used to improve the accuracy and speed of breast cancer diagnosis. If the accuracy is flawless, the model will be more efficient, and the solution to breast cancer diagnosis will be better. Nevertheless, the primary difficulty for systems developed to detect breast cancer using machine-learning models is attaining the greatest classification accuracy and picking the most predictive feature useful for increasing accuracy. As a result, breast cancer prognosis remains a difficulty in today’s society. This research seeks to address a flaw in an existing technique that is unable to enhance classification of continuous-valued data, particularly its accuracy and the selection of optimal features for breast cancer prediction. In order to address these issues, this study examines the impact of outliers and feature reduction on the Wisconsin Diagnostic Breast Cancer Dataset, which was tested using seven different machine learning algorithms. The results show that Logistic Regression, Random Forest, and Adaboost classifiers achieved the greatest accuracy of 99.12%, on removal of outliers from the dataset. Also, this filtered dataset with feature selection, on the other hand, has the greatest accuracy of 100% and 99.12% with Random Forest and Gradient boost classifiers, respectively. When compared to other state-of-the-art approaches, the two suggested strategies outperformed the unfiltered data in terms of accuracy. The suggested architecture might be a useful tool for radiologists to reduce the number of false negatives and positives. As a result, the efficiency of breast cancer diagnosis analysis will be increased.
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1. Introduction

Cancer is a group of disorders characterized by the growth of abnormal cells that have the ability to infiltrate or spread throughout the body\cite{1}. Breast cancer is the world’s second most common disease and public health concern, especially among women, with high mortality and substantial morbidity\cite{2}. Breast cancer is on the rise in emerging countries, and a five-year study indicated that it is the most common malignancy\cite{3}. According to the American Cancer Society, 93,600 new instances of breast cancer are diagnosed each year in Africa, with
around 50,000 fatalities. Breast cancer was diagnosed in 2.3 million women, resulting in 685,000 deaths in 2020, according to the World Health Organization (WHO, 2021).

It is a disease characterized by aberrant cell proliferation in the breast[4], which is caused largely by DNA mutations. Breast cancer tumors are classified as either malignant or benign [5]. This classification is applied in the analysis of breast tumors, lumps, or any other abnormal development in the breast tissue. Cancer that is classified as benign is typically not life-threatening and has a greater chance of survival, whereas cancer that is classified as malignant is life-threatening [6]. A malignant tumor can develop fast, infiltrating the lymph system and encroaching on other healthy tissues in the surrounding area, causing disastrous effects; on the other hand, a benign tumor cannot grow beyond a specific size and remains confined inside its bulk. Early cancer identification guarantees successful therapy and enhances the likelihood of survival [7].

Scientists have attempted to pinpoint the specific cause of breast cancer since there are only a few risk factors that promote a woman’s chances of developing the disease. Breast cancer risk factors include age, genetic risk, family history, obesity, gene variation, smoking and alcohol consumption. Due to the small size of the cancer cell as seen from the outside, it is nearly hard to identify breast cancer in its early stages. Mammography, ultrasound [8], dynamic MRI[9], and elastography are the only ways to detect cancer at an early stage[10]. In many cases, clinicians would be required to read a large amount of imaging data, which would compromise accuracy. This method is extremely time-consuming and, in some cases, it incorrectly diagnoses the cancer.

Medical professionals continue to make this sort of diagnosis in order to see which one has the most impact. In recent years, however, machine learning (ML) [11]–[14], deep learning [15], [16], and bio-inspired computing [17] approaches have been employed in a variety of medical diagnoses. Machine learning in the detection of breast cancer has been the subject of several studies [18]–[21]. Several studies use different datasets collected from the University of California-Irvine (UCI) repository for clinical prediction of this disease. Among these are Wisconsin Breast Cancer Dataset (WBCD), Wisconsin Diagnostic Breast Cancer (WDBC) and Wisconsin Prognostic Breast Cancer (WPBC) dataset to mention few. Regardless of the nature of the dataset, the focus of the research is always aimed at enhancing accuracy of the prediction in order to correctly diagnose the cancer. However, despite the popularity of ML algorithms modalities proven on different breast cancer dataset, it still cannot offer accurate and consistent outcome in diagnosis unless improved with some data mining techniques [22]. Among the popular dataset used is WDBC with continuous-valued data problem [23] hence finding the linearity among the features pose a difficulty [24], [25] when applied to ML algorithms thus leading to poor accuracy when applied on some algorithms.

Recently, in the research work carried out on WDBC dataset, study and analysis of ML algorithms were reported along with the approaches used in improving the performance of ML algorithms [25]–[27]. In their work, [25] proposed a method using clustering and noise removal on WDBC dataset before it was applied on some ML algorithms. In the research, Expectation Maximization (EM) was used for data clustering, Classification and Regression Trees (CART) automatically generated the fuzzy rules from the data hence causing removal of noise while the Principal Component Analysis (PCA) as a dimensionality reduction technique was used to overcome the multicollinearity issue in the data. The proposed technique was evaluated with WDBC and Mammographic mass datasets; then its effectiveness was demonstrated. When compared to PCA-Support Vector Machine (PCA-SVM), PCA-K Nearest Neighbour (PCA-KNN) and Decision Tree (DT), EM-PCA-CART-Fuzzy Rule-Based had the greatest accuracy of 93.2%, whereas PCA-SVM, PCA-KNN and DT had an accuracy of 86.7%, 82.3% and 92.9%, respectively.

In order to improve classification accuracy of breast cancer disease, [27] applied preprocessing step on WDBC dataset. Here, features were selected using gain ratio and modeled with six algorithms using 10-fold cross-validation method. The accuracy of these algorithms was: SVM-Linear (98.07%), KNN at k=3 (97.36%), Naïve Bayes (95.08%), J48 (98.07%), Multi-layer perception (98.41%) and Random Forest (98.77%). The results demonstrated a considerable improvement above the state-of-the-art since RF performed the best.

Similarly, [26] focused on integrating ML algorithms with different feature selection methods and compared their performances to identify the most suitable approach. The selected features were Correlation based Feature Selection (CFS), Recursive Feature Elimination (RFE), Linear Discriminant Analysis (LDA) and PCA. The ML algorithms tested were SVM (using radial basis kernel), Neural Networks (NN) and Naïve Bayes (NB) carried out on WDBC Dataset. It was observed that SVM-LDA combination and NN-LDA combination obtained the best performance in terms of accuracy (98.82%).

In the comparative study carried out by [18] to determine how to improve classification algorithm on the WDBC dataset, the investigation was conducted on different level of cross validations and percentage of splitting the training dataset. The NB, J48, Random Forest (RF), SMO, Multilayer Perceptron algorithms when trained with 85.5% of the dataset at 10-fold cross validation, the evaluation result showed the NB as 97.28%, J48 as 94.27%, RF as 95.56%, SMO as 96.13% and Multilayer Perceptron as 96.13% accuracy. NB having the highest accuracy was further investigated with 5, 10 and 15 cross validation at 66.6% and 85.5% splitting. The result showed improvement when trained with 85.5% trained set resulting into 99% accuracy. It can be justified that such improvement exists as a result of overfitting of the training set.

In a similar investigation conducted on three distinct datasets: WDBC, WDBC and Coimbra by [23], the study proposed a fuzzy technique in improving the ML algorithms. In order to resolve the limitation of an existing method, where ID3 algorithm was unable to classify the continuous-valued data and increase the classification accuracy of the decision tree, FUZZY-DBD method an automatic fuzzy database was used to design the fuzzy database for fuzzification of data in the ID3 algorithm. It was used to generate a predefined fuzzy database
before the generation of the fuzzy rule base. The fuzzified dataset was applied to fuzzy-ID3 algorithm. The accuracy of fuzzy-ID3 applied to fuzzified dataset was 94.362% when compared with non-fuzzy WDBC dataset applied to ID3 (91.059%), SVM (86.1%), C4.5(92.97%), NB(91.81%), RF(91.66%) and KNN(92.57%).

The study conducted by [28] in order to improve accuracy of ML algorithms, investigated the best features suitable for WDBC dataset. Light Gradient Boosting Model (LGBM), Catboost, and Extreme Gradient Boosting (XGB) were applied as the feature selection approaches tested on Naive Bayes algorithm. The findings revealed best accuracy with LGBM (97%), followed by Catboost (96%) and XGB (96%).

Again, [29] experimented with feature selection techniques of Correlation based Feature Selection(CFS), univariate selection (selectKBest), and Recursive Feature Elimination (RFE). The RF was applied on these feature selection methods and evaluated on WDBC dataset. It was shown that when 5 features were picked, the RF model had the best accuracy with a CFS of 95.32%, selectKBest 94.15% and RFE 94.15%.

As reviewed from the literature on the state-of-the-art approaches employed, the problem of multi linearity in the WDBC dataset still exists because to the best of our knowledge, none of the existing work has investigated the presence of outliers on the WDBC dataset. In addition, the research investigates the extent to which the removal of outliers, when combined with feature selection method can improve the accuracy of other weak algorithms. Hence, this study analyzes improvement of ML algorithms for detecting disease based on outlier detection and feature selection method using Pearson Correlation based feature selection. The goal of this research was to create an optimal model that would fill a knowledge gap. In this study, the characteristics of the Wisconsin Diagnostic Breast Cancer (WDBC) dataset were examined in depth for the presence or absence of outliers. When outliers were discovered, some of the instances were dropped. The filtered dataset was further refined as the classification system’s inputs using Correlation Feature Selection (CFS). The Pearson correlation technique was used to find the appropriate continuous features and their associated weight (importance) in order to discover variables that are relevant for prediction. This method assists in the resolution of overfitting and underfitting difficulties in ML. The accuracy was used to evaluate the performance of the unfiltered (conventional technique), filtered (outliers approach), and Outliers Correlation Feature Selection (OCFS) datasets. The findings were assessed and compared using seven classifiers: Logistic Regression (LR), K-Nearest Neighbor (KNN), Support Vector Machines (SVM), Decision Tree (DT), Random Forest (RF), Gradient Boost (GB), and Adaboost (AB).

2. Materials and Method

The research architecture for predicting the presence of breast cancer disease is shown in Figure 1. The approach includes acquiring a breast cancer disease dataset and preprocessing it to remove missing values and outliers. Also, using the already processed dataset, an algorithm to discover strongly correlated features was applied, and the results were engaged in ML techniques to predict whether a patient had Benign or Malignant tumors. Finally, the outcome was compared using a performance score based on the confusion matrix. Figure 1 depicts the process of recommended techniques for implementing ML Algorithms.

2.1. Data Description

The data for this study is acquired from the UCI repository. This dataset, identified as the WDBC dataset, has 569 cases that are either Benign or Malignant. In these situations, 357 cases (62.74%) are Benign and 212 cases (37.26%) are Malignant. The distribution of the number of Benign and Malignant classes in the dataset is displayed in Figure 2.

The dataset contains 33 attributes: class attribute labels (diagnosis: B= Benign, M= Malignant), id, and 31 real value attributes. These attributes are derived from a digitized image of a biopsy procedure for a breast mass and are used to describe the characteristics of the cell nuclei in the image. The WDBC dataset is a computation of ten real-valued features of cell nucleus: radius, texture, perimeter area smoothness, compactness, concavity, concave points, and symmetry fractal dimension. Each of these qualities was estimated of their respective mean, standard error, and worst values, resulting in a total of 30 attributes. The attributes of the WDBC dataset, as well as their datatypes, are listed in Table 1.

The unique id numbers of the instances and the accompanying class label (diagnosis: M= Malignant, B= Benign) are stored in the first two columns of the dataset, respectively. Columns 3-32 contain 30 real-value features derived from digitized images of cell nuclei which can be used to create a model to predict whether a tumor is benign (i.e., cancer-free) or malignant (i.e., cancerous).

2.2. Data Pre-Processing

Purification and modification of the dataset are required before applying ML algorithms to the dataset, it is a necessary step to pre-process the data. Performance and accuracy of the predictive model are not only affected by the algorithms used but also by the quality of the dataset and pre-processing. The phases of pre-processing used in this investigation are as follows:

2.2.1. Missing Values Checking

The dataset contains 569 instances of 33 variables. However, it was discovered that the variable id had no effect on the dataset description or on disease prediction because it merely keeps a serial record of the instances. As a result, the dataset’s id feature was removed. Additionally, while conducting additional preprocessing operations on the dataset, it was discovered that the last feature, unnamed:32, had the value null for all occurrences. This might be a mistake in the data collection process, because of this the feature was also removed from the dataset.
2.2. Encoding data

The performance of machine models depends on various aspects. One element that influences performance of the models are the methods used to analyze data and feed it to the model. As such, vital step in encoding data is turning data into categorical variables understood by ML models. Encoding data elevates model quality and helps in feature engineering. The class label "diagnosis" was expressed as strings of (B= Benign, M= Malignant). This category characteristic must be converted to restricted numbers. This is done to transform data into a format that ML algorithms can understand. Label encoding was used to encode the diagnostic occurrences in this study, and the result was (M=1, B=0).

2.2.3. Outliers Checking

An outlier is a statistic or observation that deviates from a distribution’s overall pattern. If few data are significantly different or not in range of main trend then those are termed outliers. There skewness results, affecting the mean and standard deviation of the distribution. As shown in Figure 3, this study detects the existence of outliers in the dataset. As a result, outliers were identified and eliminated from their respective features.

2.2.4. Data Transformation

Data must be normalized or standardized before ML algorithms can be applied. The data is standardized to have a mean of 0 (µ) and a standard deviation (Σ) of 1. Equation 1 gives the
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2.3. Dimension Reduction

Dimension reduction is delineated as the mapping of data to a lower dimensional space by removing irrelevant variance in data, resulting in the detection of a subspace in which the data exist [30]. Feature extraction and feature selection are two types of dimensional reduction [30]. The process of identifying and discarding irrelevant, less relevant or duplicated features of dimensions in a dataset is known as feature extraction. Creating strong learning models, feature selection may be used to detect and remove as much unnecessary and redundant information as feasible. As a result, feature selection not only decreases computational and processing costs, but also improves the model created from the chosen data [31], [32].

On healthcare data, the feature selection method has been used in a number of previous studies [27]–[29], [33]. Previous research that are partly relevant to this study and deal with the datasets utilized here; nevertheless, in most cases, the performance of such systems was not as predicted. One of the reasons for some systems’ poor performance is their inability to recognize the most important and highly correlated features.

The goal of this research is to devise a method for identifying the best set of features and then investigate which algorithms work best with those features.

Filters, wrappers, and embedding techniques are the three types of algorithms that may be used to select features [34]. The Correlation Feature Selection method is used in this study to identify the best predictive features. Correlation feature selection is a technique that uses the filter approach. The relationship between the independent and dependent variables is determined using a mathematical function. The features are chosen based on the values of their correlation coefficients. The most predictive feature with the class variable is considered to be highly associated, and it is included in the final feature set. Pearson’s Correlation: Consider a dataset D having feature set F
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r = \frac{\sum_{i=1}^{n} (x_i - \mu)^2 (c_i - c)}{\sqrt{\sum_{i=1}^{n} (x_i - \mu)^2} \sqrt{\sum_{i=1}^{n} (c_i - c)^2}} \quad (3)
\]

Where \( x_i \) and \( c_i \) the \( i^{th} \) value of X and C respectively. Percentage of \( (r) = \pm 1 \) if X and Y are linearly dependent and zero if they are completely uncorrelated. The values of the correlation coefficients between independent features and the dependent class variable in the WDBC data are shown in Figure 4. A filter approach was used to identify the most predictive characteristics. The correlation between all features is calculated and displayed in this article. The correlation criterion utilized is 0.6, and features having a correlation of less than 0.6 are removed from the training dataset. While the other qualities that have a higher threshold are chosen. The following Figure 5 depicted based on the highly correlated 10 features with predicted attribute (diagnosis).

2.4. Data Splitting

The goal of dividing the data is to avoid overfitting the model during model testing on the testing dataset. The dataset for this study was split into two parts: training data (80%) and test data (20%).

2.5. Trained Model

Based on the seven classifiers, two intelligent systems were built. Different forms of ML algorithms have previously been the subject of numerous studies. Five of the most prevalent approaches (LR, KNN, SVM, DT, and RF) were chosen, as well as two infrequent techniques (AB and GB). When combined with feature selection approaches, several prior research have demonstrated that the projected accuracy of LR, KNN, SVM, DT[25], [26] and RF[27] algorithms was fairly high. Furthermore, to the best of our knowledge, no research in this field have shown that AB and GB can perform very well with a high degree of accuracy. These methods were investigated in this study using hyperparameter tuning to improve the proposed model’s efficiency. The following are the algorithms that will be discussed:
2.5.1. Linear regression

LR is a simple supervised learning method for projecting the relationship between explanatory variables and dependent variables by fitting a linear equation to experience data. LR can be mathematically modelled as shown in equation 4 [35]:

\[ y = \beta_0 + \beta_1 x + \epsilon \]  
(4)

Where \( y \) is the response variable, \( \beta_0 \) and \( \beta_1 \) are the model coefficients, and \( \epsilon \) is the model coefficients error. The intercept and slope are represented by these unknown constant values, which are learnt during the training phase.

Equation 5 is used to predict after the model has been fitted in the training phase:

\[ y = \hat{\beta}_0 + \hat{\beta}_1 x \]  
(5)

Where \( y \) is the predicted value based on \( x \), and the error is calculated as shown in equation 6 as follows:

\[ e_i = y_i - \hat{y}_i \]  
(6)

In this study, the solver and the maximum number of iterations were the two LR parameters used. The solver is the algorithm that is utilized to solve the optimization issue. The algorithm options include “newton-cg”, “sag”, “saga”, “liblinear” and “lbfgs”. The number of iterations required for the solvers to converge is specified between 100 and 10000.
no generalizations about the sample data points and all calculations are put on hold until the classification is completed. KNN works by determining the K closest neighbors given n training vectors. KNN converts the training data set into a multi-dimensional feature space and divides it into various areas based on the training dataset’s classifications. The concept of number of neighbors is fundamental to this method. The number of neighbors specifies how many neighbors should be checked when an item is classified. The parameter range in this study was randomly searched between 1 and 30, with the case being assigned to the most frequent class among its K nearest neighbors, as determined by a distance role.

2.5.3. Support Vector Machine

SVM are a classification approach that involves projecting input data points into n-dimensional vector space and determining the optimal hyper-plane that maximizes the difference between the two classes. The choice of parameters such as kernel, C, and gamma has a significant impact on SVM performance. Kernels are a function that converts a low-dimensional space into a high-dimensional one, making categorization simple. The non-linearity is controlled by the kernel. “rbf”, “poly” or “sigmoid” are all possible kernel coefficients. The kernel coefficients were adjusted in this investigation.

2.5.4. Decision Tree Algorithm

DT is a strong predictive learning tool used to solve classification and regression problems. It uses a tree-based top-down progression method. It employs a tiered splitting method to divide data into two or more groups at each layer, ensuring that data in each group is comparable. Every inner node in a DT’s tie ups to a test attribute, every branch to a test result, and each leaf node to a different class. Before applying ‘splitting’, the tree develops from the root node by selecting a ‘best feature’ or ‘best attribute’ from the set of accessible attributes using entropy and information gain measures. The most useful information is provided by the ‘best attribute’. Information Gain is the pace at which the entropy of attributes increases or decreases, and entropy reflects how homogenous the dataset is. The key parameters that are optimized are the maximum depth of the tree, the number of features to check when looking for the optimum split, the lowest number of samples required to divide an internal node, and the criterion used for splitting.

2.5.5. Random Forest

RF is an ensemble of several separate randomized decision trees that work together. Bootstrap sampling of the data is used to create the trees. Based on the set of predictor values entered, each individual tree in the random forest casts a unit vote, and the class with the most votes becomes the model’s prediction for categorizing an input vector[36]. The recurrent division of a binary tree into comparable nodes is used to create RF. By inheritance, the parent node impacts the similarity of the child node.

2.5.6. Gradient Boosting

GB is a strategy for enhancing ideas that have poor learning or predictability. The goal of GB is to combine numerous concepts with a weak predictive component and a clever algorithm to create a decision tree with a considerably greater connectivity. If there aren’t many ideas in common across the data components, this notion is especially effective with large datasets. Search engine rankings are one of the most popular uses of this technology. Search engine rankings must filter a large number of possible queries, some of which may or may not be related, into a limited number of rankable words.

2.5.7. AdaBoost

AB is a boosting method that uses weight modification to solve classification problems without requiring any prior information of the learner’s learning. The goal of AdaBoost is to enhance classification performance by combining different weak learners or classifiers. A basic collection of training examples is used to train each weak learner. Each sample has a weight, which is adjusted iteratively across all samples. The robustness of the weak learner is represented by this weight. The AdaBoost algorithm consists of the following main steps: (i) sampling, which involves selecting some samples from the training set while iterating. (ii) The sample data is used to train different classifiers, and the error rates for each classifier are computed. (iii) The last stage is the combination of all trained models.

3. Performance evaluation metric

The metric accuracy was calculated using the 2 X 2 confusion matrix to test the validity of the prediction models, as shown in Table 2. The accuracy determines the proportion or possibility of a total number of correct predictions [37]. As seen in equations 7, the following formula is used to quantitatively represent this measurement. Where TP, TN, FP, and FN stand for True Positive (number of positive data correctly labeled by the classifier), True Negative (number of negative data correctly labeled by the classifier), False Positive (number of negative data incorrectly labeled as positive), and False Negative (number of positive data incorrectly labeled as negative) respectively.

| Actual Values       | Predicted Values |          |
|---------------------|------------------|----------|
| Positive            | Positive         | TP       |
|                     | Negative         | FN       |
| Negative            | Positive         | FP       |
|                     | Negative         | TN       |

Accuracy = \( \frac{TP + TN}{TP + FP + TN + FN} \)  
(7)
### Table 3. Comparison Table between the Accuracy of the Proposed Models and Existing Techniques

| Authors | Dataset | Techniques                          | Accuracy (%) |
|---------|---------|-------------------------------------|--------------|
| [25]    | WDBC    | DT                                  | 92.9         |
|         |         | PCA-SVM                             | 86.7         |
|         |         | PCA-KNN                             | 82.3         |
|         |         | EM-PCA-CART-Fuzzy Rule-Based        | 93.2         |
| [27]    | WDBC    | RF                                  | 98.7         |
| [26]    | WDBC    | SVM                                 | 96.47        |
|         |         | CFS-SVM                             | 96.47        |
|         |         | RFE-SVM                             | 96.47        |
|         |         | LDA-SVM                             | 98.82        |
| [23]    | WDBC    | SVM                                 | 61.96        |
|         |         | RF                                  | 89.37        |
|         |         | KNN                                 | 92.77        |
|         |         | Fuzzy-ID3                           | 94.53        |
| [29]    | WDBC    | CFS-RF                              | 95.32        |
|         |         | UFS-RF                              | 94.15        |
|         |         | RFE-RF                              | 94.15        |
|         |         | Proposed work with Outliers        |              |
| WDBC    |         | LR                                  | 99.1         |
|         |         | KNN                                 | 96.5         |
|         |         | SVM                                 | 95.6         |
|         |         | DT                                  | 96.5         |
|         |         | RF                                  | 99.1         |
|         |         | GB                                  | 98.3         |
|         |         | AB                                  | 99.1         |
|         |         | Proposed work with Pearson Correlation Feature Selection | |
| WDBC    |         | OCFS-LR                             | 96.5         |
|         |         | OCFS-KNN                            | 96.5         |
|         |         | OCFS-SVM                            | 95.6         |
|         |         | OCFS-DT                             | 94.7         |
|         |         | OCFS-RF                             | 100          |
|         |         | OCFS-GB                             | 99.1         |
|         |         | OCFS-AB                             | 98.3         |

### 4. Result and Discussion

The two proposed approaches were subjected to various ML techniques. In order to create the performance statistic, a 2 x 2 confusion matrix was created, which allowed all of the algorithms to be compared. The suggested models were evaluated using the performance indicator “accuracy”.

#### 4.1. Comparison between Different Machine Learning Algorithms Based on Accuracy

The most essential metrics for evaluating ML algorithms is accuracy. Seven classifiers were applied to the WDBC features and processed by resolving the problem of missing values and scaling their instances, as previously indicated, this is called Conventional approach. Second, the outliers instances were detected in five input features and were dropped from their respective features this is termed Outliers approach. Finally, the remaining instances of the outliers technique were subjected to Pearson Correlation Feature Selection, which resulted in the selection of 10 features, which is known as the OCFS approach. The accuracy of several types of classifiers was carried out on each of these three phases and the result is plotted in Figure 6.

![Figure 6. Comparison between Different Machine Learning Algorithms Based on Accuracy](image)

As demonstrated in Figure 6, the conventional approach performs the poorest of all the strategies owing to the presence of outliers, which increases data variability and reduces statistical power. KNN, RF, and GB all have similar accuracy.
methods, in combination with various classification algorithms, outcomes. The results show that outlier detection and OCFS order to improve accuracy in forecasting breast cancer disease.

5. Conclusion
The research primarily focuses on improving ML models in order to improve accuracy in forecasting breast cancer disease outcomes. The results show that outlier detection and OCFS methods, in combination with various classification algorithms, might provide useful tools for inference in this area. More study in this area is needed to improve the classification systems’ performance on diverse feature selection approaches so that they can predict on more variables.
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