A NOTE ON SURFACES IN $\mathbb{H}^2 \times \mathbb{R}$
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Abstract. In this article we consider surfaces in the product space $\mathbb{H}^2 \times \mathbb{R}$ of the hyperbolic plane $\mathbb{H}^2$ with the real line. The main results are: a description of some geometric properties of minimal graphs; new examples of complete minimal graphs; the classification of umbilical surfaces.

1. Introduction

In the last decade the study of the geometry of surfaces in the three-dimensional Thurston geometries has grown considerably. One reason is that these spaces can be endowed with a complete metric with a large isometry group; another, more recent, is the announced proof of Thurston geometric conjecture, which ensures the dominant role of this spaces among the three-dimensional geometries.

Leaving aside the space forms $\mathbb{R}^3$, $S^3$ and $H^3$, among the left five Thurston geometries the Heisenberg space is probably the most studied and the geometry of surfaces is well understood. In recent years the study of the geometry of surfaces in the two product spaces $\mathbb{H}^2 \times \mathbb{R}$ and $S^2 \times \mathbb{R}$ is growing very rapidly, and the interest is mainly focused on minimal and constant mean curvature surfaces [1, 2, 5, 7, 8, 9, 10, 13, 14, 15].

The purpose of this paper is first to investigate on some geometric properties of minimal graphs in $\mathbb{H}^2 \times \mathbb{R}$ (Theorem 3.2 and 2.1) and to produce some new examples including complete ones. In the last part (Theorem 4.4) we classify the umbilical surfaces in $\mathbb{H}^2 \times \mathbb{R}$ giving their explicit local parametrizations.

For completeness we recall some basic notions on $\mathbb{H}^2 \times \mathbb{R}$. Let $\mathbb{H}^2$ be the upper half-plane model $\{(x, y) \in \mathbb{R}^2 \mid y > 0\}$ of the hyperbolic plane endowed with the metric $g_{\mathbb{H}} = (dx^2 + dy^2)/y^2$, of constant Gauss curvature $-1$. The space $\mathbb{H}^2$, with the group structure derived by the composition of proper affine maps, is a Lie group and the metric $g_{\mathbb{H}}$ is left invariant. Therefore the product $\mathbb{H}^2 \times \mathbb{R}$ is a Lie group with the left invariant product metric

$$g = \frac{dx^2 + dy^2}{y^2} + dz^2.$$
With respect to the metric $g$ an orthonormal basis of left invariant vector fields is
\begin{equation}
E_1 = y \frac{\partial}{\partial x}, \quad E_2 = y \frac{\partial}{\partial y}, \quad E_3 = \frac{\partial}{\partial z},
\end{equation}
and the non zero components of the Christoffel symbols are:
\begin{equation}
\Gamma^1_{12} = \Gamma^1_{21} = \Gamma^2_{22} = - \frac{1}{y}, \quad \Gamma^2_{11} = \frac{1}{y}.
\end{equation}

2. Minimal graphs

The natural parametrization of a graph $\mathcal{M}$ in $\mathbb{H}^2 \times \mathbb{R}$ is
$$\phi(x, y) = (x, y, f(x, y)), \quad (x, y) \in \Omega,$$
where the domain $\Omega \subseteq \mathbb{H}^2$ is relatively compact, with a differentiable boundary and $f : \Omega \to \mathbb{R}$ is a $C^2$-function. The unit normal $\xi$ to $\mathcal{M}$ is given by
\begin{equation}
\xi(x, y) = - f_x wy E_1 - f_y wy E_2 + \frac{1}{wy^2} E_3,
\end{equation}
where $w = \frac{1}{y^2} \sqrt{y^2 (f_x^2 + f_y^2) + 1}$. The coefficients of the induced metric $h = \phi^* g$ are
\begin{equation*}
E = f_x^2 + \frac{1}{y^2}, \quad F = f_x f_y, \quad G = f_y^2 + \frac{1}{y^2},
\end{equation*}
while the coefficients of the second fundamental form are given by
\begin{equation*}
L = \frac{y f_{xx} - f_y}{w y^3}, \quad M = \frac{y f_{xy} + f_x}{w y^3}, \quad N = \frac{y f_{yy} + f_y}{w y^3}.
\end{equation*}
The mean curvature function is then
\begin{equation}
H = \frac{y^2}{2} \text{div} \left( \frac{\nabla f}{\sqrt{1 + y^2 |\nabla f|^2}} \right) = \frac{1}{2} \text{div}_{\mathbb{H}^2} \left( \frac{\nabla f}{w} \right),
\end{equation}
where $\nabla$ and div stand for the Euclidean gradient and the Euclidean divergence, while $\text{div}_{\mathbb{H}^2}$ is the divergence in $(\mathbb{H}^2, g_{\mathbb{H}^2})$. The equation $H = 0$ is called the minimal surfaces equation in $\mathbb{H}^2 \times \mathbb{R}$, and can be also written as
\begin{equation}
(1 + y^2 f_y^2) f_{xx} - y (f_x^2 + f_y^2) f_y - 2y^2 f_x f_y f_{xy} + (1 + y^2 f_x^2) f_{yy} = 0.
\end{equation}
This equation was first founded by B. Nelli and H. Rosenberg, in [9], where they showed that in $\mathbb{H}^2 \times \mathbb{R}$ there exist minimal surfaces of Catenoid-type, Helicoid-type and Scherk-type. Moreover, they proved that the Bernstein’s theorem fails, that is there exist complete minimal graphs in $\mathbb{H}^2 \times \mathbb{R}$ of rank different from zero.

The first geometric property of minimal graph is that, as in the Euclidean case (see [12]), solutions of (2.4) define graphs of “minimal” area.
Theorem 2.1. If \( f \) satisfies the minimal surfaces equation \( (2.4) \) in \( \Omega \) and \( f \) extends continuously to \( \bar{\Omega} \), then the area of the surface \( \mathcal{M} \), defined by \( f \), is less than or equal to the area of any other surface \( \tilde{\mathcal{M}} \) defined by a function \( \tilde{f} \) in \( \Omega \) having the same values of \( f \) on \( \partial \Omega \). Moreover, equality holds if and only if \( f \) and \( \tilde{f} \) coincide on \( \Omega \).

Proof. In the domain \( \Omega \times \mathbb{R} \) of \( \mathbb{H}^2 \times \mathbb{R} \), consider the unit vector field \( V(x, y, z) := \frac{f_x}{w y} E_1 - \frac{f_y}{w y} E_2 + \frac{1}{w y^2} E_3 \).

Writing \( V = V^i (\partial/\partial x_i) \) and denoting by \( \text{div}_{\mathbb{H}^2 \times \mathbb{R}} \) the divergence of \( \mathbb{H}^2 \times \mathbb{R} \), we have

\[
\text{div}_{\mathbb{H}^2 \times \mathbb{R}} V = -y^2 \text{div} \left( \frac{\nabla f}{\sqrt{1 + y^2 |\nabla f|^2}} \right).
\]

Since \( f(x, y) \) satisfies Equation \( (2.4) \), it follows that

\[
\text{div}_{\mathbb{H}^2 \times \mathbb{R}} V \equiv 0 \quad \text{on} \quad \Omega \times \mathbb{R}.
\]

The surfaces \( \mathcal{M} \) and \( \tilde{\mathcal{M}} \) have the same boundary, and therefore \( \mathcal{M} \cup \tilde{\mathcal{M}} \) is an oriented boundary of an open set \( \Theta \) in \( \Omega \times \mathbb{R} \). Denoting by \( \eta \) the unit normal corresponding to the positive orientation on \( \mathcal{M} \cup \tilde{\mathcal{M}} \) and using the Divergence Theorem, we have:

\[
0 = \int_{\Theta} \text{div}_{\mathbb{H}^2 \times \mathbb{R}} V = \int_{\mathcal{M} \cup \tilde{\mathcal{M}}} g(V, \eta) dA.
\]

From the definition of the vector \( V \) and from \( (2.1) \), it follows that

\[
V \equiv \eta \quad \text{on} \quad \mathcal{M},
\]

hence, from \( (2.5) \), and since \( V \) and \( \eta \) are both unit vector fields, it results that

\[
A(\mathcal{M}) = \int_{\mathcal{M}} g(V, \eta) dA = \int_{\mathcal{M}} g(V, -\eta) dA \leq \int_{\tilde{\mathcal{M}}} dA = A(\tilde{\mathcal{M}}).
\]

Furthermore, equality holds if and only if \( g(V, -\eta) = 1 \), that is, if and only if on \( \Omega \) \( \tilde{f}_x = f_x \) and \( \tilde{f}_y = f_y \). Finally, since \( f|_{\partial \Omega} = \tilde{f}|_{\partial \Omega} \), we must have that \( \tilde{f}(x, y) = f(x, y) \) for all \( (x, y) \in \Omega \). \( \Box \)

In the following we show some solutions of the Equation \( (2.4) \).

Example 2.2. If a solution of \( (2.4) \) has the form \( f(x, y) = \varphi(x) \), we have that \( \varphi''(x) = 0 \) and, then, \( f(x, y) = ax + b \), with \( a, b \in \mathbb{R} \). These are the only minimal planes in \( \mathbb{H}^2 \times \mathbb{R} \) that can be described as graphs.

If now we look for solutions of type \( f(x, y) = \psi(y) \), then Equation \( (2.4) \) assumes the form \( \psi''(y) - y \psi'(y)^3 = 0 \), and, by integration, we get

\[
\psi(y) = \arcsin(a y) + b, \quad 0 < y \leq 1/a, \quad a, b \in \mathbb{R}, \quad a > 0.
\]
Example 2.3. As for the Euclidean space, we can find interesting examples of minimal graphs seeking for radial solutions of (2.4) of type \[ f(x, y) = h(x^2 + y^2). \] In this case, it results that \[ z h''(z) + h'(z) = 0, \] thus the desired function is
\[ f(x, y) = a \ln(x^2 + y^2) + b, \quad a, b \in \mathbb{R}. \]
This surface, called the funnel surface, defines a complete minimal graph.

We observe that the Gauss map of this surface is of rank 1. On the right hand side of Figure 1 there is a plot of the image, under the Gauss map, of the funnel surface, which is plotted on the left hand side.

![Figure 1. Complete minimal graph of rank 1 (left) and the image of its Gauss map (right).](image)

Example 2.4. Let \( f(x, y) \) be a solution of the minimal surfaces equation of type
\[ f(x, y) = \frac{a(x)}{x^2 + y^2}, \]
where \( a(x) \) is a real function. Then, (2.4) gives
\[ [(x^2 + y^2)^4 + 4y^4 a(x)^2] a''(x) - 4(x^2 + y^2)^3 [xa'(x) - a(x)] = 0, \]
of which a solution is \( a(x) = cx \), with \( c \in \mathbb{R} \). The corresponding minimal function is
(2.6) \[ f(x, y) = \frac{cx}{x^2 + y^2}, \quad c \in \mathbb{R}, \]
which produces the minimal graph plotted in Figure 2 (left). We observe that the Gauss map of this complete graph is of rank 2.

This example can be generalized considering, for a given real function \( h \), a solution of (2.4) of type \( f(x, y) = h\left(\frac{x}{x^2 + y^2}\right) \) or of type \( f(x, y) = h\left(\frac{y}{x^2 + y^2}\right) \).

In the first case we essentially find (up to translations) the example given by (2.4). In the second case it results that \( h''(z) - z h'(z) = 0 \) and, therefore,
\[ h(z) = \arcsin(az) + b, \quad a, b \in \mathbb{R}. \]
The corresponding minimal function does not define a complete graph. A plot of this surface is given in Figure 2 (right).
3. Minimality and harmonicity

In this section we study the relations between the minimality of a surface $M$ in $H^2 \times \mathbb{R}$, defined as the graph of a differentiable function $f$, and the harmonicity of $f$. A first property about minimal graphs in $H^2 \times \mathbb{R}$ is given by the following:

**Proposition 3.1.** Let $M \subset H^2 \times \mathbb{R}$ be a graph of a $C^2$-function $f$, defined in a domain $\Omega$ of $H^2$. If $M$ is a minimal graph then $f$ is harmonic with respect to the induced metric $h = \phi^*g$, where $\phi(x,y) = (x,y,f(x,y))$, $(x,y) \in \Omega$, is a global parametrization of $M$.

**Proof.** We use (see, for example, [1]) the fact that $M$ is a minimal surface if and only if $\phi : (\Omega, h) \to H^2 \times \mathbb{R}$ is harmonic, that is $\phi$ satisfies the system

$$\Delta_h \phi^\alpha + h^{ij} \Gamma^\alpha_{\beta \gamma} \frac{\partial \phi^\beta}{\partial x^i} \frac{\partial \phi^\gamma}{\partial x^j} = 0, \quad \alpha = 1, 2, 3,$$

where $\Delta_h$ is the Beltrami-Laplace operator with respect to $h$. Since $\Gamma^3_{\beta \gamma} = 0$, for all $\beta, \gamma \in \{1, 2, 3\}$, (see [1.2]), it follows that $\Delta_h f = 0$. \qed

As an immediate consequence of the above proposition we can prove that there exist no compact minimal surfaces without boundary in the product $H^2 \times \mathbb{R}$.

The next result gives a link between the harmonicity of $f$ and the geometry of the level curves.

**Proposition 3.2.** Let $M \subset H^2 \times \mathbb{R}$ be a minimal surface defined as the graph of a non constant differentiable function $f : \Omega \subseteq H^2 \to \mathbb{R}$. Then, the level curves of $f$ are pre-geodesics of $H^2$ if and only if $f$ is harmonic with respect to the flat Laplacian.

**Proof.** Let $f$ be a solution of (2.4) and let $\gamma(t) = (x(t), y(t))$ be the parametrization of a level curve of $f$. If the function $x(t)$ is constant, it results that $f_y = 0$ and thus, using Example 2.2, the surface $M$ is a piece of the plane $z = ax + b$, $a, b \in \mathbb{R}$. 

Thus we can assume that there exists a point \( t_0 \) such that \( x'(t) \neq 0 \) in a neighborhood of \( t_0 \). Therefore, we can parametrize \( \gamma \) as \( \gamma(x) = (x, y(x)) \), with \( y(x) > 0 \), in a neighborhood of \( \gamma(t_0) \). It follows that

\[
\gamma'(x) = \frac{E_1}{y(x)} + \frac{y'(x)}{y(x)} E_2,
\]

and

\[
\nabla_{\gamma'}\gamma' = -\frac{2y'(x)}{y(x)^2} E_1 + \left( \frac{y(x)y''(x) - y'(x)^2 + 1}{y(x)^2} \right) E_2.
\]

The geodesic curvature \( k_g \) (in \( \mathbb{H}^2 \)) of \( \gamma \) is then

\[
k_g = \frac{g(\nabla_{\gamma'}\gamma', J\gamma')}{\|\gamma'\|^3} = \frac{y(x)y''(x) + y'(x)^2 + 1}{(1 + y'(x)^2)^{3/2}}.
\]

Using

\[
y'(x) = -\frac{f_x(x, y(x))}{f_y(x, y(x))}
\]

and

\[
y''(x) = -\frac{f_{xx} + 2f_{xy}y' + f_{yy}(y')^2}{f_y},
\]

the minimal Equation (2.4) can be written as

\[
\Delta f = y(x) k_g |\nabla f|^3_{\mathbb{R}^2},
\]

which completes the proof.

\[\square\]

4. Umbilical surfaces of \( \mathbb{H}^2 \times \mathbb{R} \)

We start this section studying the totally geodesic surfaces of \( \mathbb{H}^2 \times \mathbb{R} \). For this we need the following lemma.

**Lemma 4.1.** Let \( \mathcal{M} \) be a regular surface in \( \mathbb{H}^2 \times \mathbb{R} \). Then, there exists an open dense set in \( \mathcal{M} \), of which the connected components admit one of the following parametrizations:

- \( X(u, v) = (u, v, f(u, v)), \quad v > 0, \)
- \( Y(u, v) = (u, a(u), v), \quad a(u) > 0, \)
- \( Z(u, v) = (c, u, v), \quad u > 0. \)

**Proof.** A detailed proof can be found in [11].

The parametrizations \( Y(u, v) \) and \( Z(u, v) \) of Lemma 4.1 define surfaces that we shall call vertical surfaces.

**Theorem 4.2.** The totally geodesic surfaces of \( \mathbb{H}^2 \times \mathbb{R} \) are the horizontal planes \( z = c, c \in \mathbb{R} \), and the vertical cylinders over the geodesics of \( \mathbb{H}^2 \).
Proof. We start proving that the only totally geodesic graphs are the horizontal planes \( z = c, \ c \in \mathbb{R} \). Let \( \mathcal{M} \) be a totally geodesic surface defined as the graph of a differentiable function \( f \). From (2.2), it follows that

\[
\begin{cases}
    f_{xx} = \frac{f_y}{y}, \\
    f_{yy} = -\frac{f_y}{y}, \\
    f_{xy} = -\frac{f_x}{y}.
\end{cases}
\]

(4.1)

First, observe that \( f(x, y) = c, \ c \in \mathbb{R} \), satisfies System (4.1) and, therefore, defines a totally geodesic surface. Then, since \( f_x = 0 \) if and only if \( f_y = 0 \), there exist no totally geodesic graphs defined by a (non constant) function \( f \) that depends only of one variable. Thus, we can suppose that \( f_x \neq 0 \) and \( f_y \neq 0 \). From the second and third equations of (4.1), we find that there exist two functions \( p(x) \) and \( q(x) \) such that \( f_y = p(x)/y \) and \( f_x = q(x)/y \). Now, replacing in the first equation of (4.1), we have the contradiction

\[ yq'(x) - p(x) = 0. \]

To complete the proof, observe that the vertical cylinders over the geodesics of \( \mathbb{H}^2 \) are totally geodesic surfaces of \( \mathbb{H}^2 \times \mathbb{R} \). In the following, we prove that these cylinders are the only vertical surfaces that are totally geodesic in \( \mathbb{H}^2 \times \mathbb{R} \). Let \( \mathcal{M} \) be a vertical surface. From Lemma 4.1, it follows that either \( \mathcal{M} \) is the totally geodesic plane \( x = c, \ w > 0, \) or it is parametrized by

\[
X(u, v) = (u, a(u), v), \quad a(u) > 0.
\]

(4.2)

The unit normal to the surface \( \mathcal{M} \), defined by (4.2), is

\[
\xi = \frac{a'}{\sqrt{1 + (a')^2}} E_1 - \frac{1}{\sqrt{1 + (a')^2}} E_2.
\]

(4.3)

It is then straightforward to compute that

\[
\nabla_X\xi = \left[\left(\frac{a'}{\sqrt{1 + (a')^2}}\right)u + \frac{1}{a\sqrt{1 + (a')^2}}\right] E_1 + \left[\frac{a'}{a\sqrt{1 + (a')^2}} - \left(\frac{1}{\sqrt{1 + (a')^2}}\right)u\right] E_2,
\]

and

\[
\nabla_X\xi = 0,
\]

hence \( M = N = 0 \). Consequently, \( \mathcal{M} \) is totally geodesic if and only if

\[
L = -g(\nabla_X\xi, X_u) = 0,
\]

that is, the function \( a(u) \) satisfies the following ODE:

\[
aa'' + (a')^2 + 1 = 0.
\]

This implies that

\[
a(u) = \sqrt{-u^2 + 2c_1u + c_2}, \quad c_1, c_2 \in \mathbb{R} \quad \text{with} \quad c_1^2 + c_2 > 0,
\]
and the curve \((u, a(u))\) is the geodesic of \(\mathbb{H}^2\) given by the upper semi-circle with center at \((c_1, 0)\) and radius \(\sqrt{c_1^2 + c_2}\). This completes the proof. \(\square\)

**Remark 4.3.** From the proof of Theorem 4.2 it follows that, if \(\mathcal{M}\) is a vertical surface, then \(F = M = N = 0\) and so the mean curvature is given by \(H = L/2E\). Thus a vertical surface is minimal if and only if it is totally geodesic.

We are now ready to state the main result of this section.

**Theorem 4.4.** The umbilical surfaces of \(\mathbb{H}^2 \times \mathbb{R}\) are:

- i) the totally geodesic surfaces given in Theorem 4.2;
- ii) the surface given as the graph of the function 
  \[
  f(x, y) = \arctan \left( \frac{\lambda(x, y)}{\sqrt{j - \lambda(x, y)^2}} \right) + c, \quad c \in \mathbb{R}
  \]
  where 
  \[
  \lambda(x, y) = \frac{1}{y} \left[ \frac{c_1}{2} (x^2 + y^2) + c_2 x - c_3 \right], \quad c_1, c_2, c_3 \in \mathbb{R},
  \]
  and 
  \[
  j = 1 - c_2^2 - 2c_1 c_3 > 0.
  \]

**Proof.** Let \(\mathcal{M}\) be an umbilical surface of \(\mathbb{H}^2 \times \mathbb{R}\) parametrized by 
\[
\phi(x, y) = (x, y, f(x, y)), \quad (x, y) \in \Omega \subseteq \mathbb{H}^2.
\]

Let \(p \in \mathcal{M}\) and let \(\xi\) be an unit normal vector field defined in some neighborhood \(U\) of \(p\). Since \(\mathcal{M}\) is umbilical, by definition, there exists a function \(\lambda : U \to \mathbb{R}\) such that the shape operator \(A\) satisfies \(A\xi = \lambda I\) in \(U\). The expression of \(A\xi\) with respect to the coordinates basis \(\{\phi_x, \phi_y\}\) is 
\[
A\xi(p) = \begin{pmatrix}
\left( \frac{f_x}{w} \right)_x - \frac{f_y}{y w} & y \left( \frac{f_x}{y w} \right)_y \\
\left( \frac{f_y}{w} \right)_x + \frac{f_x}{y w} & y \left( \frac{f_y}{y w} \right)_y
\end{pmatrix}.
\]

Thus \(\mathcal{M}\) is umbilical if and only if 
\[
\begin{cases}
\left( \frac{f_x}{w y} \right)_y = 0, \\
\left( \frac{f_y}{w} \right)_x = -\frac{f_x}{w y}, \\
\left( \frac{f_x}{w} \right)_x = \left( \frac{f_y}{w} \right)_y.
\end{cases}
\]

The first and second equations of (4.4) imply that there exist two functions \(a(x)\) and \(b(y)\) such that 
\[
\frac{f_x}{y w} = a(x), \quad \frac{f_y}{w} = -\int a(x) dw + b(y).
\]
Then, from the third equation of (4.4), we conclude that
\[ a(x) = c_1 x + c_2, \quad b(y) = \frac{c_1}{2} y^2 + c_3, \]
where \( c_1, c_2, c_3 \in \mathbb{R} \). Thus \( f_y/w = \frac{c_1}{4}(y^2 - x^2) - c_2 x + c_3 \), which implies that
\begin{equation}
\lambda(x, y) = y \left( \frac{f_y}{yw} \right)_y = \frac{1}{y} \left[ \frac{c_1}{2}(x^2 + y^2) + c_2 x - c_3 \right].
\end{equation}

From the Codazzi’s equation for umbilical surfaces (see, for example, [3])
\[ (R(\phi_x, \phi_y)\xi)^\top = \lambda_y \phi_x - \lambda_x \phi_y, \]
and using
\[ (R(\phi_x, \phi_y)\xi)^\top = \frac{f_y}{w y^2} E_1 - \frac{f_x}{w y^2} E_2, \]
it follows that
\begin{equation}
\begin{cases}
\lambda_x = \frac{f_x}{w y^2}, \\
\lambda_y = \frac{f_y}{w y^2}.
\end{cases}
\end{equation}

Now, using the identities
\begin{align*}
\left( \frac{1}{w y^2} \right)_y &= -y \left[ f_x \left( \frac{f_y}{w y} \right)_y + f_y \left( \frac{f_y}{w y} \right)_y \right], \\
\left( \frac{1}{w y^2} \right)_x &= - \left[ f_x \left( \frac{f_x}{w} \right)_x + f_y \left( \frac{f_x}{w} \right)_x \right],
\end{align*}
and (4.5), a simple calculation gives
\begin{equation}
y^2 w = \frac{1}{\sqrt{j - \lambda^2}},
\end{equation}
where \( j(x) = 1 - c_2^2 - 2c_1 c_3 > 0 \). Substituting (4.7) in the first equation of (4.6) we have
\[ f(x, y) = \int \frac{\lambda_x}{\sqrt{j - \lambda^2}} \, dx = \arctan \left( \frac{\lambda}{\sqrt{j - \lambda^2}} \right) + h(y), \]
for a certain function \( h(y) \). From the second equation of (4.6), we conclude that \( h(y) \) is constant.

To complete the proof, we must study the case when \( M \) is an umbilical vertical surface. From Lemma 4.1, it follows that either \( M \) is the totally geodesic plane \( x = c \), or it is given by:
\[ X(u, v) = (u, a(u), v), \quad a(u) > 0. \]
In the last case, we have \( A_\xi X_u = -\nabla X_\xi = 0 \) and, therefore, \( \lambda = 0 \). This conclude the proof of the theorem. \( \square \)
As an example of umbilical surfaces, if $c_1 = c_2 = 0$, we have the graph given by

$$f(x, y) = -\arcsin\left(\frac{c_3}{y}\right) + c, \quad y \geq |c_3| > 0.$$ 

In Figure 3 there is a plot of this surface for $c_3 = -1$.

**Figure 3.** Umbilical surface of $\mathbb{H}^2 \times \mathbb{R}$.
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