I. INTRODUCTION

We consider black holes that are exact solutions of Einstein’s equations of General Relativity. When a black hole (in isolation) is rotating and/or is electrically charged, there is a null hypersurface in its inside, called the Cauchy horizon, beyond which the Cauchy value problem is not well-posed: Einstein’s equations cease to be deterministic. However, black holes in Nature typically form from the gravitational collapse of matter and they are not in isolation. It is therefore important to ascertain whether the Cauchy horizon continues to exist as a regular hypersurface when considering matter field perturbations of black hole spacetimes.

Penrose conjectured \[1\] that Cauchy horizons become irregular when perturbed, so that Einstein’s equations are deterministic inside, as well as outside, black holes that exist in Nature. Such conjecture is known as strong cosmic censorship (SCC). More specifically, Christodoulou’s formulation of SCC \[2\] consists in the conjecture that Einstein’s equations do not admit weak solutions – metric solutions with locally square integrable derivatives – across a Cauchy horizon formed from generic initial data. In this paper we shall consider linear perturbations of a background spacetime by matter fields and their stress-energy tensors being locally integrable at the Cauchy horizon and, for linear gravitational perturbations of black hole spacetimes.

Rotating and/or charged black hole spacetimes possess a Cauchy horizon, beyond which Einstein’s equations of General Relativity cease to be deterministic. This led to the formulation of the Strong Cosmic Censorship conjecture that such horizons become irregular under field perturbations. We consider linear field perturbations of rotating and electrically-charged (Kerr-Newman-de Sitter) black holes in a universe with a positive cosmological constant. By calculating the quasinormal modes for scalar and fermion fields, we provide evidence for the existence of weak solutions to Einstein’s equations across the Cauchy horizon in the nearly-extremal regime. We thus provide, for the first time, evidence for violation of Strong Cosmic Censorship in (4-dimensional) rotating black hole spacetimes.

1 Violation of SCC in the nonlinear setup seems to be inconclusive with the current state-of-the-art techniques even within spherical symmetry (see, e.g., Ref. \[25, 27\]).
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We shall henceforth consider instead black holes in a universe with positive cosmological constant \((\Lambda > 0)\), i.e., in a de Sitter (dS) universe. In this case, field perturbations may become “dispersed” enough so that when they reach the Cauchy horizon they might not be “strong” enough to make it irregular.

A way of measuring the strength of a linear field perturbation is via the so-called quasinormal modes (QNMs; see, e.g., \[12, 13\] for reviews). These are field modes with a complex frequency \(\omega_{\ell m n}\), whose (negative) imaginary part determines the decay rate of the mode outside the black hole. Indeed, a key quantity is \(\beta\), defined as the infimum of \(-\text{Im}(\omega_{\ell m n})/\kappa_-\) over all QNMs, where \(\kappa_-\) is the surface gravity of the Cauchy horizon. It has been shown in Refs. \[14, 21\] and in Sec. \[\] below, in various black hole settings, that \(\beta > 1/2\) corresponds, for linear scalar, fermion and electromagnetic field perturbations, to their stress-energy tensors being locally integrable at the Cauchy horizon and, for linear gravitational perturbations, to their derivatives being locally square integrable at the Cauchy horizon. Thus, \(\beta > 1/2\) corresponds to violation of the linear version of SCC for either matter or gravitational fields. Furthermore, \(\beta \geq 1\) for spin-0 fields and \(\beta \geq 3/2\) for spin-1/2 correspond, via backreaction through the Einstein equations, to boundedness of the curvature invariants on the Cauchy horizon. We note that nonlinear results (e.g., \[22, 24\]) suggest that conclusions about SCC drawn at the linear level carry over to the nonlinear level.

In the case of charged non-rotating black holes in dS (Reissner-Nordström-dS, RNdS), it has been shown \[16, 19, 23, 22\] that \(\beta > 1/2\) is possible for nearly-maximal charge (i.e., near extremality). Thus, there is violation of the linear version of SCC in RNdS.
Black holes in Nature, in their turn, are expected (e.g. [33]) to be rotating and so it is particularly important to investigate whether the Cauchy horizons of rotating black holes become irregular under perturbations. So far, all investigations for rotating black holes were in the linear scenario and they all found that SCC is preserved ($\beta < 1/2$). That was shown for neutral rotating black holes in $dS$ (Kerr-dS) under scalar and gravitational field perturbations in [15] and in our App. A for neutrino field perturbations (which invalidates the conclusion in Ref. [21] that there is violation of SCC by neutrino fields in Kerr-dS). When including black hole charge as well as rotation (Kerr-Newman-dS, KNdS), preservation of SCC was shown in [34], where only angular momentum above a certain value was considered, and in [35], where only a limited range of parameters was investigated. In this work, on the other hand, we provide strong evidence that violation of SCC can actually be achieved in KNdS black holes, for nearly-maximal charge (similarly to their static counterpart) and in regions of parameter space outside those considered in [34, 35]. Specifically, we calculate the QNMs of massless, both neutral and charged, scalar and fermion field perturbations in KNdS in Sec. III, providing analytic expressions (ii) closed timelike curves. In this region, the Cauchy potential $\Phi$ inside the black hole which is beyond $R_{+}$, is called “ultra-extreme”.

In Sec. IV we describe our numerical method. We then introduce KNdS spacetimes, spin-field perturbations to a black hole spacetime; this root-reality condition is a basis for the analytic expression for the so-called photon sphere family of modes; finally, in App. C we introduce the main quantities needed for obtaining the conditions for $\beta$ for massless charged fermion fields perturbations. We choose units such that $G = c = \hbar = 1$ and metric signature $(-, +, +, +)$.

II. PERTURBATIONS OF KNdS BLACK HOLES

A. KNdS spacetime

The line-element of KNdS spacetimes can be written as [36] $ds^2 = -\frac{\Delta_r}{\rho^2 \Xi^2} \left( dt - a \sin^2 \theta d\varphi \right)^2 + \frac{\Delta_n \sin^2 \theta}{\rho^2 \Xi^2} \left( a dt - (r^2 + a^2) d\varphi \right)^2 + \rho^2 \left( \frac{d\theta^2}{\Delta_\theta} + \frac{d\varphi^2}{\Delta_\varphi} \right)$, where $t, r \in \mathbb{R}, \theta \in [0, \pi], \varphi \in [0, 2\pi)$,

$$\rho^2 \equiv r^2 + a^2 \cos^2 \theta, \quad \Delta_\theta \equiv 1 + a^2 \cos^2 \theta, \quad \Delta_\varphi \equiv 1 + \alpha^2 \cos^2 \theta, \quad \Delta_r(r) \equiv (r^2 + a^2) \left( \frac{1}{L^2} \right) - 2Mr + Q^2,$$

with $\alpha \equiv \Xi - 1 \equiv a^2/L^2, \quad L \equiv \sqrt{3/\Lambda}$ and cosmological constant $\Lambda > 0$. In the case that the spacetime is that of a black hole, $M$ is the mass, $a$ is the angular momentum per unit mass and $Q$ is the charge. The electromagnetic potential associated with the charge $Q$ is given by

$$A = -\frac{Qr}{\rho^2} (dt - a \sin^2 \theta d\varphi).$$

The values of the spacetime parameters $\{a, Q, M, \Lambda\}$ that yield all real roots of $\Delta_r$, as a polynomial in $r$, correspond to a black hole spacetime; this root-reality condition is equivalent to the discriminant of $\Delta_r$ being non-negative. In this black hole case, $\Delta_r$ admits up to four roots: an event horizon at the radius $r_+$, a Cauchy horizon at $r_-$, a cosmological horizon at $r_\Lambda$, and an inner cosmological horizon at $r_\Lambda \equiv -(r_c + r_+ + r_-)$, where $r_\Lambda < 0 \leq r_- \leq r_+ \leq r_c$. Each horizon $r_j, j \in \{+, -, c\}$, has an associated angular velocity $\Omega_j$, surface gravity $\kappa_j$ and electric potential $\phi_j$ given by:

$$\Omega_j \equiv \frac{a}{(r_j^2 + a^2)}, \quad \kappa_j \equiv \frac{|\Delta_r'(r_j)|}{2 \Xi (r_j^2 + a^2)^2}, \quad \phi_j \equiv \phi(r_j), \quad \phi(r) \equiv \frac{Qr}{\Xi (r^2 + a^2)}.$$

where we note that $\kappa_+ \leq \kappa_-$. Extremal black holes correspond to $r_- = r_+$, which is achieved at some upper bounds $Q = Q_{\text{max}}$ and $a = a_{\text{max}}$ for charge and rotation, respectively. Near the extremal black hole limit, it is $\kappa_+ \sim \kappa_- \rightarrow 0^+$. There are also the horizon-confluence cases $r_+ = r_c$, called rotating Nariai, and $r_+ = r_- = r_c$, called “ultra-extreme”.

These horizons are illustrated in the Carter-Penrose diagram of KNdS in Fig. 1. We note that the (future) Cauchy horizon is composed of two pieces: a right piece $CH^+_{L}$ and a left piece $CH^+_{R}$. Furthermore, in the region inside the black hole which is beyond $CH^+_{L} \cup CH^+_{R}$, there is: (i) a curvature (ring) singularity at $\rho^2 = 0$ (and so at $r = 0$ and $\theta = \pi/2$; see the dashed vertical lines in Fig. 1); (ii) closed timelike curves. In this region, the Cauchy value problem is not well-posed and Einstein equations cease to be deterministic. In the case that the black
A. Field perturbation equations

We consider linear field perturbations $\Psi_{|s|}$ of subextremal KNdS black holes, where $s$ denotes the spin$^2$ of the field. Spin $s = 0$ corresponds to a massless, conformally-coupled scalar field $\Psi_0$ of charge $q$ which satisfies the wave equation$^{38}$:

$$\left(\nabla^\mu - iqA^\mu\right)\left(\nabla_\mu - iqA_\mu\right)\Psi_0 = \frac{4\Lambda}{6}\Psi_0.$$  

In its turn, spin $s = \pm 1/2$ corresponds to a massless fermion field of charge $q$, represented by a Dirac four-spinor $\Psi_{1/2}$ which satisfies the equation$^{20}$:

$$\gamma^\mu \left(\partial_\mu - \Gamma_\mu - iqA_\mu\right)\Psi_{1/2} = 0,$$  

$^2$ Strictly speaking, $s$ here denotes the helicity of the field but, as a common abuse of language, we shall refer to it as the spin.

where $\gamma^\mu$ and $\Gamma_\mu$ are the Dirac gamma matrices and the spin connection matrices, respectively (see App. C).

Both equations for scalar and fermion fields can be separated by variables using a mode decomposition as

$$\Psi_{|s|}(x) = \int d\omega \sum_{\ell = |s|}^\infty \sum_{m = -\ell}^\ell |\psi_{\ell m\omega}(r,\theta)| e^{-i(\omega t - mp)}|s|\psi_{\ell m\omega}(r,\theta),$$

where $x$ is a spacetime point, $|\psi_{\ell m\omega}| \in \mathbb{C}$ are constant coefficients, $\omega$ is the mode frequency, $m$ is the azimuthal number and $\ell$ is the multipolar number. We can further decompose $\psi_{\ell m\omega} = R_0(r)S_0(\theta)$, for the spin-$0$ scalar and $1/2\psi_{\ell m\omega} = (F_0 G_0 G_0 F_0)^T$, where $F_\pm \equiv \mp R_{-1/2}(\theta)S_{\pm 1/2}(\theta)/(r \pm ia \cos \theta)\sqrt{2}$ and $G_\pm \equiv \pm R_{1/2}(\theta)S_{\pm 1/2}(\theta)$, for the spin-$1/2$ Dirac spinor. The radial $R_s$ and angular $S_s$ factors satisfy master ordinary differential equations (ODEs), in the sense that the spin $s = 0, \pm 1/2$ appears as a parameter$^{39}$:

$$\left[\Delta_r\partial_r\Delta_r^{s+1}\partial_r + \frac{W^2 - isW\Delta_r}{\Delta_r} + 2isW' - Y\right]R_s = 0,$$

$$\left[\Delta_u\partial_u\Delta_u^{s} - \frac{1}{\Delta_u}\left(H + \frac{a}{2}\Delta_u^{s}\right)^2 + 2sH' - X\right]S_s = 0,$$

where $u \equiv \cos \theta$, a prime on a function means derivative with respect to its argument, with

$$W(r) \equiv \Xi (\omega^2 + a^2) - am - qQr,$$

$$Y \equiv \frac{2}{\ell^2} (s + 1)(2s + 1)r^2 + s\lambda_{\ell m},$$

and

$$H(u) \equiv \Xi [a\omega(1 - u^2) - m], \quad \Delta_u(u) \equiv (1 - u^2)(1 + \alpha u^2),$$

$$X \equiv 2(2s^2 + 1)\alpha u - s\lambda_{\ell m} - s(1 - \alpha).$$

Here, $s\lambda_{\ell m}$ is the separation constant. For $S_s$, we choose boundary conditions such that the solutions of the angular ODE$^{(2.9)}$ are regular at the two endpoints $u = \pm 1$ so the separation constant $s\lambda_{\ell m} = s\lambda_{\ell m}(\omega)$ becomes the angular eigenvalue. Explicitly, we require that$^{40}$

$$S_s(u) \sim \begin{cases} (u + 1)^{|m - s|/2}, & \text{as } u \to -1, \\ (u - 1)^{|m + s|/2}, & \text{as } u \to 1. \end{cases}$$

The angular eigenvalue $s\lambda_{\ell m}$, when evaluated in Kerr (i.e., for $L \to \infty$), is equal to $\lambda$ in Teukolsky’s work in Ref. 11. Thus, in particular, $s\lambda_{\ell m}$ for $L \to \infty$ reduces to $\ell(\ell + 1) - s(s + 1)$ when $\alpha = 0$. For reference, our definition of $s\lambda_{\ell m}$ is related with the eigenvalue $\lambda$ of Refs.$^{39, 40}$ as $s\lambda_{\ell m} = \lambda - 2s(1 - \alpha)$. The eigenvalue $s\lambda_{\ell m}$ has the following properties: (i) $s\lambda_{\ell m} = -s\lambda_{\ell m} = 2s(1 - \alpha)$; (ii) $s\lambda_{\ell m} = s\lambda_{\ell + m}(-\omega)$; (iii) $s\lambda_{\ell m}(\omega^*) = s\lambda_{\ell m}^*(\omega)$.

It is easy to show that, near the horizons $r_j$, $j \in \{n, -+, +\}$, $R_s$ behaves as:

$$R_s \sim c_{1}^{(j)} (r - r_j)^{-s} e^{-i\omega r_j} + c_{2}^{(j)} e^{i\omega r_j}, \quad r \to r_j,$$  

where $c_{1}^{(j)}$ and $c_{2}^{(j)}$ are constants. Figure 1. Part of a Carter-Penrose diagram of KNdS spacetime showing the four horizons at $r = r_m$, $r_+$. $r_+$. $r_\infty$ (solid lines at $45^\circ$), the curvature singularities at $\rho^2 = 0$ (dashed vertical lines; in the case of $\theta = \pi/2$, the spacetime ends there), the spacelike hypersurfaces at $r = \pm \infty$ (curved thin lines) and a timelike worldline (dotted blue line), which schematically represents the surface of gravitationally-collapsing matter that forms the black hole.
for some complex coefficients \( c_1^{(j)} \) and \( c_2^{(j)} \), with

\[
\omega_j \equiv \omega - m \Omega_j - q \phi_j,
\]

and where \( r_* \) is defined via \( dr_* \equiv \Xi(r^2 + a^2)dr/\Delta_r \), choosing the constant of integration so that:

\[
r_* = \frac{\ln |r - r_n|}{2 \kappa_n} - \frac{\ln |r - r_-|}{2 \kappa_-} + \frac{\ln |r - r_+|}{2 \kappa_+} - \frac{\ln |r - r_c|}{2 \kappa_c}.
\]

Mode solutions correspond to solutions \( R_s \) of the radial ODE \((2.8)\) for complex frequencies \( \omega = \omega_{\text{tmp}} \in \mathbb{C} \) such that, neglecting constant factors,

\[
R_s(r) \sim \begin{cases} (r - r_+)^{-s}e^{-\bar{\omega}_+ r_*}, & \text{as } r \to r_+, \\ e^{i \bar{\omega}_c}r_+, & \text{as } r \to r_c, \end{cases}
\]

where \( \bar{\omega}_j \equiv \omega_j|_{\omega = \omega_{\text{tmp}}} = \omega_{\text{tmp}} - m \Omega_j - q \phi_j \) with \( j \in \{-, +, c\} \). That is, mode solutions are purely ingoing into the event horizon and purely outgoing to the cosmological horizon (as required from physical considerations – see, e.g., \([11]\)). The conditions \((2.16)\) turn the radial Eq. \((2.8)\) into an eigenvalue problem similar to that of the angular Eq. \((2.9)\), with the frequencies \( \omega_{\text{tmp}} \) being the eigenvalues in this instance. For each value of the pair \((\ell, m)\) there may exist a series of mode solutions, labelled by the overtone index \( n = 0, 1, 2, \ldots \) for increasing values of \( |\text{Im}(\omega_{\text{tmp}})|\). Quasinormal modes (QNMs) are mode solutions for \( \text{Im}(\omega_{\text{tmp}}) \leq 0 \) and are the main focus of this paper; unstable modes are mode solutions for \( \text{Im}(\omega_{\text{tmp}}) > 0 \) (they grow exponentially fast in time).

We note that, because of the so-called Teukolsky-Starobinsky identities \([12]\), the frequencies of mode solutions for \( s = 1/2 \) are the same as for \( s = -1/2 \). Therefore, for fermion field perturbations, we focus on \( s = 1/2 \) without loss of generality.

### III. QNM FAMILIES

#### A. Expressions for the various families of QNM frequencies

The QNMs of a KnDS black hole can be divided into four families: \(^3\) the photon-sphere (PS), the near-extremal (NE), the de Sitter (dS) and the near-Nariai limit (NN) modes.

**PS family**

The PS modes are associated with the spherical photon orbits of the spacetime \([15, 25, 44, 45]\). In the eikonal limit, also known as the geometric optics approximation,

where \( \ell \gg 1 \), we can obtain PS modes that are related with the properties of those orbits. In App. \([13]\) we obtain that the PS frequencies of a neutral field in KnDs spacetime are

\[
\omega_{\text{PS}} \equiv E_{\text{ph}} - i \left( n + \frac{1}{2} \right) A_{\text{ph}},
\]

where \( A_{\text{ph}} \) is the Lyapunov exponent (i.e., the inverse of the instability timescale) of the co-rotating equatorial photon orbit and \( E_{\text{ph}} \) is related to the energy of this orbit. For low values of \( n \), the real and imaginary parts of Eq. \((3.1)\) agree well with our numerical results across all values of spacetime parameters \{\( M, a, Q, \Lambda \)\} that we considered in this work when the value of the multipolar number \( \ell \) is large and for general values of the azimuthal number \( m \). We have numerically observed that, when the field has charge \( q \), a better approximation to the real part is that in \((3.1)\) plus \( q \phi(r_{\text{ph}}) \).

**NN family**

As stated before, the KnDs spacetime can be extremal in two different ways: by taking \( r_+ \to r_- \) (called the extremal black hole limit) and by taking \( r_+ \to r_c \) (called the rotating Nariai limit). Near both of these extremes, we have zero-damped QNMs, i.e., modes with the imaginary part going to zero as extremality is approached. As for the \( r_+ \to r_c \) limit, it was analytically shown in \([19]\) that, in Kerr-dS, two subfamilies of neutral field modes, one that corresponds to an expansion about \( m \Omega_+ \) and the other one about \( m \Omega_c \), behave as:

\[
\omega_{\text{NN}}^{\pm, c} = m \Omega_{+, c} - i(r_c - r_+\kappa) \left( n + \frac{1}{2} \right),
\]

where \( \kappa \) is a non-vanishing factor which only depends on the spacetime parameters. In fact, this result also holds for KnDS (for field spin-0 and spin-1/2), since the radial (as well as angular) ODEs for KnDS and Kerr-dS for \( q = 0 \) formally the same when written in terms of the black hole radii (e.g., see Ref. \([39]\)).

In our search of spacetime parameters for which there could possibly be violation of the linear version of SCC, we effectively look for \( \beta > 1/2 \) (see Sec. \([4]\)). In the limit where the NN modes emerge (namely, \( r_+ \to r_c \)), clearly \( \text{Im}(\omega_{\text{NN}}^{+, c}) \to 0 \), so that \( -\text{Im}(\omega_{\text{NN}}^{+, c})/\kappa \) is very small, thus ensuring SCC in the near-Nariai limit (we have observed that this behaviour also holds for charged fields). For this reason, we do not show in our plots spacetime regions near the Nariai limit.

**NE family**

In their turn, the NE frequencies \( \omega_{\text{NE}} \) are obtained by carrying out near-extremal black hole asymptotics \( r_- \to r_+ \) while assuming that their imaginary part goes to zero (e.g., \([50]\) in Reissner-Nordström, \([51, 52]\) in Kerr and \([29]\).
We carried out a similar near-extremal analysis in KNdS and obtained: \[ \omega_{\text{NE}} \equiv \frac{1}{2} \left[ m(\Omega_+ + \Omega_-) + q(\phi_+ + \phi_-) \right] - i\frac{\kappa_+ + \kappa_-}{2} \left[ n + \frac{1}{2} + \varepsilon \sqrt{\hat{\lambda}_s - \hat{A}_s^2 + \left( s + \frac{1}{2} \right)^2} \right] , \] where \( \varepsilon = +1 \) when the argument of the square root is positive and \( \varepsilon = -1 \) when it is negative, with \( \hat{A} \equiv \lim_{r \to r_c} \left( \frac{m - \Omega_+ - \Omega_- + q(\phi_+ - \phi_-)}{2\kappa_+} \right) \) and \( \hat{\lambda}_s \equiv \lim_{r \to r_+} \frac{L^2\lambda_{lm}(m\Omega_+ + q\phi_+) + 2r_+^2(1 + s)(1 + 2s)}{(r_c - r_+)(r_c + 3r_+)} \).

Although we give the explicit derivation of Eq. (3.3) in Ref. [31], let us here briefly comment on how it is obtained. We first expand the radial Eq. (2.8) for small \( (r_+ - r_-)/L \) and fixed \( (r_+ + r_-)/(r_+ - r_-) \). This effectively removes the singularity at \( r = r_c \). Thus, while we continue to use the standard QNM condition at \( r = r_+ \), we replace the standard QNM condition at \( r = r_c \) by the following condition. We require that, as \( (r_+ - r_-)/(r_+ - r_-) \to -\infty \), the radial solution either does not diverge or has an outgoing phase velocity, depending on whether \( \varepsilon = +1 \) or \( \varepsilon = -1 \) respectively (see [31] for details in RNdS). This ad hoc boundary condition, together with the QNM boundary condition at \( r = r_+ \), leads to Eq. (3.3). From this analysis, Eq. (3.3) is expected to be a better approximation to the NE QNMs when the larger value of \( (r_c - r_+)/(r_+ - r_-) \). Furthermore, we have checked numerically that Eq. (3.3) is a good approximation in a large region of parameter space near extremality.

**dS family**

Finally, the dS modes are associated with KNdS spacetime with \( M = Q = 0 \) (i.e., vacuum without event horizon). We see numerically that the dS frequencies for a neutral field are well approximated by (see [33] in pure dS and [17, 20] in RNdS)\[ \omega_{\text{dS}} \equiv m\Omega_{c,0} - i(\ell + n + 1)\kappa_{c,0}, \] where \( \Omega_{c,0} \equiv \frac{a}{a^2 + L^2} \), \( \kappa_{c,0} \equiv \frac{L}{a^2 + L^2} \).

---

4 We do not claim that Eq. (3.6) is the actual asymptotics of the KNdS QNMs in the limits \( M, Q \to 0 \). Instead, Eq. (3.6) is just a useful expression as a seed (see Sec. [IV]) for our numerical calculation in a certain region of parameter space.
Within the regions of parameter space that we checked, the dominance of modes within each family is as in the neutral $q = 0$ case as long as $q$ is not “too” large (specifically, within the perturbative regime described below). That is, within the PS family, the larger the value of $\ell = m$ the more dominant the mode is: within the dS and NE families, $\ell = m = |s|$ is the dominant mode. We shall see in Sec. 11 however, that this dominance rule for NE is not upheld in the non-perturbative regime, where wiggles appear.

A particularly important limit is that of large field charge. We carried out a We carried out a Wentzel-Kramers-Brillouin (WKB) analysis in that limit for the charged, scalar and fermion fields in KNdS, similar to the analyses in [19, 31] in RNdS. We next describe our large-$q$ WKB analysis, where we expand in powers of $q$ and it is understood that in our expressions we ignore non-perturbative terms.

We start with the following ansatz for the radial solution, where we factor out the appropriate asymptotic behaviours at the event and cosmological horizons (see (2.16)) and, in the remaining factor, we use a WKB expansion for large $q$:

\[
R_\alpha(r) = \left( \frac{r}{r_+} - 1 \right)^{-i\alpha_+ - s} \left( 1 - \frac{r}{r_c} \right)^{-i\alpha_c} e^{-q\psi(r)} \times \]

\[
\left( \phi^{(0)}(r) + \frac{\phi^{(1)}(r)}{q} + \mathcal{O} \left( q^{-2} \right) \right),
\]

for some functions $\psi(r)$ and $\phi^{(0),(1)}(r)$ and where

\[
\alpha_j \equiv \frac{\omega_j}{2\kappa_j}, \quad j = +, c,
\]

are related to the Frobenius characteristic exponents of the radial ODE (2.8) at $r = r_+.c$. Next, we insert (3.8) into the radial ODE and expand for large $q$ with $\omega = \omega(1) + q^{(1)} + q(0) + \mathcal{O}(1/q) = \mathcal{O}(q)$ for some coefficients $\omega^{(0),(1)}$, and obtain the following first-order ODE for $\psi$:

\[
\frac{d\psi}{dr} = \pm i \left( \Xi - q\phi(r) \right) \frac{r^2 + a^2}{\Delta} - \frac{i\alpha_+}{r - r_+} + \frac{i\alpha_c}{r_c - r}.
\]

(3.10)

Taking the asymptotics of this equation as $r \to r_j$, (and assuming that $d\psi/dr$ is regular at $r = r_j$) leads to two distinct expressions for the leading-order large-$q$ coefficient $\omega^{(1)}$, namely, $\omega^{(1)} = \phi_j$, with $j = +$ given by the lower sign in (3.10) and $j = c$ given by the upper sign.

In order to find the next-to-leading order coefficient $\omega^{(2)}$, we re-insert (3.8) into the radial ODE and expand for large $q$ with $\omega = \phi_j q + \omega^{(0)} + \mathcal{O}(1/q) = \mathcal{O}(q)$ and $s\lambda_{tm} = \lambda_q q + \mathcal{O}(1)$ for some coefficient $\lambda_q$ (since $s\lambda_{tm} = \mathcal{O}(\omega) = \mathcal{O}(q)$ – see (3.4) in KNdS and, e.g., [53] for the proof that $s\lambda_{tm} = \mathcal{O}(\omega)$ as $\omega \to \infty$ in Kerr). We then pick the leading order in $q$ of the resulting equation and expand it about $r = r_j$. In this expansion, we replace $q d\psi/dr$ by the result of expanding the right-hand side of (3.10) with $\omega = \phi_j q + \omega^{(0)} + \mathcal{O}(1/q)$ first for large $q$ and then about $r = r_j$ (for the corresponding signs in the right-hand side of (3.10)). By solving the resulting expansion of the radial ODE we finally obtain $\omega^{(0)}$. The result for our leading-order large-$q$ WKB expression for the QNM frequencies $\omega_j = \omega_{tmn} - m\Omega_j - q\phi_j$, with $j \in \{+, c\}$, is

\[
\omega_{j,q} \equiv s_j \frac{\kappa_j (r^2 + a^2)}{2Q(r^2 - a^2)} \lambda_q - \frac{i}{2} \kappa_j,
\]

(3.11)

where $s_+ \equiv +1$, $s_c \equiv -1$. The expression for $j = +$ corresponds to a “black hole family” and that for $j = c$ to a “cosmological family”. These two WKB families $j = +, c$ are the limiting values for the two different behaviours in the PS modes mentioned above when the symmetry is broken as $q$ increases. Furthermore, the NE modes asymptote to $\omega_+ q$ for large-$q$ (as can be checked by comparing (3.5) for large-$q$ with (3.11) for $j = +$ in the near-extremal limit) – this provides a consistency check of our analytic expressions.

IV. NUMERICAL METHOD

In order to numerically obtain the QNM frequencies (up to an arbitrary precision), we extended to KNdS the method that Leaver [54] originally developed and applied to Kerr spacetime and was later extended to Kerr-dS in Ref. [40]. However, apart from extending to KNdS, we also changed the method in [40] in a way which we detail in the present work. However, apart from extending to KNdS, we also changed the method in [40] in a way which we detail in the present work. However, apart from extending to KNdS, we also changed the method in [40] in a way which we detail in the present work. However, apart from extending to KNdS, we also changed the method in [40] in a way which we detail in the present work.
This leads to the map

\[ r = (r_n, r_- r_+, r_-, \infty) \mapsto z = (\infty, 1, x, 0, \zeta_\infty), \quad (4.2) \]

where

\[ \zeta_\infty \equiv \frac{r_- - r_n}{r_- - r_+}, \quad x \equiv \zeta_\infty \frac{r_+ - r_-= r_-}{r_+ - r_n}, \quad (4.3) \]

We now express the radial function \( R_\alpha \) as:

\[ R_\alpha(z) = z^{B_+/(z-1)}z^{-B_-(z-x)-s-iB_\pm(z - \zeta_\infty)^{2s+1}g(z),} \quad (4.4) \]

for some function \( g(z) \), where

\[ B_j = \frac{W(r_j)}{\Delta'(r_j)} \equiv \frac{1}{2} \left( \frac{r_j^2 + a^2}{\Delta'(r_j)} \right) \omega_j, \quad j = (-, +, c). \quad (4.5) \]

More explicitly,

\[ B_\pm = \Xi \left( \frac{r_\pm^2 + a^2}{\Delta'(r_\pm)} \right) \frac{1 + s + 2iB_\pm}{z - 1} + \frac{1 + s + 2iB_\pm}{z - x}, \quad (4.6) \]

with

\[ B_\pm \equiv \Xi \left( \frac{r_\pm^2 + a^2}{\Delta'(r_\pm)} \right) \frac{1 + s + 2iB_\pm}{z - 1} + \frac{1 + s + 2iB_\pm}{z - x}, \]

and

\[ v_z \equiv i(B_+ - B_\pm) - 4B_\pm B_\mp - i(1 + 2s)(B_\mp + B_\pm)x + \frac{(1 + s)(1 + 2s)(r_c r_\mp + r_c + r_\mp) - s \lambda \ell m L^2}{(r_c + r_\mp)(r_c + r_\mp - r_\pm)}. \quad (4.7) \]

Let us consider the following Taylor series expansion in \( z \) as an ansatz for a solution of Eq. (4.6):

\[ y(z) = \sum_{k=0}^{\infty} d_k Z^{k} \quad (4.8) \]

for some coefficients \( \{d_k\} \). By inserting it into Eq. (4.6), we obtain the following three-term recurrence relation for these coefficients:

\[ \alpha_k d_{k+1} + \beta_k d_k + \gamma_k d_{k-1} = 0, \quad \forall k = 0, 1, 2, \ldots \quad (4.9) \]

with \( d_0 = 1, \ d_{-1} = 0 \) (so that \( d_k \) satisfies the “boundary condition” \( d_1 / d_0 = -\beta_0 / \alpha_0 \)) and

\[ \alpha_k \equiv (k+1)(k+1 + s + 2iB_\mp)x, \]

\[ \beta_k \equiv v_z - k^2(1 + x) - k(b_2 + x^2) - s + 2sx + 2iB_\mp, \]

\[ \gamma_k \equiv [k + 2i(B_\mp + B_\mp)](k + s - 2iB_\mp). \quad (4.10) \]

It is easy to show (see [58]) that the solutions \( d_k \) to the recurrence relation (4.9) have, if \( d_k \neq 0 \), either of the two following linearly independent behaviours for large-\( k \):

\[ \lim_{k \to \infty} \frac{d_{k+1}}{d_k} = \frac{1 - s + 2iB_\mp}{1 - s + 2iB_\pm} + O(k^{-2}), \quad (4.11) \]

or

\[ \lim_{k \to \infty} \frac{d_{k+1}}{d_k} = 1 - \frac{s - 2iB_+}{k} + O(k^{-2}). \quad (4.12) \]

If the behaviour is as in (4.11), then we denote the solution by \( d_k^{(2)} \), and if it is as in (4.12), then we denote it by \( d_k^{(1)} \). Given that \( x \in (0, 1) \), this implies (see below Theorem 2.2 of Ref. [59]) that \( d_k^{(1)} \) is the (unique) minimal solution and \( d_k^{(2)} \) is a dominant solution of the recurrence relation Eq. (4.9), i.e., \( \lim_{k \to \infty} d_k^{(1)} / d_k^{(2)} = 0 \). Furthermore, the infinite series in (4.8) is guaranteed to converge \( \forall z \in [0, x] \) if the large-k limit (4.11) is satisfied and \( \forall z \in [0, 1) \) if, instead, (4.12) is satisfied. Therefore, \( y \) is always holomorphic \( \forall z \in [0, x] \) and, in the specific case that a minimal solution \( d_k \) exists and \( d_k = d_k^{(1)} \), then \( y \) is holomorphic in the larger interval \( z \in [0, 1) \).

It is straightforward to see that the expression for \( R_\alpha(z) \) in Eq. (4.4) has been built so that it satisfies the boundary conditions in Eq. (2.16) if and only if \( g(z) \) is holomorphic in \( z \in [0, x] \). We shall now show that there being a solution \( R_\alpha(z) \neq 0 \) satisfying the boundary conditions in Eq. (2.16) is equivalent to a certain continued fraction equation being satisfied; such continued fraction is the equation that we shall solve in practice in order to calculate frequencies of mode solutions.

**Proposition.** There exists a nontrivial solution of the radial ODE (2.8) satisfying the boundary conditions in Eq. (2.16) if and only if the following continued fraction equation is satisfied:

\[ 0 = \frac{\beta_0}{\alpha_0} - \frac{\gamma_1}{\beta_1 - \frac{\alpha_2 \gamma_2}{\beta_2 - \frac{\alpha_3 \gamma_3}{\beta_3 - \ldots}}} \quad (4.13) \]

where \( \alpha_k, \beta_k \) and \( \gamma_k \) are given in Eq. (4.10).

**Proof.** First, assume that \( R_\alpha \) satisfies Eq. (2.8) and the boundary conditions Eq. (2.16), so that \( g \neq 0 \), given via (4.4), is holomorphic in \( z \in [0, x] \). Since \( y \) in (4.8) is holomorphic in \( z \in [0, x] \), by unicity of holomorphic functions, we have that \( g = y \) (up to a constant factor) in \( z \in [0, x] \). This implies that \( d_k \) is nontrivial (i.e., \( d_k \neq 0 \)).

\[ \text{---} \]

\[ ^6 \text{Indeed, the expansion in Eq. (4.8) represents a local Heun function [57][60] around } z = 0, \text{ which is guaranteed to converge on the disk } |z| < x \text{ but whose convergence at } z = x \text{ is not guaranteed.} \]

\[ ^7 \text{In its turn, the factor } (z - \zeta_\infty)^{2s+1} \text{ in Eq. (4.8) is used in order to remove the singularity of the radial ODE at } r = \infty. \]
This, combined with the large-k limits \(4.11\) and \(4.12\), implies that the recurrence relation \(4.9\) possesses a minimal solution \(d_{k-1}^{(1)}\). Theorem 1.1 in [59] then guarantees that the continued fraction in \(4.13\) converges. This theorem also shows that, in this case, it is

\[
\frac{d_{k}^{(1)}}{d_{k-1}^{(1)}} = -\frac{\gamma_k}{\beta_k} = \frac{\alpha_k \gamma_{k+1}}{\alpha_k \gamma_{k+1}}, \quad k \geq 1. \tag{4.14}
\]

By choosing \(k = 1\) in \(4.14\) and equating it to the boundary condition \(d_{1}^{(1)}/d_{0}^{(1)} = -\beta_0/\alpha_0\), Eq. (4.13) follows.

Let us now turn to the proof of the implication in the opposite direction. Assume that \(4.13\) is satisfied. This, in particular, that the continued fraction in \(4.13\) converges. Because of the latter, Th.1.1 in [59] guarantees that there exists a sequence \(\{d_k\}\) which converges. Because of the latter, Th.1.1 in [59] guarantees that there exists a sequence \(\{d_k\}\) which converges.

A similar continued fraction for the eigenvalue \(s_{\lambda_{tm}}\) may be derived from the angular ODE and it is already given explicitly in Eq. (38) in Ref. [40] (with coefficients given in Eqs. (31)-(33) therein). Thus, there are two continued fraction equations to be solved: a radial one for the mode solution frequency \(\omega_{tm}\), and an angular one for the eigenvalue \(s_{\lambda_{tm}}\).

In order to solve these continued fractions, we use the numerical algorithm of the software \textit{Mathematica} to find the roots of equations and, for that, we need to provide seeds. For the angular eigenvalues, Ref. [39] has given an expansion for \(s_{\lambda_{tm}}\) for \(|a_\lambda| \ll 1\) and \(|a/L| \ll 1\), to which we shall loosely refer as a “small-\(a\)” expansion. Thus, if we choose a sufficiently small, we can use that expansion as a seed for the numerical calculation of \(s_{\lambda_{tm}}\). In order to find the eigenvalue for a given value of \(a = a_M\) (not necessarily small), we calculate the eigenvalues for \(a = a_k \equiv k a_M/N_\lambda\), \(k = 1, 2, \ldots, N_\lambda\), for some \(N_\lambda \in \mathbb{N}\), as follows. We use the small-\(a\) expansion of Ref. [39] as the starting point to find the “exact” eigenvalue for the initial \(a = a_1\). We then proceed by increasing \(k\) by 1 at a time: for finding the eigenvalue for \(a = a_k\), \(k = 2, 3, \ldots, N_\lambda\), we use the previously obtained eigenvalue for \(a = a_{k-1}\) as a seed; we repeat this process \(N_\lambda - 1\) times until obtaining the eigenvalue for \(a = a_N = a_M\). In this way, we can track the eigenvalue for a given \((\ell, m)\)-mode as \(a\) increases.

In order to search for unstable modes, we plotted the r.h.s. of Eq. (4.13) in regions of the upper complex-frequency plane and looked for its zeros. We report here that we found no such zeros, and so no unstable modes, for the values of the KNdS spacetime parameters which we consider in this paper. We thus henceforth focus on QNMs.

For computing QNM frequencies we solved the coupled set of the two continued fraction equations for the eigenvalue \(s_{\lambda_{tm}}\) and the QNM frequency \(\omega_{tm}\).

The seeds for the QNM frequencies \(\omega_{tm}\) are trickier to find than those for the angular eigenvalue \(s_{\lambda_{tm}}\). A computationally expensive approach for finding seeds for the QNM frequencies is by plotting the r.h.s. of Eq. (4.13) in a region of the lower complex-frequency plane and seeing roughly where its roots are (similarly to the search for unstable modes in the upper plane), so as to use them as seeds for the numerical routine. An alternative, faster approach for obtaining seeds for the QNM frequencies is by directly using the analytical expressions in Eqs. (3.1), (3.3) and (3.6) when these expressions yield a good approximation for QNMs. We combined these two approaches in order to make sure that we did not miss any QNM frequency \(\omega_{tm}\), which was relevant for SCC for some initial set of black hole and field parameters which we denote by \(P_1\). We then proceeded similarly to the way we did for the angular eigenvalue \(s_{\lambda_{tm}}\). Namely, we numerically obtained QNM frequencies for a set, say \(P_2\), of values of black hole and field parameters slightly different from those in \(P_1\) by using as seeds the values of the frequencies that we previously numerically obtained for \(P_1\). We then again changed to a new set \(P_3\) of slightly different values of black hole and field parameters and used as seeds the numerical frequencies obtained for \(P_2\). And we proceed in a similar manner with new sets \(P_4, P_5, \ldots\) until covering the desired region of parameter space.

We finish this section with some comments on our method and checks that we implemented. The expression for the radial solution \(R_\alpha\) that we obtain from \(4.1\) together with the expansion for \(g(z) = y(z)\) as in Eq. (4.8) is similar to the expression in Eq. (50) in Ref. [40] (in Kerr-dS) with an important difference: here \(y(z)\) is essentially expanded about the cosmological horizon whereas in Ref. [40] it is about the event horizon. The reason for this change is the following. When we numerically implemented a routine for finding zeros of the continued fraction given by Eqs. (52)-(55) of [40], we only managed to reproduce the QNM tables and plots in [40] when \(|x_r| < 1\) (where \(x_r\) is defined in Eq. (49) of the same article) but not when \(|x_r| > 1\) (even though they state that they applied their method for \(|x_r| > 1\)). On the other hand, we managed to reproduce all QNM data provided in [40], for any \(x_r\), using an implementation of our continued fraction (4.13), i.e., using the expansion in Eq. (4.8) for \(g(z)\). This provides a good check of our method and code (at

\[\text{\footnotesize{\(^8\) There is a typographical error in Eq. (28) in Ref. [20]: there should be a minus sign in the definition of } z_8.}\]
least in Kerr-dS).

As further checks of our method, we found, in KNdS, agreement to all digits with the QNMs in tables in Ref. [38] for \(|s| = 1/2\) as well as visual agreement with Fig. 3 in Ref. [38] (where they use a transformation of the radial function and a Taylor series expansion which are different from those here as well as those in [40]) for \(s = 0\) and \(|s| = 1/2\); see App. A for further checks in Kerr-dS (i.e., \(Q = 0\)).

V. \(\beta\) CONDITIONS FOR SCC

In order to investigate the validity of the linear version of SCC, we need to assess the strength of the matter field perturbations on the right Cauchy horizon \(CH_R^+\) (recall Fig. [2]). To be precise, the requirement for validity is that weak solutions of the perturbed Einstein equations do not exist across the Cauchy horizon and, therefore, for the stress-energy tensor for the matter field, which is to be placed on the right hand side of Einstein’s equations as sourcing higher-order metric perturbations, to not be locally integrable (see, e.g., Ref. [15]). We next derive the relationship between this requirement and values of \(\beta \equiv \alpha_g/\kappa_-\), where \(\alpha_g\) is the so-called spectral gap, i.e., the infimum (smallest value) of \(-\text{Im}(\omega_{t\,mn}) \geq 0\) over all QNMs. We also derive the relationship between the requirement of curvature blowup and values of \(\beta\). Our derivation is an extension to our setup in KNdS of the corresponding derivation in Ref. [15] for a spin-0 field in Kerr-dS and in Ref. [20] for a spin-1/2 in RNdS.

We denote by \(\psi_s(x) \equiv e^{-i\omega u + i\mu_\rho r} \bar{\psi}_{t\rho}(r, \theta)\) the field modes including all coordinates – see Eq. (2.7). Henceforth we use outgoing coordinates \(\{u, r, \theta, \varphi\}\), which are regular on the (right) Cauchy horizon and are related to the coordinates \(\{t, r, \theta, \varphi\}\) of Eq. (2.1) via:

\[
dt = du + dr, \quad d\varphi = d\bar{\varphi} + dr \equiv d\bar{r} + \frac{a\bar{r}}{\Delta_r} dr. \quad (5.1)
\]

Following Ref. [18], we carry out a gauge transformation \(A \to A + d\chi\) and \(\bar{\psi}_s \to e^{i\gamma\chi} \bar{\psi}_s\), with \(d\chi \equiv Qr \, dr/\Delta_r\) and \(A\) is the KNdS electromagnetic potential given in Eq. (2.4). This gauge transformation is carried out so that it yields electromagnetic potential components \(A_\mu\) in outgoing coordinates which are regular at all spacetime horizons. The modes in this new gauge are \(\psi_{0,1}(u, r, \theta, \bar{\varphi}) = e^{-i\omega u + i\mu_\rho r} \bar{R}_0(r) S_0(\theta)\) for the scalar field and \(\psi_{1/2}(u, r, \theta, \bar{\varphi}) = e^{-i\omega u + i\mu_\rho r} (\tilde{E}_+ G_+ + \tilde{E}_- G_-) T^\top\) for the fermion field, where \(\tilde{E}_\pm \equiv \mp \tilde{R}_{-1/2}(r) S_{\pm 1/2}(\theta)/\sqrt{2}\) and \(G_\pm \equiv \pm \tilde{R}_{+1/2}(r) S_{\pm 1/2}(\theta)\) (see App. C for details of the derivation), where \(\tilde{R}_s\) is the corresponding radial factor in outgoing coordinates: \(R_s = e^{-i\omega u + i\mu_\rho r} e^{-i\tau r} \tilde{R}_s\). It is trivial to show using the Frobenius method that two linearly independent behaviours of \(\tilde{R}_s\) as \(r \to r_--\) are:

\[
\tilde{R}_s^{(1)}(r) \equiv g^{(1)}(r), \quad \tilde{R}_s^{(2)}(r) \equiv (r-r_-)^{-s+i\omega-/\kappa_-} g^{(2)}(r), \quad (5.2)
\]

where \(g^{(1,2)}(r)\) are smooth and non-vanishing functions at \(r = r_--\).

A. Scalar field

The stress-energy tensor of a massless conformally-coupled scalar field \(\Psi_0\) with charge \(q\) is given by

\[
T_{\mu\nu} = \frac{1}{6} \text{Re} \left\{ 4(D_\mu \Psi_0)^* D_\nu \Psi_0 - g_{\mu\nu}(D_\rho \Psi_0)^* D^\rho \Psi_0 \right\} - 2\Psi_0^* D_\mu D_\nu \Psi_0 + \left( R_{\mu\nu} - \frac{2A}{3} g_{\mu\nu} \right) |\Psi_0|^2, \quad (5.3)
\]

where \(D_\mu \equiv \nabla_\mu - iqA_\mu\) and \(R_{\mu\nu}\) is the Ricci tensor. Thus, the various terms in \(T_{\mu\nu}\) possess one of the following scalar field factors: \(\partial_\mu \Psi_0^* \partial_\nu \Psi_0, \Psi_0^* \partial_\mu \partial_\nu \Psi_0, \Psi_0^* \partial_\mu \partial_\nu \partial_\rho \Psi_0\) and \(|\Psi_0|^2\). One can verify that the dominant terms as the Cauchy horizon is approached are the ones involving two radial derivatives of the field, i.e., terms with either \(\text{Re}(\Psi_0^* \partial_\rho^2 \Psi_0)\) or \(\text{Re}(\partial_\mu \Psi_0^* \partial_\nu \Psi_0)\), where both terms go like \((r-r_-)^{-2\text{Im}(\omega)/\kappa_-} - 2\text{Im}(\omega)/\kappa_- \to r \to r_-\), due to Eq. (5.2).

The term \((r-r_-)^{-2\text{Im}(\omega)/\kappa_-} - 2\text{Im}(\omega)/\kappa_- \to r \to r_-\) is locally integrable when \(-\text{Im}(\omega)/\kappa_- > 1/2\). Therefore, violation of the linear version of SCC is equivalent to the derivatives of the real part of the scalar field being locally square integrable, which is equivalent to \(\beta > 1/2\).

Similarly, boundedness of the curvature corresponds to the boundedness of the stress-energy tensor, which itself corresponds to \(\beta \geq 1\) due to Eq. (5.2).

Alternatively, one may view the scalar field as an analog of linear gravitational perturbations (see, e.g., Ref. [62]). Within this viewpoint, the condition for violation of SCC continues to be \(\beta > 1/2\), since first-order derivatives of the scalar field are analogs of the Christoffel symbols and these are required to be locally square integrable (e.g., Ref. [24]).

B. Fermion field

The stress-energy tensor of a massless fermion field of charge \(q\), represented by a Dirac four-spinor \(\Psi_1/2\), is given by (see App. C for definitions of symbols):

\[
T_{\mu\nu} = \frac{i}{2} \left[ \bar{\Psi}_{1/2} \gamma_\mu D_\nu \Psi_{1/2} - (D_\mu \bar{\Psi}_{1/2}) \gamma_\nu \Psi_{1/2} \right]. \quad (5.4)
\]

In the outgoing coordinates, we show in App. C that both \(\gamma_\mu\) and \(\Gamma_\mu\) are regular on the Cauchy horizon for a suitable choice of base vectors. This regularity helps us conclude that the local integrability/boundedness of \(T_{\mu\nu}\) at the Cauchy horizon is guaranteed by the integrability/boundedness of the factors \(|\tilde{R}_{\pm 1/2}|^2, \text{Re}(\tilde{R}_{-1/2} \partial_\mu \tilde{R}_{+1/2}), \text{Re}(\tilde{R}_{-1/2} \partial_\mu \tilde{R}_{+1/2})\) and \(\text{Re}(\tilde{R}_{+1/2} \partial_\mu \tilde{R}_{-1/2})\). Among these factors, the dominant contribution will come from \(\text{Re}(\tilde{R}_{+1/2} \partial_\mu \tilde{R}_{-1/2})\), that is,
by a linear combination of \((r - r_-)^{-2 - 2\text{Im}(\omega_-)/\kappa_-}\) and \((r - r_-)^{-3/2 - \text{Im}(\omega_-)/\kappa_-}\). The local integrability of both of these terms over all QNMs corresponds to \(\beta > 1/2\), just like for the scalar field. The boundedness of the stress-energy tensor corresponds to \(\beta \geq 3/2\), by contrast with \(\beta \geq 1\) in the case of the scalar field.

VI. RESULTS FOR COSMIC CENSORSHIP

The value of \(\beta\) for a field perturbation in KNdsS is equal to \(\inf\{\beta_{\text{PS}}, \beta_{\text{NE}}, \beta_{\text{dS}}\}\), where \(\beta_{\text{PS/NE/dS}}\) denotes the infimum of \(-\text{Im}(\omega_{ln})/\kappa_-\) over the QNMs of the PS/NE/dS family only.\(^9\) The numerical method that we used for calculating the QNM frequencies was described in Sec. IV. Our values for \(\beta\) are a result of a thorough analysis, in which we were particularly careful to make sure that we did not miss any mode which could potentially invalidate our values for \(\beta\). We next present our results for \(\beta\) and SCC, first considering neutral fields and later charged fields.

Neutral fields

In the following analysis for neutral fields, we used the eikonal approximation given in Eq. (3.1) to obtain \(\beta_{\text{PS}}\) as justified in Sec. III B.\(^9\)

Fig. 2 shows contour plots of \(\beta\) for spin-0 and spin-1/2 neutral fields as a function of \(a\) and \(Q\) (near \(Q_{\text{max}}\)) for fixed \(\Lambda\). It clearly shows that there exist regions of spacetime parameter space where \(\beta > 1/2\) for both spin-fields, including subregions where \(\beta > 1\) for spin-0 (top) and where \(\beta > 3/2\) for spin-1/2 (bottom). It is worth mentioning that we find \(\beta > 1\) for spin-0 even in the RNdsS limit of \(a \to 0\). This tallies with the fact that \(\beta > 1\) is possible for sufficiently massive, minimally-coupled scalar fields in RNdsS \(^{18}\) and that including a positive coupling (such as in our conformally-coupled case) in the scalar field equation in KNdsS is effectively equivalent to adding a mass to the field. We also note that we consistently found \(\beta < 1/2\) for spacetime parameter values outside the ranges in Fig. 2.

As a general behaviour, we find that when increasing \(a/M\) for fixed \(Q\), \(\beta\) first decreases and then increases (while not surpassing \(\beta = 1/2\)); the closer \(Q\) is to \(Q_{\text{max}}\) for fixed \(a/M\), the larger the \(\beta\). Thus, the values of \(\beta\) larger than 1/2 occur near extremality.

Fig. 2 also shows the regions where each family dominates. For \(s = 0\) the NE dominates in the region of smaller rotation and larger charge; the dS dominates for both smaller rotation and charge; and the PS dominates in the rest of the range in the plot. It is similar for \(s = 1/2\), except that the PS also dominates in the region of both smaller rotation and charge.

---

\(^9\) We remind the reader that, as explained in Sec. III, the NN modes are not dominant in the near-extremal regions considered here.
the extremal limit, it is the black hole WKB family (i.e., the latter) near extremality that matters for SCC. Furthermore, since $\beta_+ \leq 1/2$, in principle, $\beta$ should not be larger than $1/2$ for large $q$. However, the WKB analysis leading to (3.11) has ignored non-perturbative terms and so we proceed to show results of our exact numerical investigation.

In the following analysis for charged fields, we use $\ell = m = 10$ [resp. $\ell = m = 21/2$] for the PS family of scalar [resp. fermion] field modes: the true value of $\beta_{PS}$ would really be given by $\ell = m \to \infty$ (see Sec. IIIC) but we find (by comparing with the values of $-\text{Im}(\omega_{\ell mn})/\kappa_-$ provided by PS modes with $\ell = m$ larger than our mentioned choice) that the value of $-\text{Im}(\omega_{\ell mn})/\kappa_-$ as provided by the $\ell = m = 10$ [resp. $\ell = m = 21/2$] mode is already a sufficiently good approximation.

Fig. 3 shows the behaviour of the most dominant QNM frequencies in a region of $q$ for $s = 0$ (top) and $s = 1/2$ (bottom) near extremality. The behaviour of the PS modes as $q$ increases is rather distinct in two regimes. For $a \lesssim \bar{a}$ (i.e., angular momentum below the critical value introduced in Sec. IIIA), $\beta_{PS}$ is well above $1/2$ (and so these do not appear in the plots), at least over a significantly large region of values of $q$, and so the NE family of modes dominates there. For $a \gtrsim \bar{a}$, on the other hand, $\beta_{PS}$ rapidly approaches (seemingly monotonically – see the insets) the value $\beta_+ \lesssim 1/2$, thus providing evidence for the preservation of the linear version of SCC for angular momentum above the critical value $\bar{a}$.

Let us now turn to the NE modes. As $q$ increases from zero, $\beta_{NE}$ decreases until (approximately) the square root in Eq. (3.3) becomes purely imaginary – let us denote by $q = \bar{q}$ this critical value. Then, for $q > \bar{q}$, $\beta_{NE}$ displays “wiggles” around $\beta_+$. These wiggles are a non-perturbative effect missed by the WKB analysis and their amplitude decreases rapidly with $q$. As a consequence, there is no severe $\beta \geq 1$ (for spin-0) or $\beta \geq 3/2$ (for spin-1/2) violation of the linear version of SCC for large $q$, as opposed to what we observed for $q = 0$. On the other hand, the presence of the wiggles means that, for $a \lesssim \bar{a}$ and a given arbitrarily large value of $q$ (or at least over the significantly large region of values of $q$ where $\beta_{PS} > 1/2$), one can find interval(s) of values of $Q$ close enough to $Q_{max}$ in which $\beta > 1/2$, as we shall demonstrate in Fig. 4. As is clear from Fig. 3 however, as $q$ increases, one would need more and more NE $(\ell, m)$-modes to synchronize their wiggles so that $\beta > 1/2$ can be achieved.

The notable difference between the behaviour of the NE modes between spin-0 and spin-1/2 is that, whereas $\beta_{NE}$ for $s = 0$ increases with rotation (for fixed $q$) before the wiggles, it instead decreases for $s = 1/2$. Accordingly,

whereas the wiggles start at a larger value of $q$ as rotation increases for $s = 0$, they start at a smaller value of $q$ for $s = 1/2$. Thus, increasing rotation within $a \lesssim \bar{a}$ helps achieve linear SCC violation $\beta > 1/2$ for $s = 0$ whereas it hinders violation for $s = 1/2$.

![Figure 3. Plots of $-\text{Im}(\omega_{\ell mn})/\kappa_-$ as a function of $qr_c$ for the most dominant modes for $r_+ = r_c/3$ and $Q = (1 - 10^{-4}) Q_{max}$ for various values of $a$ and for $s = 0$ (top) and $s = 1/2$ (bottom). Here it is $\bar{a} \approx 0.135r_c$. The $(\ell, m)$ values of the modes used for each family are indicated in the labels; the insets zoom in on the PS family for small $qr_c$.](image)

As a function of the black hole charge

Last but not least, Fig. 4 shows that wiggles also appear in $\beta$ as a function of $1 - r_-/r_+$. As may be inferred from Fig. 3, the amplitude of the wiggles here increases with rotation for $s = 0$ and decreases for $s = 1/2$. Since $\beta_+ \to 1/2$ in the extremal limit, for $a \lesssim \bar{a}$ and a given field charge $q > \bar{q}$, one can in principle find black holes sufficiently close to extremality which have a $\beta > 1/2$, thus violating the linear version of SCC. This plot provides examples of regions of black hole parameter space where violation occurs when including both $s = 0$ and $s = 1/2$ charged fields. Every time the wiggles of $\beta$ go above the value $1/2$, we catch a glimpse of SCC violation which, as we discussed for Fig. 3, fades away as the field charge $q$ increases.

---

10 We have further checked that, as $Q$ approaches $Q_{max}$, the amplitude of the wiggles in Fig. 3 as can be gathered from [Fig 4] does not decrease at a rate faster than the rate at which $1/2 - \beta_+$ decreases.
VII. DISCUSSION

We have calculated the various families of QNMs for neutral and charged, massless scalar and fermion field perturbations of KNdS black hole spacetimes. We have shown that there exist regions of phase space where $\beta > 1/2$ for both scalar and fermion fields, signaling the existence of weak solutions across the Cauchy horizon (and, if only considering neutral fields, even $\beta > 1$ for spin-0 and $\beta > 3/2$ for spin-1/2, signaling boundedness of the curvature at the Cauchy horizon). To the best of our knowledge, this is the first time that evidence for violation of SCC has been provided for a (4-dimensional) rotating black hole.

Regarding the parameter space considered, we have included black hole rotation and cosmological constant, which are important for modelling black holes in Nature and the accelerated expansion of the Universe [63, 64]. However, the large values of black hole charge required for SCC violation are astrophysically unrealistic [65]. As for the matter fields, considering them to be charged is required for the formation of a charged black hole. Again, physically realistic values correspond to $q r_c \gg 1$, where the glimpses of SCC violation fade away. However, at least from a fundamental perspective, the evidence for SCC violation that we have shown remains disturbing, since it means that General Relativity would cease to be a predictive theory. From that perspective, two different options for saving SCC that have been proposed recently are probably worth investigating further: the inclusion of non-smooth initial data [62] or of quantum effects (e.g., [66] in RNdS and [67] in Kerr).
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Appendix A: QNMs AND SCC IN KERR-dS

We also ran our QNM code in Kerr-dS (i.e., KNdS with $Q = 0$) with two objectives. First, as a further check of our code, we checked that, for $s = -2$, we found agreement to all digits with the QNMs in tables in Ref. [40] as well as visual agreement with their plots.

The second objective is to investigate the claim in [21] that, in Kerr-dS, $\beta > 1/2$ is possible for $s = -1/2$. In Fig. 5 we plot the imaginary part of the most dominant QNM frequencies for spin-1/2 as a function of $a/a_{\text{max}}$ in the case of Fig. 2 (top left) in [21], where [21] claims violation of the linear version of SCC. Our curves for the dS modes for $\ell = 1/2$ and $\ell = 3/2$ agree with the curves in [21]. However, our Fig. 5 shows that, while the slowest decaying mode for $\ell = 1/2$ is indeed a dS mode, the slowest decaying mode for $\ell = 3/2$ is instead a PS mode. It seems that this mode is missed by [21] and, since it has $-\text{Im}(\omega_{\ell,m})/\kappa_- < 1/2$, it is in fact crucial for saving the linear version of SCC where [21] claims violation. We have carried out similar comparisons for other values of black hole parameters (including the region in Fig. 2 (top right) in [21] where violation is claimed) and find the same outcome: Ref. [21] seems to follow the dS family only and other modes save the linear version of SCC where [21] claims violation.
Appendix B: EQUATORIAL CIRCULAR PHOTON ORBITS

The large-$\ell$ behaviour of the QNMs can be described by the so-called eikonal limit or geometric optics approximation [41]. In this approximation, there is a parallel between field waves and null geodesics, in such a way that the real and imaginary parts of some QNM frequencies are associated with, respectively, the energy and the Lyapunov exponent of unstable circular orbits of photons. The Lyapunov exponent describes the exponential rate at which a perturbation of the radius of a circular photon orbit grows or decays with time. In this appendix, we derive explicit analytic expressions for the energy and the Lyapunov exponent of the equatorial circular photon orbits in KNdS. These quantities yield the QNM frequencies for the PS family in Eq. (3.1).

The two Killing vectors $K \equiv \partial_t$ and $M \equiv \partial_\varphi$ yield two conserved quantities for a test particle on geodesics: $E \equiv -K_{\mu} \dot{x}^\mu$, $L_z \equiv M_{\mu} \dot{x}^\mu$, where an overdot denotes differentiation with respect to an affine parameter $\zeta$. It follows from the symmetries of the spacetime that if the particle initially lies on the equatorial plane and has zero initial velocity along the $\theta$-direction, then the particle will remain at all times on that plane. That is, if $\dot{\theta}(\zeta = \zeta_0) = \pi/2$ and $\dot{\varphi}(\zeta = \zeta_0) = 0$ for some $\zeta_0 \in \mathbb{R}$, then $\dot{\theta}(\zeta) = \pi/2$, $\forall \zeta \in \mathbb{R}$. Henceforth we shall restrict ourselves to motion on the equatorial plane.

Let us now obtain the radial component of the tangent vector along null geodesics on the equatorial plane. This can readily be achieved from the null tangent vector condition (also using the definition of $E$ and $L_z$):

$$g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = g_{rr} \dot{r}^2 - EL_z \dot{\varphi} = 0. \quad (B1)$$

We can rewrite $\dot{t}$ and $\dot{\varphi}$ in terms of $E$, $L_z$, $r$ and spacetime parameters $\{a, Q, M, L\}$ using our definitions for $E$ and $L_z$. By doing that, Eq. (B1) can be written as

$$\dot{r}^2 = \frac{\Xi}{r^2} \left\{ (E(r^2 + a^2) - aL_z)^2 - (L_z - aE)^2 \Delta_r \right\}. \quad (B2)$$

The radii $r_{ph}^\pm$ of the circular orbits are obtained from the conditions $\dot{r} = 0$ and $\dot{\varphi} = 0$. These two conditions together give us:

$$E = E^\pm \equiv \frac{a \pm \sqrt{\Delta_{ph}^\pm}}{(r_{ph}^\pm)^2 + a^2 \pm a \sqrt{\Delta_{ph}^\pm}} L_z, \quad (B3)$$

and

$$16a^2 \Delta_r = (r_{\Delta_r} - 4\Delta_r)^2, \quad (B4)$$

where $\Delta_{ph}^\pm \equiv \Delta_r(r_{ph}^\pm)$ and $r_{ph}^\pm$ are the two largest (and real) roots of Eq. (B4), with $r_{ph}^+ \geq r_{ph}^-$. In this manner, $r_{ph}^+$ is the radius of the co-rotating orbit and $r_{ph}^-$ is the radius of the counter-rotating one.

Let us generically denote $r_{ph}^+$ by $r_{ph}$ and define $\Delta_{ph} \equiv \Delta_r(r_{ph})$, $\Delta_{ph}^+ \equiv \Delta_r(r_{ph}^+)$ and $\Delta_{ph}^- \equiv \Delta_r(r_{ph}^-)$. We now look for small deviations from the radii $r_{ph}$. By setting $r(t) = r_{ph} + \delta r(t)$, and expanding Eq. (B2) in terms of $\delta r$, we have that, up to order $O(\delta r(t)^3)$,

$$i(r_{ph})^2 (\delta r^2(t))^2 = \frac{\Xi^2}{2r_{ph}^2} \left[ 12r_{ph}^2 E^2 - 4aE(L_z - aE) \right] - (L_z - aE)^2 \Delta_{ph}^- \delta r(t)^2 + O(\delta r(t)^3). \quad (B5)$$

We remind the reader that a prime on a function means derivative with respect to its argument, so that, in particular, the prime in $\delta r(t)$ means derivative with respect to $t$ and, in $\Delta_r'(r)$, with respect to $r$. Ignoring the $O(\delta r(t)^3)$, the general solution of Eq. (B5) is

$$\delta r(t) = c_1 \exp(+A_{ph} t) + c_2 \exp(-A_{ph} t), \quad (B6)$$

where $c_{1,2}$ are constants and

$$A_{ph} \equiv \frac{2}{r_{ph}^2} \left( \frac{r_{ph}^2 (\Delta_{ph}^-)^2 + 2\Delta_{ph} (\Delta_{ph}^+ - \Delta_{ph}^-)}{4(a^2 + r_{ph}^2) + r_{ph} \Delta_{ph}^+ - 4\Delta_{ph}^-} \right) \quad (B7)$$

is the so-called Lyapunov exponent.

We now consider the case of near black hole extremality: $r_- = r_+ - \epsilon L$, for small $\epsilon > 0$. First, for small (but nonzero) $\epsilon$, Eq. (B4) has either two or four real roots depending on how the value $a_{\text{max}}$ of the angular momentum at the extremal black hole limit is related with the following critical value:

$$\tilde{a}_c \equiv r_+ \sqrt{1 - \frac{2\Lambda r_+^2}{4 + \Lambda r_+^2}/3}. \quad (B8)$$

The value $\tilde{a}_c / r_+$ is precisely equal to the value $a_{K^{\text{KNdS}}}$ in Ref. [41]. If $\tilde{a}_c < a \lesssim a_{\text{max}}$, then there are four real roots, being $r_{ph}^+ = r_+ (= r_-)$ at the extremal black hole limit; if $a \lesssim a_{\text{max}} < \tilde{a}_c$, then there are only two real roots and $r_{ph}^+ \neq r_+ (= r_-)$ at the extremal black hole limit.

Now consider the case $r_{ph}^+ \rightarrow r_+$ as $\epsilon \rightarrow 0$ (i.e., $\tilde{a}_c < a \lesssim a_{\text{max}}$). Then, it can be shown that Eq. (B7) yields

$$A_{ph} = \frac{(r_c - r_+)(r_c + 3r_+ + \epsilon)}{2L_\epsilon^2 (r_c^2 + a^2)} + O(\epsilon^2) = \kappa_+ + O(\epsilon^2). \quad (B9)$$

This means that, in this case, $A_{ph}$ tends to $\kappa_+$, and therefore to zero, in the extremal black hole limit. Otherwise (i.e., for $a \lesssim a_{\text{max}} < \tilde{a}_c$), this will not occur and $A_{ph}$ tends to a non-zero value at the extremal black hole limit. Additionally, we have numerically checked that the quantity $\tilde{a}$ defined in Sec. III(B) is such that $\tilde{a} \rightarrow \tilde{a}_c$ in the limit $\epsilon \rightarrow 0$.

Finally, the eikonal approximation for the PS QNMs is obtained via the correspondence with geometric optics [46,48]. So we map quantities of the circular photon orbits to quantities of the PS QNM frequencies $\omega_{PH}$ in the following manner:
(i) The energies $E^\pm$ in (B3) are mapped to the real part of $\omega_{PS}$.

(ii) Negative half-integer multiples of the Lyapunov exponent $A_{ph}$ in (B7) are mapped to the imaginary part of $\omega_{PS}$.

(iii) The azimuthal angular momentum $L_z$ appearing in [B3] is mapped to $m$ when $L_z$ is multiplied by $a$ and to $\text{sign}(m)(\ell + 1/2)$ when it is not, where $\text{sign}(m)$ is $1$ for $m \geq 0$ and $-1$ for $m < 0$.

Mappings (i) and (ii) are justified in [46, 48]. In its turn, and $\Lambda_\ell$ is the only relevant part for the results of [15] for $\ell$ is defined as the spinor connection matrices $\Gamma_\mu$ are regular at $r = 0$, and so are the spinor connection matrices $\Gamma_\mu$ are regular there, so are the spinor connection matrices $\Gamma_\mu$ are regular in the same coordinates.

Let us now assume that the Dirac spinor is given by $\Psi_{1/2} = \{F_1 F_2 - G_1 - G_2\}^T$, with $F_{1/2}$ and $G_{1/2}$ functions of $u, r, \theta, \varphi$. After performing the gauge transformation $A \rightarrow A + d\chi$ and $\Psi_{1/2} \rightarrow e^{i\chi} \Psi_{1/2}$ with $d\chi = Q r d\rho / \Delta_r$, the Dirac equation (2.6) can be written out explicitly as

$$0 = \left( \frac{1}{\rho^2} \right) F_1 + \left( m^2 \partial_\mu + \beta_{NP} \right) F_2,$$  

$$0 = \left( m^2 \partial_\mu - \frac{\Delta_r}{4 \rho^2} + i q \sqrt{\rho^2} \right) F_2 + \left( m^2 \partial_\mu + \beta_{NP} - \tau_{NP} \right) F_1,$$  

$$0 = \left( m^2 \partial_\mu - \frac{\Delta_r}{4 \rho^2} + i q \sqrt{\rho^2} \right) G_2 - \left( m^2 \partial_\mu + \beta_{NP} \right) G_1,$$  

$$0 = \left( m^2 \partial_\mu - \frac{\Delta_r}{4 \rho^2} + i q \sqrt{\rho^2} \right) G_1 - \left( m^2 \partial_\mu + \beta_{NP}^* - \tau_{NP}^* \right) G_2,$$

where $\beta_{NP} = \partial_\theta (\sin \theta \sqrt{\Delta_\theta})^{\frac{1}{2}} / 2 \sqrt{2 \rho^2} \sin \theta$, $\tau_{NP} = -i a \sin \theta \sqrt{\Delta_\theta} / \sqrt{2 \rho^2}$.

The metric is independent of the coordinates $u$ and $\varphi$, corresponding to the existence of the Killing vectors $\partial_u$ and $\partial_\varphi$. This allows us to separate $F_{1/2}$ and $G_{1/2}$ into $u$- and $\varphi$-dependent mode factors as $e^{i(m \varphi - \omega u)}$. We can further separate these spinor components into $u$- and $\varphi$-dependent factors yielding the following mode decomposition:

$$\Psi_{1/2} = \begin{pmatrix} F_1 \\ F_2 \\ -G_1 \\ -G_2 \end{pmatrix} = \int d\omega \sum_{\ell=1/2}^{\infty} \sum_{m=-\ell}^{\ell} \frac{1}{2} \tilde{c}_{\ell m \omega} e^{i(m \varphi - \omega u)} \tilde{\psi}_{\ell m \omega}(r, \theta),$$

where $\tilde{\rho} \equiv r + i a \cos \theta$. We note that the null tetrad $\{l, n, m, \tilde{m}\}$ is regular on all horizons. The metric can be written in terms of this null tetrad as $g^{\mu\nu} = -2l(\omega r^2) + 2m(\omega \tilde{m} - \omega u)$. Now, the Dirac matrices $\gamma^\mu$, defined from $g^{\mu\nu} \gamma_4 = \gamma^\mu \gamma^\nu$, can be expressed as

$$\gamma^\mu = i \sqrt{2} \begin{pmatrix} 0 & 0 & n^\mu & -m^\mu \\ 0 & 0 & -m^\mu & n^\mu \\ l^\mu & \tilde{m}^\mu & 0 & 0 \\ m^\mu & n^\mu & 0 & 0 \end{pmatrix}.$$  

Choosing the vierbein $e_\mu^a$, $I = \{1, 2, 3, 4\}$, where $e_1 \equiv l = -e^2, e_2 \equiv n = -e^1, e_3 \equiv m = e^4, e_4 \equiv \tilde{m} = e^3$, the spinor connection matrices $\Gamma_\mu$ are given by

$$\Gamma_\mu = -\frac{1}{4} e_\mu^a e_\nu^b e_\rho^c \gamma^a \gamma^b \gamma^c = \frac{1}{4} e_\nu^a e_\nu^b e_\nu^c \gamma^a \gamma^b \gamma^c.$$  

where we have defined additional matrices $\gamma^I \equiv e_\mu^a \gamma^\mu$ and $\gamma_{IJK}$ are the Ricci rotation-coefficients [69]. Since our vierbein components in $\{u, r, \theta, \varphi\}$ coordinates are all regular at $r = r_j$, $j = \{-, +, c\}$, and $\gamma_{IJK}$ are also regular there, so are the spinor connection matrices $\Gamma_\mu$ in the same coordinates.

Appendix C: THE MASSLESS CHARGED DIRAC EQUATION

Here we provide the necessary quantities for the analysis in Sec. [40] for charged fermion fields. In this appendix we make use of the Newman-Penrose formalism in the null tetrad of [69] after applying the coordinate transformation in our Eq. (5.1) to $\{u, r, \theta, \varphi\}$ coordinates:

$$\begin{aligned}
l & = \partial_r, \\
n & = (2 \rho^2)^{-1} [2 \Xi(r^2 + a^2) \partial_u - \Delta_r \partial_r + 2a \Xi \partial_\varphi], \\
m & = \frac{1}{\rho \sqrt{2 \Delta_\theta}} \left[ i a \Xi \sin \theta \partial_u + \Delta_\theta \partial_\theta + \frac{i \Xi}{\sin \theta} \partial_\varphi \right], \\
\tilde{m} & = \frac{-1}{\rho^2 \sqrt{2 \Delta_\theta}} \left[ i a \Xi \sin \theta \partial_u - \Delta_\theta \partial_\theta + \frac{i \Xi}{\sin \theta} \partial_\varphi \right].
\end{aligned}$$ (C1)
where
\[
\bar{\psi}_{\ell m\omega}(r, \theta) = \left( \frac{\hat{R}_{-1/2}(r) S_{-1/2}(\theta)}{(\hat{\rho}^2 + \tilde{\gamma}^2)}, \frac{R_{1/2}(r) S_{1/2}(\theta)}{(\hat{\rho}^2 + \tilde{\gamma}^2)} \right), \quad (C7)
\]
and \(1/2 \tilde{c}_{\ell m\omega}\) are constant complex constants. With \(\Psi_{1/2}\) given by Eq. (C6) satisfying (C4), one can directly check that \(s\) satisfy Eq. (2.8) for \(s = \pm 1/2\).

We finish this appendix by writing the equation for the conjugate spinor \(\bar{\Psi}_{1/2} \equiv \Psi_{1/2}^{-1} \tilde{\gamma}^{0}\), where \(\dagger\) denotes the usual Hermitian conjugation. A suitable choice of a matrix \(\tilde{\gamma}^{0}\) that has the properties
\[
\gamma^{\mu \dagger} \tilde{\gamma}^{0} + \tilde{\gamma}^{0} \gamma^{\mu} = 0 \quad \text{and} \quad \partial^{\mu} \tilde{\gamma}^{0} + \Gamma^{\mu}_{\nu \lambda} \tilde{\gamma}^{\nu} + \tilde{\gamma}^{0} \Gamma^{\mu}_{\nu} = 0, \quad (C8)
\]
is
\[
\tilde{\gamma}^{0} = -i \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (C9)
\]
Then the conjugate spinor \(\bar{\Psi}_{1/2}\) will satisfy the equation
\[
(D_{\mu} \bar{\Psi}_{1/2}) \gamma^{\mu} = (\partial_{\mu} \Psi_{1/2} + \Gamma^{\mu}_{\nu \lambda} \Psi_{1/2} + iq A_{\mu} \Psi_{1/2}) \gamma^{\mu} = 0. \quad (C10)
\]

---
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