CONNECTEDNESS PRINCIPLE FOR 3-FOLDS IN CHARACTERISTIC $p > 5$

STEFANO FILIPAZZI AND JOE WALDRON

Abstract. A conjecture, known as the Shokurov–Kollár connectedness principle, predicts the following. Let $(X, B)$ be a pair, and let $f: X \to S$ be a contraction with $-(K_X + B)$ nef over $S$; then, for any point $s \in S$, the intersection $f^{-1}(s) \cap \text{Nklt}(X, B)$ has at most two connected components, where $\text{Nklt}(X, B)$ denotes the non-klt locus of $(X, B)$. This conjecture has been extensively studied in characteristic zero, and it has been recently settled in that context. In this work, we consider this conjecture in the setup of positive characteristic algebraic geometry. We prove this conjecture holds for threefolds in positive and mixed characteristic, where the residue fields are assumed to have characteristic $p > 5$. Under the same assumptions, we characterize the cases in which $\text{Nklt}(X, B)$ fails to be connected.

1. Introduction

In algebraic geometry, one of the main topics of research is the study of the singularities of an algebraic variety. One can approach the study of singularities from two complementary perspectives. On the one hand, one can consider the germ of a singularity $x \in X$, and study its local properties. On the other hand, one can consider a proper variety $Y$ and analyze its singularities.

From the perspective of birational geometry and the minimal model program, log canonical singularities are the broadest class of singularities that are allowed on a normal variety $X$, or, more generally, on a pair $(X, B)$. This class of singularities admits a distinguished sub-class of singularities, called Kawamata log terminal singularities (klt for short). This sub-class is significantly better behaved both from a geometric and cohomological perspective. For this reason, on any given variety $X$, it is relevant to analyze the locus where $X$ fails to be klt. More generally, given a pair $(X, B)$, it is of great importance to study the non-klt locus $\text{Nklt}(X, B)$, that is, the locus where the pair $(X, B)$ has singularities worse than klt.

In general, the non-klt locus can be arbitrarily complicated. On the other hand, under some natural assumptions on the positivity of the log canonical divisor $K_X + B$, it is expected that the non-klt locus of a pair $(X, B)$ has precise topological properties. More precisely, we have the following principle, known as the Shokurov–Kollár connectedness principle.

Connectedness Principle. Let $(X, B)$ be a pair. Let $f: X \to S$ be a contraction. If $-(K_X + B)$ is $f$-nef and $f$-big, then $\text{Nklt}(X, B)$ is connected in a neighborhood of any fiber of $f$.

Recall that a morphism $f: X \to S$ is a contraction if it is projective and $f_*\mathcal{O}_X = \mathcal{O}_S$, which in particular implies that it has connected fibers. This principle is expected to have extensions to the case where $-(K_X + B)$ is only nef, where $\text{Nklt}(X, B) \cap f^{-1}(s)$ is expected to have at most two connected components. In particular, the following statement has been conjectured.

Conjecture 1.1. Let $(X, B)$ be a pair, and let $f: X \to S$ be a contraction such that $-(K_X + B)$ is $f$-nef. Then, for any $s \in S$, $f^{-1}(s) \cap \text{Nklt}(X, B)$ has at most two connected components.
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The connectedness principle was originally formulated in characteristic zero, and it dates back to [20, 5, 7], where Shokurov considered the case of surface pairs \((X, B)\) with \(- (K_X + B)\) ample. Subsequently, this was generalized by Kollár to higher dimensions [14, Theorem 17.4]. Recently, the connectedness principle has been fully settled in characteristic zero, see [6, 9].

In positive characteristic, the study of the connectedness principle is more recent and less understood. In particular, all the known results are in dimension up to 3. In the case of threefolds, the case where \(f\) is birational and \(- (K_X + B)\) is \(f\)-ample first appeared in work of Birkar, as part of the construction of the threefold MMP in characteristic \(p > 5\) in [4, Theorem 1.8]. Furthermore, in the case of surfaces, Birkar completely settled the case when \(- (K_X + B)\) is relatively ample, see [4, Theorem 9.3]. These results were later extended by Nakamura and Tanaka, who fully settled the case where \(- (K_X + B)\) is \(f\)-big and \(f\)-nef in dimension up to 3, see [18, Theorem 1.2].

Building on these pioneering works in positive characteristic, in this note we fully settle Conjecture 1.1 for threefolds over perfect fields of characteristic \(p > 5\), and we fully characterize the case when the non-klt locus fails to be connected. Furthermore, in view of the recent developments in the MMP in mixed characteristic [3], we are able to extend the connectedness principle to threefolds in mixed characteristic, and also partially to threefolds over imperfect fields. In particular, our main statement is the following.

**Theorem 1.2.** Let \(R\) be an excellent domain of finite Krull dimension, which admits a dualizing complex, and all of whose closed points have characteristic zero or \(p > 5\). Let \(f : X \to S\) be a projective morphism between varieties that are quasi-projective over \(\text{Spec}(R)\) such that \(f(X)\) is not a closed point with imperfect residue field. Assume that \(\dim X \leq 3\) and that \((X, B)\) is a pair with rational coefficients and \(- (K_X + B)\) nef over \(S\). Fix \(s \in S\), and assume \(f^{-1}(s)\) is connected as \(k(s)\)-scheme. Then, if \(f^{-1}(s) \cap \text{Nklt}(X, B)\) is disconnected as \(k(s)\)-scheme, the following holds:

1. \((X, B)\) is log canonical in a neighborhood of \(f^{-1}(s)\);
2. \(f^{-1}(s) \cap \text{Nklt}(X, B)\) has two connected components, and, after an étale base change, \(\text{Nklt}(X, B)\) has two connected components over \(s\), and each of the components of \(f^{-1}(s) \cap \text{Nklt}(X, B)\) corresponds to one of the components of \(\text{Nklt}(X, B)\); and
3. there is an étale morphism \((s' \in S') \to (s \in S)\) and a projective morphism \(T' \to S'\) such that \(k(s') = k(s)\) and the crepant pull-back of \((X, B)\) to \(X \times_S S'\) is birational to a weak \(\mathbb{P}^1\)-link over \(T'\).

Furthermore, if \(R\) is a perfect field of characteristic \(p > 5\), the weak \(\mathbb{P}^1\)-link in \((3)\) is a standard \(\mathbb{P}^1\)-link.

**Remark 1.3.** The two restrictions about perfect fields in Theorem 1.2 occur for the following reasons:

1. We exclude the case of \(f(X)\) being a closed point with imperfect field since the full base point free theorem and termination with scaling are not known in this situation. If those things are proved, the initial restriction could be removed and we would recover (1), (2), and (3) in that situation.
2. The restriction in the “furthermore” statement occurs because passing from a weak \(\mathbb{P}^1\)-link to a standard \(\mathbb{P}^1\)-link requires vanishing theorems which are only proved for threefolds over perfect fields [2]. We believe that these vanishing theorems are also valid by essentially the same proofs in mixed characteristic if we assume that all residue fields are perfect, but we have not checked this. Obtaining a standard \(\mathbb{P}^1\)-link from a weak \(\mathbb{P}^1\)-link is the only place we use vanishing theorems in this paper.

**Remark 1.4.** In the context of part (2) of Theorem 1.2, the étale base change is necessary to have a one-to-one correspondence between the two connected components of \(f^{-1}(s) \cap \text{Nklt}(X, B)\) and the connected components of \(\text{Nklt}(X, B)\) locally over \(s\). An example, kindly suggested by the anonymous referee, is the following. Consider the pair \((X, B)\) with \(X = \mathbb{A}^1_\mathbb{k} \times \mathbb{P}^1_{[x:y]}\) and \(B = \{sy^2 = x^2\}\). Then, over \(s \neq 0\), \(f^{-1}(s) \cap \text{Nklt}(X, B)\) consists of two points, while \(\text{Nklt}(X, B) = B\) is connected. Then, after the base change induced by \(s \mapsto s^2\), which is étale over \(s \neq 0\), the pull-back of \(B\) splits as two sections of the fibration.
Remark 1.5. In [11], Hacon and Han reduced Conjecture 1.1 in dimension $n$ to the termination of an arbitrary sequence of flips in dimension $n$. Although they work in characteristic zero, their reduction also works in positive and mixed characteristic. Furthermore, in dimensions three and four, they require only the termination from [1]. After a first version of this work was completed, Hacon and Witaszek generalized many of the results of [1] to positive characteristic, see [12]. Therefore, an alternative proof of Theorem 1.2 is possible by combining [11] and [12]. We point out that this alternative proof extends the validity of Theorem 1.2 to real coefficients.

However, our proof is different from theirs, and it essentially reduces Conjecture 1.1 to the termination of an arbitrary sequence of flips in dimension $n-1$. Therefore, it may be of independent interest. The authors believe that the argument here could be adapted to give an alternative proof of the 5-dimensional case in characteristic zero. We do not pursue this in view of the recent works [6, 9]. Furthermore, we believe that our approach could prove itself useful to tackle the general case in positive characteristic, granted the needed developments of the MMP in that direction.

The analysis of the disconnected case in Theorem 1.2 has immediate applications to the study of the structure of log canonical centers on a variety. In particular, the following corollaries follow immediately from Theorem 1.2 by the same proofs as in [15, §4.4].

Corollary 1.6. Let $R$ be an excellent domain of finite Krull dimension, which admits a dualizing complex, and all of whose closed points have characteristic zero or $p > 5$. In case $R$ is a field of positive characteristic, we further assume it is perfect. Let $(X, B)$ be a dlt pair with rational coefficients with $\dim X \leq 3$ and defined over $\text{Spec}(R)$. Let $f : X \to S$ be a projective dominant morphism such that $-(K_X + B)$ is $f$-nef. Fix $s \in S$ such that $f^{-1}(s)$ is connected as $k(s)$-scheme. Let $Z \subset X$ be minimal (with respect to inclusion) among the log canonical centers such that $s \in f(Z)$. Let $W$ be a log canonical center such that $s \in f(W)$. Then, there exists a log canonical center $Z_W \subset W$ such that $Z$ and $Z_W$ are weakly $\mathbb{P}^1$-linked and $s \in f(Z_W)$. In particular, all the minimal (with respect to inclusion) log canonical centers $Z_i \subset X$ such that $s \in f(Z_i)$ are weakly $\mathbb{P}^1$-linked to each other. Furthermore, if $R$ is a perfect field of characteristic $p > 5$, “weakly” can be dropped.

For a proper morphism $f : X \to S$ we say that $W \subset S$ is a log canonical center for $(X, B)$ with respect to $f$ if $W = f(Z)$ for some log canonical center $Z$ of $(X, B)$.

Corollary 1.7. Let $R$ be an excellent domain of finite Krull dimension, which admits a dualizing complex, and all of whose closed points have characteristic zero or $p > 5$. In case $R$ is a field of positive characteristic, we further assume it is perfect. Let $f : X \to S$ be a contraction between varieties defined over $\text{Spec}(R)$. Assume that $\dim X \leq 3$ and that $(X, B)$ is a log canonical pair with rational coefficients and $-(K_X + B)$ nef over $S$. Then:

- every point $s \in S$ is contained in a unique smallest lc center $W_s \subset S$, which is unibranch at $s$; and
- any intersection of log canonical centers is also a union of log canonical centers.

Structure of the paper. In §2, we first recall the notion of generalized pair. Since this notion is exploited in positive and mixed characteristic for the first time, we settle some technical results about generalized pairs for 3-folds in this setting. In particular, we prove an adjunction result, see Lemma 2.6, which is crucial in the proof of the key statement of §2, namely Proposition 2.16. The latter is a version of special termination for generalized dlt 3-folds in positive characteristic. This is the statement that allows our proof strategy to rely on termination in dimension one less, as mentioned in Remark 1.5. Then, in §3, we prove the main results of this work. In §3.1, we show that the number of connected components of $\text{Nklt}(X, B)$ is preserved by a suitable run of the MMP. This allows us to rely on the tools from the MMP for our proof strategy. Then, in §3.2, we prove a special case of connectedness, under the assumption that $(X, B)$ is not lc over $s \in S$. More
precisely, we show that $f^{-1}(s) \cap \text{Nklt}(X, B)$ is connected under these assumptions. This is the main technical step and it relies on special termination. Finally, in §3.3, we prove the main statements. In Proposition 3.7, we show that, if $f^{-1}(s) \cap \text{Nklt}(X, B)$ is disconnected, then $\text{Nklt}(X, B)$ dominates the base $S$. This statement is proved by reduction to the non-lc case, which had been treated in 3.2. Once Proposition 3.7 is settled, we can prove Theorem 1.2, closely following the original approach of [15, Proposition 4.37]. Lastly, Corollary 1.6 and Corollary 1.7 immediately follow from Theorem 1.2 by the arguments in [15, §4.4].
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2. Preliminaries

In this section, we collect some basic facts and definitions that will be needed in this work.

2.1. Terminology and conventions. We work over an excellent domain $R$ of finite Krull dimension, which admits a dualizing complex, and all of whose closed points have characteristic zero or $p > 5$. In this work, a variety is an integral scheme, separated and of finite type over $\text{Spec}(R)$. All our varieties will be quasi-projective over $\text{Spec}(R)$.

For anything not explicitly addressed in this subsection, we direct the reader to the terminology and the conventions of [16].

A contraction is a projective morphism $f : X \to Z$ of quasi-projective varieties with $f_*\mathcal{O}_X = \mathcal{O}_Z$.

Consider a set $\mathcal{R} \subset [0, 1]$. We define the set of hyperstandard multiplicities associated with $\mathcal{R}$ as

$$\Phi(\mathcal{R}) := \left\{ 1 - \frac{r}{m} \bigg| r \in \mathcal{R}, m \in \mathbb{N} \right\}.$$

When $\mathcal{R} = \{0, 1\}$, we call $\Phi(\mathcal{R})$ the set of standard multiplicities. Usually, with no mention, we assume $0, 1 \in \mathcal{R}$, so that $\Phi(\{0, 1\}) \subset \Phi(\mathcal{R})$. Furthermore, if $1 - r \in \mathcal{R}$ for every $r \in \mathcal{R}$, we have that $\mathcal{R} \subset \Phi(\mathcal{R})$.

Let $\mathbb{K}$ denote $\mathbb{Z}, \mathbb{Q}$, or $\mathbb{R}$. A $\mathbb{K}$-divisor on a variety $X$ is a formal sum $D = \sum_{i=1}^n a_i P_i$, where $a_i \in \mathbb{K} \setminus \{0\}$, $n \in \mathbb{N}$ and the $P_i$ are a set of distinct prime Weil divisors on $X$ indexed by $i = 1, \ldots, n$. We say that $D$ is $\mathbb{K}$-Cartier if it can be written as a $\mathbb{K}$-linear combination of $\mathbb{Z}$-divisors that are Cartier. Given a $\mathbb{K}$-divisor $D = \sum_{i=1}^n a_i P_i$, we define its support to be the union of the prime divisors appearing with non-zero coefficient in its decomposition, i.e., $\text{Supp}(D) = \bigcup_{i=1}^n P_i$.

In all of the above, if $\mathbb{K} = \mathbb{Z}$, we will drop it from the notation.

Given a $\mathbb{K}$-divisor $D$ and a prime divisor $P$ in its support, we denote by $\mu_P(D)$ the coefficient of $P$ in $D$. Given a divisor $D = \sum_{i=1}^n \mu_{P_i}(D) P_i$, we define its round down as $[D] := \sum_{i=1}^n [\mu_{P_i}(D)] P_i$. Similarly, we define its round up as $\lceil D \rceil := \sum_{i=1}^n \lceil \mu_{P_i}(D) \rceil P_i$. For a $\mathbb{K}$-divisor $D = \sum_{i=1}^n a_i P_i$ and $c \in \mathbb{R}$, we set $D^{\leq c} := \sum_{a_i \geq c} a_i P_i$, that is, we ignore the components with coefficient strictly less than $c$. Similarly, we define $D^{< c}$, $D^{> c}$, $D^{\leq c}$, and $D^{= c}$.

Given a $\mathbb{K}$-divisor $D = \sum a_i P_i$ on a normal variety $X$, and a morphism $\pi : X \to Z$, we define

$$D^\nu := \sum_{\pi(P_i) \in Z} a_i P_i, \quad D^h := \sum_{\pi(P_i) = Z} a_i P_i.$$

We call $D^\nu$ the $\pi$-vertical part of $D$ and $D^h$ the $\pi$-horizontal part of $D$, respectively.
2.2. B-divisors. Let \( \mathbb{K} \) denote \( \mathbb{Z}, \mathbb{Q}, \) or \( \mathbb{R} \). Given a normal variety \( X \), a \( \mathbb{K}\)-divisor \( D \) is a (possibly infinite) sum of geometric valuations \( V_i \) of \( k(X) \) with coefficients in \( \mathbb{K} \),

\[
D = \sum_{i \in I} a_i V_i, \quad a_i \in \mathbb{K},
\]

such that for every normal variety \( X' \) birational to \( X \), only a finite number of the valuations \( V_i \) can be realized by divisors on \( X' \). We define the trace \( D_{X'} \) of \( D \) on \( X' \) as

\[
D_{X'} := \sum_{\{i \in I \mid c_{X'}(V_i) = D_i, \text{codim}_{X'} D_i = 1\}} a_i D_i,
\]

where \( c_{X'}(V_i) \) denotes the center of the valuation on \( X' \).

A \( \mathbb{K}\)-divisor \( D \) over \( X \) is said \( \mathbb{K}\)-Cartier if the following holds: there exists a birational model \( X' \) of \( X \) such that \( D_{X'} \) is \( \mathbb{K}\)-Cartier on \( X' \) and for any model \( r: X'' \to X' \), \( D_{X''} = r^* D_{X'} \). When this is the case, we say that \( D \) descends to \( X' \) and write \( D = D_{X'} \). Given a birational model \( \pi: X' \to X \) and a \( \mathbb{K}\)-Cartier divisor \( D' \) on \( X' \), we induce a \( \mathbb{K}\)-b-Cartier divisor \( \overline{D} \) of \( X \) as follows: for any other model \( X'' \) of \( X \), we take a model \( \bar{X} \) resolving \( X'' \to X' \), and we define \( \overline{D}_{X''} := p_* q^* D' \), where we have \( p: \bar{X} \to X'' \) and \( q: \bar{X} \to X' \). Notice that, in this case, we have \( \overline{D}_{X''} = D' \) and \( \overline{D}_X = \pi_* D' \). The \( \mathbb{K}\)-b-divisor \( \overline{D} \) is called \( \mathbb{K}\)-b-Cartier closure of \( D' \). We say that a \( \mathbb{K}\)-b-divisor \( D \) is b-nef, if it is \( \mathbb{K}\)-b-Cartier and there exists a model \( X' \) of \( X \) such that \( D = D_{X'} \), where \( D_{X'} \) is nef on \( X' \). The notion of b-nef b-divisor can be extended analogously to the relative case.

In all of the above, if \( \mathbb{K} = \mathbb{Z} \), we will drop it from the notation.

2.3. Generalized pairs and singularities. We recall the definition of generalized pairs, first introduced in [7], which is a generalization of the classic setting of log pairs.

Definition 2.1. A generalized sub-pair \( (X, B, M)/Z \) over \( Z \) is the datum of:

- a normal variety \( X \) together with a projective morphism \( X \to Z \);
- an \( \mathbb{R} \)-Weil divisor \( B \) on \( X \); and
- an \( \mathbb{R}\)-b-Cartier \( \mathbb{R}\)-b-divisor \( M \) over \( X \) that is b-nef over \( Z \).

Moreover, we require that \( K_X + B + M_X \) is \( \mathbb{R}\)-Cartier. If \( B \) is effective, we say that \( (X, B, M)/Z \) is a generalized pair. If \( M = 0 \), we drop the word "generalized".

When the setup is clear, we will denote the generalized sub-pair \( (X, B, M)/Z \) by \( (X, B + M)/Z \) and we will say that \( (X, B + M)/Z \) is a generalized pair over \( Z \) with datum \( M \); for simplicity, we will often replace \( M_X \) by \( M \), and write \( (X, B + M) \). When \( Z \) is the spectrum of the ground field, we will simply write \( (X, B, M) \) and \( (X, B + M) \).

Let \( (X, B, M)/Z \) be a generalized sub-pair and let \( \rho: X' \to X \) be a projective birational morphism. Then, we may write

\[
K_{X'} + B_{X'} + M_{X'} = \rho^*(K_X + B + M),
\]

where we choose \( K_{X'} \) to satisfy \( \rho_* (K_{X'}) = K_X \). Given a prime divisor \( E \) on \( X' \), we define the generalized log discrepancy of \( E \) with respect to \( (X, B, M)/Z \) to be \( a_E(X, B, M) := 1 - \mu_E(B_{X'}) \).

Definition 2.2. Let \( (X, B, M)/Z \) be a generalized sub-pair. We say that \( (X, B, M)/Z \) is generalized sub-log canonical if \( a_E(X, B, M) \geq 0 \) for all divisors \( E \) over \( X \). Similarly, if \( a_E(X, B, M) > 0 \) for all divisors \( E \) over \( X \) and \( |B| \leq 0 \), we say that \( (X, B, M)/Z \) is generalized sub-klt. When \( B \geq 0 \), we say that \( (X, B, M)/Z \) is generalized log canonical or generalized klt, respectively.
Definition 2.3. Let \((X, B, M)/Z\) be a generalized sub-pair and let \(E\) be a divisor over \(X\). We say that \(E\) is a non-klt place for the generalized pair if \(a_E(X, B, M) \leq 0\); in this case, we say that \(c_X(E) \subset X\) is a non-klt center for the generalized pair. The non-klt locus \(\text{Nklt}(X, B, M)\) is defined as the union of all the non-klt centers of \((X, B, M)/Z\). If \(a_E(X, B, M) = 0\), we say that \(E\) is a generalized log canonical place for \((X, B, M)/Z\), and, under the assumption that \((X, B, M)/Z\) is generalized sub-log canonical in a neighborhood of \(c_X(E)\), \(c_X(E)\) is a generalized log canonical center for \((X, B, M)/Z\). Similarly, we define the non-log canonical locus \(\text{Nlc}(X, B, M)\) as the union of all the generalized non-klt centers of \((X, B, M)/Z\) that are not generalized log canonical centers.

The classical results on adjunction for pairs, cf. [4, §4], can be extended to the context of generalized pairs. Furthermore, a slightly weaker version of log resolutions is known to exist in our setup by [3, 17]. The version we will need is the following.

Proposition 2.4 ([3, Theorem 2.12], [17, Theorem 1]). Let \(X\) be a reduced scheme of dimension 3, quasi-projective over a quasi-excellent affine scheme \(\text{Spec}(R)\). Let \(T\) be a subscheme of \(X\). Then there exists a projective birational morphism \(g: Y \to X\) from a regular scheme \(Y\) such that both \(g^{-1}(T)\), and \(\text{Ex}(g)\) are divisors, \(\text{Supp}(g^{-1}(T) \cup \text{Ex}(g))\) is simple normal crossing and \(Y\) supports a \(g\)-ample \(g\)-exceptional divisor.

We will refer to such a \(g\) as a log resolution of \((X, T)\), but note that it does not require \(g\) to be an isomorphism over the regular locus of \(X\). Given a pair \((X, B)\), by definition, a log resolution of \((X, B)\) is a log resolution of \((X, \text{Supp}(B))\).

Let \((X, B, M)/Z\) be a generalized sub-pair. Let \(S\) be an irreducible component of \([B]\), and let \(S^v\) be its normalization. Let \(f: X' \to X\) be a log resolution of \((X, B)\) where \(M\) descends. Let \(S'\) be the strict transform of \(S\) on \(X'\), and denote by \(g: S' \to S^v\) the induced morphism. Then, we can write

\[
K_{X'} + B' + M_{X'} = f^*(K_X + B + M_X),
\]

where we assume \(f_*(K_{X'}) = K_X\). Up to replacing \(M_{X'}\) in its \(\mathbb{K}\)-linear equivalence class, we may assume that \(S'\) does not appear in the support of \(M_{X'}\). Then, we define

\[
K_{S'} + B_{S'} + N_{S'} := (K_{X'} + B' + M_{X'})|_{S'},
\]

where we have \(B_{S'} := (B' - S')|_{S'}\), and \(N_{S'} := M_{X'}|_{S'}\). Then, we set \(B_{S^v} := g_*B_{S'}\), and \(N_{S^v} := g_*N_{S'}\). By construction, it follows that

\[
K_{S^v} + B_{S^v} + N_{S^v} = (K_X + B + M_X)|_{S^v}.
\]

We refer to this operation as generalized divisorial adjunction. By construction, \((S^v, B_{S^v}, N)/Z\) is a generalized pair over \(Z\). If appropriate, we may write \(M|_{S^v}\) for \(N\), in order to highlight that \(N\) comes from the restriction of \(M\) to \(S\). Notice that, if \(pM\) is \(b\)-Cartier for some \(p \in \mathbb{N}\), then so is \(pN\).

Remark 2.5. If \((X, B, M)/Z\) is generalized log canonical, the divisor \(B_{S^v}\) defined by divisorial adjunction is a boundary, and \((S^v, B_{S^v}, N)/Z\) is generalized log canonical. Indeed, by the construction involving the log resolution, it is immediate that every generalized log discrepancy of \((S^v, B_{S^v}, N)/Z\) is non-negative. Thus, one just needs to argue that \(B_{S^v}\) is effective. This follows by arguing as in [7, Remark 4.8].

Lemma 2.6. Let \(p \in \mathbb{N}\) and \(\mathcal{R} \subset [0, 1]\) be a finite set of rational numbers. Then, there exists a finite set of rational numbers \(\mathcal{S} \subset [0, 1]\), only depending on \(p\) and \(\mathcal{R}\), satisfying the following. Assume that

- \((X, B, M)/Z\) is a generalized log canonical pair of dimension at most 3;
- \(S^v\) is the normalization of a component of \([B]\);
- \(\text{coeff}(B) \subset \Phi(\mathcal{R})\) and \(pM\) is \(b\)-Cartier; and
- \((S^v, B_{S^v}, N)/Z\) is the generalized pair obtained by generalized divisorial adjunction.

Then, \(\text{coeff}(B_{S^v}) \subset \Phi(S)\).
Proof. We follow the proofs of [4, Proposition 4.2] and [5, Lemma 3.3]. As in the proof of [4, Proposition 4.2], by localization, we reduce to the case when $X$ is a normal excellent scheme of dimension 2, and we work around a fixed closed point $V$. Thus, $(X, B)$ is a log canonical pair. Furthermore, as in the proof of [4, Proposition 4.2], we may assume that $S$ is regular and that $S'' \to S$ is an isomorphism.

Let $\tilde{B}_S$ be the boundary divisor obtained by $(K_X + B)|_S = K_S + \tilde{B}_S$. By [15, 3.35.(1)] and [4, Proposition 4.2], there is a positive integer $l \in \mathbb{N}$ such that the Cartier index of every integral Weil divisor near $V$ is divides $l$ and

$$\mu_V(\tilde{B}_S) = 1 - \frac{1}{l} + \sum_i \frac{b_i \alpha_i}{l},$$

where $\alpha_i \in \mathbb{N}$ and $B = \sum_i b_i P_i$ and each $P_i$ is a prime divisor. Now, (2.1) is the input to apply the proof [5, Lemma 3.3] with no changes. This concludes the proof. \hfill $\Box$

2.4. Generalized dlt pairs and generalized MMP. In this section, we recall the notion of dlt and plt singularities, and we extend it to the context of generalized pairs. Furthermore, we prove some technical statements regarding the minimal model program (MMP) for these objects.

Definition 2.7. A generalized pair $(X, B, M)/Z$ is called generalized dlt, if it is generalized log canonical and for the generic point $\eta$ of any generalized log canonical center the following conditions hold:

(i) $M = \mathcal{M}_X$ over a neighborhood of $\eta$; and
(ii) $(X, B)$ is log smooth in a neighborhood of $\eta$.

If, in addition, every connected component of $[B]$ is irreducible, we say that $(X, B, M)/Z$ is generalized plt.

Remark 2.8. By Definition 2.7, it follows that there is an open subset $U \subset X$ containing all the generic points of the generalized log canonical centers of $(X, B, M)/Z$ such that $U$ is smooth and the generalized log canonical places of $(X, B, M)/Z$ coincide with the log canonical places of $(U, B|_U)$. In particular, if $(X, B, M)/Z$ is generalized plt, all the divisors $E$ that are exceptional over $X$ satisfy $a_E(X, B, M) > 0$.

Remark 2.9. Let $(X, B, M)/Z$ be a generalized dlt pair of dimension at most 3, and let $Z$ be a stratum of $[B]$. Then, we can iterated divisorial adjunction on the higher dimensional strata containing $Z$ to induce a generalized pair structure on $Z$. It is easy to see that this process does not depend on the order we consider the strata containing $Z$. Indeed, by induction on the number of strata and the dimension, it suffices to consider the case of two prime components $T, S \subset [B]$ with $Z = S \cap T$. Then, by the generalized dlt property and the assumptions on the dimension, we can find a log resolution $\pi : X' \to X$ of $(X, B)$ where $M$ descend and such that $\pi$ is an isomorphism at the generic point of $S \cap T$. Then, the strict transforms $S'$ and $T'$ of $S$ and $T$ intersect along the strict transform $Z'$ of $Z$, and by direct computation, we can see that doing adjunction first on $S'$ and then on $S' \cap T'$ or first on $T'$ and then on $S' \cap T'$ lead to the same outcome on $Z'$.

Definition 2.10. We say generalized pairs $(X_1, B_1, M_1)$ and $(X_2, B_2, M_2)$ are crepant if $X_1$ and $X_2$ are birational, $M_1 = M_2 = M$, and there is a common resolution $\phi_i : X \to X_i$ such that

$$\phi_i^*(K_{X_1} + B_1 + M_{X_1}) = \phi_i^*(K_{X_2} + B_2 + M_{X_2}).$$

Lemma 2.11. Let $(X_1, B_1, M)/Z$ and $(X_2, B_2, M)/Z$ be two crepant $\mathbb{Q}$-factorial generalized pairs, such that there is a birational map $\phi : X_1 \dashrightarrow X_2$ that does not contract any component of $[B_1]$. Then, if $(X_1, B_1, M)$ is generalized plt, so is $(X_2, B_2, M)$.

Proof. By Remark 2.8, this follows immediately from the usual version for pairs [15, Corollary 4.35]. \hfill $\Box$
Lemma 2.12 (cf. [3, Lemma 2.34]). Let \((X, B)\) be a \(\mathbb{Q}\)-factorial klt pair with \(\dim X \leq 3\) over \(\text{Spec}(R)\). Let \(f : X \to Z\) be a projective contraction, and let \(A\) be a relatively ample \(\mathbb{R}\)-divisor. Then around any \(z \in Z\), there is some open subset \(U \subset Z\) such that we may find \(0 \leq A' \sim_{R,U} A|_{X_U}\) such that \((X_U, B_U + A')\) is klt.

Proof. First we prove the corresponding statement over the local ring \(O_{Z,z}\), by reducing to the case of \(\mathbb{Q}\)-divisors \(A\) and \(B\), which was dealt with in [3, Lemma 2.34]. Let \(Y = X \times Z\text{Spec}(O_{Z,z})\). Let \(E\) be an effective \(\mathbb{R}\)-divisor such that \(A_Y - E_Y\) is an \(f_1\)-ample \(\mathbb{Q}\)-divisor, where \(E_Y\) is sufficiently small that \((Y, B_Y + E_Y)\) is klt. Now let \(B_Y \geq B_Y + \epsilon E_Y\) be a \(\mathbb{Q}\)-divisor such that \((Y, B_Y)\) is klt. Then, apply [3, Lemma 2.34] to obtain \(A'_Y \sim_{\mathbb{Q}} A_Y - E_Y\) such that \((Y, B_Y + A'_Y)\) is klt. Finally, \(A'_Y + E_Y\) solves the original problem for \(Y \to O_{Z,z}\).

But now there is some open subset \(U\) containing \(z \in Z\) such that \(A'_Y\) spreads out to a divisor \(A'\), satisfying \(0 \leq A' \sim_{R,U} A|_{X_U}\) and \((X_U, B_U + A')\) is klt.

\[\square\]

Lemma 2.13. Let \(X\) be a \(\mathbb{Q}\)-factorial variety over \(\text{Spec}(R)\), with \(\dim(X) \leq 3\). Let \(f : X \to Z\) be a projective contraction such that the image of \(f\) is positive dimensional, and let \(A\) be an \(f\)-ample \(\mathbb{R}\)-divisor. Suppose that \(D\) is an \(R\)-Cartier divisor on \(X\) such that \(D + A\) is \(f\)-nef and there is a finite open cover \(\{U_j\}_{j=1}^n\) of \(Z\) such that for each \(j\) there is boundary \(B_{U_j}\) on \(X_{U_j}\) such that \((X_{U_j}, B_{X_{U_j}})\) is klt and \(D_{X_{U_j}} \sim_{R,U_j} K_{X_{U_j}} + B_{X_{U_j}}\).

Then we can run a D-MMP over \(Z\) with scaling of \(A\) and it terminates.

Proof. We first show that the cone theorem holds for \(D\), following the proof in [3, Theorem 9.28]. The first step of the proof of the cone theorem [3, Theorem 9.28] is to find a curve in any fixed \(D\)-negative extremal ray \(\Gamma\) of \(\text{NE}(X/Z)\) satisfying the intersection bound with \(D\). Note that for any open subset \(U \subset Z\) we have a linear map \(\text{NE}(X_U/U) \rightarrow \text{NE}(X/Z)\) given by push-forward of cycles, where \(\iota\) is the inclusion \(X_U \rightarrow X\). We claim that this is well defined and injective. Note first that for every Cartier divisor \(N\) on \(U\), some multiple of \(N \subset X\) is Cartier, and for any \(1\)-cycle \(C\) on \(X_U\) which is vertical over \(U\), \(C \cdot N = \iota_* C \cdot N\) since \(\iota\) is an isomorphism near the support of \(C\). Conversely, for any Cartier divisor \(M\) on \(X\), \(\iota^* M\) is a well defined Cartier divisor on \(X_U\) and \(C \cdot \iota^* M = \iota_* C \cdot M\) since again \(\iota\) is an isomorphism near the support of \(C\). In other words, the projection formula holds for the non-proper \(\iota : X_U \rightarrow X\) so long as we only look at \(1\)-cycles over \(Z\). Now

\[\iota_* C = 0 \iff \iota_* C \cdot N = 0, \forall N \subset X \iff C \cdot M = 0, \forall M \subset X_U \iff [C] = 0\]

verifies the injectivity and well definedness of \(\iota_*\) on \(\text{NE}(X_U/U)\).

We now claim that the extremal ray \(\Gamma\) of \(\text{NE}(X/Z)\) is the image of an extremal ray \(\Gamma_j\) of \(\text{NE}(X_U/U_j)\) for some \(j = 1, \ldots, n\). For any non-zero class \(\alpha \in \Gamma\) we must have \(k = \alpha \cdot A > 0\) for our fixed ample Cartier divisor \(A\), and if we let \(\{C_i\}_{i \in \mathbb{N}}\) be effective 1-cycles such that \([C_i] \rightarrow \alpha\) as \(i \to \infty\), then by truncating the sequence we may assume that \(3k/2 > C_i \cdot A > k/2\) for all \(i\). Note that since the effective 1-cycle \(C_i\) is vertical over \(Z\), there is a well defined 1-cycle \(C_i \cap X_{U_j}\) on \(X_{U_j}\) over \(U\) (however this does not descend to a well defined map modulo numerical equivalence). Furthermore, for each \(i\) we must have

\[n(C_i \cdot A) \geq \sum_{j=1}^n (C_i \cap X_{U_j}) \cdot A_{X_{U_j}} \geq C_i \cdot A\]

by the projection formula, since every irreducible component of \(C_i\) is contained in at least one \(X_{U_j}\) and hence is the push-forward of a cycle on \(X_{U_j}\), which gives the right hand inequality. However each component of \(C_i\) is counted at most \(n\) times in the central term and hence we obtain the left hand inequality. Therefore we must have that for each \(i\), there is \(j\) such that

\[n3k/2 \geq (C_i \cap X_{U_j}) \cdot A|_{X_{U_j}} > k/2n,\]
where we note that the left hand inequality does not depend on the choice of $j$. Since the cover is finite, by taking a subsequence we may assume that both inequalities hold for some fixed $j$ and all $i$. For this choice of $j$, the sequence $[C_i \cap X_{U_j}] \subset \overline{NE}(X_{U_j}/U_j)$ has a convergent subsequence, since every class is contained in

$$\{ \beta \in \overline{NE}(X_{U_j}/U_j) \mid \beta \cdot A \leq n3k/2 \},$$

which is a compact subset. Replace the sequence by this subsequence and let $\alpha_U = \lim_i [C_i \cap X_{U_j}]$. Notice that $\alpha_U \neq 0$, since $(C_i \cap X_{U_j}) \cdot A|_{X_{U_j}} > k/2n$ for all $i$.

We claim that $\alpha_U$ generates an extremal ray $\Gamma_U$ in $\overline{NE}(X_{U_j}/U_j)$ such that $\iota_* \Gamma_U = \Gamma$. Firstly it is clear that for each $i$, we can express $C_i$ as a sum of effective cycles as:

$$C_i = \iota_*(C_i \cap X_{U_j}) + (C_i - \iota_*(C_i \cap X_{U_j})).$$

Therefore, we have

$$\alpha = \lim_i [C_i] = \lim_i [\iota_*(C_i \cap X_{U_j})] + \lim_i [C_i - \iota_*(C_i \cap X_{U_j})].$$

We have already shown that $\lim_i [\iota_*(C_i \cap X_{U_j})]$ exists as a non-zero pseudo-effective cycle, and so the second limit also exists and hence we can split $\lim_i [C_i]$ as a sum of limits. Since $C_i - \iota_*(C_i \cap X_{U_j})$ is effective for every $i$, it follows that $\lim_i [C_i - \iota_*(C_i \cap X_{U_j})]$ is a pseudo-effective cycle, possibly 0. Now since $\alpha$ is in the extremal ray $\Gamma$ and $\lim_i [\iota_*(C_i \cap X_{U_j})] \neq 0$, the definition of extremal ray implies that $\lim_i [\iota_*(C_i \cap X_{U_j})]$ is also a generator of $\Gamma$. It remains to show that $\lim_i [C_i \cap X_{U_j}]$ generates an extremal ray in $\overline{NE}(X_{U_j}/U_j)$.

We have already shown that it generates a non-zero ray, and the fact that it is extremal follows from the injectivity of $\overline{NE}(X_{U_j}/U) \hookrightarrow \overline{NE}(X/Z)$ and the definition of extremal ray.

Now we can find the required curve over $U_j$ by applying [3, Theorem 9.28] to the pair $(X_{U_j}, B_{U_j})$ and the extremal ray $\Gamma_U$. The non-accumulation and countability of extremal rays is a formal consequence of the existence of the bound exactly as in the proof of [3, Theorem 9.28].

Now we run the $D$-MMP, for which we must justify that the steps exist. Given a $D$-negative extremal ray in $\overline{NE}(X/Z)$, it follows formally from the cone theorem that there is a big and nef divisor $A$ on $X$ which vanishes exactly on curves in $\Gamma$. To contract the extremal ray, it is enough to show that $A$ is semiample, which can be checked locally on each $U_j$. That this holds follows from [3, Theorem 9.33]. Similarly, the existence of flips can be checked locally, and this follows from [3, Theorem 9.14]. Finally, the LMMP terminates since it terminates over each of the finitely many open subsets $U_j$ by [3, Theorem 9.37].

**Remark 2.14.** Lemma 2.13 was formulated for termination with scaling, but note however that it could equally well have been formulated for any other kind of termination which holds over the open subsets.

**Proposition 2.15.** Let $(X, B)$ be a $\mathbb{Q}$-factorial dlt pair with $\dim X \leq 3$ over $\text{Spec}(R)$. Let $f : X \rightarrow Z$ be a projective contraction such that one of the following holds:

1. the image of $X$ in $Z$ has positive dimension; or
2. the image of $X$ in $Z$ is a point with perfect residue field of characteristic $p > 5$.

and let $M$ be an $f$-nef divisor. Assume that $K_X + B + M$ is not pseudo-effective over $Z$. Then, there is a $(K_X + B + M)$-MMP over $Z$ which terminates.

**Proof.** First we deal with case (1). Let $A$ be an $f$-ample divisor on $X$ such that $K_X + B + M + A$ is $f$-nef. We claim that we can run a terminating $(K_X + B + M)$-MMP over $Z$ with scaling of $A$. The assumption that $K_X + B + M$ is not pseudo-effective over $Z$ implies that if $0 < \epsilon \ll 1$, the required MMP is the same as an MMP for $K_X + B + M + \epsilon A$ with scaling of $(1 - \epsilon)A$. Now, fix $0 < \delta \ll \epsilon$ so that $\epsilon A + \delta B^{=1}$ is $f$-ample. As $M$ is $f$-nef, then $\epsilon A + \delta B^{=1} + M$ is $f$-ample.
By Lemma 2.12 and noetherianity of \( Z \), we may find a finite open cover \( \{ U_j \}_{j=1}^r \) of \( Z \) such that for each \( j \) there is \( 0 \leq A_j \sim_{\mathbb{R},Z} \epsilon A_{X_{U_j}} + \delta B_{X_{U_j}}^{<1} + M_{X_{U_j}} \) such that \( (X_{U_j}, B_{U_j}^{<1} + (1-\delta)B_{U_j}^{\geq1} + A_j) \) is klt. Thus, the MMP exists and terminates by Lemma 2.13.

In case (2) the MMP exists and terminates by [10, Theorem 2.13]. \( \square \)

**Proposition 2.16** (Special termination). Let \((X, B, \mathcal{M})/\mathbb{Q}\) be a \( \mathbb{Q} \)-factorial generalized dlt pair of dimension 3 over \( \text{Spec}(R) \). Assume that \( B \) is a \( \mathbb{Q} \)-divisor and \( \mathcal{M} \) is \( \mathbb{Q} \)-b-Cartier. Then, for any sequence of \((K_X + B + \mathcal{M})\)-flips over \( Z \), after finitely many flips the flipping locus does not intersect the strict transform of \( \text{Supp}([B]) \).

**Proof.** We will follow the proof of [4, Proposition 5.5]. By [5, 2.13,2], the generalized dlt property is preserved under the MMP. Since no generalized log canonical center can be created by the MMP, up to truncating the MMP, we may assume that no generalized log canonical center is contracted by the MMP. In particular, the MMP is an isomorphism near the generalized log canonical centers of dimension 0.

Let \( C \) be a generalized log canonical center of dimension 1. As \((X, B + M)\) is generalized dlt, there are two irreducible components \( S \) and \( T \) of \([B]\) such that \( C \) is a component of \( S \cap T \). Let \((X_i, B_i + M_i)\) denote the \( i \)-th step of the MMP, and let \( C_i, S_i \subset X_i \) denote the birational transforms of \( C \) and \( S \), respectively.

Since \( \text{Nklt}(X_i, B_i, \mathcal{M}) = \text{Nklt}(X_i, B_i) \) where \((X_i, B_i)\) is a \( \mathbb{Q} \)-factorial dlt pair, the pair \((X, S_i)\) is plt and so \( S_i \) is normal by [3, Corollary 7.15]. Hence the pair \((S_i, \text{Diff}_{S_i}(B_i))\) is also dlt and hence by a similar argument, each irreducible component of \( S_i \cap T_i \) is normal and so \( C_i \) is normal. By generalized divisorial adjunction, we can write \((K_{X_i} + B_i + M_i)|_{S_i} = K_{S_i} + B_{S_i} + M_{S_i} \) and \((K_{S_i} + B_{S_i} + M_{S_i})|_{C_i} = K_{C_i} + B_{C_i} + M_{C_i} \).

By assumption, no generalized log canonical center is contracted, thus we have \( C_i \simeq C_{i+1} \) and we can therefore compare divisors defined on \( C_i \) and \( C_{i+1} \), respectively. By iterated generalized adjunction and the fact that \( C \) is a curve, we have \( M_{C_i} = M_{C_{i+1}} \). Indeed, let \( \tilde{X} \) be a common resolution of \( X_i \) and \( X_{i+1} \) where \( \mathcal{M} \) descends. Let \( \tilde{M} \) denote the trace of \( \mathcal{M} \) on \( \tilde{X} \), and let \( \tilde{S} \) denote the strict transform of \( S_i \). We may assume that \( \tilde{S} \) is smooth. Let \((\tilde{X}, \tilde{B}_i, \tilde{\mathcal{M}})\) and \((\tilde{X}, \tilde{B}_{i+1}, \tilde{\mathcal{M}})\) denote the crepant pull-backs of \((X_i, B_i + M_i)\) and \((X_{i+1}, B_{i+1} + M_{i+1})\) on \( \tilde{X} \), respectively. Then, the generalized pair \((\tilde{S}_i, \tilde{B}_{S_i} + \tilde{M}_{S_i})\) (resp. \((\tilde{S}_{i+1}, \tilde{B}_{S_{i+1}} + \tilde{M}_{S_{i+1}})\)) is determined by generalized divisorial adjunction of \((\tilde{X}, \tilde{B}_i, \tilde{\mathcal{M}})\) (resp. \((\tilde{X}, \tilde{B}_{i+1}, \tilde{\mathcal{M}})\)). In particular, the moduli part is independent of \( j \in \{i, i + 1\} \). Then, we may apply this argument again in having \( S_i \) and \( S_{i+1} \) as ambient spaces and performing generalized divisorial adjunction to \( C_i \) and \( C_{i+1} \).

Again, the moduli part on \( C_j \) is independent of \( j \in \{i, i + 1\} \). As \( C_i \) and \( C_{i+1} \) are curves, they do not have any higher model, so it follows that \( M_{C_i} = M_{C_{i+1}} \) under the identification \( C_i = C_{i+1} \). Furthermore, as the MMP is \((K_X + B + M)\)-negative, the generalized log discrepancies of \((X_{i+1}, B_{i+1} + M_{i+1})\) are greater than or equal to the corresponding generalized log discrepancies of \((X_i, B_i + M_i)\). In particular, by repeated generalized divisorial adjunction, we have \( B_{C_i} \geq B_{C_{i+1}} \). By Lemma 2.6, the coefficients of \( B_{S_i} \) and \( B_{C_i} \) are in a fixed DCC set. Therefore, we have \( B_{C_i} = B_{C_{i+1}} \) for \( i \gg 0 \). In particular, the MMP is an isomorphism around \( C_i \).

By the previous argument, for \( i \gg 0 \) the MMP is an isomorphism around the generalized log canonical centers of dimension at most 1. Up to truncating the MMP, we may assume this is true for the whole MMP. Now, let \( S \) be an irreducible component of \([B]\), and let \( S_i \) denote its strict transform on \( X_i \). For each step of the MMP, let \( X_i \rightarrow W_i \) be the birational contraction leading to the flip \( X_i \rightarrow X_{i+1} \). To conclude, we need to show that, for \( i \gg 0 \), the exceptional locus of \( X_i \rightarrow W_i \) is disjoint from every irreducible component of \([B_i]\). First, we will show that, for every \( i \), the exceptional locus of \( X_i \rightarrow W_i \) cannot intersect two distinct components of \([B_i]\). Then, we will argue that, for every \( S \), the exceptional locus of \( X_i \rightarrow W_i \) can intersect \( S_i \) only finitely many times.

Now, let \( E_i \) denote the exceptional locus of \( X_i \rightarrow W_i \), and assume that two distinct components \( S_i \) and \( T_i \) of \([B_i]\) intersect \( E_i \). If \( S_i \cap T_i \cap E_i \neq \emptyset \), we get a contradiction, as the MMP is an isomorphism around \( S_i \cap T_i \). Thus, neither \( S_i \) nor \( T_i \) contain \( E_i \), and both of them intersect \( E_i \) at distinct isolated points. Since
neither $S_i$ nor $T_i$ contains any component of $E_i$, both of them intersect the curve $E_i$, and $X_i \to W_i$ is an extremal contraction, it follows that $S_i$ and $T_i$ are relatively ample over $W_i$. Thus, by the definition of flip, $S_{i+1}$ and $T_{i+1}$ is relatively anti-ample over $W_i$. In particular, both $S_{i+1}$ and $T_{i+1}$ contain the exceptional curves for $X_{i+1} \to W_i$. Then, it follows that $S_{i+1} \cap T_{i+1}$ contains a curve that was not present in $S_i \cap T_i$. Hence, a new generalized log canonical center is created, contradicting the negativity of the MMP. This leads to the sought contradiction.

Now, we are left with showing that, for a given component $S$ of $|B|$, its strict transform intersects the indeterminacy locus of $X_{i-1} \to X_i$ only finitely many times, where $i > 1$. To this end, it is best to analyze the exceptional locus of the flipped contraction $X_i \to W_{i-1}$, rather than the exceptional locus of the flipping contraction as in the previous paragraph. Now, assume that $S_i$ intersects the exceptional locus of $X_i \to W_{i-1}$. In this scenario, we have two cases: either $D_i \subset S_i$ for some component of the exceptional locus for $X_i \to W_{i-1}$, or $S_i$ intersects the exceptional locus in finitely many points. First, assume $D_i \subset S_i$ is a component of the exceptional locus for $X_i \to W_{i-1}$. As we have $B_{S_i} \geq 0$, we have $a_{D_i}(S_i, B_{S_i} + M_{S_i}) \leq 1$. Since $D_i$ is in the flipped locus, it follows that $a_{D_i}(S_i, B_{S_i} + M_{S_i}) < a_{D_i}(S_i, B_{S_i} + M_{S_i}) \leq 1$. By the reduction in the previous paragraph, we can assume that the generic point of the center of $D_i$ on $S_i$ is in the generalized klt locus of $(S_i, B_{S_i} + M_{S_i})$. Furthermore, $D_i$ corresponds to a generalized non-canonical valuation of $(S_i, B_{S_i} + M_{S_i})$. Therefore, as $S_1$ is a surface, $D_i$ belongs to a finite set of divisors over $S_1$. Furthermore, as the coefficients of $B_{S_i}$ belong to a fixed DCC set, the coefficients along $D_i$ stabilize after finitely many steps. Hence, as there are finitely many divisors involved and their coefficients all need to stabilize, $S_i$ can not contain any component of the exceptional locus of $X_i \to W_{i-1}$ for $i \gg 0$. In particular, the birational maps $S_i \to S_{i+1}$ are morphisms for $i \gg 0$. Up to truncating the MMP, we may assume that $S_i \to S_{i+1}$ is a morphism for all $i$. To conclude, we need to address the second scenario, i.e., when $S_i$ intersects the exceptional locus of $X_i \to W_{i-1}$ in finitely many points. In this case, $S_i$ is relatively ample for $X_i \to W_{i-1}$, and thus $S_{i-1}$ is relatively anti-ample for $X_{i-1} \to W_{i-1}$ and the exceptional locus of $X_{i-1} \to W_{i-1}$ is contained in $S_{i-1}$. In particular, the morphism $S_{i-1} \to S_i$ contracts some curves. Since each $S_i$ is normal and the Picard rank drops if $S_{i-1} \to S_i$ contracts a curve, these morphisms need to be isomorphisms for $i \gg 0$. This shows that $X_{i-1} \to X_i$ is an isomorphism along $S_i$, concluding the proof. □

2.5. $\mathbb{P}^1$-links. In this section, we recall the notions of standard $\mathbb{P}^1$-link and $\mathbb{P}^1$-linkage, and we extend them to the context of generalized pairs. Furthermore, we introduce a weaker version of these notions, which is sufficient for applications.

**Definition 2.17.** A general pair $(X, D_1 + D_2 + \Delta, M)/Z$ with a surjective proper morphism $g: X \to T$ over $Z$ is called a weak $\mathbb{P}^1$-link if

1. $D_1$ and $D_2$ are distinct reduced prime divisors and $|\Delta| = 0$;
2. there exists a $\mathbb{Q}$-Cartier $\mathbb{Q}$-divisor $N$ on $T$ such that $M \sim_{\mathbb{Q}} g^* N$ as $\mathbb{Q}$-divisors. That is, there is a birational model $g': X' \to T'$ of $g$: $X \to T$ such that $(g')_* N_{T'} \sim_{\mathbb{Q}} M_{X'}$, $M = \overline{M}_{X'}$, and $N = \overline{N}_{T'}$;
3. $g|_{D_i}: \text{Supp}(D_i) \to T$ is an isomorphism for $i = 1, 2$;
4. $(X, D_1 + D_2 + \Delta, M)/Z$ is generalized plt; and
5. the generic fiber of $g$ is isomorphic to $\mathbb{P}^1$, and $g$ is equidimensional of relative dimension 1.

Furthermore, a weak $\mathbb{P}^1$-link is called a standard $\mathbb{P}^1$-link if the following stronger version of (5) holds:

1. $\left(X_t\right)_{\text{red}} \cong \mathbb{P}^1$ for every $t \in T$.

**Example 2.18.** Let $(Z, \Delta_Z)$ be a klt pair. Then, the pair

$$(Z \times \mathbb{P}^1, \Delta_Z \times \mathbb{P}^1 + Z \times \{0\} + Z \times \{\infty\}) \to Z$$

is a standard $\mathbb{P}^1$-link.
**Definition 2.19.** Let \((X, B, M)/Z\) be a generalized dlt pair. Assume that there exist a morphism \(g: X \to T\) over \(Z\) such that \(K_X + B + M_X \sim_{Q, 0} 0\). Let \(Z_1, Z_2\) be two generalized log canonical centers of \((X, B, M)/Z\). We say that \(Z_1\) and \(Z_2\) are directly weakly \(\mathbb{P}^1\)-linked if there is a generalized log canonical center \(W\) (or \(W = X\) itself) satisfying the following conditions:

1. \(g(W) = g(Z_1) = g(Z_2)\);
2. \(Z_i \subset W\) for \(i = 1, 2\); and
3. over a non-empty open subset of \(g(W)\), the generalized pair \((W, B_W + N_W)/Z\) induced by repeated generalized divisorial adjunction (see Remark 2.9) onto \(W\) is birational to a weak \(\mathbb{P}^1\)-link, with each \(Z_i\) mapping to one the two horizontal sections of the weak \(\mathbb{P}^1\)-link structure.

We extend this relation to an equivalence relation as follows. We say that \(Z_1\) and \(Z_2\) are weakly \(\mathbb{P}^1\)-linked if \(Z_1 = Z_2\) or there is a sequence of generalized log canonical centers \(W_1, \ldots, W_n\) such that \(W_1 = Z_1, W_n = Z_2\) and \(W_i\) is directly \(\mathbb{P}^1\)-linked to \(W_{i+1}\) for \(i = 1, \ldots, n - 1\). Finally, if every weak \(\mathbb{P}^1\)-link is also a standard \(\mathbb{P}^1\)-link, we drop “weakly” in the above definitions.

3. Proof of the main statement

3.1. Birational case. In this section, we prove some technical statements that are needed to understand how the non-klt locus behaves under birational modifications.

**Lemma 3.1.** Let \((X, B)\) be a sub-pair over \(\text{Spec}(R)\) with \(\dim X \leq 3\), and let \(\Delta \geq 0\) be an \(\mathbb{R}\)-Cartier divisor. Then, we have \(\text{Nklt}(X, B) = \text{Nklt}(X, B + \epsilon \Delta)\) for \(0 < \epsilon \ll 1\).

**Proof.** Let \(f: X' \to X\) be a log resolution of \((X, \text{Supp}(B + \Delta))\). Set \(K_{X'} + B' = f^*(K_X + B)\) and define \(\Delta' := f^* \Delta\). By construction, \(\text{Nklt}(X, B + t\Delta) = f(\text{Nklt}(X', B' + t\Delta'))\) for every \(t \geq 0\). Since \(f\) is a log resolution, we have \(\text{Nklt}(X', B' + t\Delta') = \text{Supp}((B' + t\Delta')_{\geq 1})\). As \(\Delta' \geq 0\), if \(0 < \epsilon \ll 1\) we have \(\text{Supp}((B' + \epsilon \Delta')_{\geq 1}) = \text{Supp}((B')_{\geq 1})\). Then, the claim follows.

**Lemma 3.2.** Let \((X, B)\) be a sub-pair over \(\text{Spec}(R)\) with \(\dim X \leq 3\), and let \(H\) be an ample divisor. Then, there exists \(0 \leq \Delta \sim_{\mathbb{R}} H\) such that \(\text{Nklt}(X, B) = \text{Nklt}(X, B + \Delta)\).

**Proof.** We may take a normal projective compactification of \((X, B)\) to assume that \(X\) is projective over \(\text{Spec}(R)\).

Let \(f: X' \to X\) be a log resolution of \((X, B)\) with an \(f\)-exceptional divisor \(C \geq 0\) such that \(-C\) is \(f\)-ample, which exists by Proposition 2.4. Note that the effectivity of \(C\) follows from [3, Lemma 2.16]. We write \(K_{X'} + B' = f^*(K_X + B)\), where \(f_*K_{X'} = K_X\). By Lemma 3.1, \(\text{Nklt}(X', B') = \text{Nklt}(X', B' + \epsilon \Delta)\) for \(0 < \epsilon \ll 1\). Furthermore, we can ensure that, for the same choice of \(\mu\), \(f^* H - \mu C\) is ample.

By construction, \(\text{Supp}(B') \cup \text{Supp}(C)\) is simple normal crossing. Since \(f^* H - \mu C\) is ample, we may find \(0 \leq \Delta' \sim_{\mathbb{R}} f^* H - \mu C\) such that \(\Delta' = 0\), \(\text{Supp}(\Delta')\) shares no components with \(\text{Supp}(B' + C)\), and \(B' + \mu C + \Delta'\) has simple normal crossing support, by [3, Remark 2.18]. Then, it follows that \(\text{Nklt}(X', B' + \mu C + \Delta') = \text{Nklt}(X', B')\). Define \(\Delta := f_* \Delta'\). Since \(C\) is \(f\)-exceptional, we have \(\Delta \sim_{\mathbb{R}} H\). Furthermore, we have

\[K_{X'} + B' + \mu C + \Delta' = f^*(K_X + B + \Delta)\]

Therefore, we have

\[\text{Nklt}(X, B + \Delta) = f(\text{Nklt}(X', B' + \mu C + \Delta')) = f(\text{Nklt}(X', B')) = \text{Nklt}(X, B),\]

and the claim follows.

**Lemma 3.3.** Let \((X, B)\) be a \(\mathbb{Q}\)-factorial dlt pair over \(\text{Spec}(R)\). Let \(f: X \to S\) be a birational contraction over \(\text{Spec}(R)\) such that \(-(K_X + B)\) is ample over \(S\). Then, \(\text{Nklt}(X, B) \cap f^{-1}(s)\) is connected as \(k(s)\)-scheme.
Proof. Since \((X, B)\) is dlt, we have that \(\text{Nklt}(X, B) = \text{Supp}(B)\). Let \(E := \delta [B]\) for \(0 < \delta \ll 1\) rational, so that, by Lemma 3.1, \(\text{Nklt}(X, B + E) = \text{Nlc}(X, B + E) = \text{Supp}(B)\). Then, it suffices to prove the claim for \(\text{Nlc}(X, B + E)\). Since \(-(K_X + B)\) is ample over \(S\) and \(0 < \delta \ll 1\), then so is \(-(K_X + B + E)\). Thus, we may choose an \(f\)-ample divisor \(M\) such that \(K_X + B + E + M \sim_{Q,f} 0\).

First, we claim that it is possible to run an \((K_X + B + M)\)-MMP over \(S\). To see this, fix some ample divisor \(A\) on \(X\). If \(K_X + B + M\) is not nef over \(S\), then we run a \((K_X + B + M)\)-MMP with scaling of \(A\). For any \(\epsilon > 0\), we can write \(K_X + B + M + \epsilon A \sim_\mathbb{Q} K_X + (1 - \epsilon)B + \Delta_\epsilon\), where \(\Delta_\epsilon \sim_\mathbb{Q} M + A + \epsilon B\) is chosen such that \((X, (1 - \epsilon)B + \Delta_\epsilon)\) is klt. Therefore, we can perform a step of the \((K_X + B + M)\)-MMP with scaling of \(A\), and any finite sequence of steps of this MMP is also a \((K_X + (1 - \epsilon)B + \Delta_\epsilon)\)-MMP for \(0 < \epsilon \ll 1\), and so we can continue to run it, while possibly shrinking \(\epsilon\) repeatedly.

Since \(K_X + B + M \sim_{Q,f} -E\), this MMP is a \((-E)\)-MMP. Therefore, in every step of the MMP, the exceptional locus intersects \(\text{Supp}(E) \subset \text{Supp}([B])\). Hence, this MMP terminates by Proposition 2.16, i.e., special termination for generalized pairs.

Notice that no connected component of \(E\) can be completely contracted by this MMP, because every contraction is positive for \(E\). Also, we claim that distinct connected components of \(\text{Supp}(E)\) do not become connected by the MMP. Indeed, suppose two such components \(\Sigma\) and \(\Xi\) do become connected by this step of the MMP. Then, \((X_1, B_{X_1} - \epsilon([B_{X_1}] - S_1 - T_1), \overline{M})\) is generalized plt, and, for \(\epsilon\) sufficiently small, \(X_1 \rightarrow X_2\) is also a step of the MMP for this generalized pair. Then, we reach a contradiction, since the generalized plt property is preserved under the MMP, but \((X_2, B_{X_2} - \epsilon([B_{X_2}] - S_2 - T_2), \overline{M})\) is not generalized plt as \(S_2 \cap T_2 \neq \emptyset\). Indeed, by [5, 2.13.(2)], the generalized plt property is preserved by the MMP. Then, if at any step of an MMP the generalized plt property were broken, it would mean that two disjoint prime components of the reduced part of the boundary would be connected, creating a non-empty intersection. By the generalized plt property, this new intersection would be a generalized log canonical center. Thus, if the generalized plt property were not preserved, new generalized log canonical centers would appear, thus contradicting the negativity of the MMP.

Since \(f\) is a birational morphism, the MMP terminates with a minimal model \(X_N\) on which \(-E_{X_N}\) is nef over \(S\), and no prime component of its support can dominate \(S\). Suppose \(C\) is a curve in a fiber over \(s\). Then \(C \cdot E_{Y_N} \leq 0\), that is, \(C\) is either contained in \(\text{Supp}(E_{X_N})\) or completely disjoint from it. Thus each fiber is entirely contained in \(\text{Supp}(E_{X_N})\) or completely disjoint from it. In particular, \(\text{Supp}(E_{X_N})\) is connected in the neighborhood of every fiber of \(X_N \rightarrow S\). As the MMP \(X \rightarrow X_N\) preserves the connected components of \(E\), this concludes the proof. \(\square\)

We recall the birational version of the three-dimensional Shokurov–Kollár connectedness principle, which is due to Nakamura and Tanaka in the case of a perfect field of positive characteristic [18, Theorem 2.15].

**Lemma 3.4** (cf. [18, Theorem 2.15]). Let \(f: X \rightarrow V\) be a projective birational morphism of normal quasi-projective varieties of dimension at most 3 over \(\text{Spec}(R)\). Let \((X, \Delta)\) be a sub-pair over \(\text{Spec}(R)\) such that \(- (K_X + \Delta)\) is \(f\)-nef and \(f_* \Delta\) is effective. Then, the induced morphism \(\text{Nklt}(X, \Delta) \rightarrow V\) has connected fibers.

**Proof.** This is proved in the case of a variety over a perfect field in [18, Theorem 2.15]. The proof given there goes through verbatim in our situation except for the use of [4, Theorem 1.8] in the proof of [18, Lemma 2.13]. Indeed, [4, Theorem 1.8] uses [4, Lemma 9.2], for which the mixed characteristic replacement [3, Lemma 2.34] is weaker. That is because log resolutions in mixed characteristic cannot be guaranteed to be isomorphisms over the regular locus. This issue is overcome with Lemma 3.3, which replaces [4, Theorem 1.8] in the proof of [18, Lemma 2.13]. While the statement of [18, Theorem 2.15] only refers to threefolds, the connectedness principle clearly holds for surfaces: it suffices to take the product with \(\mathbb{P}^1\) to reduce to the threefold case. \(\square\)
Proposition 3.5. Let \((X, B, M) / Z\) be a generalized pair with \(\dim X \leq 3\) over \(\text{Spec}(R)\). Let \(\pi: X \to Y\) be a birational contraction over \(Z\), with \(Y\) normal. Assume that \(-(K_X + B + M)\) is \(\pi\)-nef. Then, \(\text{Nklt}(X, B, M)\) is connected in a neighborhood of any fiber of \(\pi\).

Proof. Since \(\pi\) is birational, \(-(K_X + B + M)\) is \(\pi\)-big. Thus, we have \(-(K_X + B + M) \sim_{\mathbb{R}, \pi} A\), where \(A\) is \(\pi\)-nef and \(\pi\)-big. Let \(f: X' \to X\) be a higher model of \(X\) to which \(M\) descends. Let \((X', B' + M')\) denote the crepant pull-back of \((X, B + M)\) on \(X'\), and write \(A' := f^* A\). Notice that \(\text{Nklt}(X', B', M) = \text{Nklt}(X', B')\), as \(M\) descends onto \(X'\).

Since \(A' + M'\) is nef and big over \(Y\), there exists \(E' > 0\) such that for any \(\epsilon > 0\) sufficiently small we have \(A' + M' \sim_{\mathbb{R}, Y} H'_{\epsilon} + \epsilon E'\), where \(H'_{\epsilon}\) is ample. By Lemma 3.1, \(\text{Nklt}(X', B' + \epsilon E') = \text{Nklt}(X', B')\) for \(0 < \epsilon \ll 1\). Fix such \(\epsilon\). Then, by Lemma 3.2, there exists \(0 \leq \Delta'_{\epsilon} \sim_{\mathbb{R}} H'_{\epsilon}\) such that \(\text{Nklt}(X', B' + \epsilon E' + \Delta'_{\epsilon}) = \text{Nklt}(X', B' + \epsilon E')\). Define \(\Gamma' := \Delta'_{\epsilon} + \epsilon E'\) and \(\Gamma := f_\ast \Gamma'\).

By construction, we have \(K_{X'} + B' + \Gamma' = f^* (K_X + B + \Gamma)\) and \(\text{Nklt}(X, B + \Gamma) = f(\text{Nklt}(X', B' + \Gamma'))\). Since

\[
\text{Nklt}(X', B' + \Gamma') = \text{Nklt}(X', B') = \text{Nklt}(X', B', M),
\]

we have

\[
\text{Nklt}(X, B, M) = f(\text{Nklt}(X', B', M)) = f(\text{Nklt}(X', B')) = f(\text{Nklt}(X', B' + \Gamma')) = \text{Nklt}(X, B + \Gamma).
\]

Since \(K_X + B + \Gamma \sim_{\mathbb{R}, \pi} 0\), we conclude by Lemma 3.4. \(\square\)

3.2. Connectedness of the non-lc locus. In this section, we address the connectedness of the non-log canonical locus.

Proposition 3.6. Let \(f: X \to S\) be a contraction between normal varieties defined over \(\text{Spec}(R)\). Assume that \(\dim X \leq 3\) and that \((X, B)\) is a pair with rational coefficients and \(-(K_X + B)\) nef over \(S\). Assume that \(\text{Nlc}(X, B)\) is vertical over \(S\). Then, \(\text{Nlc}(X, B) \cap f^{-1}(s)\) is connected as \(k(s)\)-scheme.

Proof. We follow the argument of [4, Theorem 1.8], except in our case it is easier.

Let \(\phi: Y \to X\) be a \(\mathbb{Q}\)-factorial dlt model of \((X, B)\). That is to say, let \(\psi: W \to X\) be a log resolution of \((X, B)\), and run a \(K_W + B_W + F\)-MMP over \(W\), where \(B_W\) is the strict transform of \(B\), \(B_W^{\leq 1}\) indicates truncation of the coefficients at 1, and \(F\) is the reduced \(\psi\)-exceptional divisor. We reach a \(\mathbb{Q}\)-factorial model \(Y\) on which \(K_Y + B_Y^{\leq 1} + F_Y\) is nef over \(X\) and \((Y, B_Y^{\leq 1} + F_Y)\) is dlt, where again \(B_Y\) is the birational transform of \(B\), and \(F_Y\) is the reduced \(\phi\)-exceptional divisor. Now, we define \(B_Y := B_Y^{\leq 1} + F_Y\), so that \((Y, B_Y)\) is dlt, and we set \(E_Y := \phi^\ast (K_X + B) - (K_Y + B_Y^{\leq 1} + F_Y)\). By construction, \(E_Y\) is supported on the strict transform of \([B]\) and on the \(\phi\)-exceptional divisors. Thus, we have that \(\text{Supp}(E_Y) \subset [B_Y]\). Furthermore, since \(-E_Y\) is nef over \(X\) and \(\phi_\ast E_Y = B - B^{\leq 1} \geq 0\), \(E_Y \geq 0\) by the negativity lemma. Therefore, since \(E_Y \geq 0\), \(\text{Supp}(E_Y) \subset [B_Y]\), and \((Y, B_Y)\) is dlt, it follows that \(\text{Supp}(E_Y) = \text{Nlc}(Y, B_Y + E_Y)\). For brevity, we write \(g = f \circ \phi\). Let \(M\) be a \(g\)-nef divisor such that \(K_Y + B_Y + E_Y + M \sim_{\mathbb{Q}, g} 0\). Since \(\phi(\text{Nlc}(Y, B_Y + E_Y) \cap g^{-1}(s)) = \text{Nlc}(X, B) \cap f^{-1}(s)\), it is enough to prove the statement for \((Y, B_Y + E_Y)\).

First, we claim that it is possible to run an \((K_Y + B_Y + M)\)-MMP over \(S\). To see this, fix some ample divisor \(A\) on \(Y\). If \(K_Y + B_Y + M\) is not nef over \(S\), then we run a \((K_Y + B_Y + M)\)-MMP with scaling of \(A\). For any \(\epsilon > 0\), we can write \(K_Y + B_Y + M + \epsilon A \sim_{\mathbb{Q}} K_Y + (1 - \epsilon)B_Y + \Delta_x\), where \(\Delta_x \sim_{\mathbb{Q}} M + A + \epsilon B_Y\) is chosen such that \((Y, (1 - \epsilon)B_Y + \Delta_x)\) is klt. Therefore, we can perform a step of the \((K_Y + B_Y + M)\)-MMP with scaling of \(A\), and any finite sequence of steps of this MMP is also a \((K_Y + (1 - \epsilon)B_Y + \Delta_x)\)-MMP for \(0 < \epsilon \ll 1\), and so we can continue to run it, while possibly shrinking \(\epsilon\) repeatedly.

Since \(K_Y + B_Y + M \sim_{\mathbb{Q}, \epsilon} -E_Y\), this MMP is a \((-E_Y)\)-MMP. Therefore, in every step of the MMP, the exceptional locus intersects \(\text{Supp}(E_Y) \subset \text{Supp}([B_Y])\). Hence, this MMP terminates by Proposition 2.16, i.e., special termination for generalized pairs.
Notice that no connected component of $E_Y$ can be completely contracted by this MMP, because every contraction is positive for $E_Y$. Also, we claim that distinct connected components of $\text{Supp}(E_Y)$ do not become connected by the MMP. Indeed, suppose two such components $\Sigma$ and $\Xi$ do become connected by a step of the MMP $Y_1 \dashrightarrow Y_2$. Let $S_1$ and $T_1$ be two prime components in $\Sigma$ and $\Xi$ on $Y_1$, respectively, that are not contracted by $Y_1 \dashrightarrow Y_2$, but their strict transforms $S_2$ and $T_2$ are connected by this step of the MMP. Then, $(Y_1, B_{Y_1} - \epsilon([B_{Y_1}] - S_1 - T_1))$ is generalized plt, and, for $\epsilon$ sufficiently small, $Y_1 \dashrightarrow Y_2$ is also a step of the MMP for this generalized pair. Then, we reach a contradiction, since the generalized plt property is preserved under the MMP, but $(Y_2, B_{Y_2} - \epsilon([B_{Y_2}] - S_2 - T_2))$ is not generalized plt as $S_2 \cap T_2 \neq \emptyset$.

Indeed, by [5, 2.13.(2)], the generalized dlt property is preserved by the MMP. Then, at any step of an MMP the generalized plt property were broken, it would mean that two disjoint prime components of the reduced part of the boundary would be connected, creating a non-empty intersection. By the generalized dlt property, this new intersection would be a generalized log canonical center. Thus, if the generalized plt property were not preserved, new generalized log canonical centers would appear, thus contradicting the negativity of the MMP.

Since $E_Y$ does not dominate $S$ by assumption, the MMP terminates with a minimal model $Y_N$ on which $E_Y$ is nef over $S$. In particular, no prime component of its can dominate $S$. Suppose $C$ is a curve in a fiber over $s$. Then $C \cdot E_Y \leq 0$, that is, $C$ is either contained in $\text{Supp}(E_{Y_N})$ or completely disjoint from it. Thus each fiber is connected in the neighborhood of every fiber of $Y_N \to S$. As the MMP $Y \dashrightarrow Y_N$ preserves the connected components of $E_Y$, this concludes the proof. 

3.3. Main proof. In this section, we prove the main results of this work.

**Proposition 3.7.** Let $f : X \to S$ be a projective morphism between quasi-projective varieties defined over $\text{Spec}(R)$. Assume that $\dim X \leq 3$ and that $(X, B)$ is a pair with rational coefficients and $-(K_X + B)$ nef over $S$. Assume that $Nklt(X, B)$ is vertical over $S$, and that $f^{-1}(s)$ is connected as $k(s)$-scheme. Then, $f^{-1}(s) \cap Nklt(X, B)$ is connected as $k(s)$-scheme.

**Proof.** First, we reduce to the case when $f$ is a contraction. Arguing by contradiction, assume that $f^{-1}(s) \cap Nklt(X, B)$ is disconnected as $k(s)$-scheme. Let $\phi : X \to Y$ denote the Stein factorization of $f$, and let $\psi : Y \to S$ denote the induced finite morphism. Since the fiber of $f$ over $s$ is connected, and $\phi$ has geometrically connected fibers, there exists a unique point $y \in Y$ mapping to $s \in S$. Furthermore, as $f^{-1}(s) \cap Nklt(X, B)$ is disconnected, then so is $\phi^{-1}(y) \cap Nklt(X, B)$. Thus, the hypotheses of the statement apply to the morphism $\phi : X \to Y$. Furthermore, $Nklt(X, B)$ dominates $S$ if and only if it dominates $Y$. Therefore, we may assume that the morphism $f$ satisfies the additional property $f_*O_X = O_S$.

Let $\pi : Y \to X$ be a crepant $\mathbb{Q}$-factorial dlt model, $B_Y$ and $E_Y$ be effective divisors such that $(Y, B_Y)$ is dlt, $\text{Supp}(E_Y) \subset [B_Y]$, $\pi^*(K_X + B) = K_Y + B_Y + E_Y$, and $\text{Supp}(E_Y) = \text{Nlc}(Y, B_Y + E_Y)$. Since $\pi(Nklt(Y, B_Y + E_Y) \cap (f \circ \pi)^{-1}(s)) = Nklt(X, B) \cap f^{-1}(s)$, it is enough to prove the statement for $(Y, B_Y + E_Y)$. For brevity, we write $g = f \circ \pi$.

In order to prove the statement, we are free to replace $(s \in S)$ by an étale cover $(s' \in S') \to (s \in S)$ such that $k(s) = k(s')$. Thus, arguing as in [15, 4.38], we can assume that different connected components of $Nklt(Y, B_Y + E_Y) \cap g^{-1}(s)$ correspond to different connected components of $Nklt(Y, B_Y + E_Y)$.

Notice that, by Lemma 3.4, we may assume that $\dim S < \dim X$. Furthermore, the assumption that $Nklt(X, B)$ is vertical over $S$ forces $\dim S > 0$. Let $D$ be an effective Cartier divisor on $S$ containing the image under $g$ of all components of $Nklt(Y, B_Y + E_Y)$ which intersect $g^{-1}(s)$. Then, let $F = g^*D$ and choose...
0 < \epsilon \ll 1 so that \text{Nklt}(Y, B_Y + E_Y) = \text{Nklt}(Y, B_Y + E_Y + \epsilon F). Then, as \((Y, B_Y)\) is dlt, \text{Supp}(E_Y) \subset [B_Y], and \([B_Y] \subset \text{Supp}(F)\) in a neighborhood of \(g^{-1}(s)\), it follows that \text{Nklt}(Y, B_Y + E_Y + \epsilon F) = \text{Nc}(Y, B_Y + E_Y + \epsilon F)\) in a neighborhood of \(g^{-1}(s)\). Hence, we are done by Proposition 3.6. \(\square\)

Now, we are ready to address the proof of Theorem 1.2.

Proof of Theorem 1.2. We will proceed in several steps.

Step 0: In this step, we make a few reductions and introduce some notation.

We may assume that \(\dim(S) < \dim(X)\) by Lemma 3.4. As argued in the proof of Proposition 3.7, we may assume that \(f: X \to S\) is a contraction.

Let \(\pi: Y \to X\) be a \(\mathbb{Q}\)-factorial dlt model of \((X, B)\), and let \(g: Y \to S\) denote the induced contraction. Let \((Y, B_Y)\) denote the trace of \((X, B)\) on \(Y\), that is, \(K_Y + B_Y = \pi^*(K_X + B)\), and define \(M := -(K_Y + B_Y)\). We define \(D := B_{\geq 1}^Y\) and \(\Delta := B_Y - D\). Then, \(D\) and \(\Delta\) share no prime components and \((Y, \text{Supp}(D) + \Delta)\) is dlt. Up to a base change of \(S\) with an \(\text{étale}\) neighborhood of \(s \in S\), we may assume that each connected component of \(g^{-1}(s) \cap \text{Supp}(D)\) corresponds to a connected component of \(D\) [15, 4.38]. Then, by Lemma 3.4, we can reduce to the study of \((Y, B_Y) \to S\). We will show that \((Y, B_Y)\) is plt in a neighborhood of \(g^{-1}(s)\).

Step 1: In this step, we show that \(g^{-1}(s) \cap \text{Nklt}(Y, B_Y)\) has two connected components.

Since \(M\) is nef over \(S\), \((Y, B_Y, M)/S\) is a generalized pair. Furthermore, as the \(\mathbb{Q}\)-b-Cartier \(\mathbb{Q}\)-b-divisor \(\overline{M}\) descends onto \(Y\), we have \(\text{Nklt}(Y, B_Y, \overline{M}) = \text{Nklt}(Y, B_Y) = \text{Supp}(D)\). By Proposition 3.7, \(\text{Supp}(D)\) dominates \(S\). Then, \(K_Y + \Delta + M\) is not pseudo-effective over \(S\). Therefore, we can run a \((K_Y + \Delta + M)\)-MMP with ample scaling relative to \(S\). By Proposition 2.15, this MMP terminates with a Mori fiber space \(h: Y' \to Z\) over \(S\). Let \(B_{Y'}\) and \(M'\) denote the push-forwards of \(B\) and \(M\) along the rational contraction \(Y \dasharrow Y'\). Since \(K_Y + B_Y + M \sim_{\mathbb{Q}, g} 0\), it follows that this procedure induces a generalized pair \((Y', B_{Y'}, \overline{M})\) that is crepant to \((Y, B_Y, \overline{M})\); see [7, Remark 4.2.(7)]. Notice that we have \(\overline{M}_{Y'} = M'\). Since \(K_Y + B_Y + M \sim_{\mathbb{Q}, g} 0\), by Proposition 3.5, the connected components of \(\text{Nklt}(Y, B_Y, \overline{M})\) are in bijection with the connected components of \(\text{Nklt}(Y', B_{Y'}, \overline{M})\). In particular, the MMP cannot connect different connected components of \(\text{Nklt}(Y, B_Y, \overline{M}) = \text{Nklt}(Y, B_Y)\).

By construction, the MMP is a \((-D)\)-MMP. Therefore, it cannot contract every divisor in a given connected component of \(\text{Supp}(D)\). In particular, every connected component of \(\text{Nklt}(Y', B_{Y'}, \overline{M})\) contains a divisor, and one of these dominates \(Z\) and is \(h\)-ample. Call this divisor \(D'_1\), and notice that, since \(Y' \to Z\) is a Mori fiber space and hence \(p(Y'/Z) = 1\), we may choose it to be reduced and irreducible. Let \(D'_2 \subset \text{Nklt}(Y', B_{Y'}, \overline{M})\) be a prime divisor contained in a different connected component. Recall that this implies \(D'_1\) and \(D'_2\) are irreducible components of \(D'\), where \(D'\) denotes the strict transform of \(D\). Then, as \(D'_1\) is \(h\)-ample and \(D'_1 \cap D'_2 = \emptyset\), \(D'_2\) contains no fiber. Thus, by dimensional reasons, \(D'_2\) dominates \(Z\). Since \(h\) is a Mori fiber space, it follows that \(D'_2\) is \(h\)-ample.

Since \(D'_1 \cap D'_2 = \emptyset\), every fiber of \(h\) is a curve. As \(\text{char}(k) > 2\), the geometric generic fiber is \(\mathbb{P}^1\) by [8, Lemma 6.5]. In particular, it follows that there are exactly two components \(D'_1\) and \(D'_2\) of \(\text{Nklt}(Y', B_{Y'}, \overline{M})\), and that \(\mu_{D'_1}(B_{Y'}) = \mu_{D'_2}(B_{Y'}) = 1\) (where we recall from \(\S 2.1\) that \(\mu_D(B)\) denotes the coefficient of the prime divisor \(D\) in \(B\)). \((B_{Y'})^h = D'_1 + D'_2\) and that \(M'\) is trivial along the generic fiber of \(h\). Since we are assuming that \(\text{Nklt}(Y', B_{Y'}, \overline{M}) \cap Y'_s\) is disconnected, the \(h\)-vertical components of \(D'\) have to be disjoint from \(Y'_s\). Hence, up to shrinking around \(s \in S\), we have \(B_{Y''}^0 = B_{Y''}^1 = D'_1 + D'_2\). In particular, as every connected component of \(\text{Nklt}(Y', B_{Y'}, \overline{M})\) contains a divisor, this shows that \(\text{Nklt}(Y, B_Y)\) has exactly two connected components over \(s \in S\).

Step 2: In this step we show that \((Y, B_Y)\) is log canonical in a neighborhood of \(g^{-1}(s)\) and hence dlt in a neighborhood of \(g^{-1}(s)\).
Assume by contradiction that \((Y, B_Y)\) is not log canonical in a neighborhood of \(g^{-1}(s)\). By Step 1, we know that \(\text{Nklt}(Y, B_Y)\) has two connected components over \(s \in S\). Call these components \(\Omega_1\) and \(\Omega_2\). From Step 1, we may assume that \(D_1 \subset \Omega_1\) and \(D_2 \subset \Omega_2\). Here, \(D_1\) and \(D_2\) denote the strict transforms on \(Y\) of the divisors \(D'_1\) and \(D'_2\) constructed in Step 1. Without loss of generality, we may assume that \(\Omega_1\) contains some non-log canonical center; that is, we may assume that some prime divisor in \(\Omega_1\) has coefficient strictly greater than 1 in \(B_Y\).

Now, let \(\Sigma\) be the portion of \(B_Y^{\geq 1}\) supported on \(\Omega_2\). Then, let \(\Xi\) be the portion of \(B_Y^{\geq 1}\) supported on \(\Omega_1\). Finally, let \(\Gamma\) be the portion of \(B_Y^{= 1}\) supported on \(\Omega_1\). Then, we have

\[
K_Y + \Delta + \Gamma + M \sim_{Q, g} -\Sigma - \Xi.
\]

Since \(D_2 \subset \text{Supp}(\Sigma)\) dominates \(S\), we conclude that \(K_Y + \Delta + \Gamma + M\) is not pseudo-effective over \(S\). Since \((Y, \Delta + \Gamma)\) is dlt and \(M\) is nef over \(S\), by Proposition 2.15 we can run a \((K_Y + \Delta + \Gamma + M)\)-MMP with scaling over \(S\), which terminates with a Mori fiber space \(Y'' \to W\).

By Proposition 3.5, \(\Omega_1\) and \(\Omega_2\) cannot be connected by this MMP. Since \(\text{Supp}(\Sigma) \subset \Omega_2\) and \(\text{Supp}(\Xi) \subset \Omega_1\) are disconnected and this is a \(-(\Sigma + \Xi)\)-MMP, the divisors \(\Sigma\) and \(\Xi\) are not completely contracted and the respective birational transforms \(\Sigma''\) and \(\Xi''\) are non-zero. Now, arguing as in Step 1 for the construction of the divisors \(D'_1\) and \(D'_2\), it follows that \(Y'' \to W\) is a Mori fiber space with geometric generic fiber \(\mathbb{P}^1\), and there are two distinct prime divisors \(P''_1\) and \(P''_2\) that are relatively ample and that are in the supports of \(\Xi''\) and \(\Sigma''\), respectively. Since \(K_{Y''} + B_{Y''} + M'' \sim_{Q,W} 0\), \(\deg(K_{Y''}) = -2\), \(M''\) is pseudo-effective over \(S\), \(\mu_{P''_1}(B_{Y''}) > 1\) and \(\mu_{P''_2}(B_{Y''}) \geq 1\), we get the sought contradiction by restricting to the geometric generic fiber of \(Y'' \to W\).

**Step 3:** In this step we show that \((Y, B_Y)\) is plt in a neighborhood of \(g^{-1}(s)\).

By Step 2, we know that \((Y, B_Y)\) is dlt in a neighborhood of \(g^{-1}(s)\). In particular, \(B_Y^{\geq 1} = B_Y^{= 1}\). Recall that \(\text{Nklt}(Y, B_Y)\) has two connected components, denoted by \(\Omega_1\) and \(\Omega_2\). Furthermore, each \(\Omega_i\) contains a prime divisor \(D_i\) that \(D_i\) dominates \(S\).

Now, assume by contradiction that \((Y, B_Y)\) is not plt. Then, some \(\Omega_i\) contains at least two prime divisors. Without loss of generality, we may assume it is \(\Omega_1\). Let \(Q_1\) be this additional prime divisor contained in \(\Omega_1\) and distinct from \(D_1\). As in Step 2, let \(\Sigma\) denote the portion of \(B_Y^{\geq 1}\) supported on \(\Omega_2\). Let \(\Phi\) denote the portion of \(B_Y^{= 1}\) supported on \(\Omega_1\). Notice that \(D_1 + Q_1 \leq \Phi\). Then, we have

\[
K_Y + \Delta + \Phi + M \sim_{Q, g} -\Sigma.
\]

By Proposition 2.15, we may run a \((K_Y + \Delta + \Phi + M)\)-MMP over \(S\) with ample scaling, which terminates with a Mori fiber space \(u: \tilde{Y} \to U\) over \(S\).

As argued in Step 1, \(\Omega_1\) and \(\Omega_2\) cannot be connected by this MMP. As the MMP \(Y \dasharrow \tilde{Y}\) is a \(-(\Sigma)\)-MMP, \(\Sigma\) cannot be fully contracted: there is some prime component \(Q_2\) of \(\Sigma\) whose strict transform \(\tilde{Q}_2\) on \(\tilde{Y}\) is \(u\)-ample. Now, let \(Y'_i \to Y'_{i+1}\) be a divisorial contraction for the MMP \(Y \dasharrow \tilde{Y}\), and let \(E_i\) be the exceptional divisor for the contraction. Then, \(E_i\) is covered by curves that are positive against \(\Sigma_i\). Since \(\text{Supp}(\Phi_i) \cap \text{Supp}(\Sigma_i) = \emptyset\), it follows that \(E_i\) cannot be a prime component of \(\Phi_i\). In particular, no component of \(\Omega_1\) is contracted by \(Y \dasharrow \tilde{Y}\). In particular, \(\tilde{D}_1 \neq 0\) and \(\tilde{Q}_1 \neq 0\), where \(\tilde{D}_1\) and \(\tilde{Q}_1\) denote the strict transforms on \(\tilde{Y}\) of \(D_1\) and \(Q_1\), respectively.

Since \(\tilde{Q}_2\) is \(u\)-ample and it is disjoint from \(\tilde{D}_1 + \tilde{Q}_1\), as in Step 1, it follows that \(u\) is generically a \(\mathbb{P}^1\)-fibration and that both \(\tilde{D}_1\) and \(\tilde{Q}_1\) are horizontal over \(U\). Now, as \(K_{\tilde{Y}} + B_{\tilde{Y}} + M \sim_{Q, U} 0\), \(\deg(K_{\tilde{Y}}) = -2\), \(M\) is pseudo-effective over \(S\), \(\mu_{\tilde{Q}_1}(B_{\tilde{Y}}) = 1\), \(\mu_{\tilde{Q}_2}(B_{\tilde{Y}}) = 1\), and \(\mu_{\tilde{Q}_1}(B_{\tilde{Y}}) = 1\), we get the sought contradiction.

**Step 4:** In this step, we show that \((Y', B_{Y'}, \mathcal{M})/Z\) satisfies conditions (0)-(5) of Definition 2.17, where \(Y'\) is the model obtained in Step 1.
By the end of Step 1, we have that $B_{Y'}^{\geq 1} = D'_1 + D'_2$, where $D'_1$ and $D'_2$ are distinct reduced prime divisors. This shows that condition (0) in Definition 2.17 holds. By Step 3, $(Y, B_Y)$ is plt. Since $Y \to Y'$ is trivial for $K_Y + B_Y + M$ and it does not contract the two log canonical centers, by Lemma 2.11, it follows that $(Y', B_{Y'}, \overline{M})/Z$ is generalized plt. Thus, condition (4) in Definition 2.17 is satisfied.

By construction, $h: Y' \to Z$ is a Mori fiber space with the property that $K_{Y'} + B_{Y'}^{\geq 1} \sim_{Q,Z} 0$. As the generalized pair $(Y', B_{Y'}, \overline{M})/Z$ is generalized plt and $Y'$ is $Q$-factorial, the pair $(Y', B_{Y'})$ is plt. Furthermore, we have $K_{Y'} + B_{Y'} + M' \sim_{Q,Z} 0$, where we recall that $M' = \overline{M}_{Y'}$ by definition. Therefore we have $B_{Y'} - B_{Y'}^{\geq 1} \sim_{Q,Z} -M'$, and hence, as the left-hand side is effective and $M'$ is pseudo-effective over $Z$, by [10, Theorem 2.9], we have $B_{Y'} - B_{Y'}^{\geq 1} \sim_{Q,Z} -M' \sim_{Q,Z} 0$. Thus, condition (1) in Definition 2.17 is satisfied.

Since $(Y', B_{Y'})$ is plt and $Y'$ is $Q$-factorial, each irreducible component of $B_{Y'}^{\geq 1}$ is normal by [3, Corollary 7.17]. Since neither component contains any fiber, the induced morphism to $Z$ is finite and birational. As $Z$ is normal, this is an isomorphism. So, condition (3) in Definition 2.17 is satisfied.

Since $h$ is a Mori fiber space and it has two disjoint sections, which are necessarily relatively ample, $h$ is equidimensional of relative dimension 1. Since the generic point of $Z$ has characteristic 0 or strictly greater than 5, and the generic fiber of $g$ has two distinct rational points, it follows that the generic fiber is isomorphic to $\mathbb{P}^1$. Thus, (5) follows.

Now, let $Y'' \to Y'$ be a common resolution of $Y$ and $Y'$. In particular, $\overline{M}$ descends onto $Y''$. As $Y' \to Z$ has relative dimension 1, $Y'' \to Y'$ is an isomorphism over a non-empty open subset of $Z$. Let $Y'' \to Z'$ be a flattening of $Y' \to Z$, see [19, Theorem 5.2.2], and let $\tilde{Z}$ be a resolution of $Z'$. Now let $\tilde{Y}$ be the normalization of the main component of $Y'' \times_{Z'} \tilde{Z}$. This ensures that $\tilde{Y} \to \tilde{Z}$ still has equidimensional fibers, so by the proof of [21, Lemma 2.18] in our more general situation, it follows that $\overline{\mathbb{M}}_{\tilde{Y}} \sim_{Q,\tilde{Z}} 0$. Thus, condition (2) in Definition 2.17 is satisfied.

**Step 5:** In this step, we conclude the proof by showing that, in the equicharacteristic case with perfect residue field, condition (5') of Definition 2.17 holds. Throughout this step, we assume that $f: X \to S$ is a projective morphism between varieties defined over a perfect field of characteristic $p > 5$.

We continue with the notation of Step 4. To show condition (5') in Definition 2.17 we argue as in the proof of [15, Proposition 4.37]. By [2, Theorem 22], we have that $R^ih_*O_{Y'} = 0$ for $i \geq 1$. Thus, $H^1(Y'_t, O_{Y'_t}) = 0$ for every $t \in Z$ by Lemma 3.8. Thus, $(Y'_t)_{\text{red}}$ is a tree of smooth rational curves for every $t \in Z$. Since all the connected components of $Y'_t$ have to meet at the two intersection points of $Y'_t \cap B_{Y'}^{\geq 1}$, it follows that the tree consists of just one curve. Thus, condition (5') in Definition 2.17 holds.

**Lemma 3.8.** Let $f: X \to Y$ be a projective morphism of noetherian schemes with $Y$ integral. Assume that $\dim X_y = 1$ for all $y \in Y$ and that $R^1f_*O_X = 0$. Then, we have $H^1(X_y, O_{X_y}) = 0$ for all $y \in Y$.

**Proof.** Since the question is local on the base, we may assume that $Y$ is affine. Now, let $Z \subset Y$ be a closed subset, and let $X_Z$ denote $X \times_Y Z$. The short exact sequence

$$0 \to \mathcal{I}_{X_Z} \to O_X \to O_{X_Z} \to 0$$

induces a long exact sequence of higher direct images

$$\ldots \to R^1f_*O_X \to R^1f_*O_{X_Z} \to R^2f_*\mathcal{I}_{X_Z} \to \ldots .$$

By [13, Corollary III.11.2] and the assumption on the dimension of the fibers, we have $R^2f_*\mathcal{I}_{X_Z} = 0$. Then, by $R^1f_*O_X = 0$, it follows that $R^1f_*O_{X_Z} = 0$. Notice that this settles the statement in the case $y$ is a closed point.

The above shows that the assumptions of the statement are preserved if we replace $Y$ and $X$ by $Z$ and $X_Z$, where $Z \subset Y$ is an integral closed subscheme. Now, let $y \in Y$ be a point. By the previous paragraph, we may assume that $y$ is not a closed point. Then, let $[y]$ denote the closure of $\{y\}$ in $Y$. Since $[y]$ is an integral subscheme of $Y$, by the above argument, we may replace $Y$ with $[y]$. Thus, up to relabelling, we
may assume that \( y \) is the generic point of \( Y \). Since \( Y \) is integral, we may apply generic flatness. So, up to shrinking \( Y \), we may assume that \( X \to Y \) is flat. Then, as the claim is settled over closed points, by upper semi-continuity \([13, \text{Theorem III.12.8}]\), it follows that \( H^1(X_y, \mathcal{O}_{X_y}) = 0 \). 

We conclude with the proofs of the corollaries to the main statement.

**Proof of Corollary 1.6.** The proof of \([9, \text{Theorem 1.4}]\) goes through verbatim. To this end, we observe that the notion of weak \( \mathbb{P}^1 \)-link suffices for the argument to go through.

**Proof of Corollary 1.7.** In view of Corollary 1.6, this follows exactly the same argument as \([15, \text{Corollary 4.41}]\).
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