Today is an era of data "big bang"; Internet information technology is widely used in various fields of society. As an indispensable spiritual food in people's daily life, books are increasing in number and scale. In order to better manage book information, people have introduced data mining technology. Based on this, this article takes the research and application of data mining technology in book copyright information management decision-making system as the theme, explores the role of data mining technology in book copyright information management, and aims to provide reference for our country's book copyright information management and decision-making. This article first introduces the common algorithms of data mining technology and then elaborates on the advantages and effectiveness of the association rule method in data mining. Aiming at some defects of the original Apriori algorithm of the association rule method, an improved Apriori algorithm is proposed. After taking the library book information management system and database of a university in our province as the experimental research object, the performance gap between the two algorithms is compared through experiments, and it is concluded that when the number of transaction set item records is less than 1400, the Apriori algorithm performs better, and when the number of records in the transaction set is greater than 1400, the improved Apriori algorithm is obviously more advantageous. The research results show that the introduction and application of data mining technology make the information management of books more efficient and convenient, and it is more convenient for the management and decision-making of book copyright information.
book management efficiency and quality. It can be seen that the application of data mining technology in book management is bound to be the general trend.

1.2. Related Work. Since data mining technology has been widely used in book and library management, many experts and scholars have conducted research on this aspect. Ye thinks that how to quickly retrieve the required information from the vast data information requires Web data mining technology [2]. Its algorithm and its application in information management are topics worthy of study. Nowadays, Web data mining plays an important role in information management fields such as scientific literature retrieval. Tian also said that the library will involve intellectual property issues in the provision of various services for readers and its own management, especially under the conditions of traditional services and informatization [3]. There are many intellectual property issues involved in services and management, and the characteristics are extremely complex, which requires a powerful information technology means to process and analyze it. In addition, Abu Sirhan and Abdarabbo also pointed out some methods of using digital rights management (DRM) technology to protect digital libraries, especially the methods applied in the digital library of the University of Jordan [4]. They said that at the digital library of the University of Jordan, the degree of DRM has been used. Most universities in Jordan use different protection methods, including encoding, identification, authenticity, and digital watermarking. However, Jordan University has not adopted methods including digital signatures, digital fingerprints, photocopy detection systems, and payment systems. The use of the copyright management system is restricted, which indicates that there are still certain weaknesses in the use of technical protection in the libraries surveyed. In short, there are many researches on the application of data mining technology in book information management. This article proposes a new and improved Apriori algorithm based on the research results of the predecessors, which aims to provide data mining technology in the field of book information management [5]. Wu believes that big data is widely regarded as one of the most powerful driving forces to promote productivity, improve efficiency, and support innovation. Exploring the power of big data and turning big data into big value is highly anticipated. In order to answer the interesting question of whether there is an inherent correlation between the two trends of big data and green challenges, his recent study investigated the issue of greening the entire life cycle of big data systems. He hopes to discover the relationship between the trend of the big data era and the trend of the new generation of green revolution through a comprehensive and panoramic literature survey on various green goals of big data technology, as well as discussions on related challenges and future dilemmas [6].

1.3. Innovations in This Article. Based on the introduction and research of data warehouse, online analytical processing, and data mining theory and related technologies, this paper analyzes the feasibility of applying data warehouse technology, online analytical processing technology, and data mining technology to decision support systems in university libraries. Design the data warehouse of the university library, and realize the extraction, conversion, and loading of the data of the university library into the data warehouse. The innovations of this paper are mainly reflected in the following aspects: (1) it introduces the common algorithms of data mining technology in detail and proposes an improved Apriori algorithm for the defects of the original Apriori algorithm in the association rule method. The algorithm shown in the calculation of a large number and complex transaction set data shows better performance; (2) it takes the book information management system and database of a university library in our province as an example, so that the content of the article research has a carrier and is more popular. It is easy to understand and more vivid; and (3) the theme of this article is closely related to the background of the times and has great social practical significance and discussion value.

2. Application Strategy of Data Mining Technology in the Book Copyright Information Management Decision System

2.1. Data Mining Technology

2.1.1. Overview of Data Mining. Data mining first appeared in the 1990s. At first, it was just a database system for managing simple data. Later, with the continuous development and progress of society, the database system slowly developed into the management of images, graphics, video, audio, and electronics generated by computers. Files and other complex data information are also included [7]. It can be said that data mining is a derivative of the rapid development and continuous updating of science and technology in the new era. Data mining belongs to the field of computer science [8, 9]. It is a process of finding out the laws and information hidden behind the data through algorithms from a large amount of data. In recent years, the advantages of data mining in processing data and information have been widely recognized, which has attracted great attention from the information industry, especially in the fields of economics and trade, scientific research, and resource information management [10]. Its huge database lacks effective means. Analysis and processing have become a useless empty shell. They urgently need to convert these data into useful information and knowledge to help improve the efficiency and quality of their work management and the rate of industry competition [11].

2.1.2. Data Mining Objects. Data mining has a wide range of objects, which can be digital or nonmathematical. It includes any type of data source [12]: structured, such as relational databases; semistructured and heterogeneous, such as data warehouses, text, multimedia video images, spatial data, financial time series data, Web data, etc. [13, 14]. Through the mining and analysis of these data, we can find out the hidden rules, relationships, and knowledge behind it and apply
them to information management, query optimization, decision support, and maintenance of the data itself [15, 16].

2.1.3. Steps of Data Mining

Step 1. Understand the data and clearly define it. Before conducting data mining and knowledge discovery on a database, you must first understand the data information and business problems of the database, clarify the definition and requirements of the target, and conduct targeted mining and analysis, so as to achieve the best mining effect. The knowledge and information excavated is also the most accurate and effective [17].

Step 2. Build a data mining library. After having a preliminary understanding of the original database, collect and organize effective data information [18]; then describe it, perform data quality assessment and data cleaning, and finally integrate and construct metadata to establish its own data mining library, and continue to load and maintain data mining library [19, 20].

Step 3. Process and analyze data. After the data mining library is established, the data must be processed and analyzed [21]. The purpose of the analysis is to find the data fields that have the greatest impact on the expected output. Usually, for huge databases, we will use certain statistical analysis software to assist in completing the data analysis work, such as SPSS series statistical analysis software [22].

Step 4. Prepare data. According to the analyzed data, select valid variables as useful data for establishing the model. This process involves four parts: variable selection, record selection, new variable creation, and variable conversion [23].

Step 5. Establish a data mining model. When building a model, various factors should be considered comprehensively. The selected variables should be divided into training group and test group. The data of the training group is used to build the model. After the model is established, the test group data should be used to test the accuracy of the model. The optimization of the effect after verification is the modeling success [24, 25].

Step 6. Evaluate the model. The establishment of many models is based on assumptions, and there will be many gaps in actual application. Therefore, when evaluating models, you should first select applications in a small range. After the effects are significant, they can be promoted on a large scale. From a commercial perspective, industry experts verify the correctness of the data mining results.

Step 7. Implement the application. After the model is established and verified, it can be specifically applied to examples for data mining.

2.1.4. Common Algorithms of Data Mining Technology

(i) Neural Network Algorithm. Neural network algorithm is an artificial intelligence calculation method based on computer science that imitates the structure and function of human brain neurons. It has strong self-learning ability and feedback characteristics and the ability to wirelessly approximate nonlinear functions. It can acquire knowledge through learning and training and apply knowledge and solve problems. It is a nonlinear prediction model with excellent performance. Usually the learning method of neural network is reflected in the modification and adjustment of weights. It is divided into two forms: feedforward and feedback. Common algorithms include BP neural network algorithm, radial basis neural network algorithm, and recurrent neural network algorithm. The advantage is that it is anti-interferential and can make accurate predictions for complex situations, but the disadvantage is that it is not suitable for high-dimensional predictions and often requires dimensionality reduction.

(ii) Genetic Algorithm. The genetic algorithm simulates the principle of survival of the fittest in nature and adopts a biological evolution theory that combines biological heredity and mutation, natural selection, and elimination as a machine learning method to implement rules. It has implicit parallelism and is easy to combine with other models. The advantage is that multiple types of data can be processed in parallel at the same time, but the disadvantage is that the amount of calculation is generally large and contains too many parameters, which is difficult to implement.

(iii) Decision Tree Method. Decision tree method is to establish a flowchart of a tree structure by categorizing data variables [26]. The advantage is that the whole process of decision-making can be clearly seen, and the description is simple and easy to understand, but the disadvantage is that it is difficult to find the laws and information behind the data from the combination of multiple variables.

(iv) Rough Set Method. Rough set method is specially used to deal with vague and inaccurate data analysis and statistics. It was proposed by a Polish mathematician in the 1980s. It can be used to deal with issues such as data correlation discovery and data meaning evaluation. The advantage is that the algorithm is simple, but the disadvantage is that it cannot directly deal with the problem of continuity, and the discretization of attributes is required first.

(v) Fuzzy Set Method. Fuzzy set method, as the name suggests, is to perform fuzzy analysis, fuzzy prediction, and fuzzy evaluation on problems and data. The more complex the general problem, the higher the ambiguity [27, 28].

(vi) Association Rules Law. The association rule method is to first find out the association between the problems and then mine the association rules that meet the minimum support and minimum credibility from the database.

2.2. Book Copyright Information Management and Decision-Making. With the continuous development of information technology and its implementation and application in various
2.3. Application of Data Mining Technology in Book Copyright Information Management and Decision-Making. With the progress of the times and the development of science and technology, digital libraries have gradually become the mainstream development direction of libraries. As the main storage place for books, the library has a huge amount of book materials and information data, and with the continuous increase of social demand, the library’s database is also expanding, which makes the library’s book management work complicated and arduous. The consumption of human resources has also become huge. The management and decision-making of book copyright information is essentially a process of book management, and the effective management of book work can be applied to data mining technology. The information in the library book information management system is very complex, manual processing is very slow, and the efficiency is low. Using data mining technology to analyze and process book information can well reduce the complexity and low efficiency of data processing. When data mining technology is applied to book management work, SQLServer2005 is usually used as a tool. The specific implementation includes the following steps:

(1) Choose data mining technology tools
When using data mining technology to perform data mining on objects, we must first choose the auxiliary tools of data mining technology. Usually, we use SQLServer2005 as a tool. SQLServer2005 has good scalability and the ability to independently process data and can independently simplify data processing. It can run on multiple systems such as Windows at the same time and has good compatibility. In the face of highly complex data, its good performance makes it easy to solve.

(2) Collect and clean up data
After data mining technology is selected, it is necessary to collect and filter data. First, enter the book information database, summarize all the data into a table, and then use the SQLServer2005 tool to simplify the selected data, and finally draw a simple table, and process the table to make the table manageable.

(3) Mining book copyright information data
After preliminary processing and summarization of the data, the form is embedded back into the book information management system, through the automatic classification and summary of the books, to find and complete the mining of relevant data information about the management and decision-making of book copyright information.

(4) Analyze and summarize the data obtained
After completing data mining, sort out and analyze the data information obtained, and summarize the hidden information and laws behind the data. First, compare the data obtained, and analyze the characteristics of book copyright information management and decision-making through systematic comparison, what are the types of book copyright, which books can be cited and which can only be cited after obtaining the author’s permission. After finding out these regular pieces of information, it is convenient for the library to check the images on the Internet.

3. Application of the Rule Association Method of Data Mining Technology in the Management and Decision-Making of Book Copyright Information

As mentioned above, data mining technology includes neural network algorithm, genetic algorithm, decision tree method, fuzzy set method, rough set method, association rule method, etc., in order to analyze specifically and in-depth how the data mining technology can realize the copyright information of books. For data mining of management and decision-making, this article uses the association rule method to conduct application experiments on book information management and compares the Apriori algorithm in the association rule method with the improved Apriori algorithm to discuss the best way of data mining for book information management.

3.1. Rule Association Law. The rule association method is a method to find the relationship between different data that meet the given support and credibility threshold in a given database, and it is one of the common methods for data mining. Usually, the data set for association rule mining is represented by $M$, $M = \{t_1, t_2, \ldots, t_p\}$, $t_k = \{i_1, i_2, \ldots, i_p\}$ $(k = 1, 2, \ldots, n)$ represents a transaction, and the element $i_j (j = 1, 2, \ldots, p)$ in $t_k$ represents a project. Suppose the expression of the association rule is $X \Rightarrow Y$, where $Y \subset I, Y \subset I$ and $X \cap Y = \emptyset$. Then, the ratio of the transaction set consisting of $X$ and $Y$ transactions to the transaction set consisting of all transactions is the support degree.
of the association rule \( X \Rightarrow Y \) in the transaction database \( M \), denoted by \( S(X \Rightarrow Y) \); that is,

\[
S(X \Rightarrow Y) = \frac{|\{T: X \cup Y \subseteq T, T \in M\}|}{|M|}.
\]  (1)

The ratio of the transaction set consisting of the number of transactions of \( X \) and \( Y \) to the transaction set consisting of the number of transactions of \( X \) is called the credibility of the association rule \( X \Rightarrow Y \) in the transaction set, denoted by \( C(X \Rightarrow Y) \), namely,

\[
C(X \Rightarrow Y) = \frac{|\{T: X \cup Y \subseteq T, T \in M\}|}{|\{T: X \subseteq T, T \in M\}|}.
\]  (2)

Given a transaction set \( M \), the task of data mining association rules is to mine association rules whose credibility and support are greater than the minimum credibility and the minimum support, and the parameters describing association rules generally have four, namely, confidence, support, expected confidence, and action. Support and trust of association rules are two important concepts to describe the degree of action. Support is an association rule that is used to measure whether the whole data set is statistically significant, to measure the credibility of association rules, and to help support the degree of all the items of this association rule. Users are generally interested only in association rules with high levels of support and confidence.

3.2. Apriori Algorithm and Its Algorithm Flow. Apriori algorithm is the most classic algorithm in association rules, and it is also the most influential method in mining data association rules. It uses an iterative method to search layer by layer, which increases the frequency of frequent itemset layers. When compressing the search space, it uses a character called Apriori. Generally, the idea of the Apriori algorithm is to first form the candidate item set into a specific size, then scan and calculate to form a database, and then determine whether the candidate item set is frequently used according to the database information. The specific process is as follows:

1. Scan the data of all databases, calculate the number of occurrences of each item, count the first candidate item set \( C_1 \), and then give the predetermined minimum support \( L_1 \) of the first candidate item set.

2. Calculate the second candidate item set \( C_2 \) according to \( L_1 \), and then calculate the number of occurrences of each element in \( C_2 \) according to the predetermined minimum support \( L_2 \) of the second candidate item set.

3. Repeat the above steps until \( L_K \) is produced.

4. Delete the subset of \( C_j \) \((j = 3, 4, \ldots, k)\) in the candidate set \( C_1, C_2 \). The realization of this part has two steps of connection and pruning:

   1. The connection step: \( C_1 = I \) represents the item in the transaction, the first item set \( L_1 \) is obtained by scanning the database data, and \( C_2 \) is obtained from \( L_1 \), and then the database is scanned to obtain \( L_2 \), and then \( C_3 \) is obtained from \( L_2 \), and so on. When the loop reaches the \( k \)th time, \( C_k \) is obtained from \( L_{k-1} \), if \( C_k \neq \emptyset \), then continue to scan the database to obtain \( L_k \); otherwise, the algorithm ends.

   2. The pruning step: obtain \( C_k \) at the \( k \)th scan, and obtain \( L_{k-1} \) from the \((k-1)\) scan as the item connection set, and then obtain the item set through the connection transaction, because its subset is not a frequent item set, so the \((k-1)\) item set is not a frequent item set, so it needs to be trimmed or deleted.

   (5) Use a recursive method to deduce all frequent item sets of transactions in the Apriori algorithm, as follows:

\[
L_1 = \{\text{large1 - itemsets}\};
\]

for \((k = 2; L_{k-1} \neq \emptyset; k + 1)\);

\[
C_k = \text{Apriori} - \text{gen}(L_{k-1}).
\]

Find a new candidate set \( C_k \), start execution for all speeds \( t \in M, C_t = \text{subset}(C_t, t) \) belong to the candidate set \( C_t \) of transaction \( t \), do \( C_t \) for all \( C_t \) belonging to count+, and then end.

3.3. Improved Apriori Algorithm. From the above Apriori algorithm, we can see that it has obvious shortcomings: firstly, the number of project candidate sets is too large, which will affect the calculation efficiency and reduce the effectiveness; secondly, the database needs to be scanned multiple times, which is complicated, particularly time-consuming and inefficient. Finally, the workload of support counting becomes very complicated. Therefore, this paper proposes an improved Apriori algorithm, which reduces the number of scans of the database. Based on the relational algebra theory, it only needs to scan the database once, which greatly reduces the calculation time and improves the calculation efficiency. The improved algorithm also has good parallelism and scalability. The specific algorithm is as follows:

1. Set the relationship matrix

Let \( H \) represent transaction database, \( T = \{t_1, t_2, \ldots, t_m\} \) and \( I = \{i_1, i_2, \ldots, i_j, \ldots, i_n\} \) represent transaction set and item set, matrix

\[
R = [r_{kj}] = \begin{cases} 1, \\ 0. \end{cases} \]  \(k = 1, 2, \ldots, m; j = 1, 2, \ldots, n\)

Among them, \( k = 1, 2, \ldots, m; j = 1, 2, \ldots, n \) represents the binary relationship matrix from \( T \) to \( I \):

\[
R = \begin{bmatrix} r_{11}, r_{12}, \ldots, r_{1n} \\ r_{21}, r_{22}, \ldots, r_{2n} \\ \vdots \vdots \vdots \vdots \\ r_{m1}, r_{m2}, \ldots, r_{mn} \end{bmatrix}.
\]  (5)

Among them, the value \( r_{kj} \) of the \( j \)th item included in the \( k \)th transaction is 1, and the value \( r_{kj} \) of the \( j \)th
item not included in the kth transaction is 0. Thus, the support degree of the jth attribute of the first item set is \( \sum_{k=1}^{m} r_{kj} / m \).

(2) Improve algorithm content

First, generate the first frequent itemset, input data: minimum support threshold \( t \) and relation matrix \( R \); output data: the first frequent itemset \( \{j\} \).

For \( j = 1, 2, \ldots, n \)
\[ f_j = 0 \]
For \( j = 1, 2, \ldots, m \)
\[ f_j = f_j + r_{ij} \]
For \( j = 1, 2, \ldots, n \)
If \( (f_j > t) \)
Then output the first frequent itemset \( \{j\} \)

Assuming that the first frequent itemset set is \( D \), where \( d_i \) stores the first frequent itemset corresponding to it, \( i = 1, 2, \ldots, s \); that is, there are s elements in \( \{d_i, d_j\} \), then the support for the second frequent itemset set of is \( \sum_{p=1}^{m} (r_{pa}, and, r_{pa}) / m \).

3.4. Specific Application of the Association Rule Method in Book Copyright Information Management and Decision System. In the face of such a huge library, how to quickly and accurately find the book they want from the huge amount of books has always been plagued by this problem. The library of colleges and universities has a huge collection of books, its library management system is very extensive, and it stores a lot of information. In order to realize the effective management of book information, improve the efficiency of book management, and help teachers and students to retrieve and find the books and materials they need faster and better, many colleges and universities have introduced digital mining technology into the library book information management system. Among them, the management of books is not only convenient for people to find, the copyright protection of books is also part of the library management work. In order to explore how data mining technology realizes the effective management of library book information, this article takes a university library in our province as an example to investigate how it applies digital mining technology to library book information management and explores its application effect situation. The specific application situation and effect will be discussed and introduced in detail in the fourth section of this article.

4. Application of Data Mining Technology in Book Copyright Information Management and Decision-Making System and Its Effect Analysis

In the third section of this article, we specifically introduced the association rule method of data mining technology and its Apriori algorithm and improved Apriori algorithm and cited a specific case. Taking a university library in our province as a specific example, we explored the data mining technology in its application in library book information management. In this section, we will introduce the application of Apriori algorithm and improved Apriori algorithm in the book information management of the university library in detail and carry out specific analysis and discussion on its application effects.

4.1. Data Mining of Book Information and Establishment of Data Warehouse. After investigation, the library of the school has a history of more than 60 years. The library has a rich collection of books and a large and extensive library management system. Therefore, we should first sort and summarize the original book information database of the school library, establish a new data warehouse, and then use data mining technology to conduct data mining and cluster analysis on the data information in the data warehouse. Data warehouse is a kind of data storage and data organization. It is responsible for providing data sources. It is to further extract, process, and integrate data in the original database, and it is constantly updated as the content of new data increases. The structure of the data mining system is shown in Figure 1.

Table 1 presents the information of some books borrowed by the students of the School of Economics and Management of the university.

Use the association rule method to perform data mining on the data in Table 1. The calculation shows that \( S(1, 2) = 0.14, S(1, 3) = 0.25, S(1, 4) = 0.14, S(2, 3) = 0.36, S(2, 4) = 0.38, \) and \( S(3, 4) = 0.79; \) analysis shows that \( S(3, 4) \) has the highest degree of support, which means that the probability of both "Management Practice" and "Management: Tasks, Responsibilities, Practices" students is 79%, because these two courses are professional books for the students of the School of Economics and Management. Although "Economic Management" has the largest number of borrowers, the possibility of borrowing the other three books at the same time is relatively low. After further analysis of the data, it is found that most of the borrowers of the book are lower-grade students.

4.2. Comparison of the Effect of Apriori Algorithm and Improved Apriori Algorithm. Taking the book borrowing data warehouse of the university library as the original database, Apriori algorithm and improved Apriori algorithm were used to conduct association rule data mining and analysis, respectively. Data mining was conducted on the 25697 book borrowing detailed catalogs stored in the data warehouse in the past two years, from which we obtained 7,905 book borrowing detailed catalogs, which are related to the top 50 books that have been borrowed. The comparison of the effects of the Apriori algorithm and the improved Apriori algorithm is shown in Table 2 and Figure 2.

It can be seen from Table 2 that compared with the original Apriori algorithm, the improved Apriori algorithm has significantly improved the efficiency of data mining. As the number of transactions in the data warehouse increases, the superiority of improving the efficiency of the Apriori algorithm in the calculation of frequent itemsets will be
more and more manifested. Through experimental comparison, the minimum support degree is 10 and the minimum credibility is 0.4. It can be seen from Figure 2 that when the transaction set is below 1400, the original Apriori algorithm is better, but as the number of transaction set records exceeds 1400, the performance effect of the improved Apriori algorithm is significantly higher than the original Apriori algorithm.

4.3. Implementation of the Improved Apriori Algorithm in Book Information Management. In order to further explore and improve the outstanding performance of Apriori algorithm in book information management, we once again use the university’s book borrowing database as a sample for data mining. The types and times of book borrowing in each college are shown in Figure 3. The borrowing ratio is shown in Figure 4.

From Figures 3 and 4, we can see that literature, history, and geography books have a relatively high number of borrowing in each college, and they account for a relatively large proportion of the total number of books borrowed, of which literature books account for the largest, reaching 29.2%. Due to the focus of majors, the corresponding books borrowed by the colleges are more biased towards the majors they have studied. Among them, the School of Economics, the School of Foreign Languages, the School of Art, the School of Agriculture, and the School of Computer Science are the most prominent. In Figure 4, philosophy, politics and law, military, natural science, and agriculture books are the least borrowed, accounting for only 0.9%, 1.25, 0.5%, 1.5%, and 1.2% of the total book borrowing volume, respectively.

| Number | Book name | Total number of loans | Number of students borrowed from the School of Economics and Management |
|---|---|---|---|
| 1 | Principles of Economics | 251 | 180 |
| 2 | Management | 163 | 123 |
| 3 | Management Practice | 120 | 95 |
| 4 | Management: Tasks, Responsibilities, Practices | 96 | 80 |

| Number of transactions | Association rules | Apriori | Improved Apriori |
|---|---|---|---|
| 1200 | 26 | 36 | 41 |
| 1567 | 48 | 78 | 83 |
| 1890 | 47 | 167 | 156 |
| 2145 | 48 | 268 | 236 |
Military books have the least amount of borrowing. Through the analysis of the data, it shows that the reading hobby of the students in this school tends to be historical and literature and that literature books have a faster turnover and larger circulation than science books; it also reflects that the number of natural science books in the school library is less than that of history. Literary books, and quite a few are outdated, should be supplemented in time.
5. Conclusions

With the development of social economic and the improvement of people's living standards, more and more people are beginning to pay attention to the improvement of spiritual realm and the cultivation of knowledge and sentiment. Books have been called people’s spiritual food since ancient times, and they are used in people’s daily leisure and entertainment life; they occupy a very heavy weight. As a place for teaching and educating people, the library has the largest and most complex collection of books. How to realize the effective management of book information in the library has always been one of the most troublesome problems for universities.

The rapid development of information technology and network technology has brought tremendous convenience to people’s production and life. With the continuous improvement of network and informatization, the effective management of library information has become possible. Digital mining technology is an emerging big data processing and analysis method, which has the ability to quickly process and analyze data, and can find the information and laws hidden behind the data. Applying data mining technology to the book information relation system can realize the effective management of book information.

Among the various algorithms of data mining technology, the association rule method shows great advantages, but its original Apriori algorithm has certain limitations. It only shows great advantages in a small-scale transaction set project, while the number of the library information materials is generally huge and complicated. The original Apriori algorithm cannot meet the ideal requirements for the data processing of its database. For this reason, this research proposes an improved Apriori algorithm. Improved Apriori algorithm shows better performance advantage in the face of big data calculation.
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