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Abstract. We study the isomorphic implication problem for Boolean constraints. We show that this is a natural analog of the subgraph isomorphism problem. We prove that, depending on the set of constraints, this problem is in P, NP-complete, or NP-hard, coNP-hard, and in P$^\perp$. We show how to extend the NP-hardness and coNP-hardness to P$^\perp$-hardness for some cases, and conjecture that this can be done in all cases.

1 Introduction

One of the most interesting and well-studied problems in complexity theory is the graph isomorphism problem (GI). This is the problem of determining whether two graphs are isomorphic, i.e., whether there exists a renaming of vertices such that the graphs become equal. This is a fascinating problem, since it is the most natural example of a problem that is in NP, not known to be in P, and unlikely to be NP-complete (see [KST93]).

The obvious analog of graph isomorphism for Boolean formulas is the formula isomorphism problem. This is the problem of determining whether two formulas are isomorphic, i.e., whether we can rename the variables such that the formulas become equivalent. This problem has the same behavior as the graph isomorphism problem one level higher in the polynomial hierarchy: The formula isomorphism problem is in $\Sigma^p_2$, NP-hard, and unlikely to be $\Sigma^p_2$-complete [AT00].

Note that graph isomorphism can be viewed as a special case of Boolean isomorphism, since graph isomorphism corresponds to Boolean isomorphism for 2-positive-CNF formulas, in the following way: Every graph $G$ (without isolated vertices) corresponds to the (unique) formula $\bigwedge_{\{i,j\} \in E(G)} x_i \wedge x_j$. Then two graphs without isolated vertices are isomorphic if and only if their corresponding formulas are isomorphic.

One might wonder what happens when we look at other restrictions on the set of formulas. There are general frameworks for looking at all restrictions on
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Boolean formulas: The most often used is the Boolean constraint framework introduced by Schaefer [Sch78]. Basically (formal definitions can be found in the next section) we look at formulas as CNF formulas (or sets of clauses) where each clause is an application of a constraint (a \( k \)-ary Boolean function) to a list of variables. Each finite set of constraints gives rise to a new language, and so there are an infinite number of languages to consider. Schaefer studied the satisfiability problem for all finite sets of constraints. He showed that all of these satisfiability problems are either in \( P \) or \( NP \)-complete, and he gave a simple criterion to determine which of the cases holds.

The last decade has seen renewed interest in Schaefer’s result, and has seen many dichotomy (and dichotomy-like) theorems for problems related to the satisfiability of Boolean constraints. For example, such results were obtained for the maximum satisfiability problem [Cre95], counting satisfying assignments [CH96], the inverse satisfiability problem [KS98], the unique satisfiability problem [Jua99], the minimal satisfying assignment problem [KK01], approximability problems [KSIAW01], and the equivalence problem [BHRV02]. For an excellent survey of dichotomy theorems for Boolean constraint satisfaction problems, see [CKS01].

Most of the results listed above were proved using methods similar to the one used by Schaefer [Sch78]. A more recent approach to proving results of this form is with the help of the so-called algebraic approach [Lej98, JCG97, BKJ00]. This approach uses the clone (closed classes) structure of Boolean functions called Post’s lattice, after Emil Post, who first identified these classes [Pos44]. A good introduction of how this can be used to obtain short proofs can be found in [BKR04]. However, this approach does not work for isomorphism problems, because it uses existential quantification.

For the case of most interest for this paper, the Boolean isomorphism problem for constraints, Böhler et al. [BHRV02, BHRV04, BHRV03] have shown that this problem is in \( P \), \( GI \)-complete, or \( GI \)-hard, \( coNP \)-hard, and in \( P_{||}^{NP} \) (the class of problems solvable in polynomial time with one round of parallel queries to \( NP \)). As in Schaefer’s theorem, simple properties of the set of constraints determine the complexity.

A problem closely related to the graph isomorphism problem is the subgraph isomorphism problem. This is the problem, given two graphs \( G \) and \( H \), to determine whether \( G \) contains a subgraph isomorphic to \( H \). In contrast to the graph isomorphism problem, the subgraph isomorphism problem can easily be seen to be \( NP \)-complete (it contains, for example, CLIQUE, HAMILTONIAN CYCLE, and HAMILTONIAN PATH).

To further study the relationship between the isomorphism problems for graphs and constraints, we would like to find a relation \( R \) on constraints that is to isomorphism for constraints as the subgraph isomorphism problem is to graph isomorphism.

Such a relation \( R \) should at least have the following properties:

1. A graph \( G \) is isomorphic to a graph \( H \) if and only if \( G \) contains a subgraph isomorphic to \( H \) and \( H \) contains a subgraph isomorphic to \( G \). We want the
The subgraph isomorphism problem should be a special case of the decision problem induced by $\mathcal{R}$, in the same way as the graph isomorphism problem is a special case of the constraint isomorphism problem. In particular, for $G$ and $H$ graphs, let $S(G)$ and $S(H)$ be their (standard) translations into sets of constraint applications of $\lambda xy.(x \lor y)$, i.e., $S(G) = \{x_i \lor x_j \mid \{x_i, x_j\} \in E(G)\}$ and $S(H) = \{x_i \lor x_j \mid \{x_i, x_j\} \in E(H)\}$. For $G$ and $H$ graphs without isolated vertices, $G$ is isomorphic to $H$ if and only if $S(G)$ is isomorphic to $S(H)$. We want $G$ to have a subgraph isomorphic to $H$ if and only if $S(G) \mathcal{R} S(H)$.

Borchert et al. \cite{BRS98} p. 692 suggest using the subfunction relations $\succ_v$, and $\succ_{cv}$ as analogs of subgraph isomorphism. These relations are defined as follows. For two formulas $\phi$ and $\psi$, $\phi \succ_v \psi$ if and only if there exists a function $\pi$ from variables to variables such that $\pi(\phi)$ is equivalent to $\psi$. $\phi \succ_{cv} \psi$ if and only if there exists a function $\pi$ from variables to variables and constants such that $\pi(\phi)$ is equivalent to $\psi$. Borchert and Ranjan \cite{BR93} show that these relations satisfy our first desirable property, i.e., $S$ is isomorphic to $U$ if and only if $S \succ_v U$ and $U \succ_v S$, and that $S$ is isomorphic to $U$ if and only if $S \succ_{cv} U$ and $U \succ_{cv} S$. They also show that the problem of determining whether $\phi \succ_{cv} \psi$, for unrestricted Boolean formulas, are $\Sigma^p_2$-complete.

But Borchert et al.’s subfunction relations will not give the second desirable property. Consider, for example, the graphs $G$ and $H$ such that $V(G) = V(H) = \{1, 2, 3\}$, $E(G) = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}$, and $E(H) = \{\{1, 2\}, \{1, 3\}\}$. Clearly, $G$ contains a subgraph isomorphic to $H$, but $(x_1 \lor x_2) \land (x_1 \lor x_3) \land (x_2 \lor x_3) \not\succ_{cv} (x_1 \lor x_2) \land (x_1 \lor x_3)$.

How could the concept of a subgraph be translated to sets of constraint applications? As a first attempt at translating subgraph isomorphism to constraint isomorphism one might try the following: For sets of constraint applications $S$ and $U$, does there exist a subset $\tilde{S}$ of $S$ that is isomorphic to $U$. Certainly, such a definition satisfies the second desired property. But this definition does not satisfy the first desired property, since it is quite possible for sets of constraint applications to be equivalent without being equal.

We claim that isomorphic implication satisfies both desired properties, and is a natural analog of the subgraph isomorphism problem for Boolean constraints.

For $S$ and $U$ sets of constraint applications over variables $X$, we say that $S$ isomorphically implies $U$ (notation: $S \Rightarrow U$) if and only if there exists a permutation $\pi$ on $X$ such that $\pi(S) \Rightarrow U$. In Section 4 we show that, depending on the set of constraints, the isomorphic implication problem is in $\text{P, NP-complete, or NP-hard, coNP-hard, and in P}^{\text{NP}}$. Our belief is that the isomorphic implication problem is $P_{\text{NP}}$-complete for all the cases where it is both NP-hard and coNP-hard. In Section 4 we prove this conjecture for some cases.
2 Preliminaries

We will mostly use the constraint terminology from [CKS01].

Definition 1. 1. A constraint \( C \) (of arity \( k \)) is a Boolean function from \( \{0,1\}^k \)
to \( \{0,1\} \).
2. If \( C \) is a constraint of arity \( k \), and \( z_1, z_2, \ldots, z_k \) are (not necessarily distinct)
variables, then \( C(z_1, z_2, \ldots, z_k) \) is a constraint application of \( C \).
3. If \( C \) is a constraint of arity \( k \), and for \( 1 \leq i \leq k \), \( z_i \) is a variable or
a constant (0 or 1), then \( C(z_1, z_2, \ldots, z_k) \) is a constraint application of \( C \)
with constants.
4. If \( S \) is a set of constraint applications [with constants] and \( X \) is a set of
variables that includes all variables that occur in \( S \), we say that \( S \) is a set
of constraint applications [with constants] over variables \( X \).

Definition 2. Let \( C \) be a \( k \)-ary constraint.

- \( C \) is 0-valid if \( C(0, \ldots, 0) = 1 \).
- \( C \) is 1-valid if \( C(1, \ldots, 1) = 1 \).
- \( C \) is Horn (or weakly negative) if \( C(x_1, \ldots, x_k) \) is equivalent to a CNF
formula where each clause has at most one positive literal.
- \( C \) is anti-Horn (or weakly positive) if \( C(x_1, \ldots, x_k) \) is equivalent to a CNF
formula where each clause has at most one negative literal.
- \( C \) is bijunctive if \( C(x_1, \ldots, x_k) \) is equivalent to a 2CNF formula.
- \( C \) is affine if \( C(x_1, \ldots, x_k) \) is equivalent to an XOR-CNF formula.
- \( C \) is 2-affine (or affine of width 2) if \( C(x_1, \ldots, x_k) \) is equivalent to an XOR-
CNF formula, such that every clause contains at most two literals.
- \( C \) is complementive (or \( C \)-closed) if for every \( s \in \{0,1\}^k \), \( C(s) = C(\overline{s}) \),
where \( \overline{s} \in \{0,1\}^k =_{def} (1, \ldots, 1) - s \), i.e., \( \overline{s} \) is obtained by flipping every bit
of \( s \).

Let \( C \) be a finite set of constraints. We say \( C \) is 0-valid, 1-valid, Horn, anti-
Horn, bijunctive, affine, 2-affine, or complementive, if every constraint \( C \in C \)
has this respective property. We say that \( C \) is Schaefer if \( C \) is Horn, anti-Horn,
affine, or bijunctive.

Definition 3 ([BHRV02]). Let \( C \) be a finite set of constraints.

1. ISO\((C)\) is the problem, given two sets \( S \) and \( U \) of constraint applications of \( C \)
over variables \( X \), to decide whether \( S \) is isomorphic to \( U \) (denoted by \( S \cong U \)),
i.e., whether there exists a permutation \( \pi \) of \( X \) such that \( \pi(S) \equiv U \); Here
\( \pi(S) \) is the set of constraint applications that results when we simultaneously
replace every variable \( x \) in \( S \) by \( \pi(x) \).
2. ISO\(_C\)(\(C\)) is the problem, given two sets \( S \) and \( U \) of constraint applications
of \( C \) with constants, to decide whether \( S \) is isomorphic to \( U \).

Theorem 4 ([BHRV02,BHRV04,BHRV03]). Let \( C \) be a finite set of con-
straints.
1. If $\mathcal{C}$ is not Schaefer, then $\text{ISO}(\mathcal{C})$ and $\text{ISO}_c(\mathcal{C})$ are coNP-hard, GI-hard, and in $\text{P}^{\text{NP}}$.

2. If $\mathcal{C}$ is Schaefer and not 2-affine, then $\text{ISO}(\mathcal{C})$ and $\text{ISO}_c(\mathcal{C})$ are polynomial-time many-one equivalent to GI.

3. Otherwise, $\mathcal{C}$ is 2-affine and $\text{ISO}(\mathcal{C})$ and $\text{ISO}_c(\mathcal{C})$ are in $\text{P}$.

The isomorphic implication problem combines isomorphism with implication in the following way.

**Definition 5.** Let $\mathcal{C}$ be a finite set of constraints.

1. $\text{ISO-IMP}(\mathcal{C})$ is the problem, given two sets $S$ and $U$ of constraint applications of $\mathcal{C}$ over variables $X$, to decide whether $S$ isomorphically implies $U$ (denoted by $S \equiv_U U$), i.e., whether there exists a permutation $\pi$ of $X$ such that $\pi(S) \Rightarrow U$. Here $\pi(S)$ is the set of constraint applications that results when we simultaneously replace every variable $x$ in $S$ by $\pi(x)$.

2. $\text{ISO-IMP}_c(\mathcal{C})$ is the problem, given two sets $S$ and $U$ of constraint applications of $\mathcal{C}$ with constants, deciding whether $S$ isomorphically implies $U$.

To show that this definition is well defined we need to show that if $S$ and $U$ are sets of constraint applications over variables $X$, $Y$ is a set of variables disjoint from $X$, and there exists a permutation $\pi$ of $X \cup Y$ such that $\pi(S) \Rightarrow U$, then there exists a permutation $\rho$ of $X$ such that $\rho(S) \Rightarrow U$.

Suppose that $\pi$ is a permutation of $X \cup Y$ such that $\pi(S) \Rightarrow U$ and $\{\{y \in Y \mid \pi(y) \in X\}\}$ is minimal and at least one. Let $x, x' \in X$ and $y, y' \in Y$ be such that $\pi(x') = y$ and $\pi(y') = x$. Define a new permutation $\rho$ as follows: $\rho(x') = x, \rho(y') = y$, and $\rho(z) = \pi(z)$ for all $z \in (X \cup Y) - \{x', y'\}$. We will show that $\rho(S) \Rightarrow U$. This is a contradiction, since $\{\{y \in Y \mid \rho(y) \in X\}\} = \{\{y \in Y \mid \pi(y) \in X\}\} - 1$.

Let $Z$ be a list of the variables in $(X \cup Y) - \{x, y\}$. Suppose that $\rho(S)(Z, x, y) \neq U(Z, x, y)$. Then there exists a string $s \in \{0, 1\}^{||Z||}$ and $a, b \in \{0, 1\}$ such that $\rho(S)(s, a, b) = 1$ and $U(s, a, b) = 0$. Since $y$ does not occur in $U$, $U(s, a, b)$ is 0. Hence, since $\pi(S)(Z, x, y) \Rightarrow U(Z, x, y)$, it follows that $\pi(S)(s, a, b) = 0$ and $\pi(S)(s, a, b) = 0$. Since $y'$ does not occur in $S$, $x$ does not occur in $\pi(S)$, and so $\pi(S)(s, b, a) = 0$ and $\pi(S)(s, b, a) = 0$. It follows that $\pi(S)(s, x, y) = 0$. But note that $\pi(S)(s, b, a) = \rho(S)(s, a, b) = 1$. This is a contradiction.

**Definition 6.** 1. The graph isomorphism problem is the problem, given two graphs $G$ and $H$, to decide whether $G$ and $H$ are isomorphic, i.e., whether there exists a bijection $\pi$ from $V(G)$ to $V(H)$ such that $\pi(G) = H$. $\pi(G)$ is the graph such that $V(\pi(G)) = \{\pi(v) \mid v \in V(G)\}$ and $E(\pi(G)) = \{\{\pi(v), \pi(w)\} \mid \{v, w\} \in E(G)\}$.

2. The subgraph isomorphism problem is the problem, given two graphs $G$ and $H$, to decide whether $G$ contains a subgraph isomorphic to $H$, i.e., whether there exists a graph $G'$ such that $V(G') \subseteq V(G)$ and $E(G') \subseteq E(G)$ and $G'$ is isomorphic to $H$.

**Theorem 7** ([GJ79] [Coo71]). The subgraph isomorphism problem is NP-complete.
Corollary 8. The subgraph isomorphism problem for graphs without isolated vertices is NP-complete.

3 Subgraph Isomorphism and Isomorphic Implication

We will now show that the isomorphic implication problem is a natural analog of the subgraph isomorphism problem, in the sense explained in the introduction.

Lemma 9. 1. Let $S$ and $U$ be sets of constraint applications of $C$ with constants. Then $S \models U$ if and only if $S \rightarrow U$ and $U \rightarrow S$.

2. For graphs $G$ and $H$ without isolated vertices, $G$ contains a subgraph isomorphic to $H$ if and only if $S(G) \rightarrow S(H)$, where $S$ is the “standard” translation from graphs to sets of constraint applications of $\lambda xy. x \lor y$, i.e., for $G$ a graph, $S(G) = \{x_i \lor x_j \mid \{i, j\} \in E(G)\}$.

Proof.

1. We claim that $S \models U$ if and only if $S \rightarrow U$ and $U \rightarrow S$. The left-to-right direction is immediate. For the converse, let $X$ be the set of variables that occur in $S \cup U$. Suppose that $\pi$ is a permutation of the variables occurring in $S \cup U$ such that $\pi(S) \Rightarrow U$ and that $\rho$ is a permutation of $X$ such that $\rho(U) \Rightarrow S$. Suppose for a contradiction that $\pi(S) \not\models U$. Then there exists an assignment that satisfies $U$, and that does not satisfy $\pi(S)$. Since $\rho(U) \Rightarrow S$, there are at least as many satisfying assignments for $\pi(S)$ as for $U$. It follows that there exists an assignment that satisfies $\pi(S)$ and not $U$. But that contradicts the assumption that $\pi(S) \Rightarrow U$.

2. Let $G$ and $H$ be graphs without isolated vertices. We will show that $G$ contains a subgraph isomorphic to $H$ if and only if $S(G) \rightarrow S(H)$.

For the left-to-right direction, let $G'$ be a subgraph of $G$ such that $G' \models H$. Let $\pi$ be a bijection from the vertices of $G'$ to the vertices of $H$ such that $\pi(G') = H$. Let $\rho$ be a permutation of the variables occurring in $S(G) \cup S(H)$ such that $\rho(x_i) = x_{\pi(i)}$ for all $i \in V(G')$. It is easy to see that $\rho(S(G')) = S(\pi(G')) = S(H)$. Since $G'$ is a subgraph of $G$, $S(G') \subseteq S(G)$. It follows that $S(H) \subseteq \rho(S(G'))$, and thus, $\rho(S(G)) \Rightarrow S(H)$.

For the converse, suppose that $S(G) \rightarrow S(H)$. Let $\rho$ be a permutation on the variables occurring in $S(G) \cup S(H)$ such that $\rho(S(G)) \Rightarrow S(H)$. It is easy to see that if $\rho(S(G)) \Rightarrow x_i \lor x_j$, then $x_i \lor x_j \in \rho(S(G))$. It follows that $S(H) \subseteq \rho(S(G'))$. Let $G'$ be such that $S(H) = \rho(S(G'))$ and $G'$ does not have isolated vertices (take $G' = \pi^{-1}(H)$). Since $\rho(S(G')) \subseteq \rho(S(G))$, it follows that $S(G') \subseteq S(G)$, and thus, $G'$ is a subgraph of $G$. Since $S(H) = \rho(S(G'))$ and $H$ and $G'$ do not contain isolated vertices, it follows that $G'$ is isomorphic to $H$.
4 Complexity of the Isomorphic Implication Problem

The following theorem gives a trichotomy-like theorem for the isomorphic implication problem.

**Theorem 10.** Let \( \mathcal{C} \) be a finite set of constraints.

1. If every constraint in \( \mathcal{C} \) is equivalent to a constant or a conjunction of literals, then ISO-IMP(\( \mathcal{C} \)) and ISO-IMP\( _c(\mathcal{C}) \) are in \( \mathbb{P} \).
2. Otherwise, if \( \mathcal{C} \) is Schaefer, then ISO-IMP(\( \mathcal{C} \)) and ISO-IMP\( _c(\mathcal{C}) \) are NP-complete.
3. If \( \mathcal{C} \) is not Schaefer, then ISO-IMP(\( \mathcal{C} \)) and ISO-IMP\( _c(\mathcal{C}) \) are NP-hard, coNP-hard, and in \( \mathbb{P}^{\mathbb{NP}} \).

4.1 Upper bounds

The NP upper bound for sets of constraints that are Schaefer is easy to see.

**Claim 11** If \( \mathcal{C} \) is Schaefer, then ISO-IMP\( _c(\mathcal{C}) \) is in \( \mathbb{NP} \).

**Proof.** Let \( S \) and \( U \) be sets of constraint applications of \( \mathcal{C} \) with constants over variables \( X \). Then \( S \Rightarrow U \) if and only if there exists a permutation \( \pi \) of \( X \) such that \( \pi(S) \Rightarrow U \). Clearly, \( \pi(S) \Rightarrow U \) if and only if \( \pi(S) \cup U \equiv \pi(S) \). Since \( \mathcal{C} \) is Schaefer, it can be determined in polynomial time whether two sets of constraint applications of \( \mathcal{C} \) with constants are equivalent [BHRV02, Theorem 6].

**Claim 12** For any finite set \( \mathcal{C} \) of constraints, ISO-IMP\( _c(\mathcal{C}) \) is in \( \mathbb{NP} \).

**Proof.** (Similar to the argument before [BHRV02 Corollary 23].) Let \( S \) and \( U \) be sets of constraint applications of \( \mathcal{C} \) with constants. Let \( X \) be the set of all variables that occur in \( S \cup U \). From [BHRV02 proof of Claim 22], we know that we can in polynomial time with parallel access to NP compute the set of all constraint applications of \( \mathcal{C} \) with constants over \( X \) that are implied by \( S \). Call this set \( \hat{S} \). It is easy to see that \( \pi(S) \Rightarrow U \) if and only if \( U \subseteq \hat{S} \). It takes one query to NP to find out whether there exists such a permutation. Since two rounds of queries to NP are the same as one round of queries to NP [BH91], it follows that we can determine whether \( S \Rightarrow U \) in \( \mathbb{NP} \).

**Claim 13** Let \( \mathcal{C} \) be a finite set of constraints such that every constraint is equivalent to a constant or to a conjunction of literals. Then ISO-IMP\( _c(\mathcal{C}) \) is in \( \mathbb{P} \).

**Proof.** Let \( S \) and \( U \) be sets of constraint applications of \( \mathcal{C} \) with constants. We will view \( S \) and \( U \) as sets of literals and constants. We first consider the case where \( S \) or \( U \) is equivalent to a constant. Note that it is easy to check if a set \( X \) of literals and constants is equivalent to 0 or 1, since \( X \) is equivalent to 1 and only if \( X = \{1\} \), and \( X \) is equivalent to 0 if and only if \( 0 \in X \) or \( \{p, \overline{p}\} \subseteq X \) for some variable \( p \). It is easy to see that if \( S \) or \( U \) is equivalent to a constant, then determining whether \( S \Rightarrow U \) takes polynomial time, since
– If $S \equiv 1$, then $S \equiv U$ iff $U \equiv 1$.
– If $S \equiv 0$ or $U \equiv 1$, then $S \not\equiv U$.
– If $U \equiv 0$, then $S \equiv U$ iff $S \equiv 0$.

It remains to consider the case that neither $S$ nor $U$ is equivalent to a constant. We claim that in this case, $S \equiv U$ iff the number of positive literals in $S$ is greater or equal than the number of positive literals in $U$ and the number of negative literals in $S$ is greater or equal than the number of negative literals in $U$. This completes the proof of Claim [13]. It remains to show the above claim.

First suppose that $\pi$ is a permutation of the variables of $S \cup U$ such that $\pi(S) \Rightarrow U$. Since $\pi(S) - \{1\}$ is a satisfiable set of literals, it follows that, for all literals $\ell$, if $\pi(S) \Rightarrow \ell$, then $\ell \in \pi(S)$. This implies that $U - \{1\} \subseteq \pi(S)$, and thus the number of positive literals in $\pi(S)$ is greater or equal than the number of positive literals in $U$ and the number of negative literals in $\pi(S)$ is greater or equal than the number of negative literals in $U$.

For the converse, suppose that the number of positive literals in $S$ is greater or equal than the number of positive literals in $U$ and the number of negative literals in $S$ is greater or equal than the number of negative literals in $U$. Since no variable occurs both positively and negatively in $S$ or $U$, it is easy to compute a permutation $\pi$ of the variables in $S \cup U$ such that every variable that occurs positively in $U$ is mapped to by a variable that occurs positively in $S$ and such that every variable that occurs negatively in $U$ is mapped to by a variable that occurs negatively in $S$. It is immediate that $U - \{1\} \subseteq \pi(S)$, and thus $S \equiv U$. □

4.2 Lower bounds

When proving dichotomy or dichotomy-like theorems for Boolean constraints, the proofs of some of the lower bounds are generally most involved. In addition, proving lower bounds for the case without constants is often a lot more involved than the proofs for the case with constants. This is particularly true in the case for isomorphism problems, since here, we cannot introduce auxiliary variables.

The approach taken in [BHRV02, BHRV04, BHRV03], which examine the complexity of the isomorphism problem for Boolean constraints, is to first prove lower bounds for the case with constants, and then to show that all the hardness reductions can be modified to obtain reductions for the cases without constants.

In contrast, in this paper we will prove the lower bounds directly for the case without constants. We have chosen this approach since careful analysis of the cases shows that proving the NP lower bounds boils down to proving NP-hardness for ten different cases (far fewer than in the isomorphism paper).

It should be noted that our NP lower bound results do not at all follow from the lower bound results for the isomorphism problem. This is also made clear by comparing Theorems [4] and [10]. In some cases, the complexity jumps from P to NP-complete, in other cases we jump from GI-hard to NP-complete.

Lemma 14. Let $C$ be a $k$-ary constraint such that $C(x_1, \ldots, x_k)$ is not equivalent to a conjunction of literals. Then there exists a set of constraint applications of $C$ that is equivalent to one of the following ten constraint applications:
\[ t \land (x \lor y), \neg t \land (x \lor y), \neg t \land (x \lor \neg y), t \land (x \lor y), t \land (x \iff y), t \land (x \lor y), t \land (x \lor y), \]
\[ t \land (x \lor y), t \land (\neg y), t \land (x \lor y), t \land (x \lor y), \]
\[ t \land (x \lor y), t \land (x \lor y), t \land (x \lor y), t \land (x \lor y), t \land (x \lor y). \]

**Proof.** Let \( C \) be a \( k \)-ary constraint such that \( C(x_1, \ldots, x_k) \) is not equivalent to a conjunction of literals. First suppose that \( C \) is not 2-affine. It follows from \[ \text{BHRV03, Lemma 24} \] that there exists a set \( S \) of constraint applications of \( C \) such that \( S \) is equivalent to \( \exists y, \exists y, x \lor y, x \iff y, t \land (x \lor y), t \land (x \iff y), t \land (x \lor y) \). If \( S(t, x, y) \) is equivalent to \( t \land (x \lor y) \), then \( S(t, x, y) \cup S(t, y, x) \) is equivalent to \( t \land (x \lor y). \) If \( S(f, x, y) \) is equivalent to \( \neg t \land (x \lor y), \) then \( S(f, x, y) \cup S(f, y, x) \) is equivalent to \( \neg t \land (x \lor y). \)

The only case that needs more work is the case that \( S(x, y) \) is equivalent to \( \exists y \). From the proofs of Theorems 15 and 17 of \[ \text{BHRV03}, \] it follows that there exists a constraint application \( A \) of \( C \) such that \( A(0, 1, x, y) \) is equivalent to \( x \lor y, \exists y, x \lor y, x \lor y, x \lor y, t \land (x \lor y) \). It follows that \( S(f, t) \cup \{ A(f, t, x, y), A(f, t, y, x) \} \) is equivalent to \( t \land t \land (x \lor y), \neg t \land t \land (x \lor y), \neg t \land t \land (x \lor y) \). This completes the proof for the case that \( C \) is not 2-affine.

To finish the proof of Lemma 14, suppose that \( C \) is 2-affine. Since \( C(x_1, \ldots, x_k) \) is not equivalent to a conjunction of literals, it is also not equivalent to 0, and it follows from \[ \text{BHRV03, Lemma 9} \] that \( C(x_1, \ldots, x_k) \) is equivalent to a formula of the form

\[
\bigwedge_{x \in Z} \neg t \land \bigwedge_{x \in O} x \land \ell \left( \left( \bigwedge_{i=1}^\ell x \land \bigwedge_{y \in Y_i} \neg y \right) \lor \left( \bigwedge_{i=1}^\ell x \land \bigwedge_{y \in Y_i} y \right) \right),
\]

where \( Z, O, X_1, Y_1, \ldots, X_\ell, Y_\ell \) are pairwise disjoint subsets of \( \{x_1, \ldots, x_k\} \) such that \( X_i \cup Y_i \neq \emptyset \) for all \( 1 \leq i \leq \ell \). Since \( C(x_1, \ldots, x_k) \) is not equivalent to a conjunction of literals, there exists an \( i \) such that \( ||X_i \cup Y_i|| \geq 2. \)

In \( C(x_1, \ldots, x_k) \), replace all variables in \( Z \) by \( f \), and all variables in \( O \) by \( t \).

If for some \( i \), \( X_i \neq \emptyset \) and \( Y_i \neq \emptyset \), then replace all variables in \( \bigcup_j X_j \) by \( x \), and replace all variables in \( \bigcup_j Y_j \) by \( y \). In this case, the resulting constraint application is equivalent to \( t \land (x \lor y), t \land (x \lor y), t \land (x \lor y) \). In the second case, note that \( \{ t \land (x \lor y), t \land (t \lor f) \} \) is a set of constraint applications of \( C \) that is equivalent to \( t \land t \land (x \lor y) \). In the third case, note that \( \{ t \land (x \lor y), t \land (t \lor f) \} \) is a set of constraint applications of \( C \) that is equivalent to \( t \land t \land (x \lor y) \).

If for all \( i \), \( X_i = \emptyset \) or \( Y_i = \emptyset \), let \( i \) be such that \( ||X_i|| \geq 2 \) or \( ||Y_i|| \geq 2 \). Replace one of the variables in \( X_i \cup Y_i \) by \( x \) and replace all other variables in \( \bigcup_j X_j \cup Y_j \) by \( y \). In this case, the resulting constraint application is equivalent to \( t \land (x \iff y), t \land (x \iff y), t \land (x \iff y) \).

\[ \square \]

### 4.3 The 10 reductions

We will now show that in each of the 10 cases of Lemma 14, the isomorphic implication problem is NP-hard. Some work can be avoided by observing that
the isomorphic implication problem is computationally equivalent to the same problem where every constraint is replaced by a type of “complement.”

In [Hem04], it is shown that the complexity of (quantified) satisfiability problems for a set of constraints \( C \) is the same as the complexity of the same problem for the set of constraints \( C^c \), where \( C^c \) is defined as follows.

**Definition 15 ([Hem04]).**

1. For \( C \) a \( k \)-ary constraint, \( C^c \) is the \( k \)-ary constraint such that for all \( s \in \{0,1\}^k \), \( C^c(s) = C(\overline{s}) \), where, as in the definition of complementive, \( \overline{s} = (1 - s_1)(1 - s_2)\cdots(1 - s_k) \) for \( s = s_1s_2\cdots s_k \).
2. For \( C \) a finite set of constraints, \( C^c = \{C^c | C \in C\} \).
3. For \( S \) a set of constraint applications of \( C \), \( S^c = \{C^c(z_1,\ldots,z_k) | C(z_1,\ldots,z_k) \in S\} \).

It is easy to see that any isomorphism from \( S \) to \( U \) is also an isomorphism from \( S^c \equiv U^c \) (and vice versa). This implies the following.

**Lemma 16.** ISO-IMP(\( C \)) is computationally equivalent to ISO-IMP(\( C^c \)).

As mentioned in the introduction and proven in Section 3, the NP-complete subgraph isomorphism problem is closely related to the isomorphic implication problem for sets of constraint applications of \( \lambda xy.x \lor y \), in the following way: For a graph \( G \), let \( S(G) \) be defined as \( \{x_i \lor x_j \mid \{i,j\} \in E(G)\} \). It is easy to see that for two graphs \( G \) and \( H \) without isolated vertices, \( G \) contains a subgraph isomorphic to \( H \) if and only if \( S(G) \) isomorphically implies \( S(H) \). This correspondence is also the reason for the GI-hardness for the isomorphic implication problem for sets of constraint applications of \( \lambda xy.x \lor y \) [Brassil et al. 2002].

We will use the observation above to prove NP-hardness for constraints that are similar to \( \lambda xy.x \lor y \), namely, we will reduce the subgraph isomorphism problem to the isomorphic implication problems for \( \lambda txy.t \land \land (x \lor y) \), \( \lambda ftxy.t \land \land (x \lor y) \), and \( \lambda ftxy.t \land \land (x \lor y) \).

**Claim 17.**

1. ISO-IMP(\( \{\lambda txy.t \land (x \lor y)\} \)) is NP-hard.
2. ISO-IMP(\( \{\lambda ftxy.t \land (x \lor y)\} \)) is NP-hard.
3. ISO-IMP(\( \{\lambda ftxy.t \land (x \lor y)\} \)) is NP-hard.
4. ISO-IMP(\( \{\lambda ftxy.t \land (x \lor y)\} \)) is NP-hard.

**Proof.**

1. Let \( G \) and \( H \) be two graphs without isolated vertices. For \( \hat{G} \) a graph, define

\[
S(\hat{G}) = \{t \land (x_i \lor x_j) \mid \{i,j\} \in E(\hat{G})\}.
\]

We claim that \( G \) contains a subgraph isomorphic to \( H \) if and only if \( S(G) \supseteq S(H) \). First suppose that \( G' \) is a subgraph of \( G \) and that \( G' \) is isomorphic to \( H \). Then \( S(G') \subseteq S(G) \) and there exists a bijection \( \pi \) from \( V(G') \) to \( V(H) \) such that \( \pi(G') = H \), which implies that \( S(\pi(G')) = S(H) \). Let \( \rho \) be a permutation on the set \( \{t\} \cup \{x_i \mid i \in V(G) \cup V(H)\} \) such that \( \rho(t) = t \) and...
\[\rho(x_i) = x_{\pi(i)} \text{ for all } i \in V(G').\] It is immediate that \(\rho(S(G')) = S(\pi(G')) = S(H)\) and that \(\rho(S(G')) \subseteq \rho(S(G))\). It follows that \(S(H) \subseteq \rho(S(G))\), and thus \(S(G) \Rightarrow S(H)\).

For the converse, suppose that there exists a permutation \(\rho\) on the variables occurring in \(S(G) \cup S(H)\) such that \(\rho(S(G)) \Rightarrow S(H)\). First note that such a \(\rho\) must map \(t\) to \(t\), since, for any graph \(\tilde{G}\) without isolated vertices, \(t\) is the unique variable \(z\) such that \(S(\tilde{G}) \Rightarrow z\). Also note that for all graphs \(\tilde{G}\), if \(S(\tilde{G}) \Rightarrow t \land (x_i \lor x_j)\), then \(t \land (x_i \lor x_j) \in S(\tilde{G})\).

It is easy to see that if \(\rho(S(\tilde{G})) \Rightarrow t \land (x_i \lor x_j)\), then \(t \land (x_i \lor x_j) \in S(\tilde{G})\).

For \(G'\) be the graph isomorphic to \(H\) such that \(S(H) = \rho(S(G'))\). Then \(\rho(S(G')) \subseteq \rho(S(G))\), and thus \(G'\) is a subgraph of \(G\).

2. For \(G\) a graph, define

\[S'(\tilde{G}) = \{\tilde{f} \land t \land (x_i \lor x_j) \mid \{i, j\} \in E(\tilde{G})\}.\]

We claim that for any graphs \(G\) and \(H\) without isolated vertices, \(S(G) \Rightarrow S(H)\) if and only if \(S'(G) \Rightarrow S'(H)\).

First suppose that \(\rho\) is a permutation of the variables occurring in \(S(G) \cup S(H)\) such that \(\rho(S(G)) \Rightarrow S(H)\). If we extend \(\rho\) by letting \(\rho(f) = f\), then \(\rho(S'(G)) \Rightarrow S'(H)\). For the converse, suppose that \(\rho\) is a permutation of the variables occurring in \(S'(G) \cup S'(H)\) such that \(\rho(S'(G)) \Rightarrow S'(H)\). Then \(\rho(f) = f\), since, for any graph \(\tilde{G}\) without isolated vertices, \(f\) is the unique variable \(z\) such that \(S(\tilde{G}) \Rightarrow z\). Since, for any graph \(\tilde{G}\), \(S'(\tilde{G})\) is equivalent to \(\tilde{f} \land S(\tilde{G})\) and \(f\) does not occur in \(S(\tilde{G})\), it follows immediately that \(\rho(S(G)) \Rightarrow S(H)\).

3. Note that \((\lambda fxy.\tilde{f} \land (x \lor y))^c = \lambda fxy.f \land (x \lor y)\). The result follows immediately from part 1 of this claim and Lemma 10.

4. Note that \((\lambda ftxy.\tilde{f} \land (x \lor y))^c = \lambda ftxy.f \land \neg t \land (x \lor y)\). The result follows immediately from part 2 of this claim and Lemma 10.

\[\square\]

The remaining 6 constraints behave differently. In these cases, the isomorphism problem is in \(P\). Thus, GI does not reduce to these isomorphism problems (unless GI is in \(P\)), and there does not seem to be a simple reduction from the subgraph isomorphism problem to the isomorphic implication problem. In these cases, we will prove NP-hardness by reduction from a suitable partitioning problem, namely, the unary version of the problem \(3\)-Partition [GJ79] Problem SP15.

**Definition 18.** [GJ79] **Unary-3-Partition** is the problem, given a set \(A\) of 3\(m\) elements, \(B \in \mathbb{Z}^+\) a bound (in unary), and for each \(a \in A\), a size \(s(a) \in \mathbb{Z}^+\) (in unary) such that \(B/4 < s(a) < B/2\) and such that \(\sum_{a \in A} s(a) = mB\), to decide whether \(A\) can be partitioned into \(m\) disjoint sets \(A_1, \ldots, A_m\) such that \(\sum_{a \in A_i} s(a) = B\) for \(1 \leq i \leq m\).
Theorem 19 ([GJ79]). Unary-3-Partition is NP-complete.

Claim 20 1. ISO-IMP(\{λxy.x \leftrightarrow y\}) is NP-hard.
2. ISO-IMP(\{λtxy.t \land (x \leftrightarrow y)\}) is NP-hard.
3. ISO-IMP(\{λfxy.\overline{f} \land (x \leftrightarrow y)\}) is NP-hard.
4. ISO-IMP(\{λftxy.\overline{t} \land (x \leftrightarrow y)\}) is NP-hard.

Proof.

1. Let A be a set with 3m elements, B ∈ Z⁺ a bound (in unary), and for each 𝛼 ∈ A, let s(𝛼) ∈ Z⁺ be a size (in unary) such that \( \sum_{𝛼 ∈ A} s(𝛼) = mB \).

Let \( X_1, \ldots, X_m \) be m pairwise disjoint sets of variables, each of size B. Let \( S = \{ x \leftrightarrow x' \mid x, x' ∈ X_i \text{ for some } i \} \).

Let \( \{ \tilde{X}_a \mid a ∈ A \} \) be a collection of 3m pairwise disjoint sets of variables such that \( ||\tilde{X}_a|| = s(𝛼) \) for all 𝛼 ∈ A, and such that

\[
\bigcup_{a ∈ A} \tilde{X}_a = \bigcup_{i=1}^{m} X_i.
\]

Let

\[
U = \{ x \leftrightarrow x' \mid x, x' ∈ \tilde{X}_a \text{ for some } a ∈ A \}.
\]

Note that since B and the s(𝛼)’s are given in unary, S and U can be computed in polynomial time.

We claim that A can be partitioned into m disjoint sets \( A_1, \ldots, A_m \) such that \( \sum_{𝛼 ∈ A_i} s(𝛼) = B \) for 1 ≤ i ≤ m if and only if \( S \models U \).

First suppose that \( A_1, \ldots, A_m \) is a partition of A such that \( \sum_{𝛼 ∈ A_i} s(𝛼) = B \) for 1 ≤ i ≤ m. Define a permutation \( \pi \) on \( \bigcup_{i=1}^{m} X_i \) such that for all i, \( \pi(X_i) = \bigcup_{a ∈ A_i} \tilde{X}_a \). Let \( (x \leftrightarrow x') ∈ U \). Then, for some 𝛼 ∈ A, \( x, x' ∈ \tilde{X}_a \).

Then there exists an i such that \( \pi^{-1}(x) \) and \( \pi^{-1}(x') \) are elements of \( X_i \), which implies that \( \pi^{-1}(x) \leftrightarrow \pi^{-1}(x') \in S \), and thus \( (x \leftrightarrow x') ∈ π(S) \). It follows that \( U ⊆ π(S) \), and thus \( π(S) ⇒ U \).

For the converse, suppose \( π \) is a permutation of \( \bigcup_{i=1}^{m} X_i \) such that \( π(S) ⇒ U \). Let \( A_i = \{ a \mid π(X_i) \cap \tilde{X}_a ≠ ∅ \} \). We claim that \( A_1, \ldots, A_m \) is a desired partition.

By definition, it is immediate that \( \bigcup_{i=1}^{m} A_i = A \). Next suppose that \( A_i \cap A_j ≠ ∅ \), for some \( i \neq j \). Then for some \( z ∈ X_i, z' ∈ X_j \), there exists an 𝛼 ∈ A such that \( \pi(z), \pi(z') ∈ \tilde{X}_a \). Then \( (π(z) ↔ π(z')) ∈ U \). But it easy to see that there exists a satisfying assignment of S such that \( z \) is true and \( z' \) is false. Thus, \( S \not≡ (z ↔ z') \). This implies that \( π(S) ⊕ (π(z) ↔ π(z')) \). But this contradicts the fact that \( π(S) ⇒ U \).

It follows that \( A_i \cap A_j = ∅ \) for all \( i \neq j \) and it follows that \( π(X_i) = \bigcup_{a ∈ A_i} \tilde{X}_a \). Since \( π \) is an injection, \( ||X_i|| = ||\bigcup_{a ∈ A_i} \tilde{X}_a|| \), and since the \( \tilde{X}_a \)'s are pairwise disjoint, \( ||\bigcup_{a ∈ A_i} \tilde{X}_a|| = \sum_{a ∈ A_i} s(𝛼) \). Since \( ||X_i|| = B \), it follows that \( \sum_{a ∈ A_i} s(𝛼) = B \). This completes the NP-hardness proof for ISO-IMP(\{λxy.x \leftrightarrow y\}).
2. Now consider the case where the constraint is $\lambda fxy.t \land (x \leftrightarrow y)$. Let

$$S' = \{ t \land (x \leftrightarrow x') \mid x, x' \in X_i \text{ for some } i \}$$

and

$$U' = \{ t \land (x \leftrightarrow x') \mid x, x' \in \tilde{X}_a \text{ for some } a \in A \}.$$  

We claim that $S' \models U'$ if and only if $S \models U$. The left-to-right direction is immediate: Simply extend the permutation $\pi$ on the variables occurring in $S \cup U$ such that $\pi(S) \Rightarrow U$ by letting $\pi(t) = t$. Then $\pi(S') \Rightarrow \pi(U')$.

For the converse, note that $S' \equiv t \land S$ and $U' \equiv t \land U$. Let $\pi$ be such that $\pi(S') \Rightarrow U'$. Note that $t$ is the unique variable $z$ such that $S' \Rightarrow z$. It follows that $\pi$ maps $t$ to $t$. Since $t$ does not occur in $S$ and $U$, it follows that $\pi(S) \Rightarrow U$.

3. $(\lambda fxy.f \land (x \leftrightarrow y))^c$ is equivalent to $\lambda txy.t \land (x \leftrightarrow y)$. The result follows immediately from part 2 of this claim and Lemma 10.

4. Now consider the case where the constraint is $\lambda ftxy. \overline{t} \land t \land (x \leftrightarrow y)$. Let

$$S'' = \{ \overline{t} \land t \land (x \leftrightarrow x') \mid x, x' \in X_i \text{ for some } i \}$$

and

$$U'' = \{ \overline{t} \land t \land (x \leftrightarrow x') \mid x, x' \in \tilde{X}_a \text{ for some } a \in A \}.$$  

We claim that $S'' \models U''$ if and only if $S \models U$. The left-to-right direction is immediate: Simply extend the permutation $\pi$ on the variables occurring in $S \cup U$ such that $\pi(S) \Rightarrow U$ by letting $\pi(t) = f$ and $\pi(t) = t$. Then $\pi(S'') \Rightarrow \pi(U'')$.

For the converse, note that $S'' \equiv \overline{t} \land t \land S$ and $U'' \equiv \overline{t} \land t \land U$. Let $\pi$ be such that $\pi(S'') \Rightarrow U''$. Note that $f$ is the unique variable $z$ such that $S'' \Rightarrow z$ and that $t$ is the unique variable $z$ such that $S'' \Rightarrow z$. It follows that $\pi$ maps $t$ to $t$ and $f$ to $f$. Since $t$ and $f$ do not occur in $S$ and $U$, it follows that $\pi(S) \Rightarrow U$.

For the final two cases, we adapt the proof from the previous claim.

\begin{claim}
1. ISO-IMP($\{ \lambda xy.x \oplus y \}$) is NP-hard.
2. ISO-IMP($\{ \lambda ftxy.f \land t \land (x \oplus y) \}$) is NP-hard.
\end{claim}

\begin{proof}
1. Let $A$ be a set with $3m$ elements, $B \in \mathbb{Z}^+$ a bound (in unary), and for each $a \in A$, let $s(a) \in \mathbb{Z}^+$ be a size (in unary) such that $\sum_{a \in A} s(a) = mB$. Let $X_1, \ldots, X_m, Y_1, \ldots, Y_m$ be $2m$ pairwise disjoint sets of variables, each of size $B$. Let

$$S = \{ x \oplus y \mid x \in X_i \text{ and } y \in Y_i \text{ for some } i \}.$$  
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Let \( \{ \hat{X}_a, \hat{Y}_a \mid a \in A \} \) be a collection of \( 6m \) pairwise disjoint sets of variables such that \( ||\hat{X}_a|| = ||\hat{Y}_a|| = s(a) \) for all \( a \in A \), and such that

\[
\bigcup_{a \in A} (\hat{X}_a \cup \hat{Y}_a) = \bigcup_{i=1}^{m} (X_i \cup Y_i).
\]

Let

\[
U = \{ x \oplus y \mid x \in \hat{X}_a \text{ and } y \in \hat{Y}_a \text{ for some } a \in A \}.
\]

Note that since \( B \) and the \( s(a) \)'s are given in unary, \( S \) and \( U \) can be computed in polynomial time.

We claim that \( A \) can be partitioned into \( m \) disjoint sets \( A_1, \ldots, A_m \) such that \( \sum_{a \in A_i} s(a) = B \) for \( 1 \leq i \leq m \) if and only if \( S \Rightarrow U \).

First suppose that \( A_1, \ldots, A_m \) is a partition of \( A \) such that \( \sum_{a \in A_i} s(a) = B \) for \( 1 \leq i \leq m \). Define a permutation \( \pi \) on \( \bigcup_{i=1}^{m} (X_i \cup Y_i) \) such that for all \( i \), \( \pi(X_i) = \bigcup_{a \in A_i} \hat{X}_a \) and \( \pi(Y_i) = \bigcup_{a \in A_i} \hat{Y}_a \). Consider an arbitrary element of \( U \), say \( x \oplus y \) for \( x \in \hat{X}_a \) and \( y \in \hat{Y}_a \). Then there exists an \( i \) such that \( \pi^{-1}(x) \in X_i \) and \( \pi^{-1}(y) \in Y_i \) (or vice versa), which implies that \( (\pi^{-1}(x) \oplus \pi^{-1}(y)) \in S \), and thus \( (x \oplus y) \in \pi(S) \). It follows that \( U \subseteq \pi(S) \), and thus \( \pi(S) \Rightarrow U \).

For the converse, suppose \( \pi \) is a permutation of \( \bigcup_{i=1}^{m} (X_i \cup Y_i) \) such that \( \pi(S) \Rightarrow U \).

Let

\[
A_i = \{ a \mid \pi(X_i \cup Y_i) \cap (\hat{X}_a \cup \hat{Y}_a) \neq \emptyset \}.
\]

We claim that \( A_1, \ldots, A_m \) is the desired partition.

By definition, it is immediate that \( \bigcup_{i=1}^{m} A_i = A \). Next suppose that \( A_i \cap A_j \neq \emptyset \), for some \( i \neq j \). Then for some \( z \in X_i \cup Y_i \), \( z' \in X_j \cup Y_j \), there exists an \( a \in A \) such that \( \pi(z), \pi(z') \in \hat{X}_a \cap \hat{Y}_a \).

Then \( U \Rightarrow (\pi(z) \oplus \pi(z')) \) or \( U \Rightarrow (\pi(z) \leftrightarrow \pi(z')) \). But it easy to see that there exists a satisfying assignment of \( S \) such that \( z \) is true and \( z' \) is false, and that there exists a satisfying assignment of \( S \) such that \( z \) is true and \( z' \) is true. Thus, \( S \not\models (z \oplus z') \) and \( S \not\models (z \leftrightarrow z') \). This implies that \( \pi(S) \not\models (\pi(z) \oplus \pi(z')) \) and \( \pi(S) \not\models (\pi(z) \leftrightarrow \pi(z')) \). But this contradicts the fact that \( \pi(S) \Rightarrow U \).

It follows that \( A_i \cap A_j = \emptyset \) for all \( i \neq j \) and it follows that \( \pi(X_i \cup Y_i) = \bigcup_{a \in A_i} (\hat{X}_a \cup \hat{Y}_a) \). Since \( \pi \) is an injection, \( ||X_i \cup Y_i|| = ||\bigcup_{a \in A_i} (\hat{X}_a \cup \hat{Y}_a)|| = \Sigma_{a \in A_i} s(a) \). Since \( ||X_i \cup Y_i|| = 2B \) it follows that \( \Sigma_{a \in A_i} 2s(a) = 2B \), which, of course, implies that \( \Sigma_{a \in A_i} s(a) = B \), as required.

2. Now consider the case where the constraint is \( \lambda ft xy. \top \land t \land (x \oplus y) \). Let

\[
S' = \{ \top \land t \land x \oplus y \mid x \in X_i \text{ and } y \in Y_i \text{ for some } i \}
\]

and

\[
U' = \{ \top \land t \land x \oplus y \mid x \in \hat{X}_a \text{ and } y \in \hat{Y}_a \text{ for some } a \in A \}.
\]

We claim that \( S' \Rightarrow U' \) if and only if \( S \Rightarrow U \). The left-to-right direction is immediate: Simply extend the permutation \( \pi \) on the variables occurring
in $S \cup U$ such that $\pi(S) \Rightarrow U$ by letting $\pi(f) = f$ and $\pi(t) = t$. Then $\pi(S') \Rightarrow \pi(U')$.

For the converse, note that $S' \equiv \neg t \land S$ and $U' \equiv \neg t \land U$. Let $\pi$ be such that $\pi(S') \Rightarrow U'$. Note that $f$ is the unique variable $z$ such that $S' \Rightarrow \neg z$ and that $t$ is the unique variable $z$ such that $S' \Rightarrow z$. It follows that $\pi$ maps $t$ to $t$ and $f$ to $f$. Since $t$ and $f$ do not occur in $S$ and $U$, it follows that $\pi(S) \Rightarrow U$.

To complete the proof of Theorem 10, it remains to show the following claim.

**Claim 22** Let $C$ be a finite set of constraints. If $C$ is not Schaefer, then ISO-IMP($C$) is coNP-hard.

**Proof.** The exact same reductions that show the coNP-hardness for ISO($C$) from [BHR V02, Claim 19] also show coNP-hardness for ISO-IMP($C$). This is because for all pairs of sets of constraint applications $(S, U)$ of $C$ that these reductions map to, it holds that $U \Rightarrow S$. Under this condition, $S \equiv U$ if and only if $S \Rightarrow U$. \qed

5 Toward a Trichotomy Theorem

The current main theorem (Theorem 10) is not a trichotomy theorem, since for $C$ not Schaefer, it states that ISO-IMP($C$) is NP-hard, coNP-hard, and in $P$.

The large gap between the lower and upper bounds is not very satisfying. We conjecture that the current lower bounds for ISO-IMP($C$) for $C$ not Schaefer can be raised to $P^\text{NP}$ lower bounds, which would give the following trichotomy theorem.

**Conjecture 23** Let $C$ be a finite set of constraints.

1. If every constraint in $C$ is equivalent to a constant or a conjunction of literals, then ISO-IMP($C$) and ISO-IMP$_c$($C$) are in $P$.
2. Otherwise, if $C$ is Schaefer, then ISO-IMP($C$) and ISO-IMP$_c$($C$) are NP-complete.
3. If $C$ is not Schaefer, then ISO-IMP($C$) and ISO-IMP$_c$($C$) are $P^\text{NP}$-complete.

We believe this conjecture for two reasons. First of all, it is quite common for problems that are NP-hard, coNP-hard, and in $P^\text{NP}$ to end up being $P^\text{NP}$-complete. (For an overview of this phenomenon, see [HHR97].) Secondly, we will prove $P^\text{NP}$ lower bounds for some cases in Theorem 28.

To raise NP and coNP lower bounds to $P^\text{NP}$ lower bounds, the following theorem by Wagner often plays a crucial role, which it will also do in our case.
Theorem 24 ([Wag87]). Let \( L \) be a language. If there exists a polynomial-time computable function \( h \) such that

\[
\|\{i \mid \phi_i \in \text{SAT}\}\| \text{ is odd iff } h(\phi_1, \ldots, \phi_{2k}) \in L
\]

for all \( k \geq 1 \) and all Boolean formulas \( \phi_1, \ldots, \phi_{2k} \) such that \( \phi_i \in \text{SAT} \Rightarrow \phi_{i+1} \in \text{SAT} \), then \( L \) is \( P_{\|}^{NP} \)-hard.

The basic idea behind applying Wagner’s theorem to turn an NP lower bound and a coNP lower bound into a \( P_{\|}^{NP} \) lower bound is the following.

Lemma 25. Let \( L \) be a language. If \( L \) is NP-hard and coNP-hard, and (\( L \) has polynomial-time computable and- and \( \omega \)-or functions or \( L \) has polynomial-time computable or- and \( \omega \)-and functions), then \( L \) is \( P_{\|}^{NP} \)-hard.\(^1\)

Proof. First suppose that \( L \) has a polynomial-time computable and-function and, and a polynomial-time computable \( \omega \)-or function or. Let \( f \) be a reduction from SAT to \( L \) and let \( g \) be a reduction from SAT to \( L \).

Let \( k \geq 1 \) and let \( \phi_1, \ldots, \phi_{2k} \) be formulas such that \( \phi_i \in \text{SAT} \Rightarrow \phi_{i+1} \in \text{SAT} \). Note that \( \|\{i \mid \phi_i \in \text{SAT}\}\| \text{ is odd if and only if there exists an } i \text{ such that } 1 \leq i \leq k, \phi_{2i-1} \notin \text{SAT} \), and \( \phi_{2i} \in \text{SAT} \).

Define \( h(\phi_1, \ldots, \phi_{2k}) \) as

\[
or(f(\phi_1), g(\phi_2)), \text{ and}(f(\phi_3), g(\phi_4)), \ldots, \text{ and}(f(\phi_{2k-1}), g(\phi_{2k})))
\]

It is immediate that \( h \) is computable in polynomial-time and there exists an \( i \) such that \( 1 \leq i \leq k, \phi_{2i-1} \notin \text{SAT} \), and \( \phi_{2i} \in \text{SAT} \) if and only if \( h(\phi_1, \ldots, \phi_{2k}) \in L \). It follows that \( L \) is \( P_{\|}^{NP} \)-hard by Theorem 24.

Now consider the case that \( L \) has a polynomial-time computable or-function, and a polynomial-time computable \( \omega \)-and function. Then \( L \) has a polynomial-time computable and-function, and a polynomial-time computable \( \omega \)-or function. By the argument above, \( L \) is \( P_{\|}^{NP} \)-hard. Since \( P_{\|}^{NP} \) is closed under complement, it follows that \( L \) is \( P_{\|}^{NP} \)-hard. \( \Box \)

Agrawal and Thierauf [A T00] proved that the Boolean isomorphism problem has \( \omega \)-and and \( \omega \)-or functions. Since the Boolean isomorphism problem is trivially coNP-hard, we obtain the following corollary.

Corollary 26. If the Boolean isomorphism problem is NP-hard, then it is \( P_{\|}^{NP} \)-hard.

Unfortunately, Agrawal and Thierauf’s \( \omega \)-or function does not work for Boolean isomorphic implication. Their \( \omega \)-and function seems to work for Boolean isomorphic implication, but since this function or’s two formulas together, it will not work for sets of constraint applications.

To prove our \( P_{\|}^{NP} \) lower bounds, we need to come up with completely new constructions. In the proof, we will use the following lemma.

\(^1\) An or-function for a language \( L \) is a function \( f \) such that for all \( x, y \in \Sigma^* \), \( f(x, y) \in L \) iff \( x \in L \) or \( y \in L \). An \( \omega \)-or-function for a language \( L \) is a function \( f \) such that for all \( x_1, \ldots, x_n \in \Sigma^* \), \( f(x_1, \ldots, x_n) \in L \) iff \( x_i \in L \) for some \( i \); and-functions are defined similarly [KST98].
Lemma 27. Let \( S \) and \( U \) be two sets of constraint applications, let \( X \) be the set of variables occurring in \( S \), and let \( Y \) be the set of variables occurring in \( U \). If \( S \supseteq U \), \( ||X|| \geq ||Y|| \), and \( X \cap Y = \emptyset \), then there exists a permutation \( \pi \) of \( X \cup Y \) such that \( \pi(S) \Rightarrow U \) and \( \pi(Y) \cap Y = \emptyset \).

Proof. Let \( \pi' \) be a permutation such that \( \pi'(S) \Rightarrow U \). If there exist \( y, y' \in Y \) with \( \pi'(y') = y \), then, since \( ||X|| \geq ||Y|| \), there exist \( x, x' \in X \) such that \( \pi'(x') = x \). Construct a new permutation \( \rho \) as follows: \( \rho(y') = x \), \( \rho(x') = y \), and \( \rho(z) = \pi'(z) \) for all \( z \in (X \cup Y) - \{x', y'\} \). We will show that \( \rho(S) \Rightarrow U \). By repeatedly applying this construction, we get a permutation \( \pi \) such that \( \pi(S) \Rightarrow U \) and \( \pi(Y) \subseteq X \). Since \( X \cap Y = \emptyset \), it follows that \( \pi(Y) \cap Y = \emptyset \).

It remains to show that \( \rho(S) \Rightarrow U \). For this, suppose that \( \rho(S) \not\Rightarrow U \). Let \( Z \) be a list of the variables in \( (S \cup U) - \{x', y'\} \). Then \( \rho(S)(Z, x', y') \not\Rightarrow U(S, x', y') \) and thus there exist \( a, b \in \{0, 1\} \) and \( s \in \{0, 1\}^{||Z||} \), such that \( \rho(S)(s, a, b) = 1 \) and \( U(s, a, b) = 0 \). Since \( x' \) does not occur in \( U \) and \( y' \) does not occur in \( S \), we also have \( \rho(S)(s, a, b) = 1 \) and \( U(s, a, b) = 0 \). Since \( \pi'(S)(Z, x, y) \Rightarrow U \) it follows that \( \pi'(S)(s, a, b) = \pi'(S)(s, a, b) = 0 \). Because \( y' \) does not occur in \( S \), also \( \pi'(S)(s, a, b) = \pi'(S)(s, a, b) = 0 \). So, \( \pi'(S)(s, x, y) \equiv 0 \), but \( \pi'(S)(s, b, a) = \rho(S)(s, a, b) = 1 \).

\( \square \)

Theorem 28. Let \( D \) be a set of constraints that is 0-valid, 1-valid, not complementive, and not Schaefer. Let \( C = D \cup \{\lambda xy.x \lor y\} \). Then ISO-IMP(\( C \)) is \( P_{\text{NP}} \)-complete.

Proof. By Theorem 10 ISO-IMP(\( C \)) is in \( P_{\text{NP}} \). Thus it suffices to show that ISO-IMP(\( C \)) is \( P_{\text{NP}} \)-hard. Let \( k \geq 1 \) and let \( \phi_1, \ldots, \phi_{2k} \) be formulas such that \( \phi_i \in \text{SAT} \Rightarrow \phi_{i+1} \in \text{SAT} \). We will construct a polynomial-time computable function \( h \) such that

\[
||\{i \mid \phi_i \in \text{SAT}\}|| \text{ is odd iff } h(\phi_1, \ldots, \phi_{2k}) \in \text{ISO-IMP}(C).
\]

By Theorem 24 this proves that ISO-IMP(\( C \)) is \( P_{\text{NP}} \)-hard.

Note that \( ||\{i \mid \phi_i \in \text{SAT}\}|| \) is odd if and only if there exists an \( i \) such that \( 1 \leq i \leq k \), \( \phi_{2i-1} \not\in \text{SAT} \), and \( \phi_{2i} \in \text{SAT} \). This is a useful way of looking at it, and we will prove that there exists an \( i \) such that \( 1 \leq i \leq k \), \( \phi_{2i-1} \not\in \text{SAT} \) and \( \phi_{2i} \in \text{SAT} \) if and only if \( h(\phi_1, \ldots, \phi_{2k}) \in \text{ISO-IMP}(C) \).

From Theorem 10 we know that ISO-IMP(\( C \)) is \( \text{NP-hard and coNP-hard} \), and thus there exist (polynomial-time many-one) reductions from SAT to ISO-IMP(\( C \)) and from SAT to ISO-IMP(\( C \)). We will follow the idea of the proof of Lemma 26 but we will look in more detail at the reductions, so that we can restrict the sets of constraint applications that we have to handle.

Let \( f \) be a polynomial-time computable function such that for all \( \phi \), \( f(\phi) \) is a set of constraint applications of \( D \) and

\[
\phi \in \text{SAT} \text{ iff } f(\phi) \supseteq \bigcup_{1 \leq j, \ell \leq n} \{x_j \rightarrow x_\ell\}.
\]
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Here $x_1, \ldots, x_n$ are exactly all variables in $f(\phi)$. Such a function exists, since SAT is reducible to CSP$_{\neq 0,1}(D)$ (CSP$_{0,1}(D)$ is the problem of deciding whether a set of constraint applications of $D$ has a satisfying assignment other than 0 and 1), which is reducible to ISO-IMP($D$) via a reduction that satisfies the properties above. (See the proofs of Claim 22 and [BHRV02] Claims 19 and 14.)

Let $g$ be a polynomial-time computable function such that for all $\phi$, $g(\phi)$ is a set of constraint applications of $\lambda xy. x \lor y$ without duplicates (i.e., if $z \lor z' \in g(\phi)$, then $z \neq z'$) and

$$\phi \in \text{SAT} \iff g(\phi) \supseteq \{y_j \lor y_{j+1} \mid 1 \leq j < n\}.$$ 

Here $y_1, \ldots, y_n$ are exactly all variables occurring in $g(\phi)$. Such a function exists, since SAT is reducible to HAMILTONIAN PATH, which is reducible to ISO-IMP($\{\lambda xy. x \lor y\}$) via a reduction that satisfies the properties above. (Basically, use the standard translation from graphs to sets of constraint applications of $\lambda xy. x \lor y$: For $G$ a connected graph on vertices $\{1, \ldots, n\}$, let $g(G) = \{y_i \lor y_j \mid (i,j) \in E(G)\}$.)

Recall that we need to construct a polynomial-time computable function $h$ with the property that there exists an $i$ such that $1 \leq i \leq k$, $\phi_{2i-1} \notin \text{SAT}$, and $\phi_{2i} \in \text{SAT}$ if and only if $h(\phi_1, \ldots, \phi_{2k}) \in \text{ISO-IMP}(C)$.

In order to construct $h$, we will apply the coNP-hardness reduction $f$ on $\phi_i$ for odd $i$, and the NP-hardness reduction $g$ on $\phi_i$ for even $i$. It will be important to make sure that all obtained sets of constraint applications are over disjoint sets of variables.

For every $i$, $1 \leq i \leq k$, we define $O_i$ to be the set of constraint applications $f(\phi_{2i-1})$ with each variable $x_j$ replaced by $x_{i,j}$. Clearly,

$$\phi_{2i-1} \notin \text{SAT} \iff O_i \supseteq \bigcup_{1 \leq j, \ell \leq n_i} \{x_{i,j} \rightarrow x_{i,\ell}\},$$

where $n_i$ is the $n$ from $f(\phi_{2i-1})$.

For every $i$, $1 \leq i \leq k$, we define $E_i$ to be the set of constraint applications $g(\phi_{2i})$ with each variable $y_j$ replaced by $y_{i,j}$. Clearly,

$$\phi_{2i} \in \text{SAT} \iff E_i \supseteq \{y_{i,j} \lor y_{i,j+1} \mid 1 \leq j < n_i'\},$$

where $n_i'$ is the $n$ from $g(\phi_{2i})$.

Note that the sets that occur to the right of $O_i \supseteq$ are almost isomorphic (apart from the number of variables). The same holds for the sets that occur to the right of $E_i \supseteq$. It is important to make sure that these sets are exactly isomorphic. In order to do so, we simply pad the sets $O_i$ and $E_i$.

Let $n = \max\{n_i, n_i' + 2 \mid 1 \leq i \leq k\}$. For $1 \leq i \leq k$, let

$$\tilde{O}_i = O_i \cup \{x_{i,1} \rightarrow x_{i,j}, x_{i,j} \rightarrow x_{i,1} \mid n_i < j \leq n\}.$$

$\tilde{O}_i$ is a set of constraint applications of $D$, since there exists a constraint application $A(x, y)$ of $D$ that is equivalent to $x \rightarrow y$ (see [BHRV02] Claim 14).
It is immediate that
\[ \hat{O}_i \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{ x_{i,j} \rightarrow x_{i,\ell} \} \]iff \[ O_i \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{ x_{i,j} \rightarrow x_{i,\ell} \}. \]

For \( 1 \leq i \leq k \), let
\[ \hat{E}_i = E_i \cup \{ y_{i,j} \vee y_{i,n_i+1} \mid 1 \leq j \leq n_i' \} \cup \{ y_{i,j} \vee y_{i,j+1} \mid n_i'+1 \leq j < n \}. \]

Then
\[ \hat{E}_i \Rightarrow \{ y_{i,j} \vee y_{i,j+1} \mid 1 \leq j < n \} \]iff \[ E_i \Rightarrow \{ y_{i,j} \vee y_{i,j+1} \mid 1 \leq j < n \}. \]

The right-to-left direction is immediate. The left-to-right direction can easily be seen if we think about this as graphs. Since \( n \geq n_i' + 2 \), any Hamiltonian path in \( \hat{E}_i \) contains the subpath \( n_i'+1, n_i'+2, \ldots, n \), where \( n \) is an endpoint. This implies that there is a Hamiltonian path in the graph restricted to \( \{1, \ldots, n_i' \} \), i.e., in \( E_i \).

So, our current situation is as follows. For all \( i \), \( 1 \leq i \leq k \), \( \hat{O}_i \) is a set of constraint applications of \( D \) such that
\[ \phi_{2i-1} \not\in \text{SAT} \]iff \[ \hat{O}_i \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{ x_{i,j} \rightarrow x_{i,\ell} \}. \]and \( \hat{E}_i \) is a set of constraint applications of \( \lambda xy. x \vee y \) without duplicates such that
\[ \phi_{2i} \in \text{SAT} \]iff \[ \hat{E}_i \Rightarrow \{ y_{i,j} \vee y_{i,j+1} \mid 1 \leq j < n \}. \]

Our reduction is defined as follows
\[ h(\phi_1, \ldots, \phi_{2k}) = \langle S, U \rangle, \]
where
\[ S = \bigcup_{i=1}^{k} \left( \hat{O}_i \cup \hat{E}_i \cup \bigcup_{1 \leq j, \ell \leq n} \{ x_{i,j} \rightarrow y_{i,\ell} \} \right) \]
and
\[ U = \bigcup_{1 \leq j, \ell \leq n} \{ x_j \rightarrow x_\ell \} \cup \bigcup_{j=1}^{n-1} \{ y_j \vee y_{j+1} \} \cup \bigcup_{1 \leq j, \ell \leq n} \{ x_j \rightarrow y_\ell \}. \]

Clearly, \( h \) is computable in polynomial time and \( S \) and \( U \) are sets of constraint applications of \( C \), since there exists a constraint application \( A(x, y) \) of \( D \) that is equivalent to \( x \rightarrow y \).

It remains to show that there exists an \( i \) such that \( \hat{O}_i \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{ x_{i,j} \rightarrow x_{i,\ell} \} \) and \( \hat{E}_i \Rightarrow \{ y_{i,j} \vee y_{i,j+1} \mid 1 \leq j < n \} \) if and only if \( S \Rightarrow U \).

For the left-to-right direction, let \( i_0 \) be such that \( 1 \leq i_0 \leq k \), \( \hat{O}_{i_0} \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{ x_{i_0,j} \rightarrow x_{i_0,\ell} \} \) and \( \hat{E}_{i_0} \Rightarrow \{ y_{i_0,j} \vee y_{i_0,j+1} \mid 1 \leq j < n \} \). Let \( \pi_x \) be a permutation of
\{x_{i_0,1}, \ldots, x_{i_0,n}\} such that \(\pi_x(\hat{\Omega}_{i_0}) \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{x_{i_0,j} \rightarrow x_{i_0,\ell}\}\) and let \(\pi_y\) be a permutation of \(\{y_{i_0,1}, \ldots, y_{i_0,n}\}\) such that \(\pi_y(\hat{\Omega}_{i_0}) \Rightarrow \{y_{i_0,j} \lor y_{i_0,j+1} \mid 1 \leq j < n\}\).

Define a permutation \(\pi\) on the variables occurring in \(S \cup U\) such that for all \(1 \leq j, \ell \leq n, \pi(x_{i_0,j}) = x_j\) if \(\pi_x(x_{i_0,j}) = x_j\) and \(\pi(y_{i_0,j}) = y_\ell\) if \(\pi_y(y_{i_0,j}) = y_\ell\). It is immediate that \(\pi(\hat{\Omega}_{i_0}) \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{x_j \rightarrow x_\ell\}\), \(\pi(\hat{E}_{i_0}) \Rightarrow \{y_j \lor y_{j+1} \mid 1 \leq j < n\}\), and \(\pi(\bigcup_{1 \leq j, \ell \leq n} \{x_{i_0,j} \rightarrow y_{i_0,\ell}\}) \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{x_j \rightarrow y_\ell\}\). It follows that \(\pi(S) \Rightarrow U\).

For the converse, suppose that \(S \Rightarrow U\). It is easy to see (see Lemma 24) that there exists a permutation \(\pi\) of the variables that occur in \(S \cup U\) such that \(\pi(S) \Rightarrow U\) and such that for all \(j, 1 \leq j \leq n, \pi(x_j)\) and \(\pi(y_j)\) do not occur in \(U\).

We will now show that for all \(1 \leq j \leq n, \pi\) cannot map a \(y\)-variable to \(x_j\). For suppose that \(\pi(y_{i,\ell}) = x_j\). \(S\) is satisfied by the assignment that sets all \(y\)-variables to 1 and all \(x\)-variables to 0, and \(S\) remains satisfied if in this assignment we change the value of \(y_{i,\ell}\) to 0 (recall that if \(z \lor z' \in E_j\) then \(z \neq z'\)). Then \(\pi(S)\) is satisfied by the assignment that sets \(\pi(y)\) to 1 for all \(y\)-variables and \(\pi(x)\) to 0 for all \(x\)-variables, and \(\pi(S)\) is still satisfied if in this assignment we change the value of \(\pi(y_{i,\ell})\) to 0. But this is a contradiction, since \(\pi(y_{i,\ell}) = x_j\) and changing the value of \(x_j\) in a satisfying assignment for \(U\) will always make \(U\) false.

Let \(i_0, j_0\) be such that \(\pi(x_{i_0,j_0}) = x_1\). Now suppose that \(\pi(z) = x_j\). Then \(z = x_{i_0,\ell}\). Since \(\pi(S) \Rightarrow (x_1 \leftrightarrow x_j), S \Rightarrow (x_{i_0,j_0} \leftrightarrow x_{i_0,\ell})\). It follows that \(i = i_0\), and thus, \(\pi(\{x_{i_0,\ell} \mid 1 \leq \ell \leq n\}) = \{x_\ell \mid 1 \leq \ell \leq n\}\).

Next, suppose that \(\pi(z) = y_j\). Since \(\pi(S) \Rightarrow (x_1 \leftrightarrow y_j), S \Rightarrow (x_{i_0,j_0} \leftrightarrow y_\ell)\). It follows that \(z = x_{i_0,\ell}\) or \(z = y_{i_0,\ell}\). Since \(\pi(\{x_{i_0,\ell} \mid 1 \leq \ell \leq n\}) = \{x_\ell \mid 1 \leq \ell \leq n\}\), the only possibility is \(z = y_{i_0,\ell}\). It follows that \(\pi(\{y_{i_0,\ell} \mid 1 \leq \ell \leq n\}) = \{y_\ell \mid 1 \leq \ell \leq n\}\).

Let \(\alpha\) be the partial assignment that sets all \(y\)-variables to 1, and all \(x\)-variables except those in \(\{x_\ell \mid 1 \leq \ell \leq n\}\) to 0. Then \(\pi(S)[\alpha]\) is equivalent to \(\pi(\hat{\Omega}_{i_0})\) and \(U[\alpha]\) is equivalent to \(\bigcup_{1 \leq j, \ell \leq n} \{x_j \rightarrow x_\ell\}\). Since \(\pi(S) \Rightarrow U, \pi(S)[\alpha] \Rightarrow U[\alpha]\), i.e., \(\pi(\hat{\Omega}_{i_0}) \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{x_j \rightarrow x_\ell\}\), and thus \(\hat{\Omega}_{i_0} \Rightarrow \bigcup_{1 \leq j, \ell \leq n} \{x_{i_0,j} \rightarrow x_{i_0,\ell}\}\).

Let \(\beta\) be the partial assignment that sets all \(x\)-variables to 0, and all \(y\)-variables except those in \(\{y_\ell \mid 1 \leq \ell \leq n\}\) to 1. Then \(\pi(S)[\beta]\) is equivalent to \(\pi(\hat{E}_{i_0})\) and \(U[\beta]\) is equivalent to \(\bigcup_{j=1}^{n-1} \{y_j \lor y_{j+1}\}\). Since \(\pi(S) \Rightarrow U, \pi(S)[\beta] \Rightarrow U[\beta]\). It follows that \(\pi(\hat{E}_{i_0}) \Rightarrow \bigcup_{j=1}^{n-1} \{y_j \lor y_{j+1}\}\), and thus \(\hat{E}_{i_0} \Rightarrow \bigcup_{j=1}^{n-1} \{y_{i_0,j} \lor y_{i_0,j+1}\}\). This completes the proof of Theorem 23.

It should be noted that constructions similar to the proof of Theorem 23 can be used to prove \(P_{\|NP}^p\)-hardness for some other cases as well. However, new insights and constructions will be needed to obtain \(P_{\|NP}^p\)-hardness for all non-Schaefer cases.
6 Open Problems

The most important question left open by this paper is whether Conjecture holds. In addition, the complexity of the isomorphic implication problem for Boolean formulas is still open. This problem is trivially in $\Sigma^p_2$, and, by Theorem $P_{||}^\text{NP}$-hard. Note that an improvement of the upper bound will likely give an improvement of the best-known upper bound ($\Sigma^p_2$) for the isomorphism problem for Boolean formulas, since that problem is 2-conjunctive-truth-table reducible to the isomorphic implication problem.

Schaefer’s framework is not the only framework to study generalized Boolean problems. It would be interesting to study the complexity of isomorphic implication in other frameworks, for example, for Boolean circuits over a fixed base.
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