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Abstract

Datasets with missing values are very common in real world applications. GAIN, a recently proposed deep generative model for missing data imputation, has been proved to outperform many state-of-the-art methods. But GAIN only uses a reconstruction loss in the generator to minimize the imputation error of the non-missing part, ignoring the potential category information which can reflect the relationship between samples. In this paper, we propose a novel unsupervised missing data imputation method named PC-GAIN, which utilizes potential category information to further enhance the imputation power. Specifically, we first propose a pre-training procedure to learn potential category information contained in a subset of low-missing-rate data. Then an auxiliary classifier is determined based on the synthetic pseudo-labels. Further, this classifier is incorporated into the generative adversarial framework to help the generator to yield higher quality imputation results. The proposed method can significantly improve the imputation quality of GAIN. Experimental results on various benchmark datasets show that our method is also superior to other baseline models.
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1. Introduction

Data analysis is a core component of scientific research across many domains. Missing data can degrade model quality and even lead to incorrect insights [7, 14]. If the number of incomplete samples (examples of complete and incomplete data are shown in Figure
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1) is small, then we can drop them. However, dropping too many samples may diminish the statistical power of subsequent analysis because of the lack of remaining data. So an effective solution is to perform data imputation, that is replacing missing values with estimated values.

There is extensive literature on missing data imputation. These literature can be mainly classified into two categories: discriminative models and generative ones. Examples of discriminative models with state-of-art performance include MICE [30], MissForest [4], and Matrix Completion [18]. Compared to discriminative models, generative models are usually better in capturing complex nonlinear correlations in the missing data. EM algorithm based on Gaussian mixture assumption [7] is a classical generative model. In recent years, advances in deep generative models have made it possible to significantly increase the quality of imputation results, see e.g. [1, 8, 27, 29, 32]. In particular, Yoon et al. [33] presented a generative adversarial imputation network (GAIN) for missing data imputation, where the generator outputs a completed vector conditioned on what is actually observed, and the discriminator attempts to determine which entries in the completed data were observed and which were imputed. GAIN has been shown to outperform many state-of-the-art imputation models. However, note that in the framework of GAIN [33], only a reconstruction loss is used in the generator to minimize the imputation error of the non-missing part. It is well known that many real life datasets contain potential category information that has a close relationship with the latent feature distribution. Incorporating such information into the framework of GANs can improve the performance of the models further [15, 16, 26].

In this paper, we aim to exploit the implicit category information contained in the incomplete data, and develop a novel pseudo-label conditional GAN (PC-GAIN) to enhance the imputation quality of GAIN [33]. The starting point of our method is simple. Specifically, we first select a subset of low-missing-rate samples to perform a pre-training using the original GAIN and then synthesize their pseudo-labels by applying a clustering algorithm. Using only a subset of low-missing-rate data is critical to ensure the quality of pseudo-labels and has a crucial impact on the model’s performance (Section 4.3). Then, an auxiliary classifier is determined based on these imputed samples and the corresponding pseudo-labels. Further, the classifier is incorporated into the generative adversarial
framework to help the generator to yield indistinguishable imputation results, while retaining better category information. We evaluate PC-GAIN on the UCI and MNIST datasets with various missing rates. Experimental results show that our PC-GAIN is superior to the baseline algorithms, including GAIN, especially when the missing rate is high.

The main contributions of this work are summarized as follows:

(1) We propose a novel conditional GAN that exploits the implicit category information contained in the incomplete data to further enhance the imputation quality of GAIN [33].

(2) We design an efficient pre-training procedure that only selects a part of low-missing-rate samples to perform imputation and thus improve the quality of pseudo-labels.

(3) An auxiliary classifier, along with the discriminator, is designed to help the generator to produce indistinguishable imputation results, while preserving better category information.

(4) We show that our method outperforms state-of-the-art methods in both the imputation and the prediction accuracy, especially when the missing rate is high. Moreover, regardless of the real number of categories, selecting a smaller cluster number can ensure the best performance of the model in practice, a property that makes the approach more efficient.

There are three types of missing mechanism [14]: (1) missing completely at random (MCAR); (2) missing at random (MAR), where the propensity for a data item to be missing is related to the observed data; (3) missing not at random (MNAR), where the data items are missing due to some underlying mechanisms. As in [20, 27, 33], we consider the data that are MCAR in this paper. This indicates that the missingness is caused by either unexpected external factors or control of the measurement system.

2. Related Work

2.1. Generative Adversarial Networks

Generative adversarial networks (GANs) [9], a framework to construct a generative model to approximate the target distribution, have achieved state-of-the-art performance in various learning tasks recently [20, 21, 32]. The most significant feature of GANs is the discriminator which distinguishes the difference between the generated distribution and the target distribution. The algorithm of GANs iteratively trains the discriminator and generator, where the discriminator acts as an increasingly rigorous criticism of the current generator. However, the original GANs do not use additional information such as labels to monitor the training, and thus may lose important patterns in the generated results.
Conditional GANs (cGANs) [19] can be regarded as an augmentation of GANs that use conditional information such as labels to improve the discriminator and generator. Conditional GANs have been popularly used in conditional image synthesis [31], the generation of images from text [25], and image to image translation [11]. Unlike original GANs, the discriminator of cGANs discriminates between the generator distribution and the target distribution on the set of generated samples and its conditional variable. However, in practice, it is often expensive to obtain actual labels for large-scale datasets. Therefore, for unlabeled or partially labeled data, one solution is to modify the discriminator to predict the class distribution [23, 28] or a subset of latent variables from which the samples are generated [5]. Another solution is to train class-conditional GANs on unlabeled data by clustering on features obtained by unsupervised learning methods [15, 16, 26].

2.2. Deep Generative Imputation Methods

Traditional methods for missing data imputation usually assume a linear relationship between the observed part and the missing part of the data. However, such linear relationship usually does not exist in reality. Because of the strong nonlinear fitting ability of neural networks, there has been a surge of interest in developing deep generative models for missing data imputation. For example, Gondara and Wang [8] considered a multiple imputation model based on overcomplete deep denoising autoencoders. Tran et al. [29] proposed a cascade residual automatic encoder (CRA) which compensates for missing data by utilizing the correlation between different modalities. Mattei [17] presented an importance-weighted autoencoder that maximizes a potentially tight lower bound of the log-likelihood of the observed data. Nazabal et al. [22] proposed a general framework of variational autoencoders that effectively incorporates incomplete data and heterogenous observations. Spinelli et al. [27] formulated the missing data imputation task in terms of a graph denoising autoencoder, where each edge of the graph encodes the similarity between two patterns.

Imputation methods using GAN frameworks have also been proposed. Pathak et al. [24] presented context encoders using a pixel-wise reconstruction loss plus an adversarial loss to generate the contents of an arbitrary image region conditioned on its surroundings. Xu et al. [32] presented a tabular GAN where the generator outputs variable values in an ordered sequence using a recurrent neural network architecture. Mottini et al. [20] handled PNRs data with missing values by use of a Cramer GAN [3], where feedforward layers with the Cross-Net architecture and an input embedding layer for the categorical features are added. Yoon et al. [33] proposed a generative adversarial imputation network (GAIN) for missing data imputation, where the generator outputs a completed vector conditioned on what is actually observed, and the discriminator attempts to determine which entries in the completed data were observed and which were imputed. Li et al. [13] introduced an auxiliary GAN for learning a mask distribution to model the missingness. The complete data generator is trained so that the resulting masked data are indistinguishable from real incomplete data that are masked similarly. However, training two generative adversarial
networks at the same time can be quite computationally complex. Moreover, the generative imputation models mentioned above have not considered the use of implicit category information to improve the imputation performance.

3. Pseudo-label conditional GAIN

Let \( \chi = \{x^1, x^2, \ldots, x^N\} \in \mathbb{R}^d \) denote an incomplete dataset. For each \( x \in \chi \), there is a corresponding binary mask vector \( m = \{0, 1\}^d \), where \( m_i = 1 \) if the feature \( x_i \) is observed, and \( m_i = 0 \) if \( x_i \) is missing.

3.1. The Review of GAIN

In [33], the authors proposed a generative adversarial neural network called GAIN to impute the missing values. In GAIN, the generator \( G \) takes the incomplete sample \( x \), the mask vector \( m \) and a source of noise as input and output the complete sample, and then the discriminator \( D \) tries to distinguish which entries are observed and which are imputed. Further, to alleviate the diversity of the solution, a hint mechanism was introduced to provide additional missing information for the discriminator.

Specifically, the output of the generator \( G \) in GAIN could be denoted by

\[
x_G = G(x, m, (1 - m) \odot z),
\]

where \( z \) is a \( d \)-dimensional noise and \( \odot \) denotes the Hadamard product. The reconstructed sample is defined as

\[
x_R = m \odot x + (1 - m) \odot x_G.
\]

The output of the discriminator \( D \) is an binary vector denoted by

\[
m_D = D(x_R, h),
\]

where \( h \) is a hint vector and \( m_D \) is the prediction of the mask vector \( m \).

The objectives of GAIN are formulated as follows

\[
\begin{align*}
\min_D & \frac{1}{N} \sum_{k=1}^{N} \mathcal{L}_D(m_k^k, m_D^k), \\
\min_G & \frac{1}{N} \sum_{k=1}^{N} \left( \mathcal{L}_G(m_k^k, m_D^k) + \alpha \mathcal{L}_R(x_k^k, x_R^k) \right),
\end{align*}
\]

where \( \alpha \) is a weight parameter, \( \mathcal{L}_D \) is a cross entropy loss term such that

\[
\mathcal{L}_D(m, m_D) = -m \log m_D - (1 - m) \log(1 - m_D),
\]
\( \mathcal{L}_G \) is defined as
\[
\mathcal{L}_G(m, m_D) = -(1 - m) \log m_D,
\]
and \( \mathcal{L}_R \) is a reconstruction loss satisfying
\[
\mathcal{L}_R(x, x_R) = \sum_{i=1}^{d} m_i L_R(x_i, x_{R,i}),
\]
with
\[
L_R(x_i, x_{R,i}) = \begin{cases} 
(x_i - x_{R,i})^2, & \text{for numerical variable} \\
-x_i \log x_{R,i}, & \text{for categorial variable}
\end{cases}
\]

3.2. Formulation of PC-GAIN

Figure 2: An overview of the proposed PC-GAIN. We first select low-missing-rate samples to pre-train the generator \( G \) and the discriminator \( D \) to obtain the imputed dataset. Then, a clustering algorithm is applied on the imputed dataset to synthesize the pseudo-labels. And we train a classifier with imputed dataset and pseudo-labels. Finally, we use all training data to train the generator \( G \) and the discriminator \( D \), and simultaneously use the pre-trained classifier to constrain the generator.

It is well known that the conditional information such as labels can enhance the performance of the generator [15, 19]. However, applying the existing conditional techniques
to common imputation problems mainly faces two difficulties. First, most imputation problems are completely unsupervised and there are no explicit labels could be used directly. Secondly, since the data are incomplete, it is particularly difficult to synthesize appropriate pseudo-labels for the samples. In this section, we would like to propose a novel algorithm based on GAIN to solve the above difficulties. Figure 2 shows the whole framework of the proposed method.

First, note that even under a fixed missing rate, the missingness of each sample in a dataset is different. In our opinion, the potential category information contained in those low-missing-rate samples is more reliable. Therefore, we would like to select a subset of low-missing-rate samples to conduct a pre-training procedure. The aim of the pre-training is to impute the missing components of these low-missing-rate data and then deduce their pseudo-labels.

Specifically, for any \( x \), we calculate its missing rate \( r(x) \) as follows

\[
r(x) = \frac{1}{d} \sum_{i=1}^{d} m_i,
\]

where \( m \) is the mask vector of the data. Then we sort all samples in an ascending order according to their missing rates, and choose the first \( \lambda N \ (0 < \lambda < 1) \) samples to formulate a pre-training dataset \( \chi^L \). Following the optimization objectives (1), we pre-train the generator \( G \) and the discriminator \( D \) using the dataset \( \chi^L \). After then, we can obtain an imputed dataset denoted as \( \chi^L_R \) of the dataset \( \chi^L \).

To synthesize the pseudo-labels \( \{p^L_R\} \) of these low-missing-rate data, we can apply a clustering algorithm, e.g. \([2, 16, 21]\), on the imputed dataset \( \chi^L_R \). It is worth to point out that the number of the clusters is not need to be consistent with the number of the real categories. In our experiments, we found that for many UCI datasets, a small value of \( K \) between 4 and 6 is enough to ensure the best performance of the model.

Next, we use \( \chi^L_R = \{x^L_R\} \) and the corresponding pseudo-labels \( \{p^L_R\} \) to train an auxiliary classifier \( C \). With the aid of this classifier, we update the generator \( G \) and discriminator \( D \) again. That is, we require the generator not only outputs indistinguishable imputed data, but also learns distinct categorical characteristics. More specifically, the objectives of the discriminator and the generator now become

\[
\begin{align*}
\min_D & \frac{1}{N} \sum_{k=1}^{N} \mathcal{L}_D(m^k, m^k_D), \\
\min_G & \frac{1}{N} \sum_{k=1}^{N} (\mathcal{L}_G(m^k, m^k_D) + \alpha \mathcal{L}_R(x^k, x^k_R) + \beta \mathcal{L}_C(x^k_R)),
\end{align*}
\]

where \( \alpha \) and \( \beta \) are hyperparameters, and \( \mathcal{L}_C \) is a standard information entropy loss such
that
\[
\mathcal{L}_C(\mathbf{x}_R) = -C(\mathbf{x}_R) \log C(\mathbf{x}_R),
\]
with \(C(\mathbf{x}_R)\) denoting the output of the auxiliary classifier.

Note that the main difference between (1) and (2) is that in the objectives of PC-GAIN, an additional entropy loss \(\mathcal{L}_C\) is introduced to promote the model to learn more distinct categorical features. This loss is determined by the auxiliary classifier \(C\), which is only pre-trained on a subset \(\{\mathbf{x}_R^L, \mathbf{p}_R^L\}\), and fixed during the training of the generative adversarial network. Hence, this additional classifier will not increase the training complexity of the GANs. The pseudo-code for our PC-GAIN is shown in Algorithm 1.

Algorithm 1 Pseudo-Code of PC-GAIN

**Input:** Incomplete dataset \(\chi\), number of clusters \(K\) and proportion parameter \(\lambda\).

**Pre-training**
1: Sort all data in an ascending manner according to their missing rates.
2: Select the top \(\lambda\) (\(0 < \lambda < 1\)) of the data to formulate a pre-training dataset \(\chi^L\).
3: Use \(\chi^L\) and the objectives (1) to train the discriminator \(D\) and the generator \(G\).

**Determine the pseudo-labels and the classifier \(C\)**
1: Cluster the imputed results of the first stage and synthesize the pseudo-labels for these data.
2: Train a classifier \(C\) using the imputed data and their pseudo-labels.

**Update the generator \(G\) and the discriminator \(D\)**
1: Use the whole dataset \(\chi\) and the new objectives (2) to train the discriminator \(D\) and the generator \(G\) again.

4. Experiments

4.1. Experimental Setup

4.1.1. Datasets

In this section, we evaluate the performance of PC-GAIN on six datasets from the UCI repository [6] and the MNIST dataset [12], respectively. The details of the UCI datasets are listed in Table 1.

Since no dataset contains missing values originally, for a given missing rate, we remove the features of all data completely at random to formulate an incomplete dataset. Moreover, each variable is scaled to the interval \([0, 1]\).
Table 1: The basic properties of the UCI datasets

| Dataset                  | Samples | Numerical variables | Categorial variables | Number of classes |
|--------------------------|---------|---------------------|----------------------|-------------------|
| BalanceScale             | 625     | 0                   | 4                    | 3                 |
| CarEvaluation            | 1728    | 0                   | 6                    | 4                 |
| Letter                   | 20000   | 16                  | 0                    | 26                |
| News                     | 39797   | 35                  | 23                   | 2                 |
| Spam                     | 4601    | 57                  | 0                    | 2                 |
| WineQuality(white)       | 4898    | 11                  | 0                    | 7                 |

4.1.2. Compared Methods and Parameter Setting

We shall compare PC-GAIN with a range of baseline methods, including Autoencoder [8], EM [7], MissForest [4], MICE [30] and GAIN [33]. Among them, MissForest and MICE belong to classical benchmark discriminative models, while Autoencoder, EM and GAIN are generative methods.

To make a fair comparison of PC-GAIN and GAIN, we adopt the same generative adversarial network architecture as [33]. In our PC-GAIN, we take a three-layer fully connected network with ReLU activation as the auxiliary classifier. For the UCI datasets, we apply the $K$-means clustering algorithm [2] on the original imputation results, while for the MNIST dataset, we cluster the latent feature space of the generator.

We apply 5-cross validations in our experiments. Each experiment is repeated ten times and the average performance is reported. Unless stated otherwise, the performance of each model is evaluated under a 50% missing rate, the weight parameters in (2) are chosen as $\alpha = 200$ and $\beta = 20$, and the number of clusters $K = 5$. We use $\lambda = 0.2$ for two bigger datasets: Letter and News, and $\lambda = 0.4$ for others.

4.2. Imputation Accuracy in UCI Datasets

RMSE is a commonly used metric for evaluating the performance of missing data imputation, which computes the root mean square error of the imputed missing values against the ground truth.

Table 2: Comparisons with state-of-the-art methods on the UCI datasets. RMSE under a 50% missing rate.

| Method        | Dataset         | BalanceScale | CarEvaluation | Letter | News | Spam | WineQuality |
|---------------|-----------------|--------------|---------------|--------|------|------|-------------|
| Autoencoder   | 0.4788          | 0.4814       | 0.2216        | 0.2726 | 0.0957 | 0.1814 |
| EM            | 0.4992          | 0.5492       | 0.2183        | 0.3064 | 0.0737 | 0.1520 |
| MissForest    | 0.4322          | 0.4784       | 0.1905        | 0.2633 | 0.0673 | 0.1597 |
| MICE          | 0.5161          | 0.5521       | 0.1714        | 0.2763 | 0.1062 | 0.1304 |
| GAIN          | 0.4148          | 0.4343       | 0.1587        | 0.2532 | 0.0583 | 0.1397 |
| PC-GAIN       | **0.3754**      | **0.4227**   | **0.1450**    | **0.2269** | 0.0559 | 0.1323 |

We first report RMSE of PC-GAIN and the baseline models in Table 2. It is observed
that PC-GAIN outperforms the benchmarks on five datasets except on WineQuality, where PC-GAIN is only worse than MICE, but still outperforms the other models.

Figure 3: RMSE of PC-GAIN versus AutoEncoder and GAIN with various missing rates.

Next, we use News, Spam and WineQuality as examples to illustrate the performance of PC-GAIN under various missingness. As shown in Figure 3, PC-GAIN consistently outperforms the compared models under various missingness. Especially, the advantage becomes more obvious when the missing rate becomes higher.

4.3. Prediction Performance under Various Missing Rates

It is a common understanding that a good imputation model should not only restore the data accurately, but also maintain the category information of the data. In this section, we compare PC-GAIN against other two deep generative models: Autoencoder [8] and GAIN [33], with respect to the accuracy of post-imputation prediction. We use a same classifier (a two-layer fully connected network with Sigmoid activation) for all three modes.

Figure 4: Post-imputation prediction accuracy of PC-GAIN versus AutoEncoder and GAIN with various missing rates.
It is observed from Figure 4 that PC-GAIN achieves the best classification accuracy in all cases. Moreover, the improvements in prediction accuracy become more significant as the missing rate increases. This phenomenon, with the imputation accuracy shown in Figure 3, implies that PC-GAIN is a reliable imputation method especially in the case of high missing rate.

4.4. Sensitivity Analysis

This section evaluates the performance of PC-GAIN under various configurations.

First, we investigate the influences of the weight parameters $\alpha$ and $\beta$ in the objectives (2). We use a heat map manner to depict RMSE of PC-GAIN with various weights. As shown in Figure 5, compared with $\alpha$, a relative smaller $\beta$ can yield better results. This implies that in the framework of PC-GAIN, the classifier loss has a greater impact on the imputation quality than the discriminator.

In the pre-training stage, there is a proportion parameter $\lambda$, which controls the number of selected data in pre-training. Next, we examine the effect of this parameter.
We can see from Figure 6 that $\lambda$ has a decisive effect on the quality of imputation. The performance of PC-GAIN deteriorates rapidly when $\lambda$ becomes too large. This is most likely because too many incomplete data may increase the unreliability of pseudo-labels, and thus reduces the quality of the imputation. We also find that the optimal choice of $\lambda$ for UCI datasets is usually below than 0.4.

Finally, we examine the influence of the number of clusters. From Figure 7, we can observe that the performance of PC-GAIN is stable with respect to the number of clusters. In most cases, PC-GAIN achieves a better results when $K$ belonging 4 to 8, regardless of the true number of categories. This property is very desirable, because in practice we only need to consider a small $K$ even if the actual number of categories is large, and thus save the computational overhead.

![Figure 7: RMSE of PC-GAIN with various number of clusters.](image)

4.5. Image Inpainting

In this section, we show that PC-GAIN can also improve the performance of GAIN in image inpainting task. To this end, we consider the MNIST dataset [12]. For each image in MNIST, we remove 50% and 80% pixels uniformly at random. We compare the imputation results using FID index [10]. FID represents the distance between the eigenvectors of the generated image and the eigenvectors of the real image, a lower FID value often means that the generated image is closer to the real image.

It is obvious from Figures 8 and 9 that the imputed images of PC-GAIN are more cohesive and smoother than those of GAIN. Moreover, the output of PC-GAIN has a lower FID value at both cases, and the advantage becomes greater at a higher miss rate.
Figure 8: Imputed images on MNIST under a 50% missing rate

Figure 9: Imputed images on MNIST under a 80% missing rate

5. Concluding Remarks

Based on the recent work of [33], we propose a novel generative model called PC-GAIN for missing data imputation. With the aid of an auxiliary classifier which is pre-trained using a subset of low-missing-rate samples and the corresponding pseudo-labels, the generator tries to produce indistinguishable imputation results while ensuring good category characteristics. In addition, PC-GAIN only introduces an additional classifier which is fixed during the training of generative adversarial networks and thus is easy to implement. On the whole, PC-GAIN can be regarded as an improved version of GAIN [33], which significantly promotes the performance of the original model without using
any supervision, especially under a high missing rate. Combining the core idea of PC-GAIN with other generative models to handle more complex imputation problems is a meaningful research direction in the future.
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