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Abstract—Hybrid digital analog (HDA) beamforming has attracted considerable attention in practical implementation of millimeter wave (mmWave) multiuser multiple-input multiple-output (MU-MIMO) systems due to its low power consumption with respect to its digital baseband counterpart. The implementation cost, performance, and power efficiency of HDA beamforming depends on the level of connectivity and reconfigurability of the analog beamforming network. In this paper, we investigate the performance of two typical architectures for HDA MU-MIMO, i.e., the fully-connected (FC) architecture where each RF antenna port is connected to all antenna elements of the array, and the one-stream-per-subarray (OSPS) architecture where the RF antenna ports are connected to disjoint subarrays. We jointly consider the initial beam acquisition phase and data communication phase, such that the latter takes place by using the beam direction information obtained in the former phase. For each phase, we propose our own BA and precoding schemes that outperform the counterparts in the literature. We also evaluate the power efficiency of the two HDA architectures taking into account the practical hardware impairments, e.g., the power dissipation at different hardware components as well as the potential power backoff under typical power amplifier (PA) constraints. Numerical results show that the two architectures achieve similar sum spectral efficiency, but the OSPS architecture outperforms the FC case in terms of hardware complexity and power efficiency, only at the cost of a slightly longer time of initial beam acquisition.

Index Terms—mmWave, hybrid, MIMO, sub-connected, fully-connected, beam alignment, spectral efficiency.

I. INTRODUCTION

Millimeter wave (mmWave) multiuser multiple-input multiple-output (MU-MIMO) with large antenna arrays has been considered as a promising solution to meet the ever increasing data traffic for further 5G wireless communications [1]. Considering the unaffordable hardware cost of conventional full-digital baseband precoding, a combination of both digital and analog precoding, using a reduced number of RF chains, known as hybrid digital analog (HDA) structure, has been widely considered [1].

A large number of works is dedicated to the optimization and performance characterization of HDA MU-MIMO architectures (e.g., see [1,4] and references therein). However, we observe that the current literature has some significant shortcomings. In particular 1) Many works consider only phase-shift control at the analog precoders [2,4]. This may somewhat reduce the hardware complexity, however, the signaling freedom is also drastically reduced. Also, it has been widely demonstrated in practical implementations that simultaneous amplitude and phase control as in Fig. 1(a) is feasible at mmWaves with a low complexity and cost [5]. 2) Many works ignore important hardware impairments [2] such as the power dissipation and non-linear distortion of the power amplifiers (PAs), which have an important effect on the signal processing and should not be neglected. 3) An overly large number of works investigate only the data communication phase and assume full channel state information (CSI) [2,4], i.e., they explicitly or implicitly assume that the precoder can be optimized using the channel coefficients seen at each antenna element, as if the signal from each antenna could be individually acquired. In contrast, it is known that due to the severe isotropic pathloss, mmWave communication requires an initial acquisition phase (we refer here as beam alignment (BA)) in order to find the strongest narrow beam pair connecting each user equipment (UE) with the base station (BS). Moreover, since the number of RF chains in a HDA architecture (see Fig. 1) is much smaller than the number of antenna elements, it is impossible to obtain at once all the channel coefficients from one round of training signals, as commonly done with digital baseband schemes. Hence, only the effective channel from TX to RX antenna ports along the beams acquired in the BA phase can be probed and measured.

In this paper, beyond the above fundamental limitations in the literature, we evaluate the performance of two typical transmitter architectures. On one hand, a fully-connected (FC) architecture where each RF antenna port is connected to all antenna elements of the array (Fig. 1(a)). At the other extreme, a one-stream-per-subarray (OSPS) architecture where the RF antenna ports are connected to disjoint subarrays (Fig. 1(b)).
We jointly consider the initial BA phase, data communication, and practical hardware impairments. In particular, we propose our own BA precoding scheme and evaluation model in order to provide a useful analysis and comparison framework for mmWave system design.

II. CHANNEL MODEL

We consider a system formed by a BS equipped with a uniform linear array (ULA) with $M$ antennas and $M_{RF}$ RF antenna ports, serving simultaneously $K = M_{RF}$ UEs, each of which is also equipped with a ULA with $N$ antennas and $N_{RF}$ RF antenna ports. The propagation channel between the BS and the $k$-th UE, $k \in [K]$, consists of $L_k \ll \max\{M, N\}$ multi-path components, where the baseband equivalent impulse response of the channel at time slot $s$ reads

$$
H_{k,s}(t, \tau) = \sum_{l=1}^{L_k} \rho_{k,s,l} e^{j2\pi \nu_{k,l} t} a_{R}(\phi_{k,l}) a_{T}(\theta_{k,l}) H(\tau - \tau_{k,l}),
$$

where $H_{k,s,l}(t) := \rho_{k,s,l} e^{j2\pi \nu_{k,l} t} a_{R}(\phi_{k,l}) a_{T}(\theta_{k,l})$, $(\phi_{k,l}, \theta_{k,l}, \tau_{k,l}, \nu_{k,l})$ denote the angle of arrival (AoA), angle of departure (AoD), delay, and Doppler shift of the $l$-th component, and $H(\cdot)$ denotes the Dirac delta function. The vectors $a_{R}(\theta_{k,l}) \in \mathbb{C}^D$ and $a_{T}(\phi_{k,l}) \in \mathbb{C}^N$ are the array response vectors of the BS and UE at AoD $\theta_{k,l}$ and AoA $\phi_{k,l}$ respectively, with elements given by

$$
[a_{R}(\theta)]_d = e^{j(d-1)\pi \sin(\theta)}, \quad d \in [D],
$$

$$
[a_{T}(\phi)]_n = e^{jn\pi \sin(\phi)}, \quad n \in [N],
$$

where $D = M$ for Fig. 1(a) and $D = \frac{M_{RF}}{M_{PR}}$ for Fig. 1(b). Here we assume that the spacing of the ULA antennas equals to the half of the wavelength. We adopt a block fading model, i.e., the channel gains $\rho_{k,s,l}$ remain invariant over the channel coherence time $\Delta t_c$ but change i.i.d. randomly across different $\Delta t_c$. Since each scatterer in practice is a superposition of many smaller components that have (roughly) the same AoA/AoD and delay, we assume a general Rice fading model given by

$$
\rho_{k,s,l} \sim \sqrt{\gamma_{k,l}} \left( \sqrt{\frac{\eta_{k,l}}{1 + \eta_{k,l}}} + \frac{1}{\sqrt{1 + \eta_{k,l}}} \hat{\rho}_{k,s,l} \right),
$$

where $\gamma_{k,l}$ denotes the overall multi-path component strength, $\eta_{k,l} \in [0, \infty)$ indicates the strength ratio between the line-of-sight (LOS) and the non-LOS (NLOS) components, and $\hat{\rho}_{k,s,l} \sim \mathcal{CN}(0,1)$ is a zero-mean unit-variance complex Gaussian random variable. In particular, $\eta_{k,l} \to \infty$ indicates a pure LOS path while $\eta_{k,l} = 0$ indicates a pure NLOS path, affected by standard Rayleigh fading.

Following the beamspace representation as in [6], we obtain an approximate finite-dimensional representation of the channel response (1) with respect to the discrete dictionary in the AoA-AoD (beam) domain defined by the quantized angles

$$
\Phi := \{ \hat{\phi} : (1 + \sin(\hat{\phi}))/2 = \frac{n-1}{N}, \quad n \in [N] \},
$$

$$
\Theta := \{ \hat{\theta} : (1 + \sin(\hat{\theta}))/2 = \frac{d-1}{M}, \quad d \in [M] \},
$$

with corresponding array response vectors $A_{\Phi} := \{ a_{R}(\hat{\phi}) : \hat{\phi} \in \Phi \}$ and $A_{\Theta} := \{ a_{T}(\hat{\theta}) : \hat{\theta} \in \Theta \}$. For ULAs as considered in this paper, the dictionaries $A_{\Phi}$ and $A_{\Theta}$, after suitable normalization, yield to the discrete Fourier transform (DFT) matrices $F_N \in \mathbb{C}^{N \times N}$ and $F_D \in \mathbb{C}^{D \times M}$ with elements

$$
[F_{N}]_{n,n'} = \frac{1}{\sqrt{N}} e^{j2\pi(n-1)(n'-1)/N}, \quad n, n' \in [N],
$$

$$
[F_{D}]_{d,d'} = \frac{1}{\sqrt{M}} e^{j2\pi(d-1)(d'-1)/M}, \quad d, d' \in [M].
$$

Consequently, the beam-domain channel representation reads

$$
\hat{H}_{k,s}(t, \tau) = F_{N} H_{k,s}(t, \tau) F_{D} = \sum_{l=1}^{L_k} H_{k,s,l}(t) \delta(\tau - \tau_{k,l}),
$$

where $\hat{H}_{k,s,l}(t) := F_{N} H_{k,s,l}(t) F_{D}$. It is well-known (e.g., see [7] and references therein) that, as $M$ and $N$ increase, the DFT basis provides a very sparse channel representation.

III. BEAM ACQUISITION AND DATA TRANSMISSION

Fig. 2 illustrates the considered frame structure which consists of three parts [6]: the beacon slot, the random access control channel (RACH) slot, and the data slot. As illustrated in our previous work [6], in the initial acquisition phase the measurements are collected at the UEs from downlink beacon slots broadcasted by the BS. Each UE selects its strongest AoA as the beamforming direction for possible data transmission. During the RACH slot, the BS stays in listening mode such that each UE sends a beamformed packet to the BS. This packet contains basic information such as the UE ID and the beam indices of the selected AoDs. The BS responds with an acknowledgment data packet in the data subslot of a next frame. From this moment on the BS and the UE are aligned their beams along a mutlipath component with $\text{AoA-AoD} (\phi_{k,l}, \theta_{k,l})$ and strong coefficient $\rho_{k,l}$.

The details of the BA algorithm and its performance are given in [7] for a frequency-domain based variant of the problem, and in [6] for a time-domain single-carrier variant of the problem. In both cases, we have shown that the proposed
scheme aligns the beams along the strongest multipath component with probability that tends to 1 as the number of beacon slots (measurements) increases, and that the probability of collision or errors on the RACH protocol information exchange is negligible when the alignment directions have been correctly found.

IV. SYSTEM ANALYSIS

A. Hardware Impairments

We assume that each analog path has simultaneous amplitude and phase control as shown in Fig. 1. Let \( \mathbf{x} = [x_1, \cdots, x_M] \in \mathbb{C}^M \) denote the beamformed signal\(^2\) given by

\[
\mathbf{x} = \sqrt{\alpha_{\text{com}}} \mathbf{U} \cdot \sqrt{\alpha_{\text{div}}} \mathbf{x},
\]

where \( \mathbf{x} = [x_1, \cdots, x_M] \) is the transmit complex symbol vector, with \( E[|x_k|^2] = \epsilon, k \in [M_{\text{RF}}] \). \( \alpha_{\text{div}} \) results from the signal splitting with \( \alpha_{\text{div}} = \frac{M_{\text{RF}}}{M} \) for Fig. 1(a) and \( \alpha_{\text{div}} = \frac{M_{\text{RF}}}{M} \) for Fig. 1(b). \( \alpha_{\text{com}} \) models the power factor of the combiners corresponding to their S-parameters in Fig. 1(b). \( \alpha_{\text{com}} = 1 \) for Fig. 1(a) and \( \alpha_{\text{com}} = \frac{1}{M_{\text{RF}}} \) for Fig. 1(b). \( \mathbf{U} \in \mathbb{C}^{M \times M_{\text{RF}}} \) denotes the overall beamforming coefficients, given by

\[
\begin{bmatrix}
\hat{u}_1 & 0 & \cdots & 0 \\
0 & \hat{u}_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \hat{u}_{M_{\text{RF}}}
\end{bmatrix}
\]

(8)

for Fig. 1(a) and Fig. 1(b) respectively, where to meet the total input constraint, in Fig. 1(a) we have \( \hat{u}_k \in \mathbb{C}^M \) with \( \|\hat{u}_k\|^2 = M \), whereas in Fig. 1(b) we assume \( \hat{u}_k \in \mathbb{C}^\frac{M_{\text{RF}}}{M} \) with \( \|\hat{u}_k\|^2 = \frac{M_{\text{RF}}}{M} \), \( k \in [M_{\text{RF}}] \). Based on (7), the sum-power of the beamformed signal \( \mathbf{x} \) can be written as

\[
\begin{align*}
\tilde{P} &= E[\mathbf{x}^H \mathbf{x}] = \alpha_{\text{com}} \alpha_{\text{div}} \cdot \mathbf{H}^H \mathbf{U} \mathbf{x} \\
&= \alpha_{\text{com}} \alpha_{\text{div}} \cdot \text{tr} \left[ \mathbf{x} \mathbf{x}^H \mathbf{U}^H \mathbf{U} \right].
\end{align*}
\]

(9)

Consequently, the sum-power for the FC architecture of Fig. 1(a) and for the OSPS architecture of Fig. 1(b) reads \( \tilde{P}_{\text{FC}} = \epsilon M_{\text{RF}} \frac{\alpha_{\text{div}}}{M_{\text{RF}}} \) and \( \tilde{P}_{\text{OSPS}} = \epsilon M_{\text{RF}} \). In order to compensate the additional combiner power dissipation in Fig. 1(a), the transmitter should either boost the input signal as \( M_{\text{RF}} \mathbf{x} \) (with low cost) or choose PAs with larger gain for the amplification stage (with higher cost). We consider the former approach because it is more cost effective. Further, we include the parameters \( (\alpha_{\text{com}}, \alpha_{\text{div}}) \) into the column-wise normalized beamforming matrix \( \mathbf{U} \), such that we can write (7) as

\[
\mathbf{x} = \mathbf{U} \mathbf{x}.
\]

(10)

The beamformed signal then goes through the amplification stage, where at each antenna branch a PA amplifies the signal before transmission. We assume that the PAs in different antenna branches have the same input-output relation. For any given antenna in the transmitter array, let \( P_{\text{rad}} \) denote the radiated power of the antenna, and \( P_{\text{cons}} \) denote the consumed power by the corresponding PA including both the radiated power and the dissipated power. Following the approach in [8], the power consumed by the PA reads

\[
P_{\text{cons}} = \frac{\sqrt{P_{\text{max}}}}{\eta_{\text{max}}} \cdot \sqrt{P_{\text{rad}}},
\]

(11)

where \( P_{\text{max}} \) is the maximum output power of the PA with \( P_{\text{rad}} \leq P_{\text{max}} \), and \( \eta_{\text{max}} \) is the maximum efficiency of the PA. Considering that the PAs are often the predominant power consumption part, we define \( \eta_{\text{eff}} \) given by

\[
\eta_{\text{eff}} = \frac{P_{\text{rad}}}{P_{\text{cons}}}
\]

(12)
as the metric to effectively compare the power efficiency of the two transmitter architectures in Fig. 1.

Due to the superposition of multiple beamforming vectors (particularly in the FC case) and the potentially high peak to average power ratio (PAPR) of the time-domain transmit waveform \( x_k \) (particularly with orthogonal frequency division multiplexing), the input power for some individual PA may exceed its saturation limit. This would result in non-linear distortion and even the collapse of the whole transmission. To compare the two transmitter architectures and ensure that all the underlying \( M \) PAs simultaneously work in their linear range, we generally have two options:

**Option I:** All transmitters utilize the same PA but apply a different input back-off \( \alpha_{\text{off}} \in (0, 1) \), such that the peak power of the radiated signal is smaller than \( P_{\text{max}} \). As a reference, we denote by \( (P_{\text{rad}}, \eta_{\text{max}}, \alpha_{\text{off}}) \) as the parameters of a reference PA under the reference precoding/beamforming strategy with a power backoff factor \( \alpha_{\text{off}} \) (as illustrated later in Section V). For different scenarios (with certain \( \alpha_{\text{off}} \)) the effective radiated power and the consumed power read

\[
P_{\text{rad}} = \frac{P_{\text{rad}}}{\eta_{\text{max}}} \cdot \sqrt{P_{\text{rad}}},
\]

\[
P_{\text{cons}} = \frac{\sqrt{P_{\text{max}}}}{\eta_{\text{max}}} \cdot \sqrt{P_{\text{rad}}}.
\]

The transmitter efficiency is given by

\[
\eta_{\text{eff}} = \frac{P_{\text{rad}}}{P_{\text{cons}}} = \frac{\sqrt{P_{\text{rad}} \cdot \eta_{\text{max}}}}{\sqrt{P_{\text{max}}}}.
\]

(13)

**Option II:** We choose to deploy different PAs for different transmitter architectures, with a maximum output power given by

\[
P_{\text{max}} = \frac{\alpha_{\text{off}}}{\alpha_{\text{off}}} P_{\text{max}}.
\]

where \( \alpha_{\text{off}} \) has the same value as in Option I. Consequently, the effective radiated power and the consumed power of the underlying PA read

\[
P_{\text{rad}} = P_{\text{rad}},
\]

\[
P_{\text{cons}} = \frac{\sqrt{P_{\text{max}} \cdot \alpha_{\text{off}}}}{\eta_{\text{max}}} \cdot \sqrt{P_{\text{rad}}}.
\]

The transmitter efficiency is given by

\[
\eta_{\text{eff}} = \frac{P_{\text{rad}}}{P_{\text{cons}}} = \frac{\sqrt{P_{\text{rad}} \cdot \eta_{\text{max}}}}{\sqrt{P_{\text{max}} \cdot \alpha_{\text{off}}} \cdot \sqrt{\alpha_{\text{off}}}}.
\]

(14)

Note that the characteristics \( (P_{\text{max}} \text{ and } \eta_{\text{max}}) \) of different PAs highly depend on the operation frequency, implementation, and technology. Aiming at illustrating how to apply the proposed analysis framework in practical system design, we will exemplify a set of PA parameters in Section V to evaluate the efficiency \( \eta_{\text{eff}} \) of the two architectures in
Fig. 1 However, in the following derivations for the BA and data communication, otherwise stated, we will assume a single-carrier (SC) modulation and a fixed total radiated power constraint denoted by $P_{\text{tot}}$, where all the underlying PAs work in their linear range with an identical scalar gain.

B. Beam Alignment (BA) Phase

As discussed in Section I, communication at mmWaves requires narrow beams via large antenna array beamforming to overcome the severe signal attenuation. In this section, we provide a brief description of our recently proposed time-domain BA scheme and refer to [6] for more details.

In short, we assume that the BS broadcasts its pilot signals periodically over the beacon slots according to a pseudo-random beamforming codebook, which is known to all the UEs in the system. We assign a unique Pseudo Noise (PN) sequence as the pilot signal to each RF chain at the BS such that different pilot streams are separable at the UE. Meanwhile, each UE independently collects its measurements to estimate its strong AoA-AoD combinations. Taking the $k$-th UE for example, let $\Gamma_k$ denote an all-zero $N \times M$ matrix with positive elements corresponding to the beam-domain second-order statistics of the channel coefficients, given by

$$[\Gamma_k]_{n,m} \propto \sum_{l=1}^{L_k} \mathbb{E} \left[ |H_{k,n,l}(t,\tau_{k,l})|_{n,m}^2 \right].$$

(15)

Over $T$ beacon slots the UE obtains a total number of $M_{\text{RF}}N_{\text{RF}}T$ equations, which can be written in the form

$$q_k = B_k \cdot \text{vec}(\Gamma_k) + \zeta(P_{\text{tot}}) \cdot 1 + w_k,$$

(16)

where $q_k \in \mathbb{R}^{M_{\text{RF}}N_{\text{RF}}T}$ consists of all the $M_{\text{RF}}N_{\text{RF}}T$ statistical power measurements, $B_k \in \mathbb{R}^{M_{\text{RF}}N_{\text{RF}}T \times MN}$ is uniquely defined by the pseudo-random beamforming codebook of the BS and the local beamforming codebook of the $k$-th UE, $\zeta(P_{\text{tot}})$ denotes a constant whose value is a function of the total radiated power, and $w_k \in \mathbb{R}^{M_{\text{RF}}N_{\text{RF}}T}$ denotes the residual measurement fluctuations. As discussed in [6], with the non-negative constraint of $\Gamma_k$, a simple Least Squares (LS) implementation, we assume a success of the BA if the largest component in $\Gamma_k^*$ coincides with the actual strongest path of the $k$-th UE. More details can be found in [6].

C. Data Communication Phase

We assume that the BS simultaneously schedules $K = M_{\text{RF}}$ UEs which are selected by a simple directional scheduler [9]. Namely, the selected $K$ UEs have similar power profiles and their strongest AoDs in the downlink are at least $\Delta \theta_{\text{min}}$ away from each other. Consequently, the multi-user beamforming scheme at the BS allocates equal power across these UEs with potential multi-user interference cancellation [9]. Denoted by $u_k$ as the normalized transmit beamforming vector for the $k$-th UE at the BS and $v_k$ as the normalized receive beamforming vector at the $k$-th UE, with an effective radiated power $P_k = \frac{P_{\text{tot}}}{M_{\text{RF}}}$ to maintain the total radiated power constraint, the received signal at the $k$-th UE can be written as

$$y_k(t) = v_k^H \sum_{k'=1}^{K} \sqrt{P_k}H_{k,k'}(t,\tau) \odot (u_{k'}x_{k'}(t)) + z_k(t)$$

$$+ \sum_{k' \neq k} \sqrt{P_{k'}}(v_{k'}^H\mathbb{H}_{k,k'}(t,\tau)u_{k'}) \odot x_{k'}(t)$$

(18)

where $f(t) \odot g(t) = \int f(\tau)g(t-\tau)d\tau$ denotes the convolution operation. As we can see, the first term in (18) corresponds to the desired signal at the $k$-th UE, whereas the last two terms correspond to the noise and interference, respectively. By substituting (1) into (18), the received signal reads

$$y_k(t) = \sum_{l=1}^{L_k} \sqrt{P_k}v_k^H \mathbb{H}_{k,k,l}(t)u_kx_k(t - \tau_{k,l}) + z_k(t)$$

$$+ \sum_{k' \neq k} \sum_{l'=1}^{L_{k'}} \sqrt{P_{k'}}v_{k'}^H \mathbb{H}_{k',k,l'}(t)u_{k'}x_{k'}(t - \tau_{k',l'}),$$

(19)

where $x_k(t)$ denotes the unit-power transmit signal, $z_k(t) \sim \mathcal{CN}(0, N_0B)$ denotes the continuous-time complex additive white Gaussian noise (AWGN) with a power spectral density (PSD) of $N_0$ Watt/Hz, and $B$ denotes the effective bandwidth. By treating the multi-user interference as noise at each UE the asymptotic spectral efficiency of the $k$-th UE is given by

$$R_k = \mathbb{E} \left[ \log_2 \left( 1 + \frac{P_k \sum_{l=1}^{L_k} v_k^H \mathbb{H}_{k,k,l}(t)u_k^2}{\sum_{k' \neq k} \sum_{l'=1}^{L_{k'}} \sqrt{P_{k'}}v_{k'}^H \mathbb{H}_{k',k,l'}(t)u_{k'}^2 + |z_k(t)|^2} \right) \right],$$

(20)

and the sum spectral efficiency reads $R_{\text{sum}} = \sum_{k=1}^{K} R_k$.

We claim that the beamforming vectors corresponding to each UE in the data communication phase are based on the outcome of the BA in Section IV-B. More precisely, we assume that after a BA procedure the strongest component in $\Gamma_k^*$ corresponds to the $l_k$-th multi-path component in $\mathbb{H}_{k,k,l}(t,\tau)$ between the BS and the $k$-th UE. To simplify the practical implementation, we assume that the $k$-th UE decodes its data along the estimated strongest direction, given by

$$v_k = F_N \tilde{v}_k,$$

(21)

where $\tilde{v}_k \in \mathbb{C}^N$ is an all-zero vector with a $1$ at the component corresponding to the AoA of the $l_k$-th scatterer. At the BS we assume that the BS communicates with the $k$-th UE along its top-$p$ beams with respect to the AoA given by $v_k$, where $p \geq 1$ in order to handle the potential mobility or blockage. Define $U_k \in \mathbb{C}^{B \times p}$, each column of which corresponds to one of the $p$ AoA beamforming directions, given by

$$U_k = [u_{k,1}, u_{k,2}, \ldots, u_{k,p}]$$

$^1$Not to be confused with the case that both UE and BS point to multiple directions. In our scheme, the UE always points to a single strongest direction, whereas the BS points to $p$ directions with respect to each UE.
\[ \mathbf{H} \mathbf{Y} + \mathbf{Z} \] 
where \( \mathbf{H} \) is the channel matrix, \( \mathbf{Y} \) is the transmit signal vector, and \( \mathbf{Z} \) is the noise vector. The optimal solution is given by the following expression:

\[ \mathbf{U} = \mathbf{H}^H \mathbf{H}^{-1} \mathbf{X} \]

subject to the power constraint:

\[ \mathbf{U}^H \mathbf{U} \leq P \]

where \( P \) is the total transmit power.
As shown in Fig. 3 (b), for the FC transmitter, in the range of BA, we also define the SNR before beamforming (BBF) by

$$\text{SNR}_{\text{BBF}} = \frac{P_{\text{tot}} \sum_{l=1}^{L} \gamma_l}{N_0 B}.$$  \hspace{1cm} (36)

This is the SNR obtained when a single pilot stream ($M_{RF} = 1$) is transmitted through a single BS antenna and is received at a single UE antenna (isotropic transmission) via a single RF chain ($N_{RF} = 1$) over the whole bandwidth $B$.

V. NUMERICAL RESULTS

We consider a system with a BS using $M = 32$ antennas and $M_{RF} = 2$ RF chains and each UE using $N = 16$ antennas and $N_{RF} = 1$ RF chain. The system is assumed to work at $f_0 = 40$ GHz with a maximum available bandwidth of $B = 0.8$ GHz. We assume the channel for each UE contains $L_k = 3$ links given by ($\gamma_{k,1} = 1, \eta_{k,1} = 100$), ($\gamma_{k,2} = 0.6, \eta_{k,2} = 10$), and ($\gamma_{k,3} = 0.6, \eta_{k,3} = 0$) as defined in [3]. In the following, we will compare the performance of the two transmitter architectures in Fig. 1.

A. Training Efficiency for the Initial Beam Alignment Phase

As illustrated in Fig. 3 (a), due to the fact that the OSPS architecture has lower angular resolution and encounters larger sidelobe power leakage than the FC case, the former requires moderately $\sim 20$ more beacon slots than the latter for $P_{D} \geq 0.95$. We also simulate a recent time-domain BA algorithm based on [10] which focuses on estimating the instantaneous channel coefficients with an orthogonal matching pursuit (OMP) technique. As we can see, for both transmitter architectures the proposed BA scheme requires much less training overhead than that in [10], implying its advantage for practical fast channel connection.

B. Comparison of Different Precoding Schemes

To first evaluate the efficiency of the proposed precoding schemes, we simulate the sum spectral efficiency with $K = 2$. As shown in Fig. 3(b), for the FC transmitter, in the range of $\text{SNR}_{\text{BBF}} \leq 10$ dB the simple BST scheme achieves the highest sum spectral efficiency, whereas when $\text{SNR}_{\text{BBF}} \gg 0$ dB the BZF precoder performs better. Also, the curves of BZF precoders with different $p$ values coincide with each other. Namely, the choice of $p$ plays a trade-off between mobility and the overhead for additional channel estimation but does not change the sum spectral efficiency. Further, the OSPS transmitter achieves similar performance. As a comparison, we also simulate a recent hybrid precoding scheme proposed in [5] which is completely based on downlink channel reconstruction. As we can see, the proposed precoders achieve much better performance than that in [5].

C. Fully-Connected or One-Stream-Per-Subarray?

Note that the performance of different architectures highly depends on the channel condition ($\text{SNR}_{\text{BBF}}$) and the underlying precoders. A doubtless fact is that, the hardware complexity of Fig. 1(b) is much lower than Fig. 1(a). For the same channel condition, Fig. 1 (b) requires a slightly less initial training overhead. As for the data communication phase, given the parameters in this paper, we can see from Fig. 3 (a) that by using the BST precoder under weak channel conditions (i.e., $\text{SNR}_{\text{BBF}} < 0$ dB) and using the BZF precoder under strong channel conditions (i.e., $\text{SNR}_{\text{BBF}} \geq 0$ dB), the two architectures achieve a similar sum spectral efficiency.

To evaluate the architecture power efficiency, otherwise stated, we consider the BST precoder. We first assume a reference scenario as the baseline, i.e., the OSPS architecture using the BST precoder and a SC modulation, with PAs of $P_{\text{max,0}} = 6$ dBm, $\eta_{\text{max,0}} = 0.3$. The backoff factor with respect to different waveforms and transmitter architectures can be written as $\alpha_{\text{off}} = 1/(P_{\text{PAPR}})$, where $P_{\text{PAPR}}$ represents the PAPR of the input signals at the PAs. The investigation for 3GPP LTE in [11] showed that with a probability of 0.9999, the PAPR of the LTE SC waveform is smaller than $\sim 7.5$ dB and the PAPR of the LTE orthogonal frequency division multiplexing (OFDM) waveform (with 512 subcarriers employing QPSK) is smaller than $\sim 12$ dB. We set $P_{\text{PAPR}}$ to these values for Fig. 1 (b). In Fig. 1 (a), however, the input signals of the PAs are
the sum of the signals from different RF chains. For OFDM signaling each signal can be modeled as a Gaussian random process [11] and the signals from different RF chains are independent, hence, the PAPR of the sum is the same as of one RF chain. For the case of SC signaling there is no clear work in the literature that shows how the sum of SC signals behaves. We simulated the sum of $M_{RF} = 2$ SC signals using the same parameters as in [11]. The result shows that with probability of 0.9999 the PAPR of the sum is smaller than $\sim 9.5$ dB. We apply these values and without loss of generality, we assume $\alpha_{off} = -7.5$ dB for the reference scenario. As shown in (13), by deploying the same PAs (Option I), the two architectures achieve the same efficiency for a given $P_{rad}$. However as illustrated in Fig. 4(b), given the same input signal (after the power compensation for the FC architecture) and precoding matrix as in the reference scenario, the OSPS architecture with SC signaling (OSPS, SC) achieves the highest $P_{rad}$, followed by (FC, SC), (OSPS, OFDM), and (FC, OFDM). In contrast, by deploying different PAs (Option II) Fig. 4(c) shows that (OSPS, SC) achieves the highest power efficiency, followed by (FC, SC), (OSPS, OFDM) and (FC, OFDM).

VI. CONCLUSION

In this paper, we proposed an analysis framework to evaluate the performance of typical hybrid transmitters at mmWave frequencies. In particular, we focused on the comparison of a fully-connected (FC) architecture and a one-stream-per-subarray (OSPS) architecture. We jointly evaluated the performance of the two architectures in terms of the initial beam alignment (BA), the data communication, and the transmitter power efficiency. We used our recently proposed BA scheme and a simple precoding scheme based on zero-forcing precoding of the effective channel after BA. Both schemes outperform the state-of-the-art counterparts in the literature and can be considered as the de-facto new state of the art. Given the parameters in this paper, our simulation results show that the two architectures achieve a similar sum spectral efficiency, but the OSPS architecture outperforms the FC case in terms of hardware complexity and power efficiency, only at the cost of a slightly longer time for the initial BA. We hope that the proposed work provides a good analysis framework for future mmWave MU-MIMO system design.
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