A Hybrid Fuzzy Profiling-Nonnegative Latent Factor Model Considering Consumer Preference at Different Levels
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Abstract: The implicit feedback information associated with actual behavior can symmetrically reflect consumer preference, which is valuable and deserves a deep investigation. Considering the inherent uncertainty and fuzziness of implicit data, the question of how to depict consumer preference in such data is always a critical and difficult issue. In this paper, a fuzzy profiling-nonnegative latent factor (FP-NLF) model is proposed to address this problem. First, a fuzzy profiling (FP) procedure is designed for characterization of consumer preference at various levels, where the fuzzy set is introduced to manage the uncertainty and fuzziness of implicit data. Two series of strategies are provided to determine the comprehensive preference for different scenarios and commercial intentions. Subsequently, a nonnegative latent factor (NLF) model is adopted to make predictions in the case of notably sparse data. Finally, a higher quality recommendation is ultimately produced for which only the products satisfying given preference level are recommended. In addition, a case study with real data is conducted for a detailed demonstration, and the results reveal the feasibility and superiority of our proposal through comparative analysis. Finally, the sensitivity analysis explores the influences of changing weights of strategy, which can provide guidance for developing purposeful strategies to better serve consumers.
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1. Introduction

The consumer plays a pivotal role in commercial companies. Series of data produced by consumers, of various types and forms, are collected and stored in corporate servers and are treated as a valuable enterprise asset that can guide senior managers in developing firm strategies [1], price strategies [2], and product line designs [3], etc. In addition, such data, usually called consumer feedback information, are further analyzed to comprehensively study consumer behavior, supply proper products or services to consumers, and therefore to improve consumer satisfaction and loyalty [4,5].

In actual life, consumers encounter difficulty in finding which items they might prefer when large quantities of information are created every day. The complication of searching targets reduces consumers’ interest and damages their loyalty to one website or one product. In this case, the recommender system (RS), usually provided by commercial companies, can help consumers by analyzing their preferences according to historical feedback information and thus recommending potential items of interest to them. Consumer satisfaction depends on the recommendation accuracy of the products and...
consequently impacts the commercial company’s profit; thus, the RS performance plays a substantial role. To make high accuracy prediction of the RS, researchers and commercial companies have explored many recommendation models [6–8]. The key of these models is to properly characterize consumer preference and offer a reliable prediction. Specifically, the consumer feedback data and the preference modeling approach are two vital issues in determining the characterization process as the first key step, and the prediction algorithm subsequently decides on the performance of the follow-up task.

In terms of characterizing consumer preference, current RSs are usually performed with explicit feedback data, most of which consist of multi-rating data of “1–5 stars” and text reviews [5]. However, collection of these types of data is complex because it requires service providers to design feedback pages in advance. In addition, the collected explicit data could be trusted only if consumers could clearly know their feelings and submit accurate feedback. However, this task places heavy pressure on consumers to understand themselves and furthermore to give an accurate score. Moreover, certain malicious behaviors such as deliberately assigning good or bad ratings make it difficult to distinguish trusted data. In considering these problems, researchers have shifted their attention to implicit feedback data [9,10], which can reflect consumers’ real behaviors and preferences, such as transaction data, browsing history, play counts of music, etc.

Nevertheless, a challenging procedure in utilizing implicit feedback data is to properly map actual behavior information to a computable preference rating in a symmetrical way. Studies have presented some solutions for this task. For example, Tong et al. [9] adopted the number of webpage visits as a reflection of preference in which high frequency indicates high preference. In the same way as using frequency data, Hu et al. [11] proposed a binary transformation solution dividing preference into like and dislike, represented as \{0, 1\}. However, binary preference was inappropriate for understanding consumer behavior and failed to consider natural noise existing in such data. In fact, consumer attitudes for products or actions are complex showing different levels of preference between dislike and like [12]. Moreover, inherent uncertainty and natural noise in the data are common and troublesome. For example, if a record shows that a consumer has clicked into a website, we cannot distinguish whether the action is done for preference or by accident or after which the consumer would dislike the website in the end. We will know the truth only if this type of behavior frequency increases [13]. Therefore, accurately characterizing consumer preference and managing uncertainty components are important for better use of implicit data. For capturing vague knowledge, Zadeh [14] proposed fuzzy sets which was widely applied to decision making problems. Similarly facing uncertain information, this fuzzy method is also suited for this study since it can represent consumer preference with membership function and handle the uncertainty involved. Therefore, this paper investigates a fuzzy method for characterizing consumer preference at different levels and handling natural noise, and thereby predicting unknown items of higher interest for the consumers with RS.

Finally, certain metrics are commonly selected to evaluate the performance of recommendation models, including the mean absolute error (MAE) [5], root mean squared error (RMSE) [5], precision [15] and recall [15], etc. When computing the precision and recall, the existing studies characterize the case as true if the predicted item appears in the real records, and otherwise, it is labeled as false. In contrast, in our study where customer preference is modeled at multiple levels, the “true case” that might lie at low level of preference would not be recommended. Therefore, by adopting a stricter and higher preference standard, this paper accomplishes a high quality recommendation.

Based on the aforementioned issues, we integrate the benefits of fuzzy tools for fuzzy profiling (FP) procedure and the nonnegative latent factor (NLF) method into a hybrid fuzzy profiling-nonnegative latent factor (FP-NLF) model for implicit feedback information to predict consumer preference. The main work and contributions of this paper can be summarized as follows:

1. Implicit data can aid us in tracking the real behaviors of consumers despite lacking of methods for modeling consumer preference [9,10]. Additionally, consumer preference is complex and existed at different levels, but current research usually characterizes it only in a rough manner and ignores natural noise. Considering these issues and taking the advantages of fuzzy sets
for processing vague information, in this paper, we extract consumer preference from implicit feedback information and propose the method of FP to characterize actual behavior data in terms of preference ratings at different preference levels.

(2) In case the recommendation results are directly generated without considering consumer preference for recommended items, the recommendation quality will be unsatisfactory [15,16]. Therefore, according to the understanding of consumer preference, two series of strategies are provided for preference integration and comprehensive utilization in different scenarios. A hybrid FP-NLF model is proposed that can systematically solve the problem mentioned above by providing high quality recommendation that satisfies various consumer preference levels.

(3) To demonstrate our proposal, a case study is conducted using the sub-dataset of The Echo Nest Taste Profile Subset containing 100,000 records. To recommend items of higher preference, we revise the evaluation metrics to a higher requirement. The results show that high quality recommendation satisfying given recommendation level can be achieved compared with other four related models. Sensitivity analysis shows more details to develop strategies that can purposefully serve consumers.

The rest of this is structured as follows. First, the related literature of this research is provided in Section 2. Section 3 presents the proposed hybrid FP-NLF model for implicit feedback dataset. A case study is carried out in Section 4, in which describing detail and specific procedures of the proposal. Section 5 shows the results and makes discussions based on comparative analysis and sensitivity analysis. Finally, we give the conclusion and future work in Section 6.

2. Related Literature

2.1. Inferring Consumer Preference from Implicit Feedback

Many studies have inferred consumer preference from consumer feedback information (shown in Table 1) and have applied this type of information to various targets, such as recommending appropriate doctors [17,18], selecting personal hotels [19], and finding restaurants [5], etc. These previous studies were performed based on two types of consumer feedback information: explicit data and implicit data. Explicit data are mostly derived from online websites and are represented as multi-ratings and text reviews posted by consumers. For example, Li and Qian et al. mined explicit multi-ratings and text reviews from Amazon and accordingly built a consumer preference model to assist consumers in selection of a satisfactory cellphone [20], but low quality and untrusted data make this approach difficult to adopt. In contrast, despite the common belief that implicit feedback is valuable [13,21], there is a dearth of research that uses implicit data compared with explicit data. The difficulty lies in characterizing consumer preference from implicit ratings.

In general, it is difficult to obtain implicit data, which are not displayed on webpages. These types of data are produced and stored directly inside the company, usually in the form of clicks, transactions, and usage, which are regarded as behavior frequency. Current approaches to model consumer preference are transforming implicit feedback information into implicit ratings to represent preference. For example, the high frequency transaction of an item was interpreted and computed as a high preference of the consumer for the product [22]. Choi et al. [23] measured consumer preference according to the number of times music was played, where a high play count indicates a high preference. However, these studies characterized preference in the same scale and dimension. In fact, the frequency of behavior is closely related to the nature of the product [24]. Therefore, the preference characterized in different levels of frequency is properly in accordance with consumer emotion. Yera et al. [12] subtly described different levels of consumer preference using the fuzzy method. Considering its advantages of handling fuzziness in human behavior, the fuzzy method is similarly adopted in this study. With extending this approach, we map implicit feedback information to consumer preference at different levels, and at the same time, address natural noise with respect to fuzziness and uncertainty. This study could fill the research gap of characterizing consumer preference from implicit feedback information.
Table 1. Related studies on inferring consumer preference from feedback information.

| Literature            | Objective                                                                 | Feedback Type      | Data Type                |
|-----------------------|---------------------------------------------------------------------------|--------------------|-------------------------|
| Wang et al. (2020)    | Explore the hotel selection differences among four types of travelers by analyzing their preferences for selected key factors | Explicit feedback  | Multi-ratings; Text reviews |
| Yang et al. (2018)    | Assist patients seeking satisfactory doctors based on their preferences    | Explicit feedback  | Multi-ratings            |
| Zhang et al. (2018)   | Recommend a personalized restaurant to the consumer with consideration of group correlations and customer preferences | Explicit feedback  | Multi-ratings; Text reviews |
| Choi et al. (2012)    | Characterize consumer preference by deriving implicit ratings from online transaction data and further predict a target product | Implicit feedback  | Purchase frequency       |
| Lee et al. (2010)     | Recommend music for consumers after analyzing their taste according to their preferences | Implicit feedback  | Listening behavior       |

2.2. Latent Factor Model

RSs use different models to recommend unknown items. In general, collaborative filtering (CF) models and latent factor models (LFMs) are the most widespread techniques [26–28]. CF models recommend new items based on similarities between items [29] or users [30] according to ratings and are currently the most popular approaches adopted by commercial companies [31]. However, problems such as cold start and sparsity, among others, limit the performance of this approach. In contrast, the LFM [32] is becoming an appealing technique that predicts unknown entries using a matrix factorization approach. This method maps raw data to latent factor vectors for the sake of low dimensional computation and can reduce the levels of sparsity [33,34]. With respect to LFM for implicit data, specifically, Hu et al. [11] adjusted the original cost function after extracting consumer preference score for a better understanding of the specific scenario. Wu et al. [35] further improved the recommendation accuracy using novel kernel functions. Rendle et al. [36] developed a local weighted matrix factorization in an effort to handle the top-N problem. Although these methods can reach high accuracy, they neglect the nonnegative constraints of preference in the latent factor vector. After restricting the latent factor vector, Wang et al. [37] and Luo et al. [38] used the NLF model to decompose original information for hidden interpretation and further prediction of unknowns. The approach with the NLF model is better suited for implicit feedback information and thus provides one solution for the similar issue in this paper.

To better describe how the LFM works, an insight of the model is shown in Figure 1. As shown, when a record implies that the consumer likes one piece of music but dislikes another one, we can analyze this information by mapping it to the latent factor vector, such as the (lyrics, genre) vector. We subsequently obtain the consumer vector (0.9, 0.1) and item vectors (0.8, 0.8) and (0.1, 0.1), from which we can understand the preference score of the consumer and items for each latent factor. The dot product of the consumer vector and item vector presents the comprehensive preference of the consumer for the items. If we adopt the binary inference as in Refs. [11,23], and the preference ≥0.5, then the consumer is in favor of this item; otherwise, the consumer dislikes it. Finally, the model objective is to predict the unknown preference using observations.
After describing the core idea of LFM, the basic definitions are given as follows.

**Definition 1.** [38] Given a $m \times n$ matrix $R$, where each element $r_{ui}$ representing user $u$’s preference ratings on item $i$ and $r_u$ is the user $u$’s preferences rating of all items, the matrix $R$ is preference rating matrix.

Based on the preference rating matrix, the task of LFM is to predict the preference rating for unknowns with minimum differences.

**Definition 2.** [38] Assume that $R_K$ and $R_W$ are preference rating matrices that indicate the observed data and the whole data in $R$, respectively. The objective of LFM is to predict $\hat{R}$, whose element $\hat{r}_{ui}$ denotes entry $(u,i) \in R_W$, with minimum error $\sum_{(u,i) \in R_W} |r_{ui} - \hat{r}_{ui}|$.

The technique for solving the objective function factorizes preference rating-matrix $R$ into two latent factor matrices $U$ and $V$ in low rank, where $R$ is $m \times f$, $V$ is $f \times n$ and $f \ll \min(m, n)$. This procedure maps the original data to the same latent factor vectors to describe the features of the users and items hidden in the preference ratings. The factorization process is achieved via finding the latent factor vector by building two matrices $U^*$ and $V^*$, which minimizes the difference between $R$ and $UV$, denoted by

$$\arg \min_{U^*, V^*} d = \|R - UV\|^2$$ (1)

Equation (1) is a basic objective of LFM. Subsequently, researchers have deepened related techniques [23,37,38], such as the solution method and parameter optimization, and subsequently extended it to many more application fields. In this paper, we add nonnegative constraints and regularization terms to Equation (1) to satisfy the scenario requirement for implicit feedback data.

### 3. Hybrid FP-NLF Model

This section proposes a hybrid FP-NLF model for processing implicit feedback information, so as to predict consumer preference and improve the quality of RS. A conceptual framework of our proposal is illustrated in Figure 2 and consists of five modules. The outline of each module is described as follows:

1. **Data collector**: the implicit feedback information is collected and stored mostly in the company database, and it is preprocessed.
2. **Fuzzy profiling**: three preference levels are defined, and relevant membership functions [39–41] are built accordingly. The implicit feedback information on behavior frequency is transformed into preference ratings at each level, and thus the fuzzy preference profiles are obtained.
3. **Strategy**: to achieve a higher quality recommendation, the weights of the higher preference level are emphasized. By understanding consumer behavior patterns, two series of strategies are supplied for different intentions, which are used to generate the entire fuzzy preference profiles.
(4) Preference prediction: according to the nonnegative requirement, we form NLF model by adding nonnegative constraints and regulation terms to the basic LFM [38] and use the alternating direction method [37] to solve the model.

(5) Recommender: this stage is the last step of our model, which accomplishes the task of recommendation. The standard is enhanced in that the items are placed into recommendation list only if consumers have medium preference or high preference for them.

![Conceptual framework of the proposed hybrid fuzzy decision model.](image)

Figure 2. Conceptual framework of the proposed hybrid fuzzy decision model.

To avoid duplication, the processing details of data collector module will be explained in the next section with an illustration. The subsequent sections elaborate on the procedure for the rest of the modules in further detail.

3.1. Fuzzy Profiling

The main task of this section is to characterize the consumer preference rating via implicit feedback information based on the frequency. With the increase in frequency, the consumers are more likely to have a higher preference for the item [22]. However, the challenge of confirming the preference occurs with low frequency behavior, which contains substantial fuzziness and uncertainty. For example, if a record shows that a consumer has clicked into a website, we cannot distinguish whether this action is for preference or by accident or even the consumer subsequently dislikes the website eventually. For better managing uncertainty and fuzziness, the tool of fuzzy sets [14] is introduced. Since then, this tool has received much attention [42–44] and extended to various fields, such as decision making [45], fuzzy signatures quantization [46,47] and fuzzy control [48], etc. Considering its power for modeling vagueness, this approach is adopted and extended in this paper for characterizing consumer preference. The definition of fuzzy sets is reviewed as follows.
Definition 3. [14] Fuzzy set $\tilde{A}$ is defined over the domain $X$, and it can be denoted as a set of pairs of the element $x \in X$ and its membership $\mu_{\tilde{A}}(x)$:

$$\tilde{A} = (x, \mu_{\tilde{A}}(x)), x \in X$$  \hspace{1cm} (2)

where the membership function $\mu_{\tilde{A}}(x) : X \rightarrow [0, 1]$ maps the element of $X$ into the interval $[0, 1]$, whose value represents the membership degree of $x$ belonging to $\tilde{A}$.

In this paper, the classical fuzzy set is applied for FP of implicit feedback data, where we delicately characterize the consumer preference at different levels via the membership functions. The formulation of the problem is given to make a statement.

Denote the implicit feedback information as $R$ (m user with n items) and $r_{ui}$ means the usage frequency of user $u$ on item $i$. The linguistically represented label is arranged as $l = \{l_1 = \text{low-preference}, l_2 = \text{medium-preference}, l_3 = \text{high-preference}\}$ to describe the various preference levels for each consumer on the item. The fuzzy semantics is illustrated in Figure 3, where $\mu_1, \mu_2, \mu_3, \mu_4$ are determined in the exact application scenario. The next step is to construct the membership function that maps implicit feedback data $R$ to each linguistically represented label in $l$. Therefore, we build the membership function $\mu_l(R) : R \rightarrow [0, 1]$ to characterize the relationship between usage frequency and preference rating in each level by expanding the scale of 1–5 [12] to 1-N.

![Figure 3. Fuzzy definition of the frequency domain for the one to N times domain.](image)

Through the process of linguistic representation, the preference ratings in each level are obtained and subsequently stored in three fuzzy preference profiles called Low Profile, Medium Profile, and High Profile, respectively. An illustration of the process is shown in Figure 4.

![Figure 4. Fuzzy profiling.](image)

According to the linguistic terms defined in Figure 3, the obtained fuzzy ratings profiles $R^F$ are listed, and a brief description is given.
Low Profile $R_{\text{low}}^f$: a file that contains the preference ratings in the low-preference level of the consumer on each item or behavior. It is better to carefully use it for recommendation because it embodies the fuzziness and uncertainty of information.

Medium Profile $R_{\text{medium}}^f$: a file that contains the preference ratings in the medium-preference level of the consumer on each item or behavior. Much attention is focused on this file based on the fact that consumer desire and psychological expectation are at least at the medium-preference level recommendation.

High Profile $R_{\text{high}}^f$: a file that contains the preference ratings in the high-preference level of the consumer on each item or behavior. This file is valuable for keeping a record of the consumers’ favorites despite the small number of these types of data.

Specifically, the fuzzy preference profiles $R^f$ (including $R^f(\text{low})$, $R^f(\text{medium})$, and $R^f(\text{high})$) are computed via the membership function $\mu(R)$, built as in Equations (3)–(5).

$$\mu_{\text{low}}(r_{ui}) = \begin{cases} 1, & r_{ui} \leq \mu_1 \\ -\frac{r_{ui}}{\mu_2 - \mu_1} + \frac{\mu_2}{\mu_2 - \mu_1}, & \mu_1 < r_{ui} \leq \mu_2 \end{cases}$$  \hspace{1cm} (3)

$$\mu_{\text{medium}}(r_{ui}) = \begin{cases} \frac{r_{ui}}{\mu_2 - \mu_1} - \frac{\mu_1}{\mu_2 - \mu_1}, & \mu_1 \leq r_{ui} \leq \mu_2 \\ 1, & \mu_2 < r_{ui} \leq \mu_3 \\ -\frac{r_{ui}}{\mu_4 - \mu_3} + \frac{\mu_4}{\mu_4 - \mu_3}, & \mu_3 < r_{ui} \leq \mu_4 \end{cases}$$  \hspace{1cm} (4)

$$\mu_{\text{high}}(r_{ui}) = \begin{cases} \frac{r_{ui}}{\mu_4 - \mu_3} - \frac{\mu_3}{\mu_4 - \mu_3}, & \mu_3 \leq r_{ui} \leq \mu_4 \\ 1, & r_{ui} \geq \mu_4 \end{cases}$$  \hspace{1cm} (5)

**Remark 1.** For example, we assume an exact $r_{ui} = 10$, and it is transformed by $\mu(r_{ui})$ obtaining $\mu_{\text{low}}(r_{ui}) = 0$, $\mu_{\text{medium}}(r_{ui}) = 0.8$, and $\mu_{\text{high}}(r_{ui}) = 0.2$. This indicates that consumer $u$ has an 80% probability in the medium-level preference and a 20% probability in the high-level preference for item $i$ when consumer $u$ uses the item $i$ 10 times.

In this section, the fuzzy preference profiles are obtained. Based on these profiles, we can ultimately represent the comprehensive preference of the consumers according to a different design. An elaboration on the design is described in Section 3.2.

### 3.2. Strategy

After obtaining fuzzy preference profiles at different levels, we assign diverse weights for the three profiles and thereby generate various types of comprehensive preference profiles. Each designed weight vector is regarded as one strategy that reflects the recommendation manner and explains which level of preference of the products the RS wants to recommend to you. We represent the comprehensive preference rating of the consumers as $R^f$ and denote the weight vector as $w = (w_L, w_M, w_H)$, where $w_L$, $w_M$, and $w_H$ represent the weight of Low Profile, Medium Profile and High Profile, respectively.

We form the strategies in this section based on observations of consumer behavior in accordance with common sense. For example, for consumers who want to be supplied items that they probably like or items for a surprise but not the ones that they frequently use, we can generate their ideal recommendations by setting the highest weight of Medium Profile. Similarly, for consumers who want to acquire items relevant to the ones that they always needed, we can accomplish this recommendation by setting the highest weight of High Profile. In addition, we directly abandon the optional strategies that consumers want to be recommended the items of interest at low-preference level. Thus, based on above observations, two types of recommendation strategies are constructed and listed in the following, which directly remove the choices with the higher weight of Low Profile according to common sense:

**Strategy 1**, denoted as “H-M”: $w_H > w_M > w_L$
This strategy assumes that consumers prefer to be recommended items of interest at high-preference level.

**Strategy 2**, denoted as “M-H”: \( w_M > w_H > w_L \)

This strategy assumes that consumers prefer to be recommended items of interest at medium-preference level.

The specific strategy is determined with the understanding of the consumers in the real scenario, which offers a chance for the company to adjust their commercial strategies for various goals. If the relationship between the consumer and service provider is in the low level of stickiness, the strategy for the goal of high-preference level recommendation should be used to enhance their satisfaction. If the consumer is already satisfied with the service, we can achieve a recommendation focused on the medium-preference level, which can provide some surprise items.

After the process of this module, the items of highest comprehensive fuzzy preference determined through the aggregation are more likely to be placed into the recommendation list.

### 3.3. Preference Prediction

With the above two modules, the customized comprehensive fuzzy ratings of consumers can be obtained, thus achieving the important issue of mapping the implicit feedback information to preferences. Once we obtain the preference ratings, the next stage is to predict the consumers’ unknown preferences on certain items, and the predicted preference ratings are denoted as \( \hat{R}^F \). We construct a prediction method to achieve this task, and the principle of utilizing a model is in accordance with the specific scenario. In this paper, the latent factor vectors that represent the preference attributes should be nonnegative, and therefore the NLF model is adopted to produce the prediction preference profiles \( \hat{R}^F \), whose element \( \hat{r}_{u_1, i} \) is the predicted preference of user \( u \) on item \( i \).

After adding the nonnegative constraints, the objective of LFM in Equation (1) is revised to

\[
\arg \min_{U^*, V^*} \quad \min \quad d = \| R^F - UV \|_F^2
\]

s.t. \( U \geq 0, \quad V \geq 0 \)

and Ref. [38] supplies the solution. Specifically, when using the Euclidean distance and adding the regularization terms with the Frobenius norm of the latent factor vectors, the objective of the NLF model is reformulated as

\[
\arg \min_{P^*, Q^*} \quad \min \quad d = \| R^F - UV \|_F^2 + \lambda_U \| U \|_F^2 + \lambda_V \| V \|_F^2
\]

s.t. \( U \geq 0, \quad V \geq 0 \)

where \( \lambda_U \) and \( \lambda_V \) are the parameters of the regularization terms and are constants, and \( \| . \| \) represents the Frobenius norm of a matrix. With the aid of the alternating direction method [37], we can obtain the update rule and thereby obtain the solution for which the relevant computation is executed on the Python platform.

### 3.4. Recommender

This module is the final phase of our proposal to achieve the recommendation. We accomplish this task by predicting unknown preference ratings and further producing the final recommendation list. In the process of generating recommended items, the current recommendation approach determines final lists by ranking the predicted ratings and choosing the highest ones, no matter if they are at low-preference level. In contrast, due to the various levels of preference division, this paper can enhance the recommendation quality to reach higher satisfaction for consumers, and the current rule of recommendation is revised. The benchmark is improved by setting two thresholds of
medium-preference level and high-preference level. With the threshold of medium-preference level, the item is not placed into the ranking list only if the predicted rating is over the setting value of medium-level, and the same with the threshold of high-preference level. Therefore, certain evaluation metrics are accordingly modified when the model runs, and are introduced in the next section.

3.5. Basic Evaluation Metric

To validate the proposed FP-NLF model, we introduce some common evaluation metrics. RMSE and MAE are chosen for measuring the model accuracy; precision, recall and the $F$-measure are adopted to assess the recommendation quality, which are modified to the higher requirement in our research.

RMSE and MAE both measure model performance by computing the deviations between the actual preference ratings (denoted as $pred_i$) and the predicted preference ratings (denoted as $act_i$). The RMSE and MAE metrics are given as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (pred_i - act_i)^2}
\]  
\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |pred_i - act_i|
\]  

where $n$ is the number of samples of the model. Obviously, RMSE is by definition always bigger than MAE, but they are commonly used together for comparing model errors.

The precision, recall and $F$-measure are adopted to evaluate the recommendation quality of the model. In a previous study, the recommendable items were classified as relevant and irrelevant [5]. Differently, in this paper, we will further examine that whether the relevant items reach the given preference level or not. The relevant items that also pass the test of preference level are defined as qualified items, and can be eventually recommended. Given a top-$N$ recommendation list for a consumer, the precision and recall are defined, respectively, in the formulas as below:

\[
\text{precision}(N) = \frac{|\text{qualified_items} \cap \text{top-N_items}|}{|\text{top-N_items}|}
\]  
\[
\text{recall}(N) = \frac{|\text{qualified_items} \cap \text{top-N_items}|}{|\text{qualified_items}|}
\]  

On this basis, the $F$-measure is given as the harmonic mean of the value of the precision and recall, denoted as below:

\[
F\text{-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

4. Experiment

This section describes the entire process of a case study that implements the FP-NLF model in detail. First, Section 4.1 covers collection of the data sets, and an analysis is described to supply guides for the following procedures. Sections 4.2–4.5 describe the specific process of the FP module, strategy module, preference prediction module, and recommender module. The next section presents the results and relevant discussion.

4.1. Data Collector and Pre-Process

A case study is conducted using the proposed FP-NLF model on the data set of The Echo Nest Taste Profile Subset (http://millionsongdataset.com/), provided by The Echo Nest for encouraging research
on algorithms and recommender systems. The dataset contains real triple records of “user-music-play counts” from undisclosed consumers, which offers convenience for analyzing consumer preference and further recommendation of items in line with their tastes.

The Million Song Dataset (MSD) contains 1,019,318 unique users, 384,546 unique songs and 48,373,586 “user-song-play count” triplets. We randomly selected 100,000 pieces of records as experimental data for the application of the proposal, including 89,820 unique users and 43,997 unique MSD songs, the sparsity of which is 99%.

A portion of the original data is shown in Table 2, and each user ID and music ID has been anonymized.

| UserId | ItemId   | PlayCount |
|--------|----------|-----------|
| 1      | b8034...dca9e | SOA...0A9 1 |
| 2      | 3887c...c601e | SOB...CF5 2 |
| 3      | b8034...dca9e | SOD...F7E 5 |
| 4      | e2147...477e5 | SOI...F96 1 |
| ...    | ...       | ...       |
| 99,999 | f3e52...ce9f9 | SOZ...1C6 5 |
| 99,999 | 3887c...1c601e | SOZ...17F 4 |
| 100,000| 21f4ac...35f59 | SOS...26F 18 |

For good visualization of the data and to obtain an overview of the consumer listening habits for further analysis, the data are shown from various aspects in Figures 5 and 6. The maximum frequency with which each consumer has listened to an exact song is shown in Figure 5, the range of which is between 1 and 745 with most less than 100.

![Figure 5. Maximum number of times that each consumer has listened to an exact song.](image)

![Figure 6. Total number of songs to which each user has listened.](image)

Figure 6 displays the number of songs to which each user has listened, where most users have only listened to 2 songs. This scenario shows the sparsity of the content quality, which is a common situation in RSs to be solved.
As a brief insight, this case study demonstrates the foundation of building membership functions and setting the recommendation threshold, as described in the following.

4.2. Fuzzy Profiling

Based on the overview of the dataset, namely, the real scenario, the relevant value in our model can be determined. The Frequency for a user’s listening behavior is distributed on the interval $[1, 745]$ in the dataset. In practice, the fuzziest scenario in which a user has listened to a song only once, from which we cannot determine the user attitude. Conversely, if a song is played more than 15 times, we can empirically obtain the conclusion that the user likes it. According to the proof of distribution of the dataset, we specifically define the linguistic term representations indicating the various preference levels, which are mapped from the frequency range, and the membership function $\mu(r_{ui})$ is depicted as follows:

$$
\mu_{low}(r_{ui}) = \begin{cases} 
-\frac{1}{3}r_{ui} + \frac{4}{3} & , 1 < r_{ui} \leq 4 \\
0 & , r_{ui} > 4
\end{cases}
$$

(13)

$$
\mu_{medium}(r_{ui}) = \begin{cases} 
\frac{1}{3}r_{ui} - \frac{1}{3} & , 1 \leq r_{ui} \leq 4 \\
1 & , 4 < r_{ui} \leq 10 \\
-\frac{1}{3}r_{ui} + 3 & , 10 < r_{ui} \leq 15
\end{cases}
$$

(14)

$$
\mu_{high}(r_{ui}) = \begin{cases} 
\frac{1}{5}r_{ui} - 2 & , 10 \leq r_{ui} \leq 15 \\
1 & , r_{ui} \geq 15
\end{cases}
$$

(15)

The fuzzy profiles $R_{F}^{l}$ (including $R_{F}^{low}$, $R_{F}^{medium}$, $R_{F}^{high}$) can be built according to the membership function $\mu(R)$, and the process can be executed in the next procedure.

4.3. Integration Strategy

Specifically, four types’ weights for each strategy introduced in Section 3.2 are deliberately arranged, and are listed as shown in Table 3.

| Table 3. Specific weights of fuzzy profiles. |
|-------------------------------------------|
| $w_{L}$ | $w_{M}$ | $w_{H}$ |
|--------|--------|--------|
| Strategy 1 |
| 1 | 0.25 | 0.35 | 0.4 |
| 2 | 0.2 | 0.3 | 0.5 |
| 3 | 0.1 | 0.4 | 0.5 |
| 4 | 0 | 0.4 | 0.6 |
| Strategy 2 |
| 1 | 0.25 | 0.4 | 0.35 |
| 2 | 0.2 | 0.5 | 0.3 |
| 3 | 0.1 | 0.5 | 0.4 |
| 4 | 0 | 0.6 | 0.4 |

With the various integration strategies, the comprehensive fuzzy ratings are derived and stored in $R_{F}^{l}$.

4.4. Train Latent Factor Model

After obtaining the comprehensive fuzzy preference profiles $R_{F}^{l}$, we construct the NLF model to accomplish the prediction task. We divide the dataset into 80% for the training set and 20% for the test set with 5-fold cross validation. Our model is established and trained on the Python platform, with which the solution can be derived. The regularization parameters $\lambda_{U}$ and $\lambda_{V}$ are arranged to be 0.1 as in previous research. A deep investigation of the algorithm parameters is not performed because it is not a point of emphasis in this research. The relevant comparison methods are constructed to verify the prediction accuracy in Section 5.
4.5. Recommender

In this step, the music with higher interest is recommended for the consumer. Specifically, only the music that satisfies the lower limit of a given preference level can be recommended, which means that the ones that fail the test of preference level will not be considered even if they are not at the low-preference level. Therefore, the thresholds for recognizing the higher preference level (denoted as $\text{threshold}_{RHPL}$) including the medium-preference recommendation level ($\text{threshold}_{RHPL}=\text{medium}$) and high-preference recommendation level ($\text{threshold}_{RHPL}=\text{high}$) are presented. The value of $\text{threshold}_{RHPL}$ relies on the given recommendation level and weight vector of the Strategy. With the aid of the membership function $\mu(r_{ui})$, the specific value of $\text{threshold}_{RHPL}$ can be computed to classify the items as qualified and unqualified when forming recommendation lists, and further used to evaluate the recommendation quality.

5. Results and Discussion

5.1. Results and Comparative Analysis

This section gives the experiment results with comparisons of other relevant methods. To scientifically measure the performance of the proposed model, four targeted approaches for comparison are built, including the user-based CF model (Model 1), the item-based CF model (Model 2), the k-nearest neighbors model (Model 3), and the proposed model removing the FP procedure (Model 4). The Models 1–3 are widely used as typical methods in RS, and all of them are added with FP procedure here for experimental control. Therefore, the prediction accuracy of the proposed model will be compared with the Models 1–3 in terms of MAE and RMSE. The Model 4 does not participate in the comparison of prediction accuracy due to its different scales while removing FP procedure, but the goal of this design is exactly to verify the efficiency of FP process. Therefore, the recommendation quality will be examined and compared between the proposed model of all strategies (denoted as strategy 1-X and strategy 2-X, where $X = 1, 2, 3, 4$) and the Models 1–4. The detailed results are shown and discussed below.

(1) The prediction accuracy of MAE and RMSE

The MAE and RMSE metrics are used for measuring the prediction accuracy in this study based on the fivefold cross-validation, and Table 4 and Figure 7 list the results. For intuitive illustration, from Figure 7, it can be observed that all the MAE and RMSE values obtained by the proposed model of the whole strategies are smaller than those obtained by the Models 1–3. This result implies the superiority of the NLF model compared with the traditional CF recommendation algorithms, especially for the notably sparse data as in our study.

|                  | MAE       | RMSE      |
|------------------|-----------|-----------|
| Model 1          | 0.2253    | 0.2897    |
| Model 2          | 0.2623    | 0.3410    |
| Model 3          | 0.2467    | 0.2957    |
| Strategy 1-1     | 0.0566    | 0.0886    |
| Strategy 1-2     | 0.0597    | 0.0913    |
| Strategy 1-3     | 0.1128    | 0.1378    |
| Strategy 1-4     | 0.1384    | 0.1738    |
| Strategy 2-1     | 0.0686    | 0.0976    |
| Strategy 2-2     | 0.1086    | 0.1357    |
| Strategy 2-3     | 0.1371    | 0.1637    |
| Strategy 2-4     | 0.1892    | 0.2290    |

Table 4. Mean absolute error (MAE) and root mean squared error (RMSE) results.
Differently, there are minor differences for MAE and RMSE values among the strategies according to Table 4, which shows the robustness of the proposed model to generate a stable training and results. Despite of the similar errors, the specific values of MAE and RMSE are increasing from Strategy 1-1 (and Strategy 2-1) to Strategy 1-4 (and Strategy 2-4). The reason causing this change is the increased weight difference between $w_H$ and $w_M$ among strategies, denoted as $|w_H - w_M|$. To investigate its further influence for final recommendation, a sensitivity analysis is conducted in the next section.

(2) Recommendation quality

Used for measuring recommendation quality, the precision, recall and $F$-measure results with various threshold$_{RHPL}$ are derived, shown in Figures 8 and 9 and Table 5.
Firstly, the recommendation quality of compared models will be discussed with precision and recall. Compared with our models from Figure 8, the Models 1–4 produce virtually the same worse precision results both in medium and high recommendation level. Additionally, the Figure 9 shows that the Models 1–4 reach higher recall results especially for high-preference recommendation level. To sum up, all of the compared Models 1–4 can derive good recall results but terrible precision results for different reasons. The bigger model errors of MAE and RMSE can explain the worse recommendation results. Compared with our models from Figure 8, the Models 1–4 produce virtually the same worse precision results, derived through the balance of different threshold RHPL.

Secondly, the precision and recall results vary distinctly for our model based on different strategies. In general, almost all strategies can obtain the satisfied recommendation results with threshold RHPL = high, but with threshold RHPL = medium where the items of medium-preference level are priority, it would be harder to make accurate prediction constantly. This result accords with our intuitive judgment of difficulty existing in the medium-preference level, and emphasizes the uniqueness of our model to accomplish surprised recommendation for medium-preference level items.

Thirdly, to make comprehensive evaluation, the F-measure results, derived through the balance between precision and recall value, are listed in Table 5. From Table 5, it can be generally observed that our model can obtain smaller F-measure than the compared Models 1–4, which indicates its better performance and superiority. However, the values of F-measure vary considerably among strategies. Especially at the medium-preference recommendation levels, there are large differences in the results. Therefore, although our model performs better overall, the best results depends on the implementation of specific strategies.
(3) Strategies selection

The setting of strategies provides flexibility of our model but also set up a task of selecting proper strategies. The better strategies should have excellent performance both in medium and high recommendation level. Despite the performance differences (shown as Figure 10) making the selection difficult, the multi-attribute decision making (MCDM) method [49] can help to provide a satisfying solution.

![Figure 10. Differences of F-measure from thresholdRHPL=medium to thresholdRHPL=high.](image)

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) [50], as a typical MCDM method, can provide a scientific ranking of results based on the distance to positive ideal solution and the negative ideal solution. Regarding the F-measure at different preference levels as evaluation attributes and adopting the average attribute weight, the ranking of these strategies can be obtained with the TOPSIS method. The ranking results are Strategy 1-3 > Strategy 2-2 > Strategy 1-4 > Strategy 1-1 > Strategy 2-4 > Strategy 2-1 > Strategy 1-2 > Strategy 2-3. Figure 11 illustrates the selection results.

![Figure 11. Strategies selection based on F-measure.](image)
5.2. Sensitivity Analysis

To further explore the influence of strategy weight, a sensitivity analysis is performed based on Strategy 1-2 and Strategy 2-2 since they both show distinct performance with various thresholds as Figure 10. First, the weight of $w_L$ is controlled for the convenience of comparison. Then we adjust $w_M$, with step size of 0.05, in the range of 0.05–0.3 for Strategy 1 and in the range of 0.5–0.75 for Strategy 2, respectively. Accordingly, the weight of $w_H$ can be obtained. Finally, based on the proposed model, the $F$-measure at medium-preference level and high-preference level are derived, displayed in Table 6.

| $(w_L, w_M, w_H)$ | $\text{Threshold}_{\text{RHPL=medium}}$ | $\text{Threshold}_{\text{RHPL=high}}$ |
|-------------------|---------------------------------------|-------------------------------------|
| $w_H > w_M$       | (0.2, 0.05, 0.75)                     | 0.864                               | 0.991                               |
|                   | (0.2, 0.1, 0.7)                       | 0.786                               | 0.977                               |
|                   | (0.2, 0.15, 0.65)                     | 0.862                               | 0.949                               |
|                   | (0.2, 0.2, 0.6)                       | 0.948                               | 0.948                               |
|                   | (0.2, 0.25, 0.55)                     | 0.491                               | 0.895                               |
|                   | (0.2, 0.3, 0.5)                       | 0.619                               | 0.897                               |
| $w_M > w_H$       | (0.2, 0.75, 0.05)                     | 0.769                               | 0.919                               |
|                   | (0.2, 0.7, 0.1)                       | 0.871                               | 0.918                               |
|                   | (0.2, 0.65, 0.15)                     | 0.918                               | 0.914                               |
|                   | (0.2, 0.6, 0.2)                       | 0.920                               | 0.916                               |
|                   | (0.2, 0.55, 0.25)                     | 0.919                               | 0.915                               |
|                   | (0.2, 0.5, 0.3)                       | 0.921                               | 0.917                               |

For Strategy 1 with $w_H > w_M$, it can be observed that higher values are obtained at $\text{threshold}_{\text{RHPL=high}}$ than $\text{threshold}_{\text{RHPL=medium}}$ for all weight vectors. Denote the weight difference between $w_M$ and $w_H$ as $\Delta w = |w_M - w_H|$, and we can discover that the better recommendation results could be generated with proper $\Delta w$. In this experiment of $w_L = 0.2$, the optimal value of $\Delta w$ is 0.4 for Strategy 1.

For Strategy 2 with $w_M > w_H$, the models with all the weights can derive excellent performance at $\text{threshold}_{\text{RHPL=high}}$. However, similarly, it cannot always get good results at $\text{threshold}_{\text{RHPL=medium}}$. When $\Delta w = 0.2$, the Strategy 2 can accomplish a brilliant recommendation result.

In conclusion, through sensitivity analysis of strategy weightings, we can see that the value of $\Delta w$ in fact influences the recommendation results, especially at $\text{threshold}_{\text{RHPL=medium}}$. In addition, a specific guidance for setting strategies with $w_L = 0.2$ is derived that we can set $\Delta w = 0.4$ for Strategy 1 and $\Delta w = 0.2$ for Strategy 2 to obtain optimal recommendation.

6. Conclusions and Future Work

This paper focuses on implicit feedback information to analyze consumer preference and produce recommendations because these types of data record the actual behavior of consumers and can better reflect their preferences. However, it is difficult to directly use these data because the relationship between implicit feedback information and consumer preference is too complex to be extracted. Additionally, the inherent fuzziness in these data requires management. Therefore, a FP-NLF model is proposed to solve these problems and produce better recommendations. The proposal consists of five modules: data collector module, FP module, strategy module, preference prediction module, and recommender module. By taking advantage of the fuzzy sets and NLF, the goal of characterizing consumer preference in various levels and accordingly making a higher quality recommendation is achieved. Finally, a case study is conducted to demonstrate the procedure of our proposal in detail and validate its practice and efficiency under a higher requirement. The results show the feasibility
and superiority of our proposed model, and sensitivity analysis provides more details for developing specific strategies.

This research presents a novel approach to acquire consumer preference from implicit feedback information and offer a higher quality recommendation. However, there are still some limitations of this paper. For example, the membership function that characterizes the preference relationship is constructed containing some subjectivity; and the strategy is better when personalized for consumers. In future, in addition to addressing the above limitations, more additional work remains for deepening the research. For example, we can consider more additional information such as other types of implicit data; real-time recommendation is still a research gap that deserves investigation, especially for implicit feedback. Moreover, as the situation becomes more complex, more uncertainty and fuzziness of various types appear, and many tools for managing the scenario remain to be explored. These extended problems will be investigated in our future work.
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