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Abstract: Three-dimensional reconstruction plays an important role in assisting doctors and surgeons in diagnosing bone defects' healing progress. Common three-dimensional reconstruction methods include surface and volume rendering. As the focus is on the shape of the bone, volume rendering is omitted. Many improvements have been made on surface rendering methods like Marching Cubes and Marching Tetrahedra, but not many on working towards real-time or near real-time surface rendering for large medical images, and studying the effects of different parameter settings for the improvements. Hence, in this study, an attempt towards near real-time surface rendering for large medical images is made. Different parameter values are experimented on to study their effect on reconstruction accuracy, reconstruction and rendering time, and the number of vertices and faces. The proposed improvement involving three-dimensional data smoothing with convolution kernel Gaussian size 0.5 and mesh simplification reduction factor of 0.1, is the best parameter value combination for achieving a good balance between high reconstruction accuracy, low total execution time, and a low number of vertices and faces. It has successfully increased the reconstruction accuracy by 0.0235%, decreased the total execution time by 69.81%, and decreased the number of vertices and faces by 86.57% and 86.61% respectively.
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1. Introduction

Bone void fillers are used in treating bone voids caused by various reasons. Traditionally, bone defects implanted with a bone void filler are examined by scanning it through computed tomography (CT) scanner, which results in a stack of two dimensional (2D) CT images. However, it is difficult to judge the bone defect’ healing progress as there are noises and artefacts present in the 2D CT bone defect images, which obscures the details of the bone defect. Also, it is difficult to visualize the bone defect as a whole with the 2D CT image stack. This can be improved by visualizing the 2D CT image stack as a three-dimensional (3D) view, which according to [1,2], 3D models can help doctors increase the quality of experience and diagnosis accuracy. The process of visualizing the 2D CT image stack as a 3D view is called 3D reconstruction.
With the advancement of 3D technologies, 3D reconstruction is seen applied in many areas that require handling tasks using computer vision. As this study emphasizes 3D reconstruction using micro-CT images which are medical images, 3D reconstruction in the medical imaging area is studied. In [3], the annulus fibrosus (AF) in intervertebral disc (IVD) is reconstructed, visualized, and tracked from diffusion tensor imaging (DTI) images. 3D models generated through 3D reconstruction are also used for measurement purposes in which the measurements are useful in surgical planning [4,5]. Measurements obtained from the reconstructed 3D models are also beneficial in virtual simulation for pre-operative plans and personalized surgery [6–8]. The goal is to compare 3D reconstruction algorithms which are generally grouped into two categories: surface rendering and volume rendering [9,10].

Surface rendering and volume rendering are common methods applied in visualizing medical images in their equivalent 3D form. Both methods have different advantages and disadvantages. For instance, if the main focus of the visualization is on the surface and shape of the bone, then surface rendering is more suitable than volume rendering. Vice versa, if the main focus of the visualization is on the internal structures, then volume rendering is more suitable than surface rendering. Both areas are widely researched in recent years, but many of the improvements focused on increasing the reconstruction accuracy and very few on real-time or near real-time surface rendering of large 3D bone defect models. Many of the improved methods which result in reduced reconstruction time are not tested with large image datasets and not many papers made an in-depth study on the effects of the different parameter settings of improvement methods towards the reconstruction accuracy, reconstruction time, and optimization of vertices and faces. As the main focus is on visualizing the surface of the bone defect, the three main objectives in this study are one, to compare different surface rendering techniques in terms of reconstruction accuracy; two, to optimize the better surface rendering technique towards near real-time rendering and higher reconstruction accuracy by experimenting on different parameter value combinations; three, to study the effects of the improvements on the reconstruction accuracy, reconstruction time, rendering time, and the number of vertices and faces.

Surface rendering is a 3D reconstruction method that focuses on the deposition of isosurface comprising of triangular patches on the segmented region of interest (ROI) per medical image slice. This results in a 3D model made up of isosurface stacks. Common surface rendering techniques discussed in recent years are the Marching Cubes algorithm and the Marching Tetrahedra algorithm. The Marching Cubes algorithm is a generic surface rendering method applied in the medical field, mainly because of its simplicity in terms of implementation and has relatively fast reconstruction speed. The reconstruction speed is subjective to the size of the medical images being reconstructed. Marching Cubes uses a cube as a unit when forming the isosurface, and the cube configurations are based on the 15 unique patterns as identified in the original Marching Cubes algorithm [11]. This causes ambiguity issues during the triangulation step, which leads to the formation of “holes” on isosurfaces.

Despite that, the original Marching Cubes algorithm is still used in recent publications for reconstruction purposes. For instance, it is used in the construction of polyhedral element meshes [12]. It is also used for lumbar intervertebral disk herniation diagnosis [2]. Improvements over the original Marching Cubes algorithm are also made in recent years. For example, [13] proposed the application of Laplacian smoothing, edge collapse method using Quadratic Error Metric [14], and polygon merging method through polygon normal regression, in the Marching Cubes algorithm. A variation of the Marching Cubes comprising of 33 unique cube configurations, called the Marching Cubes 33, is introduced by [15], which is further extended by [16] by grouping the cube configurations into either simple leaves triangulation, tunnel triangulation, or interior point leaves triangulation. [17] proposed another improved Marching Cubes algorithm that applies Laplacian smoothing, edge collapse method using Quadratic Error Metric [14], and Taubin smoothing. [18] proposed an improved Marching Cubes algorithm by extending the original 15 cube
configurations to 21 cube configurations. [19] also proposed an improved Marching Cubes algorithm by extending the 15 cube configurations to 24 cube configurations.

Marching Tetrahedra, on the other hand, is a variant of Marching Cubes which uses tetrahedron as a unit instead of a cube for isosurface [20]. One major advantage of Marching Tetrahedra over Marching Cubes is that there is no ambiguity issue. However, a huge number of vertices and faces are generated to represent the isosurface. There are also improvements in the Marching Tetrahedra algorithm in recent years. For example, [21] used bisection iterations to shorten the time needed to calculate the intersection points and proposed a simpler redundant vertices elimination strategy as a post-reconstruction step. [22] proposed an improved Marching Tetrahedra algorithm by applying a simple bisection technique to discover the edge-cut locations, which are then warped and retetrahedralized. [23] proposed another improved Marching Tetrahedra algorithm which involves removing wrongly connected tetrahedrons by looking into the neighborhood relation among the tetrahedrons in all directions. [24] proposed a more complex improved Marching Tetrahedra algorithm that uses the second-order tetrahedral element called C3D10 as a unit during surface reconstruction.

2. Materials and Methods

A high-resolution micro-CT image dataset is collected from Dr. Khairul Anuar Shariff from School of Materials and Mineral Resources Engineering, Universiti Sains Malaysia Engineering Campus. The image dataset consists of 971 high-resolution micro-CT image slices scanned with Skyscan 1076. Every image slice is sitting at 1400 dots per inch (DPI) for both horizontal and vertical resolution. The images are already sorted by their image slice number, hence they do not need to be rearranged based on their position. The main reason for choosing this image dataset is because it can be reconstructed as a whole without running out of memory.

The overall flowchart is as illustrated in Figure 1. All the implementations are made in matrix laboratory (MATLAB). Before the image stack can be reconstructed into a 3D model, the images need to be pre-processed so that they can be supported by the reconstruction algorithms. Firstly, the ROI is labelled using the Canny edge detector with a threshold value of 0.5. This will result in some of the artifacts being labelled as well. This is followed by thresholding with a threshold value of 0.3, which removes some of the artifacts labelled in the previous step. Lastly, area filtering is applied with only one connected component is retrieved so that the number of artifacts reconstructed can be further reduced. Because the thresholding and area filtering steps will also remove parts of the ROI, the percentage of ROI retained in the image before being concatenated into 3D volumetric data is kept above 90% for all images.

After the pre-processing step, 3D volumetric data is formed. The 3D volumetric data is then used to reconstruct 3D models for the comparison study. In this case, Marching Cubes and Marching Tetrahedra are chosen in the comparison study to see which method has higher reconstruction accuracy. The Marching Cubes code used in this paper is the implementation by [25]. A 3D model is generated after the reconstruction process, which is then exported out as a Standard Tessellation Language (STL) file. The Marching Tetrahedra code implemented in this paper uses Peter Hammer’s Marching Cubes implementation as a codebase, and vertices and faces orientation, and lookup tables changes are made on top of that so that it runs as Marching Tetrahedra instead of as Marching Cubes. The code changes referred to the source code written in C by [26]. As each tetrahedron configuration, after the reconstruction process, is exported as one individual STL file, and that the Marching Tetrahedra replicated in this study is the six tetrahedron variant, hence a total of six STL files are exported. They are then imported into Blender to combine them into one complete model before exporting it out as another single STL file. This results in two 3D models, one from Marching Cubes and another one from Marching Tetrahedra. They are then imported into Meshlab and the 2D images of the 3D models are captured as black and white images. The captured 2D images are then used to calculate the
reconstruction accuracy with the 2D image of the bone defect provided in the dataset as ground truth.

In this study, the structural similarity index (SSIM) and multiscale structural similarity index (MS-SSIM) are used to evaluate the reconstruction accuracy. Both metrics measure the structural similarity over the 2D images, with the main difference in MS-SSIM measures it over different image scaling, which is performed through different image subsampling processes with low-pass filters [27]. Values of both metrics in MATLAB implementation are already normalized, hence no further action is needed. The higher the SSIM and MS-SSIM values, the higher the reconstruction accuracy. The algorithm with the higher SSIM and MS-SSIM values will be used as the base for improvement, which will be referred to as algorithm A for the rest of the content in this chapter.
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**Figure 1.** Overall flowchart of methodology.

The improvement comprises applying two additional steps on top of algorithm A, which are the 3D data smoothing step and mesh simplification step. 3D data smoothing step is applied to the 3D volumetric data before the reconstruction step by algorithm A takes place. What this step does is remove noises in the 3D data which may improve the 3D reconstruction accuracy because noises often lead to wrong triangulations. The 3D data smoothing step applied in this paper is a MATLAB function called `smooth3` [28],...
which convolves the 3D volumetric data with a convolution kernel at a defined size. In this paper, different convolution kernels, namely box and Gaussian, at different convolution kernel sizes (3, 5, and 11) are tested out to investigate the effect of different convolution kernels and their sizes on the reconstruction accuracy. Convolution kernel sizes 3 and 5 are common kernel sizes. Another commonly used kernel size is 10, but because smooth3 only accepts odd-numbered convolution kernel size, hence size 11 is selected.

The mesh simplification step, which is applied after the reconstruction step using algorithm A, is a commonly applied method in reducing the number of vertices and faces whilst retaining the overall shape of the 3D model. This method is useful especially when the 3D model is to be 3D printed, which greatly reduces the slicing time. The mesh simplification step applied in this paper is also a MATLAB function called reducepatch [29]. There is no proper documentation on this particular MATLAB function, but based on the output of the 3D model, it is speculated that an adaptive remeshing based on a criterion or an error metric is applied. This MATLAB function accepts three parameters, which are a list of vertices, a list of faces, and a reduction factor between 0.0 and 1.0. The lists of vertices and faces are obtained through the reconstruction step. The reduction factor depicts what percentage of vertices and faces should be left after the reduction step. For example, a reduction factor of 0.1 means only 10% of the vertices and faces are left after the reduction step. In this paper, different reduction factors, starting with 0.1 and ending at 0.9 incrementing by 0.1 for each test case, are experimented on to study the effect of different reduction factors on the reconstruction accuracy.

After the mesh simplification step, the 3D models are exported out as STL files following the MATLAB implementation by [30] and imported into Meshlab to capture the 2D black and white images. These images will be used in calculating the reconstruction accuracy as mentioned previously. In this paper, the total number of parameter value combinations tested are 2 different convolution kernels multiplied by 3 different convolution kernel sizes multiplied by 9 reduction factors, which is 54.

In an attempt towards making the reconstruction process for high-resolution medical images near real-time, the whole experiment is made using a laptop with 12 gigabytes (GB) random-access memory (RAM), 6 central processing unit (CPU) cores and NVIDIA Geforce RTX2060 graphics processing unit (GPU). MATLAB code changes are also made accordingly to support GPU and parallel processing. Firstly, all the arrays used in the code are defined as gpuArray objects, which are stored in the GPU. This allows the code to run in the GPU. It is to be noted that not all functions in MATLAB support gpuArray objects [31]. Secondly, the looping over the image stacks during the pre-processing step is changed from for to parfor to support parallel processing [32]. The for-loop iterations are executed in parallel over a parallel pool of six workers defined by MATLAB during code execution. Lastly, although there are very minimal code changes made, the reconstruction function used is the vectorized version of the original algorithm A. As MATLAB is optimized to perform operations over array-based objects like matrices and vectors [33], any loops that can be vectorized will perform way faster than the loop itself. However, only loops that involve basic arithmetic operation over the matrix or vector can be vectorized. The speed-up due to the changes made as stated above can be evaluated by recording the reconstruction time and rendering time for both original and improved algorithm A.

Reconstruction time refers to the total time taken from loading the image stack until the reconstruction ends. The reconstruction time does not cover the time taken to export the 3D models as STL files and is recorded in seconds. It is tabulated as average over 5 runs. Rendering time refers to the total time taken to load the 3D model in a 3D software, which in this case refers to the time taken to load the 3D model as STL files in Meshlab. It is also recorded in seconds and tabulated as average over 5 runs.

Besides the reconstruction accuracy, the reconstruction time, and rendering time, the number of vertices and faces are also recorded for 3D models reconstructed with original and improved algorithm A. They are recorded by loading the 3D models in Meshlab. Graphs are plotted to study the effect of 3D data smoothing and mesh simplification on...
the reconstruction accuracy, reconstruction time, rendering time, and the number of vertices and faces.

3. Results

For the table results in this chapter, MC refers to Marching Cubes, MT refers to Marching Tetrahedra, S refers to convolution kernel size for smooth3, and RF refers to the reduction factor for reducepatch.

3.1. Marching Cubes vs Marching Tetrahedra

Table 1. SSIM and MS-SSIM for Marching Cubes and Marching Tetrahedra.

| Reconstruction Method | SSIM (%) | MS-SSIM (%) |
|-----------------------|----------|-------------|
| Marching Cubes        | 87.68    | 82.32       |
| Marching Tetrahedra   | 87.66    | 82.27       |

According to the results in Table 1, the 3D model reconstructed with Marching Cubes has a higher SSIM and MS-SSIM value than the 3D model reconstructed with Marching Tetrahedra, albeit by a very small margin. This means Marching Cubes has higher reconstruction accuracy than Marching Tetrahedra. Reconstruction time, rendering time, and the number of vertices and faces are not compared here as reconstruction accuracy is given the highest emphasis in this comparison study. Marching Cubes will be used as a codebase for improvement.

3.2. Marching Cubes vs Proposed Improved Marching Cubes

Table 2. Cont.

| Reconstruction Method | SSIM (%) | MS-SSIM (%) | Reconstruction Time (s) | Rendering Time (s) | Vertices | Faces |
|-----------------------|----------|-------------|-------------------------|-------------------|----------|-------|
| MC                    | 87.68    | 82.32       | 373.62                  | 20.87             | 255055   | 5108402 |
| MC Box S 3 RF 0.1     | 87.67    | 82.32       | 117.14                  | 2.05              | 369786   | 740229  |
| MC Box S 5 RF 0.1     | 87.69    | 82.35       | 120.43                  | 1.64              | 342443   | 683804  |
| MC Box S 11 RF 0.1    | 87.77    | 82.48       | 159.81                  | 1.52              | 315490   | 629003  |
| MC Gaussian S 3 RF 0.1| 87.67    | 82.32       | 115.37                  | 1.82              | 369786   | 740229  |
| MC Gaussian S 5 RF 0.1| 87.69    | 82.35       | 117.45                  | 1.66              | 342443   | 683804  |
| MC Gaussian S 11 RF 0.1| 87.77   | 82.48       | 146.73                  | 1.53              | 315490   | 629003  |
| MC Box S 3 RF 0.2     | 87.66    | 82.31       | 114.69                  | 3.76              | 738421   | 1480457 |
| MC Box S 5 RF 0.2     | 87.69    | 82.34       | 114.72                  | 3.34              | 683832   | 1367611 |
| MC Box S 11 RF 0.2    | 87.77    | 82.47       | 144.22                  | 3.07              | 630077   | 1258006 |

Table 2. Cont.
| Method          | SSIM   | MS-SSIM | Reconstruct Time | Rendering Time | Vertices | Faces   |
|-----------------|--------|--------|------------------|----------------|----------|---------|
| MC Gaussian S 3 RF 0.2 | 87.66  | 82.31  | 115.91           | 3.68           | 738421   | 1480457 |
| MC Gaussian S 5 RF 0.2 | 87.69  | 82.34  | 125.07           | 3.45           | 683832   | 1367611 |
| MC Gaussian S 11 RF 0.2 | 87.77  | 82.47  | 149.84           | 3.06           | 630077   | 1258006 |
| MC Box S 3 RF 0.3 | 87.66  | 82.31  | 114.37           | 5.63           | 1108621  | 2220687 |
| MC Gaussian S 5 RF 0.3 | 87.69  | 82.33  | 127.39           | 5.05           | 1025215  | 2051416 |
| MC Gaussian S 11 RF 0.3 | 87.77  | 82.47  | 147.25           | 4.58           | 944575   | 1887008 |
| MC Box S 3 RF 0.4 | 87.66  | 82.31  | 111.94           | 7.56           | 1366705  | 2735223 |
| MC Box S 5 RF 0.4 | 87.69  | 82.34  | 116.59           | 6.96           | 1258006  | 2516012 |
| MC Box S 11 RF 0.4 | 87.77  | 82.47  | 150.07           | 6.2            | 1259023  | 2516012 |
| MC Gaussian S 3 RF 0.4 | 87.66  | 82.31  | 124.41           | 7.39           | 1478169  | 2960916 |
| MC Gaussian S 5 RF 0.4 | 87.69  | 82.34  | 121.19           | 6.83           | 1366705  | 2735223 |
| MC Gaussian S 11 RF 0.4 | 87.77  | 82.47  | 147.41           | 6.11           | 1259023  | 2516012 |
| MC Box S 3 RF 0.5 | 87.67  | 81.31  | 109.07           | 9.29           | 1847830  | 3701144 |
| MC Box S 5 RF 0.5 | 87.69  | 82.34  | 118.32           | 8.36           | 1708398  | 3419029 |
| MC Box S 11 RF 0.5 | 87.77  | 82.47  | 148.62           | 7.63           | 1573346  | 3145015 |
| MC Gaussian S 3 RF 0.5 | 87.67  | 81.31  | 117.18           | 9.28           | 1847830  | 3701144 |
| MC Gaussian S 5 RF 0.5 | 87.69  | 82.34  | 122.17           | 8.54           | 1708398  | 3419029 |
| MC Gaussian S 11 RF 0.5 | 87.77  | 82.47  | 149.38           | 7.67           | 1573346  | 3145015 |
| MC Box S 3 RF 0.6 | 87.67  | 81.31  | 99.41            | 11.13          | 2217200  | 4441374 |
| MC Box S 5 RF 0.6 | 87.69  | 82.34  | 108.28           | 10.14          | 2049797  | 4102833 |
| MC Box S 11 RF 0.6 | 87.77  | 82.47  | 128.75           | 9.29           | 1887987  | 3774019 |
| MC Gaussian S 3 RF 0.6 | 87.67  | 81.31  | 111.83           | 10.98          | 2217200  | 4441374 |
| MC Gaussian S 5 RF 0.6 | 87.69  | 82.34  | 116.61           | 9.95           | 2049797  | 4102833 |
| MC Gaussian S 11 RF 0.6 | 87.77  | 82.47  | 136.32           | 9.21           | 1887987  | 3774019 |

Table 2. SSIM, MS-SSIM, reconstruction time, rendering time, and number of vertices and faces for Marching Cubes and proposed improved Marching Cubes with different parameter combinations.
| Reconstruction Method | SSIM (%) | MS-SSIM (%) | Reconstruction Time (s) | Rendering Time (s) | Vertices | Faces       |
|-----------------------|----------|-------------|-------------------------|--------------------|----------|-------------|
| MC Box S 3            | 87.67    | 81.31       | 108.81                  | 11.94              | 2394652  | 4798599     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Box S 5            | 87.69    | 82.34       | 120.53                  | 11.08              | 2275927  | 4556820     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Box S 11           | 87.77    | 82.47       | 126.8                   | 10.32              | 2154966  | 4308705     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Gaussian S 3       | 87.67    | 81.31       | 115.68                  | 11.78              | 2394652  | 4798599     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Gaussian S 5       | 87.69    | 82.34       | 116.06                  | 11.04              | 2275927  | 4556820     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Gaussian S 11      | 87.77    | 82.47       | 138.83                  | 10.5               | 2154966  | 4308705     |
| RF 0.7                |          |             |                         |                    |          |             |
| MC Box S 3            | 87.67    | 81.31       | 99.71                   | 11.8               | 2394652  | 4798599     |
| RF 0.8                |          |             |                         |                    |          |             |
| MC Box S 5            | 87.69    | 82.34       | 106.33                  | 11.11              | 2275927  | 4556820     |
| RF 0.8                |          |             |                         |                    |          |             |
| MC Box S 11           | 87.77    | 82.47       | 128.9                   | 10.57              | 2154966  | 4308705     |
| RF 0.8                |          |             |                         |                    |          |             |
| MC Gaussian S 3       | 87.67    | 81.31       | 111.12                  | 11.99              | 2394652  | 4798599     |
| RF 0.8                |          |             |                         |                    |          |             |
| MC Gaussian S 5       | 87.69    | 82.34       | 128.52                  | 11.25              | 2275927  | 4556820     |
| RF 0.8                |          |             |                         |                    |          |             |
| MC Gaussian S 11      | 87.77    | 82.47       | 148.97                  | 10.47              | 2154966  | 4308705     |
| RF 0.9                |          |             |                         |                    |          |             |

Based on the results tabulated in Table 2, two parameter value combinations are tied for the highest SSIM and MS-SSIM, which are Marching Cubes with convolution kernel box size 11 and reduction factor of 0.1, and Marching Cubes with convolution kernel Gaussian size 11 and reduction factor 0.1, with both having SSIM value of 87.77 and MS-SSIM value of 82.48. Between these two combinations, the one with the lower reconstruction and rendering time is Marching Cubes with convolution kernel Gaussian size 11 and reduction factor 0.1. It is noticed that regardless of the convolution kernel, as long as the size and reduction factors are the same, they will have the same SSIM, MS-SSIM, and number of vertices and faces.

Amongst all the parameter value combinations, the one with the fastest total execution time (reconstruction time added with rendering time) is Marching Cubes with convolution kernel box size 3 and reduction factor 0.6, with the reconstruction time being 99.41 seconds and rendering time being 11.13 seconds, totaling to 110.54 seconds. As for
the parameter value combination with the lowest number of vertices and faces, Marching Cubes with convolution kernel box size 11 and reduction factor of 0.1, and Marching Cubes with convolution kernel Gaussian size 11 and reduction factor 0.1 are tied for having 315490 vertices and 629003 faces. Between these two, Marching Cubes with convolution kernel Gaussian size 11 and reduction factor 0.1 has lower total execution time.

To determine which parameter value combination is the most optimal to achieve high reconstruction accuracy, fast reconstruction and rendering time, and a low number of vertices and faces, firstly the percentages of increase for SSIM and MS-SSIM values, and percentages of decrease for the total time taken (reconstruction time added with rendering time), and the number of vertices and faces, are calculated for every parameter value combination. After calculating the percentages of increase and decrease, any negative values will be replaced with the value -1 and positive values are divided by 100 to become decimal form. These values are then multiplied with a weightage score. The weightage scores for SSIM and MS-SSIM are 0.3 and 0.3 respectively. The weightage score for the total time taken is 0.6, and the weightage scores for the number of vertices and faces are 0.05 respectively. The total weightage score is 1.0. After multiplying with the respective weightage score, the values are added together to get the final score for every parameter value combination.

Based on the scores in Table 3, Marching Cubes with convolution kernel Gaussian size 5 and reduction factor 0.1 has the highest score, obtaining 0.2962 out of 1.0. This means that this combination is the most optimal in achieving a reconstructed 3D model with high accuracy, low reconstruction and rendering time, and a low number of vertices and faces. Besides that, the proposed improvement (Marching Cubes with convolution kernel Gaussian size 5 and reduction factor 0.1) managed to increase the SSIM and MS-SSIM values by 0.011% and 0.036% respectively, decrease the total execution time by 69.81%, and decrease the number of vertices and faces by 86.57% and 86.61% respectively. This means that the number of vertices and faces can be reduced by 86.57% and 86.61% respectively and still have relatively high reconstruction accuracy, which means a lot of the vertices and faces in 3D models reconstructed with the original Marching Cubes are unnecessary and can be safely removed without affecting the shape, boundary, and accuracy of the 3D models.

It is noticed that the scores for convolution kernel box size 3 and Gaussian size 3 are all negative values across all the reduction factors. This happens when either one of the percentages of increase or decrease is a negative value, hence resulting in its value being replaced with -1 during the calculation of the combination score. This is to penalize the decrease in the reconstruction accuracy. Based on Table 2, it seems that either SSIM or MS-SSIM or both the metrics’ values are lower than the original Marching Cubes algorithm, hence resulting in negative values when calculating the percentage of increase in SSIM and MS-SSIM values.

Table 3. Parameter values combination scores.

| Reduction Factor | Box Size 3 | Box Size 5 | Box Size 11 | Gaussian Size 3 | Gaussian Size 5 | Gaussian Size 11 |
|------------------|-----------|-----------|------------|----------------|----------------|-----------------|
| 0.1              | -0.0051   | 0.2939    | 0.2659     | -0.0036        | 0.2962         | 0.2758          |
| 0.2              | -0.3190   | 0.2835    | 0.2642     | -0.3199        | 0.2756         | 0.2599          |
| 0.3              | -0.3347   | 0.2624    | 0.2482     | -0.3434        | 0.2592         | 0.2484          |
| 0.4              | -0.3488   | 0.2526    | 0.2327     | -0.3582        | 0.2492         | 0.2348          |
| 0.5              | -0.3625   | 0.2368    | 0.2204     | -0.3686        | 0.2333         | 0.2198          |
| 0.6              | -0.3710   | 0.2297    | 0.2219     | -0.3803        | 0.2235         | 0.2162          |
| 0.7              | -0.3857   | 0.2108    | 0.2122     | -0.3909        | 0.2142         | 0.2029          |
| 0.8              | -0.3787   | 0.2216    | 0.2104     | -0.3875        | 0.2047         | 0.1952          |
| 0.9              | -0.3788   | 0.2205    | 0.2082     | -0.3917        | 0.2105         | 0.1955          |
Besides that, it is noticed that the scores decrease when the reduction factor increases. This is largely due to the increase in total execution time, and the number of vertices and faces as the reduction factor increase. This is normal as the larger the reduction factors, the higher the number of vertices and faces retained during the mesh simplification step. It is also noticed that the scores for convolution kernel size 5 are higher than the scores for convolution kernel size 11. This is largely due to the drastic increase in total execution time as shown in Table 2.

3.1.1. Effect of Convolution Kernel Size and Reduction Factor on Reconstruction Accuracy

![Graph of SSIM against convolution kernel size.](image1)

![Graph of SSIM against reduction factor.](image2)

In Figure 2 and Figure 3, the convolution kernel size and reduction factor for both convolution kernel box and Gaussian are merged into one as both have the same SSIM values. Based on Figure 2, the SSIM values across all reduction factors increased from convolution kernel size 3 to convolution kernel size 5 before shooting up to 87.77% for convolution kernel size 11, except reduction factors 0.2, 0.3, and 0.4 whereby their SSIM values for convolution kernel size 3 are slightly lower than the SSIM values for reduction factors 0.1, 0.5, 0.6, .7, 0.8, and 0.9. In Figure 3, the SSIM values across all three different
convolution kernel sizes remained near-constant as the reduction factor increased, except for convolution kernel size 3, which showed a slight variant in SSIM values from the reduction factor 0.1 to 0.5, before remaining constant from 0.6 to 0.9.

Figure 4. Graph of MS-SSIM against convolution kernel size.

Figure 5. Graph of MS-SSIM against reduction factor.

In Figure 4 and Figure 5, the convolution kernel size and reduction factor for both convolution kernel box and Gaussian are combined into one as both have the same MS-SSIM values. Based on Figure 4, the MS-SSIM values for reduction factors 0.1, 0.2, 0.3, and 0.4 showed a slight increase from convolution kernel size 3 to convolution kernel size 5, before showing another slight increase from convolution kernel size 5 to convolution kernel size 11. This is different for the remaining reduction factors whereby the MS-SSIM values showed a big jump from convolution kernel size 3 to convolution kernel size 5, before showing the same behavior which is a slight increase from convolution kernel size 5 to convolution kernel size 11. In Figure 5, the MS-SSIM values showed the same behavior as SSIM values for convolution kernel sizes 5 and 11 whereby the values remained near-constant as the reduction factor increased, and that only convolution kernel size 3 showed a big variant in MS-SSIM values when the reduction factor increased from 0.4 to 0.5.
3.1.2. Effect of Convolution Kernel Size and Reduction Factor on Reconstruction Time

Another four graphs are plotted based on the results obtained in Table 2. The first graph is plotted with reconstruction time against convolution kernel size for the convolution kernel box. The second graph is plotted with reconstruction time against reduction factor also for convolution kernel box. The third and fourth graphs are essentially the same thing as the first and second graphs, but for convolution kernel Gaussian.

Figure 6. Graph of reconstruction time against convolution kernel size for convolution kernel box.

Referring to Figure 6, it seems that overall, the reconstruction time increases when the convolution kernel box size increases for all reduction factors. All the reduction factors showed a bigger increase in reconstruction when convolution kernel box size increases from 5 to 11 than when convolution kernel box size increases from 3 to 5, except for reduction factor 0.7 whereby it showed a smaller increase in reconstruction time when convolution kernel size increases from 5 to 11 than when convolution kernel size increases from 3 to 5. Based on Figure 7, for convolution kernel box size 3, other than the reconstruction time showing an increase as the reduction factor increases from 0.6 to 0.7, the rest showed a decrease in reconstruction time as the reduction factor increases. For convolution kernel box size 5, the line graph is much more complicated, with the reconstruction time showing an increase when the reduction factor increases from 0.2 to 0.3, 0.4 to 0.5, 0.6 to 0.7, and 0.8 to 0.9, while the rest showed a decrease in reconstruction time. For convolution kernel box size 11, the line graph is showed a consistent increase in reconstruction time when the reduction factor increases from 0.2 to 0.4, and from 0.7 to 0.9, while the rest showed a consistent decrease in reconstruction time. The position of the line graph for convolution kernel box size 11 supports the description for Figure 6 whereby it is clearly above the rest of the line graphs.
Figure 7. Graph of reconstruction time against reduction factor for convolution kernel box.

Figure 8. Graph of reconstruction time against convolution kernel size for convolution kernel Gaussian.

Figure 9. Graph of reconstruction time against reduction factor for convolution kernel Gaussian.
Based on Figure 8, all the reduction factors showed similar behavior as the convolution kernel box whereby a bigger increase in reconstruction time is seen when convolution kernel size increases from 5 to 11 than when convolution kernel size increases from 3 to 5, except for two reduction factors. Reduction factor 0.4 showed a decrease in reconstruction time when convolution kernel Gaussian size increases from 3 to 5 before showing an increase in reconstruction time when convolution kernel size increases from 5 to 11. Reduction factor 0.8, on the other hand, showed a near-linear increase in reconstruction time as convolution kernel Gaussian size increases. The decrease in reconstruction time for reduction factor 0.4 when convolution kernel Gaussian size increases from 3 to 5 is seen clearly in Figure 9 whereby the line graph for convolution kernel size 3 is above the line graph for convolution kernel size 5 at reduction factor 0.4. Referring to Figure 9, besides the same placement of line graph for convolution kernel Gaussian size 11 as convolution kernel box size 11 in Figure 8, the line graphs in Figure 9 are also complex. For convolution kernel Gaussian size 3, the reconstruction time increases when the reduction factor increased from 0.1 to 0.3, from 0.6 to 0.7, and from 0.8 to 0.9, while the rest showed a decrease in reconstruction time. For convolution kernel Gaussian size 5, the reconstruction time increases when the reduction factor increased from 0.1 to 0.3, from 0.4 to 0.5, and from 0.7 to 0.8, while the rest showed a decrease in reconstruction time. For convolution kernel Gaussian size 11, on the other hand, showed an increase in reconstruction time when the reduction factor increases from 0.1 to 0.2, from 0.3 to 0.5, and from 0.6 to 0.8, while the rest showed a decrease in reconstruction time.

3.1.3. Effect of Convolution Kernel Size and Reduction Factor on Rendering Time

![Graph](image)

**Figure 10.** Graph of rendering time against convolution kernel size for convolution kernel box.

Different from Figure 6 and Figure 7, Figure 10 and Figure 11 showed more straightforward lines. In Figure 10, all the reduction factors showed a decrease in rendering time as convolution kernel box size increases. It is noticed that the lines’ placement in the graph is higher as the reduction factor increases, which can be seen more clearly in Figure 11. In Figure 11, for all convolution kernel box sizes, the rendering time increases logarithmically as the reduction factor increases. The lines showed signs of plateauing at reduction factor 0.6 before starting to plateau at reduction factor 0.7 onwards, except for convolution kernel box size 3 where it showed a slight variant in rendering time from reduction factors 0.7 to 0.9. Also, there is a slight drop in rendering time for convolution kernel box sizes 5 and 11 when the reduction factor increases from 0.8 to 0.9.
Figure 11. Graph of rendering time against reduction factor for convolution kernel box.

Figure 12. Graph of rendering time against convolution kernel size for convolution kernel Gaussian.

Figure 13. Graph of rendering time against reduction factor for convolution kernel Gaussian.
In Figure 12 and Figure 13, they are showing nearly the same line shapes like the ones in Figure 10 and Figure 11 respectively. In Figure 12, for all the reduction factors, the rendering time decreases as convolution kernel Gaussian size increases. Similarly, the placement of the lines in the graph showed that rendering time increases as the reduction factor increases, which can be clearly seen in Figure 13. Figure 13 also showed a logarithmic increase in rendering time as the reduction factor increases for all convolution kernel Gaussian sizes. However, for convolution kernel Gaussian, only kernel size 11 showed a slight decrease in rendering time when the reduction factor increases from 0.8 to 0.9.

3.1.4. Effect of Convolution Kernel Size and Reduction Factor on Number of Vertices and Faces

Figure 14 and Figure 15 showed very similar line shapes like the ones in Figure 10 and Figure 12, and in Figure 11 and Figure 13 respectively. Based on Figure 14, all the reduction factors showed a decrease in the number of vertices as convolution kernel size increases for both box and Gaussian, since both convolution kernels have the same number of vertices. The placement of the lines also showed that the number of vertices increases as the reduction factor increases, which is normal as more vertices and retained
when the reduction factor increases. In Figure 15, the increase in the number of vertices as the reduction factor increases can be seen clearly, in which the increase is logarithmic. Reduction factor 0.6 is where the lines showed signs of plateauing and completely plateaued from reduction factor 0.7 onwards.

**Figure 16.** Graph of number of faces against convolution kernel size.

**Figure 17.** Graph of number of faces against reduction factor.

Figure 16 and Figure 17 showed the same line patterns as in Figure 14 and Figure 15 respectively. This is because faces are dependent on the vertices, hence exhibiting the same pattern. In Figure 16, the number of faces decreases as convolution kernel size increases for all reduction factors. Similarly, in Figure 17, the number of faces showed a logarithmic increase as the reduction factor increases for all convolution kernel sizes in both convolution kernel box and Gaussian. The line plateaued at a reduction factor of 0.7 onwards.

### 4. Discussion

When progressing towards near real-time 3D reconstruction for large, high-resolution medical images, many methods can be employed to speed up the reconstruction process. Two methods are applied in this paper, one is GPU processing, another is vectorization. GPU processing is a common technique applied to speed up the reconstruction
process which heavily relies on the GPU. Parallel processing is one of the many approaches in GPU processing. In MATLAB, parallel looping relies heavily on the number of cores supported by the CPU. The higher the number of CPU cores, the higher the number of workers in the MATLAB parallel pool, hence the faster the processing is. As for vectorization, this is mainly effective for MATLAB implementations. This results in a great reduction in total execution time. However, the total execution time can be further decreased by exploring other methods, like downsizing or downsampling the images before the reconstruction process takes place. CPU with more cores can also be used to increase the number of workers in the MATLAB parallel pool. A stronger GPU with more memory can also be tested on.

Based on Figure 2, two possible explanations can be made on the shape of the lines: one, the graph exhibits exponential growth, meaning to say that the increase in SSIM values is proportional to the increase in convolution kernel size. This suggests that if the convolution kernel size is increased further, the SSIM value growth will follow an exponential growth; Two, the graph does not exhibit exponential growth, meaning to say that the SSIM values may not increase exponentially as convolution kernel size increases. This is largely due to the lack of results as only three convolution kernel sizes are tested. Also, because there is a huge jump of kernel size from 5 to 11, and that is exactly where the signs of exponential growth started showing up as illustrated in the figure, it is difficult to judge the growth rate of SSIM when convolution kernel size increases. Nevertheless, it is safe to say the larger the convolution kernel size, regardless of whether it is a box or Gaussian, the higher the SSIM values, which means the higher the reconstruction accuracy. A possible explanation for this is that as convolution kernel size increases, more areas are covered by the convolution kernel during the smoothing step, hence having a higher tendency to remove noises in the 3D volumetric data.

Figure 4, however, is a different story from Figure 2, whereby the lines showed signs of logarithmic growth. Even so, not all reduction factors exhibit logarithmic signs. Again, it is difficult to judge the growth of MS-SSIM with just three convolution kernel sizes. But, it is safe to say that the large the convolution kernel size, the higher the MS-SSIM values are. One possible explanation for this is the same as the explanation for Figure 2.

As for the lines in Figure 3 and Figure 5, it is clear that the increase in reduction factor does not equate to an increase in SSIM and MS-SSIM values. This means the reduction factor for the mesh simplification step has a near-to-no influence on the reconstruction accuracy. It is safe to say that this statement stays true for all convolution kernel sizes as only convolution kernel size 3 showed slight variation in values whereas convolution kernel sizes larger than that remained constant across all nine reduction factors. A possible explanation for this is that mesh simplification methods work in such a way that they preserve the shape and boundary of the 3D models as much as possible whilst reducing the vertices and faces, hence resulting in nearly the same 3D model shape. Also, as the comparison is made between two 2D images, it does not compare well for mesh simplified models.

For Figure 6 and Figure 8, the same logic and explanation can be applied here from Figure 2: one, it is difficult to tell whether the growth is exponential or otherwise as only three convolution kernel box sizes for both box and Gaussian are tested; Two, it is safe to say that the larger the convolution kernel size for both box and Gaussian, the longer the reconstruction time. One possible explanation for this is that more calculations are involved when performing convolution over the 3D volumetric data using a larger convolution kernel size, hence more time is needed to complete the convolution process.

In Figure 7, because the lines do not exhibit a specific pattern in shape, hence it is difficult to judge the effect of the reduction factor on the reconstruction time. However, the reconstruction time for reduction factors above 0.5 are relatively lower than the ones below 0.5, hence one possible conclusion can be drafted here whereby the time needed to complete the reconstruction process favors higher reduction factors. One possible explanation for this is that as the reduction factor increases, the faster the mesh simplification process ends as it will be able to reach the target number of vertices and faces earlier.
However, this explanation only holds true for the convolution kernel box. Referring to Figure 9, the reconstruction times for reduction factors above and below 0.5 showed no signs of being relatively higher or lower than the other half. There is nearly no similarity between all three lines, except for reduction factors 0.5 to 0.6 whereby all three lines dropped, albeit at a different rate. Hence, one possible conclusion that can be drawn from this is that the “right” reduction factor for faster reconstruction time when convolution kernel Gaussian is used is 0.6.

Both graphs in Figure 10 and Figure 12 showed similarity in terms of line shape and pattern whereby the larger the convolution kernel size for both convolution kernel box and Gaussian, the lower the rendering time for all reduction factors. As rendering time is closely related to the size of the 3D model, which is equivalent to the number of vertices and faces, one possible explanation on this will need to be explained together with graphs in Figure 14 and Figure 16. In Figure 14 and Figure 16, the same explanation can be applied whereby the larger the convolution kernel size for both box and Gaussian, the lower the number of vertices and faces. The lower the number of vertices and faces, the smaller the 3D model sizes are, which means the faster the rendering process of the 3D models. The reason behind this is that as the convolution kernel size increases, more areas are covered by the convolution kernel, hence resulting in more noise being removed during the smoothing step. When more noises are removed from the 3D volumetric data, after the reconstruction process, lesser vertices and faces are needed to represent the 3D models as the removed noises are not reconstructed.

Similarly, both graphs in Figure 11 and Figure 13 showed similarity in terms of line shape and pattern, which is also the same case for graphs in Figure 15 and Figure 17. All four graphs showed that the rendering time, and the number of vertices and faces increase as the reduction factor increases for both convolution kernels. This is because as the reduction factor increases, the number of vertices and faces retained increases too, which leads to an increase in the rendering time as the 3D models’ sizes increase as well. However, this is only up until reduction factor 0.7 whereby the increase plateaued as it is a logarithmic growth. One possible explanation for this is that when the reduction factor decreases from 1.0, in which the number of vertices and faces are not reduced at all, to 0.9, 0.8, and then to 0.7, the further decrease in the number of vertices and faces do not conform to the criterion or the error metric that preserves the shape and boundary of the 3D model, hence the number of vertices and faces remained the same from reduction factor 0.7 to 0.9. When the number of vertices and faces remained constant, the size of the 3D models remained constant. When the size remained constant, technically the rendering time for those 3D models should remain constant as well. In this case, there are slight variations in the rendering time across reduction factors 0.7 to 0.9. This is because the recorded rendering time changes per run, hence even if the tabulated rendering time is an average over five runs, if one of the runs is recorded to have a slightly higher time than the usual recorded time range, it will easily affect the averaged time.

In previous discussions, it is mentioned that the SSIM and MS-SSIM values, and the number of vertices and faces are the same even though different convolution kernels are used across the same convolution kernel size. This remains true in both quantitative analysis and qualitative analysis. There is no difference between both 3D models when observed with human eyes. When the list of vertices and faces are observed for both 3D models, they are of the same values. This means that in the context of 3D data smoothing, specifically in MATLAB’s implementation, different convolution kernel does not have any effect on the reconstruction accuracy, but it affects the reconstruction time. Screenshots of the reconstructed 3D models are as illustrated in Figure 18.
Figure 18. 3D models reconstructed with original Marching Cubes, Marching Tetrahedra and proposed improvement.
For future studies, several things can be considered:

1. Image downsampling or downsizing before reconstruction;
2. Stronger GPU and CPU with more cores;
3. Experimenting with more convolution kernel sizes;
4. Different mesh simplification approaches;
5. Testing with more medical image datasets that can be processed all in one go;
6. Implementing with languages like C++;
7. Different metrics to evaluate the reconstruction accuracy;
8. Different code optimization approaches.

5. Conclusions

In conclusion, Marching Cubes have higher reconstruction accuracy than Marching Tetrahedra for large bone defect medical images. The proposed improvement, which involves 3D data smoothing with convolution kernel Gaussian size 0.5 and mesh simplification with a reduction factor of 0.1, is the most optimal parameter value combination in achieving a balance between high reconstruction accuracy, low reconstruction and rendering time, and a low number of vertices and faces. With help from GPU, parallel processing and vectorization, surface rendering techniques do have the potential in the near real-time reconstruction of large bone defect medical images.

Based on the obtained results, it can also be concluded that:

- The larger the convolution kernel size, the higher the reconstruction accuracy;
- Reduction factor does not affect the reconstruction accuracy;
- The larger the convolution kernel size, the higher the reconstruction time;
- Reduction factor has an effect on the reconstruction time but no specific growth pattern can be deduced from the graphs, hence the effect is random;
- The larger the convolution kernel size, the lower the rendering time;
- The higher the reduction factor, the higher the rendering time, up until reduction factor 0.7 where it stopped increasing;
- The larger the convolution kernel size, the lower the number of vertices and faces;
- The higher the reduction factor, the higher the number of vertices and faces, up until reduction factor 0.7 where it stopped increasing;
- Different convolution kernels do not affect the result of reconstruction both qualitatively and quantitatively, except for reconstruction time.
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