Automatic Identification of Depression Using Facial Images with Deep Convolutional Neural Network
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Background: Depression is a common disease worldwide, with about 280 million people having depression. The unique facial features of depression provide a basis for automatic recognition of depression with deep convolutional neural networks.

Material/Methods: In this study, we developed a depression recognition method based on facial images and a deep convolutional neural network. Based on 2-dimensional images, this method quantified the binary classification problem and distinguished patients with depression from healthy participants. Network training consisted of 2 steps: (1) 1020 pictures of depressed patients and 1100 pictures of healthy participants were used and divided into a training set, test set, and validation set at the ratio of 7:2:1; and (2) fully connected convolutional neural network (FCN), visual geometry group 11 (VGG11), visual geometry group 19 (VGG19), deep residual network 50 (ResNet50), and Inception version 3 convolutional neural network models were trained.

Results: The FCN model achieved an accuracy of 98.23% and a precision of 98.11%. The Vgg11 model achieved an accuracy of 94.40% and a precision of 96.15%. The Vgg19 model achieved an accuracy of 97.35% and a precision of 98.13%. The ResNet50 model achieved an accuracy of 94.99% and a precision of 98.03%. The Inception version 3 model achieved an accuracy of 97.10% and a precision of 96.20%.

Conclusions: The results show that deep convolution neural networks can support the rapid, accurate, and automatic identification of depression.
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Background

Depression is one of the most common mental disorders. According to the International Classification of Diseases (ICD-10) [1], patients with depression often exhibit extreme symptoms, such as mental distress, depression, loss of interest and pleasure, and suicidal ideation and behavior. Currently, depression has become one of the major factors of the global disease burden. According to a report by the World Health Organization, there were 322 million patients with depression worldwide in 2017, accounting for 4.4% of the world population; depression is expected to surpass cardiovascular disease and become the leading cause of disability by 2030 [2]. Moderate to severe recurrent depression can seriously affect the work and study of patients and in some serious cases can lead to suicide [3,4]. Depression suicide is the fourth leading cause of death in the 15 to 29-year age group, with more than 700 000 suicides per year [5].

At present, there is a great lack of psychiatrists in the world, and the insufficient proportion of doctors and patients has become a major problem in mental health diagnosis and treatment. Meanwhile, the etiology of depression is not clear, and there is a lack of objective diagnostic physiological indicators. The existing depression diagnosis methods in clinical applications are mainly based on a subjective scale [6]. The accuracy of the test results is affected by the proficiency of the doctors and the coordination of patients, so the misdiagnosis rate is still high. Therefore, it is necessary to find objective parameters to improve the accuracy of depression diagnosis. In recent years, many researchers have tried to use physiological signals, facial visual characteristics, biochemical indicators, and other indicators to find objective diagnostic indicators of depression. However, the process of wearing measuring equipment such as a heart rate monitor and electroencephalogram is complex, and the information collection process requires a high level of cooperation from patients, which increases the difficulty of clinical detection [7]. To address this issue, the diagnostic methods of depression based on facial visual features have gradually emerged. This type of method objectively evaluates the degree of depression by analyzing the depression-related information on patients’ faces and further summarizes the characteristics of patients with depression to guide the clinical diagnosis of doctors. Also, this method only needs a camera for data acquisition. The low cost makes the method easy to implement. Especially, in the process of information collection, patients do not need to contact the equipment and tend to show a real mental state; therefore, the method has a high research value and space for development [8].

In recent years, deep learning has been rapidly developing, which has attracted the attention of an increasing number of researchers [9]. As a branch of machine learning, deep learning is an algorithm based on an artificial neural network for data representation learning. It has obvious advantages over shallow models in feature extraction and model fitting, and it is good at mining abstract distributed feature representations with good generalization ability from the original input data [10,11]. With deep learning, some of the problems that were thought difficult in the past can be solved [12].

With the significant increase in the number of training datasets and the rapid increase in chip processing capabilities, deep learning has achieved remarkable results in the fields of target detection, computer vision, and natural language processing, thus promoting the development of artificial intelligence [13]. The advantage of deep learning is the use of unsupervised or semi-supervised feature learning and hierarchical feature extraction algorithms to replace manual feature acquisition. Deep learning is a hierarchical machine learning method containing multi-level nonlinear transformations. Deep neural networks are the main form of deep learning at present, and the connection mode between neurons is inspired by animal visual cortex tissues [14,15]. The convolutional neural network (CNN) is one classical and widely used network structure. CNNs are composed of one or more convolutional layers, fully connected layers (corresponding to classical neural networks), as well as association weights and pooling layers. This structure enables the CNN to use 2-dimensional (2D) data as input. Compared with other deep learning structures, CNNs can obtain better results in images [16,17]. This model can be trained using backpropagation algorithms. Compared with other deep, feedforward neural networks, CNNs require fewer parameters to be estimated, making them an attractive deep learning architecture [18].

Depression is one of the most common but serious mental diseases in the world. This serious disease could cause patients to have negative and pessimistic thoughts, self-blame, and self-harm. Also, the patients lacking self-confidence can germinate the idea of despair, and they believe that “ending life is a relief” and “living in the world is superfluous”. In this case, the patients will make suicide attempts or conduct suicidal behaviors. Although depression can be severe, it can be cured with medication, psychotherapy, and other clinical treatments. Currently, the diagnosis of depression is based on self-report and questionnaire surveys of patients in clinical interviews, such as the Self-Rating Depression Scale and Beck Depression Scale. However, these diagnosis methods use subjective ratings. Therefore, as an alternative, it is crucial to diagnose depression through human face identification with the existing machine science technology [19,20].

Behavior-based depression recognition is becoming increasingly popular, and the identified behaviors include speech, facial expressions, gestures, and eye movements. Research on
depression based on facial expression mainly uses images and facial feature points. Meanwhile, the local binary pattern, local binary pattern from three orthogonal planes (TOP), local Gabor binary pattern TOP, local curvelet binary pattern, and local phase quantization from TOP are extracted to describe the texture changes of facial regions. However, the above methods are based on a large number of manual feature descriptors designed with professional knowledge. CNNs are now mainly used in diagnosing some genetic diseases with obvious facial features, such as Nunan syndrome, Alzheimer disease, and Turner syndrome [21,22]. Neural networks are also used in diseases, but there are not many possible uses to identify depression. In this study, we expected to rapidly and accurately determine whether the participants in ordinary life have depression with emotional fluctuations. Therefore, this study used the patient’s resting face to train the model instead of using the traditional facial recognition approach during controlled emotional stimuli and controlled tasks.

The purpose of this study was to use facial recognition technology, especially deep CNN, to automatically identify patients with depression. A depression recognition model was constructed by testing 102 patients with depression and 1100 healthy participants who had been clinically diagnosed with depression. With this model, a potential patient with depression could be detected in a timely manner and treated actively, thus reducing the harm caused by the disease. In this paper, we describe the proposed method, including the recognition results based on facial features of depressive patients, which are illustrated in the extracted feature maps. Also, depression patient identification, image preprocessing, datasets, principles, training details, and model assessment are presented. We then give the results, summarizing the performance evaluation, giving results of verification experiments, and compare our method with other latest methods. Finally, we provide discussions and conclusions and the opportunities for future work.

**Material and Methods**

**Dataset Acquisition**

All the collected data were from the Department of Neurology, Affiliated Hospital of Shandong University of Traditional Chinese Medicine. All patients voluntarily participated in this study. Facial photos were taken in a standard clinic approach with an MI PAD3 (Xiaomi, Beijing, China) [23] as follows: (1) Participants sat in front of the white background and took off their hats and glasses and tied up long hair to expose ears; (2) The participants’ facial expressions were relaxed, and their eyes looked straight ahead. In addition, the information of each participant was collected, including age, occupation, education level, and whether treatment had been performed before.

**Depression Data Set**

The data on patients with depression were collected from the Department of Neurology, Affiliated Hospital of Shandong University of Traditional Chinese Medicine from October 2021 to May 2022. A total of 102 patients with depression who volunteered to participate were included, and 10 pictures were collected from each patient.

The inclusion criteria of patients with depression were as follows: (1) diagnostic criteria of depression according to the Diagnostic and Statistical Manual of Mental Disorders-5 standard developed by the American Psychiatric Association [24]; (2) volunteers with depression were scored by the Hamilton Depression Scale, with scores ranging from 17 to 30 points; (3) the age of patients was 15 to 70 years old; (4) patients with depression were first diagnosed in our department (without treatment); (5) the types of depression included depressive mood disorder, severe depression (including severe depressive episodes), persistent depression (bad mood), and premenstrual dysphoria; and (6) postpartum depression and menopause depression.

The exclusion criteria were as follows: (1) those who do not meet the inclusion criteria; (2) patients with severe primary diseases such as cardiovascular, brain, liver, and kidney, or mental diseases, and those who could not cooperate with information collection; (3) patients with other mental diseases, such as mania and schizophrenia; (4) patients with nervous system trauma or history; and (5) patients with depression caused by substances/drugs, depression caused by other diseases, and other specific forms of depression.

**Healthy Participant Dataset**

Data of 1132 healthy participants were collected by the Neurology Department of Shandong University of Traditional Chinese Medicine. This study selected 1100 facial images according to the following: (1) the participant’s age was 15 to 70 years old, and (2) there were no serious primary diseases, such as cardiovascular, brain, liver, and kidney diseases, and no mental illness.

**Dataset Processing**

The purpose of data preprocessing was to clean up and cut images. Since the data were collected from clinical work, they needed to be preprocessed before they could be used to train the deep learning model. In the dataset, the face was cut from the original image to ensure that the face was in the middle of the image and occupied 70% to 90% of the area of each image. Then, the dataset was divided into a training set, test set, and validation set at the ratio of 7: 2: 1. For scaling, the
normalization method was applied, and the pixel values of all images were resized from (0, 255) to (0, 1).

**Facial Treatment of Healthy Participants**

The data of 1132 healthy volunteers were included from the Neurology Department of Shandong University of Traditional Chinese Medicine. When the photos were taken, the eyebrows and ears were exposed. A total of 1132 pictures were obtained, and 1100 pictures were selected and used in this study. The samples were divided into a training set, test set, and verification set with 770 samples, 220 samples, and 110 samples, respectively.

**Facial Treatment of Patients with Depression**

The data of 102 patients with depression were collected by the Department of Neurology, Affiliated Hospital of Shandong University of Traditional Chinese Medicine. When taking photos, the eyebrows and ears were exposed. For each patient, 10 images were taken, and a total of 1020 images were obtained. The samples were divided into a training set, test set, and verification set with 714 samples, 204 samples, and 102 samples, respectively.

**Model Establishment**

CNN models have been developed to assist in our daily life. For example, some medical applications are based on a branch of artificial intelligence, known as “computer vision”. Therefore, CNN algorithms are helpful for disease detection and behavior analysis and psychological analysis. The tools used in this study included PyCharm ([https://www.jetbrains.com/pycharm/](https://www.jetbrains.com/pycharm/)), Anaconda3.8.2 ([https://www.anaconda.com/products/individual](https://www.anaconda.com/products/individual)), and the deep learning framework for Pytorch ([https://www.Pytorch.org](https://www.Pytorch.org)).

Five deep CNN models were constructed for depression identification: the fully connected convolutional neural network (FCN); visual geometry group 11 (VGG11); visual geometry group 19 (VGG19); deep residual network 50 (ResNet50), and inception version 3 (V3). The FCN model was integrated with the current advanced attention mechanism, and the model included a feature input layer, convolution layer, activation layer, and full connection layer. VGGNet is a deep CNN architecture developed by the Visual Geometry Group (VGG) of Oxford University. VGG-11 consists of 8 convolution layers and 3 fully connected layers. VGG-19 consists of 16 convolution layers and 3 fully connected layers. ResNet50 is a residual network composed of residual blocks, and each block is a stack of convolution layers [25]. In addition to the direct connection of the convolution layer, ResNet has a fast connection path between the input of the residual block and its output, and ResNet50 contains 49 convolution layers and a full connection layer. Inception-V3 uses a method that decomposes large convolution into small convolution and normal convolution into asymmetric convolution to increase the recognition accuracy [24]. The parameter is the total weight of the network, which determines the spatial complexity of the network.

PyTorch in the Anaconda software was used, and the collected datasets of patients with depression and healthy participants were imported and divided into a training set, test set, and validation set at the ratio of 7: 2: 1. Then, this study used the CNN to construct a complete connection layer, which was integrated with the current advanced attention mechanism, and the model was called FCN (Figure 1, PowerPoint 2016 Microsoft). The FCN model had 11 layers: (1) convolutional layer (7,7,64); (2) convolutional layer (3,3,64)×2; (3) convolutional layer (3,3,64)×2; (4) convolutional layer (3,128)×2; (5) convolutional layer (3,128)×2; (6) convolutional layer (3,256)×2; (7) convolutional layer (3,256)×2; (8) convolutional block attention module; (9) convolutional layer (3,512)×2; (10) convolutional layer (3,512)×2; and (11) fully connected layer (512,2). Then, the constructed FCN model was used to test (since the validation set was also used to test the training model, it was not reflected in the flowchart separately). The Softmax function was used for binary classification. The batch size was set to 16, and the learning rate was set to 10e-3. The training process was run for 30 epochs.

The VGGG11 model ([https://download.pytorch.org/models/vgg11.pth](https://download.pytorch.org/models/vgg11.pth)) was used, and the Softmax function was used for classification. The batch size was set to 16, and the learning rate was set to 10e-3. The training process was conducted for 30 epochs.

The VGGG19 model ([https://download.pytorch.org/models/vgg19.pth](https://download.pytorch.org/models/vgg19.pth)) was used, and the Softmax function was used for classification. The batch size was set to 16, and the learning rate was set to 10e-3. The training process was conducted for 30 epochs.

The ResNet50 model ([https://download.pytorch.org/models/resnet50.pth](https://download.pytorch.org/models/resnet50.pth)) was used, and the Softmax function was used for binary classification. The batch size was set to 16, and the learning rate was set to 10e-3. The training process was conducted for 30 epochs.

The Inception-V3 model ([https://download.pytorch.org/models/inception_v3.pth](https://download.pytorch.org/models/inception_v3.pth)) was used, and the Softmax function was used for binary classification. The batch size was set to 16, and the learning rate was set to 10e-3. The training process was conducted for 30 epochs.

**Verification of the Models**

To evaluate the classification performance of the models, some evaluation indexes were introduced, including the receiver operating characteristic (ROC), loss function, accuracy,
precision, recall, and F1 score. Depression was classified as a positive class, and non-depression was classified as a negative class. According to whether the classifier’s prediction on the test dataset was correct or not, the total number of situations was denoted as follows.

True positive (TP) indicated the number of depressive samples that were predicted as depressive; false negative (FN) indicated the number of depressive samples that were predicted as non-depressive; false positive (FP) indicated the number of non-depressive samples that were predicted as depressive; and true negative (TN) indicated the number of non-depressive samples that were predicted as non-depressive. True and false represented correct and wrong classification, while positive and negative represented depressive and non-depressive samples.

**ROC Curve**

The ROC curve, also known as the sensitivity curve, is a coordinate diagram composed of the horizontal axis of the false alarm probability and the vertical axis of the hit probability. The curve was drawn according to the results obtained under specific stimulus conditions and different judgment criteria [12].

According to the prediction score of the classifier in machine learning, the samples were sorted. Then, the false positive rate (FPR) and true positive rate (TPR) were calculated as:

\[
FPR = \frac{TP}{TP + FN} \quad (1)\\
TPR = \frac{TP}{TP + FP} \quad (2)
\]

The curve was drawn by matplotlib, and the ROC curve was obtained by the FPR and TPR.

**Loss Function**

Loss function, or cost function, is a function that maps the values of a random event or its related random variables to nonnegative real numbers to represent the “risk” or “loss” of the random event [16]. In real applications, the loss function is usually associated with optimization problems, such as a learning criterion, namely solving and evaluating models by minimizing the loss function [26]. Parameter estimation is often used in statistics and machine learning.

In machine learning and deep learning, the loss function is used to estimate the deviation between the predicted value
and the real value of the model in the training process. The smaller the loss function, the closer the predicted value is to the real value, and the better is the generalization performance of the model.

In this study, the Softmax loss was used to calculate loss, and the loss function was composed of Softmax and cross-entropy loss [27].

**Accuracy**

Accuracy is one of the indicators used to evaluate the performance of the classifier, which is calculated as the ratio of the number of samples correctly classified by the classifier to the total number of samples for a given test dataset.

The accuracy was calculated as the number of correct predictions to the total number of samples.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{TN} + \text{FN}} \quad (3)
\]

Precision refers to the proportion of true depression samples in the samples predicted as depression by the classifier, that is, how many of the samples judged as depression by the classifier were true depression samples. The calculation formula was as follows:

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (4)
\]

Recall (recall rate) was the proportion of correctly classified positive samples to true positive samples. The number of positive samples correctly classified were the true cases (TP). The number of true positive samples included real cases (TP) and FN cases.

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (5)
\]

The F1 score is the harmonic mean of precision rate and recall rate.

\[
\text{F1 score} = \frac{2\times\text{TP}}{2\times\text{TP} + \text{FP} + \text{FN}} \quad (6)
\]

**Results**

For patients with depression, 1020 facial images were collected, and for healthy participants, 1100 facial images were collected in the Department of Neurology, Affiliated Hospital of Shandong University of Traditional Chinese Medicine. The 2 datasets were divided into a training set, test set, and verification set at the ratio of 7: 2: 1. Then, the models of FCN, VGG11, VGG19, ResNet50, and Inception-V3 were trained.

**ROC Curves**

The ROC curves of FCN, VGG11, VGG19, ResNet50, and Inception-V3 are shown in Figure 2A-2E, respectively (Python3.9, Python Software Foundation). It can be seen that the overall effect was better, and FCN showed obvious superiority.

**Loss Function**

The loss curves of FCN, VGG11, VGG19, ResNet50, and Inception-V3 networks are shown in Figure 3A-3E (Python3.9, Python Software Foundation). It was found that the VGG11, ResNet50, and Inception-V3 models had serious oscillation, and good results were achieved in speed and accuracy. Meanwhile, the loss function curves of VGG11 and FCN models decreased rapidly, and the model oscillation was small. The training and testing loss function curves of the FCN model were closest; therefore, FCN was determined to be a good facial recognition network.

**Accuracy**

The accuracy curves of FCN, VGG11, VGG19, ResNet50, and Inception-V3 are respectively shown in Figure 4A-4E (Python3.9, Python Software Foundation). The accuracy of the 3 networks was improved after 30 epochs. The accuracy of VGG11, ResNet50 and Inception-V3 models fluctuated severely. FCN and VGG19 models had good accuracy. Although the curve of the VGG model was not relatively flat, the accuracy of the FCN model was significantly increased.

**Precision, Recall, and F1 scores**

Precision is the ratio of the number of correct samples in the identification or retrieval results to the total number of samples. The higher the value, the higher the accuracy and the better the system performance. The recall ratio refers to the ratio of the relevant information detected from the database to the total amount of information. Sometimes, we needed to combine precision and recall. F1 score is such an evaluation index, and it is one of the most commonly used indicators in classification and information retrieval. To test the model, the above 3 indexes, precision, recall, and F1 scores, were used to evaluate model performance. It can be seen that the FCN model achieved good results in precision, recall, and F1. The VGG19 model had good accuracy and precision. In the recall rate and F1, the Inception-V3 model was inferior to the FCN model. All evaluation results are presented in Table 1.
Figure 2. (A-E) Receiver operating characteristic curves of FCN, VGG11, VGG19, ResNet50, and Inception-V3. It can be seen that the overall effect was better, and FCN showed obvious superiority.
Figure 3. (A-E) Training loss vs validation loss of FCN, VGG11, VGG19, ResNet50, and Inception-V3. VGG11, ResNet50 network, and Inception-V3 models had serious oscillation and achieved good results in speed and accuracy. At the same time, the loss function curves of the VGG11 and FCN models decreased rapidly and the model oscillation was small.
Figure 4. (A-E) Training accuracy vs validation accuracy of FCN, VGG11, VGG19, ResNet50, and Inception-V3. The accuracy of VGG11, ResNet50 network, and Inception-V3 models fluctuated greatly. FCN and VGG19 models had good accuracy. Although the curve of the VGG19 model was relatively flat, the accuracy of the FCN model was significantly improved.
Table 1. Accuracy, precision, recall and F1 score of each model. FCN model achieved good results in Accuracy, precision, recall and F1. The VGG19 model had good accuracy and precision. The Inception-V3 model was behind the FCN model on recall and F1.

| Model         | Accuracy (%) | Precision (%) | Recall (%) | F1 (%)|
|---------------|--------------|---------------|------------|-------|
| FNC           | 98.23        | 98.11         | 98.16      | 98.27 |
| Vgg11         | 94.40        | 96.15         | 92.02      | 94.04 |
| Vgg19         | 97.35        | 98.13         | 96.32      | 97.21 |
| ResNet50      | 94.99        | 98.03         | 91.41      | 94.60 |
| Inception-V3  | 97.10        | 96.20         | 98.79      | 98.19 |

Discussion

This study explored the importance of facial features in the diagnosis of depression and extended the application of facial recognition technology in medicine. Although the facial features of depression are vague and the results in the literature are not consistent, the facial expressions of patients with depression often have the characteristics of sadness, depression, reduced smile, and ease to cry. The main facial features include the mouth angle hanging downward, the formation of the so-called ‘Ω’, tight eyebrows, binocular dullness, reduced blinking, eyes condensed with tears, shoulders dropping, bent waist drooping, less action, sitting for a long time, and posture unchanged [18-20]. Guo et al discussed the facial emotion recognition accuracy of patients with depression and found that compared with the healthy control group, depressed patients are unlikely to present happy, disgusted, and neutral facial expressions. Joormann and Gotlib found that sad expressions are easily observed in participants with depression syndrome. This finding is consistent with some other analysis results of depression [28]. Studies show that participants with depression may more accurately perceive and remember their previous negative images. This may be one of the reasons for the depression syndrome [29,30]. Also, the participants had facial imitations, such as mouth angle hanging downward and tight eyebrows. Guo et al proposed a new method for potential depression risk identification based on a deep belief network model. The recognition performance of the combined 2D and 3D feature model was better than that of the 2D or 3D feature models [31]. Therefore, this further suggests using a 3D face model to explore the rapid and accurate diagnosis of depression.

With the continuous improvement of machine learning, the application of artificial intelligence, such as backpropagation neural network and CNN models, has made great progress in facial recognition. Owing to the introduction of AlexNet, people’s interest in CNN has begun to grow since 2012. CNN is widely used in image segmentation, image classification, and other fields, and it is also the most commonly used deep learning method in facial recognition. The main advantage of the deep learning method is that it can use a large amount of data for training to learn robust face representation from the training data [31,32]. Also, the deep learning method is good at dealing with different types of data, such as 1D signal data and time series, 2D image or audio signal data, and 3D video data. Also, CNNs can run on any device, which also makes them attractive. Moreover, CNNs can perform parameter sharing and use special convolution and pooling operations to achieve high accuracy [22,33].

This study shows that the accuracy and precision of this method for detecting depression were above 99%. There are several reasons for this good result. First, facial features in patients with depression are easy to observe clinically [34]. The data of patients with depression were collected by the Affiliated Hospital of Shandong University of Traditional Chinese Medicine. Also, frame extraction was performed, which may lead to better robustness of the model. The CNN model performs operations on human facial expression images collected from various channels. Meanwhile, Openpy was used to capture human facial expressions so that more accurate human facial expressions could be obtained for more sensitive recognition [26-30,32-39]. Based on this, the reliability of the information of the entire face recognition system and the stability of the system was greatly improved. The deep learning models have been constantly updated in recent years, so the diagnosis of depression diseases through facial recognition is no longer impractical [40-42].

The attention mechanism in neural networks is a resource allocation scheme that allocates computing resources to more important tasks and solves the problem of information overload in the case of limited computing power. In neural network learning, generally, the more parameters in the model, the stronger the expression ability of the model, and the greater the amount of information stored in the model, but this will bring the problem of information overload [43]. Then, by introducing the attention mechanism, the network can focus more on the critical information in the input, reduce the attention to other information, and even filter out irrelevant information, thus solving the problem of information overload.
and improving the efficiency and accuracy of task processing. The present study added algorithms of attention mechanisms to improve model accuracy [44].

CNN is not good at long-distance analysis of images; therefore, in this study, we chose the algorithm of attention mechanism to effectively perform long-distance analysis. In the next step, we hope to find more suitable algorithms in the process of continuous attempts and apply them to depression recognition.

The face includes the most nerves and the most developed small muscles in the body. It carries the expressions of joy, anger, worry, thought, sadness, fear, and surprise. A theory about the causes of depression suggests that depression is associated with a similar hyperactive neuroendocrine response to stress in the hypothalamic-pituitary-adrenal (HPA) axis [45]. The activity of the HPA axis is controlled by the secretion of corticotropin-releasing hormone by the hypothalamus. The corticotropin-releasing hormone activates the pituitary secretion of adrenocorticotropic hormone. In turn, adrenocorticotropic hormone stimulates the adrenal secretion of glucocorticoids (human cortisol). Relevant evidence suggests that there is a link between stress, depression, and the HPA axis. First of all, the main symptoms of depression are irritability and lack of happiness [46]. It is a chemical reaction to bad events. Things are chronic when there is pressure. This pressure activates the HPA axis, resulting in a large release of glucocorticoids into the blood and then leading to excessive activity of the HPA axis. Antidepressants will directly reduce the activity of the HPA axis. Cooper et al used arterial spin labeling to measure cerebral blood flow to discover the changes in cerebral blood flow in patients with depression. Their analysis showed the characteristics of the right parahippocampal, thalamus, and fusiform gyrus in patients with depression [23,25].

Conclusions

This paper presents a CNN-based diagnostic method for depression. The method was tested in terms of accuracy, precision, recall, and F1. The experimental results showed that the accuracy and precision of this method for detecting depression were above 90%, indicating that it is feasible to identify depression automatically from facial images. The proposed method can be applied to early disease diagnosis and prevention of disease progression. In future studies, we will study various depressions that affect facial features. Also, we will use biomolecular diagnosis to assist clinical diagnosis to open up a new way in the field of precision medicine.
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