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ABSTRACT

There is growing interest in unifying the streaming and full-context automatic speech recognition (ASR) networks into a single end-to-end ASR model to simplify the model training and deployment for both use cases. While in real-world ASR applications, the streaming ASR models typically operate under more storage and computational constraints - e.g., on embedded devices - than any server-side full-context models. Motivated by the recent progress in Omni-sparisty supernet training, where multiple subnetworks are jointly optimized in one single model, this work aims to jointly learn a compact sparse on-device streaming ASR model, and a large dense server non-streaming model, in a single supernet. Next, we present that, performing supernet training on both wav2vec 2.0 self-supervised learning and supervised ASR fine-tuning can not only substantially improve the large non-streaming model as shown in prior works, and also be able to improve the compact sparse streaming model.

Index Terms— Neural network pruning, sparsity optimization, supernet, recurrent neural network transducer

1. INTRODUCTION

Thus far, end-to-end automatic speech recognition (ASR) models, which use neural networks to transduce audio into word sequences, have demonstrated state-of-the-art results compared to conventional hybrid speech recognizers. Specifically, recurrent neural network transducer (RNN-T) originally presented in [1] has shown competitive ASR performance on various benchmarks [2, 3, 4]. Typically based on token emission latency, we categorize ASR models into: (i) streaming recognizers [5, 6] that emit hypothesized words in real time, with low latency measured by milliseconds, and (ii) non-streaming models [7, 8] that only emit word hypotheses after processing the complete speech utterance. Latest streaming recognizers often employ a transformer/conformer encoder [9, 10], and may use a limited future audio context (also referred to as look-ahead audio frames) [11, 12]. Non-streaming recognizer takes the entire speech utterance as input, and scaling up the model size can often improve the model accuracies [8].

Recently, it has been shown favorable to unify the streaming and non-streaming models, either through a single shared encoder [9, 13, 14, 15, 16], or through cascaded streaming and non-streaming encoders [10, 17]. The efficacy of such unified or cascaded encoders includes that the previously two separate development and deployment workflows can be simplified into one process. Note that in the two-pass cascaded encoders, input acoustic features are typically first processed by a streaming encoder, and a non-streaming encoder processes the streaming encoder outputs and aims to cover the first-pass accuracy loss. While for the unified dual-mode encoder, the non-streaming encoder directly processes the entire utterance and is immune from the accuracy degradation of the streaming encoder; additionally, the accuracy and latency of the streaming encoder can benefit from the weight sharing, or inplace knowledge distillation from the more performant non-streaming encoder [13].

This work also focuses on the one-pass dual-mode encoder, while in practice, various streaming ASR models run on devices under more resource constraints, like disk size and memory footprint. In contrast, most non-streaming models run from the server with fewer constraints. Therefore, instead of developing equally sized encoders, it is preferable to jointly build a compact streaming model and a large non-streaming model for real-world ASR applications. We note that even though a single encoder is shared for both modes, we can substantially prune it into a featherweight, e.g., about 30M parameters as a streaming model, and use the original copy as a performant non-streaming encoder. Given the recent progress made in neural network pruning [18, 19, 20, 21], we can specify a target sparsity level during model training, prune the model weights accordingly before inference, and finally obtain a model of the target model size. Meanwhile, we also aim to maintain the unpruned encoder’s performance such that we can keep a copy of the original dense encoder and use it as a competitive non-streaming encoder.

Prior work [20] has shown success on the ASR training of varying sparsities jointly in a single model, also known as supernet training. A supernet is a shared-weight backbone network, where a subnetwork is extracted given each target sparsity level, and all the subnetworks are jointly optimized during supernet training. While it can facilitate ASR training of various model sizes, each sub-model in [20] operates with the same inference latency. Instead, this work focuses on two sparsity levels and two latency conditions: a high sparsity and low latency for the streaming model, and a zero sparsity (i.e., dense or unpruned) and full-latency latency for the non-streaming model. Thus, in this case, the dual modes refer to the pruned/sparse streaming mode and the other unpruned/dense non-streaming mode.

Next, it has been widely shown that the self-supervised acoustic model pre-training based on wav2vec 2.0 [22] can substantially improve large non-streaming models; given sufficient unlabeled data, the potential accuracy gain can be proportional to the growing model size [8]. Similarly, achieving accuracy gains from pre-training will be difficult given a compact model size. Also, very few works [23] have shown the self-supervised pre-training efficacy in streaming models. In this paper, we present that by doing the dual-mode supernet training, self-supervised pre-training is not only able to substantially improve the large non-streaming model, and also to improve the compact sparse streaming model.

2. SUPERNET TRAINING OF A DUAL-MODE ASR MODEL

2.1. RNN-T with Emformer encoder

In this work we focus on the RNN-T based ASR models with the efficient memory transformer (Emformer) encoder [11].
2.1.1. RNN-T

Each speech utterance is parameterized as an input acoustic feature vector sequence $x = \{x_1, \ldots, x_T\} = x_{1:T}$, where $x_i \in \mathbb{R}^d$ and $T$ is the number of frames. Denote a grapheme set or a wordpiece inventory as $\mathcal{Y}$, and the corresponding output sequence of length $U$ as $y = \{y_1, \ldots, y_U\} = y_{1:U}$, where $y_B \in \mathcal{Y}$. We define $\mathcal{Y}^*$ as $\mathcal{Y} \cup \{\emptyset\}$, where $\emptyset$ is the blank label. Denote $\hat{\mathcal{Y}}^*$ as the set of all sequences over output space $\hat{\mathcal{Y}}$, and the element $a \in \hat{\mathcal{Y}}^*$ as an alignment sequence. Then we have the posterior probability:

$$P(y|x) = \sum_{a \in \mathcal{Y}^*} P(a|x)$$

(1)

where $\mathcal{B} : \hat{\mathcal{Y}}^* \rightarrow \mathcal{Y}^*$ is a function that removes blank symbols from an alignment $a$. A RNN-T model, $f(x; \theta)$, parameterizes the alignment probability $P(a|x)$ with an encoder, a prediction network (predictor) and a joint network. The encoder $f^{\text{enc}}$ performs a mapping operation that converts $x$ into another sequence of representations $h_{1:T} = \{h_1^{\text{enc}} \ldots h_T^{\text{enc}}\}$:

$$h_{1:T} = f^{\text{enc}}(x; \theta^{\text{enc}})$$

(2)

A prediction network $f^{\text{pred}}$ is to produce the new representation $h_{u:a}^{\text{pred}}$:

$$h_{1:a}^{\text{pred}} = f^{\text{pred}}(y_B; (u-1); \theta^{\text{pred}})$$

(3)

where $u$ is output label index and $y_B = \emptyset$. The joint network $f^{\text{join}}$ combines encoder output $h_{u:a}^{\text{enc}}$ and prediction network output $h_{u:a}^{\text{pred}}$ to compute logits $z_{u:a}$:

$$z_{u:a} = f^{\text{join}}(h_{1:a}^{\text{enc}}, h_{1:a}^{\text{pred}}, \theta^{\text{join}})$$

(4)

$$P(y_u | x_{1:T}, y_{1:u-1}) = \text{Softmax}(z_{u:a})$$

(5)

such that the logits go through a softmax function and produce a posterior distribution of the next output label $y_u$ over $\hat{\mathcal{Y}}$. Note that, the posterior distribution in Eq. 5 is written as $P(y_u | x_{1:T}, y_{1:u-1})$, if it uses a non-streaming encoder and takes each full-context utterance as inputs.

2.1.2. Emformer encoder for streaming ASR

Chunk-based methods [24, 14] have been widely applied for streaming ASR, and in this work, we use the block processing method with transformer encoder layers [11]. The block processing chunks each whole utterance into a sequence of non-overlapping segments, $x = \{C_1 \ldots C_i \ldots C_T\}$, where $i$ is the index of a segment.

To leverage the context information around each truncated segment, we concatenate a left contextual block $L_i$ (e.g., 20 acoustic frames or 120ms audio) and a respective right context block $R_i$ (look-ahead context, e.g., 1 frame or 60ms) to each center block $C_i$, to form a contextual segment $C_i = \{L_i, C_i, R_i\}$. Then during inference, a transformer encoder sequentially takes each $C_i$ as input, generates an output corresponding to each $C_i$, and forms a sequence of streaming outputs $h_{1:T}^{\text{enc}}$ (Eq. 2).

2.2. Dual-mode ASR training via dynamic Emformer segment sampling

As in Section 2.1.2, we note that the ASR latency depends on the length of the center block $C_i$, and changing the length of $C_i$ can effectively achieve the target latency. For example, when demanding an ultra-low latency, we can decrease $C_i$ to 100-200ms and use a minimal $R_i$, like 60ms or 0. Instead, to implement non-streaming ASR, we increase $C_i$ to a size as long as the full speech utterance and pad $R_i$ as 0.

Thus to learn a dual-mode ASR model with both competitive streaming and non-streaming modes, at each training step, we randomly sample an Emformer segment length $|C_i|$, equally probable between a length of the target latency $\tau_0$ and a length equal to the longest utterance, $\tau_1$. Then the input utterances will be chunked differently based on the varying $|C_i|$. Both modes still use the same shared encoder, and only the query/key/value lengths vary according to $|C_i|$ in multi-head self-attention computations. The RNN-T decoder is also fully shared. This is similar to the domain-specific Emformer segment used in [6], where it applies a different segment length to each domain-specific data, though the models of different domains in [6] are all low-latency streaming.

We implement it with the distributed data-parallel training across multiple GPUs [25]. Thus each GPU has a copy of the model, samples an $|C_i|$ between $\tau_0$ and $\tau_1$, and processes a sub-batch of data, after which gradients are then synchronized between GPUs for each model update, and the model learns both modes simultaneously.

2.3. Dual-mode ASR supernet training

As above, prior work [9, 13] and Section 2.2 have described the joint training of a streaming and full-context model, in which both modes fully share the same parameters. Next, we aim to jointly learn a sparse streaming encoder and a dense full-context encoder. As in Figure 1, during training both modes still share the same parameters, except that the pruning masks are only applied to the streaming mode. In this case it is a simplified supernet compared to [20], as it contains only one performant sub-model for the streaming encoder.

We denote a dense RNN-T model as $f(x; \theta)$, and a sub-model can be derived as $f(x; m \odot \theta)$ with a binary pruning mask $m \in \{0, 1\}^{|	heta|}$, where $\odot$ is the element-wise product. We perform layer-wise pruning [20] and prune the encoder Emformer layers and the predictor LSTM layer. A sparsity level $s$ denotes a percentage of the weights in each layer are pruned. We use an iterative magnitude pruning approach similar to [18], following the steps:

(i) Training an unpruned dense model till a certain number of
training updates \( t_0 \) (optionally with group lasso weight decay introduced in Section 3.2 below). As in Section 2.2, at each training step, we dynamically sample either a streaming or a non-streaming mode, and set the Emformer segment length \(|C_s|\) accordingly.

(ii) Starting from \( t_0 \):

(a) in each layer, for every \( \Delta T \) training steps (i.e., pruning interval), prune \( p \) (e.g., \( p = 20\% \)) of the weight parameters that have the smallest magnitudes. Pruning is done by setting the corresponding elements in the binary mask \( m \) to 0, and \( m \) is updated every pruning interval \( \Delta T \).

(b) at each training step, when the streaming mode is sampled, the pruning masks are applied to the model weights during the forward-backward pass - gradients of the masked weights will be zero, and unmasked nonzero. When the non-streaming mode is sampled, pruning masks are not applied.

(iii) After \( n \) pruning intervals, i.e., \( t_0 + n\Delta T \) training updates, \((1-p)^n\) of weight parameters remain. Once the target sparsity level \( s \) has been reached, \( s = 1 - (1-p)^n \), the mask \( m \) is not updated as in (ii, a) but fixed onward. The dual-mode training proceeds as in (ii, b).

Note that again the mode sampling (ii, b) is done on each GPU, and the gradients of each sub-batch are aggregated from all machines for each optimization step. Also to obtain the sparsity speed-up from on-device hardware, all this work uses structured pruning, block size \( 8 \times 1 \) as in [20].

3. SELF-PRUNING VIA SELF-SUPERVISED LEARNING

3.1. Pre-training for ASR supernet

Prior works on self-supervised acoustic model pre-training is mostly focused on pre-training a non-streaming dense encoder with self-supervised criteria, and fine-tuning it with supervised ASR criterion. In this work we examine ways in which the encoder pre-training can improve the dual-mode ASR supernet, and the pruning masks learned during self-supervised training can be effective for the downstream ASR task.

We employ the wav2vec 2.0 pre-training criterion. During pre-training we either use a standard non-streaming encoder as in prior works [22, 8], or use the dual-mode encoder as in Section 2.2, after which the pretrained model is fine-tuned with RNN-T criterion, and then the encoder is always dual-mode to enable the dual-mode ASR.

Note that the encoder pruning, \((t_0, t_0 + n\Delta T)\) in Section 2.3, can be performed either during pre-training, or during RNN-T fine-tuning. In practice, we find pruning during RNN-T fine-tuning significantly underperforms pruning during pre-training. Note that the learning rate in RNN-T fine-tuning has to be small to maintain the pre-training effect, and we conjecture it is too small to adapt the encoder to the large sparsity changes. While the predictor is only used in RNN-T training, the LSTM layer is pruned during fine-tuning.

3.2. Pre-training with group lasso weight decay

Given sufficient unlabeled data, it can be helpful to prune from a converged model than pruning from scratch, so we consider increasing \( t_0 \) in Section 2.3. However, the model weights learned during the dense model training may not follow the \( 8 \times 1 \) block structure as we use for the subsequent structured pruning, which results in performance degradation. Therefore, we particularly develop a block regularization technique below to fit the structured pruning.

In \( 8 \times 1 \) block-wise pruning, essentially we would like the weights in each \( 8 \times 1 \) block to be pruned or kept together. Group lasso [26] is a regularization method which selects grouped variables by penalizing the sum of \( \ell_2 \)-norm of each group. In our case, we define each \( 8 \times 1 \) block as a group, and specifically add a regularization term to the loss function \( \mathcal{L} \):

\[
\min_{W} \mathcal{L} + \sum_{i=1}^{l} \lambda_i \sum_{g \in G} \|W^{(i)}_g\|_2, \tag{6}
\]

where \( l \) is the number of layers, \( W^{(i)}_g \) is a certain \( 8 \times 1 \) block in the \( i \)-th layer, and \( \lambda_i \) is a hyper-parameter of penalty strength. The subgradient with respect to \( W^{(i)}_g \) in the block lasso term of Eq. 6 is

\[
\frac{\lambda_i}{\|W^{(i)}_g\|_2} W^{(i)}_g, \tag{7}
\]

and the gradient descent direction pushes \( W^{(i)}_g \) to zeros as weight decay, with strength \( \lambda_i/\|W^{(i)}_g\|_2 \). Thus the block regularization can push some weight blocks close to zeros, and keep other blocks almost unchanged.

As in many other regularizations, tuning \( \lambda_i \) could be nontrivial. We propose to set it dynamically by the average value of the \( \ell_2 \)-norm in \( i \)-th layer, i.e. \( \lambda_i = \lambda \frac{\sum_{g \in G} \|W^{(i)}_g\|_2}{|G|} \), where \( \lambda \) is a global hyper-parameter shared for all layers, e.g., \( \lambda = 1 \). In this way, we can greatly simplify the hyper-parameter tuning for such block regularization. Finally, we apply such group weight decay to the wav2vec 2.0 pre-training between \((0, t_0 + n\Delta T)\) training updates, and turn it off afterwards.

4. EXPERIMENTS

4.1. Experimental setup

4.1.1. Data

We use the public LibriSpeech (LS) dataset [27] for all the supervised ASR experiments. We apply speed perturbation [28] to the LS training data and produce three versions of each audio with speed factors 0.9, 1.0 and 1.1. We use the complete unlabeled Libri-Light dataset [29] for self-supervised pre-training. We do not use the additional LibriSpeech language model (LM) corpus, and LM fusion is not applied in this work.

4.1.2. System implementation details

Input acoustic features are 80-dimensional log-mel filterbank coefficients with 25 ms window size, and with mean and variance normalization. For all supervised ASR training, we use RNN-T criterion with alignment restrictions to improve training throughput [30], and apply the frequency and time masking as in SpecAugment [31].

RNN-T output labels consist of a blank label and 4096 word-pieces generated by the unigram language model algorithm from SentencePiece toolkit [32], and the joint network has 1024 hidden units, and a softmax layer of 4097 units. RNN-T predictor is a 1-layer LSTM of 512 hidden units, with dropout rate 0.3.

Six 80-dimensional log-mel features are concatenated with stride 6 to form a 480 dimensional vector, followed by a linear layer and mapped to an input to the encoder. For differing RNN-T model sizes, we vary the Emformer encoder parameters as in Table 1. All
encoders use relative positional embeddings with clipping distance 64 (3.84s) in self-attention [33], dropout 0.1, and the hybrid layer norm configurations 1 [34]. Given the input feature stride 6, in streaming mode, Emformer left/center/right context lengths are 1.2s, 180ms, 60ms, i.e., $L_i = 20, C_i = 3, R_i = 1$ (Section 2.1.2). In non-streaming mode, we set the center segment length as 36s, longer than any training utterance, to use the full context.

For all neural network implementation, we use an in-house extension of PyTorch-based fairseq [25] toolkit. All experiments use multi-GPU training, AdamW optimizer with decoupled weight decay $0.01$ [35], $\beta_1 = 0.9$, $\beta_2 = 0.98$, and tri-stage [31] learning rate schedule. The peak learning rate is 1e-3 for RNN-T training from scratch, 6e-4 for wav2vec 2.0 pre-training, tuned over $\{2e-5, 5e-5\}$ for RNN-T fine-tuning. For RNN-T, all ASR training uses global batch size 2560, up to 300 epochs on LibriSpeech. For wav2vec 2.0, pre-training on Libri-Light randomly crops each utterance into a max length of 15s on-the-fly, and the 181M dense models use global batch size 3072, for 300K training updates; since for supernet training, each training step has 50% probability sampling the sparse sub-model on each GPU, where only a subset of the parameters have nonzero gradients, thus we use a larger global batch size 3840, and a longer training schedule of 400-450K updates.

As in Section 2.3, we prune all the encoder Emformer and predictor LSTM layers, with the following layer-wise sparsity level $s$ and pruning interval $\Delta T$:

- $s = 0.67, \Delta T = 10K$ for training the 73M RNN-T model,
- $s = 0.87, \Delta T = 6K$ for training the 181M RNN-T model,
- $s = 0.87, \Delta T = 6K$ for pre-training the 181M model,

such that the final sparse models after pruning have about 30M parameters in all cases. In each pruning interval, we prune out 20% remaining weights, $p = 20\%$ as in [21].

### Table 1. Emformer parameters for differing RNN-T model sizes.

| RNN-T | # layers | embedding dim | FFN dim | attn heads |
|-------|----------|---------------|---------|------------|
| 35M   | 18       | 384           | 1024    | 4          |
| 73M   | 20       | 512           | 2048    | 8          |
| 181M  | 24       | 768           | 3072    | 8          |

### Table 2. WER results on LibriSpeech test-other. For system D2, we use a non-streaming encoder for the first 30K updates, and then switch it to the dual-mode encoder afterwards and perform training the same as D1.

|      | unpruned/pruned streaming | unpruned non-streaming |
|------|---------------------------|------------------------|
| B1 35M, streaming dense | 11.2 | - |
| B2 35M, dual-mode dense | 10.9 | 8.7 |
| C1 73M, streaming sparsity 0.67 | 10.9 | - |
| C2 73M, non-streaming dense | - | 6.4 |
| D1 73M, streaming sparsity 0.67, non-streaming dense | 10.6 | 7.0 |
| D2 non-streaming dense, 50K + D1 | 10.4 | 6.6 |

1Following [34], we find in each transformer layer, including the additional third layer norm - that prevents the features from bypassing the transformer layer entirely - noticeably improves ASR accuracies.

4.2. Results of the dual-mode ASR supernet

We first build a pair of 35M dense model baselines: a streaming single-mode dense model B1, and a streaming and non-streaming dual-mode model B2. ASR word error rate (WER) results on LibriSpeech test-other are shown in Table 2. We find B2 slightly outperforms B1, as observed in [13] similarly. Then we build a pair of 73M models:

(i) a single-mode sparse streaming model C1 with sparsity 0.67, so after pruning it has about 29M parameters, less than B1 and B2,

(ii) a single-mode dense non-streaming model C2, such that respectively, the separate single-mode C1 and C2 use the same number of parameters as the proposed dual-mode supernet model D1. We find the sparse streaming mode of D1 outperforms both dense models B1, B2 and the single-mode C1, but the D1 unpruned non-streaming mode falls behind C2.

D1 uses $t_0 = \Delta T = 10K$ above (Section 2.3), and we find simply increasing $t_0$ is not helpful. Then we try a two-step approach in system D2:

1. increase $t_0 = 50K$, and use a single-mode non-streaming encoder, i.e., always use the full context between $(0, t_0)$,

2. then after $t_0$, switch it to the dual-mode encoder, and perform training the same as D1.

Then we find D2 to provide non-streaming performance on a par with C2. Overall, we demonstrate the efficacy of jointly learning a sparse streaming sub-model and a dense non-streaming model in a single supernet.

4.3. Results of the pre-training efficacy on dual-mode ASR

Then we scale up the model size to 181M, as in Table 3, and first examine the pre-training effects on dense models.

As in Section 3.1, we perform the wav2vec 2.0 pre-training on Libri-Light, and then afterwards use dual-mode encoder during RNN-T fine-tuning, to enable the dual-mode ASR. We also try using the dual-mode encoder during wav2vec pre-training as well, referred to as the dual-mode wav2vec in B1 (see Table 3). However, by comparing B1 and B2, we find pre-training with just the non-streaming encoder instead is much more effective for both non-streaming and streaming ASR. Note that system B1 and B2 are pre-trained on audio segments cropped up to 15s, and we further increase the max segment length to 30s on system B3. We find B3 can produce further better streaming results compared to B2.

In all cases above, we present that pre-training can not only substantially improve the non-streaming ASR results as widely shown in prior works, and also noticeably improve streaming ASR performance, as one of the contributions in this work. The proposed dynamic Emformer segment sampling (Section 2.2) allows for using a non-streaming encoder to maximize the pre-training benefits, and enabling the high-performing dual-mode ASR afterwards.

4.4. Results of supernet training with both self-supervised and supervised criteria

Next, as in Table 4, we first build a dual-mode supernet model C1 with labeled data only, and then start to use unlabeled data and examine

2We note that, training the large transformer/Emformer models like system B0 from scratch - without additional regularization techniques - significantly underperforms. While applying auxiliary training criteria [36] would substantially improve baseline B0, they can be applied to other competing systems like B1 and B2 as well, so we will leave it to future work.
the pre-training effects on both the sparse streaming mode and the dense non-streaming mode.

As discussed in Section 3.1, we find any encoder pruning during RNN-T fine-tuning results in severe streaming ASR degradation, significantly falling behind the baseline C1. Thus instead we prune the encoder during pre-training. Note that for the ASR supernet training (Section 2.3), we will sample between streaming and non-streaming modes; however, given the result comparison between B1 and B2, we always use non-streaming mode during pre-training - we sample between the sub-model and the whole model (i.e., apply the mask or not), and both operate in the non-streaming mode.

Thus the encoder pruning mask is learned completely on the unlabeled data without supervision, and the encoder mask is fixed during RNN-T fine-tuning, so we refer to such process as self-pruning. The predictor is also pruned for streaming ASR, and the predictor mask is learned during RNN-T fine-tuning. Additionally, after such supernet training, the identified sparse sub-model will go through different post-processing and specialized hardware for storage and run-time optimization, therefore, we can choose separate best checkpoints across epochs for the sparse streaming sub-model and the dense non-streaming model respectively, based on the ASR accuracies on LS dev-other subset.

Following such training algorithm, although the system C2 gives higher non-streaming accuracies than the baseline C1 without pre-training, C2 still trails C1 on the streaming accuracy. Then we note that C2 performs iterative pruning from scratch, i.e., using a small \( t_0 \), \( t_0 = \Delta T = 6K \) updates (Section 4.1.2). Instead, we can increase \( t_0 \) and prune a better converged model, assuming that the weights will be better initialized for the pruning criterion (i.e., weight magnitude). However, we find simply increasing \( t_0 \) can only produce results similar to C2, since as discussed in Section 3.2, weights learned during \((0, t_0)\) do not follow the \( 8 \times 1 \) block structure, and the structured sparsity may prune out important weights in each block. Therefore, next, we not only increase \( t_0 \) and also apply the additional group lasso weight decay during \((0, t_0 + n\Delta T)\). We find the resulting system C3.1 with \( t_0 = 50K \) outperforms both baseline C1 and C2.

Finally, we increase \( t_0 = 150K \) in system C3.2, and find (i) compared to the dense model B2 without any sparsity (Table 3), C3.2 can match the topline non-streaming performance, and (ii) compared to baseline C1, C3.2 can effectively leverage self-supervised learning and provide a significantly improved sparse streaming model, by 11-16% WER reductions.

5. CONCLUSIONS

Overall, we first present a dynamic Effformer segment sampling framework to enable a dual-mode encoder. We demonstrate that, jointly learning a featherweight sparse streaming ASR model and a large dense non-streaming model - in a single supernet - can provide competitive accuracies compared to learning each individually. Second, the proposed dual-mode encoder can dynamically use the non-streaming mode during the wav2vec 2.0 pre-training and perform dual-mode ASR thereafter, which allows for self-supervised learning equally helpful for the non-streaming mode and also to substantially improve the streaming ASR.

Next, we show that the proposed group lasso weight decay can effectively address the block patterns as required in structured pruning, such that the self-supervised pre-training is able to identify a performant and robust sub-model for the downstream task. Finally, we conclude that for both self-supervised and supervised learning, the proposed supernet training of a sparse sub-model and a dense model jointly can provide an equally competitive non-streaming ASR model and also provide a noticeably improved sparse streaming model.
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