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Abstract. We consider the subcritical SQG equation in its natural scale invariant Sobolev space and prove the existence of a global attractor of optimal regularity. The proof is based on a new energy estimate in Sobolev spaces to bootstrap the regularity to the optimal level, derived by means of nonlinear lower bounds on the fractional Laplacian. This estimate appears to be new in the literature, and allows a sharp use of the subcritical nature of the $L^\infty$ bounds for this problem. As a byproduct, we obtain attractors for weak solutions as well. Moreover, we study the critical limit of the attractors and prove their stability and upper-semicontinuity with respect to the strength of the diffusion.

1. Introduction

The dissipative surface quasi-geostrophic equation (SQG) describes the evolution of the potential temperature $\theta$ on the two-dimensional horizontal boundaries of general three-dimensional quasi-geostrophic equations \cite{6, 28}. Due to its similarities with the three-dimensional Euler and Navier-Stokes equations, it has attracted the attention of many mathematicians over the last two decades. Formulated on the two-dimensional torus $T^2 = [0,1]^2$, the Cauchy problem reads

$$\begin{aligned}
\partial_t \theta + u \cdot \nabla \theta + \Lambda^\gamma \theta &= f, \\
u &= R^\perp \theta = \nabla^\perp \Lambda^{-1} \theta, \\
\theta(0) &= \theta_0, \quad \int_{T^2} \theta_0(x) = 0.
\end{aligned}$$

(SQG$_\gamma$)

Here, $\Lambda = \sqrt{-\Delta}$ is the Zygmund operator, $\gamma \in (0, 2)$ is a parameter measuring the strength of the diffusion, for which the diffusivity parameter has been normalized to 1, and $f$ is a time-independent, mean-free forcing term. In this note, we will focus on the so-called subcritical case, when $\gamma \in (1, 2)$, and prove the following result.

**Theorem 1.1.** Let $\gamma \in (1, 2)$ be fixed, and assume that $f \in L^\infty \cap H^{2-\gamma}$. The dynamical system $S_\gamma(t)$ generated by (SQG$_\gamma$) on $H^{2-\gamma}$ possesses a unique invariant global attractor $A_\gamma$, bounded in $H^{2-\gamma/2}$, and therefore compact in $H^{2-\gamma}$. In particular,

$$\lim_{t \to \infty} \text{dist}_{H^{2-\gamma}}(S_\gamma(t)B, A_\gamma) = 0,$$

for every bounded set $B \subset H^{2-\gamma}$.

Another important feature of the attractors $A_\gamma$ is their stability with respect to the parameter $\gamma$, as $\gamma \to 1^+$. Namely, the following uniform estimates and upper semicontinuity result hold.
THEOREM 1.2. Let $\gamma_0 \in (1, 2)$ be arbitrarily fixed, and assume $f \in L^\infty \cap H^1$. The family of attractors $\{A_\gamma\}_{\gamma \in (1, \gamma_0]}$ is uniformly bounded with respect to $\gamma$ in $H^{2-\gamma/2}$, namely, there exists a constant $C_0 = C_0(\gamma_0, f) > 0$ such that
\[
\sup_{\gamma \in (1, \gamma_0]} \|A_\gamma\|_{H^{2-\gamma/2}} \leq C_0.
\]
Moreover, $A_\gamma$ has uniformly finite fractal dimension in $H^{2-\gamma}$, that is, there exists a constant $D_0 = D_0(\gamma_0, f) > 0$ such that
\[
\sup_{\gamma \in (1, \gamma_0]} \dim_{H^{2-\gamma}} A_\gamma \leq D_0.
\]
Finally, the family of attractors $\{A_\gamma\}_{\gamma \in (1, \gamma_0]}$ is upper semicontinuous as $\gamma \to 1^+$. Precisely,
\[
\lim_{\gamma \to 1^+} \text{dist}_{H^1}(A_\gamma, A_1) = 0,
\]
where $A_1 \subset H^1$ is the global attractor for the critical SQG equation (when $\gamma = 1$).

Notice that the attractors $A_\gamma$ are slightly less regular than $A_1$, being attractors in the phase space $H^{2-\gamma}$, which strictly contains $H^1$. They are nonetheless bounded in $H^{2-\gamma/2}$ (see Theorem 1.1) and it is essential to have bounds on $\|A_\gamma\|_{H^{2-\gamma/2}}$ that are independent of $\gamma$. The restriction to $\gamma \in (1, \gamma_0]$ is solely due to the use of the integral representation of the fractional Laplacian, whose normalization constant blows up as $\gamma \to 2^-$, while the assumption $f \in L^\infty \cap H^1$ is dictated by the results valid for the critical SQG equation. Moreover, the uniform fractal dimension estimate improves that of [33], where an estimate which blows up as $\gamma \to 1^+$ was proved.

The analysis can actually be extended to weak solutions to show that the basin of attraction of $A_\gamma$ is the whole space $L^2$, modulo working with multivalued dynamical systems, due to the possible non-uniqueness of weak solutions. Notice also that the assumptions on $f$ can be relaxed.

THEOREM 1.3. Let $\gamma \in (1, 2)$ be fixed, and assume that $f \in L^\infty \cap H^{\gamma/2}$. The multivalued dynamical system $S_\gamma(t)$ generated by $(\text{SQG}_\gamma)$ on $L^2$ possesses a unique invariant global attractor $A_\gamma$, bounded in $H^{\gamma/2}$, and therefore compact in $L^2$. In particular,
\[
\lim_{t \to \infty} \text{dist}_{L^2}(S_\gamma(t)B, A_\gamma) = 0,
\]
for every bounded set $B \subset L^2$. Furthermore, if $f \in H^{2-\gamma}$, $A_\gamma$ coincides with that of Theorem 1.1.

In the statements above, $\text{dist}_X$ stands for the Hausdorff semidistance in $X$ between sets, given by
\[
\text{dist}_X(B, C) = \sup_{b \in B} \inf_{c \in C} \|b - c\|_X, \quad B, C \subset X.
\]
The asymptotic behavior of solutions to $(\text{SQG}_\gamma)$ in terms of attractors has been investigated by several authors in recent times. In the subcritical case $\gamma \in (1, 2)$, the existence of a weak global attractor in $L^2$ was proved in [1], that is, the existence of a weakly compact, weakly attracting set for which (1.2) is replaced by the distance induced by the weak $L^2$-metric on bounded sets. A strong (and smooth) attractor was later constructed in [21], where the semigroup $S_\gamma(t)$ was considered on $H^s$, with $s > 2 - \gamma$, a space above the scale-invariant regularity level. (see [21, Theorem 5.1]). The main obstructions with working in the larger space $H^{2-\gamma}$ can be summarized as follows.

\begin{itemize}
    \item Scaling invariance: if $\theta(x, t)$ is a solution to $(\text{SQG}_\gamma)$ with datum $\theta_0(x)$, then $\theta_\lambda(x, t) = \lambda^{\gamma-1}\theta(\lambda x, \lambda^\gamma t)$ is a solution of $(\text{SQG}_\gamma)$ with initial datum $\theta_{0, \lambda}(x) = \lambda^{\gamma-1}\theta(\lambda x)$. Therefore $H^{2-\gamma}$ is scale-invariant, and thus the time of local existence of a solution arising from an initial datum $\theta_0 \in H^{2-\gamma}$ is not known to depend solely on $\|\theta_0\|_{H^{2-\gamma}}$, and a uniform regularization with respect to initial data cannot be obtained only by exploiting short-time parabolic regularization.
\end{itemize}
Maximum principles: while smooth solutions to (SQG$_\gamma$) automatically satisfy an a priori $L^\infty$ bound, our case necessitates a uniform (w.r.t to initial data) regularization from $L^2$ to $L^\infty$, reminiscent of De Giorgi type iterations [2-4, 31], to obtain an $L^\infty$ absorbing set (cf. Theorem 2.1, proven in [4]).

Sobolev estimates: the proofs of Theorem 1.1 and 1.3 rely on the existence of regular absorbing sets (i.e. bounded in higher order Sobolev spaces) for the dynamics of (SQG$_\gamma$). However, the scaling invariance of $H^{2-\gamma}$ does not allow the use of the commutator estimates used in [21] (see Section 3), and a new approach based on pointwise lower bounds on the fractional laplacian [8, 9] is required (cf. Theorem 3.1). Specifically, the subcritical nature of the $L^\infty$ control of Theorem 2.1 is used in a sharp way.

Uniform estimates with respect to $\gamma$: by exploiting only the $L^\infty$ maximum principle, the radii of the absorbing sets inevitably blow up as $\gamma \to 1^+$. The reason for this is fairly easy to explain: due to the scale-invariance of the $L^\infty$ norm in the critical case ($\gamma = 1$), the existence of an $H^1$ absorbing set for $S_1(t)$ requires the existence of a $C^\beta$ absorbing set, for some $\beta \in (0, 1)$ small. Here, no $C^\beta$ estimate is needed in principle, as the $L^\infty$ norm provides a strong enough control. By adapting the techniques of [5], we can also prove the existence of an absorbing set consisting of Hölder continuous functions (cf. Proposition 5.4), thus leading to a better choice of absorbing sets in Sobolev spaces (cf. Theorem 5.1), at the cost of significantly more involved estimates.

It is worth mentioning that similar results hold for the critical ($\gamma = 1$) SQG equation [3, 5, 8, 15]. In a sense, the approach here generalizes all these results to the case $\gamma \in [1, 2)$, in view of the uniformity sought in $\gamma$ of the results above.

Organisation of the paper. In Section 2 we introduce the proper functional setting and state a result on the existence of an $L^\infty$ absorbing set, proved in [4]. We then derive a new Sobolev estimate in Section 3, based on pointwise estimates on the evolution of finite differences, and prove the existence of a bounded absorbing set in $H^{2-\gamma}$. The proofs of Theorems 1.1 and 1.3 are carried out in Section 4. Section 5 is dedicated to the proof of the first part of Theorem 1.2, dealing with the uniformity of the estimates with respect to $\gamma$, while we leave the upper-semicontinuity of the attractors to Section 6.

2. The subcritical SQG equation as a dynamical system

Let $\gamma \in (1, 2)$ and assume that $f \in L^\infty \cap H^{2-\gamma}$. It follows from several works [10, 16, 22, 29] that for all initial data $\theta_0 \in H^{2-\gamma}$ the initial value problem (SQG$_\gamma$) admits a unique global solution

$$\theta^\gamma \in C([0, \infty); H^{2-\gamma}) \cap L^2_{lo}(0, \infty; H^{2-\gamma/2}).$$

In other words, the solution operators

$$S_\gamma(t) : H^{2-\gamma} \to H^{2-\gamma}, \quad t \geq 0,$$

are well-defined and, being the forcing term autonomous, they form a semigroup of operators. By standard arguments, it is not hard to see that $\theta^\gamma$ satisfies the energy inequality

$$\|\theta^\gamma(t)\|_{L^2}^2 + \int_0^t \|\Lambda^{\gamma/2} \theta^\gamma(s)\|_{L^2}^2 \, ds \leq \|\theta_0\|_{L^2}^2 + \frac{1}{\kappa}\|f\|_{L^2}^2 t, \quad \forall t \geq 0. \quad (2.1)$$

and the decay estimate

$$\|	heta^\gamma(t)\|_{L^2} \leq \|\theta_0\|_{L^2} e^{-\kappa t} + \frac{1}{\kappa}\|f\|_{L^2}, \quad \forall t \geq 0, \quad (2.2)$$

where $\kappa \geq 1$ is a universal constant independent of $\gamma$. If furthermore $\theta_0 \in L^\infty$, then cf. [8, 12] we have

$$\|	heta^\gamma(t)\|_{L^\infty} \leq \|\theta_0\|_{L^\infty} e^{-\kappa t} + \frac{1}{\kappa}\|f\|_{L^\infty}, \quad \forall t \geq 0. \quad (2.3)$$
Since we consider mean-zero solutions to \((\text{SQG}_\gamma)\), by the symbol \(H^s\) we indicate the the homogeneous Sobolev space of order \(s \in \mathbb{R}\), with norm \(\| \cdot \|_{H^s} = \|A^s\cdot\|_{L^2}\). As for the fractional laplacian, we will mainly use its representation as the singular integral

\[
\Lambda^\gamma \theta(x) = c_\gamma \sum_{k \in \mathbb{Z}^2} \int_{\mathbb{T}^2} \frac{\theta(x) - \theta(x + y)}{|y - 2\pi k|^{2+\gamma}} dy = c_\gamma \text{P.V.} \int_{\mathbb{R}^2} \frac{\theta(x) - \theta(x + y)}{|y|^{2+\gamma}} dy,
\]

(2.4)

abusing notation and denoting by \(\theta\) the periodic extension of \(\theta\) to the whole space. The velocity vector field \(u\) in \((\text{SQG}_\gamma)\) is divergence-free and determined by \(\theta\) through the relation

\[
u = R^\perp \theta = \nabla^\perp \Lambda^{-1} \theta = (-\partial_x \Lambda^{-1} \theta, \partial_y \Lambda^{-1} \theta) = (-R_2 \theta, R_1 \theta),
\]

where

\[
R_j \theta(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{T}^2} \frac{y_j}{|y|^3} \theta(x + y) dy + \sum_{k \in \mathbb{Z}^2} \int_{\mathbb{T}^2} \left( \frac{y_j + 2\pi k_j}{|y + 2\pi k|^3} - \frac{2\pi k_j}{|2\pi k|^3} \right) \theta(x + y) dy
\]

\[
= \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_j}{|y|^3} \theta(x + y) dy.
\]

In the last line the principal value is taken both as \(|y| \to 0\) and \(|y| \to \infty\).

### Constants and notation

Throughout the paper, \(c\) will denote a generic positive constant, whose value may change even in the same line of a certain equation. In the same spirit, \(c_0, c_1, \ldots\) will denote fixed constants appearing in the course of proofs or estimates, which have to be referred to specifically. Unless explicitly mentioned, all these constants will be independent of \(\gamma\). The dependence on \(\gamma\) of any quantity will be emphasized only as \(\gamma \to 1^+\), while we will not worry about the case \(\gamma \to 2^-\), for which some constants are not well behaved (the constant \(c_\gamma\) in (2.4) is the only instance of this behavior).

#### 2.1. \(L^\infty\) absorbing sets.

Recall that a set \(B_0\) is absorbing if for every bounded set \(B \subset H^{2-\gamma}\) there exists \(t_B > 0\) such that

\[
S_\gamma(t) B \subset B_0, \quad \forall t \geq t_B.
\]

The following theorem was proved in [4].

**Theorem 2.1.** Let

\[
R_\infty = \frac{2}{\kappa} \|f\|_{L^\infty}.
\]

The set

\[
B_\gamma = \{ \varphi \in L^\infty \cap H^{2-\gamma}: \|\varphi\|_{L^\infty} \leq R_\infty \}
\]

is an absorbing set for \(S_\gamma(t)\). Moreover,

\[
\sup_{t \geq 0} \sup_{\theta_0 \in B_\infty} \|S_\gamma(t)\theta_0\|_{L^\infty} \leq 2R_\infty.
\]

(2.5)

The idea of the proof relies on the dissipative estimate (2.2) and an appropriate De Giorgi type iteration scheme, and it is carried out in details in [4, Lemma 4.2] (see also [2, 3]). In particular, it is crucial that the \(L^\infty\) norm of the solution at any positive time is controlled by the \(L^2\) norm of the initial datum and the forcing.

**Remark 2.2.** The assumptions on \(f\) can in fact be relaxed to \(f \in L^2\) at this stage, at the cost of introducing a dependence on \(\gamma\) in the expression of \(R_\infty\) above. In this way, the radius of the \(L^\infty\) absorbing set would diverge as \(\gamma \to 1^+\).
3. Sobolev estimates via nonlinear lower bounds

The main goal of this section is to establish a proper dissipative estimate of \( S_\gamma(t) \) in the phase space norm \( \| \cdot \|_{H^{2-\gamma}} \). This is not at all trivial. Indeed, testing equation (\( \text{SQG}_\gamma \)) with \( \theta \) in \( H^{2-\gamma} \) and using commutator estimates (see e.g. \([20]\)), we arrive at a differential inequality of the form

\[
\frac{d}{dt} \| \theta \|^2_{H^{2-\gamma}} + \| \theta \|^2_{H^{2-\gamma/2}} \leq c \| \theta \|^2_{H^{2-\gamma}} \| \theta \|^2_{H^{2-\gamma/2}} + c \| f \|^2_{H^{2-\gamma}},
\]

which does not yield any proper dissipative estimate for \( \| \theta \|_{H^{2-\gamma}} \). To overcome this difficulty, we first proceed by pointwise estimates in the spirit of \([5, 8, 9, 14]\), in order to be able to exploit the available nonlinear lower bounds for fractional diffusion operators. The main result of this section can be phrased as follows.

**Theorem 3.1.** Let \( \theta_0 \in L^\infty, f \in L^\infty \cap H^\alpha, \gamma \in (1, 2) \) and \( \alpha \in (0, 1) \). Then the differential inequality

\[
\frac{d}{dt} \| \theta \|^2_{H^{2-\gamma}} + \frac{1}{4} \| \theta \|^2_{H^{2-\gamma/2}} \leq c \left[ \| \theta_0 \|_{L^\infty} + \frac{1}{\kappa} \| f \|_{L^\infty} \right] \frac{4^\gamma}{\gamma^4} + c \| f \|^2_{H^\alpha},
\]

holds for every \( t > 0 \), with \( c > 0 \) independent of \( \gamma \).

In the case \( \alpha = 2 - \gamma \), the improvement of (3.2) with respect to (3.1) is dramatic, since we now have

\[
\frac{d}{dt} \| \theta \|^2_{H^{2-\gamma}} + \frac{1}{4} \| \theta \|^2_{H^{2-\gamma/2}} \leq c \left[ \| \theta_0 \|_{L^\infty} + \frac{1}{\kappa} \| f \|_{L^\infty} \right] \frac{4^\gamma}{\gamma^4} + c \| f \|^2_{H^{2-\gamma}}.
\]

The above estimate makes the scale-invariant space \( H^{2-\gamma} \) treatable. Before proceeding to the proof, postponed in Section 3.2, we discuss in the next section an important consequence of the above inequality.

**3.1. Absorbing sets in scale-invariant spaces.** From estimate (3.3) and the standard Gronwall lemma, we infer that

\[
\| S_\gamma(t) \theta_0 \|^2_{H^{2-\gamma}} \leq \| \theta_0 \|^2_{H^{2-\gamma}} e^{-\nu t} + c \left[ \| \theta_0 \|_{L^\infty} + \frac{1}{\kappa} \| f \|_{L^\infty} \right] \frac{4^\gamma}{\gamma^4} + c \| f \|^2_{H^{2-\gamma}},
\]

where \( \nu > 0 \) depends on the Poincaré constant and can clearly be made independent of \( \gamma \in (1, 2) \). In particular, due to the existence of an \( L^\infty \) absorbing set (Theorem (2.1)), the existence of an \( H^{2-\gamma} \) absorbing set follows immediately.

**Theorem 3.2.** The set

\[
B_1^\gamma = \left\{ \varphi \in H^{2-\gamma} : \| \varphi \|_{H^{2-\gamma}} \leq R_{1,\gamma} \right\},
\]

with

\[
R_{1,\gamma} = c \left[ 2R_{\infty} \right] \frac{4^\gamma}{\gamma^4} + c \| f \|^2_{H^{2-\gamma}},
\]

is absorbing for \( S_\gamma(t) \). Moreover,

\[
\sup_{t \geq 0} \sup_{\theta_0 \in B_1^\gamma} \left[ \| S_\gamma(t) \theta_0 \|^2_{H^{2-\gamma}} + \int_t^{t+1} \| S_\gamma(\tau) \theta_0 \|^2_{H^{2-\gamma/2}} d\tau \right] \leq 2R_{1,\gamma}^2.
\]

Estimate (3.5) is derived by choosing an initial datum \( \theta_0 \in B_1^\gamma \), integrating on \( (t, t+1) \) inequality (3.3) and exploiting the bound (3.4). We discuss the optimality (rather, the non-optimality) of the radius \( R_{1,\gamma} \) in Section 5.

**Remark 3.3.** In \([8]\), an estimate of similar flavor was derived in the case \( \gamma = \alpha = 1 \) by considering the evolution of \( \nabla \theta \) and exploiting Hölder bounds. The approach here is somewhat different, for two main reasons linked to the nonlocal nature of \( \Lambda \): firstly, the evolution of \( \Lambda^\alpha \theta \) is not as nice, as Leibniz differentiation does not hold anymore; secondly, the pointwise nonlinear lower bounds hold for \( \nabla \theta \), but it is not clear whether they hold for \( \Lambda^\alpha \theta \) or not. We refer to \([15]\) for an estimate involving Hölder norms.
3.2. A general Sobolev estimate. For convenience, in the course of this section we will set

\[ K_\infty = \|\theta_0\|_{L^\infty} + \frac{1}{K} \|f\|_{L^\infty}, \]  

so that in view of (2.3) the solution originating from \(\theta_0\) satisfies the global bound

\[ \|\theta(t)\|_{L^\infty} \leq K_\infty, \quad \forall t \geq 0. \]  

Consider the finite difference

\[ \delta_h \theta(x, t) = \theta(x + h, t) - \theta(x, t), \]

which is periodic in both \(x\) and \(h\), where \(x, h \in \mathbb{T}^2\). In turn,

\[ L(\delta_h \theta) = \delta_h f, \]  

where \(L\) denotes the differential operator

\[ L = \partial_t + u \cdot \nabla_x + (\delta_h u) \cdot \nabla_h + \Lambda^\gamma. \]

From (3.8), we use the formula (see [12])

\[ 2\varphi(x)\Lambda^\gamma \varphi(x) = \Lambda^\gamma (\varphi(x)^2) + D_\gamma [\varphi](x), \]

valid for \(\gamma \in (0, 2)\) and \(\varphi \in C^\infty(\mathbb{T}^2)\), and with

\[ D_\gamma [\varphi](x) = c_\gamma \int_{\mathbb{R}^2} \frac{[\varphi(x) - \varphi(x + y)]^2}{|y|^{2+\gamma}} dy. \]

We then arrive at

\[ L(\delta_h \theta)^2 + D_\gamma [\delta_h \theta] = 2(\delta_h f)(\delta_h \theta). \]  

For an arbitrary \(\alpha \in (0, 1)\), we study the evolution of the quantity \(v(x, t; h)\) defined by

\[ v(x, t; h) = \frac{\delta_h \theta(x, t)}{|h|^{1+\alpha}}. \]

Notice that \(v\) is very much related to the usual fractional Sobolev norms, in the sense that

\[ \|\theta(t)\|_{H^\alpha}^2 = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} [v(x, t; h)]^2 dh dx = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{[\theta(x + h, t) - \theta(x, t)]^2}{|h|^{2+2\alpha}} dh dx. \]

From (3.9), we deduce that

\[ Lv^2 + D_\gamma [\delta_h \theta] = -2(1+\alpha) \frac{h}{|h|^{2+2\alpha}} \cdot \delta_h u \cdot v^2 + 2 \frac{(\delta_h f)(\delta_h \theta)}{|h|^{2+2\alpha}}, \]  

with \(\delta_h u = \mathcal{R}^\perp \delta_h \theta\), namely, the perpendicular Riesz transform of the scalar \(\delta_h \theta\). We now estimate the dissipative term \(D_\gamma [\delta_h \theta]\) from below and the drift term containing \(\delta_h u\) from above. The proofs of the next Lemmas are very similar to those contained in [8, 9, 14], but we report them here for the sake of completeness.

**Lemma 3.4.** There exists a positive constant \(\tilde{c}_\gamma\) such that

\[ D_\gamma [\delta_h \theta](x, t) \geq \tilde{c}_\gamma \frac{|\delta_h \theta(x, t)|^{2+\gamma}}{|h|^{\gamma} \|\theta(t)\|_{L^\infty}^2} \]

holds for any \(x, h \in \mathbb{T}^2\) and any \(t \geq 0\).
PROOF. For the sake of brevity, we omit the time dependence of every function below. Let \( \chi \) be a smooth radially non-increasing cutoff function that vanishes on \( |x| \leq 1 \) and is identically 1 for \( |x| \geq 2 \) and such that \( |\chi'| \leq 2 \). For \( r \geq 4|h| \), we estimate

\[
D_\gamma[\delta_h \theta](x) \geq c_\gamma \int_{\mathbb{R}^2} \frac{[\delta_h \theta(x) - \delta_h \theta(x + y)]^2}{|y|^{2+\gamma}} \chi(|y|/r) dy
\]

\[
\geq c_\gamma |\delta_h \theta(x)|^2 \int_{\mathbb{R}^2} \frac{\chi(|y|/r)}{|y|^{2+\gamma}} dy - 2c_\gamma |\delta_h \theta(x)| \int_{\mathbb{R}^2} \frac{\delta_h \theta(x + y)}{|y|^{2+\gamma}} \chi(|y|/r) dy
\]

\[
\geq c_\gamma \frac{|\delta_h \theta(x)|^2}{r^\gamma} - 2c_\gamma |\delta_h \theta(x)| \int_{\|y\| \geq r} \frac{|\delta_h \theta(x)|}{|y|^{1+\gamma}} dy
\]

\[
\geq c_\gamma \frac{|\delta_h \theta(x)|^2}{r^\gamma} - 2c_1 c_\gamma |\delta_h \theta(x)| |\theta|_L^\infty \int_r^\infty \frac{1}{\rho^{2+\gamma}} d\rho,
\]

for some constant \( c_1 \geq 1 \). Hence, for \( r \geq 4|h| \) there holds

\[
D_\gamma[\delta_h \theta](x) \geq \frac{c_\gamma}{r^\gamma} |\delta_h \theta(x)|^2 - cc_\gamma |\delta_h \theta(x)| |\theta|_L^\infty \frac{|h|}{r^{1+\gamma}},
\]

(3.11)

where \( c \geq 1 \) is an absolute constant. We choose \( r > 0 \) such that

\[
\frac{c_\gamma}{r^\gamma} |\delta_h \theta(x)|^2 = 8cc_\gamma |\delta_h \theta(x)| |\theta|_L^\infty \frac{|h|}{r^{1+\gamma}},
\]

namely,

\[
r = \frac{8c|\theta|_L^\infty |h|}{|\delta_h \theta(x)|}.
\]

Notice that since \( |\delta_h \theta(x)| \leq 2|\theta|_L^\infty \), we immediately obtain that \( r \geq 4|h| \). The result follows by plugging \( r \) back into (3.11). \( \square \)

Concerning the nonlinear term, we have the following.

**Lemma 3.5.** Let \( r \geq 4|h| \) be arbitrarily fixed. Then

\[
|\delta_h u(x, t)| \leq c \left[ r^{\gamma/2} (D_\gamma[\delta_h \theta](x, t))^{1/2} + \frac{|h| |\theta(t)|_L^\infty}{r} \right],
\]

holds pointwise in \( x, h \in \mathbb{T}^2 \) and \( t \geq 0 \).

**Proof.** Let us fix \( r \geq 4|h| \), and let \( \chi \) be a smooth radially non-increasing cutoff function that vanishes on \( |x| \leq 1 \) and is identically 1 for \( |x| \geq 2 \) and such that \( |\chi'| \leq 2 \). We split the vector \( \delta_h u \) in an inner and an outer part

\[
\delta_h u(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_\perp}{|y|^3} \left[ \delta_h \theta(x + y) - \delta_h \theta(x) \right] dy = \delta_h u_{\text{in}}(x) + \delta_h u_{\text{out}}(x),
\]

by using that the kernel of \( R^\perp \) has zero average on the unit sphere, where

\[
\delta_h u_{\text{in}}(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_\perp}{|y|^3} \left[ 1 - \chi(|y|/r) \right] \left[ \delta_h \theta(x + y) - \delta_h \theta(x) \right] dy,
\]

and

\[
\delta_h u_{\text{out}}(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_\perp}{|y|^3} \chi(|y|/r) \left[ \delta_h \theta(x + y) \right] dy
\]

\[= \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \delta_{-h} \left[ \frac{y_\perp}{|y|^3} \chi(|y|/r) \right] \left[ \theta(x + y) \right] dy.
\]
For the inner piece, in light of the Cauchy-Schwartz inequality, we obtain
\[ |\delta_h u_{in}(x)| \leq \frac{1}{2\pi} \int_{|y| \leq r} \frac{1}{|y|^2} |\delta_h \theta(x + y) - \delta_h \theta(x)| dy \]
\[ \leq \frac{1}{2\pi} \left[ \int_{|y| \leq r} \frac{1}{|y|^{2-\gamma}} \right]^{1/2} \left[ \int_{\mathbb{R}^2} \frac{(\delta_h \theta(x + y) - \delta_h \theta(x))^2}{|y|^{2+\gamma}} dy \right]^{1/2} \]
\[ \leq cr^{\gamma/2} (D_{\gamma}[\delta_h \theta](x))^{1/2}. \] (3.12)
Regarding the outer part, the mean value theorem entails
\[ |\delta_h u_{out}(x)| \leq c|h| \int_{|y| \geq r/2} \frac{|\theta(x + y)|}{|y|^3} dy \leq c \frac{|h||\theta|_{L^\infty}}{r}. \] (3.13)
The conclusion follows by combining (3.12) and (3.13).

We are now ready to complete the proof of the estimate (3.2).

**Proof of Theorem 3.1.** Without loss of generality, we may assume \(K_{\infty} \geq 1\). Combining (3.6) and (3.10) with the results of the above two lemmas, we obtain the inequality
\[ L^2 v^2 + \frac{1}{2} \frac{D_{\gamma} [\delta_h \theta]}{|h|^{2+2\alpha}} + \tilde{c} \frac{|\delta_h \theta|^{2+\gamma}}{|h|^{2+2\alpha + \gamma} K_{\infty}^2} \leq c \left[ r^{\gamma/2} (D_{\gamma}[\delta_h \theta])^{1/2} + \frac{|h| K_{\infty}}{r} v^2 + 2 (\delta_h f)(\delta_h \theta) \right]. \] (3.14)
By the Cauchy-Schwartz inequality,
\[ c \left[ r^{\gamma/2} (D_{\gamma}[\delta_h \theta])^{1/2} + \frac{|h| K_{\infty}}{r} v^2 \right] \leq \frac{1}{4} \frac{D_{\gamma} [\delta_h \theta]}{|h|^{2+2\alpha}} + c \left[ |h|^{2\alpha} v^4 r^\gamma + \frac{K_{\infty}^2}{r^2} v^2 \right]. \]
We now choose \( r > 0 \) as
\[ r = 4 \left[ \frac{4 K_{\infty}^2}{|h|^{2\alpha} v^2} \right]^{1/\gamma}, \]
so that, in particular by (3.7) we obtain
\[ r = 4 \left[ \frac{4 K_{\infty}^2}{|h|^{2\alpha}} \right]^{1/\gamma} |h|^{1/\gamma} \geq 4 |h|^{1/\gamma} \geq 4 |h|, \]
since \(|h| \leq 1\) and \(\gamma > 1\). In this way, since we assumed \(K_{\infty} \geq 1\),
\[ |h|^{2\alpha} v^4 r^\gamma + \frac{K_{\infty}}{r} v^2 \leq 2 |h|^{2\alpha} v^4 r^\gamma \leq c K_{\infty}^{2\gamma} |h|^{2\alpha} v^{2+\frac{2}{1+\gamma}}, \]
and (3.14) becomes
\[ L^2 v^2 + \frac{1}{4} \frac{D_{\gamma} [\delta_h \theta]}{|h|^{2+2\alpha}} + \frac{\tilde{c} |\delta_h \theta|^{2+\gamma}}{|h|^{2+2\alpha + \gamma} K_{\infty}^2} \leq c K_{\infty}^{2\gamma} |h|^{2\alpha} v^{2+\frac{2}{1+\gamma}} + \frac{(\delta_h f)(\delta_h \theta)}{|h|^{2+2\alpha}}. \] (3.15)
Using Young inequality with
\[ p = \frac{1 + \gamma}{2}, \quad q = \frac{1 + \gamma}{\gamma - 1}, \]
we infer that
\[ c K_{\infty}^{2\gamma} |h|^{2+2\alpha + \gamma} v^{2+\frac{2}{1+\gamma}} \leq \tilde{c} \frac{|\delta_h \theta|^{2+\gamma}}{|h|^{2+2\alpha + \gamma} K_{\infty}^2} + c K_{\infty}^{2\gamma} |h|^{2\alpha} \]
Therefore, from (3.15) we deduce that
\[ L^2 v^2 + \frac{1}{4} \frac{D_{\gamma} [\delta_h \theta]}{|h|^{2+2\alpha}} \leq c K_{\infty}^{2\gamma} |h|^{2\alpha} + 2 (\delta_h f)(\delta_h \theta). \]
We integrate the above inequality first in \( h \in \mathbb{T}^2 \) (which is allowed, since \( \alpha < 1 \)) and then \( x \in \mathbb{T}^2 \). Using that
\[
\frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{D_\gamma |\delta_h \theta|^2}{|h|^{2+2\alpha}} \, dh \, dx = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{|\delta_h \Lambda^{\gamma/2} \theta|^2}{|h|^{2+2\alpha}} \, dh \, dx = \| \theta \|_{H^{\alpha+\gamma/2}}^2
\]
and the estimate, valid for \( \alpha \in (0, 1) \),
\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{(\delta_h f)(\delta_h \theta)}{|h|^{2+2\alpha}} \, dh \, dx \leq \left[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{|\delta_h f|^2}{|h|^{2+2\alpha}} \, dh \, dx \right]^{1/2} \left[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{|\delta_h \theta|^2}{|h|^{2+2\alpha}} \, dh \, dx \right]^{1/2}
\]
we arrive at
\[
\frac{d}{dt} \| \theta \|_{H^\alpha}^2 + \frac{1}{4} \| \theta \|_{H^{\alpha+\gamma/2}}^2 \leq c K_{\infty} \frac{\delta \alpha}{\delta \tau} + c \| f \|_{H^\alpha}^2.
\]
This is precisely (3.2), and the proof is concluded. \( \square \)

### 4. The global attractor

A sufficient condition for the existence of the global attractor (the unique compact set of the phase space that is invariant and attracting) for a dynamical system is the existence of a compact absorbing set [19, 30, 32]. Moreover, being the attractor the minimal set in the class of closed attracting sets, it is contained in any (closed) absorbing set. In particular, the attractor inherits the regularity property of the absorbing set, namely, the existence of regular (i.e. bounded in higher order Sobolev spaces) absorbing sets translate into the existence of a regular attractor. We prove Theorem 1.1 in the next Section 4.1, and Theorem 1.3 in the subsequent Section 4.2, by using again the estimate (3.2) several times.

In the course of this section, we will often make use of the fractional product inequality [23]
\[
\| \Lambda^s(\varphi \psi) \|_{L^p} \leq c \left[ \| \varphi \|_{L^{p_1}} \| \Lambda^s \psi \|_{L^{p_2}} + \| \Lambda^s \varphi \|_{L^{p_3}} \| \psi \|_{L^{p_4}} \right],
\]
valid for \( s > 0, 1/p = 1/p_1 + 1/p_2 = 1/p_3 + 1/p_4 \) and \( p_2, p_3 \in (1, \infty) \), the commutator estimate [24]
\[
\| \Lambda^s(\varphi \psi) - \varphi \Lambda^s \psi \|_{L^p} \leq c \left[ \| \nabla \varphi \|_{L^{p_1}} \| \Lambda^{s-1} \psi \|_{L^{p_2}} + \| \Lambda^s \varphi \|_{L^{p_3}} \| \psi \|_{L^{p_4}} \right],
\]
with the same constraints as above, and the Sobolev embedding
\[
\| \varphi \|_{L^p} \leq c \| \Lambda^{1-2/p} \varphi \|_{L^2},
\]
with \( p \in [2, \infty) \).

#### 4.1. Regular absorbing sets.

The existence and regularity of the attractor in Theorem 1.1 follow from the existence of an absorbing set bounded in \( H^{2-\gamma/2} \).

**THEOREM 4.1.** The set
\[
B_2^\gamma = \left\{ \varphi \in H^{2-\gamma/2} : \| \varphi \|_{H^{2-\gamma/2}} \leq R_{2, \gamma} \right\}
\]
with
\[
R_{2, \gamma}^2 = c \left[ 2 R_{1, \gamma}^2 + \| f \|_{H^{2-\gamma}}^2 \right] e^{c R_{1, \gamma}^2},
\]
is absorbing for \( S_\gamma(t) \). Moreover,
\[
\sup_{t \geq 0} \sup_{\theta_0 \in B_2^\gamma} \left[ \| S_\gamma(t) \theta_0 \|_{H^{2-\gamma/2}}^2 + \int_t^{t+1} \| S_\gamma(\tau) \theta_0 \|_{H^2}^2 \, d\tau \right] \leq Q(R_{2, \gamma}),
\]
where \( Q(\cdot) \) is a positive increasing function with \( Q(0) = 0 \).
PROOF. Clearly, it is enough to show that $B^2_\gamma$ absorbs $B^1_\gamma$, the $H^{2-\gamma}$ absorbing set obtained in Theorem 3.2. If $\theta_0 \in B^1_\gamma$, then (3.5) implies that
\[
\sup_{t \geq 0} \int_t^{t+1} \|S_\gamma(\tau)\theta_0\|^2_{H^{2-\gamma}/2}d\tau \leq 2R^2_{1,\gamma}.
\] (4.5)

By testing (SQG) with $\theta$ in $H^{2-\gamma/2}$ and using standard arguments, we deduce that
\[
\frac{d}{dt}\|\theta\|^2_{H^{2-\gamma/2}} + \|\theta\|^2_{H^2} \leq \|f\|^2_{H^{2-\gamma}} + 2\int_{T^2} \left[ \Lambda^{2-\gamma/2}(u \cdot \nabla \theta) - u \cdot \nabla \Lambda^{2-\gamma/2} \right] \Lambda^{2-\gamma/2} \theta dx.
\]
By means of the commutator estimate (4.2),
\[
\|\Lambda^{2-\gamma/2}(\varphi\psi) - \varphi\Lambda^{2-\gamma/2}\psi\|_{L^2} \leq c \left[ \|\nabla \varphi\|_{L^{4/\gamma}} \|\Lambda^{1-\gamma/2}\psi\|_{L^{4/\gamma}} + \|\Lambda^{2-\gamma/2}\varphi\|_{L^{2/\gamma}} \|\psi\|_{L^{4/\gamma}} \right],
\]
and the two-dimensional Sobolev inequality
\[
\|\varphi\|_{L^p} \leq c\|\Lambda^{1-2/p}\varphi\|_{L^2}, \quad p \in [2, \infty),
\]
we therefore have
\[
\frac{d}{dt}\|\theta\|^2_{H^{2-\gamma/2}} + \|\theta\|^2_{H^2} \leq \|f\|^2_{H^{2-\gamma}} + c\|\theta\|^2_{H^{2-\gamma/2}} \|\Lambda^\theta\|_{L^{4/\gamma}} \|\Lambda^{2-\gamma/2}\theta\|_{L^{4/\gamma}}
\]
\leq \|f\|^2_{H^{2-\gamma}} + c\|\theta\|^2_{H^{2-\gamma/2}} \|\theta\|_{H^2}
\leq \|f\|^2_{H^{2-\gamma}} + c\|\theta\|^4_{H^{2-\gamma/2}} + \frac{1}{2}\|\theta\|^2_{H^2}.
\]
Hence,
\[
\frac{d}{dt}\|\theta\|^2_{H^{2-\gamma/2}} + \frac{1}{2}\|\theta\|^2_{H^2} \leq \|f\|^2_{H^{2-\gamma}} + c\|\theta\|^4_{H^{2-\gamma/2}}.
\] (4.6)

Thanks to the local integrability (4.5) and the above differential inequality, the uniform Gronwall lemma implies
\[
\|S_\gamma(t)\theta_0\|^2_{H^{2-\gamma/2}} \leq c \left[ 2R^2_{1,\gamma} + \|f\|^2_{H^{2-\gamma}} \right] e^{cR^2_{1,\gamma}}, \quad \forall t \geq 1.
\] (4.7)

Thus, setting
\[
R^2_{2,\gamma} := c \left[ 2R^2_{1,\gamma} + \|f\|^2_{H^{2-\gamma}} \right] e^{cR^2_{1,\gamma}},
\]
we obtain that
\[
S_\gamma(t)B^\gamma_1 \subset B^\gamma_2, \quad \forall t \geq 1,
\]
as we wanted. Concerning estimate (4.4), it is clear that it holds for $t \geq 1$ from (4.7) and by integrating (4.6) on $(t, t+1)$. For $t < 1$, it suffices to use (4.5) and the standard Gronwall lemma on the time interval $(0, t)$, applied to (4.6).

The existence of a compact absorbing set is well-known to be sufficient for the existence of the global attractor. However, due to the possible lack of continuity of the map $S_\gamma(t) : H^{2-\gamma} \rightarrow H^{2-\gamma}$ for fixed $t > 0$, the invariance of $A_\gamma$ requires some care. In fact, to conclude the proof of Theorem 1.1, it is enough to prove continuity on the regular absorbing set $B^{2,\gamma}_2$. Our next goal is then to establish the following.

**Proposition 4.2.** Let $\gamma \in (1, 2)$. For each fixed $t \geq 0$, $S_\gamma(t)$ is Lipschitz-continuous on $B^\gamma_2$ in the topology of $H^{2-\gamma}$ and
\[
\sup_{\theta_0,1 \in B^\gamma_2} \|S_\gamma(t)\theta_0 - S_\gamma(t)\theta_0\|_{H^{2-\gamma}} \leq e^{Q(R_2,\gamma)t}\|\theta_0 - \theta_0\|_{H^{2-\gamma}}, \quad \forall t \geq 0,
\] (4.8)
where $Q(\cdot)$ is a positive increasing function with $Q(0) = 0$. 

PROOF. Denote by \( \theta_i(t) = S_{\gamma}(t)\theta_{0,i}, i = 1, 2 \), two solutions emanating from initial data \( \theta_{0,i} \in B^\gamma_2 \). Their difference \( \theta = \theta_1 - \theta_2 \) solves the equation

\[
\partial_t \bar{\theta} + u_1 \cdot \nabla \bar{\theta} + \bar{\theta} \cdot \nabla \theta_2 + \Lambda^\gamma \bar{\theta} = 0.
\]

Testing the above equation with \( \bar{\theta} \) in \( H^{2-\gamma} \) yields

\[
\frac{1}{2} \frac{d}{dt} \| \bar{\theta} \|_{H^{2-\gamma}}^2 + \| \bar{\theta} \|_{L^{2-\gamma/2}}^2 \leq \left| \int_{T^2} \Lambda^{2-\gamma}(u_1 \cdot \nabla \bar{\theta}) \Lambda^{2-\gamma} \bar{\theta} \, dx \right| + \left| \int_{T^2} \Lambda^{2-\gamma}((\bar{u} \cdot \nabla \theta_2)) \Lambda^{2-\gamma} \bar{\theta} \, dx \right|. \tag{4.9}
\]

We estimate the two terms in right-hand-side above separately. Concerning the first one, we use (4.2) and (4.3) to get

\[
\left| \int_{T^2} \Lambda^{2-\gamma}(u_1 \cdot \nabla \bar{\theta}) \Lambda^{2-\gamma} \bar{\theta} \, dx \right| \leq \int_{T^2} \left| \Lambda^{2-\gamma}(u_1 \cdot \nabla \bar{\theta}) - u_1 \cdot \Lambda^{2-\gamma} \nabla \bar{\theta} \right| \Lambda^{2-\gamma} \bar{\theta} \, dx \leq \left( \int_{T^2} \left| \Lambda^{2-\gamma}(u_1 \cdot \nabla \bar{\theta}) - u_1 \cdot \Lambda^{2-\gamma} \nabla \bar{\theta} \right|_{L^{2-\gamma}} \left\| \Lambda^{2-\gamma} \bar{\theta} \right\|_{L^{2-\gamma}} \right)
\]

while for the second one we exploit (4.1) and (4.3) to obtain

\[
\left| \int_{T^2} \Lambda^{2-\gamma}((\bar{u} \cdot \nabla \theta_2)) \Lambda^{2-\gamma} \bar{\theta} \, dx \right| \leq \int_{T^2} \left[ \Lambda^{2-3\gamma/2}(\bar{u} \cdot \nabla \theta_2) \Lambda^{2-\gamma/2} \bar{\theta} \right] \, dx \leq \int_{T^2} \left[ \left| \Lambda^{2-3\gamma/2}(\bar{u} \cdot \nabla \theta_2) \right|_{L^{2-\gamma}} \left\| \Lambda^{2-\gamma/2} \bar{\theta} \right\|_{L^{2-\gamma}} \right]
\]

In view of the above estimates and using Young inequality, (4.9) becomes

\[
\frac{d}{dt} \| \bar{\theta} \|_{H^{2-\gamma}}^2 + \| \bar{\theta} \|_{L^{2-\gamma/2}}^2 \leq c \left[ \| \theta_1 \|_{H^{2-\gamma/2}}^2 + \| \theta_2 \|_{H^{2-\gamma/2}}^2 \right] \| \bar{\theta} \|_{H^{2-\gamma}}^2.
\]

In light of (4.4), the continuous dependence estimate (4.8) follows from a further application of the Gronwall inequality. \( \square \)

4.2. Global attractors for weak solutions. A viscosity solution to (SQG_\gamma) is a mean free function \( \theta^\gamma \in C([0, \infty); L^2) \) that satisfies (SQG_\gamma) in the sense of distributions, and such that there exist sequences \( \varepsilon_n \to 0 \) and \( \theta^\gamma_n \) satisfying

\[
\begin{align*}
\partial_t \theta^\gamma_n + u^\gamma_n \cdot \nabla \theta^\gamma_n + \Lambda^\gamma \theta^\gamma_n - \varepsilon_n \Delta \theta^\gamma_n &= f, \\
u^\gamma_n &= R^\perp \theta^\gamma_n = \nabla^\perp \Lambda^\perp \theta^\gamma_n,
\end{align*}
\]

such that \( \theta^\gamma_n \to \theta^\gamma \) in \( C_w([0, T]; L^2) \), for every \( T > 0 \) and \( \theta^\gamma_n(0) \to \theta(0) \) strongly in \( L^2 \). From [12], it follows that for any \( \theta_0 \in L^2 \), a (possibly non-unique) viscosity solution to (SQG_\gamma) exists. The fact that viscosity solutions are strongly continuous is a consequence of the fact that they satisfy the energy equality (see [3,7] for a proof in the critical case). Following the approach in [13, 27], for \( t \geq 0 \) and each \( \theta_0 \in L^2 \) we define the set-valued maps \( S_\gamma(t) : L^2 \to 2^L^2 \), still denoted as the single-valued ones,

\[
S_\gamma(t) \theta_0 = \{ \theta^\gamma(t) : \theta^\gamma(\cdot) \text{ is a viscosity solution to (SQG_\gamma with } \theta^\gamma(0) = \theta_0 \}. 
\]

Similarly to the critical case investigated in [15], it is possible to show that translations and concatenations of viscosity solutions are still viscosity solutions, so that \( S_\gamma(t) \) satisfies the semigroup property

\[
S_\gamma(t + \tau) = S_\gamma(t) S_\gamma(\tau), \quad \forall t, \tau \geq 0.
\]

Moreover, the graph of \( S_\gamma(t) \) is closed, namely for any \( t \geq 0 \) the following implication holds true:

\[
\theta_{0,n} \to \theta_0, \quad S_\gamma(t) \theta_{0,n} \supseteq \theta_n \to \theta \quad \Rightarrow \quad \theta \in S_\gamma(t) \theta_0.
\]
Above, limits are understood in the strong topology of $L^2$. Therefore, to prove the existence of the global attractor is again sufficient to exhibit a compact absorbing set. To begin with, (2.2) implies the existence of an $L^2$ bounded absorbing set

$$B_0^\gamma = \left\{ \varphi \in L^2 : \| \varphi \|_{L^2} \leq \frac{2}{\kappa} \| f \|_{L^2} \right\}.$$  

In addition, it is not hard to see from (2.1), which holds for viscosity solutions (cf. [3]), we also gain time integrability whenever $\theta_0 \in B_0^\gamma$, namely

$$\sup_{t \geq 0} \int_{-t}^{t+1} \| S_\gamma(t) \theta_0 \|_{H^{\gamma/2}}^2 \, d\tau \leq \frac{4}{\kappa} \| f \|_{L^2}^2,$$  

(4.10)

where $\| S_\gamma(t) \theta_0 \|_{H^{\gamma/2}}^2$ has to be understood as the supremum over all the elements in the set $S_\gamma(t) \theta_0$. Once a uniform $L^2$ estimate is available, we can proceed as in Section 2 and deduce that the set $B_\infty^\gamma$ in (2.5) defines an $L^\infty$ absorbing set for the multivalued case as well. It is crucial here that the norm of $\theta_0$ in $L^2$ controls the $L^\infty$ norm of the solutions for all positive times. As the next step, we can assume $\theta_0 \in B_{\infty}^\gamma$ and apply (3.2) with $\alpha = \gamma/2$, that is

$$\frac{d}{dt}\| \theta \|^2_{H^{\gamma/2}} + \frac{1}{4} \| \theta \|^2_{H^\gamma} \leq c \left[ \| \theta_0 \|_{L^\infty} + \frac{1}{\kappa} \| f \|_{L^\infty} \right]^\frac{4}{\gamma} + c \| f \|^2_{H^{\gamma/2}}.$$  

(4.11)

By neglecting the positive term $\| \theta \|^2_{H^\gamma}$, using (4.10) and the uniform Gronwall lemma we have that

$$\| S_\gamma(t) \theta_0 \|^2_{H^{\gamma/2}} \leq c \left[ \frac{3}{\kappa} \| f \|_{L^\infty} \right]^\frac{4}{\gamma} + c \| f \|^2_{H^{\gamma/2}}, \quad \forall t \geq 1.$$  

In other words, the set

$$B_{1/2}^\gamma = \left\{ \varphi \in H^{\gamma/2} : \| \varphi \|_{H^{\gamma/2}} \leq c \left[ 2 R_{\infty} \right]^\frac{4}{\gamma} + c \| f \|^2_{H^{\gamma/2}} \right\}$$

is absorbing for $S_\gamma(t)$, and in particular compact in $L^2$. This concludes the proof of the first part of Theorem 1.3, that is, the existence of the global attractor bounded in $H^{\gamma/2}$. Concerning the second part, note that (4.11) also provides time integrability of the $H^\gamma$ norm of the solution. Since $\gamma \in (1,2)$, the inclusion $H^\gamma \subset H^{2-\gamma}$ holds, so that time integrability in $H^{2-\gamma}$ follows from the Poincaré inequality. At this point, (3.3) and the uniform Gronwall lemma yields the existence of an $H^{2-\gamma}$ absorbing set of comparable size of that in Theorem 3.2, on which the restriction of $S_\gamma(t)$ is single-valued. By arguing as in Section 4.1, the regularity of the global attractor can therefore be bootstrapped to $H^{2-\gamma/2}$ and the proof of Theorem 1.3 is achieved.

5. Uniform absorbing sets

The dependence of the absorbing set with respect to $\gamma$ can certainly be improved. In our case, by exploiting only the $L^\infty$ maximum principle, we chose a radius such that $R_{1,\gamma} \to \infty$ as $\gamma \to 1$. The results of [5] indicate that, instead, $R_{1,\gamma}$ can be made uniformly bounded for $\gamma \in [1,2)$, as mentioned in the Introduction. By adapting the techniques of [5], we show in this section how to improve the bounds obtained in Theorem 3.2. Precisely, we prove the following.

THEOREM 5.1. Let $\gamma_0 \in (1,2)$ be arbitrarily fixed. There exists $\beta = \beta(\| f \|_{L^\infty}, \gamma_0) \in (0, 1/4]$ such that the set

$$B_1 = \left\{ \varphi \in H^{2-\gamma} : \| \varphi \|_{H^{2-\gamma}} \leq R_1 \right\},$$

with

$$R_1^2 = c \left[ 2 R_{\infty} \right]^\frac{4}{\gamma} + c \| f \|^2_{H^{2-\gamma}},$$
is absorbing for $S_\gamma(t)$. Moreover,

$$
\sup_{t \geq 0} \sup_{\theta_0 \in B_1} \left[ \| S_\gamma(t) \theta_0 \|_{H^{2-\gamma}}^2 + \int_t^{t+1} \| S_\gamma(\tau) \theta_0 \|_{H^{2-\gamma/2}}^2 d\tau \right] \leq 2R_1^2.
$$

The improvement compared to Theorem 3.2 is clear. In this case, the absorbing set has a radius that is well-behaved (namely, bounded) as $\gamma \to 1^+$. In other words, it can be be made independent of $\gamma \in (1, 2)$, a crucial step towards the study of the limit $\gamma \to 1^+$. By following the strategy devised in Section 4.1, we deduce the existence of a regular absorbing set, whose radius is independent of $\gamma$ as well. We state these considerations in the following corollary.

**Corollary 5.2.** Let $\gamma_0 \in (1, 2)$ be arbitrarily fixed. The set

$$
B_2 = \left\{ \varphi \in H^{2-\gamma/2} : \| \varphi \|_{H^{2-\gamma/2}} \leq R_2 \right\}
$$

with

$$
R_2 = c \left[ 2R_1^2 + \| f \|_{H^{2-\gamma}}^2 \right] e^{cR_1^2},
$$

is absorbing for $S_\gamma(t)$. Moreover,

$$
\sup_{t \geq 0} \sup_{\theta_0 \in B_2} \left[ \| S_\gamma(t) \theta_0 \|_{H^{2-\gamma/2}}^2 + \int_t^{t+1} \| S_\gamma(\tau) \theta_0 \|_{H^{2-\gamma/2}}^2 d\tau \right] \leq Q(R_2),
$$

where $Q(\cdot)$ is a positive increasing function with $Q(0) = 0$.

In turn, bounds on the global attractor $A_\gamma$ are uniform, since the global attractor is necessarily contained in any absorbing set.

**Corollary 5.3.** Let $\gamma_0 \in (1, 2)$ be arbitrarily fixed, and let $A_\gamma \subset H^{2-\gamma}$ be the global attractor of $S_\gamma(t)$. Then

$$
\sup_{\gamma \in (1, \gamma_0]} \| A_\gamma \|_{H^{2-\gamma/2}} \leq R_2.
$$

Moreover,

$$
\sup_{\gamma \in (1, \gamma_0]} \dim_{H^{2-\gamma}} A_\gamma < \infty.
$$

The proof of the uniform fractal dimension estimate follows word for word the proof in [7, Theorem 6.4] for the critical case, and it is left to the reader. Clearly, the independence of $\gamma$ of all the estimates translate into the uniformity above.

We devote the rest of the section to the proof of Theorem 5.1.

### 5.1. Absorbing sets Hölder spaces.

In what follows, $\gamma_0 \in (1, 2)$ is arbitrarily fixed, and we consider $\gamma \in (1, \gamma_0]$. Therefore, we will not worry about the dependence on $\gamma$ of the constant $c_\gamma$ in (2.4). Indeed, the purpose here is to prepare the ground to study the limit $\gamma \to 1^+$, so our assumption is absolutely harmless. Here, we aim to prove the following result, namely, there exists an absorbing set of Hölder continuous functions.

**Proposition 5.4.** There exists $\beta = \beta(\| f \|_{L^\infty}) \in (0, 1/4]$ independent of $\gamma$ such that the set

$$
B_{\beta} = \left\{ \varphi \in C^\beta \cap H^{2-\gamma} : \| \varphi \|_{C^\beta} \leq c \| f \|_{L^\infty} \right\}
$$

is an absorbing set for $S_\gamma(t)$. Moreover,

$$
\sup_{t \geq 0} \sup_{\theta_0 \in B_{\beta}} \| S(t) \theta_0 \|_{C^\beta} \leq 2c \| f \|_{L^\infty}.
$$


We claim that Theorem 3.2 follows directly from this result. Indeed, thanks to [15, Theorem B.1], once a uniform control of the type (5.2) is established, then the following differential inequality holds
\[
\frac{d}{dt}\|\theta\|^2_{H^{2-\gamma}} + \frac{1}{4}\|\theta\|^2_{H^{2-\gamma/2}} \leq c\left[2c\|f\|_{L^\infty}\right]^{\frac{\gamma}{\gamma+1}} + c\|f\|^2_{H^{2-\gamma}},
\]
for all \( t \geq 0 \). The proof of the above inequality is analogous to that of (3.2), but relies on the strongest a priori control of a Hölder norm.

### 5.2. Finite differences revisited

We proceed in a similar manner as in Section 3.2, using the same notation for finite differences and operators. Let \( \xi: [0, \infty) \to [0, \infty) \) be a bounded decreasing differentiable function to be determined later. For
\[
0 < \beta \leq \frac{1}{4}
\]
to be fixed later on, we study the evolution of the quantity \( w(x, t; h) \) defined by
\[
w(x, t; h) = \frac{|\delta_h \theta(x, t)|}{(\xi(t))^2 + |h|^2}.
\]
The main point is that when \( \xi(t) = 0 \) we have that
\[
\|w(t)\|_{L^\infty} = \text{ess sup}_{x, h \in \mathbb{T}^2} |w(x, t; h)| = \sup_{x \neq y \in \mathbb{T}^2} \frac{\|\theta(x, t) - \theta(y, t)\|}{|x - y|^\beta} = [\theta(t)]_{C^\beta}.
\]
From (3.9) and a short calculation (see [14]) we obtain that
\[
Lu^2 + \frac{D_\gamma[D_h \theta]}{(\xi(t))^2 + |h|^2} \geq 2\beta\xi|w|^2 - 2\beta\frac{h}{\xi^2 + |h|^2}\cdot \delta_h u w^2 + 2\frac{|\delta_h f|}{(\xi(t))^2 + |h|^2} w
\]
\[
\leq 2\beta\xi|w|^2 + 2\beta\frac{|h|}{\xi^2 + |h|^2}\cdot |\delta_h u| w^2 + \frac{4\|f\|_{L^\infty}}{(\xi(t))^2 + |h|^2} w^2 \quad (5.3)
\]
where \( \delta_h u = R^\perp \delta_h \theta \). An analogous of Lemma 3.4 holds in this case as well.

**Lemma 5.5.** There exists a positive constant \( c_2 \) such that
\[
D_\gamma[D_h \theta](x, t) \geq c_2 \|\theta(t)\|_{L^\infty}^\gamma (\xi(t))^2 + |h|^2)^{1 - \frac{\gamma}{2}} \quad (5.4)
\]
holds for any \( x, h \in \mathbb{T}^2 \) and any \( t \geq 0 \).

**Proof of Lemma 5.5.** Relying on (3.11), namely
\[
D_\gamma[D_h \theta](x) \geq c_\gamma \frac{|\delta_h \theta(x)|^2}{r^{\gamma}} - c c_\gamma \|\delta_h \theta(x)\|_{L^\infty} \frac{|h|}{r^{1+\gamma}},
\]
a choice satisfying \( r \geq 4(\xi^2 + |h|^2)^{1/2} \geq 4|h| \) can be made as
\[
r = \frac{8c\|\theta\|_{L^\infty}}{|\delta_h \theta(x)|} (\xi^2 + |h|^2)^{1/2},
\]
from which it follows that
\[
D_\gamma[D_h \theta](x) \geq c_\gamma \frac{|\delta_h \theta(x)|^2}{r^{\gamma}} \left[ 1 - \frac{1}{8(\xi^2 + |h|^2)^{1/2}} \right]
\]
\[
\geq c_\gamma \frac{|\delta_h \theta(x)|^2}{8r^{\gamma}} \geq c_\gamma \|\theta\|_{L^\infty} (\xi^2 + |h|^2)^{\gamma/2}
\]
The lower bound (5.4) follows by dividing the above inequality by \((\xi^2 + |h|^2)^{\beta}\). □
It is now important to choose the function $\xi$ in a suitable way. To this end, we impose that $\xi$ solves the ordinary differential equation

$$
\dot{\xi} = -\xi^{2+\gamma}, \quad \xi(0) = 1.
$$

(5.5)

More explicitly,

$$
\xi(t) = \begin{cases} 
1 - \frac{2\gamma}{2+\gamma}(1-\beta)t \xi^{2+\gamma}(1-\beta), & \text{if } t \in [0, t_\beta], \\
0, & \text{if } t \in (t_\beta, \infty),
\end{cases}
$$

(5.6)

where

$$
t_\beta = \frac{2 + \gamma}{2\gamma(1-\beta)},
$$

(5.7)

We then have the following result.

**Lemma 5.6.** Assume that the function $\xi : [0, \infty) \to [0, \infty)$ is given by (5.6). Then the estimate

$$
2\beta|\dot{\xi}(t)| \frac{\xi(t)}{\xi(t)^2 + |h|^2} |w(x, t; h)|^2 \leq \frac{\xi^2 - \gamma}{8} \frac{2^{1+\gamma}}{2+\gamma} |w(x, t; h)|^2 + c\|\theta(t)\|_{L^\infty}^\gamma
$$

holds pointwise for $x, h \in \mathbb{T}^2$ and $t \geq 0$, where $c_2$ is the same constant appearing in (5.4).

**Proof of Lemma 5.6.** We again suppress the $t$-dependence in all the estimates below. In view of (5.5) and the fact that $\beta \leq 1/4$, a simple computation shows that

$$
2\beta|\dot{\xi}| \frac{\xi}{\xi^2 + |h|^2} |w(x; h)|^2 \leq \frac{\xi^2 - \gamma}{2} \frac{2^{1+\gamma}}{2+\gamma} |w(x; h)|^2 \leq \frac{1}{2} \frac{|w(x; h)|^2}{\xi^2 + |h|^2}.
$$

Therefore, the $\varepsilon$-Young inequality

$$
ab \leq \frac{2\varepsilon}{2+\gamma} a^{2+\gamma} + \frac{\gamma}{(2+\gamma)\varepsilon^{2+\gamma}} b^{2+\gamma}, \quad a, b, \varepsilon > 0
$$

with

$$
\varepsilon = \frac{\gamma + 2}{16c_2\|\theta\|_{L^\infty}^\gamma}
$$

and $b = 1/2$ implies that

$$
2\beta|\dot{\xi}| \frac{\xi}{\xi^2 + |h|^2} |w(x; h)|^2 \leq \frac{|w(x; h)|^2+\gamma}{8c_2\|\theta\|_{L^\infty}^\gamma (\xi^2 + |h|^2)\frac{2^{1+\gamma}}{2+\gamma}} + c\|\theta\|_{L^\infty}^\gamma,
$$

which is what we claimed.

In the same fashion, we can estimate the forcing term appearing in (5.3).

**Lemma 5.7.** For every $x, h \in \mathbb{T}^2$ and $t \geq 0$ we have

$$
\frac{4\|f\|_{L^\infty}}{\xi(t)^2 + |h|^2} w(x, t; h) \leq \frac{|w(x, t; h)|^{2+\gamma}}{8c_2\|\theta(t)\|_{L^\infty}^\gamma (\xi(t)^2 + |h|^2)\frac{2^{1+\gamma}}{2+\gamma}} + c\|f\|_{L^\infty}^{2+\gamma} \|\theta(t)\|_{L^\infty}^{2+\gamma},
$$

(5.9)

where $c_2$ is the same constant appearing in (5.4).

**Proof of Lemma 5.7.** Applying the Young inequality

$$
ab \leq \frac{\varepsilon}{2+\gamma} a^{2+\gamma} + \frac{1+\gamma}{(2+\gamma)\varepsilon^{1/(1+\gamma)}} b^{2+\gamma}, \quad a, b, \varepsilon > 0
$$
we infer that
\[
\frac{4\|f\|_{L^\infty}}{\xi^2 + |h|^2} w(x; h) \leq \frac{|w(x; h)|^{2+\gamma}}{8c_2\|\theta\|_{L^\infty}(\xi^2 + |h|^2)^{\frac{4}{2(1+\gamma)}}} + c(\xi^2 + |h|^2)^{\frac{\gamma}{2(1+\gamma)} - \beta} \|f\|_{L^\infty}^2 \|\theta\|_{L^\infty}^{-1}. 
\]

The conclusion follows from the assumption \( \beta \leq 1/4 \) and the bounds \( \xi, |h| \leq 1 \).

If we now apply the bounds (5.4), (5.8) and (5.9) to (5.3), we end up with
\[
Lw^2 + \frac{1}{2} \frac{D_\gamma [\delta_h \theta]}{(\xi^2 + |h|^2)} + \frac{|w|^{2+\gamma}}{4c_2\|\theta\|_{L^\infty}^2(\xi^2 + |h|^2)^{\frac{4}{2(1+\gamma)}}} \leq 2\beta \frac{|h|}{\xi^2 + |h|^2}|\delta_h u|w^2 + c \left( \|\theta\|_{L^\infty} \|f\|_{L^\infty}^{2+\gamma} \|\theta\|_{L^\infty}^{-1} \right). 
\]

(5.10)

5.3. Estimates on the nonlinear term. We would like to stress once more that the only restriction on \( \beta \) so far has consisted in imposing \( \beta \in (0, 1/4) \). This arose only in the proof of Lemma 5.7. In order to deal with the Riesz-transform contained in \( \delta_h u \), the Hölder exponent will be further restricted in terms of the initial datum \( \theta_0 \) and the forcing term \( f \). It is crucial that this restriction only depends on \( \|\theta_0\|_{L^\infty} \) and \( \|f\|_{L^\infty} \).

**Lemma 5.8.** Suppose that \( \theta_0 \in L^\infty \), and set
\[
\beta = \min \left\{ \frac{1}{c_3 K^\infty_\infty}, \frac{1}{4} \right\}, \quad K^\infty_\infty = \|\theta_0\|_{L^\infty} + \frac{1}{\kappa} \|f\|_{L^\infty}, \quad (5.11)
\]
for a universal constant \( c_3 \geq 64 \). Then
\[
2\beta \frac{|h|}{\xi(x,t)^2 + |h|^2}|\delta_h u(x,t)|^2 \|w(x,t; h)\| \leq \frac{1}{2} \frac{D_\gamma [\delta_h \theta](x,t)}{\xi(x,t)^2 + |h|^2} + \frac{1}{2} \frac{D_\gamma [\delta_h \theta](x,t)}{\xi(x,t)^2 + |h|^2} |w(x,t; h)|^{2+\gamma} = \frac{1}{8c_2 K^\infty_\infty} |w(x,t; h)|^{2+\gamma} + c \left( \frac{1}{2} \right) \frac{1}{\xi(x,t)^2 + |h|^2}, \quad (5.12)
\]
for every \( x, h \in \mathbb{T}^2 \) and \( t \geq 0 \), where \( c_2 \) is the same constant appearing in (5.4).

**Proof of Lemma 5.8.** Using Lemma 3.5, for \( r \geq 4|h| \) we have the upper bound
\[
|\delta_h u(x,t)| \leq c \left( r^{1/2} (D_\gamma [\delta_h \theta](x,t))^1/2 + \frac{|h|}{r} \|\theta\|_{L^\infty} \right),
\]
pointwise in \( x, h \in \mathbb{T}^2 \) and \( t \geq 0 \). Using the Cauchy-Schwarz inequality, we deduce that
\[
\frac{2\beta |h|}{\xi^2 + |h|^2} |\delta_h u(x)||w(x; h)|^2 \leq \frac{2\beta}{\xi^2 + |h|^2} |\delta_h u(x)||w(x; h)|^2 \leq \frac{1}{2} \frac{D_\gamma [\delta_h \theta](x,t)}{\xi^2 + |h|^2} + c \left[ \frac{\beta^2}{(\xi^2 + |h|^2)^{(1-\beta)1-\gamma}} |w(x; h)|^{1+\gamma} + \beta \|\theta\|_{L^\infty} \right].
\]

We then choose \( r \) such that
\[
\frac{\beta^2}{(\xi^2 + |h|^2)^{1-\beta}} r^\gamma |w(x; h)|^{1+\gamma} = \beta \|\theta\|_{L^\infty} |w(x; h)|^2,
\]
namely
\[
r = \frac{\|\theta\|_{L^\infty}^{1+\gamma} (\xi^2 + |h|^2)^{1-\beta}}{\beta^{1+\gamma} w(x; h)^{1+\gamma}} = \frac{\|\theta\|_{L^\infty}^{1+\gamma} (\xi^2 + |h|^2)^{1-\beta}}{\beta^{1+\gamma} |\delta_h \theta(x)|^{1+\gamma}}.
\]
In view of (5.11), this is a feasible choice, since $\gamma > 1$, $|h| \leq 1$ and

$$r \geq \frac{\|\theta\|_{L^\infty}^{\gamma + 1}}{4^{1+\gamma} \beta^{1+\gamma} \|\theta\|_{L^\infty}^{\gamma + 1}} |h|^{2+\gamma} = \frac{1}{4^{1+\gamma} \beta^{1+\gamma} \|\theta\|_{L^\infty}^{\gamma + 1}} |h|^{2+\gamma} \geq \frac{1}{4^{1+\gamma} \beta^{1+\gamma} K^{1+\gamma}_{\infty}} |h|^{2+\gamma} \geq 4|h|.$$  

Thus, thanks to (5.11), we obtain

$$2\beta \frac{|h|}{\xi^2 + |h|^2} |\delta_h u(x)||w(x; h)|^2 \leq \frac{1}{2} \frac{D_x[\delta_h \theta](x)}{(\xi^2 + |h|^2)^{\beta}} + c\frac{\beta^{2+\gamma} \|\theta\|_{L^\infty}^{\gamma}}{(\xi^2 + |h|^2)^{\frac{1+\gamma}{1+\gamma}}} |w(x; h)|^{2+\frac{2}{1+\gamma}}$$

$$\leq \frac{1}{2} \frac{D_x[\delta_h \theta](x)}{(\xi^2 + |h|^2)^{\beta}} + c\frac{\beta^{2+\gamma} K^{\gamma}_{\infty}}{(\xi^2 + |h|^2)^{\frac{1+\gamma}{1+\gamma}}} |w(x; h)|^{2+\frac{2}{1+\gamma}},$$

By using the same Hölder exponent as we previously did in (3.15), we have

$$c\left(\frac{\beta^{2+\gamma} K^{\gamma}_{\infty}}{(\xi^2 + |h|^2)^{\frac{1+\gamma}{1+\gamma}}}ight) w(x; h)^{2+\frac{2}{1+\gamma}} \leq \frac{1}{8c_2 K^{\gamma}_{\infty}} |w(x; h)|^{2+\gamma} + c\beta^{\gamma+1} K^{\gamma}_{\infty} (\xi^2 + |h|^2)^{1-\beta}$$

$$\leq \frac{1}{8c_2 K^{\gamma}_{\infty}} |w(x; h)|^{2+\gamma} + c\beta^{\gamma+1} K^{\gamma}_{\infty}.$$

In view of the restriction on $\beta$ given in (5.11), we further estimate the last term in the right-hand side above as

$$c\beta^{\gamma+1} K^{\gamma}_{\infty} \leq c \left(\frac{1}{2}\right)^{\frac{1}{\gamma}},$$

so that we can conclude the proof.

We now proceed with the proof of Hölder $C^\beta$ estimates, where the exponent $\beta$ is given by (5.11).

**5.4. Locally uniform Hölder estimates.** From the global bound (3.6), (5.10) and the estimate (5.12), it follows that for $\beta$ complying with (5.11) the function $w^2$ satisfies

$$Lw^2 + \frac{|w|^{2+\gamma}}{8c_2 K^{\gamma}_{\infty}(\xi^2 + |h|^2)^{1-\beta}} \leq c \left[K^{2\gamma}_{\infty} + \|f\|_{L^\infty}^{2+\gamma} K^{\gamma}_{\infty}\right].$$

Taking into account that $\xi^2 + |h|^2 \leq 1 + \text{diam}(\mathbb{T}^2)^2 = 2$ for all $h \in \mathbb{T}^2$, and that $\|f\|_{L^\infty} \leq c_0 K_{\infty}$, we arrive at

$$Lw^2 + \frac{|w|^{2+\gamma}}{32c_2 K^{\gamma}_{\infty}} \leq cK^2_{\infty}$$

(5.13)

which holds pointwise for $(x, h) \in \mathbb{T}^2 \times \mathbb{T}^2$. In the next lemma we show that the above inequality gives uniform control on the $C^\beta$ seminorm of the solution.

**Lemma 5.9.** Assume that $\theta_0 \in L^\infty$, and fix $\beta$ as in (5.11). There exists a time $t_\beta > 0$ such that the solution to (SQG$\gamma$) with initial datum $\theta_0$ is $\beta$-Hölder continuous. Specifically,

$$[\theta(t)]_{C^\beta} \leq c \left[\|\theta_0\|_{L^\infty} + \frac{1}{\kappa} \|f\|_{L^\infty}\right], \quad \forall t \geq t_\beta = \frac{2 + \gamma}{2\gamma(1-\beta)}.$$

**Proof of Lemma 5.9.** Thanks to (5.13), the function

$$\psi(t) = \|w(t)\|_{L^\infty_{x,h}}^2$$

satisfies the differential inequality

$$\frac{d}{dt} \psi + \frac{1}{32c_2 K^{\gamma}_{\infty}} \psi^{1+\gamma/2} \leq cK^2_{\infty}.$$
From the definition of $w$,
\[ \psi(0) \leq \frac{4\|\theta_0\|_{L^\infty}^2}{\xi_0^{2\beta}} = 4\|\theta_0\|_{L^\infty}^2 \leq 4K^2_{\infty}. \]

From a standard comparison for ODEs it immediately follows that
\[ \psi(t) \leq cK^2_{\infty}, \quad \forall t \geq 0, \] (5.14)
for some sufficiently large constant $c > 0$. With (5.14) at hand, we have thus proven that
\[ [\theta(t)]^2_{C^\beta} = \psi(t) \leq cK^2_{\infty}, \quad \forall t \geq t_\beta, \]
where $t_\beta$ is given by (5.7), thereby concluding the proof. \qed

It is now clear that the proof of Proposition 5.4 is now achieved. Indeed, Lemma 5.9 provides a uniform (with respect to the initial datum in the $L^\infty$ absorbing set) estimate of the Hölder seminorm, with an associated regularization time that, ultimately, depends only on $\|f\|_{L^\infty}$ through the Hölder exponent $\beta$.

6. Upper semicontinuity of the attractors

To conclude the article, it remains to prove the second part of Theorem 1.2. Fix $\gamma_0 \in (1, 2)$ and $\gamma \in (1, \gamma_0]$. To establish (1.1), we preliminary note the following. Let
\[ U := \bigcup_{\gamma \in (1, \gamma_0]} A_\gamma. \]
Calling $S_1(t) : H^1 \to H^1$ the semigroup generated by the critical SQG equation ($\gamma = 1$), by the triangle inequality and the invariance properties of the global attractor, we have
\[ \text{dist}_{H^1}(A_\gamma, A_1) \leq \text{dist}_{H^1}(A_\gamma, S(t)A_\gamma) + \text{dist}_{H^1}(S(t)A_\gamma, A_1) \]
\[ \leq \text{dist}_{H^1}(A_\gamma, S_1(t)A_\gamma) + \text{dist}_{H^1}(S_1(t)U, A_1) \]
\[ = \text{dist}_{H^1}(S_1(t)A_\gamma, S_1(t)A_\gamma) + \text{dist}_{H^1}(S_1(t)U, A_1), \quad (6.1) \]
for every $t > 0$. The proof of Theorem 1.2 essentially relies on two main ingredients. The first is the uniform bound proven in Corollary 5.3 of the global attractors $A_\gamma$. This, together with the Poincaré inequality, ensures that $U$ is bounded in $H^{2-\gamma_0/2}$. In turn, the second term in (6.1) vanishes as $t \to \infty$, due to the fact that $A_1$ attracts bounded sets of $H^1$ (and hence, in particular, bounded in $H^{2-\gamma_0/2}$), namely
\[ \lim_{t \to \infty} \text{dist}_{H^1}(S_1(t)U, A_1) = 0. \]

In order to deal with the first term in (6.1), we need a proper convergence estimate (for any fixed time) of the solution of the subcritical SQG equation to that of the critical one.

**Proposition 6.1.** Let $\gamma \in [1, 3/2]$, and assume that $\theta_0 \in A_\gamma$. Then
\[ \|S_\gamma(t)\theta_0 - S_1(t)\theta_0\|_{H^1} \leq c(\gamma - 1), \quad \forall t \geq 0, \]
where $c > 0$ depends only on the uniform bound (5.1), and is in particular independent of $\gamma$.

The proof is carried over in the next section. We here mention a straightforward, yet crucial, consequence of the above proposition.

**Corollary 6.2.** For every $t \geq 0$, there holds
\[ \lim_{\gamma \to 1^+} \text{dist}_{H^1}(S_\gamma(t)A_\gamma, S_1(t)A_\gamma) = 0. \]
PROOF. If not, there exists \( t \geq 0, \varepsilon > 0 \) and sequences \( \gamma_n \in (1, \gamma_0] \) with \( \gamma_n \to 1^+ \) as \( n \to \infty \), \( \theta_{0,n} \in A_{\gamma_n} \) such that,

\[
\inf_{\theta_0 \in A_{\gamma_n}} \| S_{\gamma_n}(t) \theta_{0,n} - S_1(t) \theta_0 \|_{H^1} \geq \varepsilon, \quad \forall n \in \mathbb{N}.
\]

In particular, we necessarily have that

\[
\| S_{\gamma_n}(t) \theta_{0,n} - S_1(t) \theta_{0,n} \|_{H^1} \geq \varepsilon, \quad \forall n \in \mathbb{N}.
\]

However, Proposition 6.1 yields the contradiction

\[
\varepsilon \leq \| S_{\gamma_n}(t) \theta_{0,n} - S_1(t) \theta_{0,n} \|_{H^1} \leq (\gamma_n - 1) \to 0, \quad \text{as } n \to \infty.
\]

The proof is achieved. \( \square \)

The stability property (1.1) follows immediately. Let \( \varepsilon > 0 \) be arbitrarily fixed. Since \( A_1 \) is the attractor of \( S_1(t) \), there exists \( t_\varepsilon > 0 \) such that

\[
\operatorname{dist}_{H^1}(S(t_\varepsilon)U, A_1) \leq \frac{\varepsilon}{2}.
\]

Now, Corollary 6.2 ensures the existence of some \( \gamma_\varepsilon \in (1, \gamma_0] \) such that

\[
\operatorname{dist}_{H^1}(S_\gamma(t_\varepsilon)A_\gamma, S_1(t_\varepsilon)A_\gamma) \leq \frac{\varepsilon}{2}, \quad \forall \gamma \in (1, \gamma_\varepsilon).
\]

Thus, recalling (6.1) we have

\[
\operatorname{dist}_{H^1}(A_\gamma, A_1) \leq \operatorname{dist}_{H^1}(S_\gamma(t_\varepsilon)A_\gamma, S_1(t_\varepsilon)A_\gamma) + \operatorname{dist}_{H^1}(S_1(t_\varepsilon)U, A_1) \leq \varepsilon, \quad \forall \gamma \in (1, \gamma_\varepsilon).
\]

Since \( \varepsilon \) was arbitrary to begin with, we can conclude that

\[
\lim_{\gamma \to 1^+} \operatorname{dist}_{H^1}(A_\gamma, A_1) = 0,
\]

as wanted.

6.1. Convergence estimates. We will need the following general result on the fractional laplacian, to properly estimate the difference between solutions of the subcritical and the critical SQG equations stated in Proposition 6.1.

**Lemma 6.3.** Let \( m \geq 0, \gamma > 1 \) and \( s \geq \gamma - 1 \). Then

\[
\| (\Lambda^{\gamma-1} - I) \varphi \|_{H^m} \leq \frac{\gamma - 1}{s} \| \varphi \|_{H^{m+s}}, \quad \forall \varphi \in H^{m+s}. \tag{6.2}
\]

**Proof.** Using Fourier series, we have

\[
\| (\Lambda^{\gamma-1} - I) \varphi \|_{H^m}^2 = \sum_{k \in \mathbb{Z}^2} |k|^{2m} |(k|\gamma - 1)^{-1} - 1|^2 |\hat{\varphi}_k|^2 = \sum_{k \in \mathbb{Z}^2} |k|^{2m+2s} \left( \frac{|k|\gamma - 1 - 1}{|k|^s} \right)^2 |\hat{\varphi}_k|^2
\]

\[
\leq \left( \frac{\gamma - 1}{s} \right)^2 \sum_{k \in \mathbb{Z}^2} |k|^{2m+2s} |\hat{\varphi}_k|^2 = \left( \frac{\gamma - 1}{s} \right)^2 \| \varphi \|_{H^{m+s}}^2.
\]

Above, we used the fact that the real function

\[
f(x) = \frac{x^{\gamma-1} - 1}{x^s}, \quad x \geq 1,
\]

is bounded by 1 when \( s = \gamma - 1 \), and has a maximum at a point \( \bar{x} \geq 1 \) such that

\[
f(\bar{x}) = \frac{\gamma - 1}{s} \frac{1}{\bar{x}^{\gamma+s-1}}
\]

when \( s > \gamma - 1 \). \( \square \)
We therefore compare the evolution of the critical SQG equation
\[
\begin{cases}
\partial_t \theta + u \cdot \nabla \theta + \Lambda \theta = f, \\
\theta(0) = \theta_0, \\
u = \nabla^\perp \Lambda^{-1} \theta,
\end{cases}
\]
and the subcritical one
\[
\begin{cases}
\partial_t \theta^\gamma + u^\gamma \cdot \nabla \theta^\gamma + \Lambda^\gamma \theta^\gamma = f, \\
\theta^\gamma(0) = \theta_0, \\
u^\gamma = \nabla^\perp \Lambda^{-1} \theta^\gamma,
\end{cases}
\]
with the same initial datum \(\theta_0 \in A_\gamma \subset H^{2-\gamma/2} \subset H^{2-\gamma_0/2}\). The difference
\[
\eta = \theta - \theta^\gamma, \quad w = u - u^\gamma
\]
is easily seen to solve
\[
\begin{cases}
\partial_t \eta + u \cdot \nabla \eta + w \cdot \nabla \theta^\gamma + \Lambda^\gamma \eta = (\Lambda^\gamma - \Lambda) \theta, \\
\eta(0) = 0.
\end{cases}
\tag{6.3}
\]
From (6.3), we deduce that
\[
\frac{1}{2} \frac{d}{dt} \|\eta\|_{H^1}^2 + \|\eta\|^2_{H^{1+\gamma/2}} = \int_{T^2} (u \cdot \nabla \eta) \Delta \eta \, dx + \int_{T^2} (w \cdot \nabla \theta^\gamma) \Delta \eta \, dx - \int_{T^2} (\Lambda^\gamma - \Lambda) \theta \Delta \eta \, dx.
\tag{6.4}
\]
We now bound the right-hand side term by term, by making use of the Sobolev embedding (4.3) in the particular cases
\[
\|\varphi\|_{L^{4/\gamma}} \leq c \|\Lambda^{1-\gamma/2} \varphi\|_{L^2}, \quad \|\varphi\|_{L^{4/\gamma}} \leq c \|\Lambda^{\gamma/2} \varphi\|_{L^2}.
\]
Using integration by parts and the incompressibility of \(u\), the boundedness of the Riesz transform and the Poincaré inequality, the first integral can be estimated as
\[
\left| \int_{T^2} (u \cdot \nabla \eta) \Delta \eta \, dx \right| \leq \|\nabla u\|_{L^{4/\gamma}} \|\nabla \eta\|_{L^2} \|\nabla \eta\|_{L^{4/\gamma}}
\leq c \|\theta\|_{H^{2-\gamma/2}} \|\eta\|_{H^1} \|\eta\|_{H^{1+\gamma/2}}
\leq c \|\theta\|_{H^{3/2}} \|\eta\|_{H^1} \|\eta\|_{H^{1+\gamma/2}}
\leq c \|\theta\|^2_{H^{3/2}} \|\eta\|^2_{H^1} + \frac{1}{8} \|\eta\|^2_{H^{1+\gamma/2}}.
\tag{6.5}
\]
Concerning the second term, after integration by parts, we have two contributions, namely
\[
\left| \int_{T^2} (w \cdot \nabla \theta^\gamma) \Delta \eta \, dx \right| \leq \int_{T^2} |\nabla w| |\nabla \theta^\gamma| |\nabla \eta| \, dx + \int_{T^2} |w| \|\Delta \theta^\gamma\| |\nabla \eta| \, dx.
\]
Since
\[
\int_{T^2} |\nabla w| |\nabla \theta^\gamma| |\nabla \eta| \, dx \leq \|\nabla w\|_{L^2} \|\nabla \theta^\gamma\|_{L^{4/\gamma}} \|\nabla \eta\|_{L^{4/\gamma}}
\leq c \|\theta^\gamma\|_{H^{2-\gamma/2}} \|\eta\|_{H^1} \|\nabla \eta\|_{H^{1+\gamma/2}},
\]
and
\[
\int_{T^2} |w| \|\Delta \theta^\gamma\| |\nabla \eta| \, dx \leq \|w\|_{L^{4/\gamma}} \|\Delta \theta^\gamma\|_{L^2} \|\nabla \eta\|_{L^{4/\gamma}}
\leq \|\theta^\gamma\|_{H^2} \|\eta\|_{H^{1-\gamma/2}} \|\eta\|_{H^{1+\gamma/2}}
\leq \|\theta^\gamma\|_{H^2} \|\eta\|_{H^1} \|\eta\|_{H^{1+\gamma/2}},
\]
a simple use of the Young inequality leads us to
\[
\left| \int_{T^2} (w \cdot \nabla \theta^\gamma) \Delta \eta \, dx \right| \leq c \left[ \|\theta^\gamma\|^2_{H^{2-\gamma/2}} + \|\theta^\gamma\|^2_{H^2} \right] \|\eta\|^2_{H^1} + \frac{1}{4} \|\eta\|^2_{H^{1+\gamma/2}}.
\tag{6.6}
\]
It remains to bound the last term in (6.4). Once again, integration by parts and standard inequalities entail

\[ \left| \int_{T^2} (\Lambda \gamma - \Lambda) \theta \Delta \eta \, dx \right| = \left| \int_{T^2} (\Lambda \gamma - I) \Lambda^{2-\gamma/2} \theta \Lambda^{1+\gamma/2} \eta \, dx \right| \leq \| (\Lambda \gamma - I) \theta \|_{H^{2-\gamma/2}} \| \eta \|_{H^{1+\gamma/2}} \]

\[ \leq c \| (\Lambda \gamma - I) \theta \|_{H^{2-\gamma/2}}^2 + \frac{1}{4} \| \eta \|_{H^{1+\gamma/2}}^2. \tag{6.7} \]

Collecting (6.5), (6.6) and (6.7), and plugging the result into (6.4), we arrive at

\[ \frac{d}{dt} \| \eta \|_{H^1}^2 + \| \eta \|_{H^{1+\gamma/2}}^2 \leq c \left[ \| \theta \|_{H^{3/2}}^2 + \| \theta' \|_{H^{2-\gamma/2}}^2 + \| \theta'' \|_{H^2}^2 \right] \| \eta \|_{H^1}^2 + c \| (\Lambda \gamma - I) \theta \|_{H^{2-\gamma/2}}^2. \tag{6.8} \]

Finally, we make use of (6.2) with the choice

\[ m = 2 - \frac{\gamma}{2}, \quad s = \frac{1}{2}, \]

which complies with the assumptions of Lemma 6.3 since \( \gamma \leq 3/2 \), so that from (6.8) we obtain

\[ \frac{d}{dt} \| \eta \|_{H^1}^2 + \| \eta \|_{H^{1+\gamma/2}}^2 \leq c \left[ \| \theta \|_{H^{3/2}}^2 + \| \theta' \|_{H^{2-\gamma/2}}^2 + \| \theta'' \|_{H^2}^2 \right] \| \eta \|_{H^1}^2 + c (\gamma - 1)^2 \| \theta \|_{H^{5/2-\gamma/2}}^2. \tag{6.9} \]

Note that from the results in [5,7], if \( \theta_0 \in H^{5/2-\gamma/2} \subset H^{2-\gamma/0/2} \), then

\[ \sup_{t \geq 0} \sup_{\theta_0 \in A_{\gamma}} \left[ \| S_1(t) \theta_0 \|_{H^{2-\gamma/0/2}}^2 + \int_0^{\tau+1} \| S_2(\tau) \theta_0 \|_{H^{5/2-\gamma/0/2}}^2 \, d\tau \right] \leq c, \]

where \( c \) only dependence on the (uniform) bounds on \( A_{\gamma} \). Furthermore, thanks to Corollary 5.2 and the above estimate, all the quantities in (6.9) are integrable in time. Therefore, the Gronwall lemma, together with the fact that \( \eta(0) = 0 \), yields

\[ \| \eta(t) \|_{H^1}^2 \leq c (\gamma - 1)^2, \quad \forall t \geq 0, \]

which is precisely the claim of Proposition 6.1.
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