3D Non-Local Neural Network: A Non-Invasive Biomarker for Immunotherapy Treatment Outcome Prediction. Case-Study: Metastatic Urothelial Carcinoma
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Abstract: Immunotherapy is regarded as one of the most significant breakthroughs in cancer treatment. Unfortunately, only a small percentage of patients respond properly to the treatment. Moreover, to date, there are no efficient bio-markers able to early discriminate the patients eligible for this treatment. In order to help overcome these limitations, an innovative non-invasive deep pipeline, integrating Computed Tomography (CT) imaging, is investigated for the prediction of a response to immunotherapy treatment. We report preliminary results collected as part of a case study in which we validated the implemented method on a clinical dataset of patients affected by Metastatic Urothelial Carcinoma. The proposed pipeline aims to discriminate patients with high chances of response from those with disease progression. Specifically, the authors propose ad-hoc 3D Deep Networks integrating Self-Attention mechanisms in order to estimate the immunotherapy treatment response from CT-scan images and such hemato-chemical data of the patients. The performance evaluation (average accuracy close to 92%) confirms the effectiveness of the proposed approach as an immunotherapy treatment response biomarker.
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1. Introduction

Urothelial carcinoma (also known as bladder cancer) is the most common histological type of urinary tract carcinoma. It accounts for about 3% of all cancers [1]. It is more common between the ages of 60 and 70, which is three times more frequent in men than in women and it is associated with about 165,000 global deaths every year and a five-year survival of approximately 5% in the advanced stage [1]. Metastatic Urothelial Carcinoma (mUC) occurs at disease onset in approximately 10% of patients, mostly arising from the evolution of previous superficial or infiltrating forms [2]. The current standard first-line treatment of mUC is platinum-based chemotherapy. In terms of progression-free survival (PFS), an improvement has been recently reported with the combination of chemotherapy and immunotherapy as a first-line treatment in mUC [3]. However, a significant and mature overall survival (OS) data are still expected. The median OS with cisplatin-based regimens varies between 12 and 15 months [3],
while it is approximately 9 months in patients not eligible for cisplatin treatment because of the severity of the side effects treated with carboplatin-based regimens [4]. Immunotherapy has become the standard second-line treatment of mUC based on two phase III studies with Immune Checkpoint Inhibitors (ICIs) immunotherapeutic drugs such as Atezolizumab and Pembrolizumab with a median OS reported of 8.6 [5] and 10.3 months [6], respectively. These results have recently been confirmed in a large population with Atezolizumab [7]. ICIs are also a treatment option in first-line therapy of patients with non-cisplatin-based mUC based on phase Ib-II studies with a median OS between 8.7 and 18.2 months [8–14]. However, no more than about 20% and 30% of patients have a disease response with ICI in post-platinum and first-line treatment, respectively, even though these responses tend to be more durable than those obtained with chemotherapy [12–14]. Therefore, it is a priority to identify and select those patients who can really benefit from immunotherapy, even though, at the moment, there are still no reliable and clinically available biomarkers to properly choose patients who respond or progress with ICIs [15–18]. Since the activity of a high tumor mutational burden and of infiltrating lymphocytes has been associated with a higher probability of response to immunotherapy [8,19], some researchers have tried to characterize the tumor environment by integrating data from instrumental imaging and testing a reliable correlation with patients’ outcome, paving the way to the emerging field of radiomics [20]. Radiomics aims to extract a large number of quantitative features from high-throughput medical images by taking advantage of the recent data-characterization learning-based algorithms. Some studies show that these methods have the capability to uncover disease characteristics that, otherwise, cannot be identified by human observers [20]. In this paper, we propose an innovative deep learning pipeline used for the prediction of response to ICIs’ immunotherapeutic treatment for patients with advanced metastatic bladder cancer (mUC) who have progressed following a first-line platinum-based chemotherapy. The architecture of the proposed deep model is based on 3D Densely connected Convolutional Neural Network (3D-DCNN) with separable convolutions and self-attention mechanisms through non-local blocks [21]. The model processes computed tomography (CT-scan) imaging data and discriminates patients with high chances of response (complete, partial response, or, at least, stable disease), from those that, instead, are likely to show disease progression. 3D-DCNNs have been widely used in medical imaging for segmentation applications [22] as well as for cancer lesion characterization [23]. We leverage the success of these models and extend them with a self-attention mechanism, based on non-local blocks, for better learning long-range dependencies among the input data (segmented CT scans cancer lesions). As mentioned, it is, thereby, verified that all the patients have undergone a histological exam that confirmed the presence of bladder cancer. Experimental results, carried out on a dataset consisting of 41 patients with bladder cancer (which include, as a whole, 106 cancer lesions to be analyzed), show that the devised self-attention-based model leads to a better characterization of the bladder cancer (i.e., the associated feature maps) and of the radiological visual features for predicting treatment outcome with respect to the state-of-the-art methods. The paper is organized as follows. “Related Works” reviews state-of-the-art pipelines with a focus on deep learning models in the medical imaging field. The section “Methods and Materials” provides an accurate description of the proposed pipeline, together with details about the adopted training and validation dataset procedures. Experimental results of the proposed method as well as a comparison to state-of-the-art models are given in the “Results and Discussion” section. Finally, in the “Conclusions” section, the implications of the proposed approach are discussed, and some ideas for future extensions are briefly outlined.

2. Related Works

The feasibility of predicting the response to immunotherapy treatment for patients with neoplastic diseases in the metastatic phase has been recently investigated using standard machine learning and deep learning methods. Traditional machine learning methods based on the analysis of high-dimensional clinical data and CT-based diagnostic imaging have been proposed in order to predict the outcome of bladder cancer treatments [24–26]. Specifically, Reference [24] reports a comparative
analysis of different machine learning methods used to process high-dimensional clinical data with the aim to predict mortality after a radical cystectomy in a large dataset of bladder cancer patients. Among the analyzed methods, the Regularized Extreme Learning Machine yields the highest average accuracy. In Reference [25], the authors analyzed the performance of multiple machine learning methods applied to process CT urography imaging data of each subject belonging to the recruited dataset of 84 patients, namely, Linear Discriminant Analysis (LDA), Neural Networks (NNs), Support Vector Machine (SVM), and a Random Forest (RAF) Classifier with SVM slightly outperforming the others. Analogously, Reference [26] compares multiple traditional learning methods (e.g., SVM, Bagged SVM, K-nearest neighbor, AdaBoost, Random Forest, and Gradient Boosted Trees) to automatically determine disease status and prognosis of patients with bladder cancer while also suggesting a recommendation treatment, i.e., neoadjuvant, definitive, and adjuvant therapy. All methods showed a fair accuracy (in terms of sensitivity and specificity), demonstrating the suitability of machine learning in addressing oncological applications. Despite the above machine learning methods showing promising performance in supporting physicians in their clinical investigation, they still rely on an old-fashioned approach, i.e., feature engineering followed by learning methods. With the rediscovery of deep learning in 2011 and the availability of large computation resources (thanks to GPU), the learning paradigm has radically changed in many tasks from computer vision to speech analysis to medical image analysis. About mUC investigation, the Deep Learning breakthrough has solicited the medical image research community to investigate advanced methods mainly for bladder cancer segmentation [27–30], while little effort has been put forward for studying bladder tumor chemotherapy efficacy [31,32]. For instance, in Reference [31], the authors investigate AlexNet [32] (with few architectural variants in terms of kernel size, padding, and stride) for assessing chemotherapy treatment efficacy of bladder cancer, starting from manually-segmented Computed Tomography (CT) scans. Experimental results showed an average accuracy of 86% (Sensitivity 90%, Specificity 89%) on immunotherapy treatment estimation. In Reference [33], the authors propose a two-stage deep-learning analysis pipeline for bladder cancer. The first stage deals with automated CT scan lesion segmentation (Auto-Initialized Cascaded Level Sets system) and the other one handles treatment response prediction (with an AUC of 0.73) using the previously segmented lesions. As for immunotherapy, some of the authors of this paper in Reference [34] proposed a deep network based on auto-encoders for cancer treatment outcome prediction in patients treated with Pembrolizumab (anti PD-1/PD-L1 ICIs checkpoint). To our knowledge, Reference [34] is one of the first works employing artificial intelligence for the prediction of immunotherapy outcomes. The work herein described extends the pipeline proposed in Reference [34] by introducing a 3D deep model enriched with a self-attention mechanism, which improve the learning phase of the joint visual and clinical data features. While it is important to have accurate automated computer methods for cancer treatment efficacy prediction, the interpretability and the explanation for why these methods reach specific decisions are of equal importance for the involved physicians. For these reasons, an ideal model should be accurate as well as explain what features it employs for its decisions. This need has been extensively outlined in both the artificial intelligence and medical imaging domains [35–39]. Our work contributes to the research area in automated immunotherapy outcome prediction through visual investigation of CT scans, as follows.

- We present a generalizable deep model that combines 3D densely connected convolutional layers empowered with self-attention mechanisms for estimating automatically the efficacy of bladder cancer immunotherapy treatment, purely based on CT imaging analysis.
- We investigate, through interpretability methods, such as Grad-CAM [40], what are the radiological CT visual features that most likely act as biomarkers for immunotherapy treatment outcome, thus, providing a potentially invaluable support to medical staff in evaluating the progress of bladder cancer. To the best of our knowledge, to date, no method has tackled the task herein proposed, from both the automated treatment outcome prediction and interpretability perspectives.
3. Materials and Methods

In this section, we propose our deep learning-based approach for radiomics applied to CT-scan cancer imaging for estimating the outcome of the ICIs based immunotherapy treatment in patients affected by mUC. The proposed framework consists of a combination of 3D Densely Connected Convolutional layers (3D-DCNN) with non-local blocks [21], implementing a self-attention strategy to improve characterization of spatio-temporal dependencies of the neoplastic lesions in CT slices. The use of 3D deep convolutional layers is motivated by the results achieved by our previous work [34] demonstrating the correlation between the biological aggressiveness of bladder tumors with the dynamic morphological evolution of the interested CT lesions. Thus, a 3D deep network provides a very useful tool to characterize not only the static-spatial 2D morphology of the lesions, stratified in the chest-abdomen CT slices, but also the functional dependence between their 3D volumes and the immunotherapy treatment responsiveness [34]. However, as pointed out in bladder treatment cancer guidelines [41], not all the metastatic lesions (generated by the primary neoplasm) play a role in the analysis of the progression of oncological disease. For this reason, a set of guidelines known as Response Evaluation Criteria in Solid Tumors (RECIST) have been developed by the scientific community [34,41]. In this work, a detailed analysis of only the lesions compliant to the RECIST criteria is to be carried out [41]. Thus, to address these indications, we extend 3D convolution architectures with an implicit “attention” to make the models focus—through visual feature learning—only on the most significant parts of the RECIST lesion and their possible correlation. More specifically, the attention mechanism is implemented by concatenating non-local blocks [21] at different layers for capturing long-range dependencies at different scales. We report the problem of treatment outcome estimation as a binary classification task, i.e., the proposed model provides as output of two class probabilities including one in the case of complete/partial regression or stable disease (C1), and the other one for disease progression (C2). The flowchart of the whole approach is shown in Figure 1. The backbone of the proposed model is a sequence of dense blocks, similar to DenseNet Cha et al., 2016, but replacing 2D convolutions with 3D ones. The model processes as input a batch of $16 \times 64 \times 64$ volume (16 slices, among the 64 available, each with a spatial resolution of $64 \times 64$) extracted from CT data and containing the RECIST 1.1 compliant lesion. This input data is first fed to a 3D convolutional layer with a kernel size of $3 \times 3 \times 3$, providing an output of 32 features of depth. These feature maps will be processed by six dense blocks composed by $[6, 8, 8, 8, 8, 6]$ 3D layers, respectively, with the same kernel size as the input layer, followed by ReLU non-linear activations. Each dense block is preceded by $[0, 1, 2, 3, 4, 5]$ Embedded Gaussian Non-Local blocks [21], respectively, and each dense block is followed by a transition-down layer with a $2 \times 2 \times 2$ max pooling. Thus, the input volume is processed by the described blocks (both dense and non-local) generating the feature maps, which will gradually decrease (in dimension) to a one-dimensional feature map. This feature vector is concatenated to additional non-visual features, i.e., blood-stream hemato-chemical indicators. The resulting feature map (size $751 \times 1$) then traverses six fully connected (FC) layers followed by ReLU, except the last one that, instead, uses a SoftMax layer for the final binary classification. Negative log-likelihood loss is used during model training.

$$
Loss = - \sum_{i=1}^{N} X_i \log(P(X_i)) + (1 - X_i)\log(1 - P(X_i))
$$

(1)

With $X_i$, we setup the correct class label, while $P(X_i)$ represents the model’s predicted probability for the correct class. In the next section, more information on the architecture is highlighted, while additional details of the proposed deep model are given in Table 1.
A visual description of the deep architecture explained in Table 1 is shown in the graph of the model included in Figure 1. Specifically, starting from the pre-processed CT lesions fed as input, the convolutional blocks are highlighted, stacked with dense blocks and the transition layers whose generated feature maps transverse further processing blocks composed of non-local block stacked with a dense block and transition layer up to the final stack of fully connected and SoftMax from which the classification output will be generated. More details in the next sections.

![Figure 1. The proposed 3D Densely connected Convolutional Neural Network (DCNN) with Non-Local blocks architecture: Input data is a segmented lesion (ROI on CT scan) traverses the deep network (a sequence of dense and non-local blocks) and it is then classified as belonging to class C1 or class C2.](image)

### Table 1. The layers specification of the proposed deep architecture.

| Block          | Output Size | Layer(s) Description                  | Layers Number |
|----------------|-------------|---------------------------------------|---------------|
| Convolution    | 32 × 16 × 64 | 3 × 3 × 3 convolution, Batch Normalization | 1             |
| Dense Block    | 128 × 16 × 64 | 3 × 3 × 3 depth-wise convolution, Rectified Linear Unit (ReLU) | 6             |
| Transition layer | 128 × 8 × 32 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Dense Block    | 256 × 8 × 32 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 8             |
| Transition layer | 256 × 4 × 16 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Dense Block    | 384 × 4 × 16 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Transition layer | 384 × 2 × 8 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Dense Block    | 512 × 2 × 8 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Transition layer | 512 × 1 × 4 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Dense Block    | 640 × 1 × 4 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Transition layer | 640 × 1 × 2 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Dense Block    | 736 × 1 × 2 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Transition layer | 736 × 1 × 1 | 1 × 1 × 1 convolution, 2 × 2 × 2 maxpool | 1             |
| Concatenation  | 751         | Integrates hematochemical patient’s data | 1             |
| Fully Connected| 375         | FC, ReLU                               | 1             |
| Fully Connected| 187         | FC, ReLU                               | 1             |
| Fully Connected| 93          | FC, ReLU                               | 1             |
| Fully Connected| 46          | FC, ReLU                               | 1             |
| Fully Connected| 46          | FC, ReLU                               | 1             |
| Classification | 2           | FC, Softmax                             | 1             |
3.1. Dense Blocks

The proposed 3D-DCNN includes densely connected blocks (dense blocks) with 3D separable convolution layers (both depth-wise and point-wise). Separable convolutions are adopted to improve efficiency (through a significant reduction of a model’s parameters), while not affecting the output performance. Each dense block consists of a sequence of dense layers, including a batch normalization layer, a 3D convolutional layer with a kernel size of $3 \times 3 \times 3$ (depth-wise and point-wise separable) followed by a ReLU. Each dense block is followed by a transition down layer, aiming to half feature map dimension, and composed by a convolutional layer with a kernel size of $1 \times 1 \times 1$ followed by a max pooling layer of kernel $2 \times 2 \times 2$. The output of dense blocks is then passed to non-local blocks.

3.2. Self-Attention through Non-Local Blocks

Non-local blocks have been recently introduced [21], as a very promising approach for capturing space-time long-range dependencies and correlation on feature maps, resulting in a sort of “self-attention” mechanism. Non-local blocks take inspiration from the non-local means method, extensively applied in computer vision, and have demonstrated to significantly improve the performance of deep models [21]. Self-attention through non-local blocks aims to enforce the model to extract correlation among feature maps by weighting the averaged sum of the features at all possible positions in the generated feature maps [21]. In our pipeline, non-local blocks operate on almost each convolution layer to extract a feature in dependencies at multiple abstract levels for a holistic morphological modeling of the input RECIST lesions. The mathematical formulation of non-local operation is the following. Given a generic deep network as well as a general input data $x$, the employed non-local operation computes the corresponding response $y_i$ (of the given Deep architecture) at a $i$ location in the input data as a weighted sum of the input data at all positions $j \neq i$.

$$y_i = \frac{1}{\psi(x)} \sum_{j} \zeta(x_i, x_j) \beta(x_j)$$

(2)

With $\zeta(\cdot)$ being a pairwise potential describing the affinity or relationship between data positions at index $i$ and $j$, respectively. $\beta(\cdot)$ is, instead, a unary potential modulating $\zeta$ according to the input data. The sum is then normalized by a factor $\psi(x)$. The parameters of $\zeta$, $\beta$, and $\psi$ potentials are learned during the model’s training and are defined as follows.

$$\zeta(x_i, x_j) = e^{\Theta(x_i)\Phi(x_j)}$$

(3)

where $\Theta$ and $\Phi$ are two linear transformations of the input data $x$ with learnable weights $W_\Theta$ and $W_\Phi$.

$$\Theta(x_i) = W_\Theta x_i$$

$$\Phi(x_j) = W_\Phi x_j$$

(4)

For the $\beta(\cdot)$ function, a common linear embedding (classical $1 \times 1 \times 1$ convolution) with learnable weights $W_\beta$ is employed. The normalization function $\psi$ is:

$$\psi(x) = \sum_{j} \zeta(x_i, x_j)$$

(5)

In Equations (2)–(5), an Embedded Gaussian setup is reported [21]. The selection of the Embedded Gaussian based affinity function is compliant with recent self-attention approaches [21,42], specifically recommended for 2D or 3D applications.
3.3. Classification Layer: The Stack of Fully Connected

Once features are extracted through the combination of dense and non-local blocks, we obtain a one-dimensional visual embedding ($736 \times 1$). These features are then concatenated to an additional side of information consisting of blood tests and other clinical data. The combination of the two sets of features is then fed to a stack of fully connected (FC) layers. The objective of this FC stack is to find additional correlations among the aggregated (at different abstract levels) deep features and clinical data in order to enhance accuracy in assessing the ICI immunotherapy treatment outcome. The proposed full FC stack is composed by seven FC layers, with, respectively, 375, 187, 93, 46, 46, 46, and 2 neurons for each layer. In particular, the sequence of FC layers (whose optimal number of layers was decided during experimental results) is designed to create a hybrid visual-clinical features hierarchy to balance model complexity with learnability.

3.4. Dataset: Recruitment and Data Pre-Processing

We recruited a dataset of 43 CT/MRI scans from patients as part of a clinical study performed at a local hospital facility. The recruited patients (details are in Table 2) have histologically confirmed bladder cancer (mUC) progressing after a platinum-based chemotherapy and treated with an anti PD-L1 ICIs agent in the second or beyond line setting. All patients provided their written informed consent to the participation of clinical trials (Nr. D4191C00068 and MO29983 including the use of their clinical information for analysis approved by the Institutional review board (IRB) “Comitato Etico Catania 1”, Catania, Italy). The contribution, however, refers to the analysis of CT images for which the dataset will be limited to 41 patients who received an abdominal-chest CT discarding the other two who, instead, received MRI-based imaging. For each recruited patient, a chest-abdomen CT-scan was performed for cancer disease staging. The mentioned CT imaging was performed very close to the start of the ICIs immunotherapy treatment. Such instances of the collected chest-abdomen CT-scans are reported in Figure 2. The used imaging device consists of General Electronics (GE) CT scanner multi-slices (64 slices) with slice thickness of 2.5 mm. The working current is in the range of 10–700 mA. The working voltage is 120 kV and the pitch is 0.98 mm. As known, in a CT scanner, multi-slices of the spatial resolution in the scan plane is influenced by the convolution filter used to reconstruct the image by any other applied post-processing filter. It also depends on the number of projections that make up the image. This number, in turn, depends on the sampling rate and scan time. In this paper, we specify that the software of the previously mentioned GE tomograph allowed us to export CT scan slice images with each having a spatial resolution of $1440 \times 810$ pixels.

Each CT scan is complemented with the following clinical and personal history data (used in our learning model): primary tumor site, white blood cells (WBC), neutrophils, lymphocytes, eosinophils, platelets, albumin, Lactate DeHydrogenase (LDH), d-dimer, urine pH, proteins and Body Mass Index (BMI), age, gender, and tobacco use. The target of the proposed pipeline is closely related to the predictive estimate of the response to the ICIs immunotherapy treatment based on the analysis of the RECIST compliant lesion (often a metastases) identified by oncologists in the patient’s CT imaging. One of the most feared features of malignant cancer is their ability to metastasize to other parts of the body. Metastases can be spread through the blood and/or lymphatic route and clearly follow the anatomy of the interconnection of organs in the human body. The process by which oncologists define the cancer extension is called staging. With a special focus on bladder cancer, the staging requires the use of imaging (usually CT-scan and PET) to characterize the level of disease spread in the subject body [33,34]. For this reason, especially in the advanced mUC stages, CT scans show multiple lesions and radiologists/oncologists select the most significant ones (according to the RECIST guideline) for monitoring cancer evolution over time. The selection is carried out according to the previously mentioned RECIST guidelines that define inclusion criteria, CT scan procedure, patient assessment, lesion features, and how to monitor cancer over time. According to the RECIST 1.1 guideline, lesions of interest (target lesions) are those with the longest diameter (LD) in one dimension $\geq 20$ mm (examples are shown in Figure 2). Lesion dimensions are used to set up a disease baseline for
According to RECIST 1.1, the sum of the longest diameter (LD) for all selected target lesions is the baseline LD. The baseline LD is used as a reference to evaluate the follow-up and treatment response of analyzed cancer. The LD value is then used for patient assessments after the oncological treatment. In particular:

- A patient shows a complete response (CR) to the medical treatment if all identified target lesions (LD sum) disappear at the end-treatment CT imaging.
- A patient shows a partial response (PR) to drug treatment if the target lesions (LD sum) are reduced by at least 30%.
- A patient shows a progressive disease (PD) if the Longest Diameter (LD) sum increases by, at least, 20% of the LD (LD sum, in case of multiple target lesions).
- A patient instead reports stable disease (SD) if no significant increase or decrease is observed on the target lesions.

Table 2. Some statistics of the used clinical dataset. CR: Complete Response; PR: Partial Response; SD: Stable Disease; PD: Progressive Disease.

| Dataset Field Description | Number | %  |
|---------------------------|--------|----|
| Age                       |        |    |
| ≤60                       | 13     | 30 |
| >60                       | 30     | 80 |
| Gender                    |        |    |
| Male                      | 39     | 91 |
| Female                    | 4      | 9  |
| Tobacco Use               |        |    |
| Never                     | 5      | 12 |
| Current                   | 16     | 37 |
| Former                    | 22     | 51 |
| Therapy Line              |        |    |
| 2                         | 38     | 88 |
| ≥3                        | 5      | 12 |
| Primary Tumor Site        |        |    |
| Upper urinary tract       | 4      | 9  |
| Lower urinary tract       | 36     | 84 |
| Both                      | 3      | 7  |
| Metastases Site           |        |    |
| Lymph-nodes only          | 14     | 33 |
| Visceral                  | 29     | 67 |
| Treatment Response        |        |    |
| CR/PR/SD                  | 16 (43 target lesions) | 37 |
| PD                        | 27 (63 target lesions) | 63 |
| Follow-up Median-Months   |        |    |
| CR/PR/SD/PD               | 13.4   | 11.1–15.6 |
| Follow-up Imaging         |        |    |
| CT-scan                   | 41     |    |
| MRI (Magnetic Resonance Imaging) | 2 |  |

The 41 patients included in this work were categorized, according to RECIST 1.1. All the CT RECIST 1.1 compliant lesions have been collected for a total amount of 106 RECIST 1.1 findings. Therefore, each RECIST 1.1 compliant lesion was treated individually even if it belonged to the same patient. These are some statistics of the collected clinical dataset. Furthermore, 30% of the patients were under the age of 60.91% of patients were male, with the remaining 9% female. A total of 33% of subjects had lymph node metastases, while the remaining 67% had various visceral metastatic lesions. Forty-three cases (target lesions) are referred to a complete/partial response or a disease stabilization following immunotherapy treatment (CR/PR/SD: Class 1), while 63 lesions are regarded to the disease progression despite anti-PD-L1 drug treatment (PD: Class 2).
3.5. Data Annotation, Training Procedure, and Evaluation Metrics

Data annotation was carried out by an expert oncologist. In particular, starting from the whole CT scan, the oncologist manually selected, according to RECIST 1.1 recommendation, all the target lesions to characterize the disease.

Nowadays, all CT scanner imaging software allows the automatic selection of a Region Of Interest (ROI), according to certain spatial, dimensional, and/or morphological criteria. After this selection, a $64 \times 64$ bounding box area (ROI) around each selected lesion over 16 consecutive slices is extracted (thus, forming a $16 \times 64 \times 64$ VOI i.e., the Volume of Interest). In order to ensure that the selection manually made by the oncologist includes the whole target lesion to be analyzed, ad-hoc ROI of spatial dimensions include the target lesion in its maximum extension (as it appears in the selected slices) that will be manually applied by the oncologist/physician. If the applied ROI dimension is different from the predetermined input size ($64 \times 64$ in this case), a bi-cubic resizing of the ROI will be applied to bring it to the desired size, i.e., $64 \times 64$. The oncologist will select the lesion in a slice (the one in which there is the maximum extension of the lesion) and the latter will be propagated to all the selected input slices. The needed bi-cubic resizing will be extended to all the processed slices.

Once the VOI has been selected in the first slice, a software tool we have developed will automatically extract the same VOI in the other slices (for a total of 16) in order to characterize the morphological temporal dynamics of the lesion. As mentioned in the previous section, CT data was complemented with 15 additional clinical and hemato-chemical data that are converted into numeric representation and suitably normalized for being processed by the proposed model. These data are included in the LabVector ($i$) input as the index $i$ is used to identify the patient. The temporal depth of processed CT slices (i.e., equal to 16) was identified as the one providing the best trade-off between performance and computational complexity, according to our previous work [34]. We noticed that, depending on the dimension, some RECIST compliant lesions do not appear visible in all 16 CT slices, and, in those cases, we zeroed (input data padding) the slices where the targeted lesion was not visible to keep the input temporal-depth fixed for our deep 3D model. The CT scans (better, VOIs of size $16 \times 64 \times 64$) were properly labelled with reference to the two classes previously identified and described (C1 and C2). However, the selection of the samples in each dataset split was not performed randomly, but, in order to balance suitably, the presence of the patients of the two considered classes (C1 includes patients with some response to immunotherapy, i.e., CR/PR/SD cases, while C2 includes patients with a progressive disease (PD)), and, consequently, to ensure enough variability of the characteristics of the subjects. In particular, the dataset was configured as follows: 76 target lesions...
(28 of Class 1 and 48 of Class 2) were used for training and validation sessions, while the remaining 30 CT target image lesions (15 of Class 1 and 15 of Class 2) were used as a test set. Clearly, in configuring the test-set, we avoided using lesions of patients (although different) used in the training or validation set in order to improve the robustness of the validation process of the proposed pipeline. Unfortunately, immunotherapy treatment is still a relatively new strategy and the mechanisms of its functioning and interaction with the human immune system are not widely known and, as such, patients who do not respond to immunotherapy treatment are many more (currently) than those who respond positively to the ICIs’ stimulation and, therefore, building a dataset perfectly balanced between the two classes, which is not trivial [4–12]. In any case, to improve the validation reliability, we have implemented a cross-validation mechanism through a k-fold. Specifically, we cross-validated our deep model by configuring \( k = 5 \) and reporting the results of this procedure in Table 3 (mean and standard deviation for the main performance indexes). The output of our deep model for each input data (16\( \times \)64\( \times \)64 VOI with additional clinical data) is a (two) class probability vector on which, during training, we compute a negative log-likelihood loss with L2 regularization weighted by a factor \( \lambda = 0.0001 \). The mini-batch gradient descent was performed for minimizing the model loss, using the Adam optimizer, with an initial learning rate of 0.01, and a mini-batch size of 4. For data augmentation, we perform random translation and rotation (with a random degree value) along the spatial axis, consequently increasing the dataset dimension during the training session. Our deep model is implemented by using the Pytorch framework. Experiments were carried out on a server with 2 Intel Xeon E5620 CPU with 4 cores each, 96GB of RAM equipped with a Nvidia Quadro P6000 GPU with 24 Gbytes of video memory. In order to validate the performance of the proposed architecture with respect to other deep learning-based solutions, the following metrics have been used (FP: False Positive, FN: False Negative, TP: True Positive, TN: True Negative).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FN + FP},
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN},
\]

\[
\text{Specificity} = \frac{TN}{TN + FP},
\]

\[
F1 \text{- Score} = \frac{2 \cdot TP}{2 \cdot TP + FN + FP}.
\]

| Model              | Accuracy | Sensitivity | Specificity | F1-Score |
|--------------------|----------|-------------|-------------|----------|
| 2D ResNet-50       | 0.620 ± 0.052 | 0.604 ± 0.0078 | 0.636 ± 0.061 | 0.613 ± 0.058 |
| 3D DenseNet + H    | 0.713 ± 0.047 | 0.711 ± 0.041 | 0.716 ± 0.064 | 0.713 ± 0.043 |
| 3D DenseNet + SepConv + H | 0.733 ± 0.049 | 0.729 ± 0.069 | 0.738 ± 0.047 | 0.731 ± 0.054 |
| 3D DenseNet        | 0.640 ± 0.034 | 0.636 ± 0.034 | 0.644 ± 0.048 | 0.638 ± 0.032 |
| 3D DenseNet + NLB + SepConv | 0.878 ± 0.039 | 0.871 ± 0.054 | 0.884 ± 0.075 | 0.877 ± 0.041 |
| Proposed           | 0.922 ± 0.037 | 0.929 ± 0.053 | 0.916 ± 0.047 | 0.922 ± 0.038 |
| 2D ResNet-101      | 0.829 ± 0.043 | 0.822 ± 0.054 | 0.836 ± 0.061 | 0.828 ± 0.043 |
| 3D DenseNet-201    | 0.856 ± 0.033 | 0.871 ± 0.047 | 0.840 ± 0.055 | 0.858 ± 0.032 |
| 2D VGG-19          | 0.667 ± 0.033 | 0.662 ± 0.069 | 0.671 ± 0.059 | 0.664 ± 0.041 |
| Previous [34]      | 0.861 ± 0.023 | 0.815 ± 0.011 | 0.883 ± 0.048 | 0.810 ± 0.037 |

We considered a “True Positive,” which is the right classification of a patient who has shown a certain response to immunotherapy treatment (complete response (CR), partial (PR), or has a stable...
disease (SD)), and has been previously classified by our pipeline as belonging to class C1. Consequently, we will consider “True Negative,” which is a patient who previously classifies as belonging to class C2 and then correctly following the treatment does not show any response to the immunotherapy drug confirming a progression of the disease (PD). The “False Negative” and “False Positive” values are computed accordingly. The accuracy, sensitivity, specificity, and F1-score are evaluated—on the test-set during k-fold cross-validation so that they are reported as mean and standard deviations. The collected experimental results are discussed in the next section.

4. Results and Discussion

Performance Analysis

In this section, we report the promising performance results of the proposed approach. As mentioned, the used dataset is composed by 41 patients (106 RECIST compliant input image lesions) recruited as part of a clinical trial including, for each patient, informed consent, chest-abdomen CT scan images, and their blood examinations collected before the start of treatment. Each patient was adequately labeled with histological confirmation of mUC. The cross-validation session is used to select the best model setup of the proposed architecture, i.e., when the maximum k-fold cross-validation accuracy is retrieved (3D deep architecture as reported in Figure 1, network layers structured as per Table 1, fixed learning rate of 0.01, and a weight decay of 0.00001, Adam optimization). As introduced, we compared our architecture with such state-of-the-art deep architectures in order to provide performance benchmarks regarding the proposed application. Specifically, in order to evaluate the improvement in terms of performance compared to similar 2D and 3D deep networks, the authors have validated the performance of the used DenseNet backbone having the same architecture of our pipeline (Table 1), but without the inclusion of Self-Attention (Non-Local Blocks) mechanisms and separable convolutions. In addition, the performance of the proposed method has been compared with respect to such classic architectures: ResNet-50, ResNet-101, VGG-19, and 3D extension of the classical DenseNet-201 [43]. Table 3 reports the collected experimental results and comparisons. The implemented 3D DenseNet backbone baseline (3D DenseNet) showed an accuracy of 0.640 ± 0.034 significantly lower than our full pipeline, which shows a higher accuracy equal to 0.922 ± 0.037. Additionally, in terms of sensitivity, specificity, and the F1-score, our architecture is significantly more performed (0.929 ± 0.053, 0.916 ± 0.047, and 0.922 ± 0.038, respectively) than the simple DenseNet backbone, thus, confirming the improvements that can be obtained in particular through the use of self-attention techniques and separable convolutions. Specifically, feature maps that suitably weight the spatiotemporal dependencies of the CT imaging selected target lesion (i.e., the result of non-local blocks application) provide more discriminative features to the FC stack. Moreover, the joint contribution of non-local blocks and separable convolution layers allows us to generate feature maps having an informative content that best characterizes the spatiotemporal dependencies between the CT imaging VOIs and treatment response of the associated patient. As well known, the usage of separable convolutional layers significantly reduces the risk of overfitting [30–34]. During this session, we also investigated the performance impact of the jointed link between hemato-chemical data LabVector (i) with visual features based on CT imaging. We, therefore, performed a testing session using the same proposed architectures but avoiding concatenating the data contained in the LabVector (i) (“3D DenseNet+NLB+SepConv” in Table 3). As hypothesized by the oncologists who followed the trial on which this study is based, there is a close correlation between the anamnesis and hematochemical data, the imaging data, and the patient’s response to immunotherapy treatment even though this correlation is not perfectly known to date. In fact, our tests revealed a considerable reduction in the overall performance of the tested deep networks if, as inputs, we only use CT visual imaging and do not integrate with blood and medical history (LabVector (i)). In more detail, the proposed architecture with visual input but without hemato-chemical data dropped in performance as it showed 0.878 ± 0.039 (Accuracy), 0.871 ± 0.054 (Sensitivity), 0.884 ± 0.075 (Specificity), and 0.877 ± 0.075 (F1-score) significantly lower
with respect to the same proposed pipeline with hemato-chemical data (see Table 3). Therefore, the clinical data included in \textit{LabVector (i)} play a significant role in the discrimination capability of the proposed pipeline so that it is worthy of further study. As reported in Table 3, the accuracy of the classical deep 2D architectures such as ResNet-50, ResNet-101, and VGG-19 is significantly lower than our approach, further confirming the promising performance of the proposed solution. We have compared our implemented pipeline with similar 3D architecture but with more layers (3D DenseNet-201). The performance of our architecture is significantly higher than the compared 3D deep classifier, as reported in Table 3. This confirms that the Self-Attention mechanisms realized through the inclusion of non-local blocks with embedded gaussian setup together with the separable layers allow us to obtain more discriminative and representative feature maps (with respect to a deeper network as the 3D-DenseNet-201) of the correlation with the response to immunotherapy treatment. Evidently, the capability of non-local blocks to embed more precise spatial-temporal correlations in the analyzed CT lesions allows the generation of more discriminative feature maps than those obtained by increasing the convolutional layers in the deep classifier. This makes the proposed system particularly performing in the application herein described. All the networks analyzed for a comparison share the same input setup data. We discriminated some setups only in reference to our pipeline to demonstrate that the DenseNet backbone was necessarily enriched with the Separable Convolutional Layers as well as with hemato-chemical data and non-local blocks. The aim of the work is to analyze the impact of imaging in predicting the response to immunotherapy treatment. We tested our model with blood chemistry data only, obtaining poor performances with accuracy below 50% (in cross validation), clearly confirming that the contribution of imaging is fundamental for the overall performance of the proposed model.

In any case, we remark that the proposed deep architecture aims not only to offer valid medical assistance to the physician but rather to highlight the most predictive visual patterns. In doing this, we have tried to investigate and adopt one of the most promising self-deep features explanatory methods already introduced in the scientific literature. The authors propose the usage of GradCAM introduced by Selvaraju et al., 2017 [40]. The GradCAM approach is intuitively very simple. It uses the gradient with respect to the generated convolutional features as a classification score in order to understand which parts of the input image are most significant for classification. By means of a simple combination between the activation saliency map generated by the GradCAM approach [40] with existing correlated input data, we are able to create a combined discriminative image pattern visualization easily understandable and able to guide the physician in the visual analysis of the imaging areas that have a greater weight in the discrimination/classification of the input dataset. More details are present in Reference [40]. Moving into our application, through GradCAM, we tried to understand which parts of the ROI extracted from the chest-abdomen CT images (containing the target RECIST compliant lesion), which were more significant for our 3D pipeline processing. Therefore, having obtained the corresponding GradCam based gradient-weighted activation maps, we combined them with the ROI of the target lesions extracted from the CT slices. The collected results we obtained are reported in Figure 3 and deserves further study in relation to such heuristically hypotheses made by several oncologists. Specifically, oncologists hypothesized that only certain parts of the RECIST compliant target CT lesions are significant in relation to the estimation of an immunotherapy outcome [34,44]. As evident from Figure 3, for some processed lesions (ROI), the GradCAM analysis highlighted such areas with greater salience (red area) than the others (green area). The salient visual areas of such input ROI-lesion are those that most contribute to the performance of the deep network, i.e., those that are best represented in the feature maps. This seems to confirm the hypothesis of some medical researchers.

The researchers hypothesized that the immune-cytochemical hyper-expression of the PD-L1 protein on tissue tumor sections or on cyto-block (together with the analysis of the Tumor Mutational Burder (TMB)) may be predictive of a positive response to the ICIs’ immunotherapy treatment [45]. This hyper-expression being found in the surface of such tumor cells is hypothesized to be evident.
in the morphology of the lesion of the cells of the primary tumor and likely of those of the related metastases [45]. Therefore, such researchers have hypothesized that only the areas of the lesions in which there is a high concentration of expression of the PD-L1 protein can be significant for the estimation of the response to the immunotherapy treatment [34,44,45]. Translating in our case, we investigated the concrete possibility that such micro-areas of the target lesions visible in the GradCam post-processed CT imaging, are significant for the estimation of the ICIs immunotherapy response of patients suffering from bladder cancer (assuming that the selected neoplastic target lesion shows such parts with great surface expression of the ligant protein PD-L1) [46,47]. From Figure 3, it is evident that, with reference to some target RECIST lesions identified in the chest-abdomen CT slice (Figure 3a), a specific sub-area of these lesions appear more significant (red) than others (green) and, therefore, are shown to have a greater weight in the estimation of the response to the immunotherapy treatment (Figure 3b). We have no scientific evidence that this saliency hyper-caption in the feature maps is related to the presence of cancerous cells with high expression of the PD-L1, but it is, however, significant that the explanation of the feature maps is indicative of a self-weighting of such image areas of a target metastatic lesion. Further investigations are underway on this interesting aspect.

![Figure 3](image-url)

**Figure 3.** (a) RECIST (Response Evaluation Criteria in Solid Tumors) 1.1 compliant CT target lesions. (b) The corresponding Grad-CAM generated saliency maps. (c) A detail of the salient part of the processed RECIST lesion.

5. Conclusions

In this paper, a problem of particular interest in the oncological field is tackled, namely the identification of a non-invasive and robust bio-marker that can assist the oncologists in the discrimination of patients potentially eligible for immunotherapy treatment. To the best of our knowledge, although there are several promising lines of research [4–12], there is no method that shows high accuracy in assessing patients who may undergo immunotherapy treatment from those who may not. However, many of the methods that are being studied are based on the research of the expression of the inhibitor ICIs PD-L1, which, however, is not highly discriminating and requires the invasive biopsy of the primary tumor [48,49]. For these reasons, we have investigated recent and innovative deep architectures in order to learn new patterns able to estimate the response to ICIs’ immunotherapy treatment based on imaging and clinical data of the cancer patient. Specifically, we investigated the problem of finding a non-invasive image-based biomarker for patients with metastatic bladder cancer. The architecture we have implemented and tested learns image-features from chest-abdomen CT imaging of the patients affected by mUC. As confirmed in Reference [44], a novel mechanism of action of ICIs’ treatment with immune and T cell activation leads to unusual patterns of response
on CT imaging. For these reasons, an innovative 3D deep architecture with embedded self-attention mechanism and separable convolutions for hyper-parameters model optimization is implemented and analyzed. The proposed pipeline was tested on a sample of 41 recruited patients (clinical trial) for a total of 106 processed input visual RECIST 1.1. compliant lesions. The outcome of the proposed 3D Deep network is a preliminary estimation of the patients who respond or not to ICIs’ immunotherapy treatment, i.e., preliminary estimation of the patient belongs to Class C1 (i.e., subjects eligible as they have a high chance to show a complete or partial response or at least stabilization of the disease) with respect to patients belonging to Class C2 (patients who will manifest disease progression). As confirmed by experimental results reported in Table 3, the proposed 3D deep architecture shows very promising performance both in terms of accuracy as well as in terms of sensitivity and specificity, confirming that both adopted a self-attention mechanism. Separable convolutions significantly increase the classification ability of the deep model (as confirmed by a benchmark comparison with the baseline and classical backbones). The integration of blood hemato-chemical numerical data has further improved the classification performance of the proposed pipeline. We remark that the achieved promising results need to be confirmed in a bigger scale dataset (currently an extended clinical trial is under development). We are organizing a large-scale multicenter and multivariate clinical study that can validate with greater robustness. The promising results obtained from this contribution allows us to better understand the correlation between the morphological structure of the tumor lesion found in the CT diagnostic examination with the possible response to immunotherapeutic treatment and, therefore, with the iteration with the used drug.

Future works aim to investigate advanced methods for the automatic segmentation of RECIST target lesion in order to relief physicians from the burden to manually identify the lesion to be processed by our approach. Moreover, we are analyzing such methods based on usage of LSTM and Autoencoder-based architectures for modeling temporal dynamics of each pixel of the segmented CT lesion [50,51]. Interesting results have been collected integrating such bio-signals of the patients during the analysis of the visual pattern of the segmented CT lesion [52].

6. Patents

Francesco Rundo, Giuseppe Luigi Banna, Methods and System for Analyzing Skin Lesions, IT Patent Application Number 102016000121060, 29 November 2016—USA Patent Grant Number 10362985, 26 July 2019.
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Author Contributions: Conceptualization, methodology, software, validation, investigation, F.R. Formal analysis, G.L.B. Writing—original draft preparation, F.T. and L.P. Writing—review and editing, S.C. and S.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ferlay, J.; Soerjomataram, I.; Dikshit, R.; Eser, S.; Mathers, C.; Rebelo, M.; Parkin, D.M.; Forman, D.; Bray, F. Cancer incidence and mortality worldwide: Sources, methods and major patterns in Globocan 2012. *Int. J. Cancer* 2015, 136, E359–E386. [CrossRef] [PubMed]
2. Vaidya, A.; Soloway, M.S.; Hawke, C.; Tiguent, R.; Civantos, F. De Novo Muscle Invasive Bladder Cancer: Is There a Change in Trend? *J. Urol.* 2001, 165, 47–50. [CrossRef] [PubMed]
3. De Santis, M.; Bellmunt, J.; Mead, G.; Kerst, J.M.; Leahy, M.; Maroto, P.; Gil, T.; Marreaud, S.; Daguaard, G.; Skoneczna, I.; et al. Randomized Phase II/III Trial Assessing Gemcitabine/Carboplatin and Methotrexate/Carboplatin/Vinblastine in Patients With Advanced Urothelial Cancer Who Are Unfit for Cisplatin-Based Chemotherapy: EORTC Study 30986. *J. Clin. Oncol.* 2012, 30, 191–199. [CrossRef] [PubMed]
4. Seront, E.; Machiels, J.-P. Molecular biology and targeted therapies for urothelial carcinoma. *Cancer Treat. Rev.* 2015, 41, 341–353. [CrossRef] [PubMed]

5. Powles, T.; Durán, I.; van der Heijden, M.S.; Loriot, Y.; Vogelzang, N.J.; De Giorgi, U.; Oudard, S.; Retz, M.M.; Castellano, D.; Bamias, A. Atezolizumab versus chemotherapy in patients with platinum-treated locally advanced or metastatic urothelial carcinoma (IMvigor211): A multicentre, open-label, phase 3 randomised controlled trial. *Lancet* 2018, 391, 748–757. [CrossRef]

6. Bellmunt, J.; De Wit, R.; Vaughn, D.J.; Fradet, Y.; Lee, J.-L.; Fong, L.; Vogelzang, N.J.; Climent, M.A.; Petrylak, D.P.; Choueiri, T.K.; et al. Pembrolizumab as Second-Line Therapy for Advanced Urothelial Carcinoma. *N. Engl. J. Med.* 2017, 376, 1015–1026. [CrossRef]

7. Sternberg, C.N.; Loriot, Y.; James, N.; Choy, E.; Castellano, D.; Lopez-Rios, F.; Banna, G.L.; De Giorgi, U.; Masini, C.; Bamias, A.; et al. Primary Results from SAUL, a Multinational Single-arm Safety Study of Atezolizumab Therapy for Locally Advanced or Metastatic Urothelial or Nonurothelial Carcinoma of the Urinary Tract. *Eur. Urol.* 2019, 76, 73–81. [CrossRef]

8. Balar, A.V.; Galsky, M.D.; E Rosenberg, J.; Powles, T.; Petrylak, D.P.; Bellmunt, J.; Loriot, Y.; Necchi, A.; Hoffman-Censits, J.; Perez-Gracia, J.L.; et al. Atezolizumab as first-line treatment in cisplatin-ineligible patients with locally advanced and metastatic urothelial carcinoma: A single-arm, multicentre, phase 2 trial. *Lancet* 2017, 389, 67–76. [CrossRef]

9. Balar, A.V.; Dreicer, R.; Loriot, Y.; Perez-Gracia, J.L.; Hoffman-Censits, J.H.; Petrylak, D.P.; Van Der Heijden, M.S.; Ding, B.; Shen, X.; Rosenberg, J.E. Atezolizumab (atezo) in first-line cisplatin-ineligible or platinum-treated locally advanced or metastatic urothelial cancer (mUC): Long-term efficacy from phase 2 study IMvigor210. *J. Clin. Oncol.* 2018, 36, 4523. [CrossRef]

10. Balar, A.V.; Castellano, D.; O’Donnell, P.H.; Grivas, P.; Vuky, J.; Powles, T.; Plimack, E.R.; Hahn, N.M.; De Wit, R.; Pang, L.; et al. First-line pembrolizumab in cisplatin-ineligible patients with locally advanced and unrespectable or metastatic urothelial cancer (Keynote-052): A multicentre, single-arm, phase 2 study. *Lancet Oncol.* 2017, 18, 1483–1492. [CrossRef]

11. Vuky, J.; Balar, A.V.; Castellano, D.E.; O’Donnell, P.H.; Grivas, P.; Bellmunt, J. (Joaquim); Powles, T.; Bajorin, D.F.; Hahn, N.M.; De Wit, R.; et al. Updated efficacy and safety of KEYNOTE-052: A single-arm phase 2 study investigating first-line pembrolizumab (pembro) in cisplatin-ineligible advanced urothelial cancer (UC). *J. Clin. Oncol.* 2018, 36, 4524. [CrossRef]

12. Seliger, B.; Bono, P.; Kim, J.W.; Spiliopoulou, P.; Calvo, E.; Pillai, R.N.; Ott, P.A.; De Braud, F.G.; Morse, M.A.; Le, D.T.; et al. Efficacy and safety of nivolumab monotherapy in metastatic urothelial cancer (mUC): Results from the phase II/II CheckMate 032 study. *J. Clin. Oncol.* 2016, 34, 4501. [CrossRef]

13. Massard, C.; Gordon, M.S.; Sharma, S.; Rafii, S.; Wainberg, Z.A.; Luke, J.; Curiel, T.J.; Colon-Otero, G.; Hamid, O.; Sanborn, R.E.; et al. Safety and Efficacy of Durvalumab (MEDI4736), an Anti–Programmed Cell Death Ligand-1 Immune Checkpoint Inhibitor, in Patients With Advanced Urothelial Bladder Cancer. *J. Clin. Oncol.* 2016, 34, 3119–3125. [CrossRef] [PubMed]

14. Apolo, A.B.; Infante, J.R.; Balmanoukian, A.; Patel, M.R.; Wang, D.; Kelly, K.; Mega, A.E.; Britten, C.D.; Ravaud, A.; Mita, A.C.; et al. Avelumab, an Anti–Programmed Death-Ligand 1 Antibody, In Patients With Refractory Metastatic Urothelial Carcinoma: Results From a Multicenter, Phase Ib Study. *J. Clin. Oncol.* 2017, 35, 2117–2124. [CrossRef] [PubMed]

15. Aggen, D.H.; Drake, C.G. Biomarkers for immunotherapy in bladder cancer: A moving target. *J. Immunother. Cancer* 2017, 5, 94. [CrossRef] [PubMed]

16. Paratore, S.; Banna, G.; D’Arrigo, M.; Saita, S.; Iemmolto, R.; Lucenti, L.; Bellia, D.; Lipari, H.; Buscarino, C.I.; Cunsolo, R.; et al. CXCR4 and CXCL12 immunoreactivities differentiate primary non-small-cell lung cancer with or without brain metastases. *Cancer Biomark.* 2012, 10, 79–89. [CrossRef]

17. Rundo, F.; Libertino, S.; Banna, G.L.; Ortis, A.; Stano, F.; Battisti, S. Evaluation of Levenberg–Marquardt neural networks and stacked autoencoders clustering for skin lesion analysis, screening and follow-up. *IET Comput. Vis.* 2018, 12, 957–962. [CrossRef]

18. Addeo, A.; Banna, G.L.; Weiss, G.J. Tumor Mutation Burden—From Hopes to Doubts. *JAMA Oncol.* 2019, 5, 934–935. [CrossRef]

19. Banna, G.; Olivier, T.; Rundo, F.; Malapelle, U.; Fraggetta, F.; Libra, M.; Addeo, A. The Promise of Digital Biopsy for the Prediction of Tumor Molecular Features and Clinical Outcomes Associated with Immunotherapy. *Front. Med.* 2019, 6, 172. [CrossRef]
20. Lambin, P.; Rios-Velazquez, E.; Leijenaar, R.; Carvalho, S.; Van Stiphout, R.G.P.M.; Granton, P.; Zegers, C.M.L.; Gillies, R.; Boellard, R.; Dekker, A.; et al. Radiomics: Extracting more information from medical images using advanced feature analysis. *Eur. J. Cancer* 2012, 48, 441–446. [CrossRef] [PubMed]

21. Wang, X.; Girshick, R.; Gupta, A.; He, K. Non-local Neural Networks. In *Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition*, Salt Lake City, UT, USA, 18–23 June 2018; pp. 7794–7803.

22. Williams, H.; Cattani, L.; Li, W.; Tabassian, M.; Vercauteren, T.; Deprest, J.; D’Hooge, J. 3D Convolutional Neural Network for Segmentation of the Urethra in Volumetric Ultrasound of the Pelvic Floor. In *Proceedings of the 2019 IEEE International Ultrasonics Symposium (IUS)*, Glasgow, UK, 6–9 October 2019; pp. 1473–1476.

23. Moradi, P.; Jamzad, M. Detecting Lung Cancer Lesions in CT Images using 3D Convolutional Neural Networks. In *Proceedings of the 2019 4th International Conference on Pattern Recognition and Image Analysis (IPRIA)*, Tehran, Iran, 6–7 March 2019; pp. 114–118.

24. Wang, G.; Lam, K.-M.; Deng, Z.; Choi, K.-S. Prediction of mortality after radical cystectomy for bladder cancer by machine learning techniques. *Comput. Biol. Med.* 2015, 63, 124–132. [CrossRef] [PubMed]

25. Garapati, S.S.; Hadijiiski, L.M.; Cha, K.H.; Chan, H.-P.; Caoili, E.M.; Cohan, R.H.; Weizer, A.; Alva, A.; Paramagul, C.; Wei, J.; et al. Urinary bladder cancer staging in CT urography using machine learning. *Med. Phys.* 2017, 44, 5814–5823. [CrossRef] [PubMed]

26. Hasnain, Z.; Mason, J.; Gill, K.; Miranda, G.; Gill, I.S.; Kuhn, P.; Newton, P.K. Machine learning models for predicting post-cystectomy recurrence and survival in bladder cancer patients. *PLoS ONE* 2019, 14, e0210976. [CrossRef] [PubMed]

27. Cha, K.H.; Hadijiiski, L.; Samala, R.K.; Chan, H.-P.; Caoili, E.M.; Cohan, R.H. Urinary bladder segmentation in CT urography using deep-learning convolutional neural network and level sets. *Med. Phys.* 2016, 43, 1882–1896. [CrossRef] [PubMed]

28. Gordon, M.; Hadijiiski, L.; Cha, K.; Chan, H.-P.; Samala, R.; Cohan, R.H.; Caoili, E.M. Segmentation of inner and outer bladder wall using deep-learning convolutional neural network in CT urography. In *Medical Imaging 2017: Computer-Aided Diagnosis*, Proceedings of the SPIE Medical Imaging, Orlando, FL, USA, 13–16 February 2017; International Society for Optics and Photonics: Orlando, FL, USA, 2017.

29. Ma, X.; Hadijiiski, L.M.; Wei, J.; Chan, H.-P.; Cohan, R.H.; Caoili, E.M.; Samala, R.K.; Zhou, C.; Lu, Y.; Cha, K.H. 2D and 3D bladder segmentation using U-Net-based deep-learning. In *Medical Imaging 2019: Computer-Aided Diagnosis*, Proceedings of the SPIE Medical Imaging, San Diego, CA, USA, 13 March 2019; International Society for Optics and Photonics: San Diego, CA, USA, 2019.

30. Shkolyar, E.; Jia, X.; Chang, T.C.; Trivedi, D.; Mach, K.E.; Meng, M.Q.-H.; Xing, L.; Liao, J.C. Augmented Bladder Tumor Detection Using Deep Learning. *Eur. Urol.* 2019, 76, 714–718. [CrossRef] [PubMed]

31. Wu, E.; Hadijiiski, L.M.; Samala, R.K.; Chan, H.-P.; Cha, K.H.; Richter, C.; Cohan, R.H.; Caoili, E.M.; Paramagul, C.; Alva, A.; et al. Deep Learning Approach for Assessment of Bladder Cancer Treatment Response. *Tomography* 2019, 5, 201–208. [CrossRef] [PubMed]

32. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. *Commun. ACM* 2017, 60, 84–90. [CrossRef]

33. Cha, K.H.; Hadijiiski, L.M.; Chan, H.-P.; Weizer, A.Z.; Alva, A.; Cohan, R.H.; Caoili, E.M.; Paramagul, C.; Samala, R.K. Bladder Cancer Treatment Response Assessment in CT using Radiomics with Deep-Learning. *Sci. Rep.* 2017, 7, 1–12. [CrossRef]

34. Rundo, F.; Spampinato, C.; Banna, G.; Conoci, S. Advanced Deep Learning Embedded Motion Radiomics Pipeline for Predicting Anti-PD-1/PD-L1 Immunotherapy Response in the Treatment of Bladder Cancer: Preliminary Results. *Electronics* 2019, 8, 1134. [CrossRef]

35. Holzinger, A.; Biemann, C.; Kell, D.; Pattichis, C.S. What do we need to build explainable AI systems for the medical domain? *arXiv* 2017, arXiv:1712.09923.

36. Samek, W.; Montavon, G.; Vedaldi, A.; Hansen, L.K.; Müller, K.R. (Eds.) *Explainable AI: Interpreting, Explaining and Visualizing Deep Learning*; Springer: Berlin/Heidelberg, Germany, 2019.

37. Lee, H.; Yune, S.; Mansouri, M.; Kim, M.; Tajmir, S.H.; Guerrier, C.E.; Ebert, S.A.; Pomerantz, S.R.; Romero, J.M.; Kamalian, S.; et al. An explainable deep-learning algorithm for the detection of acute intracranial haemorrhage from small datasets. *Nat. Biomed. Eng.* 2018, 3, 173–182. [CrossRef]

38. Arrieta, A.B.; Díaz-Rodríguez, N.; Del Ser, J.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; Gil-Lopez, S.; Molina, D.; Benjamins, R.; et al. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. *Inf. Fusion* 2020, 58, 82–115. [CrossRef]
39. Tonekaboni, S.; Joshi, S.; McCradden, M.; Goldenberg, A. What clinicians want: Contextualizing explainable machine learning for clinical end use. *Mach. Learn. Res.* 2019, *106*, 1–21.

40. Selvaraju, R.R.; Cogswell, M.; Das, A.; Vedantam, R.; Parikh, D.; Batra, D. Grad-CAM: Visual Explanations from Deep Networks via Gradient-Based Localization. In Proceedings of the 2017 IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 618–626.

41. Eisenhauer, E.; Therasse, P.; Bogaerts, J.; Schwartz, L.; Sargent, D.; Ford, R.; Dancey, J.; Arbuck, S.; Gwyther, S.; Mooney, M.; et al. New response evaluation criteria in solid tumours: Revised RECIST guideline (version 1.1). *Eur. J. Cancer* 2009, *45*, 228–247. [CrossRef]

42. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, L.; Polosukhin, I. Attention is all you need. In *Advances in Neural Information Processing System, Proceedings of the First 12 Conferences (The MIT Press)*, 21 November 2001; Jordan, M.I., LeCun, Y., Solla, S.A., Eds.; The MIT Press: Cambridge, MA, USA, 2017.

43. Huang, G.; Liu, Z.; Pleiss, G.; Van Der Maaten, L.; Weinberger, K. Convolutional Networks with Dense Connectivity. *IEEE Trans. Pattern Anal. Mach. Intell.* 2019, *1*. [CrossRef] [PubMed]

44. Chen, H.; Cao, P. Deep Learning Based Data Augmentation and Classification for Limited Medical Data Learning. In Proceedings of the 2019 IEEE International Conference on Power, Intelligent Computing and Systems; Institute of Electrical and Electronics Engineers (IEEE), Shenyang, China, 12–14 July 2019.

45. Dromain, C.; Beigelman, C.; Pozzessere, C.; Duran, R.; Digkia, A. Imaging of tumour response to immunotherapy. *Eur. Radiol. Exp.* 2020, *4*, 1–15. [CrossRef] [PubMed]

46. Alsaab, H.O.; Sau, S.; Alzhrani, R.; Tatiparti, K.; Bhise, K.; Kashaw, S.K.; Iyer, A. PD-1 and PD-L1 Checkpoint Signaling Inhibition for Cancer Immunotherapy: Mechanisms, Combinations, and Clinical Outcome. *Front. Pharmacol.* 2017, *8*, 561. [CrossRef] [PubMed]

47. Ding, X.; Chen, Q.; Yang, Z.; Li, J.; Zhan, H.; Lu, N.; Chen, M.; Yang, Y.; Wang, J.; Yang, D. Clinicopathological and prognostic value of PD-L1 in urothelial carcinoma: A meta-analysis. *Cancer Manag. Res.* 2019, *11*, 4171–4184. [CrossRef]

48. Zhou, T.C.; Sankin, A.I.; Porcelli, S.A.; Perlin, D.S.; Schoenberg, M.P.; Zang, X. A review of the PD-1/PD-L1 checkpoint in bladder cancer: From mediator of immune escape to target for treatment 1 1MPS is an investor in and consultant for Urogen. SAP is consultant and advisor for Vaccinex. The remaining authors have nothing to disclose. *Urol. Oncol. Semin. Orig. Investig.* 2017, *35*, 14–20. [CrossRef]

49. Spencer, K.R.; Wang, J.; Silk, A.W.; Ganesan, S.; Kaufman, H.L.; Mehnert, J.M. Biomarkers for Immunotherapy: Current Developments and Challenges. *Am. Soc. Clin. Oncol. Educ. Book* 2016, *36*, e493–e503. [CrossRef]

50. Rundo, F.; Trenta, F.; Di Stallo, A.L.; Battiato, S. Advanced Markov-Based Machine Learning Framework for Making Adaptive Trading System. *Computation* 2019, *7*, 4. [CrossRef]

51. Rundo, F.; Trenta, F.; Di Stallo, A.L.; Battiato, S. Grid Trading System Robot (GTSbot): A Novel Mathematical Algorithm for trading FX Market. *Appl. Sci.* 2019, *9*, 1796. [CrossRef]

52. Rundo, F.; Petralia, S.; Fallica, G.; Libertino, S. *Lecture Notes in Electrical Engineering*; Springer: Berlin/Heidelberg, Germany, 2019; Volume 539, pp. 473–480.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).