Examining Yam Production in Response to Climate Change in Nigeria: A Co-Integration Model Approach
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Abstract: This study addressed yam production in response to climate change in Cross River State using a co-integration model approach. The specific objectives of this paper are to analyze the trend in yam production, annual precipitation, and annual temperature, and to analyze the impact of climate variables on yam production. Time-series data from 1996 to 2017 was used. Based on the analysis, which constituted a linear trend analysis, co-integration test, and error correction model, the study came up with robust findings. The linear trend analysis for yam production revealed a steady increase in output between the years 2005 and 2016. The result of the rainfall trend analysis showed the presence of rainfall variability and irregularity. The trend line for temperature showed an overall downward trend for the period under study. However, the Error Correction Model result showed that temperature was statistically significant and negatively impacted yam production. The study recommends that policymakers should take appropriate steps to encourage the development of pest- and disease-tolerant yam varieties because an increase in temperature leads to the proliferation of insects, pests, and diseases.
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1. Introduction

Agriculture is one of the sectors that are climate-sensitive in Nigeria. This is because agricultural production is mostly rain-fed. Cultivation is mainly dependent on rainfall, and therefore, any change in climate will impact production directly and also affect other socio-economic activities in the country (Egbe et al. 2014; Elijah Samuel and Samuel 2018). Impacts are measured in terms of the effect on crop growth, availability of soil water, soil erosion, incidence of pest and disease, sea-level rise, and decrease in soil fertility (Dinar et al. 2008; Thomas-Hope 2017), all of which impact the wellbeing of rural communities. Though the threat of a changing climate is universal, agricultural production activities are usually more susceptible than other sectors (Mbanasor et al. 2015).

Consequently, this study seeks to address the impact of climate change on yam production, which is a staple food in Cross River State, Nigeria. According to literature, there have been studies on effects of climate change on agriculture in Nigeria using secondary time series data at state and national level (Agwu et al. 2012; Enete 2014; Akinbobola et al. 2015; Nwaobiala and Nottidge 2015; Mbanasor et al. 2015; Elijah Samuel and Samuel 2018). Nevertheless, very few of these studies used time-series data to determine the stationarity properties, which is a prerequisite for the estimation of time-series data that is more than 20 years (Sarker et al. 2012; Eregha et al. 2014; Verter and Bečvářová 2015). For
this reason, the high R-squared values estimated by these studies may be considered to be a spurious regression resulting in a biased estimate. Additionally, these studies did not address the problem of autocorrelation and heteroscedasticity (Tesso et al. 2012; Sarker et al. 2012; Mbanasor et al. 2015). Moreover, the impact of climate change is crop and location-specific, so it is essential to research a specific crop in a particular location (Sarker et al. 2012). Hence, this research focused on yam crop in Cross River State using time series data.

Subsequently, this present research attempts to fill this gap created in the literature. As a prerequisite for the estimation of time series data, a unit root test was carried out using the Augmented Dickey–Fuller (ADF) test to examine each of the study variables to detect the presence of a unit root (i.e., an indication of stationarity for each variable). This estimate is carried out in this study to ensure that the results obtained are not spurious. However, the overall estimation was in the following order: the unit root test, Johansen’s co-integration test, trace test, the Error Correction Model test, and finally, the post-regression test.

Therefore, the objectives of this study are to analyze the trend in yam production, annual precipitation, and annual temperature, and to investigate the impact of climate variables on yam output.

2. Materials and Methods

2.1. The Study Area

The study was undertaken in Cross River State, Nigeria. Cross River State belongs to the south-south geopolitical zone in Nigeria and is an outstanding food crop-producing state in the country. It is situated between latitudes 5°32’ N and 4°27’ N and longitudes 7°50’ and 9°28’ E. The state lies within the tropics and shares borders with the Cameroon Republic in the East, Benue state in the North, Enugu and Abia States in the West and Akwa-Ibom state in the south. Situated in the Niger Delta region of Nigeria, the state covers an area of 20,156 square kilometers with a population of 3.7 million and a population density of 190 inhabitants per square kilometer (National Population Commission NPC).

Two distinct seasons are experienced in the state: Wet season and dry season. The wet season starts in February/March and continues till October/November, while the dry season begins in November/December and continues till January/February. The mean annual rainfall from 1300 to 3000 mm prevails over the state, and this varies from place to place. The highest temperature is recorded between February and March and does not exceed 37 °C and the lowest between May and October and does not go below 15 °C and also varies from place to place. The vegetation of the state comprises four different features, which range from Mangrove Swamp (wetland), through the rainforest, to derived savannah and finally montane parkland (Angba et al. 2018).

Moreover, the two significant soil types found in the area are the deep laterite fertile soil and dark clayey basalt soil. The weather conditions and the full range of vegetation types give the farmers in Cross River State advantage in the cultivation of oil palm, cocoa, cassava, yams, plantain, rice, maize, sweet potatoes, and a wide range of vegetables including waterleaf, tefera, amaranthus spp, okra, pepper, etc.

Historically, the people of Cross River state have been Christians, and the principal occupation here is farming, trading, and teaching. Cross River State indigenes are also engaged in fishing and poultry farming. The map of the study area is shown in Figure 1.
Figure 1. Map of Cross River State showing the 18 Local Government Areas. Source: Geospatial Analysis Mapping and Environmental Research Solutions (2018).

2.2. Data Collection

Data required for this study was generated from a secondary source. Secondary data on the composition of annual yam output, annual temperature, and annual rainfall were gathered from government statistical bulletin, Central Bank of Nigeria and Nigeria Meteorological Agency between 1996 and 2017 (period under study). There was a challenge in collecting secondary data over a long period in Cross River State. Hence, these were the data available in the state’s database.
2.3. Data Analysis and Model Specification

2.3.1. Production Function Model Specification:

In its most standard form for production of a single commodity that has two factors, the function is specified thus:

$$Y = f(X_1, X_2)$$

where

- $Y = \text{output of yam (kg)}$
- $f = \text{functional form}$
- $X_1 = \text{rainfall (mm)}$
- $X_2 = \text{temperature (°C)}$

However, data will be analyzed using the Cobb–Douglas production function and the model is specified thus:

$$Y = AR^a + T^\beta$$

where $A$, $a$ and $\beta$ are positive parameters where $a > 0$, $\beta > 0$.

The log form is specified as:

$$\log Y = \beta_0 + \beta_1 \log (R) + \beta_2 \log (T) + e$$

where:

- $Y = \text{output of yam (tonnes)}$
- $R = \text{rainfall (mm)}$
- $T = \text{temperature (°C)}$
- $\beta = \text{coefficients to be estimated}$
- $e = \text{stochastic variable}$

Therefore, the statistical tool that will be used to analyze the data collected for yam output, area harvested, rainfall, and temperature, is the multiple regression. This is so because multiple regression allows one to observe the relationship between multiple exogenous variables and a dependent variable. This relationship observed allows the researcher to predict why the outcome is what it is.

The formula for multiple regression is, however, given as:

$$Y = a + b_1 X_1 + b_2 X_2 + b_3 X_3 + U$$

where

- $Y = \text{the dependent variable (output of yam)}$
- $a = \text{intercept of } Y \text{ (constant)}$
- $b = \text{slope or coefficient of } X$
- $X_1 = \text{rainfall (in mm)}$
- $X_2 = \text{temperature (in °C)}$
- $U = \text{error term}$

2.3.2. Unit Root Test

The first step in the analysis of co-integration is to investigate the stationarity of the time series involved. This step involves testing the order of integration of the individual series under consideration. The augmented Dickey–Fuller test, relies on rejecting a null hypothesis of a unit root (if the series are non-stationary) in favor of the alternative hypothesis.
2.3.3. The Co-Integration Test

In a regression model that involves non-stationary variables, spuriousness can only be avoided by establishing a stable co-integration relationship between the variables. The concept of co-integration states that if there is a long-run relationship between two variables, then the deviation from the long-run equilibrium path should be bounded. If this is the case, then the variables are co-integrated (Sarker et al. 2012).

This study will adopt Engle and Granger two-step procedure approach. According to the procedure, if two or more time-series $X_1$ and $Y_1$ co-integrate, a linear combination of them must be stationary, i.e., $Y_1 = U_t$, where $U_t$ is stationary.

2.3.4. Error Correction Model

If there is a prove that co-integration exists, then the construction of an error correction mechanism to model dynamic relationships will be required, which is the third step. The error correction model aims to show the speed of adjustment from the short-run equilibrium to the long-run equilibrium state. The higher the co-efficient of the parameter, the greater the rate of alteration of the model from the short-run to the long-run.

2.3.5. Multivariate Model Specification

The multivariate regression analysis model is specified thus:

$$\ln Q = \beta_0 + \beta_1 \ln X_1 + \beta_2 \ln X_2 + u$$

(5)

where:

$\beta$ = regression coefficient
$Q$ = output of yam
$X_1$ = mean annual temperature (degree centigrade)
$X_2$ = mean annual rainfall (millimeter)
$U$ = random error term

The co-integration model for the study is specified thus:

$$Y_t = f(X_1, X_2)$$

(6)

Estimating Equation (1) in an estimate form,

$$Y_t = a_0 + a_1 X_1 + a_2 X_2$$

(7)

The model is specified in log-linear form as:

$$\log (Y_t) = a_0 + a_1 \log X_1 + a_2 \log X_2 + U_t$$

(8)

where:

$Y_t$ = output of yam
$X_1$ = annual temperature (°C)
$X_2$ = annual rainfall (mm)
$U_t$ = stochastic error term
3. Results and Discussion

3.1. Trend Analysis of Yam Output and Climate Variables

3.1.1. The Trend of Yam Production

Figure 2 below illustrates the trend analysis of yam production for the period under study (1996–2016). The trend analysis shows an upward trend in yam production for the entire period. Nevertheless, low output in yam was observed between 1996 and 2004. This low output of yam found during this time may have been due to the decline in the total labor force in agriculture from 59% in the 1981–1995 period to 45% in the 1996–2000 period (Nwaobiala and Nottidge 2015).

However, the trend analysis reveals that there has been a steady increase in the output of yam between the years 2005 and 2016 in the study area, as shown in Figure 2. These persistently higher rates in yam output may be a result of the structural adjustment programme (SAP) in Nigeria, which was introduced into the system around 1986. Furthermore, this increase was perhaps achieved through the capital expenditure towards agriculture that had a higher growth rate than the growth rates found in other sectors of the economy in Nigeria (Ayinde et al. 2011; Nwaobiala and Nottidge 2015). More so, during the period under study, the maximum output was 5325.65 tonnes/ha in the year 2017, whereas the minimum was 1256.00 tonnes/ha in the year 2007. The mean output of yam was calculated to be 2689.90 tonnes/ha. The findings of this analysis correspond with those of Verter and Bečvářová (2015) who worked on the analysis of yam production in Nigeria. The study reported that the output of yam in Nigeria was in an upward trend from 1994 to 2012.

Besides, the coefficient of variation (CV), also called relative variability, which is simply the measure of the dispersion of the variable was determined. The CV was estimated to be 54.43%. This implies a high variability in the rate of yam output for the period under study. Moreover, the R squared in the trend analysis is 0.8809, which indicates that the trendline fits about 88% of data values.

From the findings of the study, one potential impact of higher yam output in the future might be food waste, which entails high societal costs (Cerciello et al. 2019).
3.1.2. The Trend of Annual Rainfall

The figure below (Figure 3), reveals the existence of rainfall variability and irregularity in the study area in an unstable movement. The minimum yearly rainfall was 269.40 mm and experienced in the year 2004, while the maximum annual rainfall was 488.60 mm experienced in the year 2012 during the period under study. The mean rainfall for the study period was estimated to be 373.61 mm. However, the coefficient of variation was calculated to be 55.11%, which implies high variability in the rain in the study area. This fluctuation in rainfall confirms the changes in weather patterns over time. Further, the R-squared of 0.2824 in the analysis means that the trendline fits about 28% of the data values.

3.1.3. The Trend of Annual Temperature

The trend in annual temperature is shown in Figure 4 below. The trend line shows a general downward trend in movement. A decline in yearly temperature was observed from 1996 to 2005, and then a sharp increase between the years 2006 and 2008. It, however, continues to decline from 2008 to 2017 in an unsteady movement. During the period under study, the minimum annual temperature was recorded to be 26.3 °C in the year 2015, while the maximum yearly temperature was recorded to be 28.9 °C in the year 1996. The mean temperature for the period under study was estimated to be 27.4 °C.
Moreover, the relative variability was calculated to be 24.1%. This implies that variation in temperature for the period under study was not high. The R-squared is estimated to be 0.8571, which is an indication that the trend line fits about 85% of the data values.

3.2. Theoretical Overview and Evaluation of the Climate Change Variables on Yam Production

Looking further, the yields of root and tuber crops, including yam, which is presently on the decline, are predicted to increase in Nigeria towards 2050. As a result of the increase, exports are projected to grow, indicating a projected food surplus for the country (Jalloh et al. 2013). Moreover, impacts of climate change will vary according to location, soil type, crop, and other local factors. Consequently, it is essential to conduct enterprise-specific analysis (Ater and Aye 2012; Sarker et al. 2012). In a review by Knox et al. (2012), it was indicated that for yams, there were too few studies to comment on if there has been any significant impact of climate change on the yield in West Africa. As a result, part of this section attempts to analyze the effects of climate change on yam production in Cross River State.

3.2.1. Stationarity and Non-Stationarity of Time Series

Time series data is made up of observations, which are considered as an understanding of random variables that can be defined by some stochastic processes (Moreira Campos da Cunha Amarante et al. 2018). However, the notion of stationarity is associated with the properties of these stochastic processes. Following Zhang et al. (2019), this study will adopt the concept of weak stationarity. This concept implies that the data series is assumed to be stationary if the properties, such as means, variances, covariances, and autocorrelation of the series, are independent of time (i.e., constant over time), rather than the whole distribution. On the other hand, non-stationarity in a time series arises when the properties, such as the means, or variances, or both, are not constant over time. The most important source of the non-stationarity in time series originates from sources of the unit root (Zhang et al. 2019).
3.2.2. Unit Root (Stationarity) Test

Applying the Johansen’s co-integration technique involves some preliminary testing of the time series to ensure the time series variables are integrated in order one, that is to say, testing for the presence of unit root. Given that time series data are susceptible to spurious regression outcomes, it is crucial to carry out a unit root test before estimating the econometric model (Verter and Bečvářová 2015). In other words, the time series analysis starts by carrying out a unit root test to determine the stationarity or non-stationarity of the variables and to ascertain the suitability of the model specification. Accordingly, the Augmented Dickey–Fuller (ADF) tests were employed to check if each of the variables possesses unit root (that is, to check the stationarity of the data series).

The ADF equation is provided as follows:

\[ \Delta Y_t = \delta Y_{t-1} + \epsilon_t \]  

where \( \Delta = \) the first difference operator, \( \delta = (\phi - 1) \) and \( \epsilon_t \) denotes a serially uncorrected white noise error term with an average of zero and a constant variance.

The ADF test reduces autocorrelation in the error term because it includes the first difference in lags such that the error term is disseminated as white noise (Eregha et al. 2014). The result of the ADF-test is presented in Table 1. It reveals that all the variables are integrated of order one [I(1)] at level, indicating non-stationarity (presence of unit root) of the time series data. In this circumstance, where the time-series variables under consideration are non-stationary, it, therefore, implies that the result that will be produced by the regression using these variables will be a spurious regression result, except their linear combination provides a stationary residual (Tesso et al. 2012; Zhang et al. 2019).

| Variables     | ADF Statistics | p-Value | Order of Integration | ADF Statistics | p-Value | Order of Integration | Decision          |
|---------------|----------------|---------|----------------------|----------------|---------|----------------------|------------------|
| Yam output    | -2.262092      | 0.4335  | I(1)                 | -2.576955      | 0.2927  | I(1)                 | Non-stationary    |
| Rainfall      | -3.526359      | 0.0623  | I(1)                 | -4.725198      | 0.0069 ***| I(0)                 | Stationary        |
| Temperature   | -3.000357      | 0.1550  | I(1)                 | -4.583192      | 0.0091 ***| I(0)                 | Stationary        |

Source: Author’s computations from data obtained from CBN, NPAFS and FMW&WR; Note that *** indicates rejection of the null hypothesis (presence of a unit root) at 5% level of significance.

Moreover, since most of the variables follow order one [I(1)] process (that is, are integrated at the same order), the next stage is to test if there exists a long-run relationship (co-integration) among the variables. Nevertheless, the variables of integrated order one [I(1)] need to undergo first difference before an estimation can be carried out (Sarker et al. 2012; Moreira Campos da Cunha Amarante et al. 2018). However, the study variables became stationary after the first difference exception of the output of yam, which is confirmed by the ADF-test statistics in Table 1. Since the weather series are integrated in the same order, the co-integration technique was employed to ascertain if a stationary long-run relationship exists between the time series. Consequently, the stationarity of the linear combination of the variables in integration order one [I(1)] was tested, and the outcome is presented in the next sub-section using Johansen’s multivariate approach.

3.2.3. Co-Integration Test (Long Term Co-Integrating Relationship)

In a situation of non-stationary time-series, co-integration offers suitable statistical procedures to examine the presence of an economically significant long-term relationship between climate variables (Tesso et al. 2012). Thus, the weather series for stationarity in levels and first difference is tested. In time series econometrics, climate variable that is integrated of order one is represented by \( C_t \sim \text{I} (1) \) and climate variable that is integrated in order zero is denoted by \( \Delta C_t \sim \text{I} (0) \). In a case where time series are discovered to be non-stationary at levels, but stationary in first difference, co-integration procedures
will probably be implemented (Natanelov et al. 2013). After completion of the unit root test on the time series, and with the assumption that the time series are integrated in the same order, a multivariate Johansen test was conducted on all the variables to investigate co-integration.

3.2.4. Johansen Co-Integration Test Result

The results of the trace statistics from the Johansen co-integration test are shown in Table 2, which suggests a strong rejection of the null hypothesis. The results imply that the hypothesis of no co-integration among the variables can be rejected for the model used. The results further revealed that two co-integrating vectors exist among the study variables in the model. Hence, the rejection of the hypothesis of no co-integrating relationship among the variables under investigation. The result, however, infers that there exists a co-integrating long-run relationship among the time series at 0.05% level of significance. Nevertheless, the trace test indicated that the hypothesis of one co-integrating equation could not be rejected.

Table 2. Unrestricted Cointegration Rank Test (Trace).

| Hypothesized No. of CE(s) | Eigenvalue | Trace Statistic | 0.05 Critical Value | Prob. |
|---------------------------|------------|-----------------|---------------------|-------|
| None *                    | 0.749      | 56.98           | 47.856              | 0.005 |
| At most 1 *               | 0.562      | 30.72           | 29.797              | 0.039 |
| At most 2                 | 0.444      | 15.04           | 15.495              | 0.068 |
| At most 3 *               | 0.184      | 3.881           | 3.841               | 0.048 |

Source: Author’s estimation. Trace test indicates two cointegrating equations at the 0.05 level. * denotes rejection of the hypothesis at the 0.05% level. Note that None $(r \leq 0)$, At most 1 $(r \leq 1)$, At most 2 $(r \leq 2)$, At most 3 $(r \leq 3)$.

As soon as co-integration between time series is recognized, it is crucial to investigate the causality of each co-integrating pair. The causality from the estimated Johansen Vector Error Correction Model (VECM) is evaluated via a likelihood ratio (LR) test by using a restricted disequilibrium error term (Natanelov et al. 2013; Zhang et al. 2019).

Given the presence of long-term relationships recognized among the study variables, the analysis, therefore, undertook an error correction model (ECM) estimation approach. Consequently, the outcome of the ECM is made known in the following sub-section.

In view of the presence of long-term relationships recognized among the study variables, the analysis, therefore, undertook an error correction model (ECM) estimation approach. Consequently, the outcome of the ECM is made known in the following sub-section.

Alternatively, the long run co-integrating relationship was tested using the Engle and Granger technique. The results are shown in Table 3 below. It reveals that the R-squared value of 0.981 (98%) is exceptionally high. Still, the Durbin–Watson statistics are low (1.188), implying that using variables with an ordinary level regression (OLS) will lead to spuriousness.

Table 3. Long run relationship (OLS regression).

| Variable                  | Coefficient | Std. Error | t-Statistics | Prob.  |
|---------------------------|-------------|------------|--------------|--------|
| C                         | 14.428      | 3.553      | 4.060        | 0.000  |
| LOG(AVRAINFALL)           | 0.150       | 0.149      | 1.010        | 0.326  |
| LOG(AVTEMP)               | −3.420      | 0.991      | −3.452       | 0.003  |
| R-Squared                 | 0.981       | Mean dependent variable | 7.730  |
| Adjusted R-Squared        | 0.979       | S.D. dependent variable | 0.550  |
| SE of Regression          | 0.080       | Akaiaie info criterion | −2.047 |
| Sum Squared Residual      | 0.116       | Schwarz criterion | −1.848 |
| Log-Likelihood            | 26.512      | Hannan–Quinn criterion | −1.999 |
| F-Statistic               | 323.743     | Durbin–Watson statistic | 1.188  |
| Prob(F-Statistic)         | 0.000       |            |              |        |

Source: Author’s estimation.
Furthermore, in examining the residual, which is the Error Correction Model (ECM), the ADF was used to perform unit root on ECM. The result of the test is shown in Table 4 below. The outcome revealed that since the ADF test statistics of $-3.37$ is significant at 1% level of significance, the null hypothesis of the presence of unit root in ECM was rejected. It, therefore, means that a linear combination of the three non-stationary series is stationary. In other words, the variables are co-integrated. Thus, the study proceeds to the error correction model.

| Variable          | Coefficient | Std. Error | t-Statistic | Prob.  |
|-------------------|-------------|------------|-------------|--------|
| ECM(−1)           | −0.779      | 0.231      | −3.372      | 0.003  |
| D(ECM(−1))        | 0.353       | 0.204      | 1.729       | 0.100  |
| R-Squared         | 0.386       | Mean dependent variable | 0.003 |
| Adjusted R-Squared| 0.352       | S.D. dependent variable | 0.079 |
| SE of Regression  | 0.063       | Akaike info criterion | −2.572 |
| Sum Squared Residual | 0.073     | Schwarz criterion | −2.472 |
| Log-Likelihood    | 27.72       | Hannan–Quinn criterion | −2.552 |

Source: Author’s estimation.

3.2.5. The Outcome from the Error Correction Model

By employing the lag length of three as determined by the information criteria, Table 5 below presents the error correction model result (parsimonious model).

| Variable          | Coefficient | Std. Error | t-Statistic | Prob.  |
|-------------------|-------------|------------|-------------|--------|
| C                 | 0.012       | 0.023      | 0.552       | 0.588  |
| DLOG(AVRAINFALL)  | 0.119       | 0.104      | 1.140       | 0.271  |
| DLOG(AVTMP)       | −2.875      | 1.159      | −2.479      | 0.026  **|
| ECM(−1)           | −0.477      | 0.269      | −1.771466   | 0.0955 *|
| R-Squared         | 0.405       | Mean dependent variable | 0.064 |
| Adjusted R-Squared| 0.256       | S.D. dependent variable | 0.085 |
| SE of Regression  | 0.073       | Akaike info criterion | −2.181 |
| Sum Squared Residual | 0.086     | Schwarz criterion | −1.933 |
| Log-Likelihood    | 27.909      | Hannan–Quinn criterion | −2.128 |
| F-Statistic       | 2.718       | Durbin–Watson statistics | 1.287 |
| Prob(F-Statistic) | 0.067       |             |             |        |

Source: Author’s computation (Note that ** and * indicate that the test statistics are significant at 5% and 10% respectively).

The error correction model results presented in Table 5 specify that the model is devoid of any critical econometric hitches. This is so because the Durbin–Watson value of 1.186 indicated the unit root test statistically addressed the existence of positive autocorrelation. Therefore, the Durbin–Watson statistics show the nonappearance of serial correction. The F-statistics value of 2.718, however, conceded the significant test. Simply put, the value of F-statistics suggests that there exists a considerable congruence between each of the climate change variables in the model as the dependent variable and the independent variables are placed together. This implies that the model was statistically fitted at 1% level of probability, which confirms the general explanatory power of the model.

Furthermore, the value of the coefficient of determination of the model clearly showed the goodness of fit. The explanatory variables explained 40% of the variation in output of yam, which was used as the dependent variable in the model. In other words, the R-squared value of 0.404 implied that 40% of the total variation in yam production (dependent variable) was explained by the climate variables (independent variables) included in the model. Thus, the results of the error correction model analysis are reliable and can be used to draw inferences.
Specifically, it can be deduced from the ECM result in line with the theory that climate variables, such as temperature, played a significant role in yam production in the study area. Rainfall was seen to have a positive coefficient but was not statistically significant. The temperature, on the other hand, had a negative impact on yam production in the study area. This implies that a rise in the amount of temperature could result in a decline in yam output in Cross River State. The coefficient \((-2.8747)\) was statistically significant at a 5% probability level, meaning that a 1% increase in temperature will lead to a 28% decrease in yam production. This is true because an increase in temperature encourages the proliferation of pests and diseases, which could be a threat to yam production and yield at the growth and developmental stages. This finding corresponds with the a priori expectation since the temperature has shown a downward trend. In contrast, yam output showed an upward trend during the period under study, implying that as temperature decreases, the quantity of yam produced increases. Hence, the lower the temperature, the higher the quantity of yam produced and vice versa.

However, the Error Correction Model (ECM-1), which signifies the long-run adjustment of the model after disequilibrium, was seen to be statistically significant. The coefficient \((-0.477128)\) of this term specified that, annually, about 48% of the deviation from the equilibrium was adjusted back to stability. In other words, the result from the ECM implies that about 48% of the variation of yam production from its long-run value is corrected. This outcome demonstrates the presence of a strong co-integration, which, in turn, indicates that there is a long-run equilibrium relationship between the study variables.

From previous studies, the assessment of the impact of climate change on China’s rice production was done using the Cobb–Douglas function by Wang et al. (2018). They utilized the daily weather information over the whole growing season for the period 1979–2011. They reported that the minimum temperatures (Tmin), maximum temperatures (Tmax), temperature difference (TD), and precipitation (RP) are the four significant climatic factors that affect rice production in China. They added that except for maximum temperatures, all the factors have positive effects. Similarly, another study was carried out by Samuel et al. (2017) in southwest Nigeria on the impacts of climate variability on agricultural productivity of smallholder farmers. The study discovered that crop yield had reduced tremendously as a result of erratic rainfall, an increase in the number of hours of sunshine, a rise in temperature and pest outbreak.

This finding implies that as the temperature continues to increase over time, it may lead to a decrease in yam production in Cross River State.

3.2.6. Post Regression Test

A post-estimation of the model was carried out, and the result is presented in Table 6 below. The post-regression analysis shows that the model employed is well specified. In the course of estimation, the Durbin–Watson statistic was used to detect the presence of autocorrelation in the model. Any Durbin–Watson statistic outside the range of 1.5–2.5 indicates the presence of autocorrelation (Agwu et al. 2012). Therefore, the Durbin–Watson statistics were estimated to be 1.762265, meaning that there is no autocorrelation detected in the sample. Moreover, the sum squared residual, also known as the residual sum of square, is small (0.045143). This, however, has fulfilled the least square principle that states that the coefficient of sum squared residual is selected such that this value is as small as possible (Moreira Campos da Cunha Amarante et al. 2018).
Table 6. Post regression test result.

| Variable       | Coefficient | Std. Error | t-Statistic | Prob.   |
|----------------|-------------|------------|-------------|---------|
| $C$            | 0.018701    | 0.019414   | 0.963238    | 0.3518  |
| DLOG(AVRAINFALL) | −0.034880  | 0.081811   | −0.426342   | 0.6763  |
| DLOG(AVTEMP)   | 0.118822    | 0.900055   | 0.132016    | 0.8968  |
| ECM(−1)        | −1.274533   | 0.451685   | −2.821732   | 0.0136  |
| RESID(−1)      | 1.673803    | 0.482709   | 3.467521    | 0.0038  |
| RESID(−2)      | 0.387120    | 0.312556   | 1.238562    | 0.2359  |
| R-squared      | 0.476140    | 0.065641   |             |         |
| Adjusted R-squared | 0.251629  | 0.065641   |             |         |
| SE of Regression | 0.056785   | 0.065641   | −2.637900   |         |
| Sum Squared Residual | 0.045143  | 0.065641   | −2.289726   |         |
| Log-Likelihood | 34.69795   | 0.065641   | −2.562337   |         |
| F-Statistic    | 2.120784    | 0.065641   | 1.762265    |         |
| Prob(F-Statistic) | 0.115641  | 0.065641   |             |         |

Source: Author’s computation.

4. Summary and Conclusions

The findings produced by the research objective one was in two aspects. The first aspect revealed the trend analysis for yam production, annual precipitation, and annual temperature for the period under study. Using the linear trend model, the outcome for yam production revealed an R-squared of 88%. It further showed that there was a steady increase in yam quantity produced between the years 2005 and 2016. The yam production forecast predicts that there will be a sustained increase in yam output for the next 20 years in the study area. This constant higher rates in yam quantity produced may be due to the Structural Adjustment Programme (SAP) in Nigeria, which was introduced into the system around 1986, and some other agricultural policies put in place by the Nigerian government to support agriculture. Concerning the trend in annual precipitation, the outcome of the trend analysis shows the presence of rainfall variability and irregularity in the study area from the unstable movement in trend direction. The R-squared was estimated to be 28%. The annual rainfall was predicted to be on the increase in the next 20 years. As for the trend in annual temperature, the trend analysis estimated the R-squared to be 85%. The trend line showed an overall downward trend in movement, indicating a decline in yearly temperature for the period under study. The annual temperature was forecasted to decrease over the next 20 years continually. In conclusion, the study revealed that for the period under review, an increase in precipitation increased the quantity of yam produced. In contrast, a decrease in temperature increased yam output.

Furthermore, the second aspect of this objective was concerned with the evidence of climate change variables on yam production in Cross River State using the co-integration model. Time series analysis starts by carrying out a unit root test to determine the stationarity or non-stationarity of the variables. The result of the ADF-test carried out showed that all the variables were integrated of order one [I(1)] at level, signifying the presence of unit root in the time series data. For this reason, a test for the presence of a long-run relationship (co-integration) among the variables was done. The outcome of the analysis suggested that there is the presence of co-integrating long-run relationship among the time series at 0.05% level of significance. It revealed a very high R-squared value of 98% and a low Durbin–Watson statistic (1.188), implying that using the variables with an ordinary level regression (OLS) will lead to spuriousness. Therefore, the Error Correction Model (ECM) was employed. The ECM result is in harmony with the literature that climate variables, such as temperature, played a significant role in agricultural production. Rainfall was seen to have a positive coefficient but was not statistically significant. Temperature, on the other hand, was statistically significant and had a negative impact on yam production in the study area.
5. Recommendations

Based on the findings, the research offers the following recommendations:

- Given the observed adverse effect of temperature on yam production, policymakers need to create an enabling environment for independent researchers as well as institutes to develop pest- and disease-tolerant yam varieties.
- The agricultural policy to support farmers in Nigeria to concentrate more on the bottom-top participatory approach so that the existing and the developing adaptation practices and technologies could be focused at the farm level since the impact of climate change is crop and location-specific.
- The government should take appropriate steps to provide an effective weather forecast system that can facilitate the extension of weather information to local farmers to help them know when to expect temperature increase and thus take necessary adaptation action.

6. Limitations of the Study

The study focused on the trends of yam production, precipitation, and rainfall, and also the impact of these climate variables on yam output. No measure was used to take into account labor productivity, capital availability, and production technology, which are factors that may have a role in explaining yam production. Further research should be considered in this direction. Moreover, there was a challenge in collecting time-series data on yam output over a more extended period in Cross River State as there were no documented data before 1996. Therefore, the study used the data available in the state’s database.
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