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Abstract:

In this study, 03 ensemble and decomposition methods (DMs) i.e., empirical mode decomposition (EMD), ensemble empirical mode decomposition (EEMD) and improved complete ensemble empirical mode decomposition with additive noise (ICEEMDAN) were coupled artificial intelligence and machine learning based method AI-ML, i.e., multilayer perceptron (MLP), support vector regression (SVR) to develop 06 fundamental hybrid models to predict streamflow with one-month lead time. Developed models in this study were categorized into runoff models (RMs) and rainfall-runoff models (RRMs). Results indicated that (i) among standalone models (SMs), support vector regression (SVR) performs better than multilayer perceptron (MLP), (ii) decomposition methods (DMs) have ability to improve the accuracy rate of the standalone models (SMs) and, (iii) rainfall runoff models (RRMs) have shown great accuracy throughout the investigation as compared to runoff models (RMs). To compare model performances flow-hydrographs (FHG) were generated, 05 performance evaluation criteria (PEC) were used to quantify the model precision. Two step verification method i.e., extreme value analysis (EVA) and least value analysis (LVA) approaches were proposed to verify the performances. Among all developed hybrid models (HMs), i.e., EMD- (MLP, SVR), EEMD- (MLP, SVR) and ICEEMDAN- (MLP, SVR), rainfall-runoff ICEEMDAN-(SVR) model was selected as optimal model with MAE (59.56), RMSE (91.82), R (0.97) MAPE (8.75), and NSEC (0.97) for Mangla watershed, Pakistan.
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1. Introduction

Accurate forecasting of streamflow is vital for proper water control and preventing monetary or fiscal disruptions in the long run. As a result, streamflow forecasting has
acquired a great deal of popularity. In water research sectors, three subsets of AI have been extensively used: (1) Evolutionary computation (2) Fuzzy logic and (3) Machine learning methods and classifiers (Vapnik 2000). Artificial neural networks (ANNs) are used effectively in various fields, including hydrology and water resource management, with a good nonlinear mapping capability (Huo et al. 2012). They affirm that the multilayer perceptron (MLP) is one of the hydrological Models of ANN most commonly studied. It was established through experimentation that the MLP is an approximately fulfills the universal description (Cigizoglu 2009). The verification of this very significant property has been verified by several hydrological studies (Ahmed and Sarma 2006; Mutlu et al. 2008).

Additionally, however, ANNs have issues such as slow learning speed, dimension shifting, and local minima being addictive, and they also tend to overfit to the data (Shamseldin et al. 2002). Over the last few years, there have been notable developments in the application of the Support vector machine (SVM) in the area of hydrology (Shrestha et al. 2005). Support vector regression (SVR) is a powerful tool based on SVM for solving regression, nonlinear classification, and time series prediction problems (Yonaba et al. 2010). When compared to ANNs, SVRs are better at learning when dealing with sparse and incomplete hydrologic data (Toth and Brath 2007; Aggarwal et al. 2012; Bhagwat and Maity 2012; Yu et al. 2012; SM and N 2014; Dehghani et al. 2020).

In recent years, hybrid ANN systems have been commonly included in long and short-term flood prediction. To improve prediction accuracy, empirical mode decomposition (EMD) (Karthikeyan and Nagesh Kumar 2013) and Ensemble Empirical Mode Decomposition (EEMD) (Zhao et al. 2017) are commonly used for decomposition of hydrological runoff time series which are based on ‘decomposition and ensemble’ (Zhao et al. 2017). To address the limitations, in EMD, EEMD is lately applied by (Wu et al. 2009). A new noise-assisted data analysis approach that can resolve the mode mixing disadvantage of the original EMD, which was first introduced by (Huang et al. 1998; Wu and Huang 2004). ICEEMDAN uses the observed signal for IMF sifting to solve EEMD and its variant problems has been studied in the literature (Zhang et al. 2018; Xu and Ren 2019).

However, to the best of the author’s knowledge no study has focused on the streamflow prediction by using data driven and decomposition techniques at selected study area (Mangla watershed) which is considered vital in the planning of water release patterns for sustainable agricultural development and hydropower generation. Therefore, present study aims to develop numerous hybrid models by combining the traditional AI-ML methods such as MLP and SVR models with DMs such as, EMD, EEMD and ICEEMDAN to simulate the monthly streamflow in Mangla watershed, Pakistan. For the selection of input parameters, autocorrelation (ACF) was used and the partial auto-correlation function (PACF) of stream, precipitation, and stream temperature were combined to obtain their correlation output. On the basis of input selection i.e. single input variable (SIV) or multiple input variable (MIV) and decomposition approaches following models were developed in this study: (EMD-MLP, EMD-SVR) with SIV, (EEMD-MLP, EEMD-SVR) with SIV, (ICEEMDAN-MLP, ICEEMDAN-SVR) with SIV, (EMD-MLP, EMD-SVR) with MIV, (EEMD-MLP, EEMD-SVR) with MIV, and (ICEEMDAN-MLP, ICEEMDAN-SVR) with
MIV. Developed models with SIV and MIV can be categorized as runoff models (RMs) and rainfall runoff models (RRMs), respectively. Furthermore, extension of extreme value analysis (EVA) and least value analysis (LVA) approach were adopted to ensure the findings for each model in both calibration and validation phase (CVP). The accuracies of the forecasting models in this study are measured using five-error metrics (MAE, RMSE, MAPE, R, and NSEC). The constructed models were verified for predicting the streamflow with a 1-month time lag at one hydrological station and eleven meteorological stations over Mangla watershed, Pakistan.

The below is a breakdown of the paper's structure: Segment 2 presents overview to the methodology discussed above, which includes AI-ML based models, i.e., MLP and SVR DMs, i.e., EMD, EEMD, Improved CEEMDAN, Segment 3 explains the study area and data in detail, Segment 4 calls and inspects the case study outcomes, and Section 5 draws conclusions of this study.

2. Study Area

2.1 Mangla watershed

The research region is Pakistan's primary source of fresh water as well as power generation and plays an important role in the country's long-term economic growth. The Mangla Watershed is located in the western part of the Himalaya and northeastern part of Pakistan (Khan et al. 2020). Mangla Watershed extends from 73°55’ to 75°35’ east of longitude and 33°25’ to 34°40’ north of latitude as shown in Figure 1. The Jhelum River is one of the major streams that feed into the Indus River, and the Mangla Dam is located on its watershed. The Mangla basin covers about 33,490 km2. The highest point in the Mangla basin is about 5840 m, while the lowest is around 182 m above sea level (a.m.s.l.). The Mangla Dam, built in 1967, has a water capacity of 6.5 million cubic meters. The first dam built to remedy this shortcoming was the Mangla Dam on the Jhelum River, and the other was the Tarbela Dam on the Indus River in Khyber Pakhtunkhwa. The inflow into the dam is 1699.1 m$^3$/s, while the drainage is 566.3 m$^3$/s. When it comes to hydro-power production, the capability of the Mangla Dam is estimated to be 1310 MW. In the mountainous and cultivated areas of the watershed, population density ranges from 350 to 1000 inhabitants per square kilometer.
2.2 Data

Owing to a lack of data in India, the research region was limited to a catchment that ran along the Pakistan border. Pakistan Meteorological Department (PMD) and Water and Power Development Authority (WAPDA) provided observed data including streamflow (Q), mean monthly temperature (T) and mean monthly precipitation (P). Selected stations and their corresponding statistical details are available in supplementary Table 1. Thus, with typical ANN and DM, the entire dataset is employed in training and then the model is used to provide verification on the correctness or predictive power for an applied training set. Total 43 years (1971–2013) of data was divided into two sets first 34 years (1971–2004, 80 %) and 09 years (2004–2013, 20 %), first set of data were used for the calibration purpose and the second set of data were used for validation.
3. Materials and Methods

3.1 AL-ML methods

3.1.1 Multilayer Perceptron

The MLP is the most common form of ANN used to model hydrological runoff results. MLP is a feedforward neural network type and both integrable and continuous functions can be approximated using this method (Wu et al. 2009). While MLP is a one structure, it is made up of groups of neurons, in layers (Ali et al. 2017). Although MLP employs all input nodes, it is further decoupled into several hidden layers, and in contrast to other architectures, the decision to use these nodes is derived solely on the issue at the top, while in MLP there are many hidden layers of one or two, depending on the problem being examined, but there are no guidelines governing which ones are selected and which ones remain hidden shown in supplementary Figure 1. The value of each node is equivalent to the weighted number of all nodes in the preceding layer.

\[ x_{ij} = f(W_i x_{i-1} + b_{i-1}) \]  

Where \( f \) indicates the activation function, and \( W_i \) represents weight vector. The \( i - 1 \) layer is \( X_{i-1} \) displays neurons rate vector, where \( x_{ij} \) demonstrate \( j \) neuron rate at \( i \) layer and \( i - 1 \) characterized \( b_{i-1} \) as bias of the layer.

The architecture and network activation function determine the overall generalization capability of neural network. is a mathematical procedure that, commonly referred to as the backward propagation (BP), which is utilized to modify and, respectively, the MLP and minimize the cost function. The two most commonly used activation functions are linear and nonlinear. The Sigmoid nonlinear activation is a single-function perceptron in the case of linear activation (Wang et al. 1994).

\[ f(x) = \text{sigmoid}(x) = \frac{1}{1+e^x} \]  

The loss function of the real value and the optimal production can be represented as follows (Lange et al. 2016):

\[ J(W, b; x, z) = \frac{1}{2} \| h_{W,b}(x) - z \|^2 \]  

Where \( z \) denotes the actual value, the output value is given by \( h \), distance norm is shown by \( \| . \| \).

3.1.2 Support vector regression

In 1990s Vapnik (Vapnik 1999) developed the support vector machine, which is also regarded as classification and has been applied to regression. SVMs is designed for binary classification, however with the addition of such a loss function, they can also be used to solve regression problems (Hearst et al. 1998). SVM is a nonlinear algorithm that
reduced the problem of over-fitting, minimizes predicted errors in ML shown in supplementary Figure 2.

Based on the preparation, SVM uses a forward quantity to forecast the future (Vapnik and Mukherjee 1999). SVM outperforms ANN networks in the case of correctly determined kernel filters and help vectors (Wu et al. 2008). When using a radial base function:

$$K(x, x_j) = \exp \left\{ \|x_j - x\|^2 \delta^2 \right\} \quad (4)$$

Support vector regression (SVR) is utilized to perform SVM and many open literatures include detailed descriptions of SVR (Kang et al. 2016). SVR is a viable approach for dealing about forecasting issues, since it is built on systemic risk minimization theory and the Vapnik dimension model.

$$y = f(x) = (w. \phi(x)) + b \quad (5)$$

By lowering the risk function $R(C)$, the coefficients $w$ and $b$ become predictable. Once the performance and period of a training set are fixed, three variables control the performance of an SVR network: $\epsilon$ is epsilon, controlling epsilon tube width in the training loss function, $\sigma$ controlling kernel width of the Gaussian function, and $C$ is the regulatory limitation and objectively regulates SVR peril degree.

### 3.2 Decomposition Techniques

#### 3.2.1 Empirical Mode Decomposition

By combining EMD with Hilbert spectral analysis, the Hilbert–Huang transform is generated (Huang et al. 1998). HHT functions in a similar manner to wavelet analysis, with the distinction that it is posteriori and requires an analytical theoretical base (Zhou et al. 2017). The core of EMD lies in analyzing feature time scales and empirically recognizing the internal oscillatory modes and eventually decomposing the time series into a sum of various time modes (Huang and Wu 2008). The empirical decomposition mode (EMD) can be used in nonlinear and random time series analysis and can break down the original series into multiple intrinsic mode functions (IMF) and a single signal or residue. Any IMF shall meet two conditions: one is that the number of extremes must be equal to or different by one over the entire time series, while the second is that the upper and lower average values must always be zero. Based on the above conditions, a time series $x(t)$ decomposing by EMD method can be expressed as follows:

$$x(t) = \sum_{i=1}^{m} h_i(t) + r(t) \quad (6)$$

Where IMFs are expressed as $h_i(t)$, number of IMF is denoted as $m$ and the characterizes residual series $r(t)$.

#### 3.2.2 Ensemble empirical mode decomposition

A new technique, ensemble empirical mode decomposition (EEMD), has been developed to help to address the mode issue of mode mix (Wang et al. 2006; Ouyang et al. 2016). The
The purpose of the EEMD approach is just to support the EMD method by introducing white noise that drops evenly through the whole time-frequency space, allowing the frequency scales to naturally separate and, as a consequence, the occurrence of mode mixing is reduced (Zhu et al. 2016; Tayyab et al. 2018). The EEMD approach’s entire protocol can be summarized as follows:

1. To begin, set the ensemble number (En) and the extra white noise amplitude.
2. Second, you can apply a white noise sequence $n(t)$ to the original time series $x(t)$ to create a new time series $x'(t)$.
3. Third, using the conventional EMD process, decompose the new time series into several IMFs.
4. Fourth, decompose the new time series into many IMFs using the traditional EMD form.
5. In last, repeat steps two and three as many times as necessary, each time adding a different white noise sequence. Finally, as the final result, calculate the average ensemble value of all the components of the IMF and of residues.

$$x'_j(t) = \sum_{i=1}^{n} h_{i,j}(t) + r_j(t) \quad (7)$$

$$h_i(t) = \frac{1}{En} \sum_{j=1}^{En} h_{i,j}(t) \quad (8)$$

where $h_{i,j}(t)$ indicates j-th IMF and $r_j(t)$ indicates residual series in i-th test.

3.3.3 Improved complete ensemble empirical mode decomposition with additive noise

ICEEMDAN was proposed to resolve the issues of false modes and frequency aliasing that plague other EMD-based technologies (Niu et al. 2016). ICEEMDAN adds white ringing and understands the frequency continuity between the adjacent dimensions, thus weakening the aliasing effect of frequencies (Ghasempour et al. 2021). The ICEEMDAN calculation technique is presented below:

a. Assign a fixed amount of white noise to the initial signal $x$, as shown below:

$$x^i = x + \beta_0 E_1(w^i) \quad (9)$$

Here $i$ represents noise number which is the added, decomposed signal is represented by $x^i$, the white noise is donated by $w^i$ and $E_1(w^i)$ describes the white noise's first EMD portion.

b. The first residue ($R_1$) can then be obtained as follows:

$$R_1 = \langle M(x^i) \rangle \quad (10)$$
where $M(.)$ is the local mean of the envelope that meets IMF's sifting verge after decomposition of N signals:

c. The first IMF can be obtained by using EMD as follows:

\[ IMF_1 = x - R_1 \quad (11) \]

d. To measure the second residue and mode, follow the steps below:

\[ R_2 = \left< M \left( R_1 + \beta_1 E_2 \left( w^1 \right) \right) \right> \quad (12) \]

\[ IMF_2 = R_1 - R_2 \]

e. Using this expression, find the kth residue and mode:

\[ R_k = \left< M \left( R_{k-1} + \beta_{k-1} E_k \left( w^i \right) \right) \right> \quad (13) \]

\[ IMF_k = R_{k-1} - R_k \]

f. Repetition of above step leads to the next k stages.

4. Results and Discussions

4.1 Data Classifications and Inputs selections

During this study, a total of 42 years of observation, a minimum of 34 years (1975 to 2008, 80%) of the data was used for model calibration, while a substantial (or residual) data 09 years (2009–2017, 20%) was used for model validation. Until normalization was applied, all datasets were set to be between 0 and 1 to remove any variation between them, the dataset's comparative value was to any external information (Tayyab et al. 2017).

\[ \text{normalized } x = \left( \frac{q - q_{\text{min}}}{q_{\text{max}} - q_{\text{min}}} \right) \quad (14) \]

Where q is original streamflow data set, $q_{\text{min}}$ represents minimum value in original data set and $q_{\text{max}}$ represents maximum value in original data set.

To first deal with input selection problem, a suitable input vector for hybrid models is to be calculated by ACF and PACF as shown in Figure 2. Based on ACF and the PACF results of Q, T and P inputs were selected for this study and total sixteen models were established, out which eight as RMs which includes Q as SIV where eight were RRMs which includes Q, T and P as MIV. List of all developed models and corresponding inputs for both RMs and RRMs shown in supplementary Table 2 and Table 3 respectively.
4.3 Proposed Hybrid Models

The aim of this research is to create a hybrid data-driven models based on decomposition methods that can best represent the nonlinear behaviour of hydrological series and enhance monthly streamflow predictive performance at Mangla watershed, Pakistan. Three DMs, EMD, EEMD, and ICEEMD and two AI-ML based models MLP and SVR discussed in (section 3) were combined into six basic hybrid models (HMs) in this study including EMD-MLP, EMD-SVR, EEMD-MLP, EEMD-SVR, ICEEMD-MLP and ICEEMD-SVR as shown in Figure 3. To obtain further characteristics of varying resolutions for random or non-linear the original series of available data which contains Q, T and P were disintegrated into several IMFs and a residual component (RC) of various frequencies using the EMD-DM. Q time series was disintegrated as (IMF1- IMF6) and a RC, T time series was disintegrated as (IMF1- IMF6) and a RC and P time series was disintegrated as (IMF1- IMF7) and a RC as shown in supplementary Figure 3. Similar to EMD to begin, using the EEMD process, the original observed data (Q, T and P) is disintegrated into some IMFs components and a RC, Q observed data was disintegrated as (IMF1- IMF8) and a RC, T observed data was disintegrated as (IMF1- IMF7) and a RC and P observed data were disintegrated as (IMF1- IMF9) and a RC as shown in supplementary Figure 4. Second, established AI-ML based models were applied as a predicting technique for all IMFs and RC. Initially, ICEEEMDAN decomposes the original observed data including (Q,
Fig 3 Development of EMD, EEMD and ICEEMDAN based hybrid models

T and P) into multiple IMFs and a RC. Q observed data was disintegrated (IMF1-IMF7) and a RC. T observed data was disintegrated as (IMF1-IMF7) and a RC and P observed
data was disintegrated as (IMF1-IMF8) and a RC supplementary Figure 5. By applying
DMs total twelve HMs were developed in this study which includes: EMD-MLP-Q, EMD-
SVR-Q, EMD-MLP-QTP, EMD-SVR-QTP, EEMD-MLP-Q, EEMD-SVR-Q, EEMD-
MLP-QTP, EEMD-SVR-QTP, ICEEMDAN-MLP-Q, ICEEMDAN -SVR-Q, ICEEMDAN-
MLP-QTP and ICEEMDAN-SVR-QTP.

4.4 Model performance evaluation Criteria

Five error metrics are used to assess the precisions of the developed predicting models in
this analysis. MAE, RMSE, and MAPE with decreasing trends while R and NSEC with
increasing trends, indicate good efficacy rate. The following is a list of their definitions
shown in Table 1.

| No | Description                        | Abbreviation | Represented Equations                                      |
|----|------------------------------------|--------------|-----------------------------------------------------------|
| 1  | mean absolute errors               | MAE          | $\text{MAE} = \frac{1}{TN} \sum_{i=1}^{TN} |Q_{o,i} - Q_{c,i}|$                                      |
| 2  | root mean square errors            | RMSE         | $\text{RMSE} = \sqrt{\frac{1}{TN} \sum_{i=1}^{n} (Q_{o,i} - Q_{c,i})^2}$ |
| 3  | mean absolute percentage error     | MAPE         | $\text{MAPE} = \frac{1}{TN} \sum_{i=1}^{TN} \frac{|Q_{o,i} - Q_{c,i}|}{Q_{o,i}}$ |
| 4  | correlation coefficient            | R            | $\text{R} = \frac{\sum_{i=1}^{TN} (Q_{s,i} - \bar{Q}_{s,i})(Q_{o,i} - \bar{Q}_{o,i})}{\sqrt{\sum_{i=1}^{TN} (Q_{c,i} - \bar{Q}_{c,i})^2 \sum_{i=1}^{TN} (Q_{o,i} - \bar{Q}_{o,i})^2}}$ |
| 5  | Nash-Sutcliffe Efficiency          | NSCE         | $\text{NSE} = 1 - \frac{\sum_{i=1}^{tn} (Q_{o,i} - Q_{c,i})^2}{\sum_{i=1}^{tn} (Q_{o,i} - \bar{Q}_{o,i})^2}$ |

where $Q_{o,i}$ and $Q_{c,i}$ characterize the original data and simulated data, $\bar{Q}_{o,i}$ indicates mean
observed value and TN indicates sample number in total.

4.5 Results analysis

4.5.1 Standalone Models Performances (Intra-comparison)

To begin, simple AI-ML-based models such as the MLP and SVR were created without
using any data pre-processing (decomposition and ensemble) on the original time series to
predict the runoff and rainfall-runoff transformation phase of the designated Mangla
catchment. FHGs of MLP-Q and MLP-QTP as well as for SVR-Q and SVR-QTP between
observed time series and simulated outcomes for both CVP are shown in supplementary
Figure 6 and Figure 4 respectively. AI-based models MLP-Q, SVR-Q and MLP-QTP,
SVR-QTP captures the lower observed values almost identically on other hand MLP-QTP, SVR-QTP holds better ground for higher values in both CVP. FHG among observed data verses SVR-Q and SVR-QTP outcomes displays strong evidence in favor of SVR-QTP, that it has ability to overcome the shortcomings of SVR-Q with SIV as shown in supplementary Figure 6 (a, b) for CP and Figure 4 (a, b) VP. Results for MLP-QTP superiority as compared to MLP-Q were justified by the applied PEC i.e., MAE (135.81<195.43), RMSE (217.41<253.06), R (0.84>0.79) MAPE (19.01< 29.55), and NSEC (0.82<0.76) as shown in Table 2 for both CVP. Similarly, Table 2 results of PEC meant for SVR-Q and SVR-QTP at VP indicates the dominance of RRM with MIV. SVR-QTP presented improved PEC results i.e., MAE (129.74, 120.43), RMSE (229.94, 200.81), R (0.88, 0.87) MAPE (18.08, 17.21), and NSEC (0.88, 0.85) in CVP as compared to SVR-Q PEC results i.e., MAE (184.14, 147.77), RMSE (284.26, 226.17), R (0.81, 0.81) MAPE (26.94, 19.63), and NSEC (0.81, 0.81). It is concluded here that MLP-QTP> MLP-Q and SVR-QTP>SVR-Q on the basis of FHG and applied PEC results.

4.5.2 Established Hybrid models Performances (Intra-comparison)

To address the shortcomings of standalone models such as MLP and SVR, three decomposition methods (EMD), (EEMD), and ICEEMDAN are used to develop six fundamental hybrid models for monthly streamflow prediction on the Mangla watershed in Pakistan, including MLP-EMD, SVR-EMD, MLP-EEMD, SVR-EEMD, and ICEEMDAN-MLP, ICEEMDAN-SVR.

The FHG results for EMD-MLP-Q and EMD-MLP-QTP shows that model with MIV accurately simulate the observed data than model with SIV. Validation FHG presented the clear picture of EMD-MLP-QTP simulating higher and lower values superiority over the MLP-Q. Likewise, other developed hybrid models were EMD-SVR-Q and EMD-SVR-QTP and EMD-SVR-QTP has improved the accuracy of EMD-SVR-Q. Confirmation of the above stated outcomes can be seen in the FHG supplementary Figure 6 (c, d) for CP and Figure 4 (c, d) VP. It is concluded here that EMD-MLP-QTP> EMD-MLP-Q and EMD-SVR-QTP>EMD-SVR-Q on the basis of FHG and applied PEC results as shown in Table 2.

VP PEC results for EMD-MLP based also specifies that (136.63 for RM >108.78 for RRM), RMSE (184.37for RM >143.07 for RRM), R (0.88 for RM < 0.95 for RRM) MAPE (20.45 for RM >17.87 for RRM), and NSEC (0.87 for RM <0.92for RRM) and EEMD-SVR-QTP PEC results for VP can be seen in Table 2. It is concluded here that EMD-MLP-QTP > EEMD-MLP-Q and EEMD-SVR-QTP >EEMD-SVR-Q on the basis of FHG as shown in supplementary Figure 6 (e, f) for CP and Figure 4 (e, f) VP and applied PEC results. In VP of observed data vs both RMs and RRRMs the simulation capability of RRRMs outperforms RMs with SIV.

To fix the uncertainty factor, the ICEEMDAN approach was used to build further hybrid models, including ICEEMDAN-MLP and ICEEMDAN-SVR. FHG between observed data and simulated outcomes from ICEEMDAN-MLP and ICEEMDAN-SVR based RMs and RRRMs verifies the above discussed results that RRRMs have shown better performance as compared to RMs as shown in supplementary Figure 6 (g, h) for CP and Figure 4 (g, h) VP. VP PEC results between ICEEMDAN-MLP based RMs, RRRMs and ICEEMDAN-
SVR based RMs and RRM indicate ICEEMDAN-MLP-QTP > ICEEMDAN-MLP-Q and ICEEMDAN-SVR-QTP > ICEEMDAN-SVR-Q as shown in Table 2.
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**Fig 4** FHGs for observed vs all developed RMs and RRM models during validation phase.

Table 2. PEC results for MLP and SVR based RMs, RRM with SIV and MIV respectively.
| S.n | Model  | Variable | Input | MAE | RMSE | $R^2$ | MAP | NSC | Conclusion |
|-----|--------|----------|-------|-----|------|-------|-----|-----|------------|
| 1   | MLP    | Q        | SIV   | 195.4 | 253.0 | 0.7   | 29.55 | 0.76 |            |
| 2   | MLP    | QTP      | MIV   | 135.8 | 217.4 | 0.8   | 19.01 | 0.82 |            |
| 3   | SVR    | Q        | SIV   | 147.7 | 226.1 | 0.8   | 19.63 | 0.81 |            |
| 4   | SVR    | QTP      | MIV   | 120.4 | 200.8 | 0.8   | 17.21 | 0.85 |            |
| 5   | EMD-MLP| Q        | SIV   | 163.1 | 208.6 | 0.8   | 25.62 | 0.84 |            |
| 6   | EMD-MLP| QTP      | MIV   | 135.3 | 178.0 | 0.9   | 20.99 | 0.88 |            |
| 7   | EMD-SVR| Q        | SIV   | 156.6 | 201.7 | 0.8   | 23.95 | 0.85 |            |
| 8   | EMD-SVR| QTP      | MIV   | 120.0 | 176.5 | 0.9   | 18.4  | 0.88 |            |
| 9   | EEMD-MLP| Q      | SIV   | 136.6 | 184.3 | 0.8   | 20.45 | 0.87 |            |
| 10  | EEMD-MLP| QTP    | MIV   | 108.7 | 143.0 | 0.9   | 17.87 | 0.92 |            |
| 11  | EEMD-SVR| Q      | SIV   | 127.5 | 171.4 | 0.8   | 20.11 | 0.89 |            |
| 12  | EEMD-SVR| QTP    | MIV   | 77.03 | 107.9 | 0.9   | 12.5  | 0.96 |            |
| 13  | ICEEM D-MLP | Q    | SIV   | 125.3 | 176.9 | 0.9   | 18.48 | 0.88 |            |
| 14  | ICEEM D-MLP | QTP  | MIV   | 63.07 | 112.4 | 0.9   | 8.39  | 0.95 |            |
| 15  | ICEEM D-SVR | Q    | SIV   | 105.1 | 152.1 | 0.9   | 16.48 | 0.91 |            |
| 16  | ICEEM D-SVR | QTP  | MIV   | 59.56 | 91.82 | 0.9   | 8.75  | 0.97 |            |

It's crucial to look into the outcomes of the built models in terms of their ability to simulate extreme and least values within the observed time series. In the Mangla watershed, flood season (extreme streamflow values) greater than 830 cumec is considered from May to October, and drought from November to April (least streamflow values) is considered less than 830 cumec. In this study 20% is considered as acceptable relative percentile error, for both calibration and validation phase while applying all developed models.
EVA and LVA for AI-ML based RMs, RRMs with SIV and MIV has been applied and results at VP for all developed models are shown in Figure 5 and Figure 6 respectively.

**Fig 5** Extreme value analysis (EVA) for all runoff models (RMs) during validation period
Fig 6 Extreme value analysis (EVA) for all rainfall-runoff models (RRMs) during validation period
EVA and LVA R$^2$ indicator for hybrid RMs with SIV and MIV at VP shows the increasing trend of correlation coefficient. Based on EVA and LVA graphs MLP RMs and RRM the trend of superiority will be arranged as MLP-Q < MLP-QTP, EMD-MLP-Q < EMD-MLP-QTP, EEMD-MLP-Q < EEMD-MLP-QTP, ICEEMDAN-MLP-Q < ICEEMDAN-MLP-QTP and for SVR RMs and RRM the trend of superiority will be arranged as SVR-Q < SVR-QTP, EMD- SVR-Q < EMD-SVR-QTP, EEMD-SVR-Q < EEMD-SVR-QTP, ICEEMDAN-SVR-Q < ICEEMDAN-SVR-QTP. EVA and LVA AP% of all developed RMs and RRMs at both CVP are shown in Table 3.

| Model         | Calibration Method | Validation Method | Calibration Input | Validation Input |
|---------------|--------------------|-------------------|-------------------|------------------|
| Method        | EVA                | EVA               | LVA               | LVA              |
| Input         | Q(SIV)/QTP(MIV)    | Q(SIV)/QTP(MIV)   | Q(SIV)/QTP(MIV)   | Q(SIV)/QTP(MIV)  |
| Accuracy%     | AP%                | AP%               | AP%               | AP%              |
| MLP           | 63/79              | 75/83             | 91/92             | 90/93            |
| SVR           | 66/83              | 77/84             | 93/92             | 91/93            |
| EMD-MLP       | 68/83              | 78/85             | 93/92             | 92/94            |
| EMD-SVR       | 68/85              | 80/87             | 93/94             | 92/96            |
| EEMD-MLP      | 71/84              | 83/90             | 94/94             | 93/96            |
| EEMD-SVR      | 74/86              | 84/90             | 94/95             | 93/96            |
| ICEEMDAN-MLP  | 77/87              | 86/93             | 95/96             | 94/97            |
| ICEEMDAN-SVR  | 79/88              | 89/94             | 96/97             | 96/97            |

4.7 Inter comparison of all developed models

In this section we will do inter-comparison of all developed models which means AI-based models will be compared with ML-based models. FHGs for VP between AI-ML based models MLP-Q, MLP-QTP, SVR-Q and SVR-QTP showed that SVR-Q is showing better results as compared to MLP-Q but by comparing SVR-Q with MLP-QTP, MLP-QTP is performing better than SVR-Q which shows the effect of input variable selection. Among all these the SVR-QTP has shown great deal of accuracy and ability to improve the results of MLP-Q, MLP-QTP, SVR-Q. SVR-QTP PEC results for VP i.e., MAE (120.43), RMSE (200.81), R (0.87) MAPE (17.21), and NSEC (0.85). During VP AP% in EVA for RMs are (75% and 77%) which is < AP% in EVA for RRMs are (83% and 84%). Based on above results SVR-QTP stands on top among standalone models.

During this inter comparison it is revealed that AI-ML based standalone models i.e. MLP and SVR were improved by all DMs i.e. EMD, EEMD and ICEEMDAN. Among MLP and SVR based models SVR based RMs and RRMs performed better. Results for intercomparison FHGs are shown in Figure 7, and EVA and LVA results for ICEEMDAN-
MLP-Q, ICEEMDAN-MLP-QTP, ICEEMDAN-SVR-Q and ICEEMDAN-SVR-QTP during VP can be seen in supplementary Figure 7. Supplementary Table 4 holds PEC results for VP of best ranked models SVR-QTP, EMD-SVR-QTP, EEMD-SVR-QTP, ICEEMDAN-SVR-QTP. After doing intercomparing of each applied and developed models the ranking of best models can be represented as SVR-QTP < EMD-SVR-QTP < EEMD-SVR-QTP < ICEEMDAN-SVR-QTP.

Fig 7 Inter comparison FHGs between observed all RRM during (a) calibration (CP) phase and (b) validation Phase (VP).
5. Conclusion

Mangla watershed which is one of the biggest fresh water resource for Pakistan selected in this research to predict monthly streamflow with one-month lead time. For this purpose, MLP and SVR models are coupled with EMD, EEMD and ICEEMDAN to develop six basic hybrid models including MLP-EMD, SVR-EMD, MLP-EEMD, SVR-EEMD, and ICEEMDAN-MLP, ICEEMDAN-SVR. On the basis of input selection models were further divided into two categories runoff (which includes only monthly streamflow as input variable) and rainfall runoff models (which include monthly streamflow, mean monthly temperature and mean monthly precipitation as inputs variables). Results were analyzed on the basis of hydrograph between observed time series and simulated time series for each model, performance indices (MAE, RMSE, MAPE, R and NSEC) extreme value analysis and least value analysis. Based on this research it is concluded:

1. Standalone developed model (MLP and SVR) shown good results but due to their limitations and shortcoming results a huge gap were found which were filled later by applying decomposition methods (EMD, EEMD and ICEEMDAN).

2. Input selection is the most important part to develop data driven models. For that in this study two set of input variables were used to develop models. Runoff models (RMs) which contains only streamflow as input variable and rainfall-runoff models (RRMs) which contain three streamflow, temperature and precipitation as input.

3. Total sixteen models were developed in this study (MLP-Q, SVR-Q, EMD-MLP-Q, EMD-SVR-Q, EEMD-MLP-Q, EEMD-SVR-Q, ICEEMDAN-MLP-Q, ICEEMDAN-SVR-Q, MLP-QTP, SVR-QTP, EMD-MLP-QTP, EMD-SVR-QTP, EEMD-MLP-QTP, EEMD-SVR-QTP, ICEEMDAN-MLP-QTP).

4. Overall, models with MLP are inferior as compared to SVR based models.

5. Performance indices (PEC) and flow hydrographs (FHGs) have shown that the results have been improved significantly by applying all decomposition methods (EMD, EEMD, ICEEMDAN) but ICEEMDAN has made huge impact on the MLP and SVR standalone results as well as to other hybrid models.

6. The extreme value analysis (EVA) and least value analysis (LVA) technique was introduced to verify the outcome of each developed models for both calibration and validation phase.

7. Based on this research it is revealed that among all proposed models’ hybridization of model SVR and ICEEMDAN with QTP has more tendency to predict monthly streamflow at Mangla watershed Pakistan.
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