Surrogate-based variational data assimilation for tidal modelling

Rem-Sophia Mouradi\textsuperscript{1,2}, Cédric Goeury\textsuperscript{1}, Olivier Thual\textsuperscript{2,3}, Fabrice Zaoui\textsuperscript{1}, and Pablo Tassi\textsuperscript{1,4}

\textsuperscript{1}EDF R&D, National Laboratory for Hydraulics and Environment (LNHE), 6 Quai Watier, 78400 Chatou, France
\textsuperscript{2}Climate, Environment, Coupling and Uncertainties research unit (CECI) at the European Center for Research and Advanced Training in Scientific Computation (CERFACS), French National Research Center (CNRS), 42 Avenue Gaspard Coriolis, 31820 Toulouse, France
\textsuperscript{3}Institut de Mécanique des Fluides de Toulouse (IMFT), Université de Toulouse, CNRS, Toulouse, France
\textsuperscript{4}Saint-Venant Laboratory for Hydraulics (LHSV), Chatou, France

23 juin 2021

Résumé

Data assimilation (DA) is widely used to combine physical knowledge and observations. It is nowadays commonly used in geosciences to perform parametric calibration. In a context of climate change, old calibrations can not necessarily be used for new scenarios. This raises the question of DA computational cost, as costly physics-based numerical models need to be reanalyzed. Reduction and metamodelling represent therefore interesting perspectives, for example proposed in recent contributions as hybridization between ensemble and variational methods, to combine their advantages (efficiency, non-linear framework). They are however often based on Monte Carlo (MC) type sampling, which often requires considerable increase of the ensemble size for better efficiency, therefore representing a computational burden in ensemble-based methods as well. To address these issues, two methods to replace the complex model by a surrogate are proposed and confronted: (i) PODEn3DVAR directly inspired from PODEn4DVAR, relies on an ensemble-based joint parameter-state Proper Orthogonal Decomposition (POD), which provides a linear metamodel; (ii) POD-PCE-3DVAR, where the model states are POD reduced then learned using Polynomial Chaos Expansion (PCE), resulting in a non-linear metamodel. Both metamodels allow to write an approximate cost function whose minimum can be analytically computed, or deduced by a gradient descent at negligible cost. Furthermore, adapted metamodelling error covariance matrix is given for POD-PCE-3DVAR, allowing to substantially improve the metamodel-based DA analysis. Proposed methods are confronted on a twin experiment, and compared to classical 3DVAR on a measurement-based problem. Results are promising, in particular superior with POD-PCE-3DVAR, showing good convergence to classical 3DVAR and robustness to noise.

1 Introduction

Data assimilation (DA) is a powerful mathematical approach to produce trustworthy simulations, accounting for both measurements and results of physics-based numerical models, while taking into consideration their respective uncertainties. It is applied in geosciences, from atmospheric and oceanographic forecasting models, to fire front tracking, hydrodynamics, morphodynamics, etc. Interest in such methods is enhanced in a context of climate change, where new data constantly need to be accounted for, and standard calibrations, specifically optimal values obtained from fitting on old measurements, are not necessarily suitable to be applied for new scenarios. Thus, the same model, which is often complex and computationally costly, has to be reanalyzed for different scenarios. Additionally, a constant increase in data sources is registered, as the new SWOT satellite mission.

DA can for example be employed to fit modelling parameters as new data arrive, which is called parametric calibration and is the focus of the proposed study. In this context, two DA techniques are commonly used: (i) ensemble methods where a set of parameterizations is studied according to their probabilities, and (ii) variational methods, where a mismatch between different data sources, formalized by a cost function, is minimized.
Each technique has its own advantages and drawbacks. On the one hand, ensemble-based methods are known to be computationally efficient for moderate control/state dimensions, as they allow faster exploration of the inputs and outputs spaces. They are able to account for non-Gaussian information through sampling, although relying on a Gaussian framework. However, sampling errors accumulate through assimilation cycles and increase with large assimilation windows, which impacts the accuracy of ensemble methods. Small ensembles can overestimate the inter-ensemble correlations, resulting in a single trajectory through assimilation cycles for all members, which is the so-called filter divergence. Furthermore, small ensembles are known to systematically underestimate the variances, resulting in underestimated calibration errors. Solutions as localization (moderation of covariances) or inflation (forced increase of variances) are classically used, but are generally case specific and consequently require case-by-case modelling effort. This problem can only be resolved by increasing the ensemble size, which in turn increases the computational cost, and spoils the efficiency advantage. Additionally, ensemble methods rely most of the time on a linearity assumption, or alternatively linearization of the operators, which can result in a loss of accuracy for highly non-linear cases. Conversely, variational methods provide a general non-linear framework which is convenient for complex physical models, and do not rely on sampling. However, they are known to be time consuming for moderate control/state dimensions, oppositely to ensemble methods. This is caused by the classical use of iterative descent for minimization. As a result, both ensemble-based and variational techniques can suffer from computational burden, either caused by sampling size and inefficiency of Monte Carlo (MC) type estimation, or due to iterative descent which only gradually explores the parameters space. Consequently, methods to decrease the cost of DA are desired.

To overcome these limitations, the use of Dimensionality Reduction (DR) and input-to-output probabilistic modelling is investigated. Two approaches are proposed and compared: (i) an ensemble of parameters realizations and associated states are jointly reduced using Proper Orthogonal Decomposition (POD). Their covariances are represented through a common orthogonal basis. They are both replaced by their POD projections in a variational cost function. This is referred to as PODEn3DVAR (POD Ensemble-based three-Dimensional VARiational), which is a direct adaptation of PODEn4DVAR originally introduced by Tian et al., to parametric cases; (ii) model states are first independently reduced using POD. Their variations are therefore represented by a low dimensional vector, whose components are learned as a function of control parameters using Polynomial Chaos Expansion (PCE). This provides a coupled POD-PCE metamodel, replacing the original model in the 3DVAR cost function, and hence called PODEn-PCE-3DVAR. The model replacement by a metamodel allows performing a DA analysis at lower cost, that in principle is an approximation of the analysis provided by the full model, as represented in Figure 1.

POD application to increase efficiency of variational DA was given particular attention in recent literature contributions. For example, an intrusive Galerkin scheme is used to derive a reduced model and corresponding adjoint, based on orthogonal basis of model states in. This was originally proposed for Boussinesq equations and later applied to ocean modelling and tidal equations. Previous contributions are however case dependent due to the use of intrusive approaches and adjoint calculation. Conversely, Vermeulen and Heemink proposed an alternative based on linearization of model responses around a prior, combined to POD reduction and finite differences estimations of partial derivatives. This results with an approximate adjoint derivation, applicable to arbitrary models. Their method was applied to Shallow Water Equations (SWE) for example in, and coastal hydro-morphodynamics in. To completely avoid adjoint calculation, Tian et al. propose the so-called PODEn4DVAR, to assimilate temporal states by calibrating a dynamic model’s initial condition. POD is used to jointly reduce all spatio-temporal states including initial condition, which produces a common orthogonal basis to generate both the control and state spaces. Using twin experiments, authors show that PODEn4DVAR solution is better than both iterative 4DVAR and Ensemble-based Kalman Filter (EnKF). Mous et al. adapted PODEn4DVAR for parametric calibration by linearly spanning the parameters space using the model states POD basis. However, the relationship between parameters and states is not explicitly modelled.

The use of PCE as metamodel in DA is not novel. It has been applied by Marzouk et al. within a Bayesian DA framework, also using a Galerkin scheme, to replace the model. This allows efficient approximation of posterior distribution compared to MC sampling. Their method is generalized for functional outputs (e.g. spatiotemporal fields) in using DR prior to PCE learning, in order to reduce computational cost of Markov Chain Monte Carlo (MCMC). In other examples, PCE, known to converge significantly faster than MC sampling, is used to improve accuracy of ensemble methods by generating larger ensembles, as in. It is also used in the latter to obtain error covariance matrices involved in the filter, instead of calculating ensemble-anomaly matrices, by straightforward estimation of statistical moments due to the orthonormality of the basis. Same strategy is adopted in for
forest fire front tracking application. However, none of the previous strategies used PCE in a purely variational framework for functional outputs.

Hereby, we therefore attempt to: (i) adapt PODEn4DVAR to a purely parametric framework, in such way to capture parameter-state covariances; (ii) apply PCE as metamodel in a variational framework, and more precisely for functional outputs by coupling to POD and (iii) account for the errors resulting from the use of a POD-PCE surrogate in the optimization process, by considering a new error covariance matrix, which considerably improves the variational estimates. The proposed methods present interesting characteristics for efficient DA. Firstly, joint parameter-state reduction in PODEn3DVAR enforces the model dynamics in the cost function, and avoids learning the non-linear relationships [59]. The resulting cost function linearly depends on a unique reduced vector that represents parameters and states. Its minimum can be computed analytically, without iterative descent. In particular, POD has shown to be accurate for non-linear problems [57], although being a linear decomposition. Its use in DA shows ”superiority [...] with regard to the other families of vectors” [43], not only in terms of representation efficiency, but also due to straightforward calculation of error covariance matrices for the reduced vector [14]. Indeed, POD results with an eigenvalue matrix, that is a reduced size estimate of covariances, diagonal even for highly correlated vectors. Robert et al. [43] for example uses the eigenvalues as a background error covariance matrix, making the variational problem four to five times faster, and the error of DA solution smaller [43]. In addition, Vermeulen and Heemink [61] emphasis the interest of POD to avoid local minima in variational frameworks, with the smoothing inherent to the methods. Secondly, coupled use of POD and PCE benefits from the previously cited advantages of POD, in addition to the spectral decay assured by PCE [54]. Indeed, the latter is based on orthogonal polynomials, implying learning efficiency and fast convergence of statistical moments, compared to MC type methods based on sampling. Furthermore, in a previous contribution [37], POD-PCE efficiency to learn complex and non-linear phenomena was demonstrated for point-wise prediction of multi-dimensional fields.

Both approaches, PODEn3DVAR (linear surrogate with joint parameter-state POD) and POD-PCE-3DVAR (non-linear surrogate by POD-PCE coupling), are based on hybridization between ensemble and variational methods. The variational cost function formulation is used, but the model is replaced with an ensemble-based approximate. This is performed by generating an ensemble of parameters and related model states that allow to build appropriate emulators, as represented in Figure 2.
Hybridization is used in an attempt to benefit from the advantages of both variational and ensemble approaches. While still relying on a cost function with a general non-linear framework, the computational burden of the descent is greatly reduced by the use of a surrogate instead of the full model. Additionally, while still using an ensemble of states, the sample size for convergence is reduced by means of POD that accurately summarizes the variances, especially when using POD-PCE-3DVAR with PCE that is much more efficient than MC sampling. In the presented study, performances of both approaches are investigated on a twin experiment as well as on measurements, applied to tidal modelling in a coastal area, by solving the Shallow Water Equations (SWE). Assessment of the robustness to different levels of noise is proposed on the twin experiment. In addition, sensitivity to the considered number of POD basis components is investigated. Hybrid ensemble-variational POD-PCE-3DVAR and PODEn3DVAR are confronted, and compared to classical 3DVAR on measurements.

The paper is outlined as follows: theoretical elements are introduced in Section 2. Parametric 3DVAR framework is briefly presented in Subsection 2.1, while proposed PODEn3DVar and POD-PCE-3DVAR are detailed in Subsections 2.2 and 2.3 respectively, with a focus on POD-PCE metamodel error covariance calculation in Section 2.4. An application case and benchmarks are presented in Section 3, and a discussion and conclusion are proposed in Section 4.

2 Materials

In this Section, two metamodelling approaches, based on an ensemble generation, are proposed to accelerate variational parametric calibration using 3DVAR. Firstly, classical 3DVAR framework is briefly reminded in Section 2.1. Secondly, PODEn3DVAR, which consists in joint parameter-state reduction, is presented in Subsection 2.2, based on Proper Orthogonal Decomposition (POD). Thirdly, POD-PCE-3DVAR is proposed in Subsection 2.3, based on a coupling between POD and Polynomial Chaos Expansion (PCE). Lastly, an appropriate calculation of metamodelling error, in order to update the model error covariance matrix in the optimization process, is proposed for POD-PCE-3DVAR in Section 2.4.

2.1 Data Assimilation: parametric calibration using 3DVAR

Data Assimilation (DA) is a sub-class of inverse problems, where the objective is to estimate an unknown (state, parameters, etc.) using a compromise between observations and a model outputs, with a background idea (or prior knowledge) about the unknown. The most widely used methods are ensemble methods and 3D- or 4DVAR (three- or four-Dimensional Variational) [3]. Particular attention is here given to hybrid approaches, where variational formulation is used, but the model is replaced with an ensemble-based surrogate. Brief explanation
This study focuses on parameter estimation problems, where the objective is to inversely deduce a set of parameters denoted \( \mathbf{x} \) from optimal calibration of an interest state denoted \( \mathbf{y} := \mathcal{H} \circ \mathcal{M}(\mathbf{x}) := \mathcal{G}(\mathbf{x}) \), where \( \mathcal{M} \) designates a physics-based numerical model, and \( \mathcal{H} \) an observation operator (projection, interpolation, selection, transformation, etc.), combined through a general model denoted \( \mathcal{G} := \mathcal{H} \circ \mathcal{M} \). Attributes are given to variables as superscripts: true state \( \mathbf{y}^{(t)} \) and associated true parameters \( \mathbf{x}^{(t)} \) designate a perfect model calibration. They are in general unknown, and the modeller, in principle, has an uncertain idea about parameters values, denoted \( \mathbf{x}^{(b)} \). The objective is to find the best estimate called analysis and denoted \( \mathbf{x}^{(a)} \), that provides an equilibrium between observed state values denoted \( \mathbf{y}^{(o)} \) and the background \( \mathbf{y}^{(b)} := \mathcal{G}(\mathbf{x}^{(b)}) \), taking into consideration their respective uncertainties. In variational formulation, finding the analysis consists in minimizing a cost function denoted \( J(\mathbf{x}) \).

In a discrete (finite) multidimensional setting, where the parameters, state, and observations are arranged in vectors \( \mathbf{x} = [x_1, \ldots, x_{m_x}] \in \mathbb{R}^{m_x}, \mathbf{y} = [y_1, \ldots, y_{m_y}]^T \in \mathbb{R}^{m_y} \) and \( \mathbf{y}^{(o)} = [y_1^{(o)}, \ldots, y_{m_y}^{(o)}]^T \in \mathbb{R}^{m_y} \) respectively, as expressed in Equation 2.

\[
\begin{aligned}
\mathbf{x}^{(t)} &= \mathbf{x}^{(b)} + \mathbf{\epsilon}^{(b)} \\
\mathbf{y}^{(o)} &= \mathcal{G}(\mathbf{x}^{(l)}) + \mathbf{\epsilon}^{(m,o)}
\end{aligned}
\]

In a variational DA framework, errors are considered Gaussian and unbiased (zero expectations), strictly defined by their covariance matrices \( \mathbf{B} := \text{cov}(\mathbf{\epsilon}^{(b)} , \mathbf{\epsilon}^{(b)}) \) and \( \mathbf{R} := \text{cov}(\mathbf{\epsilon}^{(m,o)} , \mathbf{\epsilon}^{(m,o)}) \). All these errors should be minimized, which sometimes results in a high-dimensional problem, principally due to the dimension of model response \( \mathbf{y} \). Additionally, mode errors denoted \( \mathbf{\epsilon}^{(m)} \) are in general difficult to define. A perfect model hypothesis is therefore added (i.e. \( \mathbf{\epsilon}^{(m)} = 0 \) and \( \mathbf{\epsilon}^{(m,o)} = \mathbf{\epsilon}^{(o)} \)), and resulting problem is said strong-constraint [10].

A minimum corresponds to a null gradient of \( J \). In the general case of non-linear models, classical approach consists in identifying an adjoint model [3], whose solution is equivalent to cancelling the gradient [3]. This method is however intrusive and presents drawbacks: it is conditioned by analytical derivation of the adjoint model, not possible for all systems of equations, and any update of the direct model and its discretization comes with the supplementary cost of updating the adjoint, which is not always trivial and requires resources. Non-intrusive solutions are therefore often preferred. For example, iterative descent methods, where the gradient is approximated using finite-differences, can be used [3]. Due to the numerous approximations (cost function definition, error covariance matrices approximation, descent algorithms), optimal solution is only an approximation (analysis) of the true state (perfect knowledge). It is therefore also characterized with errors, which can be expressed as \( \mathbf{x}^{(a)} = \mathbf{x}^{(l)} + \mathbf{\epsilon}^{(a)} \). An associated error covariance matrix is denoted \( \mathbf{P}^{(a)} := \text{cov}(\mathbf{\epsilon}^{(a)} , \mathbf{\epsilon}^{(a)}) \).

Minimizing the cost function \( J \) can be costly, principally due to the cost of the model \( \mathcal{G} \). Hence, in the following Sections 2.2.1 and 2.2.3 methods to construct a linear and a non-linear approximate \( \tilde{\mathcal{G}} \) for the model \( \mathcal{G} \) are respectively proposed. This results with metamodeling errors that should be accounted for in the error covariance matrix \( \mathbf{R} \), which is proposed in Section 2.4 for POD-PCE-3DVAR.

2.2 Linear Surrogate: PODEn3DVAR

This section is dedicated to the use of Proper Orthogonal Decomposition (POD) as an ensemble-based linear surrogate within 3DVAR parametric calibration. POD is briefly presented in Subsection 2.2.1 while its use to construct a linear metamodel is detailed in 2.2.2. It is also used as a reduction method prior to the construction of a non-linear metamodel in Section 2.3. Readers interested in supplementary theoretical details about POD and demonstrations can refer to [38, 39].
2.2.1 Proper Orthogonal Decomposition

POD is a Dimensionality Reduction (DR) technique \([29]\), consisting in a linear variable separation for continuous bi-variate functions denoted \(u(\psi, \omega) : \Psi \times \Omega \rightarrow \mathbb{D}\), where \(\mathbb{D}\) is a Hilbert space characterized by its scalar product \((, )_D\) and induced norm \(||.||_D\). This is written as in Equation 3:

\[
u(\psi, \omega) = \sum_{k=1}^{\infty} \nu_k(\omega) \sqrt{\lambda_k} \phi_k(\psi),
\]

where \(\{\lambda_k\}_{k=1}^{\infty} \subset \mathbb{R}\), \(\{\nu_k(.)\}_{k=1}^{\infty} \subset C(\Omega, \mathbb{R})\), and \(\{\phi_k(.)\}_{k=1}^{\infty} \subset C(\Psi, \mathbb{D})\), with \(C(A, B)\) denoting the space of continuous functions defined over \(A\) and arriving at \(B\). In particular, \(\{\phi_k(.)\}_{k=1}^{\infty}\) is called POD basis and is orthonormal with respect to \((, )_D\). Its members are ordered according to their importance in the interest field representation in terms of variance, which can be calculated as in Equation 4, where \(e_d\) is called Explained Variance Rate (EVR). It quantifies the proportion of variance captured by POD at a given rank \(d\in\mathbb{N}\), with an approximation \(\sum_{k=1}^{d} \nu_k(\omega) \sigma_k \phi_k(\psi)\).

When an order \(d < \min(dim(\Psi), dim(\Omega))\) corresponds to a high EVR, we speak of DR, because \(u\) is spanned to a sub-space of much smaller dimension than \(\Psi \times \Omega\).

\[
ed = \sum_{k<d} \frac{\lambda_k}{\sum_{k=1}^{+\infty} \lambda_k}.
\]

At given rank \(d\), POD approximation has the lowest error (in terms of the \(||.||_B\) norm and averaged over \(\Omega\)) compared to any other linear expansion \([29]\).

In discrete form, POD is usually written as in Equation 5 for a real valued physical variable measured at different coordinates \(\{\psi_1, ..., \psi_m\}\) (e.g. spatio-temporal locations) and for an ensemble of events \(\{\omega_1, ..., \omega_m\}\) (e.g. realizations in different configurations), and stored in matrix \(U := [u(\psi_i, \omega_j)]_{i,j} \in \mathbb{R}^{m \times n}\),

\[
U = U + \Phi \Lambda^{1/2} N^T = \bar{U} + \Phi \Sigma N^T,
\]

where \(\Phi := [\phi_k(\psi_i)]_{i,k} \in \mathbb{R}^{m \times e}\), \(N := [\nu_k(\omega_j)]_{j,k} \in \mathbb{R}^{e \times e}\), and \(\Lambda := [\lambda_k]_{k,k} \in \mathbb{R}^{e \times e}\), with \(e = \min(m,n)\), and \(\bar{U}\) the ensemble mean. Matrices \(\Phi\) and \(N\) are orthonormal, so that \(\Phi \Phi^T = I_m\) and \(NN^T = I_n\), where \(I_m\) is the \(m \times m\) identity matrix. The POD basis \(\Phi\) corresponds to the eigenvectors of matrix \((U - \bar{U})(U - \bar{U})^T\) decomposed as \(\Phi \Lambda \Phi^T\), with \(\Lambda\) the eigenvalues arranged in decreasing order, or using the equivalent Singular Value Decomposition (SVD) as \((U - \bar{U}) = \Phi \Sigma N^T\), where \(\Sigma = \Lambda^{1/2}\) is the singular values matrix. Matrix \(N^T\) is deduced using a projection \(N^T = \Sigma^{-1} \Phi^T (U - \bar{U})\). Each column \(j\) of \(N^T\) is a vector of expansion coefficients that represent a realization \(\omega_j\) of the decomposed field. When POD approximation is truncated at rank \(d\), it is written as \(U \approx \bar{U} + \Phi^{(d)} \Sigma^{(d)} N^{(d)}\), where column \(j\) of \(N^{(d)}\) contains reduced vector variable \(\nu^{(d)} = [\nu_1(\omega_j), ..., \nu_d(\omega_j)]^T \in \mathbb{R}^d\).

2.2.2 PODEn4DVAR adapted to parametric 3DVAR

When diverse enough records \(\{\omega_1, ..., \omega_m\}\) are available, resulting POD basis can be considered as a generator of all possible states. Then, any state \(u(\psi, \omega_j)\) can be approximated on the same basis \(\Phi^{(d)}\) by fitting \(\nu^{(d)} = [\nu_1(\omega_j), ..., \nu_d(\omega_j)]^T\). Hence, Tian et al. \([59]\) proposes to replace the model response at any time in a 4DVAR cost function by its POD approximation, which they call PODEn4DVAR. Consideration of the model dynamics is then enforced using POD rather than an adjoint.

We propose the same procedure using a joint parameter-state POD and cost function in Equation 1. A number \(n\) of paired realizations of parameters \(x_1, ..., x_{m_x}\) and associated states \(y_1, ..., y_{m_y}\) (through model \(Q\)) are arranged in a single vector \([x_1, ..., x_{m_x}, y_1, ..., y_{m_y}]^T\) of size \(m_x + m_y\) and stored in an ensemble matrix of size \((m_x + m_y) \times n\). The latter is POD reduced which gives an approximation in the form of Equation 6 for each realization. The POD basis matrix can therefore be written as a block vector in the form \(\Phi^{(d)} = [\Phi_x^{(d)}, \Phi_y^{(d)}]^T\), where parameter block denoted \(\Phi_x^{(d)}\) is of size \(m_x \times d\), and state block denoted \(\Phi_y^{(d)}\) is of size \(m_y \times d\), formed simply by selecting adequate lines of the full matrix \(\Phi^{(d)}\).

\[
[x_1, ..., x_{m_x}, y_1, ..., y_{m_y}]^T \approx [\bar{x}_1, ..., \bar{x}_{m_x}, \bar{y}_1, ..., \bar{y}_{m_y}]^T + \Phi^{(d)} \Sigma^{(d)} \nu^{(d)}.
\]
This provides a common linear generator for parameters and state. Hence, they both can be replaced in the parametric 3DVAR cost function in Equation 4. A new approximate cost function is written as in Equation 7 (where superscript \( d \) for \( \nu^{(d)} \) is dropped for the simplicity of following formulas).

\[
J(x) \approx J(\nu) = \frac{1}{2} \left\| \Phi_x^{(d)} \Sigma^{(d)} \left( \nu - \nu^{(b)} \right) \right\|^2_{B^{-1}} + \frac{1}{2} \left\| \Phi_y^{(d)} \Sigma^{(d)} \nu - y^{(o)} \right\|^2_{R^{-1}},
\]

(7)

It can be in particular noted that the linear metamodel reads:

\[
\mathcal{G} \approx \tilde{\mathcal{G}} := \mathcal{Y} + \Phi_y^{(d)} \Sigma^{(d)} \nu.
\]

(8)

The problem becomes linear and explicit, and the gradient can be analytically calculated as in Equation 9.

\[
\nabla_{\nu} J = \left( \Phi_x^{(d)} \Sigma^{(d)} \right)^{T} B^{-1} \left( \Phi_x^{(d)} \Sigma^{(d)} \right) (\nu - \nu^{(b)}) + \left( \Phi_y^{(d)} \Sigma^{(d)} \right)^{T} R^{-1} \left( \mathcal{Y} + \Phi_y^{(d)} \Sigma^{(d)} \nu - y^{(o)} \right).
\]

(9)

The analysis is obtained by cancelling the gradient, as in Equation 10.

\[
\nu^{(a)} = \left[ \left( \Phi_x^{(d)} \Sigma^{(d)} \right)^{T} B^{-1} \left( \Phi_x^{(d)} \Sigma^{(d)} \right) + \left( \Phi_y^{(d)} \Sigma^{(d)} \right)^{T} R^{-1} \left( \Phi_y^{(d)} \Sigma^{(d)} \right) \right]^{-1} \times \left[ \left( \Phi_x^{(d)} \Sigma^{(d)} \right)^{T} B^{-1} \left( \Phi_x^{(d)} \Sigma^{(d)} \right) \nu^{(b)} - \left( \Phi_y^{(d)} \Sigma^{(d)} \right)^{T} R^{-1} (\mathcal{Y} - y^{(o)}) \right].
\]

(10)

Solution to the minimization is hence straightforward and does not require an iterative algorithm.

### 2.3 Non-linear probabilistic surrogate: POD-PCE-3DVAR

Previously presented metamodel in Section 2.2 relies on a linearization of the relationships between interest model states and control parameters, which can be limiting for highly non-linear cases. Hence, in this section, a non-linear metamodel, based on POD-PCE coupling, is proposed and results with the POD-PCE-3DVAR methodology presented in Subsection 2.3.3. This metamodel relies on POD, as introduced in Section 2.2.1, but instead of relating the parameters and model response by a joint reduction, their dependency is modelled using a probabilistic non linear mapping called Polynomial Chaos Expansion (PCE). Theoretical elements for the latter are therefore briefly presented below, namely the probabilistic framework in Subsection 2.3.1 and PCE in Subsection 2.3.2. Readers interested in details can refer for instance to 51 54.

#### 2.3.1 Probabilistic framework

For the following calculations, we define by \((\Omega, F, \mathbb{P})\) a probability space, where \(\Omega\) is the event space (space of all the possible events \(\omega\) equipped with \(\sigma\)-algebra \(F\) (some events of \(\Omega\) and its probability measure \(\mathbb{P}\) (likelihood of a given event occurrence). A random variable defines an application \(Y(\omega) : \Omega \to D_Y \subseteq \mathbb{R}\), with realizations denoted by \(y \in D_Y\). The PDF of \(Y\) is a function \(f_Y : D_Y \to \mathbb{R}\) that verifies \(\mathbb{P}(Y \in E \subseteq D_Y) = \int_E f_Y(y)dy\).

The \(k\)th moments of \(Y\) are defined as \(E[Y^k] := \int_{D_Y} y^k f_Y(y)dy\), the first being the expectation denoted \(E[Y]\). In the same manner, we define the \(k\)th central moments of \(Y\) as \(E[(Y - E[Y])^k]\), the first being 0 and the second the variance of \(Y\) denoted by \(\mathbb{V}[Y]\). The covariance of two random variables is defined as \(\text{cov}(X,Y) = E[(X-E[X])(Y-E[Y])]\) and a resulting property is \(\mathbb{V}[Y] = \text{cov}(Y,Y)\). For a multi-dimensional random denoted \(Y = [Y_1, \ldots, Y_m]^T\), the expectation is defined component-wise as \(E[Y] = [E[Y_1], \ldots, E[Y_m]]^T\), and the variance is defined as \(\mathbb{V}[Y] = E[(Y-E[Y])(Y-E[Y])^T]\). It is a matrix of size \(m \times m\) called the covariance matrix, and can also be developed as \(\mathbb{V}[Y] = E[YY^T] - E[Y]E[Y]^T\). Component of line \(i_1\) and column \(i_2\) is exactly the covariance term \(\text{cov}(Y_{i_1}, Y_{i_2})\) and hence, diagonal terms \(i\) correspond to \(\mathbb{V}[Y_i]\) and the matrix is diagonal.

In this probabilistic framework, parameters and model response are considered to belong to the space of random variables with finite variances, denoted \(L^2_{\mathbb{P}}\). They are referred to using capital letters \(X\) and \(Y\) respectively. A realization of these randoms for an event \(\omega \in \Omega\), is denoted using lower case letters as \(X(\omega) := x = [x_1, \ldots, x_m]^T\).
and \( Y(\omega) = G(X(\omega)) := y = [y_1, \ldots, y_m]^T \).

The space of real random variables with finite variances \( \mathcal{L}^2_R \) is a Hilbert equipped with an inner product \( (Y, Z)_{\mathcal{L}^2_R} := \mathbb{E}[YZ] = \int_\Omega Y(\omega) Z(\omega) d\mathbb{P}(\omega) = \int_\Omega y z f_{Y,Z}(y,z) d\omega \) and its induced norm \( ||Y||_{\mathcal{L}^2_R} := \sqrt{\mathbb{E}[Y^2]} \). In particular, \( f_{Y,Z} \) defines the joint PDF of randoms \( Y \) and \( Z \), defined as \( \mathbb{P}(Y, Z \in E \subseteq D_Y \times D_Z) = \int_E f_{Y,Z}(y,z) dydz \).

A number \( n \) of parameters realizations are used to produce \( n \) realizations of the model response. Model responses are then stored in an ensemble matrix of size \( m_y \times n \), and POD reduced as in Equation 11

\[
Y(\omega) \approx \bar{Y} + \Phi^{(d)} \Sigma^{(d)} Y^{(d)}(\omega) .
\]  

where \( Y^{(d)}(\omega) := \nu^{(d)} \) is a realization of reduced variable associated to a realization of state \( Y(\omega) \). PCE is then used to formulate a non-linear model that links random reduced variable \( Y^{(d)} = [Y_1, \ldots, Y_d]^T \) to random parameters \( X \).

### 2.3.2 Polynomial Chaos Expansion

For a component \( Y_k \) or random variable \( Y^{(d)} \), PCE approximation \( \bar{Y}_k(X) \) is written in Equation 12

\[
Y_k \approx \bar{Y}_k(X) := \sum_{|\alpha| \leq p} c^k_\alpha \xi_{X,\alpha}(X_1, X_2, \ldots, X_{m_x}) ,
\]  

where \( c^k_\alpha \in \mathbb{R} \) are deterministic coefficients, and \( \{\xi_{X,\alpha}, \alpha := (\alpha_1, \ldots, \alpha_{m_x}), \alpha := \sum_{i=1}^{m_x} \alpha_i \in [0,p]\} \) is an orthonormal multivariate polynomial basis of maximum degree \( p \in \mathbb{N} \). The orthonormality is defined with respect to the inner product \( \langle \cdot, \cdot \rangle_{\mathcal{L}^2} \). The multivariate basis is constructed for mutually independent parameters as \( \xi_{X,\alpha}(X) := \prod_{i=1}^{m_x} \xi_{x_i,\alpha_i}(x_i) \), where \( \{\xi_{x_i,\beta}, \beta \in [0,p]\} \) is an orthonormal univariate polynomial basis for each input variable \( X_i \). This is written as \( \xi_{x_i,\beta}(x_i) f_{X_i}(x_i) d\omega = \delta_{\beta_1 \beta_2} \), where \( \delta_{\beta_1 \beta_2} \) is the Kronecker symbol. The constructed multivariate basis is also orthonormal with respect to joint probability distribution of parameters denoted \( f_{X_1,\ldots,X_{m_x}} \).

The choice of the basis is therefore directly related to the choice of input variable marginals. It has been for example shown that Hermite polynomials are orthonormal with respect to Gaussian distributions, whereas Legendre polynomials are orthonormal with respect to Uniform densities.

Coefficients \( c^k_\alpha \) can be estimated thanks to different methods, and is here performed using the Least Angle Regression Stagewise method (LARS) in order to construct an adaptive sparse PCE. This is an iterative procedure, where the algorithm begins by finding the polynomial pattern, denoted \( \zeta_i \) for simplicity, that is the most correlated to the output. The latter is linearly approximated by \( \epsilon_i \zeta_i \), where \( \epsilon_i \in \mathbb{R} \). Coefficient \( \epsilon_i \) is not set to its maximal value, but increased started from 0, until another pattern \( \zeta_j \) is found to be as correlated to \( Y - \epsilon_i \zeta_i \), and so on. In this approach, a collection of possible PCE, ordered by sparsity, is provided and an optimum can be chosen with an accuracy estimate. It was performed in this study using corrected leave-one-out error. The reader can refer to the work of Blatman and Sudret for further details on LARS and more generally on sparse constructions.

For multi-dimensional variables \( Y^{(d)} = [Y_1, \ldots, Y_d] \), PCE constructed component wise with the same inputs \( X \) can be written as in Equation 13, where \( \xi_X \) is a vector containing the basis elements, and each line of matrix \( C \) contains expansion coefficients \( c^k_\alpha \) of component \( Y_k \).

\[
Y^{(d)} \approx \bar{Y}^{(d)}(X) = C \xi_X
\]  

The orthonormality is a particularly convenient property for an efficient representation. It guarantees spectral decay and therefore fast convergence of the approximation, as well as direct estimation of statistical moments.

### 2.3.3 Approximate cost function for the parametric case

The model \( G \) in the parametric 3DVAR cost function is now replaced by an approximate probabilistic POD-PCE metamodel denoted \( \tilde{G} \) as in Equation 14 (here, \( y \) is written for given realization in lower case letters, with empirical estimate of the mean denoted \( \bar{y} \)).
\[ y = \mathcal{G}(x) \approx \tilde{\mathcal{G}}(x) := y + \Phi^{(d)} \Sigma^{(d)} \tilde{\nu}^{(d)}(x). \] (14)

where \( \tilde{\nu}^{(d)} \) corresponds to a realization using PCE models for the reduced POD coefficients, defined as in Equation 13. A new approximate cost function is then written (for a given realization) as in Equation 15,

\[ J(x) \approx \tilde{J}(x) = \frac{1}{2} \| x - x^{(b)} \|^2_{\mathbf{B}^{-1}} + \frac{1}{2} \| \tilde{y} + \Phi^{(d)} \Sigma^{(d)} \tilde{\nu}^{(d)}(x) - y^{(o)} \|^2_{\mathbf{R}^{-1}}, \] (15)

and its gradient is written, using the matricial multivariate PCE form of Equation 13 as in Equation 16,

\[ \nabla_x \tilde{J} = \mathbf{B}^{-1} (x - x^{(b)}) + (\Phi^{(d)} \Sigma^{(d)} C\nabla_x \zeta_x)^T \mathbf{R}^{-1} (\tilde{y} + \Phi^{(d)} \Sigma^{(d)} \tilde{\nu}^{(d)}(x) - y^{(o)}), \] (16)

where \( \nabla_x \zeta_x \) is the jacobian matrix of PCE basis elements \( \zeta_x \) that can be calculated analytically in the case of independent variables.

### 2.4 POD-PCE-3DVAR metamodelling error covariance matrix

Replacing the model \( y = \mathcal{G}(x) \) by a surrogate denoted \( \tilde{\mathcal{G}}(x) \) comes with an additional modelling error. This error can therefore be accounted for in the optimization process, as defined in the following for POD-PCE-3DVAR.

When considering the POD-PCE metamodel, a new cost function can be written as in Equation 15 which could more be formulated in weaker constraint form as in 17,

\[ J(x) \approx \tilde{J}(x) = \frac{1}{2} \| x - x^{(b)} \|^2_{\mathbf{B}^{-1}} + \frac{1}{2} \| \tilde{y} + \Phi^{(d)} \Sigma^{(d)} \tilde{\nu}^{(d)}(x) - y^{(o)} \|^2_{\tilde{\mathbf{R}}^{-1}}, \] (17)

where \( \tilde{\mathbf{R}} \) is a new error covariance matrix accounting for metamodelling error. Indeed, with this surrogate, the model can no longer be considered perfect, even for an originally strong constraint 3DVAR problem (with perfect model \( \mathcal{G} \) assumption). A new error denoted \( \epsilon^{(\text{meta,o})} \), combining the observation and metamodelling errors, can be defined, and gives the new error covariance matrix as \( \tilde{\mathbf{R}} = \mathbf{V} (\epsilon^{(\text{meta,o})}, \epsilon^{(\text{meta,o})}) \).

The POD-PCE metamodel in Equation 14 is used to define the new cost function as in Equation 17 with new error \( \epsilon^{(\text{meta,o})} \), resulting from combined POD reduction error \( \epsilon^{\text{POD}} \), PCE approximation error \( \epsilon^{\text{PCE}} \) and observation error \( \epsilon^{(o)} \).

Firstly, POD basis truncation results in an approximation written in Equation 18 where \( \epsilon^{\text{POD}} \) is calculated as in Equation 19 and \( \tilde{\nu}^{(d)} \) designates the POD coefficients not considered in the approximate.

\[ y = \tilde{\mathcal{G}}(x) + \epsilon^{(\text{POD})}, \] (18)

\[ \epsilon^{\text{POD}} := \Phi^{(d)} \Sigma^{(d)} \nu^{(d)}. \] (19)

Secondly, PCE approximation error, resulting from coefficients fitting and polynomial basis truncation to a given polynomial degree, is defined as in Equation 20

\[ \epsilon^{\text{PCE}} := \nu^{(d)} - \tilde{\nu}^{(d)}(x). \] (20)

Consequently, exact formulation of the metamodel in Equation 14 with error characterization is written in Equation 21 where error \( \epsilon^{(\text{meta})} \) is defined in Equation 22

\[ y = \mathcal{G}(x) + \epsilon^{(\text{meta})}. \] (21)

\[ \epsilon^{(\text{meta})} = \Phi^{(d)} \Sigma^{(d)} \epsilon^{\text{PCE}} + \epsilon^{\text{POD}}. \] (22)

Lastly, combined metamodel and observation error can be calculated as in Equation 23

\[ \epsilon^{(\text{meta,o})} = \epsilon^{(o)} + \Phi^{(d)} \Sigma^{(d)} \epsilon^{\text{POD}} + \epsilon^{\text{PCE}} \] (23)
To estimate the new error defined in Equation 23, observation errors, POD error and PCE errors for modes 1 to \(d\), are considered mutually independent and unbiased (\(\mathbb{E}[\epsilon] = 0\)). Independence is assumed in the sense that both methods (patterns extraction and learning) are performed independently.

Independence and bilinearity allow to develop the error covariance matrix as in Equation 24

\[
\tilde{R} = \mathbb{V}(\epsilon^{(\text{meta,o})}, \epsilon^{(\text{meta,o})}) = \mathbb{V}(\epsilon^{(o)} + \Phi^{(d)} \Sigma^{(d)} \epsilon^{\text{PCE}} + \epsilon^{\text{POD}}, \epsilon^{(o)} + \Phi^{(d)} \Sigma^{(d)} \epsilon^{\text{PCE}} + \epsilon^{\text{POD}}) = R + \mathbb{V}(\epsilon^{\text{POD}}, \epsilon^{\text{POD}}) + \Phi^{(d)} \Sigma^{(d)} \mathbb{V}(\epsilon^{\text{PCE}}, \epsilon^{\text{PCE}}) \Sigma^{(d)} (\Phi^{(d)})^T.
\]

(24)

Then, POD error covariance matrix is developed in Equation 25

\[
\mathbb{V}(\epsilon^{\text{POD}}, \epsilon^{\text{POD}}) = \Phi^{(d)} \Sigma^{(d)} \mathbb{V}(\epsilon, \epsilon) \Sigma^{(d)} (\Phi^{(d)})^T.
\]

(25)

The covariance matrix \(\mathbb{V}(\nu^{(d)}, \nu^{(d)})\) can be estimated as the ensemble-anomaly covariance matrix [10], written in Equation 26. Indeed, POD was deduced from an ensemble of realizations of \(y\), which provides \(n\) realizations for vector \(\nu\), stored in the columns of matrix \((N^{(d)})^T \in \mathbb{R}^{(e-d) \times n}\), with \(e = \text{min}(n, m)\) (details in Section 2.2.1). Covariance is then developed in Equation 26 with unbiased error that cancels \(\mathbb{E}[N^{(d)}] = (\Sigma^{(d)})^{-1} (\Phi^{(d)})^T \mathbb{E}[\epsilon^{\text{POD}}]\) and orthonormality of POD coefficients that gives \((N^{(d)})^T (N^{(d)}) = I_{e-d}\).

\[
\mathbb{V}(\nu^{(d)}, \nu^{(d)}) \approx \frac{1}{n-1} (N^{(d)} - \mathbb{E}[N^{(d)}])^T (N^{(d)} - \mathbb{E}[N^{(d)}]) = \frac{1}{n-1} (N^{(d)})^T (N^{(d)}) - \frac{1}{n-1} I_{e-d}.
\]

(26)

PCE error covariance matrix, considering modes fitting errors are independent, can be estimated as:

\[
\mathbb{V}(\epsilon^{\text{PCE}}, \epsilon^{\text{PCE}}) = \mathbb{V}(\nu^{(d)} - \tilde{\nu}^{(d)}, \nu^{(d)} - \tilde{\nu}^{(d)}) = \begin{pmatrix}
\mathbb{V}[\nu_1 - \tilde{\nu}_1] & 0 & \ldots & 0 \\
0 & \mathbb{V}[\nu_2 - \tilde{\nu}_2] & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathbb{V}[\nu_d - \tilde{\nu}_d]
\end{pmatrix}
\]

(27)

This independence assumption, that allows to write a diagonal matrix, is possible since each POD mode is learned independently by corresponding PCE model. Then, each variance term can be written in terms of expectation with the Koenig-Huygens development. As PCE errors are supposed unbiased (no average over or under estimation), this gives:

\[
\mathbb{V}[\nu_k - \tilde{\nu}_k] = \mathbb{E}[(\nu_k - \tilde{\nu}_k)^2] - \mathbb{E}[(\nu_k - \tilde{\nu}_k)]^2.
\]

(28)

Quantity \(\mathbb{E}[(\nu_k - \tilde{\nu}_k)^2]\) is called generalization error [6]. It can be approximated at PCE learning stage with the empirical error denoted \(\delta_{\text{emp}}\) defined in Equation 29. This is performed by splitting the ensemble of realizations \((N^{(d)})^T\) to a training set of size \(n_t\) and a validation/prediction set of size \(n_p = n - n_t\). The training ensemble is then used to fit the PCE models, and the validation ensemble, with reduced state realizations \([\nu_k(x^1), \ldots, \nu_k(x^{n_p})]\) associated to parameters realizations \([x^1, \ldots, x^{n_p}]\), is used to estimate the learned model bias in Equation 29

\[
\mathbb{E}[(\nu_k - \tilde{\nu}_k)^2] \approx \delta_{\text{emp}}(\nu_k, \tilde{\nu}_k) := \frac{1}{n_p} \sum_{j=1}^{n_p} (\nu_k(x^j) - \tilde{\nu}_k(x^j))^2.
\]

(29)

As explained above, generalization error is used in this study to fit an optimal PCE model for each component \(\nu_k\) independently (choice of polynomial degree), by minimization on the prediction set. Consequently, the resulting
covariance estimation comes with no additional cost than fitting.

As a result, error $\tilde{R}$ can be estimated as in Equation \[30\]

$$
\tilde{R} \approx R + \frac{1}{n-1} \Phi^{(d)} A^{(d)} \left( \Phi^{(d)} \right)^T + \Phi^{(d)} \begin{pmatrix}
\lambda_1 \delta_{emp}(\nu_1 - \tilde{\nu}_1) & 0 & \ldots & 0 \\
0 & \lambda_2 \delta_{emp}(\nu_2 - \tilde{\nu}_2) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_d \delta_{emp}(\nu_d - \tilde{\nu}_d)
\end{pmatrix} \left( \Phi^{(d)} \right)^T.
$$

It is directly calculated from:

- the eigenvalue matrix associated to unused modes $A^{(d)} = \left( \Sigma^{(d)} \right)^2$ representing an Unexplained Variance Rate (UVR, oppositely to EVR) due to POD truncation;
- the approximation error due to PCE learning of each mode $\nu_k$, enhanced by the importance of the latter, represented by its eigenvalue $\lambda_k$.

For its estimation, no additional computation is necessary, besides POD calculation and PCE fitting by generalization error minimization. New error covariance is therefore directly estimated by transforming reduction and learning errors to the output’s space through adequate matrix product using the full POD basis $\Phi = \left[ \Phi^{(d)}, \Phi^{(d)} \right]$.

It is worth mentioning that the same analysis can be performed for PODEn3DVAR, simply by skipping the calculation of error portion that is due to PCE. Its impact was however not investigated in the following work, and focus was rather put on POD-PCE-3DVAR optimization, as the latter has proven, through presented application, to be more efficient and robust to noise (details and comparisons in following Section \[3\]).

3 \ Numerical experiments with the Shallow Water Equations

The accuracy of the proposed hybrid DA approaches, presented in Section \[2\], is now assessed on practical examples. A model $M$, with uncertain parameters $x$ and associated state $y$, and observations $y^{(o)}$, should be specified for cost function defined in Equation \[1\] The latter are presented in Section \[3.1\] Then, a twin DA experiment, and a measurement-based DA experiment are presented in Sections \[3.2\] and \[3.3\] respectively. In particular in Section \[3.3\] results with the proposed algorithms are compared to classical 3DVAR. It should be noted that the following results are presented for PODEn3DVAR using the analytical gradient derivation as in Section \[2.2\] and for POD-PCE-3DVAR using an iterative gradient descent (that would be more convenient in case of dependent parameters). More precisely, the advanced constrained Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton (c-BFGS-QN) method is used to impose variation bounds for the parameters to optimize \[63\].

3.1 Problem setup

The modelling of tidal flow at the vicinity of a power plant’s cooling intake is here targeted. The studied intake is located on the eastern English Channel coast in northern France, which is a macro/mega-tidal zone dominated by a semi-diurnal circulation. Few field information about the currents are available, namely a survey of depth-averaged velocity components denoted $(u, v)^T$ and free-surface elevation denoted $\eta$ at five measurement points, indicated with a schematic drawing of the intake in Figure \[3\].a.
**Figure 3** – Locations of measurement points for the two-months survey at intake’s vicinity

A superposition of the measured hydrodynamic variables on tidal periods is shown in Figure 4. The field campaign period is characterized with possible storms and surges.

**Figure 4** – Superposition of measurements for the hydrodynamic variables on Point 1

These data are subject to measurement errors. In particular, Acoustic Wave And Current (AWAC) meters (1 MHz Nortek, Doppler technology) were used for offshore tidal velocities and water depths (through pressure records). Measurements are characterized with absolute errors 1 cm/s for and 5 cm for tidal velocities and free-surface elevations respectively.

To obtain a detailed spatio-temporal current distribution in the study area, the Shallow Water Equations (SWE) are used. The SWE are a set of non-linear hyperbolic Partial Differential Equations (PDE), obtained by depth-averaging the three-dimensional Reynolds-averaged free-surface Navier-Stokes equations, allowing the representation of almost-horizontal, two-dimensional (2D), shallow flows [20]. The resulting mass and momentum conservation equations are defined in Equation 31:

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} &= 0 \\
\frac{\partial (hu)}{\partial t} + \frac{\partial (hu^2)}{\partial x} + \frac{\partial (huv)}{\partial y} &= -gh \frac{\partial \eta}{\partial x} - \frac{1}{\rho} \tau_{bx} + \frac{h}{\rho} F_x + \nabla \cdot (h \nu_e \nabla u) \\
\frac{\partial (hv)}{\partial t} + \frac{\partial (huv)}{\partial x} + \frac{\partial (hv^2)}{\partial y} &= -gh \frac{\partial \eta}{\partial y} - \frac{1}{\rho} \tau_{by} + \frac{h}{\rho} F_y + \nabla \cdot (h \nu_e \nabla v)
\end{align*}
\]

where the system unknowns are the depth-averaged velocity components \( \mathbf{u} = (u, v)^T \) along the Cartesian coordinates \((x, y)\) and the free surface elevation \( \eta := h + b \), with \( h \) the water depth and \( b \) the bottom elevation. The gravitational acceleration \( g \) and the water density \( \rho \) are considered as constant values. Vector \( \mathbf{\tau}_b = (\tau_{bx}, \tau_{by}) \) denotes the bottom shear stress, with components \( \tau_{bx} \) and \( \tau_{by} \) along the Cartesian coordinates \((x, y)\). Vector \( \mathbf{F} \) represents...
external forces (in the presented study, only Coriolis effect is considered as external force), and \( \nu_e \) is the effective viscosity, accounting for kinematic, eddy and “dispersion” viscosity resulting from vertical integration, and here set equal to water’s kinematic viscosity.

The Digital Elevation Model from [49] provides the bottom elevation \( b \), represented in Figure 3b. This model set-up, although characterized with possible approximations (e.g. bottom interpolations), is considered as trustworthy for the ongoing study. However, bottom friction and tidal Boundary Conditions (BC), which are essential elements for tidal modelling with SWE, are unknown, and their uncertainty should be quantified for optimal calibration using DA. In the following, attention is therefore focused on parametric calibration of friction and BC using appropriate variables. However, it should be noted that the developed framework could be used to calibrate other control vectors, as the bathymetry, Initial Conditions (IC), etc.

Firstly, bed shear stress is capital for environmental applications, as it has considerable influence on the flow because of the energy dissipation it induces [35]. Its exact formulation remains unknown, but parametrization can be done using one of the many formulas that can be found in literature, with specific calibration parameters. Sensitivity analysis performed in [39] on the study case showed that formula choice does not impact the model response. Consequently, the empirical Strickler’s formula [35] is used as in Equation 32, where \( K \) is called Strickler coefficient. The latter is an uncertain calibration parameter, that ranges in [21.02, 90.66] m\(^{1/3}\) s\(^{-1}\), as explained in [39]. Two values are set: \( K_1 \) inside the intake and \( K_2 \) outside. Model outputs at measurement points of Figure 3 showed no sensitivity to \( K_1 \) in [39]. Therefore, it is fixed to average interval value, and only \( K_2 \) is calibrated using DA.

Secondly, tidal BC are parametrized with the TPXO data-base [15], particularly the European Shelf (ES) local model implemented in the TELEMAC-2D module [11] of the open-source TELEMAC-MASCARET modelling System (TMS) (https://www.open TELEMAC.org/) used in this study. The hydrodynamic unknowns at the boundary are modelled as a superposition of harmonic components, as in Equation 33

\[
F(x, y, t) = \sum_i F_i(x, y, t) = \sum_i f_i(t)A_F(x, y) \cos \left( \frac{2\pi t}{T_1} - \phi_F(x, y) + u_0 + v_i(t) \right),
\]

where the term \( F \) at point of coordinates \((x, y)\) and time \( t \) represents velocity components or water depth, \( F_i \) a harmonic component with constant period \( T_1 \), amplitude \( A_F \), phase \( \phi_F \), phase at origin of times \( u_0 \), and temporal nodal factors \( f_i(t) \) and \( v_i(t) \). Thompson’s method is then used to prescribe BC [21], and three parameters, denoted CTL (Coefficient of Tidal Level), MTL (Mean Tidal Level) and CTV (Coefficient of Tidal Velocity), can be used to calibrate the BC on measurements, as in Equation 34. For example, MTL allows to account for seasonal variability (effect of thermal expansion, salinity variations, air pressure, etc.) in addition to long-term sea level rise resulting from climate change [22], and all three parameters can be used to compensate the effects of storm and surge (atmospheric and wave setup) [22], as the latter are not modelled in the TPXO data-base. These calibration coefficients additionally allow to correct the approximations resulting from scale difference between the TPXO data-base and the model geometry, as the used domain size is smaller than a TPXO element size. Hence, a linear interpolation is used to impose tidal conditions on the studied geometry’s boundary elements. Variation interval for MTL is deduced from measurements as [4.0, 6.0] m CM, whereas the non-dimensional parameters CTL and CTV are expertly set to [0.8, 1.2] and [0.8, 3.0] respectively, so that the measurements fall within the simulated min-max interval [39].

\[
\begin{align*}
  h(x, y, t) &= \text{CTL} \times \sum_i h_i(x, y, t) - z_f(x, y) + \text{MTL} \\
  u(x, y, t) &= \text{CTV} \times \sum_i u_i(x, y, t) \\
  v(x, y, t) &= \text{CTV} \times \sum_i v_i(x, y, t)
\end{align*}
\]  

(34)

To conclude, four uncertain parameters are defined for DA calibration: one input for sea friction denoted \( K_2 \), and three BC parameters denoted MTL, CTL and CTV. As the only available information about these variables uncertainties are their variation supports, Uniform PDFs should be used to represent their uncertainty (Maximum Entropy Principle [52]). These PDFs are used to produce random ensembles of inputs using Monte Carlo (MC) sampling. Each input configuration is then propagated through the studied model by running a direct simulation. A corresponding ensemble of output values is therefore obtained, which then allows to learn the joint parameter-state POD on the one hand, and the POD-PCE model on the other hand. For the latter, Legendre polynomials are used, and PCE is fitted for each POD pattern independently, by choosing the polynomial degree that minimizes the empirical error calculated in Equation 29. For the variational algorithms however, all variables are characterized by
Gaussian errors. In the following, the background parameters are set to the average value from the variation interval, and standard deviation empirically estimated from the bounds, as summarized in Table 1. A large discrepancy is therefore considered for both twin and measurement-based experiments, using the full variation range of parameters, as the latter are generally unknown.

| Variable  | $x_i^{\text{min}}$ | $x_i^{\text{max}}$ | $\mathbb{E}[x_i]$ | $\sqrt{\mathbb{V}[x_i]}$ |
|-----------|--------------------|--------------------|--------------------|---------------------------|
| $K_2$ [m$^{1/3}$/s$^{-1}$] | 21.02 | 90.66 | 55.84 | 34.82 |
| $MTL$ [m CM] | 4.0 | 6.0 | 5.0 | 1.0 |
| $CTL$ [-] | 0.8 | 1.3 | 1.05 | 0.25 |
| $CTV$ [-] | 0.8 | 3.0 | 1.9 | 1.1 |

Table 1 – Uncertain parameters bounds and considered standard deviation for the variational DA cost function.

Lastly, previously described governing equations are solved by the module TELEMAC-2D [21] of TMS, that also incorporates the used closures (friction, tidal BC). A numerical domain of size $8 \times 16$ km (offshore $\times$ longshore distances) is chosen, resulting from previous sensitivity analysis [36]. After mesh convergence study, elements of maximal size 50 m at the sea and 2.5 m in the intake are selected.

### 3.2 Robustness investigations on twin experiment

Before attempting model calibration on complex measurements, one of the randomly produced model states is used to assess the performance of previously presented DA approaches in Section 2 on twin experiments. The model state consists in temporal series of the hydrodynamic variables, registered with a 20 minutes time step, and measured at the five observation points represented in Figure 3-a, over a semi-diurnal tidal period. Model state is arranged in vector form as $y := [u_{P1}(t_1), \ldots, u_{P1}(t_k), \ldots, u_{P5}(t_k), v_{P1}(t_1), \ldots, v_{P5}(t_k), \eta_{P1}(t_1), \ldots, \eta_{P5}(t_k)]$, where $P_i \in \{P1, \ldots, P5\}$ refer to record points and $t_j \in \{t_1, \ldots, t_k\}$ with $k \in \mathbb{N}^*$ the record times. The studied twin experiment model output is considered to be the "true" observation field, denoted $y^{(t)}$. Perturbed versions denoted $y^{(o)}$, with different noise levels ranging from 1 % to 40 %, are used to emulate imperfect observations. Each component of $y^{(t)}$ is perturbed using a white Gaussian noise around the true value, with a variance corresponding to chosen noise percentage. The variance employed for each component is also used to fill the observation error covariance matrix $R$. Parameter prior values denoted $x^{(b)}$ are set to average, as reported in Table 1 and corresponding error covariances stored in $B$ are calculated as deviation from truth $x^{(t)}$, corresponding to the unperturbed twin experiment. It should also be noted that all states, observations and parameters components are centered and reduced (normalized by their standard deviations) in order to give the same weight to all. Corresponding error covariance matrices are normalized accordingly.

Comparisons of PODEn3DVAR and POD-PCE-3DVAR are given, with three elements of interest: (i) their performance and convergence with ensemble size (ii) their sensitivity to noise and (iii) the influence of mode number (or EVR) choice. Confrontations are therefore performed by successively setting a parameter (noise, mode number) to an arbitrary fixed value, in order to make the analysis easier.

The evolution of EVR with mode number, and its convergence with training size, is for example shown in Figure 5 for POD applied to the snapshot matrix containing model states $y$. For example, when 2 modes are selected, over 80% of the EVR is captured with the metamodel. The EVR of POD applied to joint parameter-state snapshot matrix shows substantially equivalent convergence and values. This proves that the relation between the model’s degrees of freedom, represented by forcing parameters, and output states is well captured. The EVR of joint parameter-state matrix compared to state-only matrix are barely lower, not visible on a plot.
To perform comparisons between PODEn3DVAR and POD-PCE-3DVAR, the relative Root Mean Square Error (RMSE) measuring the distance between true state $y^{(t)}$ and analyzed model output $y^{(a)}$, and the relative RMSE between observation $y^{(o)}$ and analyzed model output $y^{(a)}$, are computed. These are calculated either on the full vector, called global RMSE, or for each point $P_1$ to $P_5$ and each output variable $z_s, u$ and $v$ independently. For RMSE computation on the full vector, each variable is standardized beforehand, i.e. centered around mean and divided by standard deviation, in order to give equivalent importance to all model outputs.

Lastly, the results detailed below show promising efficiency and robustness to noise for POD-PCE-3DVAR, therefore selected as best approach, for further investigation and optimization. More precisely, the impact of error covariance matrices choice is studied, as specification of the latter is known to have significant impact on DA algorithms performance [47]. The question is raised by the use of covariance matrix $R$ to account for model-observation error, which is based upon perfect model assumption. This would have been valid if $M$ was used, as the twin observation, before being perturbed with noise, originates from the model. The model is therefore theoretically able to recover true state with optimal definition of the cost function (true error covariance matrices) and perfect resolution of the latter. However, an approximated POD-PCE metamodel is used instead, characterized with errors, which can be considered through the use of $\tilde{R}$ instead of $R$, as explained in Section 2. Detailed study about the impact of error covariance matrix choice, regarding the quality of POD-PCE-3DVAR analysis, is hence finally proposed.

**Noise impact**

Firstly, noise impact is analyzed by fixing an arbitrary mode number of 3, corresponding to EVR 95%, for both POD-PCE and PODEn3DVAR methods. Using different noise levels (1, 5, 10, 20 and 40 %), the relative RMSE between observed state $y^{(o)}$ and analyzed model output $y^{(a)}$ on the one hand, and between the truth $y^{(t)}$ and analysis $y^{(a)}$ on the other hand, are shown in Figure 6 with the POD-PCE-3DVAR method. It can be noticed that relative RMSE between assimilated state and observations increases with the noise injected in data. Oppositely, distance to truth stabilizes with the training size, whatever the noise level in the data, showing robustness of the used POD-PCE metamodel.

Results with PODEn3DVAR are similar to Figure 6 regarding distance to observation. However, it is shown in Figure 7 that the obtained analysis using PODEn3DVAR is less robust to noise in the observation, as relative RMSE between analysis and truth is less stable than for POD-PCE-3DVAR in Figure 6. Additionally, PODEn3DVAR struggles to converge, which is in particular true for the highest noise levels.
Comparison between POD-PCE-3DVAR and PODEn3DVAR can also be made for each output variable and observation point independently. The same behavior to noise as for global RMSE is then observed. For example, free surface error with POD-PCE-3DVAR stabilized around 2.5% and varies by ±1% depending on the noise level, which is much smaller than the variation interval of noise.

**Influence of the mode number or EVR**

Sensitivity of the proposed algorithms to EVR or POD mode number choice is here studied. An experiment example with 10 % of noise added to the observation is selected. Comparison of global RMSE, calculated between analyzed model output $y^{(a)}$ and true state $y^{(t)}$, is shown in Figure 8.

For both methods, an RMSE step between metamodels using 3 modes or less and 4 modes or more is noticed. Use of 4 modes here seems optimal, as increasing the number beyond does not decrease the RMSE any longer. Comparison between POD-PCE-3DVAR and PODEn3DVAR methods in Figures 8-a and 8-b respectively shows that PODEn3DVAR may be less convergent than POD-PCE-3DVAR at higher mode numbers, for example here when 3 modes are used. This difference is also observed on variables errors, for example in the case of free surface error.
elevation, where convergence is better guaranteed with lower number of modes (1 or 2) for both methods, although a gain of 1% relative RMSE can be achieved by selecting 4 modes. The gain in accuracy is higher for the velocity components when selecting 4 modes, for example with POD-PCE-3DVAR, where average error decreases from around 4% to 2%. Error decrease with the EVR is more significant for small ensembles.

**Influence of the training members**

Until now, the training set size was increased inclusively. This means that the ensemble of size \( n = 500 \) for example, contains the ensemble of size \( n = 400 \). The influence of training members was therefore not assessed. To do so, a bootstrap analysis is performed with size \( n = 800 \), where 50 realizations of training members are performed. At this ensemble size, both PODEn3DVAR and POD-PCE are considered to have converged. Sensitivity of the analysis relative global RMSE to truth is shown in Figure 9.

**Further investigations with POD-PCE-3DVAR: impact of error covariance matrices**

Previously shown comparisons shed light on robustness of POD-PCE-3DVAR to noise. It is therefore considered as best approach and selected for further investigation. For example, the impact of error covariance matrices choice on the quality of POD-PCE-3DVAR analysis is of interest, especially as used matrix \( \mathbf{R} \) for model-observation uncertainties does not account for metamodelling biases. Hence, results with the POD-PCE-3DVAR method are here shown with assimilation experiments using \( \tilde{\mathbf{R}} \) instead of \( \mathbf{R} \), as defined in Section 2, allowing to consider metamodelling errors in the assimilation algorithm.

The example of 10% noisy data is here chosen as a twin experiment. In order to assess the sensitivity of the method to error covariance matrix choice, matrices \( \tilde{\mathbf{R}} \) and \( \mathbf{R} \), considered as optimal estimations, are multiplied by coefficients as \( \alpha_R \tilde{\mathbf{R}} \) and \( \alpha_B \mathbf{B} \), where \( \alpha_R, \alpha_B \in \{0.01, 0.1, 1.0, 10.0, 100.0\} \), following the example shown in [58]. Then, different assimilations are performed with each couple \( (\alpha_B, \alpha_R) \), and associated RMSE is computed.

Relative global RMSE of analysis to truth is shown in Figure 10 for example for a 5-Mode POD-PCE metamodel. Firstly, it can be seen in Figure 10 that minimal RMSE corresponds to the diagonal, where same coefficients \( \alpha_R = \alpha_B \) are applied, which allows to conserve the \( \tilde{\mathbf{R}} / \mathbf{B} \) ratio. Using the true definition of error covariance matrix, corresponding to \( \alpha_B = 1 \), the error covariance matrix that gives minimal RMSE is \( \alpha_R \tilde{\mathbf{R}} \) where \( \alpha_R = 1 \). This means that \( \tilde{\mathbf{R}} \) is an optimal choice. Additionally, underestimating \( \tilde{\mathbf{R}} \) with exact \( \mathbf{B} \) (\( \alpha_R < 1 \) and \( \alpha_B = 1 \)) or overestimating \( \mathbf{B} \) with exact \( \tilde{\mathbf{R}} \) (\( \alpha_R = 1 \) and \( \alpha_B > 1 \)) results with the greatest RMSE. These two correspond to cases where observation is given more weight compared to the background, in other words where the observation...
error compared to background error is undervalued. This behaviour is reported by other works, and attempts to correct the background error covariance matrix (which is often difficult to specify for DA on operational cases) in order to avoid its overestimation can for example be found in [11 12] (iterative process).

Figure 10 – Global relative RMSE between analysis and truth for different error covariance matrices and a 5-Mode POD-PCE metamodel, for the experiment with 10% noisy data using POD-PCE-3DVAR

It can also be noted that bias is sometimes present in the PCE learning. This results with an overestimation of PCE learning variances for each mode, as the expectation of model bias, denoted $E[(\nu_k - \tilde{\nu}_k)]$, was neglected in Equation 28. If $E[(\nu_k - \tilde{\nu}_k)]$ is estimated using the test set for PCE learning, this gives a corrected error covariance matrix that is here denoted $\tilde{R}_{corr}$. The used error covariance matrix $R$ can either overestimate $\tilde{R}_{corr}$ or underestimate it, due to multiplication of PCE variances in Equation 30 by POD basis elements $\Phi^{(d)}$ that may contain negative values. Statistics of the relative error of $R$ to $\tilde{R}_{corr}$, calculated over the matrix elements, is shown in Figure 11. It can be noticed that over and underestimation of the covariances become increasingly significant with the complexity of the model. This means that a bias in the PCE learning is recorded, and increases with the POD mode rank. Additionally, a widening of the min-max envelope is noticed for mode 3 compared to modes 1 and 2.

Figure 11 – Evolution of relative error between $\tilde{R}_{corr}$ and $R$ with the POD mode number, in the POD-PCE-3DVAR case with the 10% noisy twin experiment

3.3 Confrontation to classical 3DVAR on measurements

In this subsection, the proposed PODEn3DVAR and POD-PCE algorithms are used for field measurements based calibration, and confronted to classical 3DVAR using the SWE. Measurements on a tidal period duration are used for fitting. The results are first shown with algorithms using $R$ for different mode numbers, then compared in the POD-PCE-3DVAR case to results from algorithms using $\tilde{R}$.
Impact of POD mode number

Comparison of global relative RMSE with the used approaches for different POD mode numbers is shown in Figure 12.

**Figure 12** – Global relative RMSE between analysis and observation for different POD modes numbers, using POD-PCE-3DVAR and PODEn3DVAR applied to measurements, and comparison to classical 3DVAR results

Firstly, increasing the mode number does not systematically come with decrease in RMSE, be it for POD-PCE-3DVAR in Figure 12a or PODEn3DVAR in Figure 12b. The most optimal configurations for both methods correspond to 1 or 2 POD modes. Additionally, a loss in convergence is noticed for high mode numbers with the POD-PCE-3DVAR method. Secondly, while convergence to reference classical 3DVAR result is fast with POD-PCE-3DVAR in Figure 12a, oscillations around the reference value are still noticed with PODEn3DVAR in Figure 12b, even for great ensemble sizes. It can be noted however that both methods reach their target.

Relative RMSE comparisons for specific variables are also studied. Free surface results on Point 1 using different mode numbers are for example shown in Figure 13 while x-velocity results are shown in Figure 14. For free surface in Figure 13a a 4-Mode approximation seems optimal with both methods. However, this configuration, although interesting for free surface, gives higher RMSE for velocity as can be seen in Figure 14, in particular for PODEn3DVAR in Figure 14b, and suffers from convergence issues with POD-PCE-3DVAR in Figure 14a. For the more challenging velocity variable, it can be noticed that while POD-PCE-3DVAR results fastly converged to reference 3DVAR in Figure 14a, PODEn3DVAR in Figure 14b needs greater ensemble sizes.

POD-PCE-3DVAR outperforms PODEn3DVAR for velocity analysis in Figure 14, but the inverse is noticed free-surface analysis in Figure 13 with 2.5% of RMSE decrease. However, analyzing its parameters fitting shows that it may result with non-physical conclusions (parameters values negative when they should be positive), particularly with high mode number and low ensemble sizes. This difference with POD-PCE-3DVAR can be due to the use of a constrained descent algorithm for the latter (imposed bounds for parameters with c-BFGS-QN [65]), or to a poor learning of parameters-modes causality with a completely linear model in PODEn3DVAR.
Lastly, as previously highlighted, both methods result with good approximates of classical 3DVAR analysis when convergence is reached. They can additionally represent a run time advantage with the adequate computational resources. Indeed, an optimized gradient algorithm can for example investigate the influence of change in all parameters simultaneously by running \( v + 1 \) simulations, where \( v \) is the number of uncertain parameters to calibrate. If \( N_c \) is the number of cores necessary for a single run, then \( (v + 1) \times N_c \) cores are necessary for an optimal gradient descent. When then number of available processors greatly exceeds the latter (e.g. computer cluster), it could be more interesting to perform a larger batch of simulations to optimally benefit from the available computational resources, then learn a metamodel that maps the computed variations, and use it to estimate the gradient at lower cost. This is exactly the principle of introduced POD-PCE-3DVAR and PODEn3DVAR approaches. In the studied case for example with 4 uncertain parameters, 25 processors were necessary for each simulation in order to optimize the run time (approx. 8 hours). Hence, a maximum of \( (4 + 1) \times 25 = 125 \) cores can be used simultaneously by an optimized gradient descent, while 1000 were available for use. This makes possible to simultaneously run an ensemble of \( 1000/25 = 40 \) scenarios instead of only 5, hence allowing to learn a metamodel that runs in seconds to perform better 3DVAR analysis for the same run time (complements in Appendix A). However, if computational resources are a concern, then classical 3DVAR should be preferred as it reaches an optimum with less model runs, although the minimization process takes more time (Appendix A). In consequence, choice between classical 3DVAR and metamodel based 3DVAR could be led by the importance of computational time vs. computational resources.

**Further investigations with POD-PCE-3DVAR: impact of the error covariance matrices**

As with the twin experiment in Section 3.2, POD-PCE-3DVAR outperforms PODEn3DVAR: it is characterized with faster convergence to reference 3DVAR analysis, and it better estimates the most challenging state variable (velocity). Hence, it can be selected as most promising algorithm, for further investigation and optimization. Here, once again, the impact of model-observation error covariance matrix choice is studied. Results are now analyzed.
for POD-PCE-3DVAR with a cost function using $\tilde{R}$ instead of $R$, defined in Section 2, in order to account for metamodelling error in the assimilation algorithm. Two elements should however be noted at this step:

- Conversely to the twin experiments, the model cannot be considered perfect here. Although $\tilde{R}$ is supposed to better account for metamodelling errors compared to $R$, it does not however recover bad consideration of model errors;
- the "true" field is not available here, as the experiment concerns field measurements.

Comparison of measurements to optimal fitting can help shed light on the model incapacity to perfectly fit observations. As can be seen with the fitting example in Figure 15, a phase shift can be noticed in the free-surface measurements compared to model, as well as an asymmetry in the velocity evolution. This might for example be due to the imposed BC through the TPXO data-base, implying interpolation bias due to the use of coarsely defined data-base points compared to model scale, and incorporating significant simplifications as the effects of storm and surge (atmospheric and wave setup) are not modelled, although known to impact currents at local scale [22]. Estimating model errors is however not an easy task, and perfect model assumption is used in practice. It can be noted however that even without error covariance matrix correction, the POD-PCE results in Figure 15 are almost identical to classical 3DVAR solution.

![Figure 15](image)

**Figure 15** – Examples of fitting using the POD-PCE algorithm with 90 % EVR

For the reasons above, reduction of the distance to observation, i.e. decrease in RMSE, is not targeted in absolute terms. However, reduction in RMSE differences between POD-PCE-3DVAR analysis and classical 3DVAR analysis must in principle be achieved, as use of $\tilde{R}$ instead of $R$ is supposed to compensate for the metamodel approximations, compared to full model $G$. Changes in convergence and mode number sensitivity are therefore explored below.

Global relative RMSE is shown in Figure 16. Compared to the results of Figure 12-a, a gain in convergence speed is noted, in particular when using high mode number (over 4). The metamodels reach the reference 3DVAR results much faster, and stabilize around it at lower ensemble sizes. A different behavior is however noted with the 3 mode metamodel, where no improvement of RMSE is noticed. This can be compared to the results of Section 3.2 with the twin experiments, interpreted in terms of overestimated PCE models variances (neglected bias). Perhaps, for some high rank modes, strong non-linearity may be observed, which demands finer discretization of the parameter space for better quality metamodeling. This can for example be fulfilled with moderate ensemble sizes by using an iterative DA algorithm with analysis perturbation. Relative RMSE was also analyzed for free surface and velocity components independently (not displayed here), showing comparable results where use of $\tilde{R}$ comes with faster convergence.
4 Discussion and conclusion

In the results Sections 3.2 and 3.3, the PODEn3DVAR and POD-PCE-3DVAR methods were confronted on a twin and a measurement-driven DA experiments respectively. In the following, the main conclusions from previously presented results are discussed in Subsection 4.1 and summarized in 4.2.

4.1 Discussion

**POD-PCE-3DVAR vs. PODEn3DVAR**

It was shown that both methods reach optimal results if a sufficient ensemble is used for metamodel learning. However, the analysis provided by POD-PCE-3DVAR in the measurement-based experiment, converges much faster to reference 3DVAR than the analysis by PODEn3DVAR. This better convergence was also observed with the twin experiments when using high noise levels (20 or 40%).

On the field measurements experiment, the particular case of free-surface elevation showed lower distance between observation and analysis with PODEn3DVAR compared to POD-PCE-3DVAR. However, it can be highlighted that decreasing the RMSE to observation is not a target in DA, since measurements are uncertain. This low distance to observation with PODEn3DVAR was even lower than with classical 3DVAR using the full model. Furthermore, it resulted with unrealistic estimations of parameters, that can be avoided by selecting a lower number of POD components (1 or 2), which in turn decreases the accuracy. These unrealistic estimations were avoided in the case of POD-PCE-3DVAR by using a constrained gradient descent algorithm. Indeed, POD-PCE-3DVAR gave better estimations, and has shown to be nearly as efficient as classical 3DVAR for all output variables, with reduced computational cost. PODEn3DVAR can also be tested using a descent instead of analytical gradient calculation, in order to limit the parameters bounds. Additionally, this would not increase the computational cost required to perform the optimization step.

Another interpretation of PODEn3DVAR inadequacy could be the difficulty of learning with the linear joint parameter-state POD metamodel, particularly for non-linear relationships. Moreover, the great discrepancies of the background (wide variation interval) make linearization difficult. Perhaps, if small perturbations around the background were used to generate the ensemble, then convergence would be faster. However, this does not assure a good coverage of parameters space in case of great uncertainty about prior parameters. It should be here noted that an improved version called adaptive PODEn4DVAR was proposed in [9], consisting in POD basis update using an outer loop, by iterative perturbation of the sample around the analysis, also performed in [33]. This allows to generate an ensemble based on a small perturbation around the background (analysis of previous iteration), and better succeed in linearizing the relationships. Furthermore the adaptive PODEn4DVAR is said to be more stable to the ensemble size than other ensemble DA methods [33], and a limited sample of size $n = 20$ is used to generate the POD basis at each step, said sufficient up to $10^6$ control variables [33]. An interesting perspective would be to confront PODEn3DVAR and ensemble-POD-PCE-3DVAR, both with an iterative ensemble update.

Additionally, it was suggested in [1] that an improvement is possible if the cost function is estimated using the original model, while the adjoint is approximated in the reduced space [1]. Similarly, one could use the proposed
POD en3DVAR and POD-PCE-3DVAR approaches to perform faster calculation of descent directions, while still estimating the cost function and the analysis with the full model.

Robustness to noise

Robustness tests to noise were conducted using the twin experiments. Five noise levels (1, 5, 10, 20 and 40 %) were incorporated to the truth (perfect observation, equal to twin simulation result) in order to simulate measured observation. The tested POD-PCE-3DVAR and POD en3DVAR are both robust to noise in the observations. It is shown that RMSE increase does not exceed 2% even with a noise increase of 10 %. POD en3DVAR shows however greater sensitivity than POD-PCE-3DVAR in case of high noise levels (20 and 40 %).

POD in that sense plays a major role. Indeed, given that the states are simulated with few POD patterns, the resulting analysis is smooth, not characterized with local fluctuations. For example in [15], a Singular Value Decomposition (SVD), on which POD extraction in discrete framework is based, is used as a smoother to delete noise from data, and therefore provide better estimations on a surface heat transfer inverse problem. Additionally, PCE was learned on smooth numerical model results. However, even in the case of perturbed training set, robustness of PCE to noise was demonstrated in [30] in pure Machine Learning setups, and confirmed in [37] in the case of POD-PCE coupling.

POD modes number influence

For both twin and measurement-based experiments, sensitivity of the results to the choice of POD components number was investigated.

It was shown that POD mode number increase may contribute in decreasing the analysis error, for both POD en3DVAR and POD-PCE-3DVAR algorithms. This impact of chosen POD modes number on the performance of POD-based ensemble-variational methods was also highlighted by Cao et al. [9].

However, the twin experiment case showed that increasing the mode number beyond 4 was useless. Therefore, an optimum it to be sought depending on the treated case. Furthermore, the analysis with higher number of POD modes is more sensitive to the ensemble members choice.

In the measurement-based experiment, it was shown that POD mode number increase does not systematically result in better analysis. Firstly, convergence issues can be met, particularly with ensembles of low size. The latter may indeed not be sufficient to learn the small variances patterns (high rank modes) efficiently. Adding them to the metamodel may therefore result in uncertain analysis. This difficulty was also highlighted in [37] regarding POD expansion coefficients learning using PCE. Secondly, increasing the number of selected patterns has lead to unrealistic parameter estimations using POD en3DVAR. The algorithm, by controlling too many POD expansion coefficients, results in over-fitting of the analysis on measurements, with the cost of unphysical parameter estimations.

Impact of metamodel error covariance matrix

An adapted estimation of metamodel error covariance matrix, resulting in an update of observation error covariance matrix $\hat{R}$ denoted $\tilde{R}$, was proposed and tested for POD-PCE-3DVAR.

In the twin experiment case, multiplicative coefficients in front of $\tilde{R}$ and $B$ were used to test the sensitivity of the analysis to error covariance matrices choice. This helped identify the impact of error over- or under- estimation on the algorithm performance. The results are unequivocal: use of $\tilde{R}$ provides the most optimal analysis, compared to over- or under-estimation.

In the measurement-based application, use of the corrected error covariance matrix $\tilde{R}$ compared to $R$ globally improved the analysis, making it closer to analysis by classical 3DVAR using the full model. Furthermore, convergence was greatly improved, in particular at high mode number.
POD-PCE-3DVAR limitations and outlook

Firstly, direct POD-PCE coupling may not always be adequate for arbitrary physical problems, for example when dealing with discontinuity or when facing considerable non-linearities. For discontinuity treatment, RePOD (Registration POD) proposed by Taddei [56], consisting in parametric smoothing of the discontinuous field prior to POD, can be used. Furthermore, adaptive Multi-Element PCE in [62] can be attempted, in which sub-learning problems are performed independently on subsets of the inputs space. In a Bayesian DA problem characterized with high non-linearity, Birolleau et al. [5] show that representation problems may occur, with the Karhunen Loève Transform and PCE coupling proposed by Marzouk and Najm [31] for functional outputs. An iterative PCE method is therefore proposed as a solution, where interest field is first expanded using classical PCE, the resulting approximation used as a transform for the generation of a new PCE orthonormal basis, and so on. Remarkably, the expansion resulting from this iterative process performs much better in the presence of abrupt variations.

Secondly, use of PCE as metamodel may sometimes result with instabilities, which is highlighted by Després et al. [13] where PCE based reduction on the 1D SWE hyperbolic system generates non-physical oscillations that may grow in time, resulting from a loss of hyperbolicity.

Lastly, authors in [9] also mentioned the possible impact of snapshot sampling method on the performance of POD-based ensemble-variational methods. For more efficient PCE learning, in order to reduce the required ensemble size, Gauss-Hermite quadrature rule can be used to learn PCE coefficients instead of random MC sampling, as performed in [16, 44] to accelerate the Ensemble-based Kalman Filter. This however may not be optimal when dealing with high dimensional input spaces.

4.2 Conclusion

In the presented study, two approaches for hybrid ensemble-variational DA were compared, both relying on an ensemble-based surrogate, used to replace a time consuming numerical model in a variational cost function. Practical interest would be either to achieve complex non-linear DA in competitive times, or run multiple DA problems on a same case at lower cost.

To this end, a linear surrogate deduced by applying POD to joint control-state variables results with the PODEn3DVAR methodology, whereas a non-linear POD-PCE coupled metamodel results with POD-PCE-3DVAR. A new error covariance matrix, accounting for the POD-PCE metamodel approximation errors, was additionally estimated for POD-PCE-3DVAR, in order to improve the optimization process. Proposed approaches are convenient for a broad range of DA problems, for example inverse variables estimation, shape optimization, state reanalysis, etc. PODEn3DVAR and POD-PCE-3DVAR were here assessed for parametric calibration, on a tidal currents modelling case, in a coastal area. The case was challenging, because the fitting of three interest spatio-temporal outputs was targeted, and due to the presence of asymmetries in the tidal velocity components that are not captured by the model, making the DA process difficult. A twin and a measurement-based DA experiment were attempted and allowed investigating different properties.

Firstly, robustness of both methodologies to noise was demonstrated on the twin experiment. In particular, POD in both approaches helps providing a smooth analysis. POD-PCE-3DVAR performed better than PODEn3DVAR for high noise levels (20 and 40 %) in the observation, and should be preferred in such cases. Secondly, analysis provided by POD-PCE-3DVAR is characterized by better convergence than PODEn3DVAR, compared to the truth for twin experiment, at higher noise levels. It also provides an analysis closer to reference classical 3DVAR results for the measurement-based experiment, with much faster convergence that would allow DA at lower ensemble sizes. This convergence was further improved using the updated error covariance matrix in particular at higher mode numbers.

Sensitivity of the results to the choice of POD components number was assessed for both POD-PCE-3DVAR and PODEn3DVAR. While increasing the complexity can improve the analysis, it may also, beyond a certain degree, result with non-converged metamodel learning and therefore uncertain analysis. Additionally, in the particular case of PODEn3DVAR with analytical gradient and analysis calculation, increasing the number of selected patterns has lead to unrealistic parameter estimations.

This work showed POD-PCE to be the most relevant choice for surrogate-based DA. It is both accurate, more...
robust to noise, and computationally efficient. Convergence is achieved faster than with PODEn3DVAR. Additionally, proposed metamodel error covariance calculation significantly increases the accuracy. It gives satisfactory results compared to classical 3DVAR, while requiring less run time. However, it should be kept in mind that classical 3DVAR is more interesting in terms of needed number of simulations for convergence. Hence, computational time vs. computational resources could lead the choice between classical 3DVAR and metamodel-based 3DVAR.

Proposed perspectives for the POD-PCE-3DVAR methodology are also promising and could result with better accuracy. As an example, an adaptive POD basis update by iterative perturbation around the analysis could be attempted as done in [9] with PODEn4DVAR, which may both further reduce the uncertainties and work with smaller ensembles [33]. Additionally, the POD-PCE metamodel could be adapted for particular cases of discontinuity [62], or considerable non-linearities [5], which are bottlenecks of metamodelling of complex physical cases, and would help applying the POD-PCE-3DVAR methodology to a great variety of challenging DA problems.
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Appendix A. Simulation times

Examples of calculation times are given in Figure 17. It can be seen in Figure 17-a that the POD-PCE model calibration time, including POD construction (eigenvalue problem) and PCE fitting for each POD pattern (choice of optimal degree and learning), is at most 10 minutes for the considered ensemble sizes. Effective calibration time for metamodel-based 3DVAR, showed in Figure 17-b, therefore principally consists in computational time required for model runs. As these can be performed 40 at a time, run time increases in stairs.

![Metamodel learning time](image1.png)

(a) Metamodel learning time

![Metamodel-based 3DVAR time](image2.png)

(b) Metamodel-based 3DVAR time

**Figure 17** – Evolution of calibration and total time (including simulations time) with training size by BLUE-POD and POD-PCE algorithms

In the end, around 80 hours are necessary for a POD-PCE or PODEn3DVAR calibration, with an ensemble of size 400. In comparison, evolution of RMSE using classical 3DVAR is shown in Figure 18. It can be noticed for example that convergence is reached after 200 hours of descent time, which is already much higher than the used run time with the proposed algorithms.
However, in terms of needed number of simulations to reach an optimal analysis, classical 3DVAR is superior, as 40 simulations were already sufficient in this particular case, compared to 300 simulations for POD-PCE. As a conclusion, choice between classical 3DVAR and POD-PCE-3DVAR could be led by the importance of computational time vs. computational resources.
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