ON THE CONTINUITY OF THE FUNCTION DESCRIBING THE TIMES OF MEETING IMPULSIVE SET AND ITS APPLICATION
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Abstract. The properties of the limit sets of orbits of planar impulsive semi-dynamic system strictly depend on the continuity of the function, which describes the times of meeting impulsive sets. In this note, we will show a more realistic counter example on the continuity of this function which has been proven and widely used in impulsive dynamical system and applied in life sciences including population dynamics and disease control. Further, what extra condition should be added to guarantee the continuity of the function has been addressed generally, and then the applications and shortcomings have been discussed when using the properties of this function.

1. Introduction. The definition of impulsive semi-dynamical system and its properties including the limit sets of orbits have been investigated [1, 9]. The generalized planar impulsive dynamical semi-dynamical system can be described as follows

\[
\begin{aligned}
\frac{dx}{dt} &= P(x,y), \\
\frac{dy}{dt} &= Q(x,y),
\end{aligned}
\]

\[
\Delta x = a(x,y), \quad \Delta y = b(x,y),
\]

\[(x,y) \in M, (x,y) \in \mathbb{R}^2, \]

where \((x,y) \in \mathbb{R}^2, \Delta x = x^+ - x \text{ and } \Delta y = y^+ - y, P, Q, a, b \text{ are continuous functions from } \mathbb{R}^2 \text{ into } \mathbb{R}, M \subset \mathbb{R}^2 \text{ denotes the impulsive set. For each point } z(x,y) \in M, \text{ the map or impulsive function } I : \mathbb{R}^2 \to \mathbb{R}^2 \text{ is defined as}
\]

\[
I(z) = z^+ = (x^+, y^+) \in \mathbb{R}^2, \quad x^+ = x + a(x,y), \quad y^+ = y + b(x,y)
\]

and \(z^+ \) is called as an impulsive point of \(z\).

Let \(N = I(M)\) be the phase set (i.e. for any \(z \in M, I(z) = z^+ \in N\), and \(N \cap M = \emptyset\). Let \((X, \Pi, R_+)\) or \((X, \Pi)\) be a semi-dynamical system, where \(X = \mathbb{R}^2\) is a metric space, \(R_+\) is the set of all non-negative reals. For any \(z \in X\), the function \(\Pi_z : R_+ \to X\) defined by \(\Pi_z(t) = \Pi(z, t)\) is clearly continuous such that \(\Pi(z, 0) = z\) for all \(z \in X\), and \(\Pi(\Pi(z, t), s) = \Pi(z, t + s)\) for all \(z \in X\) and \(t, s \in R_+\). The set

\[
C^+(z) = \{\Pi(z, t) | t \in R_+\}
\]
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is called the positive orbit of $z$. For all $t \geq 0$ and $z \in X$, we define $F(z, t) = \{w : \Pi(w, t) = z\}$, and further for any set $M \subset X$, let

$$M^+(z) = C^+(z) \cap M - \{z\}.$$ 

Based on above notations, the definition of impulsive semi-dynamical system is defined as follows [1, 9, 23].

**Definition 1.1.** An planar impulsive semi-dynamic system $(R^2, \Pi, M, I)$ consists of a continuous semi-dynamic system $(R^2, \Pi)$ together with a nonempty closed subset $M$ (or impulsive set) of $R^2$ and a continuous function $I : M \to R^2$ such that for every $z \in M$, there exists an $\epsilon_z > 0$ such that

$$F(z, (0, \epsilon_z)) \cap M = \emptyset$$

and $\Pi(z, (0, \epsilon_z)) \cap M = \emptyset$.

**Definition 1.2.** Let $(R^2, \Pi)$ be a dynamical system. An open set $V$ in $R^2$ is called a tube if there exist an $s > 0$ and a subset $S \subset V$ such that

1. $\Pi(z, t) \in V$ for all $z \in S$ and $-s < t < s$, and
2. for each $z \in V$ there is a unique $s(z)$, $|s(z)| < s$ such that $\Pi(z, s(z)) \in S$.

It is clear that $V = [\Pi(z, t) | z \in S, -s < t < s]$. The set $S$ is called an $(s, V)$-section of the tube $V$. It is well known that if $z_0 \in R^2$ is not a rest point, that is, $\Pi(z_0, t) \neq z_0$ for all $t$, then there exists a tube containing $z_0$.

**Definition 1.3.** Let $(R^2, \Pi)$ be a dynamical system. A subset $M \subset R^2$ is said to be well placed in $R^2$ if every point $z \in M$ lies in some tube whose section lies in $M$.

Denote the points of discontinuity of $\Pi_z$ by $\{z^+_n\}$ and call $z^+_n$ an impulsive point of $z_n$. A function $\Phi$ from $R^2$ into the extended positive reals $R_+ \cup \{\infty\}$ is defined as follows: let $z \in X$, if $M^+(z) = \emptyset$ then $\Phi(z) = \infty$, otherwise if $M^+(z) \neq \emptyset$ then $\Phi(z) = s$, where $\Pi(z, t) \notin M$ for $0 < t < s$ but $\Pi(z, s) \in M$. Obviously, this function describes the times of meeting impulsive sets, and its continuity plays an important role in impulsive semi-dynamical system. In 1990 [9], Kual defined the time function (denoted as $\Phi$)-the time of reaching impulsive points in the given impulsive semi-dynamical system $(X, \pi; M, I)$. And he also provided a theorem that the function $\Phi$ is continuous on $X$ when the impulsive set $M$ is well placed. That is, the following main results on the continuity of function $\Phi$ have been provided in [1, 9] (i.e. Theorem 2.1 in [1] and Theorem 4 in [9]).

**Theorem 1.4.** Let $(R^2, \Pi)$ be a dynamical system. Let $M$ be a closed and well placed subset of $R^2$. Suppose that $(R^2, \Pi, M, I)$ is an impulsive semi-dynamical system. Then $\Phi$ is continuous on $R^2$.

2. **Example and main results.** In 2004 [2], the author pointed out some errors on Theorem 1.4, that is, it need not be continuous under the assumptions. And the main aspect concerned in the paper [2] is the continuity of $\Phi$ on the impulsive set $M$. In another word, the author has proved that the function $\Phi$ sometimes is not continuous (actually not low semicontinuous) on some points in the impulsive set $M$ and more conditions are needed to guarantee its continuity. They concluded that $\Phi$ just continuous on $X \setminus M$ under the assumptions in [9]. And in paper [1], the authors have adopted this result. In this note, we have make further efforts that the function would not be continuous on $X \setminus M$ under the assumption in the paper [9]. We first address this in the following by a realistic example in pest control and discuss generally what extra condition should be added to guarantee the continuity of $\Phi$ on $X \setminus M$. 


In the following we will provide an example to show this Theorem is not true for some special cases. Considering the following model with state-dependent feedback control

\[
\begin{align*}
\frac{dx(t)}{dt} &= ax(t) \left[1 - \frac{x(t)}{K}\right] - \frac{\beta x(t)y(t)}{1 + \omega x(t)}, \\
\frac{dy(t)}{dt} &= \eta \beta x(t)y(t) \left(1 - \frac{\delta y(t)}{1 + \omega x(t)}\right), \\
x(t^+) &= (1 - \theta)x(t), \\
y(t^+) &= y(t) + \tau,
\end{align*}
\]

where \(x(t^+) \equiv x^+\) and \(y(t^+) \equiv y^+\) denote the numbers of pests and natural enemies after an integrated control strategy is applied at time \(t\) \([11, 17]\). The definitions of all parameters and their biological meanings please refer to literatures \([11, 17]\). For convenience, we assume that the initial density of the pest population is always less than the economic threshold (\(ET\)) (i.e. \(x(0^+) \equiv x_0^+ < ET\), \(y(0^+) \equiv y_0^+ > 0\)) and \(ET < K\). In model (2), \(0 \leq \theta < 1\) is the proportion by which the pest density is reduced by killing and/or trapping once the number of pests reaches \(ET\), while \(\tau\) \((\tau \geq 0)\) is the constant number of natural enemies released at this time \(t\).

Define four curves as follows

\[
L_0 : x = \frac{\delta}{\eta \beta - \delta \omega}; \quad L_1 : y = \frac{r}{\beta} \left[1 - \frac{x}{K}\right] \left(1 + \omega x\right);
\]

\[
L_2 : x = ET; \quad \text{and} \quad L_3 : x = (1 - \theta)ET.
\]

The intersection points of two lines \(L_1\) and \(L_2\), \(L_1\) and \(L_3\) are \(Q_{ET} = (ET, y_{ET})\) and \(Q_{\theta ET} = ((1 - \theta)ET, y_{\theta ET})\), respectively, where

\[
y_{ET} = \frac{r}{\beta} \left[1 - \frac{ET}{K}\right] \left(1 + \omega ET\right), \quad y_{\theta ET} = \frac{r}{\beta} \left[1 - \frac{(1 - \theta)ET}{K}\right] \left(1 + \omega(1 - \theta)ET\right).
\]

Define the open set in \(R^2_+\) as follows

\[
\Omega = \{(x, y)|x > 0, y > 0, x < ET\} \subset R^2_+ = \{(x, y)|x \geq 0, y \geq 0\}.
\]

In the following we assume that model (2) without impulsive effects exists an unstable focus \(E^*\) with

\[
E^* = (x_e, y_e) = \left(\frac{\delta}{\eta \beta - \delta \omega}, \frac{r \eta (K \eta \beta - K \delta \omega - \delta)}{K (\eta \beta - \delta \omega)^2}\right),
\]

which means that model (2) without impulsive effects has a unique stable limit cycle (denoted by \(\Gamma\)) \([11, 17]\), as shown in Fig.1. Note that the \(\Gamma\) intersects with the isocline \(L_1\) at two points \(E_{\Gamma_1}(x_{\Gamma_1}, y_{\Gamma_1})\) and \(E_{\Gamma_2}(x_{\Gamma_2}, y_{\Gamma_2})\) with \(x_{\Gamma_1} < x_{\Gamma_2}\).

In the following we show that model (2) defines an impulsive semi-dynamical system. From a biological point of view, we focus on the space \(R^2_+\) to discuss model (2). As an example, we only focus on the special case, i.e. \(x_{\Gamma_1} < (1 - \theta)ET < ET < x_{\Gamma_2}\), as shown in Fig.1, and the trajectory initiating from the point \(Q_{\theta ET}\) (denoted by \(\Gamma_1\)) plays a key role in defining the impulsive set and determining the continuity of the function \(\Phi\). There are three cases: (A) \(\Gamma_1\) reaches the section \(S_{ET} = \{(x, y)|x = ET, y \geq 0\}\) without crossing the curve \(L_1\); (B) \(\Gamma_1\) reaches the section \(S_{\theta ET} = \{(x, y)|x = ET, y \geq 0\}\) just on the point \(Q_{ET}\); and (C) \(\Gamma_1\) will cross the curve \(L_1\) several times before reaching the section \(S_{ET}\), shown in Fig.2(A), (B) and (C), respectively.
Figure 1. Illustrations of impulsive set, phase set and definition of impulsive semi-dynamical system for model (2). The parameter values are fixed as: $r = 1, K = 52, \beta = 0.19, \eta = 0.45, \omega = 0.19, \delta = 0.36, \tau = 5, ET = 35, \theta = 0.7$.

Figure 2. Three possible trajectories of model (2) with $x_{T_1} < (1 - \theta)ET < ET < x_{T_2}$ for model (2). The parameter values are fixed as: $r = 1, K = 52, \beta = 0.19, \eta = 0.45, \omega = 0.19, \delta = 0.36, \tau = 5, ET = 35, \theta = 0.7(A), 0.659(B)$ and $0.5(C)$. 
Further, we define the section $S_{\theta ET} = \{(x,y) | x = (1-\theta)ET, y \geq 0\}$ and assume that it does not involve the rest point $E^*$ in it. Choosing the section $S_{\theta ET}$ as a Poincaré section. Assume that the point $P_k^+ = ((1-\theta)ET, y_k^+) \in \text{section } S_{\theta ET}$ (here $E^* \notin S_{\theta ET}$), and the trajectory $\Psi(t, t_0, (1-\theta)ET, y_k^+) = (x(t,t_0, (1-\theta)ET, y_k^+), y(t,t_0, (1-\theta)ET, y_k^+))$ initiating from $P_k^+$ will reach at the section $S_{\theta ET}$ in a finite time $t_1$ (i.e. $x(t_1, t_0, (1-\theta)ET, y_k^+) = ET$ and $\Phi(y_k^+) = t_1$), denote the intersection point as $P_{k+1} = (ET, y_{k+1})$. This indicates that $y_{k+1}$ is determined by $y_k^+$, i.e. we have $y_{k+1} = y(t_1, t_0, (1-\theta)ET, y_k^+) = \mathcal{P}(y_k^+)$. One time state dependent feedback control action is implemented at point $P_{k+1}$ such that it jumps to point $P_{k+1} = ((1-\theta)ET, y_{k+1}^+)$ with $y_{k+1}^+ = y_{k+1} + \tau$ on $S_{\theta ET}$. Therefore, we can define the Poincaré map $P_M$ as

$$y_{k+1}^+ = \mathcal{P}(y_k^+) + \tau = y(t_1, t_0, (1-\theta)ET, y_k^+) + \tau = P_M(y_k^+), \quad \text{and} \quad \Phi(y_k^+) = t_1. \quad (4)$$

Now define the impulsive set $M$ for three cases shown in Fig.1 as

$$M = \{(x,y) | x = ET, 0 \leq y \leq Y_M\}, \quad (5)$$

which is a closed subset of $\mathbb{R}_+^2$, where $Y_M = \mathcal{P}(y_{\theta ET})$ for cases (A) and (B), and $Y_M = y_{ET}$ for case (C). It is easy to see that any solution of model (2) without impulsive effects initiating from $\Omega$ will reach in the impulsive set $M$ in a finite time except for the rest point $E^*$. Define the continuous function $I : (ET, y) \in M \rightarrow (x^+, y^+) = ((1-\theta)ET, y + \tau) \in \Omega$. Thus, the phase set $\mathcal{N}$ can be defined as follows

$$\mathcal{N} = I(M) = \{(x^+, y^+) \in \Omega | x^+ = (1-\theta)ET, \tau \leq y^+ \leq \mathcal{P}(y_{ET}) + \tau\}. \quad (6)$$

Therefore, $(\mathbb{R}_+^2; \Omega, M, I)$ or $(\mathbb{R}_+^2; \Omega, M, I)$ with respect to model (2) defines an impulsive semi-dynamical system.

According to the Definition 1.3 and topological structure of orbits of model (2) without impulsive effects, it is easy to see that $M$ defined in (5) is a closed and well placed subset of $\mathbb{R}_+^2$, and further no initial point in $(\mathbb{R}_+^2, \Pi)$ belongs to the impulsive set $M$. This indicates that according to Theorem 1 the function $\Phi$ is continuous for the three cases shown in Fig.2. For the cases shown in Fig.2(A) and (B) it is easy to see that the results are true.

However, this is not true for case (C) shown in Fig.2(C). In fact, for case (C) there exists a trajectory (denoted by $\Gamma_2$) initiating from $\Omega$ will tangent to the section $S_{\theta ET}$ at point $Q_{\theta ET}$, and the orbit $\Gamma_2$ will intersect with the section $S_{\theta ET}$ at several points, for example, point $A = ((1-\theta)ET, y_A)$ as shown in Fig.2(C). Now we consider this point $A$ and choose an open set $U$ which contains the point $A$. Taking any two points $A_1 \in U \cap S_{\theta ET}$, $A_2$ with $y_{A_1} < y_A < y_{A_2}$, we see that the trajectory starting from the point $A_2$ will cross the curve $L_1$ at least one time before hitting the impulsive set $M$, and the trajectory starting from the point $A_1$ will reach the impulsive set $M$ directly. This confirms that both trajectories initiating from the set $U \cap S_{\theta ET}$ cannot simultaneously reach the tube $V$ of the impulsive set $M$ for small $s$, and consequently the function $\Phi$ is not continuous at the point $A$.

If we fixed all the parameter values as those shown in Fig.3, then we can see that the continuities of the Poincaré map and the function $\Phi$ depend on the parameter $\theta$. For larger $\theta$ values both the Poincaré map and the function $\Phi$ are continuous, and for smaller $\theta$ values both the Poincaré map and the function $\Phi$ exist several discontinuous points, as shown in Fig.3. Moreover, we can show that the function $\Phi$ is continuous when the $E^*$ is stable equilibrium or $E^*$ does not exist. Thus, this counter example shows that more exact conditions are needed to show the continuity of the function $\Phi[1, 9]$. Based on above discussion, we can see that if
FIGURE 3. Continuity of Poincaré map and time function without impulse of model (2) for different $\theta$. The other parameter values are fixed as: $r = 1, K = 52, \beta = 0.19, \eta = 0.45, \omega = 0.19, \delta = 0.36, \tau = 5, ET = 35$.

the impulsive set $M$ is transversal, i.e. there is no trajectory of model (2) without impulsive effect which tangents to the set $M$, then the function $\Phi$ is continuous. Therefore, we have the following result on the continuity of the function $\Phi$ which can be proved by using the similar method as those in[1, 2, 9].

**Theorem 2.1.** Let $(R^2, \Pi)$ be a dynamical system and consider an impulsive semi-dynamical system $(R^2, \Pi, M, I)$. Let $M$ be a closed and well placed subset of $R^2$ which is transversal. Then $\Phi$ is continuous on $R^2$ if and only if $z \notin M$.

Note that the transversality condition in Theorem 2.1 may exclude the case (B) in Fig.2(B). In fact, based on our example we can conclude that the function $\Phi$ is continuous on phase set provided that the Poincaré map reaches its maximal value at $y^{\theta ET}$. This confirms that the conditions shown in Theorem 2.1 could be further improved.

3. **Discussion.** Recently, impulsive semi-dynamical systems or state dependent feedback control systems arise from many important applications in life sciences including biological resource management programmes and chemostat cultures [5, 6, 10, 12, 17, 18, 19, 20, 21, 22, 24], diabetes mellitus and tumor control [8, 13], vaccination strategies and epidemiological control [14, 15], and neuroscience [3, 4, 7]. In those fields, the threshold policies such as $ET$ and threshold glucose level for closed-loop treatment play the pivotal role in the pest control and medications to treat diabetes. For example, control actions such as spraying pesticides and releasing natural enemies for pest control and drug administrations (such as insulin
and glucose-lowering pills) for disease treatment depend on the threshold levels including density of pest population and glucose level \[8, 16, 17, 24\].

The above state-dependent feedback control strategies can be defined in broad terms in real biological problems, which are usually modeled by the impulsive semi-dynamical systems. The continuity of the function \(\Phi\) describing the times of meeting impulsive set which is equivalent to the continuity of the Poincaré map determined by the impulsive points in phase set (as shown in Fig.3) plays an important role in investigating the qualitative theories of the impulsive semi-dynamical system. In particular, it is very useful for determining the existence and stability of order one periodic solution or order one limit cycle \[21, 23\]. However, in order to guarantee the continuity of this function, only some special cases for the proposed models have been discussed in literatures \[11, 12, 16, 23\]. For example, the proposed models without impulsive effects do not have any positive equilibrium in the first quadrant, or the threshold level must be less than the values of the steady state once the models exist the interior equilibrium. Moreover, the Poincaré map can also help us to study the dynamic complexity of impulsive semi-dynamical system and its application in reality. Therefore, determining the continuity of the function describing the times of meeting impulsive set and then the Poincaré map are crucial for proposed models arising from different fields.

REFERENCES

[1] E. M. Bonotto and M. Federson, Limit sets and the Poincare Bendixson theorem in impulsive semidynamical systems, J. Differ. Equ., 244 (2008), 2334–2349.
[2] K. Ciesielski, On semicontinuity in impulsive dynamical systems, Bulletin of The Polish Academy of Sciences Mathematics, 52 (2004), 71–80.
[3] G. B. Ermentrout and N. Kopell, Multiple pulse interactions and averaging in systems of coupled neural oscillators, J. Math. Biol., 29 (1991), 195–217.
[4] R. A. FitzHugh, Impulses and physiological states in theoretical models of nerve membrane, Biophys. J., 1 (1961), 445–466.
[5] G. Gabor, The existence of viable trajectories in the state-dependent impulsive systems, Nonlinear Anal. TMA, 72 (2010), 3828–3836.
[6] G. Gabor, Viable periodic solutions in state-dependent impulsive problems, Collect. Math., 66 (2015), 351–365.
[7] P. Goel and B. Ermentrout, Synchrony, stability, and firing patterns in pulse-coupled oscillators, Physica D, 163 (2002), 191–216.
[8] M. Z. Huang, J. X. Li, X. Y. Song and H. J. Guo, Modeling impulsive injections of insulin: Towards artificial pancreas, SIAM J. Appl. Math., 72 (2012), 1524–1548.
[9] S. Kaul, On impulsive semidynamical systems, J. Math. Anal. Appl., 150 (1990), 120–128.
[10] J. H. Liang, S. Y. Tang, J. J. Nieto and R. A. Cheke, Analytical methods for detecting pesticide switches with evolution of pesticide resistance, Math. Biosci., 245 (2013), 249–257.
[11] B. Liu, Y. Tian and B. L. Kang, Dynamics on a Holling II predator-prey model with state-dependent impulsive control, International J. Biomath., 5 (2012), 1260006, 18 pp.
[12] L. F. Nie, Z. D. Teng and L. Hu, The dynamics of a chemostat model with state dependent impulsive effects, Int. J. Bifurcat. Chaos, 21 (2011), 1311–1322.
[13] J. C. Panetta, A mathematical model of periodically pulsed chemotherapy: Tumor recurrence and metastasis in a competitive environment, Bull. Math. Biol., 58 (1996), 425–447.
[14] B. Shulgin, L. Stone and Z. Agur, Pulse vaccination strategy in the SIR epidemic model, Bull. Math. Biol., 60 (1998), 1123–1148.
[15] L. Stone, B. Shulgin and Z. Agur, Theoretical examination of the pulse vaccination policy in the SIR epidemic model, Math. Comput. Model., 31 (2000), 207–215.
[16] K. B. Sun, Y. Tian, L. S. Chen and A. Kasperski, Nonlinear modelling of a synchronized chemostat with impulsive state feedback control, Math. Comput. Modelling, 52 (2010), 227–240.
[17] S. Y. Tang and R. A. Cheke, State-dependent impulsive models of integrated pest management (IPM) strategies and their dynamic consequences, J. Math. Biol., 50 (2005), 257–292.
[18] S. Y. Tang and R. A. Cheke, Models for integrated pest control and their biological implications, *Math. Biosci.*, 215 (2008), 115–125.

[19] S. Y. Tang and L. S. Chen, Modelling and analysis of integrated pest management strategy, *Discrete Contin. Dyn. Syst. B.*, 4 (2004), 759–768.

[20] S. Y. Tang, J. H. Liang, Y. S. Tan and R. A. Cheke, Threshold conditions for integrated pest management models with pesticides that have residual effects, *J. Math. Biol.*, 66 (2013), 1–35.

[21] S. Y. Tang, W. H. Pang, R. A. Cheke and J. H. Wu, Global dynamics of a state-dependent feedback control system, *Advances in Difference Equations*, 2015 (2015), 70pp.

[22] S. Y. Tang, G. Y. Tang and R. A. Cheke, Optimum timing for integrated pest management: Modeling rates of pesticide application and natural enemy releases, *J. Theor. Biol.*, 264 (2010), 623–638.

[23] S. Y. Tang, B. Tang, A. L. Wang and Y. N. Xiao, Holling II predator-prey impulsive semidynamic model with complex Poincare map, *Nonlinear Dynamics*, 81 (2015), 1575–1596.

[24] S. Y. Tang, Y. N. Xiao, L. S. Chen and R. A. Cheke, Integrated pest management models and their dynamical behaviour, *Bull. Math. Biol.*, 67 (2005), 115–135.

Received April 25, 2016; Accepted September 19, 2016.

E-mail address: sytang@snnu.edu.cn
E-mail address: whpang@snnu.edu.cn