Extreme-mass-ratio inspirals (EMRIs) will be key sources for LISA. However, accurately extracting system parameters from a detected EMRI waveform will require self-force calculations at second order in perturbation theory, which are still in a nascent stage. One major obstacle in these calculations is the strong divergences that are encountered on the worldline of the small object. Previously, it was shown by one of us [Phys. Rev. D 95, 104056 (2017)] that a class of "highly regular" gauges exist in which the singularities have a qualitatively milder form, promising to enable more efficient numerical calculations. Here we derive expressions for the metric perturbation in this class of gauges, in a local expansion in powers of distance $r$ from the worldline, to sufficient order in $r$ for numerical implementation in a puncture scheme. Additionally, we use the highly regular class to rigorously derive a distributional source for the second-order field and a pointlike second-order stress-energy tensor (the Detweiler stress-energy) for the small object. This makes it possible to calculate the second-order self-force using mode-sum regularisation rather than the more cumbersome puncture schemes that have been necessary previously. Although motivated by EMRIs, our calculations are valid in an arbitrary vacuum background, and they may help clarify the interpretation of point masses and skeleton sources in general relativity more broadly.

I. INTRODUCTION

Given the approaching launch of the Laser Interferometer Space Antenna (LISA) [1, 2], it is essential that we are able to efficiently and accurately model the gravitational waves emitted by potential sources in the LISA frequency band. A class of sources of particular interest are extreme-mass-ratio inspirals (EMRIs) [3].

In an EMRI, a compact object of mass $m \sim 1-10^2 M_\odot$ spirals into a supermassive black hole of mass $M \sim 10^5-10^7 M_\odot$, performing roughly $\epsilon^{-1} \sim 10^5$ intricate orbits while in the LISA band [4, 5], where $\epsilon := m/M$ is the binary's mass ratio. These $\sim 10^5$ cycles are typically spent within 10 Schwarzschild radii of the supermassive black hole, and they provide a precise map of its strong-field geometry. This will allow numerous tests of general relativity, usually with one or more orders of magnitude greater precision than other planned experiments [5, 6].

However, the long life of the inspiral also imposes stringent accuracy requirements on our models. To make use of a complete signal, and extract all the information it encodes, we require theoretical waveforms that are accurate to much less than one radian of error over the duration of the signal. Because errors accumulate secularly over the signal's $\epsilon^{-1}$ cycles, they are effectively multiplied by $\sim 10^5$. This means our relative errors in the system's slowly evolving orbital frequencies must be much smaller than $\epsilon \sim 10^{-5}$.

A. Second-order gravitational self-force

The most viable method of modelling an EMRI system to the required accuracy is with gravitational self-force theory [7-11]. In this approach, the small object is treated as the source of a small perturbation, $h_{\mu\nu}$, on a background metric, $g_{\mu\nu}$, enabling us to write the full spacetime metric as

$$g_{\mu\nu} = g_{\mu\nu} + h_{\mu\nu},$$

where

$$h_{\mu\nu} = \sum_{n \geq 1} \epsilon^n h^n_{\mu\nu} [\gamma].$$

Here the coefficients depend on $\gamma$, a worldline representing the small object's motion in the background spacetime $g_{\mu\nu}$. In the context of an EMRI, $g_{\mu\nu}$ is taken to be the metric of the central Kerr black hole.

At zeroth order, $\gamma$ is a geodesic of the background spacetime. At subleading orders, the metric perturbation alters the small object's motion, exerting a self-force that accelerates the object away from geodesic motion:

$$\frac{D^2 z^\alpha}{d\tau^2} = \epsilon f_1^\alpha + \epsilon^2 f_2^\alpha + \mathcal{O}(\epsilon^3),$$

where $z^\alpha$ are coordinates on $\gamma$, $\tau$ is proper time in $g_{\alpha\beta}$, $\frac{D}{d\tau} := u^\alpha \nabla_\alpha$ is the covariant derivative (compatible with $g_{\alpha\beta}$) along the worldline, and $u^\alpha := \frac{dz^\alpha}{d\tau}$ is the four-velocity.

The self-forces $f_\alpha$ have both conservative and dissipative effects. Roughly speaking, in an EMRI the conservative pieces of the self-force determine the instantaneous orbital frequencies. In an expansion $\Omega = \Omega^{(0)} + \epsilon \Omega^{(1)} + \mathcal{O}(\epsilon^2)$ of the azimuthal frequency, for example, the zeroth-order term is that of a geodesic in $g_{\mu\nu}$, and the corrections $\Omega^{(n)}$ are determined by $f^\alpha_{\text{cons}}$. The dissipative pieces of the self-force govern the slow evolution of the frequencies, with $f^\alpha_{\text{diss}}$ determining $\frac{d\Omega^{(n-1)}}{d\tau}$. Hence, to correctly track the orbital frequencies to within a relative error much smaller than $\epsilon$, we must...
compute all of $f_2^\alpha$ and the dissipative piece of $f_2^\alpha$. In other words, we must carry self-force theory to second order in $\epsilon$.

Currently, at first order it is possible to simulate full inspirals, driven by the first-order self-force, from a spinning small object on a generic orbit in a Schwarzschild background [14–17] or the adiabatic inspiral of an object in the equatorial plane of a Kerr black hole [18]. While no analogous inspirals have yet been computed for generic, inclined orbits in Kerr, it is also now possible to calculate the first-order self-force on any fixed bound orbit in Kerr [19].

At second order, it is only recently that numerical calculations of physical quantities have been performed, and they have been specialized to quasicircular orbits around a Schwarzschild black hole [20–24]. Much work remains to bring second-order calculations to the same state as current first-order calculations before the expected launch of LISA in 2034.

It should be emphasized that second-order calculations do not merely provide an improvement in accuracy over first-order calculations. The dissipative piece of $f_2^\alpha$ is equally important as the conservative piece of $f_1^\alpha$. This means that calculations of $f_{1,\text{cons}}^\alpha$, which represent the bulk of the self-force community's efforts over the past two decades, do not improve the accuracy of a waveform unless they are complemented with calculations of $f_{2,\text{diss}}^\alpha$. Both ingredients are equally crucial for performing useful science with LISA data.

Second-order self-force calculations also have applications to other binary models. Information from gravitational self-force has been used to determine high-order terms in post-Newtonian theory, provide guidance for both post-Newtonian and post-Minkowskian theory, and refine effective one-body (EOB) models [22–24]. Second-order self-force results could be used to fully determine two-body dynamics through fifth post-Newtonian order (one order beyond the state of the art [23]) and through sixth post-Minkowskian order (two beyond the state of the art [24–27]).

There is also an increasing body of evidence that the self-force formalism may be directly applicable to binaries well outside the EMRI regime [28–30]. In fact, self-force models may be reasonably accurate even for comparable mass ratios, $\epsilon \approx 1$, at least in certain areas of the parameter space [21, 31].

This is particularly relevant after the recent detection of binaries with mass ratios $\sim 1 : 4$ [32] and $\sim 1 : 10$ [33], which indicate that gravitational self-force models could be used for current LIGO-Virgo sources.

B. Self-force theory, singularity structure, and the problem of infinite mode coupling

One of the main challenges at second order is coping with the strong divergence of $h_{\mu\nu}^S$ on the small object’s worldline. At a practical level, it creates a major numerical burden, which we describe below. At a more foundational level, the strength of the singularity is intimately related to the fact that in a generic gauge, the field equations for $h_{\mu\nu}^S$ are not globally well defined: it contains source terms that are distributionally ill defined on any domain intersecting $\gamma$. Our goal in this paper is to reduce the practical challenge by overcoming the foundational one.

To begin, in this section we review how the problem arises. We consider a generic spacetime containing a small object, which may be a material body, a black hole, or something more exotic. We assume the body is compact, with a diameter comparable to its mass $m$, and that $m$ is much smaller than an external length scale $\mathcal{R}$; in a binary, $\mathcal{R}$ could be the large mass $M$ or a characteristic orbital separation, but our analysis is not restricted to binary systems. $\epsilon$ will now be a formal expansion parameter we use to count powers of $m/\mathcal{R}$, and it can be set to 1 at the end of the calculation. Outside the body, we assume there is a vacuum region at least of size $\mathcal{R}$. All of these assumptions can be relaxed as long as the body’s mass and diameter are much smaller than $\mathcal{R}$.

Self-force theory provides a framework for solving the Einstein equations in this generic scenario. Its core result is a skeletonization of the small body [8], in which (i) the body is reduced to a singularity equipped with the body’s multipole moments, and (ii) the singularity moves as a test body immersed in a certain effective spacetime. The derivation of this skeletonization is based on the method of matched asymptotic expansions [8]. Sufficiency near the small object, the object’s own gravity dominates over the external background, and the expansion [1–2] fails. Hence, we assume that the metric in this region is instead approximated by a second expansion that zooms in on the body, and that this second expansion appropriately matches onto the expansion [1–2]. When combined with the vacuum Einstein equations, this matching condition determines the form of the metric perturbation $h_{\mu\nu}$ in a local neighbourhood of the object (but outside the object itself). That form splits conveniently into two fields [34–36]:

$$h_{\mu\nu} = h_S^{\mu\nu} + h_R^{\mu\nu}. \quad (4)$$

The self-field (or singular field) $h_S^{\mu\nu} = \sum_{n>0} \epsilon^n h_S^{\mu\nu}$ carries the local information about the object’s multipole

---

1 For introductory references on distribution theory see, e.g., Refs. [34–35].

2 There is a standard division into $h_S^{\mu\nu}$ and $h_R^{\mu\nu}$, at first order [37], but in general the distinction is not unique. For the purpose of our discussion we can adopt any split in which $h_R^{\mu\nu}$ is smooth on $\gamma$, the effective metric $\tilde{g}_{\mu\nu} = g_{\mu\nu} + h_R^{\mu\nu}$ is a vacuum metric on and in a neighborhood of $\gamma$, and the equation of motion is that of a geodesic in $\tilde{g}_{\mu\nu}$ (through second order in $\epsilon$ for a nonspinning, spherical body). These conditions do not select a unique S–R split [38], but they are satisfied by the split(s) in Refs. [36, 39, 40]. The alternative S–R divisions in Refs. [11, 12] each violate two of the conditions.
structure. In the local neighbourhood, at small proper distance \( r \) from the worldline \( \gamma \), the self-field has the schematic form

\[
\begin{align*}
\hat{h}_{\mu\nu}^{S1} & \sim \frac{m}{r}, \\
\hat{h}_{\mu\nu}^{S2} & \sim \frac{m^2 + M^a + S^a}{r^2}, \\
\hat{h}_{\mu\nu}^{S3} & \sim \frac{m^3 + m(M^a + S^a) + M^{ab} + S^{ab}}{r^3}.
\end{align*}
\]  

(5)  

(6)  

(7)

and so on to higher orders, where \( m \) is the object’s mass, \( M^a \) its mass dipole moment (describing the position of its center of mass relative to \( \gamma \)), \( S^a \) its spin, and \( M^{ab} \) and \( S^{ab} \) its mass and current quadrupole moments. If we choose \( \gamma \) such that \( M^a \equiv 0 \), then \( \gamma \) represents the object’s center of mass at first order \([43, 44]\). Conditions on corrections to \( M^a \) enforce this mass-centredness at higher orders \([40]\). The proper spatial distance \( r \), as well as the curve \( \gamma \) itself, is defined in the external background spacetime with metric \( g_{\mu\nu} \); if the object is a black hole or has a nontrivial internal topology, then \( \gamma \) is not a curve in its true interior, but instead a curve in the smoothly extended external background manifold.

The other piece of the perturbation is an effectively external field or regular field, \( h_{\mu\nu}^{R} = \sum_{\ell>0} c^\ell h_{\mu\nu}^{R\ell} \). It has the local form of a Taylor series around \( \gamma \),

\[
h_{\mu\nu}^{R} = \sum_{\ell\geq0} A_{\mu\nu a_1 \ldots a_\ell}(t)x^{a_1} \cdots x^{a_\ell},
\]

(8)

where \( x^a \) are local spatial coordinates centered on \( \gamma \), and the time \( t \) outside the body is synchronized with a time parameter along \( \gamma \). \( h_{\mu\nu}^{R} \) is a vacuum solution that carries no local information about the object’s moments, but instead contributes to the external tidal moments that the object feels. It can be combined with the external background to define an effective metric,

\[
\tilde{g}_{\mu\nu} = g_{\mu\nu} + h_{\mu\nu}^{R},
\]

(9)

which is a vacuum metric, and which governs the motion of the body; we return to these points momentarily.

The fields \( h_{\mu\nu}^{S} \) and \( h_{\mu\nu}^{R} \) are initially defined in the vacuum region outside the object. However, if we analytically extend them into the object’s effective interior, down to all points \( r > 0 \), then several things happen. First, the fields \( h_{\mu\nu}^{S} \) diverge on \( \gamma \); this is the singularity mentioned above. Second, the coefficients \( A_{\mu\nu a_1 \ldots a_\ell}^{\gamma} \) in \( h_{\mu\nu}^{R\ell} \) become trivially identified with the value of \( h_{\mu\nu}^{R} \) and its derivatives on \( \gamma \), such that Eq. (8) becomes

\[
h_{\mu\nu}^{R\ell} = h_{\mu\nu}^{R\ell} \big|_{\gamma} + x^a \partial_a h_{\mu\nu}^{R\ell} \big|_{\gamma} + \frac{1}{2} x^a x^b \partial_a \partial_b h_{\mu\nu}^{R\ell} \big|_{\gamma} + O(r^3).
\]

(10)

Moreover, the equation of motion \([3]\) for \( \gamma \), which is otherwise written in terms of the fields \( A_{\mu\nu a_1 \ldots a_\ell}^{\gamma} \) defined outside the body, becomes identical to the equation of motion of a test body in \( \tilde{g}_{\mu\nu} \); this result has been established at linear order in \( \epsilon \) for an arbitrary compact object \([43, 44]\) and up to second order in \( \epsilon \) for a nonspinning, spherical body \([39, 40]\). The latter result reads

\[
\frac{D^2 z^\alpha}{dt^2} = -\frac{1}{2} P^{\alpha\mu}(g_{\mu\nu} - h_{\mu\nu}^{R}) (2h_{\rho\beta;\gamma}^{R} - h_{\rho\beta;\gamma\nu}^{R} ) u^\beta u^\gamma + O(\epsilon^3),
\]

(11)

where \( P^{\alpha\mu} := g^{\alpha\mu} + u^\alpha u^\mu \), a semicolon denotes the covariant derivative compatible with \( g_{\mu\nu} \), and all fields are evaluated on \( \gamma \). This is an expanded form of the geodesic equation in \( \tilde{g}_{\mu\nu} \)[45].

All of the above follows from the matching condition and the vacuum field equations outside the body. The extended fields \( h_{\mu\nu}^{R} \) satisfy those equations for all points \( x \) away from \( \gamma \),

\[
\delta G^{\mu\nu}[h] + \delta^2 G^{\mu\nu}[h, h] = O(\epsilon^3) \quad \text{for} \quad x \notin \gamma.
\]

(12)

Here \( \delta G^{\mu\nu} \) and \( \delta^2 G^{\mu\nu} \) are the linear and quadratic terms in the expansion of the Einstein tensor \( G^{\mu\nu}[g + h] \) in powers of \( h_{\mu\nu} \), given explicitly in Appendix A.

In this way, we have effectively eliminated the body’s small scale from the problem and replaced it with a singularity, without altering the curve \( \gamma \) or the metric in the region \( r \gg m \). The mathematical problem of solving the Einstein equations with a small extended source has been replaced with a reduced problem of solving the vacuum field equations \([12]\) subject to the conditions

(i) in the limit of small \( r \), the solution agrees with the form \([4]\) derived from matched expansions

(ii) \( \gamma \) obeys Eq. (11) (in the case of a nonspinning, spherical object).

For all \( r \gg m \), the solution to this problem will be identical to the solution to the original problem.

The literature on second-order self-force, going back to Ref. \([46]\), has focused on solving the reduced problem via a puncture scheme \([13, 20, 36, 39, 41, 47]\) (see also Refs. \([9, 48, 52]\)). The puncture is obtained by truncating the local expansion of the singular field at some finite power of \( r \), so that \( h_{\mu\nu}^{P} \approx h_{\mu\nu}^{S} \), and then transitioning it to zero at some arbitrary, finite distance from \( \gamma \). Rather than solving the for the physical field \( h_{\mu\nu} \), one solves for the residual field

\[
h_{\mu\nu}^{R} := h_{\mu\nu} - h_{\mu\nu}^{P},
\]

(13)

which satisfies \( h_{\mu\nu}^{R} \approx h_{\mu\nu}^{R} \) near \( \gamma \) but becomes identical to \( h_{\mu\nu} \) outside the support of \( h_{\mu\nu}^{P} \). Writing the puncture as \( \sum \epsilon^{n} h_{\mu\nu}^{P\ell}[\gamma] \), we move it to the right-hand side of Eq. (12) and split the field equations into a hierarchy of equations.
for the residual fields,
\[ \delta G^{\mu
u}[h^{R1}] = -\delta G^{\mu
u}[h^{P1}] \quad \text{for } x \notin \gamma, \]
\[ \delta G^{\mu
u}[h^{R2}] = -\delta^2 G^{\mu
u}[h^1, h^1] - \delta G^{\mu
u}[h^{P2}] \quad \text{for } x \notin \gamma. \]
(14) (15)

As written, these equations do not uniquely determine \( h^{Rn}_{\mu\nu} \), even if sufficient boundary conditions are prescribed in the external spacetime, because they do not tell us whether or not there are delta function sources supported on \( \gamma \). However, in order for the total field \( h^{Rn}_{\mu\nu} + h^P_{\mu\nu} \) to agree with the form dictated by the matched asymptotic expansions, \( h^P_{\mu\nu} \) must be a \( C^k \) function at \( \gamma \) if \( h^{Rn}_{\mu\nu} \) is truncated at order \( r^k \). This implies that the correct field equations on the full domain, including \( \gamma \), are
\[ \delta G^{\mu
u}[h^{R1}] = -(\delta G^{\mu
u}[h^{P1}])^\diamond, \]
(16)
\[ \delta G^{\mu
u}[h^{R2}] = -(\delta^2 G^{\mu
u}[h^1, h^1] + \delta G^{\mu
u}[h^{P2}])^\diamond, \]
(17)
where we use a \( \diamond \) to indicate that a quantity defined on \( r > 0 \) is promoted to the domain \( r \geq 0 \) as a locally integrable function. This means derivatives in \( \delta G^{\mu\nu}_{\rho\sigma} \) are evaluated in the ordinary strong sense for \( r > 0 \), and then the starred quantities are simply left undefined on the measure-zero set \( r = 0 \) or defined at \( r = 0 \) by taking the limit \( r \to 0 \) (if it exists). For example, the Euclidean Laplacian acting on \( 1/r = 1/\sqrt{x^2 + y^2 + z^2} \) evaluates to \( \delta^{ab}\partial_a \partial_b (1/\tau) = 0 \) for \( r > 0 \), meaning its \( \sim \)-promotion is \( \left[ \delta^{ab}\partial_a \partial_b (1/\tau) \right]^\diamond = 0 \) for all \( r \geq 0 \); this contrasts with the result if we treat the Laplacian in the sense of distributional derivatives, in which case we have the distributional identity \( \delta^{ab}\partial_a \partial_b (1/\tau) = -4\pi \delta^3(x') \).

The form of the puncture guarantees that the sources in Eqs. (16) and (17) are locally integrable at \( \gamma \). Additional conditions on the puncture arise if we wish to replace \( h^{Rn}_{\mu\nu} \) with \( h^P_{\mu\nu} \) in the equation of motion (11). Such a substitution requires that on \( \gamma \), \( h^P_{\mu\nu} \), and its first derivatives are identical to \( h^S_{\mu\nu} \), and its first derivatives. Ensuring this generically requires
\[ \lim_{z \to z'} (h^P_{\mu\nu} - h^S_{\mu\nu}) = 0, \quad \text{(18)} \]
\[ \lim_{z \to z'} (h^P_{\mu\nu,\rho} - h^S_{\mu\nu,\rho}) = 0, \quad \text{(19)} \]
for all points \( z' \) on \( \gamma \). With these conditions, Eqs. (16), (17), and (11) form a coupled set of equations that can be conveniently solved, in the case of a binary inspiral, in a two-timescale expansion (11) (12) (20).

However, at first order there is an alternative, more commonly used method: rather than replacing the object with a puncture in the spacetime, one can (equivalently) replace it with a point mass. If we return to Eq. (12) and now do treat derivatives in \( \delta G^{\mu\nu} \) as distributional derivatives, then the form of the singular field, \( h^S_{\mu\nu} \), determines (36) (14) (11) (53)
\[ \epsilon\delta G^{\mu\nu}[h^1] = 8\pi T_{1}^{\mu\nu} + O(\epsilon^2), \quad \text{(20)} \]
where
\[ T_{1}^{\mu\nu}(x) = m \int_\gamma u^\mu u^\nu \delta^4(x, z) \, d\tau \quad \text{(21)} \]
is the stress-energy of a point mass in the background metric \( g_{\mu\nu} \). The quantity
\[ \delta^4(x, z) := \frac{\delta^4(x-z)}{\sqrt{-g}} \quad \text{(22)} \]
is the covariant delta function. With this formulation, instead of solving the field equations directly for the regular field, one can solve Eq. (20) for the full field \( h^1_{\mu\nu} \) and then extract \( h^{Rn}_{\mu\nu} \) using mode-sum regularisation; see Refs. 9 (54) for reviews of this method. Such calculations are often significantly easier to implement and more efficient than puncture schemes, and they have been the basis for most calculations of the first-order self-force.

Equation (20) is a more traditional form of skeletonization than the puncture scheme (55). If the field equations were linear, then we could extend it to all multipole orders. The local form (5) (7) would directly correspond to a skeleton stress-energy (36)
\[ T^{\mu\nu} = \int_\gamma \left[ m u^\mu u^\nu \delta^4(x, z) + u^\mu S^{\nu \rho} \nabla_\rho \delta^4(x, z) + \cdots \right] \, d\tau, \quad \text{(23)} \]
where \( S^{\mu\nu} := -\epsilon^{\mu\rho\nu\sigma} u_\rho S_\sigma \). But the nonlinearity of the field equations spoil this simple correspondence. At second order, the difficulty arises because the second-order Einstein tensor, \( \delta^2 G^{\mu\nu} \), shown in Eq. (A3), has the schematic form \( \delta^2 G^{\mu\nu}[h^1, h^1] \sim h^2 \partial^2 h + \partial h \partial h \partial h \). Given the first-order field’s behavior \( h^1_{\mu\nu} \sim 1/r \), the second-order Einstein tensor diverges like \( \delta^2 G^{\mu\nu}[h^1, h^1] \sim 1/r^4 \) at the worldline. This is not locally integrable at \( \gamma \), and because it is constructed from a quadratic rather than linear operation on integrable functions, it does not have a unique definition as a distribution on any region intersecting \( \gamma \). As a consequence, we cannot obviously write an analogue of Eq. (20) for \( h^2_{\mu\nu} \), or define a unique second-order stress-energy.

This strongly divergent behaviour of \( \delta^2 G^{\mu\nu} \) also introduces the dominant computational burden in a numerical implementation at second order: the problem of infinite mode coupling, first described in Ref. (53). In concrete applications to binaries, we typically decompose the fields \( h^a_{\mu\nu} \) into a basis of angular harmonics, say \( h^a_{\mu\nu} = \sum_{l,m} h^{a \mu \nu}_{l \mu \nu}(t_{BL}, r_{BL}) Y_{l \mu \nu}(\theta, \phi) \), where \( (t_{BL}, r_{BL}, \theta, \phi) \) are Boyer-Lindquist coordinates centered on the large black hole; here for concreteness we have written the expansion

---

3 The form and behavior of these equations are slightly different than in the puncture scheme detailed in previous papers by one of us (e.g., 26 35 15). We adopt this form here to streamline the discussion. We discuss the differences in the conclusion.
in terms of Barack-Lousto-type tensor spherical harmonics \cite{57}, which would not be used in Kerr calculations in practice, but the problem we describe is insensitive to the details of this decomposition. Given this mode expansion, a single mode of $\delta^2 G^\mu\nu[h^1_1, h^1_1]$ becomes an infinite sum of products of modes of $h^1_{\mu\nu}$:

$$\delta^2 G_{ilm}[h^1_1, h^1_1] = \sum_{i_1 i_2 l_1 m_1 i_3 i_4 l_2 m_2} D^{ilm}_{i_1 i_2 l_1 m_1 i_3 i_4 l_2 m_2} [h^1_{i_1 i_2 l_1 m_1}, h^1_{i_3 i_4 l_2 m_2}],$$

where $D^{ilm}_{i_1 i_2 l_1 m_1}$ is a bilinear differential operator involving $r_{\text{BL}}$ and $r_{\text{BL}}$ derivatives. Since $\delta^2 G^\mu\nu \sim 1/r^4$ and decomposing into modes involving integrating over two dimensions, modes of $\delta^2 G^\mu\nu$ behave like

$$\delta^2 G_{ilm} \sim \frac{1}{(r_{\text{BL}} - r_0(t_{\text{BL}}))^2},$$

where $r_0(t_{\text{BL}})$ is the orbital radius at time $t_{\text{BL}}$. On the other hand, the first-order modes $h^1_{ilm}$ are finite at $r_{\text{BL}} = r_0(\text{BL})$. This means that the mode sum \cite{24} must recover a strongly divergent function by summing up products of finite modes. In practice, to achieve a fixed accuracy arbitrarily close to the worldline, this requires an arbitrarily large number of first-order modes.

In a numerical calculation, each mode $h^1_{ilm}$ must be found by solving the first-order field equations, meaning there is a practical limitation on the number of modes we can add to the sum. This makes it impossible to calculate even a single mode $\delta^2 G_{ilm}$ in a region around $\gamma$. Miller et al. \cite{56} provide a way to circumvent this problem using knowledge of the local four-dimensional $h^2_{\mu\nu}$ near the worldline. That method, which is used in the only extant second-order implementation \cite{13,20}, involves performing two-dimensional numerical integrations of the four-dimensional $h^2_{\mu\nu}$ on a grid of $r_{\text{BL}}$ values around $r_0$. Such a procedure will be the overwhelming computational expense in any second-order calculations using current methods\footnote{This point is illustrated with an example. For a quasi-circular orbit at a single orbital radius in Schwarzschild, computing the necessary inputs for $\delta^2 G_{ilm}$ up to moderate values of $l$ takes 2 to 3 days on a 40-core machine. All other aspects of the calculation of $h^2_{\mu\nu}$ represent a marginal additional runtime. As a point of comparison, a decade ago an analogous first-order calculation at a single orbital radius with comparable precision could be performed in approximately 10 minutes on an ordinary desktop.}.

C. This paper: highly regular gauges and the Detweiler stress-energy

In Ref. \cite{40} (hereafter Paper I), one of us showed that there exists a class of highly regular gauges that are qualitatively more regular than the generic behavior \cite{4,7}. In this class, the most singular piece of $h^2_{\mu\nu}$, $\sim m^2/r^2$, identically vanishes (and likewise, the most singular, $\sim m^n/r^n$ piece of $h^2_{\mu\nu}$ vanishes for all $n > 2$). Accordingly, in these gauges the most singular piece of the second-order source, $\delta^2 G^\mu\nu[h^{S2}_{11}, h^{S2}_{11}]$, is significantly mollified, diverging as $\sim 1/r^2$ rather than $1/r^4$. This implies that the individual source modes in these gauges will behave, at worst, like

$$\delta^2 G_{ilm} \sim \log |r_{\text{BL}} - r_0(t_{\text{BL}})|.$$  \hspace{1cm} (26)

A mildly divergent function of this form should be dramatically cheaper to compute than the much more strongly divergent generic behavior \cite{25}.

However, Paper I only provided the leading-order term of $\delta^2 G_{ilm}$ in the class of highly regular gauges. Our first goal in this paper is to extend the derivation through linear order in $r$, the order required to ensure the conditions \cite{18,19} are satisfied. The derivation, which closely follows Paper I, is contained in Secs. \[11 and 11]

Paper I also pointed out that because $\delta^2 G^\mu\nu[h^1_1, h^1_1]$ is well defined as a distribution in these gauges, it is possible to write down a field equation for $h^2_{\mu\nu}$ that is valid on the entire domain $r \geq 0$ and to identify a unique second-order stress-energy tensor. In Sec. \[4] we derive that stress-energy, showing that in highly regular gauges Eq. \cite{20} extends to second order,

$$\delta G^\mu\nu[\epsilon h^1_1 + \epsilon^2 h^2_1] + \epsilon^2 \delta^2 G^\mu\nu[h^1_1, h^1_1] = 8\pi \tilde{T}^\mu\nu + O(\epsilon^3),$$  \hspace{1cm} (27)

with

$$\tilde{T}^\mu\nu = cr \int \bar{u}^\mu \bar{u}^\nu \frac{\delta^2 G(x - z)}{\sqrt{-g}} d\tau.$$  \hspace{1cm} (28)

This is nothing more than the stress-energy tensor of a point mass in the effective metric $\bar{g}_{\mu\nu}$. We discuss some of its properties in Sec. \[4].

To emphasise the significance of Eq. \cite{27}, we stress that in self-force theory we cannot freely prescribe a stress-energy tensor. The assumptions of matched asymptotic expansions uniquely determine the local form of the metric in terms of a set of multipole moments. In cases where all terms in the Einstein field equations are well defined as distributions on the domain $r \geq 0$, this local structure encodes the same information as (and uniquely determines) the skeleton stress-energy tensor. Yet Eq. \cite{27} does not appear here for the first time: in Ref. \cite{17}, Detweiler posited that this equation, with the stress-energy \cite{25}, holds in all gauges, and we therefore call $\tilde{T}^\mu\nu$ the Detweiler stress-energy. Our derivation shows rigorously that it is valid in the class of highly regular gauges. In Sec. \[4] we extend our analysis to the Lorentz gauge. In that case, the stress-energy tensor is not uniquely determined because not all quantities in the field equations have unique distributional definitions\footnote{But we show that there exists a canonical distributional definition of $\delta^2 G^\mu\nu[h^1_1, h^1_1]$ under which Eq. \cite{27} uniquely determines}. In Sec. \[4] we therefore call $\tilde{T}^\mu\nu$ the Detweiler stress-energy.
holds true. We conjecture that this extends to all gauges compatible with the assumptions of matched asymptotic expansions. However, outside the highly regular gauges, these distributional definitions explicitly involve $h^{3\nu}_{\mu}$; to use such definitions, one must explicitly solve the second-order field equations locally before one can solve them globally.

After these foundational calculations, in Sec. VII we sketch how our results could be used to implement a puncture scheme in a highly regular gauge. Building on Eq. (27), we also describe how one could solve for $h^{3\nu}_{\mu}$ and then extract $h^{R2}_{\mu\nu}$ using mode-sum regularisation.

Except in portions of Sec. IV we specialize to the case of a spherical, nonspinning small object. Throughout, we leave the external background arbitrary.

D. Conventions and definitions

We work in geometric units with $c = G = 1$. Greek indices run from 0 to 3 and are raised and lowered with the background metric, $g_{\mu\nu}$, which has signature $(-, +, +, +)$. Lowercase Latin indices run from 1 to 3 and are raised and lowered with the flat-space Euclidean metric, $\delta_{ab}$. Uppercase Latin indices denote multi-indices, as in $L := 1, \ldots, t$. Terms written in a serif font are exact quantities, e.g., $g_{\mu\nu}$ is the full, exact metric describing the physical spacetime. A prime symbol on the perturbation, $h^{n}_{\mu\nu}$, denotes quantities in the lightcone rest gauge, and a star, $h^{n\ast}_{\mu\nu}$, denotes quantities in the Lorenz gauge. No prime, $h^{n}_{\mu\nu}$, indicates terms in the highly regular gauge. A prescript, $nA_{\mu\nu}^{\cdot\cdot\cdot}$, on a tensor counts the power of $\epsilon$ coming from substituting the acceleration $a^\mu = \sum_{n \geq 1} \epsilon^n f^n_{\mu}$ into $A_{\mu\nu}^{\cdot\cdot\cdot}$. An overset ring, $\hat{A}_{\mu\nu}^{\cdot\cdot\cdot}$, indicates terms that have been re-expanded for small acceleration and then re-collected at each order in $\epsilon$, i.e., $h^{n}_{\mu\nu} = \sum_{s \geq 0} \epsilon^s h^{n-s}_{\mu\nu}$ (where, for this purpose, $h^{0}_{\mu\nu} := g_{\mu\nu}$). Tildes placed over a tensor, $\tilde{A}_{\mu\nu}^{\cdot\cdot\cdot}$, denote quantities defined with respect to the effective metric.

Parentheses and square brackets around indices denote symmetrisation and antisymmetrisation, respectively. angled brackets, such as $(L)$, denote the symmetric trace-free (STF) combination of the enclosed indices with respect to $\delta_{ab}$. In some cases, we additionally use the notation $\text{Sym}_L$ and $\text{STF}_L$ to denote symmetrisation and the STF combination over the indices $L$, respectively. The covariant derivative (given by $\nabla$ or a semi-colon) is compatible with $g_{\mu\nu}$ unless otherwise stated and the partial derivative is denoted by a comma.

A number of calculations in this paper were done using Wolfram Mathematica [59] and the tensor algebra package xAct [60, 63].

II. Perturbations from matched asymptotic expansions in the lightcone gauge

A. Matched expansions and the existence of a highly regular gauge

We begin with a more detailed review of matched asymptotic expansions and how it leads naturally to the existence of highly regular gauges. The discussion here reiterates material in numerous references, and we specifically follow Paper I. We refer to Refs. [64, [65] for a broader introduction to the method of matched expansions.

Our discussion of the local form of the metric will involve some subtleties because we use the self-consistent framework of gravitational self-force theory [36, 39, 44] (see Ref. [5] for an overview). In this approach we expand the perturbation $h_{\mu\nu}$ while holding the accelerated worldline fixed. This means that $H$ is $\epsilon$ dependent, and the coefficients $h_{\mu\nu}^{n}$ inherit that $\epsilon$ dependence; Eq. (2) is not a Taylor series in $\epsilon$. In an ordinary Taylor series, $\gamma$ itself is expanded in powers of $\epsilon$. The puncture or skeleton stress-energy then diverge on the zeroth-order worldline, which is a geodesic of the external background metric. The corrections to the motion are then encoded in mass dipole moments in the perturbations $h_{\mu\nu}^{n>1}$. This treatment is prone to large cumulative errors because in physical scenarios such as a binary, the body secularly deviates from the background geodesic, causing the dipole moments to grow large with time. The self-consistent treatment circumvents that problem.

As discussed in Refs. [11, [13], to avoid other, similar errors, in general we should also allow the coefficients $h_{\mu\nu}^{n}$ to depend on $\epsilon$ and time-dependent external physical parameters. Examples of such parameters are perturbations to the large black hole’s mass and spin in a binary. In the analysis below, we can freely allow $h_{\mu\nu}^{R}$ to depend on such parameters without altering the discussion. We hence leave the dependence on these parameters implicit.

To understand the form of the perturbations near the worldline, we adopt Fermi–Walker coordinates $(t, x^a)$ that are tethered to $\gamma$. The spatial coordinates are defined such that $x^a = \eta^a$, where $r$ is the proper distance from the worldline along a spatial geodesic orthogonal to $\gamma$, and $n^a$ is a unit vector giving the direction

---

6 More precisely, we treat the metric as a function $g_{\mu\nu}(z^a, z^b, U^a, \epsilon)$ and expand for small $\epsilon$ while holding the other arguments fixed. The function on the enlarged manifold that includes the phase space coordinates $(z^a, U^a)$ becomes equal to the physical metric on the spacetime manifold when $z^a$ and $U^a$ obey the ($\epsilon$-dependent) equation of motion.
the geodesic is sent out from $\gamma$. The time coordinate, $t$, gives the proper time on $\gamma$. Here proper lengths, and orthogonality, are defined with respect to the background metric.

Because these coordinates are tied to an $\epsilon$ dependent worldline, they introduce additional $\epsilon$ dependence into the metric. In particular, the background metric in these coordinates takes the form [40]

$$g_{tt} = -1 - 2a_\gamma x^i - (R_{ij} + a_\gamma a_j)x^ix^j - \frac{1}{3}(4R_{ijkl}a_k + R_{iklj})x^i x^j x^k + \mathcal{O}(r^4),$$

$$g_{ta} = -\frac{2}{3}R_{tiaj} x^i x^j - \frac{1}{3}R_{tiaj} a_k x^i x^j x^k - \frac{1}{6}R_{tiaj} k^k x^i x^j x^k + \mathcal{O}(r^4),$$

$$g_{ab} = \delta_{ab} - \frac{1}{3}R_{abij} x^i x^j - \frac{1}{6}R_{abijk} x^i x^j x^k + \mathcal{O}(r^4),$$

which explicitly depends on $\gamma$'s $\epsilon$-dependent covariant acceleration $a^a := D^2 x^a/\epsilon dt^2 = (0, a^i)$. All Riemann terms in the metric are evaluated on the worldline and are therefore also implicitly dependent on $\epsilon$. As $g_{\mu\nu}$ is a vacuum spacetime, we can use the identities in Appendix D3 from Ref. [60] to write these Riemann quantities in terms of tidal moments:

$$R_{iabt} = \mathcal{E}_{ab},$$

$$R_{abct} = \epsilon_{abc}\mathcal{B}_i^i,$$

$$R_{abcd} = -\epsilon_{abcde}\mathcal{E}^{ij},$$

and

$$R_{iabtc} = \mathcal{E}_{abc} + \frac{2}{3}\epsilon_{cia}(\mathcal{B}_b)^i,$$

$$R_{abctd} = \epsilon_{abc} \left( \frac{4}{3}B_{tcd} - \frac{2}{3}\epsilon_{dij}\mathcal{E}^j_i \right),$$

$$R_{abcd;e} = -\epsilon_{abcde}\left( \mathcal{E}^{ij} \epsilon + \frac{2}{3}\epsilon_{ek}(\mathcal{B}_j)^k \right),$$

where $\mathcal{E}_{ab}, B_{ab}, \mathcal{E}_{abc}, B_{abc}$ are the external background's quadrupolar and octupolar tidal moments, which the small object feels as it travels along the worldline. They are STF over all indices and only depend on $t$. A dot denotes a derivative with respect to $t$.

As discussed in the introduction, the local form of the perturbations $h^\mu_\nu$ in these coordinates is determined using matched asymptotic expansions. Sufficiently close to the small object, at a distance $r \sim m$, any terms $\sim (m/r)^n$ in the perturbations reduce in order and become the same 'size' as the background spacetime; moreover, such terms have much larger gradients than the external background metric, implying that their gravitational effects dominate over background ones. This causes the expansion in Eq. [2] to break down. To account for this, we introduce a second asymptotic expansion that uses a scaled distance,

$$\tilde{r} := \frac{r}{\epsilon},$$

Now when we take the limit as $\epsilon \to 0$ at fixed $\tilde{r}$, we keep the scale of the small object fixed and send the external universe to infinity. This is in contrast to our original $\epsilon \to 0$ limit, which fixes the external universe and sends the size of the small object to zero.

In our new expansion near the small object, we rewrite our full spacetime metric as

$$g_{\mu\nu}(r, \epsilon) = \mathcal{E}^{ij}(\tilde{r}) + \epsilon H^1_{\mu\nu}(\tilde{r}) + \epsilon^2 H^2_{\mu\nu}(\tilde{r}) + \mathcal{O}(\epsilon^3),$$

where $\mathcal{E}^{ij}$ is the metric the small object would have if it were isolated in spacetime, and where the components refer to an unscaled coordinate basis. Implicit in this form are two key assumptions: (i) $\epsilon$ is the only relevant length scale near the object, meaning the object must be compact, with a spatial extension comparable to its mass; and (ii) there is no small time scale $\sim \epsilon$ in the spacetime, meaning the object is approximately in equilibrium with its surroundings and not undergoing any internal dynamics on the scale of its light-crossing time.

Both Eqs. [1] and Eq. [33] are expansions of the same metric, which we refer to as the outer and inner expansions, respectively. So for a sufficiently well-behaved metric, they must agree when appropriately compared; that is, they must satisfy a “matching” condition. There are various formulations of such conditions, and various assumptions that imply them. Ref. [43] assumes a strong set of smoothness conditions. A more common, weaker assumption is that the two expansions agree in an overlap region on some length scale between $r \sim \epsilon$ and $r \sim \epsilon^0$; this will fall somewhere within the “buffer region” $\epsilon \ll r \ll \epsilon^0$, in which $\epsilon$, $r$, and $\epsilon/r$ are all small (and in which $\tilde{r}$ is large compared to $m$). However, there exist functions violating the above assumptions that still satisfy the explicit matching condition that is generally used in practice [65]. That condition is that the two expansions must commute, in the sense that if the outer expansion is re-expanded for small $r$, and the inner expansion is re-expanded for large $\tilde{r}$, then (after re-expressing the inner expansion result in terms of $r$ and $\epsilon$) the result in both cases is a double expansion for small $r$ and $\epsilon$, and the coefficients in these double expansions must agree with one another term by term. Here we merely assume that this matching condition holds, without adopting any stronger set of assumptions.

Using this condition and requiring that the outer and inner expansion are well behaved (i.e., that there are no negative powers of $\epsilon$ in either expansion), we constrain the powers of $r$ and $\tilde{r}$ that can appear in our expansions. Following the argument in Paper I, if the outer perturbations are expanded for small $r$, as in $h^\mu_\nu = \sum_p r^p h^{\mu\nu}_p$, then terms with $p \leq -n$ would have to match terms in the inner expansion with inverse powers of $\epsilon$. To see this, simply note that an outer-expansion term of the form $\epsilon^n/r^{n+1}$ corresponds to $1/(\epsilon\tilde{r}^{n+1})$ in the inner expansion. Hence, such terms are ruled out. This argument also applies to the inner expansions but with $r^p$ replaced by $1/\tilde{r}^p$. Therefore, the expansions for small $r$ and large
where \( \ln(r) \) terms may appear but have been absorbed into the coefficients for visual clarity. When we express \( \dot{r} \) as \( r/\epsilon \), each term in Eqs. (36) and (37) must be in one-to-one correspondence with, and agree identically with, a term in Eqs. (34) and (35).

We have already given the explicit form (29) of the external background (34) in Fermi–Walker coordinates. It is determined by the acceleration of the worldline and the external tidal moments. The inner background, conversely, is determined by the multipole moments of the small object. We see from Eq. (36) that \( g_{\mu\nu}^{\text{obj}} \) is asymptotically flat. Furthermore, it is quasistationary, as it only varies on the time scale \( t \sim \epsilon^0 \). Its expansion (36) can therefore be written completely in terms of the Geroch–Hansen multipole moments [67, 68]. Broadly, this means that in the buffer region, it has the form [40]

\[
\begin{align*}
g_{\mu\nu}^{\text{obj}} & \sim 1 + \frac{2m}{r} + \frac{\epsilon^2}{r^2}(m^2 + M_i n_i + \epsilon_{ijk} S^j n_k) \\
& \quad + \mathcal{O}(\epsilon^3),
\end{align*}
\]

where \( m \) and \( S^i \) are the Arnowitt–Deser–Misner (ADM) mass and angular momentum of \( g_{\mu\nu}^{\text{obj}} \). \( M_i \) is its mass dipole moment relative to \( \gamma \), discussed in the introduction.

The \( n \)th-order term in the expansion (38) must match the leading-order term in \( h_{\mu\nu}^n \):

\[
\frac{\epsilon^n h_{\mu\nu}^{n,-n}}{r^n} = \frac{\epsilon^n g_{\mu\nu}^{\text{obj},n}}{r^n}.
\]

In words, the most singular (at \( r = 0 \)) term in \( h_{\mu\nu}^n \) is uniquely determined by the large-\( \dot{r} \) expansion of the object’s metric \( g_{\mu\nu}^{\text{obj}} \). This is the essential fact that implies the existence of a highly regular gauge.

To see why this implication follows, consider a spherically symmetric, nonspinning object. Its metric \( g_{\mu\nu}^{\text{obj}} \) is uniquely given by the Schwarzschild metric, which can be written in ingoing Eddington–Finkelstein coordinates as

\[
dv_{\text{obj}}^2 = -(1 - \frac{2m}{r}) dv^2 + 2 dv dr + r^2 d\Omega^2.
\]

We see immediately that this is linear in \( m/r \); the series (36) terminates at \( p = 1 \). Hence, for such an object, we have \( h_{\mu\nu}^{n,-n} = 0 \) for all \( n > 1 \). Even if the object is spinning and nonspherical, the collection of all terms that are independent of higher moments in Eq. (35) together form an expansion of the Schwarzschild metric, and we can impose the Eddington–Finkelstein gauge on them to set them all to zero (for \( n > 1 \)).

### B. Metric perturbations in a lightcone gauge

To obtain the metric perturbations \( h_{\mu\nu}^n \) in a highly regular gauge, we follow the approach detailed in Paper I; all results in this section are taken from that reference.

We begin by calculating the form of the inner expansion’s metric in a highly regular gauge that is also a rest gauge. In such a gauge, the object is manifestly at rest on \( \gamma \), in the sense that no acceleration or mass dipole terms appear in the metric in the buffer region. Such gauges exist because we can always find an effective metric in which our small object’s center-of-mass worldline is a geodesic [8]. We then translate this inner expansion into a small-\( r \) expansion of the outer expansion. This will lead to perturbations \( h_{\mu\nu}^n \) in a gauge that is impractical for numerical implementation. In the next section, we transform it to a less restrictive, practical gauge that maintains the high regularity of our initial gauge.

We immediately specialize to a nonspinning, approximately spherical small object. It follows that even if the object is a material body rather than a black hole, for our purposes we can take the inner expansion to be the metric of a tidally perturbed, nonspinning black hole as presented in Ref. [69]. Because the composition of the small object is fully encoded in its multipole moments, the difference between this metric and that of a material body will not manifest itself in the outer perturbations until order \( \epsilon^3 \), at which order the object’s quadrupole moment would appear. The metric of Ref. [69] is written with \( g_{\mu\nu}^{\text{obj}} \) in the Eddington–Finkelstein form (10), and with the perturbations \( H_{\mu\nu}^n \) in a lightcone gauge. In terms of Cartesian Eddington–Finkelstein coordinates \((\nu, x^a)\) defined on the manifold of \( g_{\mu\nu}^{\text{obj}} \), this gauge condition reads

\[
H_{\mu\nu}^n r^a = 0.
\]

Note that the coordinates we use here for the inner expansion, denoted with sans serif fonts, differ from the Fermi–Walker coordinates we use for the outer expansion. Ref. [69] additionally refines the gauge to enforce \( H_{\mu\nu}^1 = 0 \). The Eddington–Finkelstein form of \( g_{\mu\nu}^{\text{obj}} \) contains no leading-order mass dipole moment, ensuring that
the coordinates are mass-centered at leading order, and $H_{12}^I = 0$ ensures that they are mass-centered at the first subleading order.

The resulting inner expansion is given explicitly by Eqs. (61)–(64) in Ref. [40]. It is naturally written in terms of $\tilde{r} := r/\epsilon$. We then re-expand it for small $\epsilon$ at fixed $r$ (or equivalently, re-expand it for large $\tilde{r}$ and then re-express it in terms of $r$ and $\epsilon$) and perform a small-$r$, $\epsilon^0$ transformation from local advanced coordinates to Fermi–Walker coordinates; this transformation is given by Eq. (65) in Ref. [40]. This gives an expansion valid in the buffer region which we write as

$$g_{\mu\nu} = \hat{g}_{\mu\nu} + \epsilon h^G_{\mu\nu} + \epsilon^2 h^*_{\mu\nu} + O(\epsilon^3).$$  (42)

By the assumptions of matched asymptotic expansions, this is necessarily the local form of the outer expansion, which will ultimately provide punctures for equations of the form of Eqs. (14) and (15). The primes indicate that the perturbations are in the lightcone rest gauge. The overset ring indicates that the expansion is organized slightly differently than Eqs. (1)–(2), in a manner described momentarily.

The leading term in Eq. (42) is

$$\hat{g}_{tt} = -1 - r^2 \mathcal{E}_{ab} \hat{n}^{ab} - \frac{1}{3} r^3 \mathcal{E}_{abc} \hat{n}^{abc} + O(r^4),$$  (43a)

$$\hat{g}_{ta} = -\frac{2}{3} r^2 \mathcal{B}^{bc} \mathcal{E}_{abcd} \hat{n}^d + \frac{r^3}{60} (3\hat{\mathcal{E}}_{ab} \hat{n}^b - 5\hat{\mathcal{E}}_{bc} \hat{n}^{bc} - 20\mathcal{B}^{bcd} \epsilon_{ab} \hat{n}^{cd}) + O(r^4),$$  (43b)

$$\hat{g}_{ab} = \delta_{ab} - \frac{r^2}{9} (\mathcal{E}_{ab} - 6\delta_{(a} \hat{n}_{b)c} + 3\delta_{ab} \mathcal{E}_{cd} \hat{n}^{cd})$$

$$+ \frac{r^3}{90} (30\mathcal{E}_{(a} \hat{n}_{b)c} \hat{n}^{c} - 3\delta_{ab} \mathcal{E}_{cd} \hat{n}^{cd}) - 8\hat{\mathcal{E}}_{(a} \hat{n}_{b)c} \hat{n}^{c} + 10\mathcal{B}^{cd} \epsilon_{(a} \hat{n}_{b)c} \hat{n}^{cd}) + O(r^4),$$  (43c)

where we have introduced $\hat{n}^L \equiv n^{(i_1 \cdots i_7)}$. This metric is not identical to the external background [29]; instead, it is Eq. (29) with the acceleration terms set to zero. The reason is that the coordinates are tethered to an $\epsilon$-dependent worldline with a small acceleration. The inner expansion has implicitly included an expansion of that acceleration,

$$a^\mu = \sum_{n > 0} \epsilon^n f^n_\mu,$$  (44)

so that any acceleration terms have implicitly been moved to the first- or second-order outer perturbations. The full external background metric then reads

$$g_{\mu\nu} = 0 g_{\mu\nu} + \epsilon^1 g_{\mu\nu} + \epsilon^2 g_{\mu\nu} + O(\epsilon^3),$$  (45)

where

$$0 g_{\mu\nu} = \hat{g}_{\mu\nu},$$  (46)

$$1 g_{\mu\nu} = -2f^i_1 x^i \delta^a_\mu \delta^b_\nu + O(r^3),$$  (47)

$$2 g_{\mu\nu} = -2f^i_2 x^i \delta^a_\mu \delta^b_\nu + O(r^2),$$  (48)

We adopt analogous notation for other quantities, denoting their re-expansion for small acceleration with the notation

$$A = A_0 + \epsilon A_1 + \epsilon^2 A_2 + O(\epsilon^3),$$  (49)

where the prescript is the order of the acceleration term. We then have

$$\hat{h}^G_{\mu\nu} = 0 \hat{h}^G_{\mu\nu} + 1 g_{\mu\nu},$$  (50)

$$\hat{h}^{*}_{\mu\nu} = 0 \hat{h}^{*}_{\mu\nu} + \epsilon \hat{h}^{*}_{\mu\nu} + 2 g_{\mu\nu}.$$  (51)

This notation differs from that of Paper I, where a dagger was used in place of the overset ring.

The first-order term in Eq. (42) reads

$$\hat{h}^G_{\mu\nu} = \hat{h}^G_{\mu\nu} + \hat{h}^{*}_{\mu\nu}.$$  (52)

The regular field

$$\hat{h}^G_{\mu\nu} = 0 \hat{h}^G_{\mu\nu} + 1 g_{\mu\nu}$$  (53)

is given by

$$0 \hat{h}^G_{tt} = -r^2 \delta\mathcal{E}_{ab} \hat{n}^{ab} + O(r^3),$$  (54a)

$$0 \hat{h}^G_{ta} = -\frac{2}{3} r^2 \delta\mathcal{B}^{bc} \mathcal{E}_{abcd} \hat{n}^d + O(r^3),$$  (54b)

$$0 \hat{h}^G_{ab} = -\frac{1}{9} r^2 (4\delta\mathcal{E}_{ab} - 6\delta\mathcal{E}_{(a} \hat{n}_{b)c} + 3\delta_{ab} \mathcal{E}_{cd} \hat{n}^{cd}) + O(r^3),$$  (54c)

and Eq. (17), where $\delta\mathcal{E}_{ab}$ and $\delta\mathcal{B}_{ab}$ are corrections to the respective tidal moments; this is identical in form to the tidal terms in Eq. (43), and it is hence a smooth vacuum perturbation at $r = 0$. The singular field

$$\hat{h}^{*}_{\mu\nu} = 0 \hat{h}^{*}_{\mu\nu}$$  (55)

is given by

$$\hat{h}^{*}_{tt} = \frac{2m}{r} + \frac{11}{3} mr^2 \mathcal{E}_{ab} \hat{n}^{ab} + \frac{1}{12} mr^2 (8\hat{\mathcal{E}}_{ab} \hat{n}^{ab} [5 - 3 \log(\frac{2m}{r})]) + 19\hat{\mathcal{E}}_{abc} \hat{n}^{abc} + O(r^3),$$  (56a)

$$\hat{h}^{*}_{ta} = \frac{2m}{r} \hat{n}_a + \frac{2}{15} mr (11\mathcal{E}_{ab} \hat{n}^{ab} + 10\mathcal{B}^{bc} \mathcal{E}_{abcd} \hat{n}^{d})$$

$$+ 15\mathcal{E}_{bc} \hat{n}^{bc} + \frac{1}{1260} mr^2 (126\hat{\mathcal{E}}_{abc} \hat{n}^{abc} [5 - 16 \log(\frac{2m}{r})]) + 140\hat{\mathcal{B}}^{bc} \mathcal{E}_{abcd} \hat{n}^{d} [13 - 12 \log(\frac{2m}{r})] + 1095\mathcal{E}_{ab} \hat{n}_{bc} + 70\hat{\mathcal{B}}^{bc} \hat{n}_{abc} [25 - 12 \log(\frac{2m}{r})]$$

$$+ 1400\hat{\mathcal{E}}_{abcd} \hat{n}_{abcd} + 840\mathcal{E}_{abcd} \hat{n}^{abcd} + O(r^3),$$  (56b)
\[ \dot{h}^{S1^r}_{ab} = \frac{2m}{3r} (\delta_{ab} + 3n_{ab}) + \frac{1}{315} mr (154E_{ab} - 168B^d_{(a\beta)cd} \hat{n}^c + 580E_{(a\hat{n})b} + 15E_{cd} \delta_{ab} \hat{n}^c + 840E^c_{(\alpha \hat{n})b} + 105E_{cd} \hat{n}_{ab} \hat{n}^c) + \frac{1}{3780} mr^2 \times \left( 252E_{ab} \left[ 20 - 20 \log \left( \frac{2m}{r} \right) \right] + 2322E_{abc} \hat{n}^c \right) - 504E^d_{(a\beta)cd} \hat{n}^c \left[ 11 - 12 \log \left( \frac{2m}{r} \right) \right] + 1980E_{(a\hat{n})b} + 60E_{cd} \delta_{ab} \hat{n}^c \left[ 59 - 42 \log \left( \frac{2m}{r} \right) \right] - 4800E_{\mu
u} \hat{n}^c \left[ 4 - 3 \log \left( \frac{2m}{r} \right) \right] + 1680E_{ab} \hat{n}^c \left[ 4 - 3 \log \left( \frac{2m}{r} \right) \right] + 1295E_{cd} \delta_{ab} \hat{n}^c \delta_{ab} \hat{n}^c + 1260E_{cd} \hat{n}_{ab} \hat{n}^c + 5040E_{cd} \hat{n}_{ab} \hat{n}^c \delta_{ab} \hat{n}^c) + O(r^3). \] 

The second-order term in Eq. 42 reads
\[ \dot{h}^{R2^r}_{\mu\nu} = \dot{h}^{R2^r}_{\mu\nu} + \dot{h}^{S2^r}_{\mu\nu}, \] 

The regular field
\[ \dot{h}^{R2^r}_{\mu\nu} = 0 \dot{h}^{R2^r}_{\mu\nu} + 1 \dot{h}^{R1^r}_{\mu\nu} + 2 \dot{y}^r_{\mu\nu}, \] 

is given by
\[ \dot{h}^{R2^r}_{\mu\nu} = O(r^2). \] 

The singular field
\[ \dot{h}^{S2^r}_{\mu\nu} = 0 \dot{h}^{S2^r}_{\mu\nu} + 1 \dot{h}^{S1^r}_{\mu\nu}, \] 

is split into two pieces,
\[ \dot{h}^{S2^r}_{\mu\nu} = \dot{h}^{SS^r}_{\mu\nu} + \dot{h}^{SR^r}_{\mu\nu}, \] 

where \( \dot{h}^{SS^r}_{\mu\nu} \) is the “singular times singular” piece containing all terms proportional to \( m^2 \), and \( \dot{h}^{SR^r}_{\mu\nu} \) is the “singular times regular” piece featuring all terms with the form \( m \delta \mathcal{E} \) and \( m \delta \mathcal{B} \). Individually, these are
\[ \dot{h}^{SS^r}_{\mu\nu} = \frac{11}{3} mr \delta \mathcal{E}_{ab} \hat{n}^b, \] 
\[ \dot{h}^{SR^r}_{\mu\nu} = \frac{2}{15} mr (11 \delta \mathcal{E}_{ab} \hat{n}^b + 10 \delta \mathcal{B}^d_{(a\beta)cd} \hat{n}^c) + 15 \delta \mathcal{E} \delta_{bc} \hat{n}^c), \] 
\[ \dot{h}^{SR^r}_{\mu\nu} = \frac{1}{315} mr (154 \delta \mathcal{E}_{ab} - 168 \delta \mathcal{B}^d_{(a\beta)cd} \hat{n}^c + 480 \delta \mathcal{E}_{(a\beta)bc} + 15 \delta \mathcal{E}_{cd} \delta_{ab} \hat{n}^c + 840 \delta \mathcal{E} \delta_{cd} \hat{n}_{ab} \hat{n}^c), \] 

and \[ \dot{h}^{SS^r}_{\mu\nu} = \] 
\[ \dot{h}^{SS^r}_{\mu\nu} = -4 m^2 \left\{ \mathcal{E}_{ab} \hat{n}^b + r \left( \frac{1}{2} \mathcal{E} \hat{n}_{ab} \{ 11 - 6 \log \left( \frac{2m}{r} \right) \} + \frac{2}{3} \mathcal{E} \hat{n}_{ab} \right) \right\} + O(r^2), \] 

\[ \dot{h}^{SS^r}_{\mu\nu} = -4 m^2 \left\{ \frac{2}{3} \mathcal{E} \hat{n}_{ab} \right\} + O(r^2), \] 

\[ \dot{h}^{SS^r}_{\mu\nu} = -4 m^2 \left\{ \frac{2}{3} \mathcal{E} \hat{n}_{ab} \right\} + O(r^2), \] 

\[ \dot{h}^{SS^r}_{\mu\nu} = -4 m^2 \left\{ \frac{2}{3} \mathcal{E} \hat{n}_{ab} \right\} + O(r^2), \] 

We can extend this split into singular and regular fields to arbitrary order in \( r \) by including all explicitly \( m \)-dependent terms in the singular fields, leaving the regular fields to include all terms that depend only on tidal moments, with no explicit \( m \) dependence. The regular field is then manifestly a smooth solution to the vacuum Einstein equations,
\[ \delta G_{\mu\nu} [\dot{R}^R_{\mu\nu}] = 0, \] 
\[ \delta G_{\mu\nu} [\dot{h}^{R1^r}_{\mu\nu}] = - \delta \dot{g}_{\mu\nu} [\dot{h}^{R1^r}_{\mu\nu}], \] 

where the over-set ring indicates that these are the linearized and second-order Einstein operators defined from \( \dot{y}_{\mu\nu} \). When combined with \( \dot{y}_{\mu\nu} \), the regular field forms an effective metric
\[ \ddot{y}_{\mu\nu} = \dot{y}_{\mu\nu} + \epsilon \dot{h}^{R1^r}_{\mu\nu} + \epsilon^2 \dot{h}^{R2^r}_{\mu\nu} + \ldots, \]

as in Eq. 9, which is a vacuum metric, and in which the small object follows a geodesic. To see that \( \gamma \) is a geodesic in this metric, simply note that \( \ddot{y}_{\mu\nu} = \eta_{\mu\nu} + O(r^2) \), where \( \eta_{\mu\nu} \) is the Minkowski metric; the coordinates are therefore inertial along \( \gamma \), which would be impossible of \( \gamma \) were accelerated. To see that the object moves on \( \gamma \), simply recall that there is no mass dipole moment in \( g^{(0)}_{\mu\nu} \) or in \( H^{(0)}_{\mu\nu} \) (nor does the transformation from local lightcone coordinates to Fermi coordinates induce a mass dipole moment).

\[ ^8 \text{All } \mathcal{O}(m^3) \text{ terms in Eq. (116) of Paper I have been corrected to include the factor } m^2. \]
By inspection of the metric perturbations, we see that in this gauge we have \( h_{\mu\nu}^2 \sim r^0 \) instead of the generic behavior \( \sim 1/r^2 \). This achieves the goal of eliminating the most singular, most problematic term in the second-order metric perturbation. One final step remains, however: to transform the perturbations into a practical gauge suitable for use in concrete implementations.

## III. Transformation to a Generic Highly Regular Gauge

### A. Outline of method

Although the lightcone rest gauge eliminates the \( \sim 1/r^2 \) pieces of \( h_{\mu\nu}^2 \) that appears in a generic gauge, its "rest gauge" aspect forces the regular field to behave as \( \sim r^2 \), meaning that \( h_{\mu\nu}^R \) and its first derivative vanish on the worldline. In practice, we wish to be able to adopt a gauge that is convenient in the external background spacetime; in an EMRI, this is typically a radiation gauge \([70]\), the Regge–Wheeler–Zerilli gauge \([71, 72]\), or the Lorenz gauge. In all these cases, the choice is motivated at least in part by the fact that it leads to hyperbolic field equations for the metric perturbation or for some related variable. However, imposing these gauge conditions does not simultaneously allow one to enforce that the regular field vanishes on the worldline; for a given set of hyperbolic field equations, the regular field on the worldline is fully determined by global boundary conditions. To allow the end user to adopt a convenient gauge such as the radiation or Lorenz gauge, in this section we perform a smooth gauge transformation that puts \( h_{\mu\nu}^R \) in any desired gauge, while preserving the highly regular form of \( h_{\mu\nu}^S \). Our method again closely follows Paper I.

Under a gauge transformation induced by a smooth vector field \( \xi^\mu = \epsilon^\mu_n + \epsilon^2 \xi_n^\mu + O(\epsilon^3) \), perturbations of the metric \( g_{\mu\nu} \) transform as \( [73] \)

\[
\begin{align*}
\hat{h}_{\mu\nu}^1 &\rightarrow \hat{h}_{\mu\nu}^1 + \mathcal{L}_{\xi_n} g_{\mu\nu}, \\
\hat{h}_{\mu\nu}^2 &\rightarrow \hat{h}_{\mu\nu}^2 + \mathcal{L}_{\xi_n} \hat{g}_{\mu\nu} + \frac{1}{2} \mathcal{L}_{\xi_n}^2 g_{\mu\nu} + \mathcal{L}_{\xi_n} \hat{h}_{\mu\nu}^1.
\end{align*}
\]

However, we must divide these transformations into singular and regular pieces, and we must account for the fact that we have written our perturbations as perturbations of \( \hat{g}_{\mu\nu} \). An appropriate division of the gauge transformation is

\[
\begin{align*}
\hat{h}_{\mu\nu}^{R1} &= \hat{h}_{\mu\nu}^{R1} + \mathcal{L}_{\xi_n} \hat{g}_{\mu\nu}, \\
\hat{h}_{\mu\nu}^{S1} &= \hat{h}_{\mu\nu}^{S1}, \\
\hat{h}_{\mu\nu}^{R2} &= \hat{h}_{\mu\nu}^{R2} + \mathcal{L}_{\xi_n} \hat{g}_{\mu\nu} + \frac{1}{2} \mathcal{L}_{\xi_n}^2 \hat{g}_{\mu\nu} + \mathcal{L}_{\xi_n} \hat{h}_{\mu\nu}^{R1}, \\
\hat{h}_{\mu\nu}^{S2} &= \hat{h}_{\mu\nu}^{S2} + \mathcal{L}_{\xi_n} \hat{h}_{\mu\nu}^{S1}.
\end{align*}
\]

This ensures that \( \hat{g}_{\mu\nu} \) transforms as any smooth vacuum metric would under the gauge transformation, meaning that

\[
\tilde{g}_{\mu\nu} = \hat{g}_{\mu\nu} + \epsilon \hat{h}_{\mu\nu}^{R1} + \epsilon^2 \hat{h}_{\mu\nu}^{R2} + \ldots
\]

remains a vacuum metric and that geodesics in it, such as \( \gamma \), remain geodesics. Apart from smoothness, we only impose one other condition on the transformation: that it is worldline preserving, satisfying

\[
\xi_n^\mu \big|_{\gamma} = 0.
\]

This ensures that the worldline in the practical gauge is identical to the worldline in the rest gauge. An equivalent way to say this is that no mass dipole moment is introduced as a result of the transformation.

Still following Paper I, we now use the approach in Ref. \([11]\): rather than choosing a gauge condition and finding a vector \( \xi^\mu \) that enforces that condition, we allow the regular fields \( h_{\mu\nu}^{Rn} \) to be in an arbitrary gauge, and we solve Eqs. \((69)\) and Eq. \((71)\) for \( \xi_n^\mu \) in terms of \( h_{\mu\nu}^{Rn} \). The gauge of \( h_{\mu\nu}^{Rn} \) can then be freely chosen to put the field equations in any convenient form in the external background.

After finding \( \xi_n^\mu \), we can calculate the second-order singular field in the new gauge via Eq. \((72)\). Despite the gauge vector being smooth, it introduces an unbounded term into \( h_{\mu\nu}^{S2} \). \( \mathcal{L}_{\xi_n} h_{\mu\nu}^{S1} \), which behaves as \( \sim 1/r \). This is more divergent than the singular field \( \hat{h}_{\mu\nu}^{S2} \) in the rest gauge, which was bounded at \( r = 0 \). However, as we will discuss in Sec. \( \text{VI} \), "singular times regular" terms like \( \mathcal{L}_{\xi_n} h_{\mu\nu}^{S1} \) are actually more benign than "singular times singular" terms like \( \hat{h}_{\mu\nu}^{S2} \) even if their divergence is superficially stronger.

In addition to determining the gauge vectors \( \xi_n^\mu \) in terms of the regular field, Eqs. \((69)\) and \((71)\) also determine the other functions in the elective metric in terms of the regular field: the accelerations \( f_n^\mu \) and the tidal moments \( \delta \mathcal{E}_{\alpha\beta} \) and \( \delta \mathcal{B}_{\alpha\beta} \). To better bring out the structure of the equations, we note that after the gauge transformation, our full metric has the form

\[
\tilde{g}_{\mu\nu} = \hat{g}_{\mu\nu} + \epsilon \left( \hat{h}_{\mu\nu}^{R1} + g_{\mu\nu} \right) + \epsilon^2 \left( \hat{h}_{\mu\nu}^{R2} + \hat{h}_{\mu\nu}^{S2} + 2 g_{\mu\nu} \right) + O(\epsilon^3),
\]

and the regular and singular fields can be divided in analogy with Eqs. \((65)\), \((68)\), and \((69)\):

\[
\begin{align*}
\hat{h}_{\mu\nu}^{R1} &:= \hat{h}_{\mu\nu}^{R1} + g_{\mu\nu}, \\
\hat{h}_{\mu\nu}^{S1} &:= \hat{h}_{\mu\nu}^{S1}, \\
\hat{h}_{\mu\nu}^{R2} &:= \hat{h}_{\mu\nu}^{R2} + h_{\mu\nu}^{R1} + 2 g_{\mu\nu}, \\
\hat{h}_{\mu\nu}^{S2} &:= \hat{h}_{\mu\nu}^{S2} + h_{\mu\nu}^{S1}.
\end{align*}
\]

The \( 0 g_{\mu\nu} \) term in Eq. \((125)\) in Paper I should read \( 1 g_{\mu\nu} \).
When solving the perturbative field equations in the external spacetime, the variables of interest are the perturbations $h_{\mu\nu}^R$ of the external background $g_{\mu\nu}$, not those of the background $\tilde{g}_{\mu\nu}$. Hence, we wish to express $\xi_{\mu}$ in terms of $h_{\mu\nu}^R$, not in terms of $\tilde{h}_{\mu\nu}^R$. Using this decomposition, we rewrite Eqs. (60) and (71) as
\[
0 h_{\mu\nu}^{R1} = \tilde{h}_{\mu\nu}^R + \mathcal{L}_{\xi} \tilde{g}_{\mu\nu} - \frac{1}{2} y_{\mu\nu}, \quad (80)
0 h_{\mu\nu}^{R2} + 1 h_{\mu\nu}^{R1} = \tilde{h}_{\mu\nu}^{R2} + \mathcal{L}_{\xi} \tilde{g}_{\mu\nu} - \frac{1}{2} y_{\mu\nu} + \frac{1}{2} \mathcal{L}_{\xi} \tilde{h}_{\mu\nu}^{R1}, \quad (81)
\]
Here we have grouped all the unknowns ($\xi_m^\nu$, $f_m^\nu$, $\delta E_{ab}$, and $\delta B_{ab}$) on the right side of the equations.

Paper I solved Eq. (80) for portions of $\xi_{\mu}^1$ through order $r^3$ and used it to calculate the leading, $\sim 1/r$ term in $h_{\mu\nu}^{S2}$. To make practical use of the highly regular gauge, we must know two additional orders of the singular field: following Eq. (19), we require $h_{\mu\nu}^{S2}$ through order $r$ to be able to correctly calculate the second-order self-force. We already have $h_{\mu\nu}^{S2}$ from Eqs. (61) and (63). In the remaining parts of this section we calculate the complete $\xi_{\mu}^1$ through order $r^2$ and use it to calculate $\mathcal{L}_{\xi} h_{\mu\nu}^{S2}$ through the necessary order. We also briefly discuss the solution for $\xi_{\mu}^2$.

B. STF decomposition of the gauge vector and the regular field

To solve Eq. (80) for the gauge vector, we begin by expanding both $\xi_{\mu}^1$ (with index down) and $0 h_{\mu\nu}^{R1}$ in irreducible STF form using Appendix A of Ref. [74] and Appendix B of Ref. [7].

1. Gauge vector

The gauge vector is decomposed as
\[
\xi_{\mu}^1 = \sum_{p,l \geq 0} r^p \xi_{\mu L}^{(p,l)} (t) \hat{n}_L^L, \quad (82)
\]
where the $t$ and $a$ components are, respectively, given by
\[
\xi_{(p,l)}^{(t)} = \hat{\xi}_{(p,l)}^{(t)} , \quad (83a) \\
\xi_{(p,l)}^{(a)} = \hat{\xi}_{(p,l)}^{(a)} L_{\nu_1 \nu_2 \cdots \nu_l}^{L} + \epsilon_{a(i_l} \hat{Y}_{L-1}^{(p,l)} + \delta_{a(i_l} \hat{Z}_{L-1}^{(p,l)}, \quad (83b)
\]
with the hat indicating that these are STF tensors. Each term in this decomposition is linearly independent from the others. The quantities $\hat{n}_L^L$ form a complete basis, equivalent to scalar spherical harmonics, for scalar fields on the unit sphere, and the further decomposition of Cartesian 3-vectors and 3-tensors into irreducible STF pieces is equivalent to a decomposition into spin-weighted or tensor spherical harmonics.

As mentioned we only impose two conditions on $\xi_{\mu}^1$: Firstly, that $\xi_{\mu}^1$ is smooth so that our two gauges are smoothly related and secondly, that $\xi_{\mu}^1$ is worldline preserving, satisfying Eq. (74). These conditions imply that the expansion (82) must be equivalent to a Taylor series
\[
\xi_{\mu}^1 = \sum_{k \geq 0} \frac{1}{k!} \partial_{K} \xi_{\mu}^1 (t, 0) x^K, \quad (84)
\]
with $\xi_{\mu}^1(a, t) = 0$. Here $x^K = x^0, \cdots, x^k$. When written as a sum of STF quantities,
\[
x^K = r^k [\hat{n}^a + c_1 \delta^{a(i_1} \hat{g}_{L-1}^{a(j_2} + \cdots + c_k \delta^{a(i_1} \delta^{a(i_2} \cdots \delta^{a(i_k)\hat{g}_{L-1}^{a(j_k)}}], \quad (85)
\]
for some some numerical coefficients $c_n$. Hence, our conditions on the gauge vector impose
\[
\xi_{(t)}^1 = \hat{\xi}_{(t)}^{(0)} + r \hat{\xi}_{(t)}^{(1,0)} + r^2 \left[ \hat{T}_{0}^{(2,0)} + \hat{T}_{ab}^{(2,2)} \hat{n}_{ab} \right] + O(r^3), \quad (86a)
\]
\[
\xi_{(a)}^1 = \hat{\xi}_{(a)}^{(0)} + c_1 \hat{Y}_{(a)}^{(1)} + \hat{Z}_{(a)}^{(1)} + r^2 \left[ \hat{X}_{(a)}^{(2,0)} + \hat{X}_{abc}^{(2,2)} \hat{n}_{abc} \right] + O(r^3). \quad (86b)
\]

It is necessary to carry this expansion to order $r^3$ because the Lie derivative and the singular form of $h_{\mu\nu}^{R1}$ in Eq. (72) each reduce the order in $r$ by one. Thus, order $r^3$ in the gauge vector is required for accuracy through order $r$ in $h_{\mu\nu}^{S2}$.

2. Regular field

We perform a similar decomposition for the regular field, so that
\[
0 h_{\mu\nu}^{R1} = \sum_{p,l \geq 0} r^p 0 h_{\mu\nu}^{R1(p,l)} (t) \hat{n}_L^L. \quad (87)
\]
The $tt$, $ta$, and $ab$ components are given by
\[
0 h_{tt}^{R1(p,l)} = \hat{A}_{(p,l)}^{(t)}, \quad (88a) \\
0 h_{ta}^{R1(p,l)} = \hat{B}_{(p,l)}^{(t)} + c_l a_i \hat{C}_{(p,l)}^{(t)} + \delta_{a(i} \hat{D}_{(p,l)}^{(L-1)}, \quad (88b) \\
0 h_{ab}^{R1(p,l)} = \hat{E}_{(p,l)}^{(t)} + \delta_{ab} \hat{E}_{(p,l)}^{(t)} + STF STF (\epsilon_{a(i_l} \hat{E}_{(p,l)}^{(t)} + \delta_{a(i_l} \hat{E}_{(p,l)}^{(t)}, \quad (88c)
\]
with $\hat{E}_{(p,l)}^{(t)}$ and $\hat{E}_{(p,l)}^{(t)}$ as defined in Ref. [7].

Since $0 h_{tt}^{R1}$ is smooth, we require this expansion to be equivalent to a Taylor series in $x^a$. This leaves us with the expansion
\[
0 h_{tt}^{R1} = \hat{A}^{(0,0)} + r \hat{A}^{(1,1)} + r^2 \left( \hat{A}^{(2,0)} + \hat{n}_{ij} \hat{A}^{(2,2)} \right) + O(r^3), \quad (89a)
\]
\[ 0^* h_{1a}^{R1} = \dot{B}_a^{(0)} + r n^i \left( \dot{B}_a^{(1,1)} + \epsilon_{ai} \dot{C}_j^{(1,1)} + \delta_{ai} \dot{D}^{(1,1)} \right) + r^2 \left[ \dot{B}_a^{(2,0)} + n^{ij} \left( \dot{B}_{aij}^{(2,2)} + \epsilon_{ai} \dot{C}_{jk}^{(2,2)} \right) + \delta_{ai} \dot{D}_{jk}^{(2,2)} \right] + O(r^3), \]  

\[ 0^* h_{ab}^{R1} = \dot{E}_a^{(0,0)} + \delta_{ab} \dot{K}^{(0,0)} + r n^i \left[ \dot{E}_a^{(1,1)} + \delta_{ab} \dot{K}_i^{(1,1)} + \text{STF} \left( \epsilon_{ai} \dot{F}_{bk}^{(1,1)} + \delta_{ai} \dot{G}_b^{(1,1)} \right) \right] + r^2 \left[ \dot{E}_a^{(2,0)} + 2 \epsilon_{ab} \dot{E}_{ij}^{(2,2)} + \delta_{a[i} \epsilon_{b]j} \dot{H}_{k}^{(2,2)} \right] + O(r^3). \]  

Appendix \[ \text{B} \] gives the relation between the individual STF tensors and derivatives of the regular field evaluated on the worldline.

Additionally, we use constraints from the linearised vacuum Einstein equations

\[ \delta G_{\mu\nu} \mid^{0^* h_{1a}^{R1}} = 0. \]  

Note that \( \delta G_{\mu\nu} \mid^{0^* h_{1a}^{R1}} \) because \( \hat{g}_{\mu\nu} \) is a linear vacuum perturbation of \( \hat{g}_{\mu\nu} \).

The \( tt \) and \( ta \) components of Eq. \[ (90) \] give

\[ f^{(2,2)} = \frac{1}{5} \epsilon^{ab} \dot{E}_{ab}^{(0,0)} + \frac{6}{5} \dot{K}^{(2,0)}, \]  

\[ D^{(2,2)} = \frac{6}{5} \dot{B}_a^{(2,0)} + \frac{3}{5} \dot{B}_b^{(0,0)} \epsilon^{ab} + \frac{3}{5} \beta^{bc} \epsilon_{ac} \dot{E}_{bd}^{(0,0)} - \frac{1}{2} \frac{d}{dt} \dot{G}_c^{(1,1)} + \frac{3}{5} \frac{d}{dt} \dot{K}_d^{(1,1)}. \]  

We use these equations to eliminate \( \dot{f}^{(2,2)} \) and \( \dot{D}^{(2,2)} \), but the choice is arbitrary; we could have easily chosen two other STF tensors to remove.

From the \( ab \) component of Eq. \[ (90) \] we get two restrictions, one at \( t = 0 \) and one at \( t = 2 \). These are

\[ \dot{A}^{(2,0)} = -\frac{1}{3} \epsilon^{ab} \dot{E}_{ab}^{(0,0)} + \frac{1}{2} \frac{d}{dt} \dot{D}_{1}^{(1,1)} - \frac{1}{2} \frac{d}{dt} \dot{K}^{(0,0)}, \]  

\[ \dot{A}^{(2,2)} = \dot{A}^{(0,0)} \epsilon_{ab} - 2 \dot{B}_c^{(0,0)} \dot{B}_{d(ab)c} + \dot{E}_{ab}^{(2,0)} - 2 \epsilon^{e(c} \dot{E}_{e)b}^{(0,0)} - \frac{7}{6} \dot{G}_c^{(2,2)} + \epsilon_{ab} \dot{K}^{(0,0)} \]  

\[ + \dot{K}^{(2,2)} + \frac{d}{dt} \dot{E}_{ab}^{(1,1)} - \frac{1}{2} \frac{d}{dt} \dot{E}_{a}^{(0,0)}, \]  

where the constraints from the \( tt \) and \( ta \) components have been used to simplify these expressions.

Combining Eqs. \[ (89) \], \[ (91) \], and \[ (92) \] gives us the final expression for the components of \( 0^* h_{1a}^{R1} \).

\[ 0^* h_{tt}^{R1} = \dot{A}^{(0,0)} + r \dot{A}^{(1,1)} n^i \dot{B}_a^{(1,1)} + r^2 \left[ -\frac{1}{3} \epsilon^{ab} \dot{E}_{ab}^{(0,0)} + \frac{d}{dt} \dot{D}_{1}^{(1,1)} - \frac{1}{2} \frac{d}{dt} \dot{K}^{(0,0)} + n^{ij} \left( \dot{A}^{(0,0)} \dot{E}_{ij}^{(0,0)} - 2 \dot{B}_c^{(0,0)} \dot{B}_{d(ab)c} \right) + \dot{E}_{ij}^{(2,0)} - 2 \epsilon^{e(c} \dot{E}_{e)b}^{(0,0)} - \frac{7}{6} \dot{G}_c^{(2,2)} + \epsilon_{ij} \dot{K}^{(0,0)} \right] + O(r^3), \]  

This form is particularly advantageous as it automatically includes any constraints that would be imposed by the Einstein equations onto the form of our regular field.

C. Solving for \( \xi_i \)

We now return to Eq. \[ (80) \], where, recall, \( \hat{g}_{\mu\nu} \) is given by Eq. \[ (43) \], \( \hat{g}_{\mu\nu} \) by Eq. \[ (47) \], and \( \dot{h}_{1a}^{R1} \) by Eq. \[ (54) \]. To solve for the gauge vector, we substitute the expansions \[ (80) \] and \[ (93) \] and then work order by order in \( r \) and \( \dot{n}_L \). This is possible because \( \dot{n}_L \) forms an orthogonal basis, implying \( A_{P(L)} \dot{n}_L = B_{P(L)} \dot{n}_L \implies A_{P(L)} = B_{P(L)} \).

As a result, Eq. \[ (80) \] reduces to a hierarchical set of equations for the STF tensors \( \dot{T}_{ij}^{(p,0)}, \dot{X}_{ij}^{(p,1)}, \dot{Y}_{ij}^{(p,1)}, \) and \( \dot{Z}_{ij}^{(p,1)} \).

Rather than belabouring the technical details of the calculation, which are largely mechanical, we state the results that follow from each order in \( r \) in Eq. \[ (80) \].

Note that in the equations that follow, \( \dot{h}_{1a}^{R1} \) and its derivatives are always evaluated on the worldline, but we omit the notation \( \mid \) for brevity. Additionally, we define \( \dot{h}_{1a}^{R1} := \dot{h}_{1a}^{R1} \alpha := \delta_{ab} \dot{h}_{1a}^{R1} \).

1. Order \( r^0 \)

Starting at the lowest order in the expansion of Eq. \[ (80) \], we immediately discover rules for four of our gauge vector components. These are

\[ \dot{T}_i^{(0,0)} = \frac{1}{2} \int \dot{A}^{(0,0)} dt, \]  

\[ \dot{T}_a^{(1,1)} = \dot{B}_a^{(0,0)}, \]  

\[ \dot{X}_{ab}^{(1,1)} = \frac{1}{2} \dot{E}_{ab}^{(0,0)}, \]  

\[ \dot{Z}_i^{(1,1)} = \frac{1}{2} \dot{K}^{(0,0)}. \]
In Paper I, the relations in Eqs. (129)–(131) were given in terms of the full gauge vector, $\xi^\mu_C$. To compare, we perform equivalent operations but now on our expansion of $\xi^\mu_C$, substituting our values for the STF tensors from Eqs. (94)–(97) and using Appendix B to relate the STF tensors to derivatives of the regular field. The results are

$$
\frac{d}{dt} \xi^1_{tt} = \frac{d}{dt} \hat{T}^{(0,0)} = \frac{1}{2} \hat{A}^{(0,0)},
$$

(98)

$$
\xi^1_{ta} = T_a^{(1,1)} = B_a^{(0,0)},
$$

(99)

$$
\xi^1_{(a,b)} = Y_{ab}^{(1,1)} + \delta_{ab} \hat{Z}^{(1,1)} = \frac{1}{2} \hat{E}_{ab}^{(0,0)} + \frac{1}{2} \delta_{ab} \hat{K}^{(0,0)},
$$

(100)

which exactly match the expressions in Paper I, as expected. The value of $\xi^1_{[a,b]}$ is also given in Paper I but relies on $Y_c^{(1,1)}$, which is found at order $r$.

2. Order $r$

Having correctly reproduced the leading expressions from Paper I, we can confidently move on to higher orders. We continue our procedure, but now we find our higher-order STF tensors in terms of not just the STF tensors in $0 h_{\mu \nu}^{R1}$ but also the tidal moments.

From the $tt$ component of Eq. (80), we obtain an expression for the first-order self-force,

$$
f_1^{(1)} = \frac{1}{2} \hat{A}^{(1,1)} - \frac{d}{dt} \hat{B}_a^{(0,0)},
$$

(101)

When rewritten in terms of $0 h_{\mu \nu}^{R1}$, this gives,

$$
f_1^{(1)} = \frac{1}{2} 0 h_{tt,a}^{R1} - \frac{d}{dt} 0 h_{ta}^{R1},
$$

(102)

which is the standard result for the first-order self-force when written in component form.

The $ta$ component gives

$$
\hat{T}^{(2,0)} = \frac{1}{2} \hat{Y}^{(1,1)} - \frac{1}{4} \frac{d}{dt} \hat{K}^{(0,0)},
$$

(103)

$$
\hat{T}_{ab}^{(2,2)} = \frac{1}{2} \hat{Y}^{(2,2)} + \frac{1}{2} \hat{E}_{ab}^{(0,0)} \int \hat{A}^{(0,0)} dt - \frac{1}{4} \frac{d}{dt} \hat{E}_{ab}^{(0,0)},
$$

(104)

$$
\hat{Y}_a^{(1,1)} = \int \hat{C}_a^{(1,1)} dt .
$$

(105)

Using the value of $\hat{Y}_a^{(1,1)}$, we can now compare to Paper I’s result for the antisymmetric part of the spatial derivative of the gauge vector. This gives

$$
\xi^1_{[a,b]} = \epsilon_{ab}^{\alpha} \hat{C}_c^{(1,1)} = \epsilon_{ab}^{\alpha} \int \hat{C}_c^{(1,1)} dt = \int 0 h_{[a,b]}^{R1} dt ,
$$

(106)

which matches Eq. (133) from Paper I. Finally, the $ab$ component of Eq. (80) gives

$$
\hat{X}_a^{(2,0)} = \frac{5}{18} \hat{C}_a^{(1,1)} - \frac{1}{12} \hat{K}_a^{(1,1)},
$$

(107)

$$
\hat{X}_{abc}^{(2,2)} = \frac{1}{4} \hat{E}_{abc}^{(1,1)} ,
$$

(108)

$$
\hat{Y}_{ab}^{(2,2)} = \frac{1}{2} \hat{E}_{ab}^{(1,1)} - \frac{1}{3} \hat{B}_{ab} \int \hat{A}^{(0,0)} dt ,
$$

(109)

$$
\hat{Z}_a^{(2,2)} = \frac{1}{2} \hat{K}_a^{(1,1)} - \frac{1}{6} \hat{G}_a^{(1,1)} .
$$

(110)

3. Order $r^2$

At the final order, not only do we find the last components of the gauge vector but we also fix the forms of $\delta E_{ab}$ and $\delta B_{ab}$ that appear in Eq. (54). They are

$$
\delta E_{ab} = 2 B_{(a}^{(0,0)} \hat{E}_{b)}^{(c)} + \hat{E}_{ab}^{(c)} - \hat{A}_{ab}^{(2,2)} + \frac{7}{6} \hat{C}_{ab}^{(2,2)} - 2 \hat{E}_{ab}^{(0,0)} \hat{K}_{ab}^{(1,1)} + \frac{1}{2} \hat{E}_{ab}^{(0,0)} \int \hat{A}^{(0,0)} dt
$$

(111)

$$
\delta B_{ab} = \frac{1}{2} \hat{A}^{(0,0)} \hat{B}_{ab} + \frac{3}{2} \hat{C}_{ab}^{(2,2)} - \hat{D}_{ab}^{(0,0)} \hat{E}_{ab}^{(0,0)} - \frac{3}{4} \frac{d}{dt} \hat{F}_{ab}^{(1,1)} + \frac{1}{2} \hat{B}_{ab} \int \hat{A}^{(0,0)} dt - \frac{3}{2} \hat{B}_{ab} \hat{K}^{(0,0)} - \frac{3}{4} \frac{d}{dt} \hat{F}_{ab}^{(1,1)} - 2 \hat{B}_{ab}^{(0,0)} \int \hat{C}^{(1,1)} dt .
$$

(112)

When the values of the STF tensors are substituted, however, these become

$$
\delta E_{ab} = \frac{2}{3} \hat{E}_{ab}^{(0,0)} \hat{B}_{ab}^{(c)} + \hat{E}_{ab}^{(c)} - \hat{A}_{ab}^{(2,2)} + \frac{7}{6} \hat{C}_{ab}^{(2,2)} - 2 \hat{E}_{ab}^{(0,0)} \hat{K}_{ab}^{(1,1)} + \frac{1}{2} \hat{E}_{ab}^{(0,0)} \int \hat{A}^{(0,0)} dt
$$

(113)

10 While we do not manipulate $\delta B_{ab}$ after substitution, we do manipulate $\delta E_{ab}$. Arriving at our second expression for $\delta E_{ab}$ necessitates rewriting the Einstein field equation’s condition for $\hat{A}_{ab}^{(2,2)}$ from Eq. 112 in terms of $\hat{B}_{ab}^{(0,0)} \hat{E}_{ab}^{(c)} \hat{c}$ and then substituting it into our initial expression for $\delta E_{ab}$. 
\[ \delta B_{ab} = -\frac{1}{2} B_{ab} \partial_0 h^{R1}_t + E_a (\epsilon_b c) d_0 h^{R1}_{\partial t} + \frac{1}{2} B_{ab} \partial_0 h^{R1}_{tt} + \frac{1}{2} \epsilon^{cd} (a \partial_0 h^{R1}_{[c],b} d_0 h^{R1}_{[d],b} + \frac{1}{2} B_{ab} \int_0^{h^{R1}_{tt}} dt \\
+ 2 \text{STF} B_{ab} \epsilon^c \int_0^{h^{R1}_{[c],b}} dt - \frac{1}{2} \epsilon^{cd} (a \frac{d}{dt} h^{R1}_{bc},d) . \]

These expressions match those found for the transformation from the rest gauge to the Lorenz gauge in Paper I but with the omission of the term \( \propto m \). As in Paper I, we can also write the perturbations of the tidal moments as

\[ \delta E_{ab} = \delta R_{ab} \left[ \partial_0 h^{R1} - \mathcal{L}_{\xi_0} \dot{g} \right], \quad \delta B_{ab} = \frac{1}{2} \epsilon^{pq} (a \partial_0 R_0)_{pq} \left[ \partial_0 h^{R1} - \mathcal{L}_{\xi_0} \dot{g} \right], \]

in agreement with analogous results in Ref. [11]. These forms of \( \delta E_{ab} \) and \( \delta B_{ab} \) let us interpret them as the tidal moments of \( \partial_0 h^{R1}_{\mu} \) (up to a gauge transformation).

The rest of the STF tensors are found to be

\[ \hat{T}^{(3,1)}_a = \frac{3}{5} B^{(2,0)}_a + \frac{2}{5} \epsilon_b a \partial_0 B^{(0,0)}_b + \frac{1}{5} B^{(0,0)}_a \epsilon_{abc} d_0 h^{(0,0)}_{bc} + \frac{2}{5} B_{ab} \int \hat{C}^{(1,1)}_b dt - \frac{1}{6} \frac{d}{dt} \hat{G}^{(1,1)}_a + \frac{1}{20} \frac{d}{dt} \hat{E}^{(1,1)}_a , \]

\[ \hat{T}^{(3,3)}_{abc} = B^{(2,2)}_{abc} + \frac{2}{5} \epsilon_{abc} \int \hat{A}^{(0,0)} dt - \frac{1}{12} \frac{d}{dt} \hat{E}^{(1,1)}_{abc} - \frac{2}{9} B_{ab} \int \hat{C}^{(1,1)}_b dt , \]

\[ \hat{X}^{(3,1)}_a = \frac{4}{15} \epsilon^{(2,0)}_{ab} + \frac{7}{180} \epsilon^{(2,2)}_{ab} - \frac{1}{30} \hat{K}^{(2,2)}_a - \frac{1}{15} B^{(0,0)}_{ab} \epsilon_{bc} d_0 h^{(0,0)}_{bc} - \frac{1}{10} \epsilon_{abc} d_0 h^{(0,0)}_{bc} - \frac{1}{40} \epsilon_{abc} \int \hat{A}^{(0,0)} dt - \frac{1}{15} \epsilon^{(2,0)}_{abc} d_0 h^{(0,0)}_{bc} \int \hat{C}^{(1,1)}_c dt , \]

\[ \hat{X}^{(3,3)}_{abcd} = \frac{1}{5} J^{(2,2)}_{abc} , \]

\[ \hat{Y}^{(3,1)}_a = -\frac{1}{10} B^{(0,0)}_{a} \epsilon_{bc} d_0 h^{(0,0)}_{bc} + \frac{1}{60} \epsilon^{(2,2)}_{ab} \hat{E}^{(0,0)}_{bc} + \frac{1}{4} \hat{F}^{(2,2)}_a + \frac{7}{30} \epsilon^{(2,2)}_{ab} \int \hat{C}^{(1,1)}_b dt , \]

\[ \hat{Y}^{(3,3)}_{abc} = \frac{1}{4} F^{(2,2)}_{abc} - \frac{1}{6} B_{abc} \int \hat{A}^{(0,0)} dt + \text{STF}_{abc} \left( \epsilon^{(0,0)}_{abcd} \hat{E}^{(0,0)}_{cd} - \frac{1}{3} B_{ab} \hat{B}^{(0,0)}_{cd} \right) - \frac{1}{3} \epsilon_{ab} \int \hat{C}^{(1,1)}_b dt , \]

\[ \hat{Z}^{(3,1)} = \frac{1}{45} \epsilon^{(0,0)}_{abc} \hat{E}^{(2,0)}_{ab} + \frac{3}{10} \hat{K}^{(2,0)}_a , \]

\[ \hat{Z}^{(3,3)}_{abc} = \frac{1}{9} B^{(0,0)}_{(a} \epsilon_{bc)} d_0 h^{(0,0)}_{cd} + \frac{1}{6} \hat{E}^{(2,0)}_{bc} + \frac{1}{36} G^{(2,2)}_{ab} + \frac{1}{6} \epsilon^{(0,0)}_{(a} \hat{E}^{(2,0)}_{bc)} + \frac{1}{3} K^{(2,2)}_{ab} + \frac{1}{24} \hat{C}^{(1,1)}_c dt \]

in In agreement with analogous results in Ref. [11]. These forms of \( \delta E_{ab} \) and \( \delta B_{ab} \) let us interpret them as the tidal moments of \( \partial_0 h^{R1}_{\mu} \) (up to a gauge transformation).

4. Final result for \( \xi_1^a \)

Substituting the above results for the STF tensors into Eq. (86), we obtain our final form of the gauge vector required to transform from the rest gauge into the practical highly regular gauge. The components are given by

\[ \xi_1^a = \frac{1}{2} \int_0^{h^{R1}_{tt}} dt + r \hat{n}^a 0 h^{R1}_{ta} + \frac{2}{12} \left[ 2 \hat{0} h^{R1}_{ta} - \frac{d}{dt} h^{R1}_{ta} \right] + \frac{r^3}{60} \left[ 3 \hat{n}^a \left( 4 B^{bc} \epsilon_{ac} d_0 h^{R1}_{bd} + 8 E_a b h^{R1}_{ta,b} + B^{0 h_{ta,b}} \right) + 4 B_{ab} \epsilon^{bcd} \int_0^{h^{R1}_{tt}} dt - \frac{2}{d} \frac{d}{dt} h^{R1}_{ta} + \frac{d}{dt} h^{R1}_{ta} \right] + 5 \hat{n}^a \left( 8 E_{ab} 0 h^{R1}_{tc} + 2 E_{abc} \int_0^{h^{R1}_{tt}} dt + 2 h^{R1}_{ta,bc} \right) + 4 B_{ab} \epsilon^{cd} \int_0^{h^{R1}_{tt}} dt + 2 h^{R1}_{ta,bc} + 8 E^{a \epsilon_{bc}} d_0 h^{R1}_{ta} - 4 B_{abc} \epsilon_{cd} \int_0^{h^{R1}_{tt}} dt - \frac{d}{dt} h^{R1}_{abc} \right] + \mathcal{O}(r^4) , \]

\[ \xi_1^{a} = \frac{r^3}{2} \left[ 0 h^{R1}_{ta} + 2 \int_0^{h^{R1}_{tt}} dt - \frac{2}{d} \frac{d}{dt} h^{R1}_{ta} - \frac{d}{dt} h^{R1}_{ta} \right] + 3 \hat{n}^a \left( 6 h^{R1}_{ta,bc} - 4 B^{d} \epsilon_{acd} \int_0^{h^{R1}_{tt}} dt - 3 h^{R1}_{bac} \right) + \frac{r^3}{360} \left[ 12 E^{bc} h^{R1}_{ta} \hat{n}_a - 3 \hat{n}^a \left( 4 E^{c} d_0 h^{R1}_{ac} + 8 E^{a \epsilon_{bc}} d_0 h^{R1}_{tc} - 4 E_{abc} h^{R1}_{ta,b} \right) - 8 h^{R1}_{a \epsilon_{bc}} d_0 h^{R1}_{ta} - 8 h^{R1}_{0 h_{bac}} - 8 \hat{n}^{a \epsilon_{bc}} d_0 h^{R1}_{ta} - 8 h^{R1}_{bac} \right] + 2 \hat{0} h^{R1}_{ta} + 3 \hat{E}_{ab} \int_0^{h^{R1}_{tt}} dt + 24 E^{c} \int_0^{h^{R1}_{tt}} dt - 32 E_{a} c \int_0^{h^{R1}_{tt}} dt + 5 \hat{n}^a \left( 12 B^{d} \epsilon_{a \epsilon_{bc}} d_0 h^{R1}_{cd} - 8 h^{R1}_{0 h_{bc,a,c}} c - 8 h^{R1}_{abc} \right) + 3 \hat{n}^a \left( 0 h^{R1}_{tt} \right) - 10 \hat{n}^a \left( 12 E^{b} d_0 h^{R1}_{cd} - 6 \hat{0} h^{R1}_{ab,cd} \right) + 8 B_{a d} \epsilon_{ad} h^{R1}_{tt} + 4 B_{abc} d_0 h^{R1}_{ta} + 3 \hat{n}^{a \epsilon_{bc}} d_0 h^{R1}_{tt} + 8 h^{R1}_{ta,cd} \]

\[ \xi_1^{a} \] was additionally simplified using the constraint in Eq. (91a) from the Einstein field equations in terms of \( \partial_0 h^{R1}_{\mu} \).
+ 12 \mathcal{E}_{bc} \int \theta \mathcal{L} \, dt + 6 \mathcal{E}_{bc} \epsilon_{cadi} \int \theta \mathcal{L} \, dt \bigg] \bigg] + O(r^4). \quad (125b)

The order-$r^0$ and $-r$ terms match those found previously in Eqs. (129)–(131) and (133) of Paper I.

### D. Solving for $\xi^\mu$$_m$

We can solve Eq. (81) for $\xi^\mu$$_m$ exactly as we solved Eq. (80) for $\xi^\mu$$_1$. The only change is that the STF tensors $A^{(p,l)}_L$ through $K^{(p,l)}_L$ now refer to terms in the irreducible STF decomposition of the quantity $0 h_{11}^{R2} + h_{11}^{R1} - \frac{1}{2} \mathcal{L}_\xi h_{11}^{R1}$. A smaller change is that we cannot eliminate any of these coefficients using the linearized vacuum Einstein equation.

In addition to determining $\xi^\mu$$_m$, Eq. (81) determines the second-order term in the acceleration, $\dot{\xi}^\mu$$_m$. The calculation and its outcome were given in Sec. VIB4 of Paper I. The total acceleration $\alpha = \epsilon f_1^\mu + \epsilon^2 f_2^\mu + O(\epsilon^3)$ is given by Eq. (11) with

$$ h_{\mu\nu}^R = \epsilon \frac{0}{R_{11}^{R1}} + \epsilon^2 \left( \frac{0}{R_{11}^{R2}} + \frac{1}{12} h_{11}^{R1} \right) + O(\epsilon^3). \quad (126) $$

Again following Paper I, we do not present explicit results for $\xi^\mu$$_m$. The reason is that we can simply leave the regular field to be implicitly defined from the full and singular fields: $h_{\mu\nu}^R = h_{\mu\nu} - h_{\mu\nu}^S$. As input for a numerical scheme, all that is required is the singular field.

### E. Second-order singular field

With the gauge vector determined through order $r^3$, we can now take the Lie derivative of $\dot{h}_{\mu\nu}^{S1}$ as required to determine $h_{\mu\nu}^{S2}$. Following Paper I, to more explicitly reveal the structure of the singular field, we perform an SS/SR split as in Eq. (61) so that

$$ h_{\mu\nu}^{S2} = h_{\mu\nu} + h_{\mu\nu}^{SR} $$

with

$$ h_{\mu\nu}^{SR} = h_{\mu\nu}^{SR'} + \mathcal{L}_\xi h_{\mu\nu}^{S1}, \quad (128) $$

$$ h_{\mu\nu}^{SS} = h_{\mu\nu}^{S1}. \quad (129) $$

This means that $h_{\mu\nu}^{SR}$ comprises terms $\sim m \frac{0}{R_{11}^{R1}}$, and $h_{\mu\nu}^{SS}$ features all terms $\propto m^2$.

Calculating $\mathcal{L}_\xi h_{\mu\nu}^{S1}$ and combining it with $h_{\mu\nu}^{SR'}$ in Eqs. (62), we find the first three orders of $h_{\mu\nu}^{SR}$ are

\begin{align*}
\dot{h}_{\mu\nu}^{SR} &= -2m \left[ \frac{1}{r} \left( \theta_{\mu\nu}^{R1} + \frac{1}{2} \theta_{\mu\nu}^{R1} \right) - \frac{1}{4} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} \frac{n_{abc}}{\theta_{\mu\nu}^{R1}} - \frac{1}{2} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} + O(r^2) \right], \\
\dot{h}_{\mu\nu}^{SR} &= -2m \left[ \frac{1}{r} \left( \theta_{\mu\nu}^{R1} + \frac{1}{2} \theta_{\mu\nu}^{R1} \right) - \frac{1}{4} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} \frac{n_{abc}}{\theta_{\mu\nu}^{R1}} - \frac{1}{2} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} \frac{\theta_{\mu\nu}^{R1}}{\theta_{\mu\nu}^{R1}} + O(r^2) \right],
\end{align*}
The required constraint for use in a puncture scheme; such a constraint is in terms of $n^a$ and $n_b$. The "singular times singular" piece of the perturbation is given by Eq. 63), which we rewrite here as

$$\tilde{h}_{ab}^{SR} = -2m\left[\frac{1}{r} \left(2\partial_h R_{1} n_b - 2\partial_h R_{1} n_a + \frac{3}{2} \partial_h R_{1} n_{ab}\right) + \left(\partial_h R^2_{1} n_{ab} c - 2\partial_h R^2_{1} n_{ab} c + \frac{3}{2} \partial_h R_{2} n_{ab}\right) + \partial_h R_{1} n_{ab} c - \partial_h R_{1} n_{ab} c - \partial_h R_{1} n_{ab} c\right] + \mathcal{O}(r^2). \quad (130c)$$

Here the first two orders, $\sim 1/r$ and $\sim r^0$, arise purely from $\mathcal{L}_\xi h_{\mu\nu}^{SR}$, while the linear-in-$r$ terms contain contributions from both $\mathcal{L}_\xi h_{\mu\nu}$ and $\tilde{h}_{\mu\nu}^{SR}$.

The "singular times singular" piece of the perturbation is given in Eq. 63), which we rewrite here as

$$\tilde{h}_{ii}^{SS} = -4m^2 \left[\frac{1}{4} \tilde{E}_{ab} n_{ab} + r \left(\frac{1}{2} \tilde{E}_{ab} n_{ab} \right) \left(11 - 6 \log \left(\frac{2m}{r}\right)\right)\right] + \mathcal{O}(r^2), \quad (131a)$$

$$\tilde{h}_{ia}^{SS} = -4m^2 \left[\frac{1}{2} \tilde{E}_{ab} n_{bc} + r \left(\frac{1}{2} \tilde{E}_{ab} n_{bc} \right) \left(1 - 3 \log \left(\frac{2m}{r}\right)\right)\right] + \mathcal{O}(r^2), \quad (131b)$$

$$\tilde{h}_{ab}^{SS} = -4m^2 \left[\frac{1}{4} \tilde{E}_{ab} n_{bc} - 2\partial_h R_{1} n_{ab} c - 4\partial_h R_{1} n_{ab} c + \left(\mathcal{O}(r^2)\right)\right], \quad (131c)$$

In $\tilde{h}_{\mu\nu}^{SS}$ we have simply rewritten $\tilde{h}_{\mu\nu}^{SR}$, as given in Eq. 63), in terms of $n^L := n^i \cdots n^i$ instead of $n^L = n^L$. This will simplify the notation to fully covariant form, as it is used in a puncture scheme; such a conversion can be done following the method in Ref. 38).

$\tilde{h}_{\mu\nu}^{SS}$ and the leading, $1/r$ terms in $\tilde{h}_{\mu\nu}^{SR}$ were given previously in Paper I.\footnote{The $\partial_h R_{1} n_{ab} c$ term in Eq. (134c) of Paper I has a typo and has been corrected in Eq. 130c to $\partial_h R_{1} n_{ab} c$.} The $\sim r^0$ and linear-in-$r$ terms in $\tilde{h}_{\mu\nu}^{SR}$ appear here for the first time. We also provide our full results for the singular field in a user-ready Mathematica form in the supplementary material [25].

This completes our calculation of the second-order singular field. In the next section, we turn to the skeleton stress-energy that this field is associated with.

IV. THE DETWEILER STRESS-ENERGY: DERIVATION AND PROPERTIES IN HIGHLY REGULAR GAUGES

To find the form of $T_{\mu\nu}^2$ in a practical highly regular gauge, we first find it in the rest gauge. We then find its transformation to the generic highly regular gauge and derive some of its useful properties. However, before doing so, we discuss how the stress-energy is defined in self-force theory.

A. Stress-energy tensors in self-force theory

We begin by reiterating our comment in the introduction: in self-force theory founded on matched asymptotic expansions, we cannot freely prescribe a stress-energy based on some desired physical characteristics. Instead, we can only prescribe the values of the multipole moments in the local metric perturbation. The stress-energy tensor, when it is well defined at all, is defined by the Einstein curvature tensor of the local perturbations.

The construction is more easily explained if we revert to an ordinary Taylor series $h_{\mu\nu}(x, r) = \mathcal{O}(r^2)$ rather than the self-consistent expansion. The stress-energy would then also have the form of a Taylor series,

$$T_{\mu\nu}(x, r) = c^2 T_{1\mu\nu}(x) + r^2 T_{2\mu\nu}(x) + \mathcal{O}(r^3), \quad (132)$$

$$T_{\mu\nu}(x, r) = c^2 T_{1\mu\nu}(x) + r^2 T_{2\mu\nu}(x) + \mathcal{O}(r^3), \quad (132)$$

Here we see that the $T_{1\mu\nu}$ terms are matched asymptotic expansions, while the $T_{2\mu\nu}$ terms are the singular pieces that we are interested in. We choose the form $T_{\mu\nu}(x, r) = c^2 T_{1\mu\nu}(x)$ for the stress-energy in self-force theory.
where

\begin{align}
8\pi T_1^{\mu\nu} & := \delta G^{\mu\nu}[h^1], \\
8\pi T_2^{\mu\nu} & := \delta G^{\mu\nu}[h^2] + \delta^2 G^{\mu\nu}[h^1, h^1].
\end{align}

(133)\hspace{1cm} (134)

To obtain a series from our results in the previous section, we could expand the worldline \( \gamma \) around a background geodesic, following Ref. 33; this would introduce a mass dipole moment into \( h_\mu^{\nu} \), which would contribute to \( T_2^{\mu\nu} \).

Even in that simpler approach, we should note that Eq. (132) need not be an actual Taylor expansion of an extended stress-energy distribution describing an extended material body; the quantities \( T_\mu^{\nu} \) are the same for a black hole with some multipole structure as for a material body with the same multipole structure, even though the finite-sized black hole does not have a well-defined stress-energy. \( T^{\mu\nu} \) in Eq. (132) should instead be thought of as an effective stress-energy that encodes the object’s multipole structure. The field equations translate this encoded information in both directions, from the metric perturbations to \( T^{\mu\nu} \) and from \( T^{\mu\nu} \) to the metric perturbations.

In the self-consistent scheme, additional, more tangible subtleties enter. First, we have not actually calculated the perturbations \( h_\mu^{\nu} \) that appear in the self-consistent expansion; these are defined as the coefficients in an expansion at fixed \( (z^\mu, w^\mu) \) in an external, \( \epsilon \)-independent coordinate system. We have instead calculated the fields \( \hat{h}_\mu^{\nu} \), which are the coefficients in such an expansion in an \( \epsilon \)-dependent coordinate system. Second, even if we had obtained \( h_\mu^{\nu} \), rather than \( \hat{h}_\mu^{\nu} \), we would not define \( T_1^{\mu\nu} \) using Eq. (133). If we did, we would find that \( T_1^{\mu\nu} \) is not the stress-energy of a point mass; to see this, note that if \( \delta G^{\mu\nu}[h^1] \) were equal to a point-mass stress-energy, then \( \nabla_\mu T_1^{\mu\nu} = \nabla_\mu \delta G^{\mu\nu}[h^1] = 0 \) would imply that \( \gamma \) is a geodesic of the background \( g_{\mu\nu} \). Since our point mass is accelerated, we instead have

\[ e\delta G^{\mu\nu}[h^1] = 8\pi T_1^{\mu\nu} + \mathcal{O}(\epsilon^2), \]

(135)

where \( T_1^{\mu\nu} \) is the stress-energy of a point mass on the accelerated curve \( \gamma \), and the \( \mathcal{O}(\epsilon^2) \) term is a spatially noncompact source proportional to the acceleration.\(^\text{13}\)

Given these subtleties, there are at least two paths we can follow (in Sec. V we discuss a third path that one of us followed in previous papers). One option is to work with total quantities, defining

\[ 8\pi T^{\mu\nu} := \delta G^{\mu\nu}[\epsilon h^1 + \epsilon^2 h^2] + \epsilon^2 \delta^2 G^{\mu\nu}[h^1, h^1] + \mathcal{O}(\epsilon^3) \]

(136)
or, expanding around \( \hat{g}_{\mu\nu} \),

\[ 8\pi T^{\mu\nu} = \delta G^{\mu\nu}[\epsilon \hat{h}^1 + \epsilon^2 \hat{h}^2] + \epsilon^2 \delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1] + \mathcal{O}(\epsilon^3), \]

(137)

where, recall, \( \delta G^{\mu\nu} \) and \( \delta^2 G^{\mu\nu} \) are the linearized and quadratic Einstein tensors defined on the background \( \hat{g}_{\mu\nu} \). Alternatively, we can use \( \hat{g}_{\mu\nu} \) and \( h_\mu^{\nu} \) to define nth-order stress-energies:

\[ 8\pi T_1^{\mu\nu} := \delta G^{\mu\nu}[\hat{h}^1], \]
\[ 8\pi T_2^{\mu\nu} := \delta G^{\mu\nu}[h^2] + \delta^2 G^{\mu\nu}[h^1, h^1]. \]

(138)\hspace{1cm} (139)

We will use both the form (138)–(139) and the summed forms (136)–(137).

With the definition (138), \( T_1^{\mu\nu} \) is precisely invariant under the transformation

\[ \hat{h}_\mu^{\nu} \to \hat{h}_\mu^{\nu} + \mathcal{L}_X \hat{g}_{\mu\nu} \]

(140)
because \( \delta G^{\mu\nu} \) is invariant under that transformation. We can therefore calculate \( T_1^{\mu\nu} \) in any convenient gauge; the result will be that \( T^{\mu\nu} \) is the stress-energy of a point mass on \( \gamma \), given in Eq. (21). In Sec. V we review that calculation, and its extension to second order, in the Lorenz gauge.

In contrast, the quantity \( T_2^{\mu\nu} \) is gauge dependent. As discussed in the introduction, in a generic gauge compatible with the assumptions of matched asymptotic expansions, it is not obvious whether \( T_2^{\mu\nu} \) is well defined because \( \delta^2 G^{\mu\nu}[h^1, h^1] \) is a product of distributions. By construction, the total quantity \( \delta G^{\mu\nu}[h^2] + \delta^2 G^{\mu\nu}[h^1, h^1] \) vanishes at all points \( r > 0 \), which might suggest that we can promote it to a distribution on \( r > 0 \) even if we cannot promote \( \delta^2 G^{\mu\nu}[h^1, h^1] \) on its own. But (i) there is no unique choice of this promotion, and (ii) even if we choose some way to promote the total quantity, there’s no pragmatic purpose to doing so unless we can write a well-defined field equation for \( h_\mu^{\nu} \) (or \( h_2^{\mu\nu} \)). If all three quantities in Eq. (139) are individually well defined as distributions on \( r > 0 \), then we can rearrange it to write

\[ \delta G^{\mu\nu}[h^2] = 8\pi T_2^{\mu\nu} - \delta^2 G^{\mu\nu}[h^1, h^1]. \]

(141)

This (or an analogue of it for \( h_2^{\mu\nu} \)) would allow us to solve for the physical field \( h_\mu^{\nu} \), just as one can solve for the physical first-order field. But if we have only defined the total quantity \( \delta G^{\mu\nu}[h^2] + \delta^2 G^{\mu\nu}[h^1, h^1] \), then we have not given \( \delta^2 G^{\mu\nu}[h^1, h^1] \) by itself a distributional definition, meaning we do not have a meaningful equation for \( h_\mu^{\nu} \) on the domain \( r > 0 \).

\(^{13}\) The fact that the extra term is noncompact rather than confined to \( \gamma \) can be easily confirmed with an explicit calculation in the Lorenz gauge, where we know \( h_\mu^{\nu} \), and not just \( \hat{h}_\mu^{\nu} \).

\(^{14}\) Note that a quantity of the form \( \delta^2 h \sim 1/r^3 \), which appears in \( \delta^2 G^{\mu\nu}[h^1, h^1] \), is well defined as a distribution but not as a locally integrable function.
We can glean more about the nature of this problem by splitting $h_{\mu\nu}^1$ into singular and regular fields, such that

$$\delta^2 G^{\mu\nu}[h^1, \hat{h}^1] = \delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1] + 2\delta^2 G^{\mu\nu}[h^1, \hat{h}^1] + \delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1]. \quad (142)$$

The final term, $\delta^2 G^{\mu\nu}[h^1, \hat{h}^1]$, is a smooth field defined at all points in the spacetime and, as such, is well-defined distributionally. The second term behaves like $\delta^2 G^{\mu\nu}[h^1, \hat{h}^1] \sim \hat{h}^1 \hat{\Omega}_{\mu\nu} \sim {\hat{h}^1}^2 / r^3$. This is not locally integrable, but because $\hat{h}^1_{\mu\nu}$ is smooth, $\delta^2 G^{\mu\nu}[h^1, \hat{h}^1]$ (for any $h_{\mu\nu}$) is a smooth linear operator acting on $h_{\mu\nu}$, which we write as

$$\hat{Q}_R[h] := \delta^2 G^{\mu\nu}[h^1, \hat{h}^1] \quad (143)$$

[a special case of Eq. (55)]. This is then well defined in the distributional sense when acting on the integrable function $\hat{h}^1_{\mu\nu}$.

Therefore the problems arise entirely from the “singular times singular” piece of the second-order Einstein tensor, $\delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1]$. In the next two sections, following an argument in Paper I, we show that in a highly regular gauge, this generically problematic quantity is an integrable function on $r \geq 0$. We then use that fact to derive the second-order stress-energy tensor in these gauges.

B. Stress-energy in the lightcone rest gauge

Before specializing to the rest gauge, we first consider the distributional nature of the individual terms in the class of highly regular gauges. While it is not immediately obvious that $\delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1]$ is well defined as a distribution in these gauges, we note that because $\hat{h}^1_{\mu\nu}$ features no terms with explicit factors of $m$, and $\hat{h}^1_{\mu\nu}$ only features terms with an explicit factor of $m$, $\delta^2 G^{\mu\nu}[\hat{h}^1]$ must be the source for $\hat{h}^1_{\mu\nu}$ in $\hat{h}^1_{\mu\nu}$ as it features all the terms with the factor $m^2$. This implies that

$$\delta^2 G^{\mu\nu}[\hat{h}^1] = -\delta G^{\mu\nu}[\hat{h}^1], \quad r > 0. \quad (144)$$

The previous relation is of course true in any gauge as we are free to choose the split of $h_{\mu\nu}^2$, so that is satisfies this equality. However, in the class of highly regular gauges, the right-hand side of Eq. (144) behaves as $-1/r^2$ because $\hat{h}^1_{\mu\nu} \sim r^0$. As such, it is a locally integrable function across the entire space $r \geq 0$, so we can write

$$\delta^2 G^{\mu\nu}[\hat{h}^1] = -\delta G^{\mu\nu}[\hat{h}^1], \quad \forall r. \quad (145)$$

We can now specialize to the rest gauge and evaluate the definition of $T^{\mu\nu}_2$ in Eq. (139). Because the regular field is a vacuum solution, only terms involving the singular parts of the perturbations contribute to the stress-energy tensor. Hence, Eq. (139) can be simplified to

$$8\pi T^{\mu\nu}_2 = \delta G^{\mu\nu}[\hat{h}^1] + \delta G^{\mu\nu}[\hat{h}^1] + 2\delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1] + \delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1]. \quad (146)$$

In the rest gauge, the quantities on the right-hand sum to zero for $r > 0$ and are all ordinary integrable functions. Therefore their sum vanishes when integrated against a test function, and we can write

$$T^{\mu\nu}_2 = 0. \quad (147)$$

This means, in physical terms, that in a nonspinning object’s local rest gauge, its stress-energy is effectively that of a point mass in the external background (up to possible corrections of order $c^3$).

C. Stress-energy in a generic highly regular gauge

We now find $T^{\mu\nu}_2$ by finding how the stress-energy transforms under a gauge transformation from the rest gauge. We use Eqs. (69)–(72) to write the $h_{\mu\nu}$ in terms of the rest gauge quantities. Additionally, we require the identities (C2)–(C4) from Ref. [55], which are

$$\mathcal{L}_\xi A[g] = \delta A[\mathcal{L}_\xi g], \quad (148)$$
$$\mathcal{L}_\xi^2 A[g] = \delta A[\mathcal{L}_\xi^2 g] + 2\delta^2 A[\mathcal{L}_\xi g, \mathcal{L}_\xi g], \quad (149)$$
$$\mathcal{L}_\xi \delta A[h] = \delta A[\mathcal{L}_\xi h] + 2\delta A[\mathcal{L}_\xi g, h], \quad (150)$$

where $A$ is a tensor of arbitrary rank which is constructed from a metric $g$. The first of these reduces to the invariance of the linearized Einstein tensor, $\delta G^{\mu\nu}[\mathcal{L}_\xi g] = 0$, when the background is vacuum.

Together, the above replacements and identities gives

$$8\pi T^{\mu\nu}_2 = \delta G^{\mu\nu}[\hat{h}^1, \hat{h}^1] + \frac{1}{2} \mathcal{L}_\xi^2 g + \mathcal{L}_\xi \hat{g} + \mathcal{L}_\xi \hat{g}]$$
$$= \delta G^{\mu\nu}[\hat{h}^1] + \frac{1}{2} \mathcal{L}_\xi G^{\mu\nu}[\hat{h}^1] + \frac{1}{2} \mathcal{L}_\xi G^{\mu\nu}[\hat{h}^1]$$
$$+ 2\delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1] + \delta^2 G^{\mu\nu}[\hat{h}^1, \hat{h}^1]$$
$$= 8\pi T^{\mu\nu}_2 + \mathcal{L}_\xi \delta G^{\mu\nu}[\hat{h}^1] + \frac{1}{2} \mathcal{L}_\xi^2 G^{\mu\nu}[\hat{h}^1]$$
$$= 8\pi T^{\mu\nu}_2 + 8\pi \mathcal{L}_\xi T^{\mu\nu}_1. \quad (151)$$

In the first line, we have substituted Eqs. (69)–(72) into the right-hand side of the definition (139). In the third equality we have appealed to Eqs. (149) and (150). In the fourth, we have appealed to $G^{\mu\nu}[\hat{h}^1] = 0$ and $\delta G^{\mu\nu}[\hat{h}^1] = 8\pi T^{\mu\nu}_2$. Equation (151) tells us we can write

$$T^{\mu\nu}_2 = T^{\mu\nu}_2 + \mathcal{L}_\xi T^{\mu\nu}_1. \quad (152)$$
This is not too surprising as it is just the transformation law for a second-order tensor when the background tensor vanishes \cite{23}. In our case, we have effectively defined \( T_{2}^{\mu \nu} \) as the second-order term in an expansion of the Einstein tensor. However, note that the steps involved in Eq. (151) rely on the properties of the highly regular gauges; we have not established Eq. (152) for the transformation between any two generic gauges.

Next, since \( T_{2}^{\mu \nu} = 0 \), Eq. (152) becomes

\[
T_{2}^{\mu \nu} = \mathcal{L}_{\xi}, T_{1}^{\mu \nu}.
\]

The right-hand side was previously calculated in Eq. (D1) of Ref. \cite{45} and is rederived in Eq. (C11) \cite{15}. It reads

\[
\mathcal{L}_{\xi}, T_{1}^{\mu \nu} = -m \int_{\gamma} g_{\mu}^\rho g_{\nu}^\sigma u^\rho u^\sigma \left(\xi_{1}^{\rho} - \frac{d \xi_{1}^{\rho}}{d \tau}\right) \delta^{4}(x, z) \, d\tau,
\]

where \( \xi_{1}^{\rho} := u_{\mu} \xi_{1}^{\mu} \) and we have removed the orthogonal parts of the gauge vector, \( \xi_{1}^{\mu} := P^{\mu \nu} \xi_{1}^{\nu} \), as the worldline-preserving condition sets them to zero. We detail the derivation of Eq. (154) and various related results in Appendix C.

By taking \( \xi_{1}^{\mu} \) to be the gauge vector from Eq. (125) and the proper time to be \( t \), we find

\[
\frac{d \xi_{1}^{\mu}}{d \tau} |_{\gamma} = -\frac{d \xi_{1}^{\mu}}{d t} |_{\gamma} = \frac{1}{2} g^{\alpha \rho} \frac{d h_{1}^{\alpha \rho}}{d \tau},
\]

and

\[
\xi_{1;\rho} |_{\gamma} = (\partial_{\rho} \xi_{1}^{\mu} + \partial_{\mu} \xi_{1}^{\rho}) |_{\gamma} = \frac{1}{2} \left(\frac{1}{2} \pi \hbar_{1}^{\mu \nu} - \delta \alpha \beta \delta_{1}^{\alpha \beta} \right) |_{\gamma}.
\]

Thus, the second-order stress-energy tensor in the highly regular gauge is given by

\[
T_{2}^{\mu \nu} = \frac{m}{2} \int \sqrt{-\tilde{g}} \left( g^{\alpha \beta} - \frac{h_{1}^{\alpha \beta}}{\hbar_{1}^{\alpha \beta}} \right) \hbar_{2}^{\alpha \beta} \delta^{4}(x, z) \, d\tau.
\]

D. Point mass in the effective spacetime

With a short calculation, we can show the total stress-energy \( \epsilon T_{1}^{\mu \nu} + \epsilon^{2} T_{2}^{\mu \nu} \) derived above is exactly equal, through order \( \epsilon^{2} \), to the stress-energy tensor of a point mass in the effective spacetime \( \tilde{g}_{\mu \nu} = g_{\mu \nu} + h_{\mu \nu} \). That stress-energy tensor is given by

\[
\tilde{T}^{\mu \nu} = \epsilon m \int_{\gamma} \tilde{u}^\rho \tilde{u}^\sigma \delta^{4}(x - z) \, d\tilde{\tau}.
\]

Expanding this for small \( h_{2}^{\mu \nu} \), we see that

\[
\tilde{T}^{\mu \nu} = \epsilon m \int_{\gamma} \frac{d \tau}{d \tilde{\tau}} u^\rho u^\sigma \delta^{4}(x, z) \left(1 - \frac{1}{2} \epsilon g^{\alpha \beta} h_{1}^{\alpha \beta}\right) d\tilde{\tau} + O(\epsilon^{3})
\]

and

\[
\tilde{T}^{\mu \nu} = \epsilon m \int_{\gamma} u^\rho u^\sigma \delta^{4}(x, z) \left(1 - \frac{1}{2} \epsilon \left[g^{\alpha \beta} - u^\alpha u^\beta \right] h_{1}^{\alpha \beta}\right) d\tilde{\tau} + O(\epsilon^{3}),
\]

where we have used the standard expansion of a determinant and expanded \( d\tau / d\tilde{\tau} \) using

\[
\frac{d \tau}{d \tilde{\tau}} = \frac{1}{\sqrt{1 - h_{2}^{\mu \nu} u^\mu u^\nu}} = 1 + \frac{1}{2} \epsilon h_{2}^{\mu \nu} u^\mu u^\nu + O(\epsilon^{2}),
\]

which follows from

\[
-1 = \tilde{g}_{\mu \nu} \tilde{u}^\mu \tilde{u}^\nu = (g_{\mu \nu} + h_{2}^{\mu \nu}) \left(\frac{d \tau}{d \tilde{\tau}}\right)^{2} u^\mu u^\nu.
\]

Comparing Eqs. (157) and (159), we see that

\[
\epsilon T_{1}^{\mu \nu} + \epsilon^{2} T_{2}^{\mu \nu} = \tilde{T}^{\mu \nu} + O(\epsilon^{3}).
\]

This confirms Detweiler’s postulate in Ref. \cite{17}.

As Detweiler also noted, we can use this to write the field equations in a more transparent form. Eq. (145), together with \( G_{\mu \nu}[\tilde{g}] = 0 \), implies that

\[
G^{\mu \nu}[\tilde{g}] = \epsilon \delta G^{\mu \nu}[h_{1}^{\alpha \beta}] + \epsilon^{2} \epsilon G^{\mu \nu}[h_{2}^{\alpha \beta}]
\]

\[
+ 2 \epsilon \delta G^{\mu \nu}[h_{1}^{\alpha \beta}, h_{2}^{\alpha \beta}] + O(\epsilon^{3}) = \epsilon \tilde{G}^{\mu \nu}[h_{1}^{\alpha \beta} + h_{2}^{\alpha \beta}],
\]

where “\( \tilde{G}^{\mu \nu}[\tilde{g}] \)” is to be understood as the expansion of that quantity through order \( \epsilon^{2} \), and \( \epsilon \tilde{G}^{\mu \nu} \) is the linearized Einstein tensor constructed from \( \tilde{g}_{\mu \nu} \). In words, the Einstein curvature of the physical spacetime (extended to all \( r > 0 \) from outside the body) is identical to the linearized Einstein curvature of the perturbation \( \epsilon h_{1}^{\alpha \beta} + h_{2}^{\alpha \beta} \) atop the effective background \( \tilde{g}_{\mu \nu} \). Combining this with Eq. (162) allows us to write the field equations in the form of a point mass sourcing a linear perturbation of an effective background:

\[
\delta \tilde{G}^{\mu \nu}[\epsilon h_{1}^{\alpha \beta} + \epsilon^{2} h_{2}^{\alpha \beta}] = 8 \pi \tilde{T}^{\mu \nu} + O(\epsilon^{3}).
\]

In the remainder of the section, we derive several useful properties of this stress-energy. In all cases, the properties further show that the Detweiler stress-energy behaves as an ordinary stress-energy tensor in the effective metric, even as it behaves strikingly unlike an ordinary stress-energy in the physical spacetime.

E. Raising and lowering indices

Suppose our stress-energy were an ordinary tensor \( T^{\mu \nu}(x, \epsilon) \) with the expansion \( T^{\mu \nu} = \epsilon T_{1}^{\mu \nu} + \epsilon^{2} T_{2}^{\mu \nu} + O(\epsilon^{3}) \).
Its indices would be raised and lowered with $g_{\mu \nu}$, such that
\[ T_\mu^{\nu} = g_{\mu \rho} T^{\rho \nu} \]
\[ = \epsilon T_\mu^{1 \nu} + \epsilon^2 (T_\mu^{2 \nu} + h_{\mu \rho} T_1^{\rho \nu}) + O(\epsilon^3). \] (165)

Clearly our stress-energy cannot behave in this way. If it did, then the second-order stress-energy with one index down would contain the term $h_{\mu \rho} T_1^{\rho \nu}$, which has the form $\sim \delta^3(\epsilon^2)$. This is manifestly ill defined.

Instead, we show that the stress-energy’s indices are raised and lowered with the effective metric $\tilde{g}_{\mu \nu} = g_{\mu \nu} + h_{\mu \nu}$. That is, if we define
\[ 8\pi \tilde{T}_\mu^{\nu} := \delta G_{\mu \rho} [h^1 + \epsilon^2 h^2] \]
\[ + \epsilon^2 (g_{\mu \rho} G^{\rho \nu})[h^1, h^1] + O(\epsilon^3), \] (166)
\[ 8\pi \tilde{T}_{\mu \nu} := \delta G_{\mu \rho} [h^1 + \epsilon^2 h^2] \]
\[ + \epsilon^2 (g_{\mu \rho} g_{\sigma \sigma} G^{\rho \nu})[h^1, h^1] + O(\epsilon^3) \] (167)
in analogy with Eq. (136), then
\[ \tilde{T}_\mu^{\nu} = \tilde{g}_{\mu \rho} \tilde{T}^{\rho \nu} \]
\[ = \epsilon T_\mu^{1 \nu} + \epsilon^2 (T_\mu^{2 \nu} + h_{\mu \rho} T_1^{\rho \nu} + O(\epsilon^3), \] (168)
\[ \tilde{T}_{\mu \nu} = \tilde{g}_{\mu \rho} \tilde{T}^{\rho \nu} \]
\[ = \epsilon T_\mu^{1 \nu} + \epsilon^2 (T_\mu^{2 \nu} + 2 h_{\mu \rho} T_1^{\rho \nu} + O(\epsilon^3) \] (169)

The right-hand sides of Eqs. (167) and (168) are the expansions of the Einstein tensor with mixed indices and both indices down, as given in Eqs. (A8)–(A13).

We establish these results following the same method we used to derive $T_\mu^{2 \nu}$. Repeating the steps in Eq. (151), we find the analogues of Eq. (153),
\[ \tilde{T}_\mu^{1 \nu} = \epsilon T_\mu^{1 \nu} + \epsilon^2 \tilde{\epsilon}_\mu T_1^{\nu}, \]
\[ \tilde{T}_{\mu \nu} = \epsilon T_\mu^{1 \nu} + \epsilon^2 \tilde{\epsilon}_\mu T_{\nu \mu}. \]

The Lie derivatives are given in Eqs. (C24) and (C25). By substituting the values of the gauge vector from Eq. (125) and converting to Fermi–Walker coordinates, we see that the individual components for mixed indices are given by
\[ \tilde{\epsilon}_\mu T_1^{\nu} = \frac{m}{2} \int \delta^{ab} 0 h_{ab}^{R1} \delta^4(x, z) \] \[ \tilde{\epsilon}_\mu T_1^{\nu} = 0, \]
\[ \tilde{\epsilon}_\mu T_{\nu a} = m \int 0 h_{ta}^{R1} \delta^4(x, z) \]
\[ \tilde{\epsilon}_\mu T_{a b} = 0, \]
and for both indices down by
\[ \tilde{\epsilon}_\mu T_{11} = - \frac{m}{2} \int (2 h_{tt}^{R1} + \delta^{ab} 0 h_{ab}^{R1}) \delta^4(x, z) \] \[ \tilde{\epsilon}_\mu T_{1a} = - m \int 0 h_{ta}^{R1} \delta^4(x, z) \]
\[ \tilde{\epsilon}_\mu T_{ab} = 0. \]

In covariant form, these become
\[ \mathcal{L}_{\epsilon} T_1^{1 \nu} = - \frac{m}{2} \int \left[(g^{\alpha \beta} - u^a u^b) 0 h_{\alpha \beta}^{R1} u_{\mu} \right. \]
\[ - 2 a^0 h_{\mu \nu} u^a \delta^4(x, z) d\tau, \]
\[ \mathcal{L}_{\epsilon} T_1^{1 \nu} = - \frac{m}{2} \int \left[(g^{\alpha \beta} - u^a u^b) a^0 h_{\alpha \beta}^{R1} u_{\mu} \right. \]
\[ - 4 a^0 u_{\mu} (0 h_{\nu}^{R1}) \delta^4(x, z) d\tau. \]

We see by comparison with Eq. (175) that these agree with the order-$\epsilon^2$ terms in Eqs. (170) and (171).

F. Conservation of stress-energy

Again suppose our stress-energy were an ordinary tensor $T^{\nu \rho}(x, \epsilon)$ with the expansion $T^{\nu \rho} = \epsilon T_1^{\nu \rho} + \epsilon^2 T_2^{\nu \rho} + O(\epsilon^3)$. It would then be conserved in $g_{\mu \nu}$: $\delta \nabla_{\nu} T^{\mu \nu} = 0$, which would imply
\[ \epsilon \nabla_{\nu} T_1^{\mu \nu} + \epsilon^2 \left( \nabla_{\nu} T_2^{\mu \nu} + \delta T_\rho^{\mu \nu} + \delta T_{\mu \nu}^{\rho \nu} \right) \]
\[ = O(\epsilon^3). \] (177)

Here $\delta \nabla_{\nu}$ is the covariant derivative compatible with $g_{\mu \nu}$, and $\delta T_\rho^{\mu \nu} := \frac{1}{2} g^{\mu \sigma} (2 h_{\rho \nu}^{\sigma \nu} - h_{\mu \rho}^{\sigma \nu})$ is the linear correction to the Christoffel symbol associated with $g_{\mu \nu}$. Clearly our stress-energy cannot satisfy Eq. (177), as it involves ill-defined terms of the form $(\partial_\sigma h_{\mu}^{\nu}) T_1^{\sigma \nu} \sim \delta^3(\epsilon^2)$.

Instead, the Detweiler stress-energy is conserved in the effective spacetime, meaning
\[ \nabla_{\nu} \tilde{T}^{\mu \nu} = 0. \] (178)

This follows from the textbook result that a point-mass stress-energy in a metric $\tilde{g}_{\mu \nu}$ is conserved if and only if the mass moves on a geodesic of that metric.

This result may seem at odds with the Bianchi identity, which tells us that the left-hand side of the field equations has zero divergence in $g_{\mu \nu}$: $\delta \nabla_{\nu} G^{\mu \nu}[g] = 0$, which implies
\[ \nabla_{\nu} \delta G^{\mu \nu}[h^1] = 0, \]
and
\[ \nabla_{\nu} \delta^2 G^{\mu \nu}[h^1, h^1] + \delta^2 G^{\mu \nu}[h^1] \]
\[ + \delta^2 G^{\mu \nu}[h^1] = 0. \] (180)

These identities hold for any smooth rank-2 symmetric tensor $h_{\mu}^{\nu}$. In our case, they hold for all $r > 0$, but Eq. (180) is ill defined on the domain $r \geq 0$ because it involves products of distributions. The equality that does hold is the expansion of $\nabla_{\nu} G^{\mu \nu}[\tilde{g}] = O(\epsilon^3)$,
\[ \nabla_{\nu} \delta^2 G^{\mu \nu}[h^1, h^1] + \delta^2 G^{\mu \nu}[h^1] \]
\[ + \delta^2 G^{\mu \nu}[h^1] = 0, \] (181)
which can be reduced to
\[ 2\nabla_{\nu}\delta^{2}G^{\mu\nu}[h^{S1}, h^{R1}] + \delta\Gamma^{\mu}_{\nu\rho}G^{\rho\nu}[h^{S1}] + \delta\Gamma^{\rho}_{\mu\nu}G^{\rho\nu}[h^{S1}] = 0. \tag{182} \]

Here \( \delta\Gamma^{\mu}_{\nu\rho} := \frac{1}{2}g^{\mu\rho}(2h^{S1}_{\nu\rho\sigma} - h^{R1}_{\nu\rho\sigma}) \). We obtain the reduction \( \tag{182} \) using \( \nabla_{\nu}G^{\mu\nu}[g] = 0 \) and noting that because of Eq. \( \tag{145} \), we have
\[ \nabla_{\nu}\delta^{2}G^{\mu\nu}[h^{S1}, h^{S1}] = 0. \tag{183} \]

To see why (the expansion of) \( \nabla_{\nu}G^{\mu\nu}[g] = O(\epsilon^{3}) \) holds true, recall Eq. \( \tag{163} \): as a distribution in a neighbourhood of \( \gamma \), \( G^{\mu\nu}[g] = \delta G^{\mu\nu}[eh^{S1} + c^{2}h^{SR}] + O(\epsilon^{3}) \) (again interpreting the left-hand side as its expansion through order \( \epsilon^{3} \)). The Bianchi identity \( \nabla_{\nu}\delta G^{\mu\nu}[eh^{S1} + c^{2}h^{SR}] = 0 \) then trivially implies \( \nabla_{\nu}G^{\mu\nu}[g] = O(\epsilon^{3}) \).

G. Gauge invariance under smooth transformations

All of our results are valid for any member of our class of highly regular gauges. However, our derivation relied on the notion of a worldline-preserving transformation: for each highly regular gauge, we have started from an associated rest gauge in which the worldline is identical. In this section, as a consistency check, we show that under an arbitrary smooth transformation between two highly regular gauges with differing, gauge-related worldlines, the functional form of the Detweiler stress-energy is invariant.

Under such a transformation, we have \( \tag{45} \)
\[ h^{R1}_{\mu\nu} \rightarrow h^{R1}_{\mu\nu} + \mathcal{L}_{\xi^{1}}g_{\mu\nu}, \tag{184} \]
\[ z^{\mu} \rightarrow z^{\mu} - \xi^{1}_{\mu} + O(\epsilon^{2}). \tag{185} \]

Following through the calculation in Eq. \( \tag{151} \) once again, but now accounting for the shift \( \tag{185} \) in the worldline, we obtain \( T^{\mu\nu}_{1} = T^{\mu\nu}_{1} + (\mathcal{L}_{\xi^{1}} + \mathcal{L}_{\xi^{1}})T^{\mu\nu}_{1} \), where we denote our new gauge with a double-ended dagger. Here \( \mathcal{L}_{\xi^{1}} \) acts on \( T^{\mu\nu}_{1} \)’s dependence on \( z^{\mu} \); see Ref. \( \tag{45} \) for a thorough description of this type of transformation.

Equation \( \tag{161} \) gives the action of the Lie derivatives on \( T^{\mu\nu}_{1} \). The gauge vector in that equation can be expressed in terms of \( \Delta h^{R1}_{\mu\nu} \) by solving \( \mathcal{L}_{\xi^{1}}g_{\mu\nu} = \Delta h^{R1}_{\mu\nu} \) (no longer subject to \( \xi^{1}_{\mu}\gamma = 0 \)). The result is that the terms involving gauge vectors are again given by Eqs. \( \tag{155} \) and \( \tag{156} \) but with \( h^{R1}_{\mu\nu} \) replaced by \( \Delta h^{R1}_{\mu\nu} \). Making those substitutions, we obtain
\[ (\mathcal{L}_{\xi^{1}} + \mathcal{L}_{\xi^{1}})T^{\mu\nu}_{1} = -\frac{m}{2}\int u^{\alpha}u^{\nu}(g^{\alpha\beta} - u^{\alpha}u^{\beta})\Delta h^{R1}_{\alpha\beta} \cdot \delta^{4}(x, z)\,d\tau. \tag{186} \]

This generalizes our previous result for the special case of a transformation from a rest gauge. In that case, \( h^{R1}_{\mu\nu} = 0 \) on the worldline, resulting in \( \Delta h^{R1}_{\mu\nu} = h^{R1}_{\mu\nu} \).

The stress-energy in the new gauge is therefore
\[ T^{\mu\nu}_{2} = T^{\mu\nu}_{1} + (\mathcal{L}_{\xi^{1}} + \mathcal{L}_{\xi^{1}})T^{\mu\nu}_{1} \]
\[ = -\frac{m}{2}\int u^{\alpha}u^{\nu}(g^{\alpha\beta} - u^{\alpha}u^{\beta})h^{R1}_{\alpha\beta} \cdot \delta^{4}(x, z)\,d\tau, \tag{187} \]

which confirms that the functional form of Eq. \( \tag{157} \) is always valid for smoothly related highly regular gauges but with a regular field specific to the particular gauge. Note that this is also consistent with the value of zero in the rest gauge. In the rest gauge, \( h^{R1}_{\mu\nu}|_{\gamma} = 0 \), leading to a vanishing \( T^{\mu\nu}_{2} \).

V. THE DETWEILER STRESS-ENERGY IN THE LORENZ GAUGE

In the last section we established the validity of the Detweiler stress-energy in the class of highly regular gauges. In this section, we investigate whether it remains valid in less regular gauges. We do not consider commonly used gauges with pathological singularities away from \( \gamma \), such as the Regge-Wheeler-Zerilli \( \tag{76} \) or radiation gauges \( \tag{77} \).

We focus on the Lorenz gauge, the most commonly used gauge possessing the generic level of regularity assumed in matched asymptotic expansions: \( h^{\alpha}_{\mu\nu} \sim m^{\alpha}/r^{\alpha} \) and \( h^{\mu}_{\alpha\beta} \) is smooth away from the particle. The Lorenz gauge has been central to many foundational derivations in self-force theory and has been used in numerous practical calculations \( \tag{10} \). More relevantly here, it has been the basis for the concrete development of second order numerical schemes \( \tag{13, 20, 38, 51, 56, 78} \).

Unfortunately, it is not possible to perform the same treatment in the Lorenz gauge as in the highly regular gauge because the transformation from a highly regular gauge to the Lorenz gauge is singular on \( \gamma \), making \( \mathcal{L}_{\xi^{1}}T^{\mu\nu}_{1} \) ill defined. We instead perform a direct calculation of the right-hand side of Eq. \( \tag{136} \). The calculation is based on a particular distributional definition of \( \delta^{2}G^{\mu\nu}[h^{1}, h^{1}] \), which we call the Detweiler canonical definition. Using this choice, we recover the Detweiler stress-energy.

At the end of the section we discuss whether this result applies in all gauges with generic regularity.

A. Field equations and local form of the metric perturbation

In the self-consistent Lorenz-gauge scheme \( \tag{36, 39, 44} \), the gauge condition
\[ \nabla_{\nu}h^{\mu\nu} = 0 \tag{188} \]

is imposed on the total perturbation \( h^{\mu\nu} \), not on each coefficient \( h^{n}_{\mu\nu} \). Here
\[ h^{n}_{\mu\nu} := h^{\mu\nu} - \frac{1}{2}g^{\mu\nu}g^{\alpha\beta}h_{\alpha\beta} \tag{189} \]
is the trace-reversed perturbation. The coefficients $h_{\mu\nu}^n$ satisfy
\begin{align}
E^{\mu\nu}[h^{1*}] &= 0 & \text{for } x \notin \gamma, \quad (190) \\
E^{\mu\nu}[h^{2*}] &= -\delta^2 G^{\mu\nu}[h^{1*}, h^{1*}] & \text{for } x \notin \gamma, \quad (191)
\end{align}
where
\begin{equation}
E^{\mu\nu}[h] := \frac{1}{2} \left( \bar{h}_{\mu\nu}^{\alpha\alpha} + 2 R_{\mu}^{\alpha \nu} \bar{h}^{\alpha\beta} \right) \quad (192)
\end{equation}
is the linearized Einstein tensor in the Lorenz gauge, and where we use an asterisk to denote Lorenz-gauge quantities.

In this gauge we have access to the full perturbations $h_{\mu\nu}^n$ rather than just $h_{\mu\nu}^1$. [30] [31] [44]. The first-order singular field takes the form
\begin{equation}
h_{\mu\nu}^{S1*} = \frac{2m}{r} (g_{\mu\nu} + 2 u_{\mu} u_{\nu}) + \mathcal{O}(r^0), \quad (193)
\end{equation}
where $u^\alpha = (1, 0, 0, 0)$ so that $u^\alpha n_\alpha = 0$. The second-order singular field is split into three pieces,
\begin{equation}
h_{\mu\nu}^{S2*} = h_{\mu\nu}^{SS*} + h_{\mu\nu}^{SR*} + h_{\mu\nu}^{\delta m*}, \quad (194)
\end{equation}
which satisfy
\begin{align}
E^{\mu\nu}[h^{SS*}] &= -\delta^2 G^{\mu\nu}[h^{S1*}, h^{S1*}] & \text{for } x \notin \gamma, \quad (195) \\
E^{\mu\nu}[h^{SR*}] &= -2\delta^2 G^{\mu\nu}[h^{R1*}, h^{S1*}] & \text{for } x \notin \gamma, \quad (196) \\
E^{\mu\nu}[h^{\delta m*}] &= 0 & \text{for } x \notin \gamma. \quad (197)
\end{align}

$h_{\mu\nu}^{SS*}$ contains all local terms explicitly proportional to $m^2$. It has the form $\sim m^2/r^2$, as in a generic gauge compatible with matched expansions, but we will not need explicit expressions for it. The combined quantity $h_{\mu\nu}^{SR*} + h_{\mu\nu}^{\delta m*}$ is the analogue of what we have called $h_{\mu\nu}^{SR}$ in the highly regular gauge, containing products of $m$ with $h_{\mu\nu}^{R1}$. The components of the “singular times regular” pieces are given by
\begin{align}
h_{tt}^{SR*} &= -\frac{m}{r} (h_{ab}^{R1*} n^{ab} + \mathcal{O}(r^0)), \quad (198a) \\
h_{ta}^{SR*} &= -\frac{m}{r} (h_{tb}^{R1*} n^{ab} + \mathcal{O}(r^0)), \quad (198b) \\
h_{ab}^{SR*} &= \frac{m}{r} \left[ 2 \bar{n}_t (h_{ab}^{R1*}) - \delta_{ab} h_{cd}^{R1*} \bar{n}_c \bar{n}_d - (h_{ij}^{R1*} \delta^{ij} + h_{ij}^{R1*}) n_{ab} \right] + \mathcal{O}(r^0) \quad (198c)
\end{align}
and
\begin{align}
h_{tt}^{\delta m*} &= -\frac{m}{3r} (h_{ab}^{R1*} \delta_{ab} + 6 h_{tt}^{R1*}) + \mathcal{O}(r^0), \quad (199a) \\
h_{ta}^{\delta m*} &= -\frac{4m}{3r} h_{tt}^{R1*} + \mathcal{O}(r^0), \quad (199b) \\
h_{ab}^{\delta m*} &= \frac{m}{3r} \left[ 2 \bar{n}_t (h_{ab}^{R1*}) + \delta_{ab} \delta^{ij} h_{ij}^{R1*} + 2 \delta_{ab} h_{tt}^{R1*} \right] + \mathcal{O}(r^0). \quad (199c)
\end{align}
$h_{\mu\nu}^{\delta m*}$ consists entirely of $\ell = 0$ terms in a decomposition of the form $h_{\mu\nu}^{2} = \sum_{l\geq 0} h_{\mu\nu}^{2(l)} (t, r) \theta^L$.

Previous papers by one of us (e.g., [8] [36]) defined effective stress-energy tensors associated with particular pieces of the metric perturbation:
\begin{align}
8\pi T_{tt}^{\mu\nu} &:= E^{\mu\nu}[h^{1*}], \quad (200) \\
8\pi T_{\delta m}^{\mu\nu} &:= E^{\mu\nu}[h^{\delta m*}], \quad (201)
\end{align}
and similar for higher multipole moments. These definitions are well defined to all orders in perturbation theory, and they provide a complete characterization of the object’s multipole structure. However, they do not describe the full Einstein curvature. Moreover, the total curvature is obscured by the division of “singular times regular” pieces into $h_{\mu\nu}^{SS*}$ and $h_{\mu\nu}^{\delta m*}$. The clean split into the field equations (196) and (201) does not guarantee that, for example, Eq. (196) holds distributionally for $r \geq 0$.

In this paper, motivated by the results in higher regular gauges, we deviate from the definitions in Refs. [8] [36] and instead use the definition of $T^{\mu\nu}$ in Eq. (136). As in the highly regular gauge, the regular fields are defined to be solutions of the vacuum Einstein equations and their Einstein tensor does not contribute to $T^{\mu\nu}$, leaving us with the analogue of Eq. (146),
\begin{align}
8\pi T^{\mu\nu} &= \delta^{\mu\nu} [h^{S1*} + \delta^{2} G^{\mu\nu}[h^{S1*}, h^{S1*}] + 2 \delta^{2} G^{\mu\nu}[h^{R1*}, h^{S1*}]] + \mathcal{O}(\epsilon^3). \quad (202)
\end{align}
To proceed from here we must choose a distributional definition of $\delta^{2} G^{\mu\nu}[h^{S1*}, h^{S1*}]$. Using the property $\epsilon^2 \nabla_{\nu} \delta^{\mu\nu} = \mathcal{O}(\epsilon^3)$, we can rewrite Eq. (195) as
\begin{equation}
\delta^{\mu\nu} [h^{SS*}] = -\delta^{2} G^{\mu\nu}[h^{S1*}, h^{S1*}] + \mathcal{O}(\epsilon^3) \quad (203)
\end{equation}
for $x \notin \gamma$.

In the highly regular gauge we get “for free” that the analogue of this equation (Eq. (145)) is true for $r \geq 0$. In the Lorenz gauge we only get that free cancellation off of the worldline. However, we can define Eq. (203) to be true distributionally on the region $r \geq 0$:
\begin{equation}
\delta^{2} G^{\mu\nu}[h^{S1*}, h^{S1*}] := -\delta^{2} G^{\mu\nu}[h^{SS*}], \quad (204)
\end{equation}
\begin{equation}
\delta^{2} G^{\mu\nu}[h^{SS*}] \text{ is a linear operator acting on a locally integrable function, making it (and therefore } \delta^{2} G^{\mu\nu}[h^{S1*}, h^{S1*}] \text{) well defined as a distribution on } r \geq 0.
\end{equation}
However, the field $h_{\mu\nu}^{SS*}$ is only defined in the form of a local expansion around $\gamma$. We can therefore only apply the definition (204) in an infinitesimal neighbourhood of $\gamma$. To localize it to such a neighbourhood, we define $\delta^{2} G^{\mu\nu}[h^{R1*}, h^{R1*}]$ as the limit $s \to 0$ of a continuous sequence (i.e., a net) of distributions,
\begin{equation}
\delta^{2} G^{\mu\nu}[h^{1*}, h^{1*}] := \lim_{s \to 0} \delta^{2} G^{\mu\nu}[h^{1*}, h^{1*}], \quad (205)
\end{equation}
where
\begin{equation}
\delta^{2} G^{\mu\nu}[h^{1*}, h^{1*}] := (-\delta^{2} G^{\mu\nu}[h^{SS*}] + 2 \delta^{2} G^{\mu\nu}[h^{S1*}, h^{R1*}]) \theta(s - r) + 2 \delta^{2} G^{\mu\nu}[h^{1*}, h^{1*}] \theta(r - s). \quad (206)
\end{equation}
Here $\theta$ is the Heaviside function. With this definition, outside the infinitesimal region $r < s$, $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$ is simply the smooth function $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$; inside the region $r < s$, we split $h^1_{s,s}$ into $h^1_{s,s} + h^1_{R,s}$ and then replace $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$ using the definition (204). The definition (206) implies that as a distribution, $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$ acts on test fields $\phi^\mu{}_{\nu}$ via
\[
\int \phi^\mu{}_{\nu}\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s] \, dV := \lim_{s \to 0} \left\{ \int \phi^\mu{}_{\nu} \left( -\delta G^\mu{}_{\nu}[h^{SS\ast}] + 2\delta^2 G[h^{SS\ast}, h^{R1\ast}] + \delta^2 G^\mu{}_{\nu}[h^{R1\ast}, h^{R1\ast}] \right) \theta(s-r) \, dV + \int_{r>s} \phi^\mu{}_{\nu}\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s] \, dV \right\}.
\] (208)

Beyond a certain finite order in the local expansions of $h^1_{\mu\nu}, h^1_{s,s}$, and $h^1_{R,s}$, this definition is insensitive to the truncation order.

In Ref. [47], Detweiler takes Eq. (203) to be valid distributionally on the region $r \geq 0$, and so we refer to Eq. (205) as the Detweiler canonical definition of $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$. We return to some of its consequences at the end of the section.

With Eq. (204), our Einstein equations become
\[
8\pi T^\mu{}_{\nu} = 6\delta G^\mu{}_{\nu}[h^{S1\ast}] + \epsilon^2 \left( \delta G^\mu{}_{\nu}[h^{SR\ast}] + \delta G^\mu{}_{\nu}[h^{SM\ast}] + 2Q^\mu{}_{R}[h^{S1\ast}] \right) + O(\epsilon^3),
\] (209)
where $Q^\mu{}_{R}[h] := \delta^2 G^\mu{}_{\nu}[h^{R1\ast}, h]$, in analogy with Eq. (143). In Eq. (209) we use the expressions in terms of locally defined fields, despite our discussion of localization above, because the total Einstein tensor identically vanishes for $r > 0$. If we were to write a field equation to be solved for $h^2_{\mu\nu}$ globally in the external spacetime, with $\delta G^\mu{}_{\nu}[h^2_s]$ on the left and $\delta^2 G^\mu{}_{\nu}[h^1_s, h^1_s]$ on the right, we would instead use Eq. (206).

### B. Distributional analysis

To determine the distribution $T^\mu{}_{\nu}$, we integrate the right-hand side of Eq. (209) against a test function. Doing so requires the adjoints of our operators $\delta G^\mu{}_{\nu}$ and $Q^\mu{}_{R}$. Here the adjoint of a linear operator $D^\mu{}_{\nu}$ is defined by
\[
\phi^\mu{}_{\nu} D^\mu{}_{\nu}[\eta] - D^\mu{}_{\nu}[\phi^\mu{}_{\nu}] \psi^\mu{}_{\nu} = \nabla^\mu K^\mu{}_{D},
\] (210)
where $\phi^\mu{}_{\nu}$ and $\psi^\mu{}_{\nu}$ are arbitrary smooth fields and $K^\mu{}_{D}$ is given in Eq. (A7) with $h^\mu{}_{\nu} = h^1_{R,s}$.

We now evaluate the integral of Eq. (209) against a test field $\phi^\mu{}_{\nu},$
\[
8\pi \int \phi^\mu{}_{\nu} T^\mu{}_{\nu} \, dV = \int \phi^\mu{}_{\nu} \left\{ 6\delta G^\mu{}_{\nu}[h^{S1\ast}] + \epsilon^2 \left( \delta G^\mu{}_{\nu}[h^{SR\ast}] + \delta G^\mu{}_{\nu}[h^{SM\ast}] + 2Q^\mu{}_{R}[h^{S1\ast}] \right) \right\} \, dV.
\] (211)

We then move the operators $\delta G^\mu{}_{\nu}$ and $Q^\mu{}_{R}$ onto the test tensor using Eq. (211), so that the right-hand side of Eq. (212) becomes
\[
\int \left( \delta G^\mu{}_{\nu}[\eta] \left\{ \epsilon h^{S1\ast} + \epsilon^2 (h^{SR\ast} + h^{SM\ast}) \right\} + 2\epsilon^2 Q^\mu{}_{R}[\eta] h^{S1\ast} \right) \, dV
\] (213)
where $K^\mu{}_{D}$ denotes the boundary term for the operator $D$. In the first equality we note that as the integral is now over ordinary integrable functions instead of distributions, we can remove the region $r < R$ and then take the limit as $R$ goes to 0. Following that, in the second equality, we integrate by parts using Stokes’ theorem to move the operators back onto the metric perturbations. The values of $K^\mu{}_{D}$ are given by
\[
K^\mu{}_{D}[h] = \frac{1}{2} \phi^\beta{}_{\mu} h_{\beta\mu,\alpha} - \frac{1}{2} h^\beta{}_{\mu, \phi^\alpha{}_{\beta} \phi^\beta{}_{\alpha} + \phi^\beta{}_{\alpha} h^\mu{}_{[\alpha; \beta]} + h^\beta{}_{\alpha} \phi^\mu{}_{[\alpha; \beta]} - \frac{1}{2} h^\beta{}_{\alpha} \phi^\mu{}_{[\alpha; \beta]}
\] (214)
while the surface element in Fermi–Walker coordinates is given by
\[ dS^\alpha = -R^2 n^\alpha \, dt \, d\Omega + O(R^3), \tag{216} \]
where \( n^\alpha = (0, n^t) \) and the minus sign comes from the orientation of the normal vector to the boundary of the region \( r > R \).

To evaluate the volume integral, note that the integrand is order \( \epsilon^3 \) off the worldline,
\[ \epsilon \delta G^{\mu\nu}[h^{S1*}] + \epsilon^2 (\delta G^{\mu\nu}[h^{SR*} + h^{Sm*}]) + 2Q^\mu_{\alpha}[h^{S1*}] = O(\epsilon^3), \quad r > 0. \tag{217} \]
So the volume integral contributes nothing to the final result and can be ignored, leaving only the boundary terms:
\[
\int \phi_{\mu\nu} T^{\mu\nu} \, dV = -\frac{1}{8\pi} \lim_{R \to 0} \int_{r=R} (\epsilon K_\alpha^{DG}[h^{S1*}]
+ \epsilon^2 K_\alpha^{SG}[h^{SR*}] + \epsilon^2 K_\alpha^{DG}[h^{Sm*}]
+ 2\epsilon^2 K_\alpha^{Q}[h^{S1*}]) \, dS^\alpha + O(\epsilon^3). \tag{218} \]

C. Evaluation of boundary terms

For the rest of this section, all occurrences of \( h^{R1*}_{\mu\nu} \) and \( \phi_{\mu\nu} \) are evaluated on the worldline, but we omit the notation for visual clarity. We substitute \( h^{R1*}_{\mu\nu} \) from Eq. (193), \( h^{SR*}_{\mu\nu} \) from (198) and \( h^{Sm*}_{\mu\nu} \) from (199) into Eq. (214), giving
\[
K_\alpha^{DG}[h^{S1*}] = -\frac{2m\alpha n^\beta}{r^2} \left( \phi^\mu \mu u_a u^\beta - 2\phi^\beta \mu u_a u^\mu \right.
+ g_a \beta \phi_{\mu\nu} u^\mu u^\nu) + O(1/r), \tag{219} \]

Note that we only require terms of order \( 1/r^m \) where \( n \geq 2 \) as all other terms will vanish after taking the limit \( R \to 0 \). We follow the same procedure for \( K_\alpha^{Q} \), substituting Eq. (193) into Eq. (214), to get
\[
K_\alpha^{Q}[h^{S1*}] = \frac{m}{6\pi r^2} \left[ \phi_{\alpha a} h^a (\delta^ij h_{ijk} + 2h_{ij}^{R1*})
+ n^a (2h_{ab}^{R1*} \phi^a + 8h_{ta}^{R1*} \phi_t a - 10h_{tt}^{R1*} \phi_t a
- 5\delta^ij h_{ijk}^{R1*} \phi_t b
+ 6h_{tt}^{R1*} \phi_t b) \right] + O(1/r). \tag{221} \]

We then integrate each of these quantities with the surface element from Eq. (216), noting that \[ \int n_t \, d\Omega = 0 \quad \text{for} \quad l \geq 1. \tag{223} \]

The first-order integral is given by
\[
\lim_{R \to 0} \int_{r=R} K_\alpha^{DG}[h^{S1*}] \, dS^\alpha = -8\pi m \int \phi_t \, dt, \tag{224} \]
and the second-order ones by
\[
\lim_{R \to 0} \int_{r=R} K_\alpha^{Q}[h^{SR*}] \, dS^\alpha
= -\frac{8\pi m}{9} \int \left( h_{ab}^{R1*} \phi^a + 2h_{ta}^{R1*} \phi_t^a + h_{tt}^{R1*} \phi_t^a
- \delta^ij h_{ijk}^{R1*} \phi_t - 3h_{tt}^{R1*} \phi_t \right) \, dt, \tag{225} \]
\[
\lim_{R \to 0} \int_{r=R} K_\alpha^{Q}[h^{Sm*}] \, dS^\alpha
= -\frac{4\pi m}{9} \int \left( h_{ab}^{R1*} \phi^a + 8h_{ta}^{R1*} \phi_t^a - 8h_{tt}^{R1*} \phi_t^a
- 3\delta^ij h_{ijk}^{R1*} \phi_t b + 6h_{tt}^{R1*} \phi_t b \right) \, dt. \tag{226} \]
lim \( R \to 0 \left( \int_{r=R} K^Q_{\alpha} [h^{S1s}] dS^\alpha \right) \)
\[ = \frac{4\pi m}{3} \left( \int (h^{R1s})_{\alpha} \phi^a - 2h^{R1s}_{tt} \phi^a \right. \]
\[ - \delta^{ij} h^{R1s}_{ij} \phi^a_b + 4\delta^{ij} h^{R1s}_{ij} \phi_{tt} - 6h^{R1s}_{tt} \phi_{tt} \) dt. \]
\( (227) \)

D. Result: recovering the Detweiler stress-energy

As we explained in Sec. [17] if we were to define \( \delta G \) for \( [h^{1s}] \) in the self-consistent expansion, then we would find \( T^{\mu \nu}_{1} \) contains a subdominant correction that is extended away from \( \gamma \). That prompted us to define the total \( T^{\mu \nu} \) in Eq. (136), rather than defining each \( T^{\mu \nu}_{\mu} \) separately. However, our formula (218) now provides an unambiguous split:

\[ \int \phi_{\mu \nu} T^{\mu \nu}_{1} dV = \frac{1}{8\pi G} \lim_{R \to 0} \int_{r=R} K^G_{\alpha} [h^{S1s}] dS^\alpha, \]
\( (228) \)

\[ \int \phi_{\mu \nu} T^{\mu \nu}_{2} dV = \frac{1}{8\pi G} \lim_{R \to 0} \int_{r=R} \left( K^G_{\alpha} [h^{SR} + K^G_{\alpha} [h^{SM}] + K^G_{\alpha} [h^{S1s}] \right) dS^\alpha. \]
\( (229) \)

These are equivalent to the definitions (138) and (139).

At first order, we can immediately see from Eq. (224) that Eq. (228) can be written as

\[ \int \phi_{\mu \nu} T^{\mu \nu}_{1} dV = m \int \phi_{\mu \nu} u^\mu u^\nu \delta^4(x, z) dt dV. \]
\( (230) \)

Since this holds for an arbitrary test field \( \phi_{\mu \nu} \), we infer that \( T^{\mu \nu}_{1} \) is the point-mass stress-energy in Eq. (21), as expected; a nearly identical derivation appears in Ref. [13].

Moving to second order, we sum the boundary terms to obtain

\[ \lim_{R \to 0} \int_{r=R} \left( K^G_{\alpha} [h^{SR}] + K^G_{\alpha} [h^{SM}] + K^G_{\alpha} [h^{S1s}] \right) dS^\alpha \]
\[ = \frac{4\pi m}{3} \int (2h^{R1s}_{tt} - \delta^{ij} h^{R1s}_{ij}) \phi_{tt} dt. \]
\( (231) \)

We can therefore write Eq. (229) as

\[ \int \phi_{\mu \nu} T^{\mu \nu}_{2} dV = \frac{m}{2} \int \phi_{\mu \nu} u^\mu u^\nu (u^\alpha u^\beta - g^\alpha\beta) h^{R1s}_{\alpha\beta} d\tau dV. \]
\( (232) \)

This implies that, given Detweiler’s canonical definition of \( \delta G \) for \( [h^{1s}, h^{1s}] \), \( T^{\mu \nu}_{2} \) in the Lorenz gauge has the same functional form as the \( T^{\mu \nu}_{2} \) found in the highly regular gauge in Eq. (157). Additionally, using the methods and arguments outlined in this section, we can show that the functional forms of \( T^{\mu \nu}_{2} \) and \( T^{\mu \nu}_{2} \) in the Lorenz gauge match the ones found in the highly regular gauge, as is to be expected.

E. Generality of Detweiler’s canonical definition

In this section we have focused on the Lorenz gauge, but much of the analysis immediately extends to all gauges with a generic level of regularity. Specifically, the canonical definition [20] suffices to determine a unique \( T^{\mu \nu}_{2} \) given by an equation of the form (229) (though in general we would not split the “singular times regular” piece of the field into the two pieces \( h^{SR} \) and \( h^{SR} \)). Moreover, the canonical definition implies that the Einstein equation can be written in the form (164) for some distribution \( \bar{T}^{\mu \nu} \) supported on \( \gamma \). This in turn implies that \( \bar{T}^{\mu \nu} = 0 \). We conjecture, based on that fact, that our result in the Lorenz gauge holds true in all gauges with generic regularity: the Detweiler canonical definition of \( \delta^2 G^{\mu \nu} [h^1, h^1] \) implies that the Detweiler stress-energy is valid. But we have not attempted to prove this statement.

A separate question is whether the canonical definition has practical utility. One of us made some use of it in Ref. [13], but we defer further discussion of this question to future work.

VI. APPLICATIONS

In this section, we briefly outline how the highly regular gauge and second-order stress-energy tensor could be utilized in numerical schemes.

A. Puncture scheme

As discussed in the introduction, there is only one extant second-order implementation [13, 20], which is based on a puncture scheme in the Lorenz gauge. That scheme starts from the gauge-fixed version of the Einstein equations in Eqs. (190)–(191). In analogy with Eqs. (16)–(17), the equations of the puncture scheme then become

\[ E_{\mu \nu} [h^{R1s}] = -(E_{\mu \nu} [h^{P1s}])^\gamma, \]
\( (233) \)
\[ E_{\mu \nu} [h^{R2s}] = -(\delta^2 G_{\mu \nu} [h^{1s}, h^{1s}] + E_{\mu \nu} [h^{P2s}])^\gamma, \]
\( (234) \)

with the puncture moving on a trajectory governed by

\[ D^2 z^\alpha \]
\[ = -\frac{1}{2} P^\alpha (g^\mu\nu (h^R_{\mu \nu} + h^P_{\mu \nu}))(2h^R_{\beta \beta} - h^R_{\beta \beta} - h^R_{\beta \beta}) u^\mu u^\nu. \]
\( (235) \)

The puncture and residual fields satisfy the gauge-fixed equation \( E_{\mu \nu} [h^{R1s} + h^{P1s}] = 8\pi T^{\mu \nu}_{2} \) in the entire domain including \( \gamma \), but \( \epsilon \delta^2 G_{\mu \nu} [h^{R1s} + h^{P1s}] = O(\epsilon^2) \neq 0 \) at points away from \( \gamma \).

For the purpose of modeling an inspiral into a black hole, these equations are solved with a two-timescale ansatz that splits the solution into slowly varying am-
plitudes and rapidly varying phases [11, 13, 20, 80]:
\[
h_{\mu
u}^n = \sum_{n' \geq 0} \sum_{k} \epsilon^{n'} h_{\mu
u}^n(k, p, M_A, x_{BL}) e^{-i k \cdot \varphi}, \tag{236}
\]
\[
z^i = z_{0}^i(p, \varphi) + \epsilon z_{1}^i(p, M_A, \varphi) + O(\epsilon^2). \tag{237}
\]
Here \(x_{BL} = (r_{BL}, \theta_{BL}, \phi_{BL})\) are Boyer-Lindquist spatial coordinates in the black hole spacetime; \(z^i\) are the Boyer-Lindquist spatial coordinates of the puncture’s trajectory; \(k = (k^t, k^\theta, k^\phi)\), and each \(k^i\) runs over all integers; \(k \cdot \varphi := \sum_i k^i \varphi^i; p\) is a set of three orbital parameters that slowly evolve due to dissipation (e.g., orbital energy, angular momentum, and Carter constant); \(M_A = (M^2, J^2)\) are corrections to the central black hole’s mass and spin that slowly evolve due to gravitational-wave absorption; and \(\varphi = (\varphi_r, \varphi_\theta, \varphi_\phi)\) are a set of three phase variables describing the radial, polar, and azimuthal motion of the small object around the central black hole.

We will not need the technical details of this two-timescale puncture scheme for our discussion, but its general structure will help to highlight some of the subtleties that arise in converting our results into a usable puncture in a highly regular gauge.

The singular field we have obtained has the form
\[
h_{\mu
u}^S = i \delta h_{\mu
u}^S + \epsilon^2 h_{\mu
u}^S + O(\epsilon^3), \tag{238}
\]
where \(h_{\mu
u}^S\) is given by Eqs. (70) and (127) with Eqs. (56), (130), and (131). This differs in two significant ways from the Lorentz-gauge case. First, as we reiterated at several points in our presentation, the coefficients here are not in precise correspondence with the coefficients \(h_{\mu
u}^S\) in a self-consistent expansion in an \(\epsilon\)-independent coordinate system. Second, even if we had access to \(h_{\mu
u}^S\), it would satisfy a locally defined gauge condition, while we wish our residual field (and therefore \(h_{\mu
u}^R\)) to satisfy some gauge that simplifies the linearized Einstein tensor in the external background. If \(h_{\mu
u}^S\) and \(h_{\mu
u}^R\) satisfy different gauge conditions, it is not obvious how one would write the field equations in a gauge-fixed form.

To see the impact of these differences, suppose we define punctures
\[
h_{\mu
u}^{p1} = \hat{h}_{\mu
u}^S, \tag{239}
\]
with some choice of windowing to set \(h_{\mu
u}^{p1}\) to zero outside some region around \(\gamma\), and that we then solve the field equations (16) and (17) for residual fields \(h_{\mu
u}^R\). The left-hand side of these field equations can be in any convenient gauge. For concreteness, take it to be the Lorentz gauge, such that
\[
E^\mu_{[\nu} [h_{\mu
u}^R] = -\delta (G^\mu_{[\nu} [h_{p1}]) + \epsilon, \tag{240}
\]
\[
E^\mu_{[\nu} [h_{\mu
u}^R] = -\delta^2 (G^\mu_{[\nu} [h_{1}]) + \delta G^\mu_{[\nu} [h_{p2}] + O(\epsilon^2). \tag{241}
\]
Counter to the fields in the scheme (233)–(234), the fields here do not satisfy
\[
E^\mu_{[\nu} [h_{p1}] + \delta G^\mu_{[\nu} [h_{p1}] = 8\pi T_{[\mu}^{\nu} \tag{242}
\]
There is, effectively, an additional, order-\(\epsilon^2\) source that extends away from \(\gamma\). We can understand the form of this source by noting that \(\delta G^\mu_{[\nu} [h_{p1}] \sim \delta G^\mu_{[\nu} [h_{p1}] + a^0 \partial h_{p1}^\nu\). Since \(\delta G^\mu_{[\nu} [h_{p1}] = 0\), this implies that \(\delta G^\mu_{[\nu} [h_{p1}]\) contains singular terms \(\propto a^0 / r^2\). As a consequence, \(h_{\mu
u}^{p1}\) will be discontinuous at \(r = 0\). In principle, \(h_{\mu
u}^{p2}\) will precisely cancel this discontinuity, since \(c h_{\mu
u}^{R1} + \epsilon^2 h_{\mu
u}^{R2}\) will still sum to \(h_{\mu
u}^R + O(\epsilon^3)\) on \(\gamma\). But \(h_{\mu
u}^{R1}\) cannot be used in the equation of motion for \(\gamma\) or in the term \(h_{\mu
u}^{R1}\) in the second-order puncture. Additional work would be required to correctly formulate a self-consistent puncture scheme in a highly regular gauge.

Fortunately, our results do suffice for other practical formulations of the field equations. The expansions (236)–(237) automatically include an expansion of the acceleration, meaning that our local results can be incorporated directly into a two-timescale implementation.

After performing the expansion
\[
h_{\mu
u}^S = \sum_{n' \geq 0} \sum_{k} \epsilon^{n'} h_{\mu
u}^{S1, n} e^{-i k \cdot \varphi}, \tag{243}
\]
we can define punctures
\[
h_{\mu
u}^{p1} = \sum_k h_{\mu
u}^{S1,0,k} e^{-i k \cdot \varphi}, \tag{244}
\]
\[
h_{\mu
u}^{p2} = \sum_k \left( h_{\mu
u}^{S2,0,k} + h_{\mu
u}^{S1,1,k} \right) e^{-i k \cdot \varphi}. \tag{245}
\]
These punctures will fit directly into the two-timescale field equations, with residual fields that are regular on \(\gamma\). In practical terms, the punctures would be constructed by substituting the expansion of the trajectory, Eq. (237), into our formulas for the singular field and then performing a decomposition into the Fourier modes \(e^{-i k \cdot \varphi}\).

The two-timescale expansion is specialized to the inspiral phase of bound binary systems, somewhat limiting the generality of our result. An alternative that could be used in generic spacetimes would be an ordinary Taylor series expansion in powers of \(\epsilon\). The field equations would then be Eqs. (16)–(17), and the residual fields would again be regular on \(\gamma\). One can obtain the punctures in this scheme from our singular field by substituting an ordinary Taylor series \(z^i(\tau, \epsilon) = z^i(\tau) + \epsilon z_1^i(\tau) + O(\epsilon^2)\); such an expansion is detailed in Ref. [49]. Although this expansion breaks down on long time scales, it should suffice for many purposes.

Regardless of whether a two-timescale expansion or Taylor expansion is used, several other steps are required to construct a practical puncture. One must first convert our Fermi–Walker coordinate expressions for \(h_{\mu
u}^S\) into a covariant form. This can be done using Synge’s world function and near-coincidence expansions, as detailed in Ref. [25]. Following this, because the field equations are typically solved using a decomposition into a basis of angular harmonics, the singular field must be decomposed into that basis.
With the punctures in the highly regular gauge, we will have achieved our aim: the second-order source term \( \delta^2 G^\mu\nu[h^1, h^1] \) will be far less singular than it is in a generic gauge, substantially reducing the numerical cost of second-order computations.

### B. Mode-sum regularisation

The calculation of the second-order stress-energy tensor, \( T^\mu\nu_2 \), in Sec. IV opens up another avenue for second-order implementations: mode-sum regularisation. Here, instead of directly solving for the regular field (by way of the residual field in the puncture scheme), we solve for the entirety of \( h^\mu\nu \) and then subtract \( h^\mu\nu_{\text{num}} \) from it to leave \( h^\mu\nu_{\text{res}} \). The difficulty of subtracting one divergent quantity from another is avoided by decomposing each field into multipole modes (which are finite) and performing the subtraction at this level. Schematically, following the notation in the introduction,

\[
h^\mu\nu_{\text{res}}(z) = \sum_{ilm} \left[ h_{ilm}(z) - h^S_{ilm}(z) \right] \gamma^\mu\nu_{ilm}(z),
\]

where \( z \) is a point on \( \gamma \), and \( h^S_{ilm} \) denotes a basis of angular harmonics. Analogous equations can be written for any quantity constructed from derivatives of \( h^\mu\nu_{\text{res}} \) such as the self-force. This mode-sum method has been the basis for most first-order implementations, and it is typically more efficient than a puncture scheme.

To date, this method has not been possible at second order due to the strong divergence at the worldline. The second-order field generically behaves as \( \sim 1/r^2 \), leading to individual modes that diverge as \( \sim \log |r_{BL} - r_o| \), making the mode-sum formula incoherent. But it should now be possible to implement this method using the weaker divergence of the highly regular gauge and the knowledge of \( T^\mu\nu_1 \). As described in the introduction, in the highly regular gauge the most singular part of the source for the second-order field is \( \sim 1/r^2 \) and has individual modes \( \delta^2 G_{ilm} \sim \log |r_{BL} - r_o| \); see the discussion surrounding Eq. (26). This suggests that, at worst, the most singular part of the solution has modes that behave as

\[
h^2_{ilm} \sim (r_{BL} - r_o)^2 \log |r_{BL} - r_o|. \tag{247}
\]

This is \( C^1 \) differentiable, which is sufficiently smooth to calculate one derivative of \( h^2_{ilm} \) (and hence the second-order self-force) using mode-sum regularization. Therefore, this should now be a viable approach.

Following the discussion in the previous section, we assume the field equations are written in either a Taylor expansion or two-timescale expansion. We write

\[
\delta G^\mu\nu[h^1]\ = \ 8\pi T^\mu\nu_1,
\]

\[
\delta G^\mu\nu[h^2]\ = \ -\delta^2 G^\mu\nu[h^1, h^1] + 8\pi T^\mu\nu_2. \tag{249}
\]

The vector \( \xi^\mu_2 \) can be found as a local expansion near the worldline, in four dimensions, to some finite order in \( r \), with any convenient extension away from that local neighbourhood. The gauge perturbation \( \mathcal{L}_{\xi} g^\mu\nu \) can then be decomposed into the chosen basis of modes using the methods described in, e.g., Refs. [51, 55, 81]. An alternative method of computing suitable modes \( h^1_{ilm} \) would be to use our puncture scheme in the highly regular gauge at first order; one could still use mode-sum regularization at second order.

From the first-order modes in the highly regular gauge, we can calculate the source modes in the field equation for the full second-order perturbation,

\[
\delta G_{ilm}[h^2] = -\delta^2 G_{ilm}[h^1, h^1] + 8\pi T^\mu\nu_2. \tag{251}
\]

Because the modes of \( h^1_{ilm} \) are in the highly regular gauge, the right-hand side has the desired regularity. We once again suppose this field equation is solved in a convenient gauge to obtain \( h^2_{ilm} \). In a well-behaved gauge such as Lorenz, these modes will have the form (247); note that in this scenario, \( h^2_{ilm} \) satisfies the Lorenz gauge condition but \( h^1_{ilm} \) does not.

In order to subtract the singular field from the total field, we next must put \( h^2_{ilm} \) and \( h^1_{ilm} \) in the same gauge. There are numerous ways of achieving this. For simplicity, we assume that we do the same at second order as at first: transform \( h^2_{ilm} \) to the highly regular gauge, in the same manner we transformed \( h^1_{ilm} \), such that

\[
h^2_{ilm} = h^2_{ilm} + (\mathcal{L}_{\xi^2} g)_{ilm}. \tag{252}
\]

As at first order, the vector \( \xi^2_2 \) can be found as a local expansion in four dimensions, after which \( \mathcal{L}_{\xi_2^2} g_{\mu\nu} \) can be decomposed into modes. The modes \( h^2_{ilm} \) can be calculated...
from the local expressions in this paper, and \( h^{\text{R} 2}_{\mu \nu} \) can then be calculated using the mode-sum formula \( \text{(246)} \).

The crux of this scheme is finding the vectors \( \xi^{n}_{\mu} \).

To elucidate how they might be found, we assume that \( h^{n, \text{num}}_{\mu \nu} \) are computed in the Lorenz gauge. If we trace reverse \( h^{n}_{\mu \nu} = h^{n, \text{num}}_{\mu \nu} + L_{\xi_{n}} g_{\mu \nu} \), take the divergence, and use \( \nabla^{\mu} h^{n, \text{num}}_{\rho \mu \nu} = 0 \), then we find that the gauge vector is determined by

\[
\square h^{n}_{\mu} = \nabla_{\nu} h^{n \mu}_{\nu}, \tag{253}
\]

where \( \square := g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \). This equation can be solved in Fermi–Walker coordinates using the expressions for \( h^{n}_{\mu \nu} \) in this paper, and \( \xi^{n}_{\mu} \) can then be converted to covariant form following Ref. \[15\].

VII. CONCLUSION

In summary, we have derived two main results: (i) the local metric perturbation in a class of highly regular gauges, to sufficient order in \( r \) to implement a puncture scheme, and (ii) the validity of the Detweiler stress-energy in these gauges. We expect both of these to enable more efficient calculations of the second-order self-force and related quantities in binary systems. To that end, we have also outlined how they might be utilized in concrete numerical schemes.

Our presentation stressed the utility of the highly regular gauges as a means of overcoming a specific computational challenge: the problem of infinite mode coupling. This might seem to suggest that the challenge is purely a symptom of a mode decomposition. But an analogous problem would arise in a 3 + 1 calculation. The two source terms \( \delta G^{\mu \nu}[h^{1}, h^{1}] \) and \( \delta G^{\mu \nu}[h^{P2}] \) in Eq. \[17\] would each diverge like \( \sim 1/r^4 \), and those two divergences would cancel each other to leave a regular remainder. To effect this cancellation, one would have to calculate each of the terms to extreme precision at small \( r \), just as one would have to go to extreme mode numbers to calculate \( \delta^{2} G_{\text{dw}}[h^{1}, h^{1}] \) as a sum over first-order modes. This high-precision problem would be alleviated in a highly regular gauge.

Besides these pragmatic aspects, our results have clarified a sense in which point masses remain a well-defined object, and a test body in the effective metric, it also has the stress-energy of such an object. There may seem to be a conflict between the object behaving as a test body and simultaneously having a gravitating stress-energy, but this seeming contradiction is alleviated by the fact that the field equation has the local form of a linearized Einstein equation in the effective metric, given by Eq. \[164\] and previously written by Detweiler. Just as in the ordinary linearized Einstein equation with a point source, there is a one-order mismatch between the test-body orbit and the gravitational field it creates.

There are several ways one might extend our results. Our calculations are only applicable to the case of a non-spinning and spherically symmetric object; they should be generalized to the more astrophysically relevant case of a spinning, non-spherically symmetric body. It would also be conceptually interesting, at the least, to extend them to higher perturbative order in \( \epsilon \). At a more practical level, it may be possible to make \( h^{\text{SS}}_{\mu \nu} \) even more regular by removing the order \( r^6 \) piece of the perturbation so that \( h_{\mu \nu}^{\text{SS}, \text{num}} = 0 \). We have so far been unsuccessful in our attempts to find a gauge transformation that achieves this, hinting that these \( O(r^6) \) terms may contain invariant information about the coupling between external tides and the object’s local gravity. But we have also not ruled out the possibility of gauging the terms away. All of these extensions might draw on the work of Harte \[52\] \[53\], who has shown how nonlinearities can be reduced by adopting Kerr–Schild or generalized Kerr–Schild gauges.

ACKNOWLEDGMENTS

This work was supported by a Royal Society University Research Fellowship and a Royal Society Research Grant for Research Fellows.

Appendix A: Linear and quadratic Einstein tensors and their adjoints

For a generic metric of the form \( g_{\mu \nu} + h_{\mu \nu} \), the Einstein tensor \( G^{\mu \nu}[g + h] \) can be expanded in powers of \( h_{\mu \nu} \) and its derivatives as

\[
G^{\mu \nu}[g + h] = \delta G^{\mu \nu}[g] + \delta^{2} G^{\mu \nu} [h, h] + O(|h^{3}|), \tag{A1}
\]

where the linear term is

\[
\delta G^{\mu \nu}[h] = h_{\alpha}^{(\mu ; \nu) \alpha} + g^{\mu \nu} h^{\alpha ; [\alpha ; \beta] \beta} - \frac{1}{2} (h^{\mu \nu \alpha} h^{\alpha} + h_{\alpha}^{\alpha ; \mu \nu}), \tag{A2}
\]

and the quadratic term is

\[
\delta^{2} G^{\mu \nu} [h, h] = \frac{1}{2} h^{\mu \nu ; \alpha} h^{\alpha ; \beta} - \frac{1}{4} h^{\beta ; \alpha} h^{\mu \nu} + h^{\mu \nu} h^{\alpha ; [\alpha ; \beta]} + h^{\mu \nu ; \beta} h^{\nu ; [\alpha ; \beta]} + \frac{1}{2} h^{\beta \beta ; \alpha} h^{\alpha ; (\mu ; \nu)}.
\]
we have the expansion with indices up. Again with $G$ where

$$\frac{\partial}{\partial \lambda} \left[ F_{\mu \nu} \right] = 0,$$

which reduces to Eq. (A3) when $h^\nu_{\mu} = h^\mu_{\nu} = h_{\mu \nu}$. We also define a linear operator

$$Q^\mu_{\nu} \cdot \phi = \frac{1}{2} \left[ \phi^{\alpha \beta} (h^\mu_{\alpha \beta} - 2h^\mu_{\alpha \beta} \phi + g_{\alpha \beta} h^\mu_{\alpha \beta} - h^\alpha_{\alpha \beta} \phi + h^\nu_{\alpha \beta} \phi) - h^\alpha_{\alpha \beta} (2\phi^\nu_{\alpha \beta} - \phi^\nu_{\alpha \beta}) - \phi^\alpha_{\alpha \beta} (h^\nu_{\alpha \beta} - 2h^\mu_{\alpha \beta}) \right].$$

The expansion of the Einstein tensor with mixed indices or both indices down can be expressed in terms of the expansion with indices up. Again with $G_{\mu \nu} [g] = 0$, we have

$$G_{\mu \nu} [g + h] = \delta(g_{\mu \nu} G_{\rho \sigma} [h]) + \delta^2(g_{\mu \nu} G_{\rho \sigma} [h, h]) + O(|h|^3),$$

where

$$\delta(g_{\mu \nu} G_{\rho \sigma} [h]) = g_{\mu \nu} \delta G_{\rho \sigma} [h],$$

$$\delta^2(g_{\mu \nu} G_{\rho \sigma} [h, h]) = g_{\mu \nu} \delta^2 G_{\rho \sigma} [h, h] + h_{\mu \nu} \delta G_{\rho \sigma} [h, h] + O(|h|^3),$$

and

$$G_{\mu \nu} [g + h] = \delta(g_{\mu \nu} g_{\rho \sigma} G_{\rho \sigma} [h]) + \delta^2(g_{\mu \nu} g_{\rho \sigma} G_{\rho \sigma} [h, h]) + O(|h|^3),$$

where

$$\delta(g_{\mu \nu} g_{\rho \sigma} G_{\rho \sigma} [h]) = g_{\mu \nu} g_{\rho \sigma} \delta G_{\rho \sigma} [h],$$

$$\delta^2(g_{\mu \nu} g_{\rho \sigma} G_{\rho \sigma} [h, h]) = g_{\mu \nu} g_{\rho \sigma} \delta^2 G_{\rho \sigma} [h, h] + 2h_{\rho (\mu} g_{\nu \sigma)} \delta G_{\rho \sigma} [h].$$

Also define a linear operator

$$Q^\mu_{\nu} [h^2] := \delta^2 G_{\mu \nu} [h, h],$$

which is the term bilinear in $h^\mu_{\mu} = h^2_{\mu \nu}$ if we expand $G_{\mu \nu} [g + h + h^2]$ in powers of $h^\mu_{\mu}$ and its derivatives. That is,

$$G_{\mu \nu} [g + h + h^2] = G_{\mu \nu} [g + h^2] + Q^\mu_{\nu} [h^2] + O \left( |h|^2, |h^2|^2 |h^4 | \right).$$

In the body of the paper we make extensive use of the adjoints of these quantities. The linearized Einstein tensor is self-adjoint, satisfying $\delta G^\mu_{\nu} [h] = \delta G^\nu_{\mu} [h]$. The adjoint of $Q^\mu_{\nu}$ is

$$Q^\nu_{\mu} \cdot \phi := \frac{1}{2} \left[ \phi^{\alpha \beta} (h^\rho_{\alpha \beta} - 2h^\rho_{\alpha \beta} \phi + g_{\alpha \beta} h^\rho_{\alpha \beta} - h^\alpha_{\alpha \beta} \phi + h^\nu_{\alpha \beta} \phi) - h^\alpha_{\alpha \beta} (2\phi^\rho_{\alpha \beta} - \phi^\rho_{\alpha \beta}) - \phi^\alpha_{\alpha \beta} (h^\nu_{\alpha \beta} - 2h^\rho_{\alpha \beta}) \right].$$

**Appendix B: Correspondence between STF expansion of the regular field and derivatives of the regular field**

This section details how to relate the STF tensors featured in the decomposition of the regular field in Sec. 111111 to derivatives of the field evaluated on the worldline. The first two orders match those presented in Appendix B of Paper I but with some STF labels switched. At order $r^0$

$$\hat{A}^{(0,0)} = 0 h_{\alpha \beta}^{R1} | \gamma \rangle,$$

$$\hat{B}^{(0,0)} = 0 h_{\alpha \beta}^{R1} | \gamma \rangle,$$

$$\hat{E}^{(0,0)} = 0 h_{\alpha \beta}^{R1} | \gamma \rangle,$$

$$\hat{K}^{(0,0)} = 1 \delta^{ab} h_{\alpha \beta}^{R1} | \gamma \rangle. $$

17 Eq. (B5h) in Paper I has the prefactor 1/6 which has been corrected here in Eq. (B12) to 1/3.
At order $r$

\[
\hat{A}_{a}^{(1,1)} = \frac{1}{2} h_{tt,a}^1 \gamma, \quad \hat{B}_{ab}^{(1,1)} = \frac{1}{2} h_{tt,(a;b)}^1 \gamma, \quad \hat{C}_{a}^{(1,1)} = \frac{1}{3} \delta_{a}^{bc} h_{tb,c}^1 \gamma, \quad \hat{D}_{a}^{(1,1)} = \frac{1}{3} h_{ta,b}^1 \gamma, \quad \hat{E}_{abc}^{(1,1)} = \frac{1}{3} h_{(a;b;c)}^1 \gamma, \quad \hat{F}_{ab}^{(1,1)} = \frac{2}{3} C_{c}^{d} (a) h_{b,c,d}^1 \gamma, \quad \hat{G}_{a}^{(1,1)} = \frac{3}{5} h_{t(a,b)}^1 \gamma, \quad \hat{K}_{a}^{(1,1)} = \frac{1}{3} \delta_{a}^{bc} h_{bc,a}^1 \gamma.
\]

Finally at order $r^2$

\[
\hat{A}_{a}^{(2,0)} = \frac{1}{6} h_{tt,a}^{11} \gamma, \quad \hat{A}_{ab}^{(2,2)} = \frac{1}{6} h_{tt,(a;b)} \gamma, \quad \hat{P}_{a}^{(2,0)} = \frac{1}{6} h_{ta,b}^{11} \gamma, \quad \hat{P}_{ab}^{(2,2)} = \frac{1}{6} h_{(a;b)} \gamma, \quad \hat{C}_{ab}^{(2,2)} = \frac{1}{6} h_{(a,b;c)} \gamma, \quad \hat{D}_{a}^{(2,0)} = \frac{1}{6} h_{t(a,b,c)} \gamma, \quad \hat{E}_{abc}^{(2,2)} = \frac{1}{6} h_{t(a,b,c,d)} \gamma, \quad \hat{D}_{a}^{(2,0)} = \frac{1}{6} h_{t(a,b,c)} \gamma, \quad \hat{F}_{ab}^{(2,2)} = \frac{1}{6} h_{(a;b)} \gamma, \quad \hat{G}_{a}^{(2,2)} = \frac{1}{6} h_{(a,b,c,d)} \gamma, \quad \hat{K}_{a}^{(2,2)} = \frac{1}{6} h_{(a,b,c)} \gamma.
\]

Appendix C: Lie derivative of the first-order stress-energy tensor

In our derivation of the Detweiler stress-energy in Sec. 4V, the transformation from the rest gauge to the generic highly regular gauge is worldline-preserving, meaning its flow orthogonal to the worldline vanishes on the worldline. However, in Sec. 4V3, we consider the change in the stress-energy under a generic smooth transformation. As discussed in Ref. [45], this necessitates the introduction of another Lie derivative, $L$, which drags points of the worldline, $z^\mu$, relative to points of the field, $x^\mu$. Instead of Eq. (152), the second-order stress-energy tensor now transforms as

\[
T_{2}^{\mu\nu} = T_{2}^{\mu\nu} + (L_{\xi_{1}} + L_{\xi_{2}}) T_{1}^{\mu\nu}. \quad (C1)
\]

The Lie derivatives of $T_{1}^{\mu\nu}$ were previously presented by one of us in Ref. [45]. Here we reproduce (and correct a small error in) that result, and we derive analogous results for the Lie derivatives of $T_{1}^{\mu\nu}$ and $T_{1}^{\mu\nu}$.

1. Lie derivatives of $T_{1}^{\mu\nu}$

Eq. (21) may be written so that it is invariant under reparametrisation as [2]

\[
T_{1}^{\mu\nu}(x;z) = m \int_{\gamma} g_{\mu}^{\nu} (x,z) g_{\rho}^{\sigma} (x,z) z^{\mu} z^{\nu} \times \delta^{4}(x,z) \frac{\delta^{4}(x,z)}{\sqrt{-g_{\rho\sigma}(z) z^{\rho} z^{\sigma}}} ds, \quad (C2)
\]

where $g_{\mu}^{\nu}(x,z)$ is a parallel propagator from $x^{\mu} := z^{\mu}$ to $x^{\mu}$, and $z^{\mu} := \frac{dx^{\nu}}{dz^{\nu}}$. This form is particularly useful for our calculations of Lie derivatives of $T_{1}^{\mu\nu}$.

The ordinary Lie derivative of Eq. (C2) is evaluated in the standard way, so

\[
L_{\xi_{1}} T_{1}^{\mu\nu} = m \int_{\gamma} L_{\xi_{1}} \left( g_{\mu}^{\nu} (x,z) g_{\rho}^{\sigma} (x,z) z^{\mu} z^{\nu} \times \frac{\delta^{4}(x,z)}{\sqrt{-g_{\rho\sigma}(z) z^{\rho} z^{\sigma}}} \right) ds. \quad (C3)
\]

The Lie derivative of the Dirac delta is found by integrating against a test function and is given by

\[
L_{\xi_{1}} \delta^{4}(x,z) = - (\xi_{1}^{a} \cdot \sigma \nu \xi_{1}^{a} \delta^{4}(x,z) \cdot \nabla_{\nu} \delta^{4}(x,z). \quad (C4)
\]

The other term in Eq. (C3) is

\[
\int_{\gamma} (L_{\xi_{1}} W^{\mu\nu}) \delta^{4}(x,z) ds = \int_{\gamma} \left( \xi_{1}^{\mu} W_{\nu}^{\mu} - 2 \xi_{1}^{\nu}_{\rho} W^{\nu,\rho} \right) \times \delta^{4}(x,z) ds \]

\[
= - 2 \int_{\gamma} \xi_{1}^{\mu} W^{\mu}_{\rho} \delta^{4}(x,z) ds, \quad (C5)
\]

where

\[
W^{\mu\nu} \equiv g_{\mu}^{\rho} g_{\nu}^{\sigma} \frac{z^{\mu} z^{\nu}}{\sqrt{-g_{\rho\sigma} z^{\rho} z^{\sigma}}}. \quad (C6)
\]
In the second line of Eq. (C5), we have used the identity \(g_{\beta}^{\rho}g_\delta^{\mu}\delta^\delta(x,z) = 0\) to eliminate \(W^{\mu\nu}_{\rho\sigma}\). Taking our parameter \(s\) to be proper time, we see that

\[
\int_\gamma (L_{\xi_1}W^{\mu\nu}) \delta^4(x,z) \, ds = -2 \int_\gamma g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} u^{\nu'} u^{\nu'} \delta^4(x,z) \, d\tau
\]

\[
= -2 \int_\gamma g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} u^{(\mu} \frac{D\xi_1^{(\nu)}}{d\tau} \delta^4(x,z) \, d\tau .
\]  

(C7)

The final line is obtained by integrating the previous line against a test field \(\phi_{\mu\nu}:
\]

\[
\int \phi_{\mu\nu} \int_\gamma g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} u^{\nu'} u^{\nu'} \delta^4(x,z) \, d\tau \, dV
\]

\[
= \int \phi_{\mu'\nu'} u^{\nu'} \xi_1^{\nu'} \rho \delta^4(x,z) \, d\tau
\]

\[
= \int \phi_{\mu\nu} \int_\gamma g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} u^{(\mu} \frac{D\xi_1^{(\nu)}}{d\tau} \delta^4(x,z) \, d\tau \, dV .
\]  

(C8)

By combining Eqs. (C4) and (C7), we find

\[
\int \gamma L_{\xi_1} \left( g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} u^{\nu'} \delta^4(x,z) \right) \, ds
\]

\[
= - \int \gamma g_\mu^{(\mu} \xi_1^{(\nu)} \rho g_{\nu}^{\rho} \left[ 2 \frac{D\xi_1^{(\nu)}}{d\tau} + u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \right]
\]

\[
\times \delta^4(x,z) + u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \nabla_\rho \delta^4(x,z) \right] \, d\tau .
\]  

(C9)

This can be simplified by decomposing \(\xi_1^{\nu'}\) into parallel and orthogonal parts,

\[
\xi_1^{\nu'} = -u^{\nu'} \xi_1^\perp + \xi_1^{\nu'} ,
\]

(C10)

where \(\xi_1^{\nu'} := P^{\nu'} \xi_1^{\beta} \). With this decomposition, we obtain

\[
L_{\xi_1} T^{\mu\nu}_{1} = -m \int \gamma g_\mu^{\mu} g_{\nu}^{\nu} \left[ 2 \frac{D\xi_1^{\nu}}{d\tau} + u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \right]
\]

\[
+ u^{(\mu} u^{\nu'} \left( \xi_1^{\nu'} \rho - \frac{d\xi_1^{\nu'}}{d\tau} \right) \delta^4(x,z)
\]

\[
+ u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \nabla_\rho \delta^4(x,z) \right] \, d\tau ,
\]  

(C11)

which agrees with Eq. (D1) in Ref. 15 with the correction of a minus sign described in footnote 15.

As discussed in Ref. 15, because \(T^{\mu\nu}_{1}\) can be written in the form

\[
A^{\mu\nu}(x,z) = \int_\gamma B^{\mu\nu}(x,z(s)) \sqrt{g_{\mu'\nu'} \delta^4(x,z) } \, ds ,
\]

(C12)

its Lie derivative with respect to the dependence on \(z^\mu\) is given by

\[
L_{\xi_1} A^{\mu\nu}(x,z) = \int_\gamma \xi_1^{\rho} \nabla_\rho B^{\mu\nu}(x,z) \, d\tau .
\]  

(C13)

For \(T^{\mu\nu}_{1}\), we see that

\[
B^{\mu\nu} = m g_\mu^{\mu} g_{\nu}^{\nu} \delta^4(x,z) ,
\]

(C14)

which implies

\[
L_{\xi_1} T^{\mu\nu}_{1} = m \int \gamma g_\mu^{\mu} g_{\nu}^{\nu} \left[ 2 \frac{D\xi_1^{\nu}}{d\tau} + u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \right]
\]

\[
+ u^{(\mu} u^{\nu'} \xi_1^{(\nu') \rho} \nabla_\rho \delta^4(x,z) \right] \, d\tau ,
\]  

(C15)

where we have used \(g_\beta^{\rho}g_\delta^{\mu}\delta^\delta(x,z) = 0\) and \(\xi_1^{\nu} \nabla_\nu z^\mu = z^\nu \nabla_\nu \xi_1^{\nu} \). The latter identity follows from Eq. (B1) in Ref. 15.

Eqs. (C11) and (C15) sum to give

\[
(L_{\xi_1} + L_{\xi_1}) T^{\mu\nu}_{1} = -m \int_\gamma g_\mu^{\mu} g_{\nu}^{\nu} u^{(\mu} u^{\nu'} \delta^4(x,z)
\]

\[
\times \left( \xi_1^{\rho} + \frac{d\xi_1^{\rho}}{d\tau} \right) \, d\tau ,
\]  

(C16)

which matches Eq. (D2) from Ref. 15 (again with the missing minus sign added). Note that this is also the same as Eq. (154) because \(L_{\xi_1} T^{\mu\nu}_{1} = 0\) for a worldline-preserving transformation.

2. Lie derivatives of \(T^{\mu\nu}_{1}\) and \(T^{\nu\mu}_{1}\)

The first-order stress-energy tensor with both indices down is given by

\[
T^{\mu\nu}_{1}(x;z) = m \int_\gamma g_{\mu\alpha} g_{\nu\beta} g_\rho^{\mu} (x,z) g_\nu^{\nu}(x,z) \delta^4(x,z) \, ds
\]

\[
\times \frac{\delta^4(x,z)}{\sqrt{g_{\rho\sigma}(z) \delta^4(x,z)}} \, ds \]  

(C17)

and with mixed indices by

\[
T^{\nu\mu}_{1}(x;z) = m \int_\gamma g_{\mu\alpha} g_{\nu\beta} g_\rho^{\nu} (x,z) g_\nu^{\mu}(x,z) \delta^4(x,z) \, ds
\]

\[
\times \frac{\delta^4(x,z)}{\sqrt{g_{\rho\sigma}(z) \delta^4(x,z)}} \, ds .
\]  

(C18)

To calculate the ordinary Lie derivatives of these quantities, we follow the same methods described above. The results are

\[
L_{\xi_1} T^{\mu\nu}_{1} = m \int_\gamma g_{\mu\alpha} g_{\nu\beta} g_\rho^{\alpha} (x,z) g_\nu^{\beta}(x,z) \delta^4(x,z) \, ds \times \left[ \xi_1^{\rho} + \frac{d\xi_1^{\rho}}{d\tau} \right] \frac{\delta^4(x,z)}{\sqrt{g_{\rho\sigma}(z) \delta^4(x,z)}} \, ds,
\]

(C19)
Here and below, an overdot denotes a derivative with respect to $\tau$.

The Lie derivatives at $z^\mu$ follow trivially from Eq. (C15). Since we can pass the contraction through the derivative, as in $g_{\mu\nu}\mathcal{L}_\xi T^1_{\mu\nu} = \mathcal{L}_\xi(g_{\mu\nu}T^1_{\mu\nu})$, we get

\[
\mathcal{L}_\xi T^1_{\mu\nu} = \int g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} \gamma (2u(\mu' \xi_{11}) \delta^4(x, z) + u'^\rho \xi_{11} \nabla_{\rho'} \delta^4(x, z)) \, d\tau. \tag{C21}
\]

\[
\mathcal{L}_\xi T^1_{\mu\nu} = \int g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} \gamma (u(\mu' \xi_{11}) \delta^4(x, z) + u'^\rho \xi_{11} \nabla_{\rho'} \delta^4(x, z)) \, d\tau. \tag{C22}
\]

Combining these results, we find

\[
(\mathcal{L}_\xi + \mathcal{L}_\xi) T^1_{\mu\nu} = \int g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} \gamma (2u(\mu' \xi_{11}) \delta^4(x, z) + u'^\rho \xi_{11} \nabla_{\rho'} \delta^4(x, z)) \, d\tau, \tag{C23}
\]

\[
(\mathcal{L}_\xi + \mathcal{L}_\xi) T^1_{\mu\nu} = \int g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} \gamma (u(\mu' \xi_{11}) - \xi_{11}, u'^\rho) \delta^4(x, z) \, d\tau. \tag{C24}
\]
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