Inception-inspired LSTM for Next-frame Video Prediction
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Abstract
The problem of video frame prediction has received much interest due to its relevance to many computer vision applications such as autonomous vehicles or robotics. Supervised methods for video frame prediction rely on labeled data, which may not always be available. In this paper, we provide a novel self-supervised deep-learning method called Inception-based LSTM for video frame prediction. The general idea of inception networks is to implement wider networks instead of deeper networks. This network design was shown to improve the performance of image classification. The proposed method is evaluated on both Inception-v1 and Inception-v2 structures. The proposed Inception LSTM methods are compared with convolutional LSTM when applied using PredNet predictive coding framework for both the KITTI and KTH data sets. We observed that the Inception-based LSTM outperforms the convolutional LSTM. Also, Inception v2 LSTM has better prediction performance compared to Inception v2 LSTM. However, Inception v2 LSTM has a lower computational cost compared to Inception LSTM.
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1 Introduction
Video frame prediction has received much interest in computer vision and deep learning due to its application to several domains such as video transcoding [6], anomaly detection [12], autonomous car guidance [23], and robotic motion planning [2]. These applications use video frame predictions to understand the dynamics of the environment. The human brain has the ability to forecast anticipated changes through sensory perception and intuition. For example, a goalkeeper in a soccer game can anticipate the ball movement direction from the position of the players and previous ball movement. The theory of predictive coding illustrates the interaction of feed-forward and feed-backward information flow in the brain hierarchy [3]. Inspired by the theory of predictive coding, Lotter et al. [11] proposed an LSTM-based architecture for frame prediction. The Lotter model improved the representation of the next frame using a convolutional LSTM by reducing the error in frame prediction. In contrast to a standard LSTM, a convolutional LSTM processes a multi-channel image and applies convolutions to those images instead of fully connected.

A standard convolutional LSTM uses a single size of kernel for each of its gates. This paper proposes an Inception-inspired LSTM that uses multiple kernels of different sizes inside the structure of LSTM for each input gate. The outputs of each kernel are then concatenated as a stack of images and passed to the gate activation.

We designed an Inception LSTM for video prediction using two different Inception versions. The Inception LSTM replaces convolution with an Inception module to employ benefits of manipulating different kernels that can capture different motions.

This paper is organized as follows. Section 2 reviews some recent innovations in video prediction. In section 3 we talk about Inception LSTM in detail. In sections 4 and 5 we discuss evaluation and results, and finally we conclude in section 6.

2 Related work
Convolutional neural networks (CNNs) are successful in image classification and object detection as seen the result of ALEXNET [8], VGG [17], ResNet [24] and GoogLeNet [18]. GoogLeNet uses Inception CNN layers in its architectures which is considered a major breakthrough in classification. The idea behind the inception network is to have a wider network instead of a deeper one. The Inception neural network offers better predictive performance without increase in computational cost. An inception layer uses a different kernel size for each convolution that has a different receptive field. Here, the network starts with the smallest kernel of size 1x1 to a kernel of size 5x5. This makes the network adaptable for different scales of objects [9]. The results of different kernels are stacked and passed on to the consecutive layers.

Various versions of Inception have been proposed in the literature [19]. Inception Version 2 proposed stacking two 3x3 kernels in place of using one 5x5 that reduces representational bottleneck. Although this may seem counter intuitive,
a 5x5 convolution is 2.78 times more expensive than a 3x3 convolution [19].

Prediction of future frames in video content is difficult using non-recurrent neural networks [25] because the information retained about the sequence of frames does not accumulate over time. These methods have limited capability and are not suitable for complex tasks [16]. Recently several architectures have been proposed using recurrent neural networks such as LSTM or convolutional LSTM for video prediction. Villegas et al. [20] used different frames to decompose the motion and content. Chelsea and Goodfellow [1] developed a video prediction method that modeled pixel prediction. This model can generalize to unseen objects because they predict motion. Viorica [13] used an optical flow based architecture for feature extraction in an unsupervised manner.

Lotter et al. [10] proposed a predictive generative network for predicting video frames. Their first model consisted of three different components: A convolution neural network, de-convolution, and LSTM component.

Shi [22] proposed a convolutional LSTM that can be used for video prediction. Our Inception LSTM is inspired by convolutional LSTM.

PredNet [11] is a convolutional LSTM-based predictive coding model, implemented within multi-layer network. The lowest layer predicts the next frame in a video sequence and is also guided by top-down context supplied by the higher layers. The model propagates the error laterally using recurrent connections and vertically which is inspired by the Rao and Ballard model [14] which is a seminal study in predictive coding.

The formula proposed by Shi et al. [22] uses peephole connections which were removed in Lotter et al. implementation. We followed the Lotter architecture [11] known as PredNet for video prediction in our Inception LSTM model.

We proposed an inception LSTM that benefits from the inception method using three different kernel sizes at the same time in each layer structure to have a better compatibility with all object scales in video frames.

3 The Inception-Inspired LSTM

LSTMs are among the state-of-the-art at learning long-term dependencies[21] that show up in different predictive sequence models. An LSTM has an internal cell state [5] that is modified across time steps in an additive fashion. The standard LSTM also has three gates (input, forget, and output) as well as peephole connections. The input gate plays the most important role in an LSTM by learning how valuable the current input is for further predictions. The $h$ state is the component that helps short-term memories. The forget gate has a significant role in performance and learns to determine whether previous history is no longer relevant to future predictions. The output gate is the least important component. The forget gate and activation function are the most important part in most of the designs [5].

Other architectures have been proposed, such as the GRU [5], to perform the same function as an LSTM cell with fewer components. Although, there are many LSTM models, Greff et al. [5] believe the standard LSTM is overall still the most effective. Currently, there is no proof that the GRU has the advantage to LSTM. Specifically, Rafael et al. [7] showed the LSTM and GRU performed the same by adding one bias to the forget gate.

A convolutional LSTM [22] uses convolution on the input images instead of fully connected LSTM. The convolutional LSTM uses a stack of images as its internal data structure. It has been shown to be effective in some forms of spatio-temporal prediction.

The models using the convLSTM are dependent on the kernel size and number of layers. The formula of convolutional LSTM modifies the standard LSTM by replacing dot product.
operations with convolution as follows:

\[ i_t = \sigma(W_{ix} \ast x_t + W_{ih} \ast h_{t-1} + b_i) \]  \hspace{1cm} (1a) 
\[ f_t = \sigma(W_{fx} \ast x_t + W_{fh} \ast h_{t-1} + b_f) \]  \hspace{1cm} (1b) 
\[ c_t' = i_t \odot \tanh(W_{cx} \ast x_t + W_{ch} \ast h_{t-1} + b_c) \]  \hspace{1cm} (1c) 
\[ c_t = f_t \odot c_{t-1} + c_t' \]  \hspace{1cm} (1d) 
\[ o_t = \sigma(W_{ox} \ast x_t + W_{oh} \ast h_{t-1} + b_o) \]  \hspace{1cm} (1e) 
\[ h_t = o_t \odot \tanh(c_t) \]  \hspace{1cm} (1f)

Each gate contains the convolution operation. The above equations describe the basic convolutional LSTM used in lotter[11] We propose an Inception-inspired LSTM that has the advantage of allowing convolution with different kernel sizes. In this part, we review two versions of Inception LSTM based on the configuration of Inception network. Figure 1 shows a version 1 Inception LSTM cell.

Below we give the equations used in Inception LSTM version 1. The inputs to all gates are the stacking of convolution operations with different kernel sizes. Based on Shi’s study [22] different kernels can capture different motion magnitudes. The equations are as follows:

\[ i_t = \sigma \left( W_{i1x1} \ast [x_t, h_{t-1}] \right) \]  \hspace{1cm} (2a) 
\[ f_t = \sigma \left( W_{f1x1} \ast [x_t, h_{t-1}] \right) \]  \hspace{1cm} (2b) 
\[ g_t = \sigma \left( W_{g1x1} \ast [x_t, h_{t-1}] \right) \]  \hspace{1cm} (2c) 
\[ o_t = \sigma \left( W_{o1x1} \ast [x_t, h_{t-1}] \right) \]  \hspace{1cm} (2e) 
\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t \]  \hspace{1cm} (2f)

We use the Inception design for each of the gates instead of convolution. Each gate has three different kernels, with sizes 1x1, 3x3, and 5x5. \( W_{i1x1} \) denotes the weights for the input gate and \( 1 \times 1 \) shows the kernel size. The output of the three convolutions (indicated by square brackets) are stacked and passed to the input gate. The cell state and recurrent connection \( h \) is defined similarly to the original convolution LSTM. Figure 1 shows the Inception LSTM cell. The previous paragraph is based on Inception Version 1. We also studied a model based on Inception Version 2 that uses fewer parameters. The difference between the two methods relates to the 5x5 kernel in Version 1. In Version 2, it is replaced by a stack of 2x3 kernels. The equation used in Inception LSTM Version 2 for the input gate is as follows:

\[ i_t = \sigma \left( \begin{array}{c} W_{i1x1} \ast [x_t, h_{t-1}], \\
W_{i3x3} \ast [x_t, h_{t-1}], \\
W_{i5x5} \ast [x_t, h_{t-1}] \end{array} \right) \]  \hspace{1cm} (3a)

Analogous changes are made for the other gates. Figure 2 shows the Inception Version 2 model embedded in one layer of the PredNet architecture.

Figure 2 shows Inception LSTM v2 to handle the number of channel of input and \( h \) we use Conv2D. Inception Version 2 reduces the number of training parameters in comparison to Version 1. Version 1 has a total of \((1+9+25) \cdot nc\) training parameters for each gate in each layer. Inception Version 2 has \((1+9 \cdot 3) \cdot nc\) parameters reducing the number of training parameters by \(7 \cdot nc\) in each gate. \( nc \) is a constant denoting the number of channels in both models. The number of parameters in one layer of Inception LSTM version 1 is 6,595 whereas the ConvLSTM uses 1,081 parameters.

4 Experimental setup and results

We used inception to avoid using kernel size as a hyperparameter. In our model there is no need to define the kernel size for Inception LSTM. In this model the two variants of the Inception LSTM within the PredNet architecture [11] were implemented. Figure 2 shows the first (lowest) layer of the PredNet architecture using the Inception LSTM. The higher layers repeat the same design but use different numbers of channels for the input. We used the hard Sigmoid non-linearity instead of the original Sigmoid for gate activation similar to [11]. For simplicity purpose, a two to four layer architecture is used for comparing our proposed model with ConvLSTM within PredNet architecture. We used the KITTI [4] and KTH [15] data sets to obtain experimental results that have RGB images. The KITTI data set is a traffic data set that has frames from different views of the roads. The data set is captured with a car mounted camera driving in different environments. The RGB images in KITTI data set have frame size of 160x128 pixels. The KTH contains human activity with one subject per frame. We used walking video data where each frame is a 160x120 RGB image.

The number of channels in each layer are 3, 48, 96 and 192 respectively for each of the input channel. The width and height of the input image in each layer is sub-sampled using 2x2 max pooling similar to PredNet. The source code for the implementation is made available in public at https://github.com/matinhosseiny/Inception-inspired-LSTM-for-Video-frame-Prediction

We present the comparison of Inception LSTM with convolutional LSTM. A qualitative visual comparison of the convolutional LSTM versus Inception LSTM Versions 1 and 2 appears in Figure 3. Example output using KITTI Data set is shown in Figure 3 for each of the three models. Each image for rows B, C and D shows the prediction for a particular model. The column number shows the frames from previous
Table 1: Performance on the KITTI and KTH data sets. The number in the parenthesis indicates the number of layers.

| Model                  | MAE   | MSE   | SSIM   | MAE   | MSE   | SSIM   |
|------------------------|-------|-------|--------|-------|-------|--------|
| ConvLSTM (2L)          | 0.0533| 0.0102| 0.8115 | 0.0441| 0.0071| 0.8676 |
| ConvLSTM (3L)          | 0.0475| 0.0081| 0.8471 | 0.0106| 0.0004| 0.9617 |
| ConvLSTM (4L)          | 0.0458| 0.0076| 0.8576 | 0.0116| 0.0005| 0.9558 |
| Inception v1 LSTM (2L) | 0.0496| 0.0090| 0.8336 | 0.0106| 0.0004| 0.9610 |
| Inception v1 LSTM (3L) | 0.0447| 0.0073| 0.8637 | 0.0103| 0.0004| 0.9637 |
| Inception v1 LSTM (4L) | 0.0436| 0.0071| 0.8682 | 0.0109| 0.0005| 0.9589 |
| Inception v2 LSTM (2L) | 0.0499| 0.0091| 0.8314 | 0.0107| 0.0005| 0.9600 |
| Inception v2 LSTM (3L) | 0.0450| 0.0074| 0.8619 | 0.0104| 0.0004| 0.9626 |
| Inception v2 LSTM (4L) | 0.0441| 0.0071| 0.8676 | 0.0106| 0.0004| 0.9613 |

5 Discussion and Conclusions

This paper proposed a novel Inception-inspired convolutional LSTM and assessed its performance, within a predictive coding framework, for predicting future frames in videos. The motivation was to see if the larger range of kernels would create a richer feature set which would improve predictions. We call our model Inception-inspired because it does not have all of the characteristics of an Inception module. Namely, max pooling is missing and the 1x1 convolution to reduce the number of channels is shared between different kernels. Both versions of the Inception-inspired LSTM show improved per-
performance over the original convolutional LSTM.

Possible future work is to add max pooling to the Inception-inspired LSTMs to see if that offers improvement. On the other hand, it may be the case that the original convolutional LSTM is not the limiting factor in the PredNet predictive coding architecture and changes to the overall design may be needed.
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