POSITIVITY AND BOUNDEDNESS PRESERVING SCHEMES
FOR SPACE-TIME FRACTIONAL PREDATOR-PREY
REACTION-DIFFUSION MODEL

YANYAN YU, WEIHUA DENG, AND YUJIANG WU

School of Mathematics and Statistics, Lanzhou University,
Lanzhou, 730000, People’s Republic of China

Abstract. The semi-implicit schemes for the nonlinear predator-prey reaction-
diffusion model with the space-time fractional derivatives are discussed, where
the space fractional derivative is discretized by the fractional centered differ-
ence and WSGD scheme. The stability and convergence of the semi-implicit
schemes are analyzed in the $L_\infty$ norm. We theoretically prove that the numerical
schemes are stable and convergent without the restriction on the ratio of
space and time stepsizes and numerically further confirm that the schemes have
first order convergence in time and second order convergence in space. Then
we discuss the positivity and boundedness properties of the analytical solu-
tions of the discussed model, and show that the numerical solutions preserve
the positivity and boundedness. The numerical example is also presented.

1. Introduction. The predator-prey model, also known as the Lotka-Volterra
equation, is a pair of first-order nonlinear ordinary differential equations frequently
used to describe the dynamics of biological system in which two species interact, one
as the predator and the other as prey [1]; and the unknown variables usually denote
certain measure of total population. To interpret the unknown variables as spacial
densities so as to allow the population size to vary throughout the considered region,
Conway and Smoller introduce diffusion terms to the predator-prey model which
allows diffusing as well as interacting each other [2]; and then the predator-prey
reaction-diffusion model is obtained. With the development of the predator-prey
model, it seems nature to introduce diffusion terms to the corresponding model,
e.g., the Michaelis-Menten-Holling predator-prey reaction-diffusion model [3, 4]; and
more general other models [5, 6, 7, 8].

Anomalous diffusion, including subdiffusion and superdiffusion, is also a diffusion
process, but its mean squared displacement (MSD) is nonlinear with respect to
time $t$, in contrast to the classical diffusion process, in which the MSD is linear [9];
nowadays, it is widely recognized that the anomalous diffusion is ubiquitous, e.g.,
diffusion through porous media, protein diffusion within cells, and also being found
in many other biological systems. So it seems reasonable/nature to introduce the
anomalous diffusion to the predator-prey model. The subdiffusion is introduced to
the Michaelis-Menten-Holling predator-prey model in [10] to get a new model; it is
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proved that the solution of the model is positive and bounded; and the numerical schemes preserving the positivity and boundedness are detailedly discussed. Here we introduce both the subdiffusion and superdiffusion to the Michaelis-Menten-Holling predator-prey model, and the system can be written as

\[
\frac{\partial^\alpha N}{\partial t^\alpha} = D_1 \frac{\partial^\beta |x|^\beta}{\partial x^\beta} + N \left( 1 - N - \frac{\rho P}{P + N} \right), \quad x \in (l, r), \ t > 0,
\]

\[
\frac{\partial^\alpha P}{\partial t^\alpha} = D_2 \frac{\partial^\beta |x|^\beta}{\partial x^\beta} + \sigma P \left( \frac{\gamma + \kappa \delta P}{1 + \kappa P} + \frac{N}{P + N} \right), \quad x \in (l, r), \ t > 0,
\]

with the Caputo derivative in time and Riesz space fractional derivative, where \( \rho, \sigma \) and \( \kappa \) are positive real numbers and \( N \) and \( P \) denote the population densities of prey and predator respectively. Based on the practical applications, we are interested in the solutions of (1) with the nonnegative initial conditions

\[
N(x, 0) = g_1(x) \geq 0, \ P(x, 0) = g_2(x) \geq 0, \ x \in (l, r),
\]

and the homogeneous Neumann boundary conditions

\[
(\frac{\partial N(x, t)}{\partial x})|_{x=l \text{ and } r}, \text{ respectively} = (\frac{\partial P(x, t)}{\partial x})|_{x=l \text{ and } r}, \text{ respectively} = 0.
\]

The positive constants \( \gamma \) and \( \delta \) in the coupled equations denote the minimal mortality and the limiting mortality of the predator, respectively. Throughout the paper, we assume that \( \gamma \) satisfies the natural condition \( 0 < \gamma \leq \delta \) and consider the case of the diffusion constants \( D_i > 0, \ i = 1, 2 \).

The numerical methods for solving fractional partial differential equations are developing fast; most of them focus on fractional diffusion equations, including the space fractional diffusion equation [11, 12] and the time fractional diffusion equation [13, 14, 15, 16, 17, 18]. Because of the stability issue, the space fractional derivative is usually approximated by the shifted Grünwald-Letnikov definition with the finite stepsize; and the truncation error is first-order. Recently, the second-order discretizations for space fractional derivative appear: based on the so-called “fractional centered difference”, Ortigueira gets the second-order approximation for the Riesz fractional derivative [19], and its applications can be seen in [20, 21]; Tian et al obtain the so-called WSGD second order approximation for both the left and right Riemann-Liouville derivatives [22], and its compact version has third-order accuracy [23].

This paper first proves that the analytical solutions of the space-time fractional predator-prey reaction-diffusion model (1)-(3) are positive and bounded; and then designs the numerical schemes to solve it. The space fractional derivative is discretized by the fractional centered difference [19] and the WSGD operators [22], respectively. We prove that both the two obtained schemes have second-order accuracy in space and preserve the positivity and boundedness of the analytical solutions. In particular, the stability of the numerical scheme without the restriction on the ratio of the space and time stepsizes is also strictly proved. And the numerical example is provided to confirm the theoretical results.

The outline of this paper is as follows. In Section 2, we present two finite difference schemes for the space-time fractional predator-prey reaction-diffusion model. The detailed discussions on the stability and convergence with first-order in time and second-order in space are given in Section 3. In Section 4, we prove that the analytical solutions of the discussed model are positive and bounded; and the provided
two schemes preserve the positivity and boundedness. The numerical experiments to confirm the convergent orders and the positivity and boundedness preserving are performed in Section 5. And we conclude the paper with some discussions in the last section.

2. Numerical schemes for the space-time fractional predator-prey reaction-diffusion model. As mentioned in the introduction section, the model we discuss is as follows:

\[
\frac{\partial^\alpha N}{\partial t^\alpha} = D_1 \frac{\partial^\beta N}{\partial |x|^\beta} + N \left(1 - N - \frac{\sigma P}{P + N}\right), \quad x \in (l, r), \quad 0 < t \leq T,
\]

\[
\frac{\partial^\alpha P}{\partial t^\alpha} = D_2 \frac{\partial^\beta P}{\partial |x|^\beta} + \sigma P \left(\frac{\gamma + \kappa \delta P}{1 + \kappa P} + \frac{N}{P + N}\right), \quad x \in (l, r), \quad 0 < t \leq T,
\]

with \(0 < \alpha < 1, 1 < \beta < 2\), and use the following initial conditions

\[
N(x, 0) = g_1(x), \quad P(x, 0) = g_2(x), \quad x \in [l, r]
\]

and the homogeneous boundary conditions

\[
\frac{\partial N(x, t)}{\partial x}|_{x=l} = \frac{\partial N(x, t)}{\partial x}|_{x=r} = \frac{\partial P(x, t)}{\partial x}|_{x=l} = \frac{\partial P(x, t)}{\partial x}|_{x=r} = 0, \quad 0 < t \leq T.
\]

In (4), the time fractional operator \(\frac{\partial^\alpha u(x, t)}{\partial x^\alpha}\) denotes the Caputo fractional derivative

\[
\frac{\partial^\alpha u(x, t)}{\partial x^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x, s)}{\partial s} \frac{1}{(t-s)^{\alpha}} ds,
\]

and \(\frac{\partial^\beta u}{\partial |x|^\beta}\) denotes the Riesz fractional derivative

\[
\frac{\partial^\beta u(x, t)}{\partial |x|^\beta} = -\frac{1}{2\cos(\beta \pi/2)} \frac{d^2}{dx^2} \int_l^r |x - \xi|^{1-\beta} u(\xi, t) d\xi.
\]

For ease of presentation, we uniformly divide the spacial domain \([l, r]\) into \(M\) subintervals with stepsize \(h = (r-l)/M\) and the time domain \([0, T]\) into \(N\) subintervals with steplength \(\tau = T/N\). Let \(x_i = l + ih (i = 0, 1, \cdots, M), t_k = k\tau (k = 0, 1, \cdots, N)\), and denote the grid function as \(u^k_i = u(x_i, t_k)\). We use the discrete scheme of the Caputo derivative in the following form [16]

\[
D_\tau^\alpha u^k_i = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \left[ u^k_i - \sum_{n=1}^{k-1} (b_{k-n-1} - b_{k-n}) u^n_i - b_{k-1} u^0_i \right],
\]

where \(b_n = (n+1)^{1-\alpha} - n^{1-\alpha} > 0\), and \(1 = b_0 < b_1 < \cdots < b_{k-1} > (1-\alpha)k^{-\alpha}\). Note that the above discrete scheme has \(2 - \alpha\) order accuracy in time, i.e.,

\[
\left. \frac{\partial^\alpha u(x_i, t)}{\partial x^\alpha}\right|_{t=t_k} = D_\tau^\alpha u^k_i + \mathcal{O}(\tau^{2-\alpha}).
\]

For the Riesz space fractional derivative, we introduce two second order finite difference approximation schemes (fractional centered difference scheme and second order WSGD scheme) in the next parts.
2.1. **Fractional centered difference scheme.** In this part, we use the fractional centered difference [19] to discretize the spatial fractional derivative. The Riesz fractional derivative can be redefined as

\[
\frac{\partial^\beta u(x, t)}{\partial |x|^\beta} = \lim_{h \to 0} \left( -\frac{1}{h^\beta} \sum_{j=\lfloor (|x|-x)/h \rfloor}^{\lfloor (|x|+x)/h \rfloor} \frac{(-1)^j \Gamma(\beta + 1)}{\Gamma(\frac{\beta}{2} - j + 1) \Gamma(\frac{\beta}{2} + j + 1)} u(x - jh, t) \right).
\]

(10)

Denoting the weights as

\[g_j = \frac{(-1)^j \Gamma(\beta + 1)}{\Gamma(\frac{\beta}{2} - j + 1) \Gamma(\frac{\beta}{2} + j + 1)},\]

we get the fractional centered difference approximation for the Riesz fractional derivative

\[
\delta_x^\beta u_i^k = -\frac{1}{h^\beta} \sum_{j=-M+i} g_j u_{i-j}^k,
\]

(11)

where the weights \(g_j\) satisfy the following properties:

1. \(g_0 \geq 0\),
2. \(g_{-j} = g_j \leq 0\),
3. \(g_{j+1} = \left(1 - \frac{\beta+1}{2j+1}\right)g_j\), and \(|g_{j+1}| < |g_j|\),
4. \(\sum_{j=-\infty}^{\infty} g_j = 0\), and \(\sum_{j=-M+i}^{\infty} |g_j| < g_0\).

From [20], we know that the accuracy of fractional centered difference approximation is as,

**Lemma 2.1.** If \(u(x, t_i) \in C^5[l, r]\), then we have

\[
\frac{\partial^\beta u(x, t_i)}{\partial |x|^\beta} |_{x=x_i} = \delta_x^\beta u_i^k + O(h^2),
\]

with \(1 < \beta < 2\).

If the fractional centered difference approximation is substituted into the system of reaction-diffusion equation (4), then the resulting semi-implicit finite difference scheme is

\[
\begin{align*}
D^\alpha_{\tau} N_i^{k+1} &= D_1 \delta_x^\beta N_i^{k+1} + N_i^k \left(1 - N_i^k - \frac{\partial P_i^k}{P_i^k + N_i^k}\right), \\
D^\alpha_{\tau} P_i^{k+1} &= D_2 \delta_x^\beta P_i^{k+1} + \sigma P_i^k \left(-\frac{\gamma + \kappa \delta P_i^k}{1 + P_i^k} + \frac{N_i^k}{P_i^k + N_i^k}\right),
\end{align*}
\]

(12)

with initial conditions

\[
N_i^0 = g_1(x_i), \quad P_i^0 = g_2(x_i).
\]

(13)

For guaranteeing the second-order accuracy in space, we give the three point interpolation scheme for the Neumann boundary conditions:

\[
N_0^k = N_0^k, \quad P_0^k = P_0^k, \quad 0 \leq k \leq N,
\]

\[
N_{M-2}^k - 4N_{M-1}^k + 3N_M^k = 0, \quad P_{M-2}^k - 4P_{M-1}^k + 3P_M^k = 0, \quad 0 \leq k \leq N.
\]

(14)
Eq. (12)-(14) may be rearranged and written as matrix form and solved to get the numerical solution at the time step $t_{k+1}$:

$$(I + A_1)N^{k+1} = \sum_{j=1}^{N} (b_j - b_{j+1})N^{k-j} + b_k N^{0} + \mu N^k \left(1 - N^k - \frac{\partial P^k}{P^k + N^k}\right),$$

$$(I + A_2)P^{k+1} = \sum_{j=1}^{N} (b_j - b_{j+1})P^{k-j} + b_k P^{0} + \mu \sigma P^k \left(-\frac{\gamma + \kappa \delta P^k}{1 + \kappa P^k} + \frac{N^k}{P^k + N^k}\right),$$

where $N^k = (N^k_1, N^k_2, \cdots, N^k_{M-1})$, $P^k = (P^k_1, P^k_2, \cdots, P^k_{M-1})$ and $A_i$ is a $(M - 1) \times (M - 1)$ square matrix

$$A_i = \frac{u D^i}{h^2} \left(\begin{array}{cccc}
g_0 + \frac{4}{3}g_1 & g_1 - \frac{1}{3}g_1 & g_2 - \frac{1}{3}g_2 & \cdots & g_{M+2} - \frac{4}{3}g_{M+1} \\
g_1 + \frac{3}{4}g_2 & g_0 - \frac{1}{3}g_2 & g_{-1} - \frac{1}{3}g_1 & \cdots & g_{M+3} - \frac{4}{3}g_{M+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
g_{M-2} + \frac{4}{3}g_{M-1} & g_{M-3} - \frac{1}{3}g_{M-2} & g_{M-4} - \frac{1}{3}g_{M-3} & \cdots & g_0 + \frac{4}{3}g_{-1} \\
\end{array}\right).$$

(15)

2.2. Second order WSGD scheme. The other equivalent definition of the Riesz fractional derivative $\partial^\beta u(x,t)/\partial|x|^\beta$ is

$$\partial^\beta u(x,t) = \frac{-1}{2\cos(\beta \pi/2)} (i D^\beta_x u(x,t) + \sigma D^\beta_r u(x,t)), \quad (16)$$

where $i D^\beta_x u(x,t)$ and $\sigma D^\beta_r u(x,t)$ denote the left and right Riemann-Liouville fractional derivatives of the function $u(x,t)$, respectively. According to the discussions of [22], we present the discrete approximations of the left and right Riemann-Liouville fractional derivatives as follows:

$$i D^\beta_x u(x_i) = \frac{1}{h^2} \sum_{j=0}^{i+1} w_j u(x_{i-j+1}) + O(h^2),$$

$$\sigma D^\beta_r u(x_i) = \frac{1}{h^2} \sum_{j=0}^{M-i+1} w_j u(x_{i+j-1}) + O(h^2),$$

(17)

where $w_0 = \alpha/2$, $w_j = \Gamma(j - \beta - 1)/(\Gamma(-\beta)\Gamma(j)) \cdot (1 - (\beta/2) \cdot (\beta + 1)/j)$. After substituting (17) into (16) and merging the same terms, we get the discrete approximation of the Riesz fractional derivative

$$\delta_x u^k_i = \frac{-1}{h^2} \sum_{j=-M+i}^{i} \theta_j u^k_{i-j},$$

where the weights $\theta_j$ satisfy the following properties

1. $\theta_0 = \frac{w_0}{\cos(\beta \pi/2)} = \frac{-\beta - \beta^2}{2\cos(\beta \pi/2)} > 0,$

2. $\theta_1 = \theta_{-1} = \frac{w_0 + w_2}{2\cos(\beta \pi/2)} = \frac{\beta(\beta+2)(\beta+1)}{8\cos(\beta \pi/2)} < 0,$

for $|j| > 1, \theta_j = \theta_{-j} = \frac{w_{j+1} + w_{j-1}}{2\cos(\beta \pi/2)} = \frac{\Gamma(j-\beta)}{2\cos(\beta \pi/2)\Gamma(-\beta)\Gamma(j+1)} \left(1 - \frac{\beta(j+1)}{2(j+1)}\right) \leq 0,$
3. \( \theta_{j+1} = \frac{(-\beta^2)(\beta^2 - 2(2j+1))}{(2j+1)(\beta^2 - 2(1+j))} \theta_j \), for \( |j| \geq 2 \), and \( |\theta_1| > |\theta_2| \geq |\theta_3| \geq \cdots \),

4. \( \sum_{j=-\infty}^{\infty} \theta_j = 0 \), and \( \sum_{j=-M+i}^{i} |\theta_j| < \theta_0 \).

In view of the approximations (17), we know that the above discrete scheme of the Riesz fractional derivative also has second-order accuracy

\[
\frac{\partial^\beta u(x, t)}{\partial |x|^\beta} \bigg|_{x=x_k, t=t_j} = \frac{-1}{h^\beta} \sum_{j=-M+i}^{i} \theta_j u_{i-j}^k + \mathcal{O}(h^2), \tag{18}
\]

If the second-order WSGD discretization is substituted into the reaction-diffusion equations (4), we obtain the new semi-implicit WSGD finite difference scheme. And the same initial and boundary discretizations (13) and (14) are used. Then we can get the same formulations for the WSGD scheme as the ones for the fractional centered difference scheme (12)-(15).

The semi-implicit fractional centered difference and the semi-implicit WSGD scheme have the same structure, and in particular, their discretized weights have the similar properties. So in the following, the two schemes have the same analyses, and we just focus on the first scheme.

3. Stability and convergence of the numerical schemes. Now we first denote the two nonlinear terms by

\[
f_1(N, P) = N \left(1 - N - \frac{\theta P}{P + N}\right) \tag{19}
\]

and

\[
f_2(N, P) = \sigma P \left(\frac{\gamma + \kappa \delta P}{1 + \kappa P} + \frac{N}{P + N}\right) \tag{20}
\]

for convenience. And assume that they satisfy local Lipschitz condition, i.e., there exists a positive constant \( L \) such that

\[
|f_1(N_1, P_1) - f_1(N_2, P_2)| \leq L(|N_1 - N_2| + |P_1 - P_2|)
\]

and

\[
|f_2(N_1, P_1) - f_2(N_2, P_2)| \leq L(|N_1 - N_2| + |P_1 - P_2|),
\]
when $|N_1 - N_2| \leq \varepsilon_0$ and $|P_1 - P_2| \leq \varepsilon_0$ for a given positive constant $\varepsilon_0$. Then the discrete scheme (12) can be rewritten as the following form

\[
\begin{align*}
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^3} \right) N_{i}^{k+1} &= \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) N_{i}^{n} + \frac{1}{\mu} b_k N_i^0 \\
&\quad - \frac{D_1}{h^3} \sum_{j \neq 0}^{i} g_j N_{i-j}^{k+1} + f_1(N_{i}^{k}, P_{i}^{k}),
\end{align*}
\]

\[
\begin{align*}
\left( \frac{1}{\mu} + \frac{D_2 g_0}{h^3} \right) P_{i}^{k+1} &= \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) P_{i}^{n} + \frac{1}{\mu} b_k P_i^0 \\
&\quad - \frac{D_2}{h^3} \sum_{j \neq 0}^{i} g_j P_{i-j}^{k+1} + f_2(N_{i}^{k}, P_{i}^{k}),
\end{align*}
\]

where $\mu = \Gamma(2-\alpha) \tau^\alpha$. In this paper, we use $L_\infty$ norm of $\{u_{i}^{k}\}_{i=1}^{M-1}$ which is defined as

\[
\|u^k\| = \max_{1 \leq i \leq M-1} |u_i^k|.
\]

Let $(\tilde{N}_{i}^{k}, \tilde{P}_{i}^{k})$ be the approximate solution to the numerical scheme and denote $\varepsilon_i^k = N_i^k - \tilde{N}_{i}^{k}$ and $\varepsilon_i^k = P_i^k - \tilde{P}_{i}^{k}$. Then under the small perturbations, there exists the following numerical stability result.

**Theorem 3.1.** The numerical schemes (12)-(14) are stable and there exist

\[
\begin{align*}
\|\varepsilon_i^k\| &\leq \frac{1}{(1-\alpha) - T^\alpha \Gamma(2-\alpha)L} (\|\varepsilon_i^0\| + \|\varepsilon_i^0\|), \\
\|\varepsilon_i^k\| &\leq \frac{1}{(1-\alpha) - T^\alpha \Gamma(2-\alpha)L} (\|\varepsilon_i^0\| + \|\varepsilon_i^0\|),
\end{align*}
\]

when $T < (1/(\Gamma(1-\alpha)L))^{1/\alpha}$.

**Proof.** We prove this theorem by mathematical induction. Using the first equation of (21), we have

\[
\begin{align*}
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^3} \right) \varepsilon_i^{k+1} &= \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \varepsilon_i^{n} + \frac{1}{\mu} b_k \varepsilon_i^0 \\
&\quad - \frac{D_1}{h^3} \sum_{j \neq 0}^{i} g_j \varepsilon_{i-j}^{k+1} + (f_1(N_{i}^{k}, P_{i}^{k}) - f_1(\tilde{N}_{i}^{k}, \tilde{P}_{i}^{k})).
\end{align*}
\]
According to the numerical approximations (14), when \( i \neq 2, M - 2 \), the above equation can be rewritten as

\[
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^\beta} \right) \epsilon^{k+1} = \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \epsilon^n_i + \frac{1}{\mu} b_k \epsilon_0^i - \frac{D_1}{h^\beta} \sum_{j=0}^{i-1} g_j \epsilon^{k+1}_{i-j}
+ \frac{D_1}{3h^\beta} (g_i \epsilon^{k+1}_2 + g_{M+i} \epsilon^{k+1}_{M-2}) - \frac{4D_1}{3h^\beta} (g_i \epsilon^{k+1}_1 + g_{M+i} \epsilon^{k+1}_{M-1})
+ (f_i(N^k_i, P^k_i) - f_i(\bar{N}^k_i, \bar{P}^k_i))
= \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \epsilon^n_i + \frac{1}{\mu} b_k \epsilon_0^i - \frac{D_1}{h^\beta} \sum_{j=0}^{i-1} g_j \epsilon^{k+1}_{i-j}
+ \frac{D_1}{h^\beta} ((g_i/3 - g_{i-2}) \epsilon^{k+1}_2 + (g_{M+i}/3 - g_{M+i+2}) \epsilon^{k+1}_{M-2})
- \frac{4D_1}{3h^\beta} (g_i \epsilon^{k+1}_1 + g_{M+i} \epsilon^{k+1}_{M-1}) + (f_i(N^k_i, P^k_i) - f_i(\bar{N}^k_i, \bar{P}^k_i)).
\]

Since \( g_i/3 - g_{i-2} > 0 \) and \( g_{M+i}/3 - g_{M+i+2} > 0 \), we get

\[
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^\beta} \right) \| \epsilon^{k+1} \|
\leq \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \| \epsilon^n_i \| + \frac{1}{\mu} b_k \| \epsilon_0^i \| - \frac{D_1}{h^\beta} \sum_{j=0}^{i-1} g_j \| \epsilon^{k+1}_{i-j} \|
+ \frac{D_1}{h^\beta} ((g_i/3 - g_{i-2}) \| \epsilon^{k+1}_2 \| + (g_{M+i}/3 - g_{M+i+2}) \| \epsilon^{k+1}_{M-2} \|)
- \frac{4D_1}{3h^\beta} (g_i \| \epsilon^{k+1}_1 \| + g_{M+i} \| \epsilon^{k+1}_{M-1} \|) + L(\|N^k_i - \bar{N}^k_i\| + \|P^k_i - \bar{P}^k_i\|).
\]

From the above inequality we know that

\[
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^\beta} \right) \| \epsilon^{k+1} \| \leq \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \| \epsilon^n \| + \frac{1}{\mu} b_k \| \epsilon^0 \| + L(\| \epsilon^k \| + \| \epsilon^k \|) - \frac{D_1}{h^\beta} \sum_{j=0}^{i-1} g_j \| \epsilon^{k+1} \|.
\]

Together with the fourth property of coefficient \( g_i \), we can obtain the following inequality

\[
\left( \frac{1}{\mu} + \frac{D_1 g_0}{h^\beta} \right) \| \epsilon^{k+1} \| \leq \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \| \epsilon^n \| + \frac{1}{\mu} b_k \| \epsilon^0 \| + \frac{D_1 g_0}{h^\beta} \| \epsilon^{k+1} \|
+ L(\| \epsilon^k \| + \| \epsilon^k \|).
\]
We just need to prove
\[ n(k-n) \leq \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \| \epsilon^n \| + b_k \| \epsilon^0 \| + L \mu (\| \epsilon^k \| + \| \epsilon^k \|). \] (23)

When \( i = 2 \), we have
\[
\left( \frac{1}{\mu} + \frac{D_1}{h^\beta} \right) \epsilon_{n+1}^k - \frac{D_1}{h^\beta} n \epsilon_{n+1}^k = \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \epsilon_n^k + \frac{1}{\mu} b_k \epsilon_0^k - \frac{D_1}{h^\beta} \sum_{j=1}^{k-3} g_j \epsilon_{k-j}^k + \frac{D_1}{h^\beta} (g_{-M-2} + g_{-M+4}) \epsilon_{M-2}^k.
\]

Then in the similar way as above, we can also get the estimate (23) for \( i = 2 \). If \( i = M-2 \), there exists a similar argument.

By almost the same deduction as \( \| \epsilon^{k+1} \| \), we can get
\[
\| \epsilon^{k+1} \| \leq \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1}) \| \epsilon^n \| + b_k \| \epsilon^0 \| + L \mu (\| \epsilon^k \| + \| \epsilon^k \|). \] (24)

For \( k = 1 \), it’s easy to check that (22) holds. When \( k > 1 \), suppose (22) holds for \( n = 1, \ldots, k \). Then there exists
\[
\| \epsilon^{k+1} \| \leq \left( \frac{1 - b_k + 2L \mu}{(1-\alpha) - T^\alpha \Gamma(2-\alpha)L} + b_k \right) (\| \epsilon^0 \| + \| \epsilon^0 \|).
\]

We just need to prove
\[ 1 - b_k + 2L \mu + b_k ((1-\alpha) - T^\alpha \Gamma(2-\alpha)L) \leq 1, \]
i.e.,
\[ 2L \mu \cdot b_k^{-1} \leq \alpha + T^\alpha \Gamma(2-\alpha)L. \]

Using \( \mu = \Gamma(2-\alpha) \tau^\alpha = \Gamma(2-\alpha) \frac{T^\alpha}{N^\alpha} \), \( b_k^{-1} < \frac{(k+1)^\alpha}{1-\alpha} \) and \( \Gamma(1-\alpha)T^\alpha L < 1 \), we can obtain
\[ 2L \mu \cdot b_k^{-1} < 2L \cdot \Gamma(2-\alpha) \frac{T^\alpha}{N^\alpha} \cdot \frac{(k+1)^\alpha}{1-\alpha} \leq 2L \cdot \Gamma(1-\alpha)T^\alpha, \]
and
\[ \alpha + T^\alpha \Gamma(2-\alpha)L > 2L \cdot \Gamma(1-\alpha)T^\alpha. \]

This implies that
\[ 1 - b_k + 2L \mu + b_k ((1-\alpha) - T^\alpha \Gamma(2-\alpha)L) \leq 1. \]

So
\[
\| \epsilon^{k+1} \| \leq \frac{1}{(1-\alpha) - T^\alpha \Gamma(2-\alpha)L} (\| \epsilon^0 \| + \| \epsilon^0 \|),
\]
and
\[
\| \epsilon^{k+1} \| \leq \frac{1}{(1-\alpha) - T^\alpha \Gamma(2-\alpha)L} (\| \epsilon^0 \| + \| \epsilon^0 \|).
\]
Theorem 3.2. Let \( \{(N(x_i, t_k), P(x_i, t_k))\}_{i=1}^{M-1} \) and \( \{(N^k, P^k)\}_{i=1}^{M-1} \) be the exact solutions of the subdiffusive reaction-diffusion equation (4)-(6) and of the numerical schemes (12)-(14) respectively and define \( \rho^k = N(x_i, t_k) - N^k \) and \( \eta^k = P(x_i, t_k) - P^k \). Then \( \rho^k \) and \( \eta^k \) satisfy the following error estimates:

\[
\|\rho^n\| \leq C(\tau + h^2) \quad \text{and} \quad \|\eta^n\| \leq C(\tau + h^2),
\]

when \( T < (1/(\Gamma(1-\alpha)L))^{1/\alpha} \).

Proof. According to the first equation of (21), when \( i \neq 2, M - 2 \), we can get the following inequality

\[
\left( \frac{1}{\mu} + \frac{D_1g_0}{h^3} \right) |\rho_1^{k+1}| 
\]

\[
\leq \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1})|\rho_n^0| + \frac{1}{\mu} b_k|\rho_0^0| - \frac{D_1}{h^3} \sum_{j=-M+1}^{i-1} j \neq 0, i-2, M+2 g_j|\rho_{j-1}^{k+1}| 
\]

\[
+ \frac{D_1}{h^3}(g_i/3 - g_i-2)|\rho_2^{k+1}| + (g_{-M+i}/3 - g_{-M+i+2})|\rho_{M-1}^{k+1}) 
\]

\[
- \frac{4D_1}{3h^3}(g_i|\rho_1^{k+1}| + g_{-M+i}|\rho_{M-1}^{k+1}|) + L(|\rho_i^k| + |\eta_i^k|) + r_i^{k+1},
\]

where \( r_i^{k+1} = O(\tau + h^2) \). From the above inequality we know that

\[
\left( \frac{1}{\mu} + \frac{D_1g_0}{h^3} \right) \|\rho^k\| 
\]

\[
\leq \frac{1}{\mu} \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1})\|\rho^n\| + \frac{1}{\mu} b_k\|\rho_0^0\| - \frac{D_1}{h^3} \sum_{j=-M+1}^{i-1} j \neq 0, i-2, M+2 g_j\|\rho_{j-1}^{k+1}\| 
\]

\[
+ L(\|\rho^n\| + \|\eta^n\|) + r_1^{k+1}. 
\]

In the view of the fourth property of \( g_i \), we obtain

\[
\|\rho^{k+1}\| \leq \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1})\|\rho^n\| + b_k\|\rho^0\| + L\mu(\|\rho^n\| + \|\eta^n\|) + \mu|\rho_1^{k+1}|,
\]

and

\[
\|\eta^{k+1}\| \leq \sum_{n=1}^{k} (b_{k-n} - b_{k-n+1})\|\eta^n\| + b_k\|\eta^0\| + L\mu(\|\rho^n\| + \|\eta^n\|) + \mu|\rho_2^{k+1}|,
\]

where \( r_1^{k+1} = O(\tau + h^2) \) and \( r_2^{k+1} = O(\tau + h^2) \). Similar to the discussions of the numerical stability for the special cases \( i = 2, M - 2 \), we know that the above
inequalities hold for \( i = 1, 2, \cdots, M - 1 \). Now suppose that
\[
\| \rho^m \| \leq \left( \frac{b_{m-1}^{-1}}{(1 - \alpha) - T^\alpha \Gamma(2 - \alpha) L} \right) \left( \| \rho^0 \| + \| \eta^0 \| + \max_{1 \leq i \leq m} \mu \| r^m_i \| \right) \tag{26}
\]
and
\[
\| \rho^m \| \leq \left( \frac{b_{m-1}^{-1}}{(1 - \alpha) - T^\alpha \Gamma(2 - \alpha) L} \right) \left( \| \rho^0 \| + \| \eta^0 \| + \max_{1 \leq i \leq m} \mu \| r^m_i \| \right) \tag{27}
\]
hold for \( m = 1, 2, \cdots, k \). Next we prove that the estimates (26) and (27) hold for \( m = k + 1 \).

When \( m = 1 \), it’s easy to check that (26) holds. When \( m = k + 1 \), together with \( b_{k-n-1}^{-1} < b_n^{-1} \), we have
\[
\| \rho^{k+1} \| \leq \sum_{n=0}^{k} \left( \frac{(b_n - b_{n+1})b_{k-n-1}^{-1}}{(1 - \alpha) - T^\alpha \Gamma(2 - \alpha) L} \right) \left( \| \rho^0 \| + \| \eta^0 \| + \max_{1 \leq i \leq k} \mu \| r^m_i \| \right) + b_n \| \rho^0 \|
\]
\[
+ \frac{2L_{\mu}b_{k-1}^{-1}}{(1 - \alpha) - T^\alpha \Gamma(2 - \alpha) L} \left( \| \rho^0 \| + \| \eta^0 \| + \max_{1 \leq i \leq k} \mu \| r^m_i \| \right) + \mu \| r^{k+1} \|
\]
\[
\leq \left( \frac{b_{k-1}^{-1}}{(1 - \alpha) - T^\alpha \Gamma(2 - \alpha) L} \right) \left( \| \rho^0 \| + \| \eta^0 \| + \max_{1 \leq i \leq k} \mu \| r^m_i \| \right) + \mu \| r^{k+1} \|.
\]
Notice that
\[
\rho^0_i = 0, \quad \eta^0_i = 0, \quad 0 \leq i \leq M.
\]
Together with \( \frac{b_{k}^{-1}}{(n + 1)\tau} \leq \frac{(n+1)^\alpha}{1-\alpha} \) and \( (n + 1)\tau \leq T \), we obtain
\[
\| \rho^{k+1} \| \leq C(T + h^2).
\]
In a similar way, we can get
\[
\| \eta^{k+1} \| \leq C(T + h^2).
\]

4. Positivity and boundedness of the analytical and numerical solutions of the space-time fractional predator-prey reaction-diffusion model. In this section, we prove that the analytical solutions of (4) have positivity and boundedness. And then we demonstrate that the numerical solutions of the given schemes (12)-(14) can preserve the properties: positivity and boundedness.

4.1. Positivity and boundedness of the analytical solutions. Firstly we introduce the maximum principle which is necessary for getting the positivity and boundedness of the analytical solutions. Here we consider the following one dimensional space-time fractional equation
\[
Lu = \frac{\partial^\alpha u}{\partial \tau^\alpha} - D_1 \frac{\partial^\beta u}{\partial x^\beta} + c(x, t)u = f(x, t), \quad (x, t) \in \Omega_T = [l, r] \times (0, T), \tag{28}
\]
where \( \Omega_T \) is a bounded domain with Lipschitz continuous boundary.
where at all interior points. While at the point \((x, t)\) in \(\Omega_T\)\), we arrive at Theorem 4.1, i.e.,

\[
\max_{\Omega_T} u(x, t) \leq \max_{\Gamma_T}\{u(x, t), 0\} \quad \text{(resp. \(\min_{\Omega_T} u(x, t) \geq \min_{\Gamma_T}\{u(x, t), 0\}\).) (29)
\]

In fact, if the non-negative maximum value of \(u(x, t)\) is not at the boundary \(\Gamma_T\), then there exists an interior point \((x^*, t^*) \in \Omega_T\) such that

\[u(x^*, t^*) > \max_{\Gamma_T}\{u(x, t), 0\} \text{ and } u(x^*, t^*) \geq \max_{\Omega_T} u(x, t).\] (30)

We introduce the auxiliary function \(v(x, t)\) in the following form

\[v(x, t) = u(x, t) - \varepsilon E_{\alpha, 1}(b(t)^\alpha)\]

with \(\varepsilon > 0\) and \(b > 0\). Choosing sufficient small \(\varepsilon\), \(v\) can be positive at the point \((x^*, t^*)\). We know that, for any \((x, t) \in \Omega_T\), \(v(x, t)\) satisfies

\[
\frac{\partial^\alpha v}{\partial |x|^\alpha} - D_1 \frac{\partial^\beta v}{\partial |x|^\beta} + c(x, t)v
\]

\[= f(x, t) - \varepsilon (b + D_1 C(x) + c(x, t)) E_{\alpha, 1}(b(t)^\alpha),\]

where \(C(x) = \frac{(r_x - \beta + (x - \beta)^{-\beta}) \sec(\pi \beta / 2)(1 - \beta)}{2^{1-\beta}}\). Note that when \(1 < \beta < 2\), \(\sec(\pi \beta / 2)(1 - \beta) > 0\). And because of \(f(x, t) \leq 0\), we deduce that

\[
\frac{\partial^\alpha v}{\partial |x|^\alpha} - D_1 \frac{\partial^\beta v}{\partial |x|^\beta} + c(x, t)v < 0, \quad \text{(31)}
\]

at all interior points. While at the point \((x^*, t^*)\), we already have the result \[10\]

\[
\frac{\partial^\alpha v(x^*, t)}{\partial |x|^\alpha}|_{t = t^*} = \frac{\partial^\alpha u(x^*, t^*)}{\partial |x|^\alpha} - \varepsilon b E_{\alpha, 1}(b(t^*)^\alpha) \geq 0, \quad \text{(32)}
\]

when \(\varepsilon \leq \frac{(1 - \alpha)\Gamma(1 - \alpha, \alpha) \beta}{(2 - \alpha) b E_{\alpha, 1}(b(t^*)^\alpha)}\). For the Riesz fractional derivative, we know that \(u\) satisfies

\[
\frac{\partial^\beta u}{\partial |x|^\beta}|_{x = x^*} = \lim_{h \to 0} \frac{1}{h^\beta} \left( - \sum_{j=[(r_x - \beta + (x - \beta)^{-\beta}) / h]^\alpha} g_j u(x^* - jh, t^*) - g_0 u(x^*, t^*) \right)
\]

\[\leq \lim_{h \to 0} \frac{1}{h^\beta} \left( - \sum_{j=[(r_x - \beta + (x - \beta)^{-\beta}) / h]^\alpha} g_j (u(x^*, t^*) - u(x^* - jh, t^*)) \right) < 0.
\]

Then for sufficient small \(\varepsilon\),

\[
\frac{\partial^\beta v}{\partial |x|^\beta}|_{x = x^*} = \frac{\partial^\beta u(x^*, t^*)}{\partial |x|^\beta}|_{x = x^*} + \varepsilon D_1 E_{\alpha, 1}(b(t^*)^\alpha) C(x)|_{x = x^*} \leq 0. \quad \text{(33)}
\]

Together with (32) and (33), we obtain

\[
\frac{\partial^\alpha v}{\partial t^\alpha} - D_1 \frac{\partial^\beta v}{\partial |x|^\beta} + c(x, t)v \geq 0 \quad \text{at } (x^*, t^*),
\]

which is contradictory with (31).

Similar analysis can be done for the case \(f(x, t) \geq 0\). So from the above analysis we arrive at Theorem 4.1.
Next we introduce the definitions of the upper and lower solutions, from which we can get positivity and boundedness of the analytical solutions.

**Definition 4.2.** Assume $u_i (i = 1, 2)$ solve the following equations

$$\frac{\partial^\alpha u_i}{\partial t^\alpha} - D_i \frac{\partial^2 u_i}{\partial |x|^2} = f_i(u_1, u_2), \quad x \in \Omega, \ t \in (0, T],$$

$$Bu_i = \frac{\partial u_i}{\partial x} = g_i(x, t), \quad x \in \partial \Omega, \ t \in (0, T],$$

$$u_i(x, 0) = \varphi_i(x), \quad x \in \Omega,$$

and the nonlinear functions $f_1(\cdot, \cdot)$ is quasi-monotone decreasing and $f_2(\cdot, \cdot)$ is quasi-monotone increasing. If there exist two functions $\tilde{u}_i(x, t)$ and $\bar{u}_i(x, t)$ which satisfy

$$B\tilde{u}_i - g_i(x, t) \geq 0 \geq B\bar{u}_i - g_i(x, t), \quad x \in \partial \Omega, \ t \in (0, T],$$

$$\tilde{u}_i(x, 0) - \varphi_i(x) \geq 0 \geq u_i(x, 0) - \varphi_i(x), \quad x \in \Omega,$$

and

$$\frac{\partial^\alpha \tilde{u}_1}{\partial t^\alpha} - D_1 \frac{\partial^2 \tilde{u}_1}{\partial |x|^2} - f_1(\tilde{u}_1, u_2) \geq 0 \geq \frac{\partial^\alpha u_1}{\partial t^\alpha} - D_1 \frac{\partial^2 u_1}{\partial |x|^2} - f_1(u_1, \tilde{u}_2),$$

$$\frac{\partial^\alpha \tilde{u}_2}{\partial t^\alpha} - D_2 \frac{\partial^2 \tilde{u}_2}{\partial |x|^2} - f_2(\tilde{u}_1, \tilde{u}_2) \geq 0 \geq \frac{\partial^\alpha u_2}{\partial t^\alpha} - D_2 \frac{\partial^2 u_2}{\partial |x|^2} - f_2(u_1, u_2).$$

Then we call $U(x, t) = (\tilde{u}_1(x, t), \tilde{u}_2(x, t))$ and $V(x, t) = (u_1(x, t), u_2(x, t))$ upper and lower solutions of the system (34).

**Theorem 4.3.** Suppose $\{f_1, f_2\}$ is Lipschitz continuous and mixed quasi-monotonous. If the upper and lower solutions, $U(x, t)$ and $V(x, t)$, satisfy the inequality $V(x, t) \leq U(x, t)$, then (34) has a unique solution in $[V(x, t), U(x, t)]$.

**Proof.** Let us define the following iteration

$$\begin{align*}
\frac{\partial^\alpha \tilde{u}_1^{(k)}}{\partial t^\alpha} - D_1 \frac{\partial^2 \tilde{u}_1^{(k)}}{\partial |x|^2} + L \cdot \tilde{u}_1^{(k)} &= L \cdot \tilde{u}_1^{(k-1)} + f_1(\tilde{u}_1^{(k-1)}, \tilde{u}_2^{(k-1)}), \\
\frac{\partial^\alpha \tilde{u}_2^{(k)}}{\partial t^\alpha} - D_2 \frac{\partial^2 \tilde{u}_2^{(k)}}{\partial |x|^2} + L \cdot \tilde{u}_2^{(k)} &= L \cdot \tilde{u}_2^{(k-1)} + f_2(\tilde{u}_1^{(k-1)}, \tilde{u}_2^{(k-1)}), \\
\frac{\partial^\alpha u_1^{(k)}}{\partial t^\alpha} - D_1 \frac{\partial^2 u_1^{(k)}}{\partial |x|^2} + L \cdot u_1^{(k)} &= L \cdot u_1^{(k-1)} + f_1(u_1^{(k-1)}, \tilde{u}_2^{(k-1)}), \\
\frac{\partial^\alpha u_2^{(k)}}{\partial t^\alpha} - D_2 \frac{\partial^2 u_2^{(k)}}{\partial |x|^2} + L \cdot u_2^{(k)} &= L \cdot u_2^{(k-1)} + f_2(\tilde{u}_1^{(k-1)}, u_2^{(k-1)}),
\end{align*}$$

$$Bu_i^{(k)} \mid_{\partial \Omega \times (0, T]} = B\bar{u}_i^{(k)} \mid_{\partial \Omega \times (0, T]} = g_i(x, t) \mid_{\partial \Omega \times (0, T]}, \ (i = 1, 2)$$

$$\tilde{u}_i^{(k)}(x, 0) = u_i^{(k)}(x, 0) = \varphi_i(x), \ (x \in \Omega, i = 1, 2),$$
where $L$ is the maximum of Lipschitz constants of $f_1$ and $f_2$, and denote the initial iteration function as

$$
(u_1^{(0)}, u_2^{(0)}) = (\tilde{u}_1, \tilde{u}_2),
$$

$$
(u_1^{(0)}, u_2^{(0)}) = (u_1, u_2),
$$

where $u_1 \leq \tilde{u}_1$ and $u_2 \leq \tilde{u}_2$. According to the maximum principle Theorem 4.1 and using the iteration (39), similar to the analysis [10], we can get

$$
y_i \leq u_i^{(1)} \leq \cdots \leq u_i^{(k)} \leq \bar{u}_i^{(k)} \leq \cdots \leq \bar{u}_i^{(1)} \leq \bar{u}_i, \quad (i = 1, 2).
$$

Note that $f_1$ is quasi-monotone decreasing and $f_2$ is quasi-monotone increasing, then

$$
\lim_{k \to +\infty} u_i^{(k)} = \bar{u}_i(x, t),
$$

$$
\lim_{k \to +\infty} u_i^{(k)} = u_i(x, t), \quad (i = 1, 2),
$$

which satisfy $\bar{u}_i \geq u_i$. Next we will check that

$$
\bar{u}_i = u_i = u_i, \quad (i = 1, 2).
$$

Denote $w_1 = \bar{u}_1 - u_1 \geq 0$, $w_2 = \bar{u}_2 - u_2 \geq 0$. We know $w_i \geq 0$, $i = 1, 2$. Then we get the following inequalities

$$
\begin{align*}
\frac{\partial^\alpha w_1}{\partial t^\alpha} - D_1 \frac{\partial^3 w_1}{\partial |x|^3} - L \cdot (w_1 + w_2) &\leq 0, \\
\frac{\partial^\alpha w_2}{\partial t^\alpha} - D_2 \frac{\partial^3 w_2}{\partial |x|^3} - L \cdot (w_1 + w_2) &\leq 0, \\
Bw_1 = 0, &\quad Bw_2 = 0, \\
w_1(x, 0) = 0, &\quad w_2(x, 0) = 0.
\end{align*}
$$

The below arguments show that $w_1 = w_2 = 0$ in $\Omega_T$. Suppose that there exist $(\hat{x}_i, \hat{t}_i) \in \Gamma_T \quad (i = 1, 2)$ and $w_1$ and $w_2$ can obtain their maximum values at $(\hat{x}_i, \hat{t}_i)$, $(i = 1, 2)$, respectively. We may assume that $w_1(\hat{x}_1, \hat{t}_1) \leq w_2(\hat{x}_2, \hat{t}_2)$. Since $w_1(x, 0) = 0$ and $w_1(x, t) \geq 0$, we can get $t_i^* \quad (< \hat{t}_i)$ such that $w_i(x, t) < \frac{1}{2} w_i(\hat{x}_i, \hat{t}_i)$ for any $(x, t) \in \Omega \times (0, t_i^*)$. Suppose the function $u_i$ solve the equations

$$
\begin{align*}
\frac{\partial u_i(t)}{\partial t} = -\frac{1}{2} \frac{w_i(\hat{x}_i, \hat{t}_i)}{t_i^*} &\quad \text{in} \ (0, t_i^*), \\
u_i(0) = \frac{1}{2} w_i(\hat{x}_i, \hat{t}_i), \\
u_i(t) = 0, \quad t \in [t_i^*, T],
\end{align*}
$$

where $i = 1, 2$, and let

$$
\bar{w}_i(x, t) = w_i(x, t) + u_i(t) \quad \text{in} \ \Omega \times [0, T].
$$

Then

$$
\frac{\partial^\alpha \bar{w}_2}{\partial t^\alpha} - \frac{\partial^3 \bar{w}_2}{\partial |x|^3} \leq L(w_1 + w_2) + (1 + D_2 C(x)) \frac{\partial^\alpha w_2(t)}{\partial t^\alpha},
$$

where $C(x) \geq 0$. So at $(\hat{x}_2, \hat{t}_2)$, $\bar{w}_2$ satisfies

$$
\frac{\partial^\alpha \bar{w}_2(\hat{x}_2, \hat{t}_2)}{\partial t^\alpha} = \frac{\partial^3 \bar{w}_2(\hat{x}_2, \hat{t}_2)}{\partial |x|^3} \leq 2Lw_2(\hat{x}_2, \hat{t}_2) + (1 + D_2 C(x)) \frac{\partial^\alpha w_2(\hat{t}_2)}{\partial t^\alpha}.
$$
While \( \frac{\partial^{\alpha} w_2(x, t)}{\partial t^{\alpha}}|_{t=t_2} \geq 0 \), \(- \frac{\partial^{\alpha} w_2(x, t)}{\partial x^{\alpha}}|_{x=x_2} \geq 0 \), and since
\[
\frac{\partial^{\alpha} u_2(t)}{\partial t^{\alpha}}|_{t=t_2} < \frac{w_2(x_2, t_2) t_2^{-\alpha}}{2\Gamma(1-\alpha) t_2^2},
\]
we get
\[
2Lw_2(x_2, t_2) + \frac{\partial^{\alpha} u_2(t_2)}{\partial t^{\alpha}} < 0,
\]
for \( T \leq \left( \frac{1}{\alpha(1-\alpha)} \right)^{\frac{1}{\alpha}} \). This gives a contradiction, so \( w_2 \equiv 0 \). Now going back to \( \tilde{w}_1 \), we know that
\[
\frac{\partial^{\alpha} \tilde{w}_1}{\partial t^{\alpha}} - \frac{\partial^{2} \tilde{w}_1}{\partial x^{2}} \leq L(w_1 + w_2) + (1 + D_1 C(x)) \frac{\partial^{\alpha} u_1(t)}{\partial t^{\alpha}} = Lw_1 + (1 + D_1 C(x)) \frac{\partial^{\alpha} u_1(t)}{\partial t^{\alpha}}.
\]
Then \( w_1 \equiv 0 \) when \( T \leq \left( \frac{1}{\alpha(1-\alpha)} \right)^{\frac{1}{\alpha}} \). Repeating the same process as done in [10], we have \( w_1 = w_2 \) in \( \Omega_T \) for any \( T \). So \( \tilde{u}_1 = u_1 \) and \( \tilde{u}_2 = u_2 \). Set
\[
u_i(x, t) = \tilde{u}_i = u_i, \quad i = 1, 2.
\]
Then \( u(x, t) = (u_1, u_2) \) solves (34). And the uniqueness of the solution can be similarly proved as [10].

From [10], we know that the monotone properties of the nonlinear terms \( f_1(\cdot, \cdot) \) and \( f_2(\cdot, \cdot) \) of (4) defined in (19) and (20), i.e., \( f_1(\cdot, \cdot) \) is quasi-monotone decreasing, \( f_2(\cdot, \cdot) \) is quasi-monotone increasing. Now we take
\[
U(x, t) = (\tilde{u}_1(x, t), \tilde{u}_2(x, t)) = (1, L_1), \quad (L_1 > 1/\gamma)
\]
and
\[
V(x, t) = (\bar{u}_1(x, t), \bar{u}_2(x, t)) = (0, 0).
\]
By calculating, we know \( U(x, t) \) and \( V(x, t) \) satisfy the inequalities (37) and (38). If we specify the initial condition of (4) such that the given initial \( N(x, 0) \in [0, 1] \) and \( P(x, 0) \in [0, L_1] \) for any \( x \in (l, r) \), then the initial conditions satisfy (36). Thus we know that \( V(x, t) = (0, 0) \) and \( U(x, t) = (1, L_1) \) are lower and upper solutions of (4)-(6); and then from Theorem 4.3, that the analytical solutions of (4)-(6) are positive and bounded is obtained.

4.2. Positivity and boundedness of the numerical solutions. In this subsection, we show that the numerical schemes (12) can preserve the positivity and boundedness of the corresponding analytical solutions, i.e., for any \( i \) and \( k \), \( 0 < N_i^k \leq 1 \) and \( 0 < P_i^k \leq L_1 \). Let the initial conditions satisfy \( 0 < N_i^0 \leq 1 \) and \( 0 < P_i^0 \leq L_1 \). According to mathematical induction, we need to show that, if it holds for \( N_i^k \) and \( P_i^k \), then it also holds for \( N_i^{k+1} \) and \( P_i^{k+1} \). This can be done as follows. From [10], we have the following estimates
\[
-\sigma N_i^k \leq f_1(N_i^k, P_i^k) \leq 1 - N_i^k,
\]
\[
-\delta P_i^k \leq f_2(N_i^k, P_i^k) \leq \sigma(1 - \gamma P_i^k),
\]
with \( \mu \leq 1 \), and
\[
(1 - b_1)N_i^k \leq \sum_{n=0}^{k-1} (b_n - b_{n+1}) N_i^{k-n} + b_k N_i^0 \leq \frac{1 - b_1}{2} N_i^k + \frac{1 + b_1}{2},
\]
\[
(1 - b_1)P_i^k \leq \sum_{n=0}^{k-1} (b_n - b_{n+1}) P_i^{k-n} + b_k P_i^0 \leq \frac{1 - b_1}{2} P_i^k + \frac{1 + b_1}{2} L_1.
\]
Together with the above estimates and the numerical scheme (12), we obtain

\[ 0 < N_i^{k+1} + \frac{D_1 \mu}{h^\beta} \sum_{j=-M+i}^i g_j N_{i-j}^{k+1} \leq 1 \]  

(41)

for \( \mu < \frac{1-h}{e} \), and

\[ 0 < P_i^{k+1} + \frac{D_2 \mu}{h^\beta} \sum_{j=-M+i}^i g_j P_{i-j}^{k+1} \leq L_1 \]

(42)

for \( \mu < \frac{1-h}{e} \). The inequalities above can yield \( 0 < N_i^{k+1} \leq 1 \) and \( 0 < P_i^{k+1} \leq L_1 \).

In fact, if \( 0 < N_i^{k+1} \leq 1 \) does’t hold, then there exists some \( i \) such that solution \( N_i^{k+1} \) satisfies

\[ N_i^{k+1} \leq 0 \quad \text{or} \quad N_i^{k+1} > 1. \]

Case 1. If \( N_i^{k+1} \leq 0 \), then we choose the minimum in \( \{ N_i^{k+1} \}_{i=1}^M \). Denote it as \( N_i^{k+1} \) which is non-positive. Along with the left inequality of (41), there exists

\[ N_s^{k+1} + \frac{D_1 \mu}{h^\beta} \sum_{j=-M+s+1}^{s-1} g_j N_{s-j}^{k+1} + \frac{D_1 \mu g_s}{3h^\beta} (4N_{1}^{k+1} - N_2^{k+1}) \]

\[ + \frac{D_1 \mu g_{M-s}}{3h^\beta} (4N_{M-1}^{k+1} - N_{M-2}^{k+1}) > 0. \]

Then we have

\[ \left(1 + \frac{D_1 \mu g_0}{h^\beta}\right) N_s^{k+1} > \frac{D_1 \mu}{h^\beta} \sum_{j=-M+s+1}^{s-1} g_j N_{s-j}^{k+1} - \frac{4D_1 \mu g_s}{3h^\beta} N_1^{k+1} \]

\[ - \frac{4D_1 \mu g_{M-s}}{3h^\beta} N_{M-1}^{k+1} + \frac{D_1 \mu g_{s}}{3h^\beta} N_2^{k+1} + \frac{D_1 \mu g_{M+s}}{3h^\beta} N_{M-2}^{k+1}. \]

When \( s \neq 2, M - 2 \), we rewrite the inequality in the following form

\[ \left(1 + \frac{D_1 \mu g_0}{h^\beta}\right) N_s^{k+1} \]

\[ > \frac{D_1 \mu}{h^\beta} \sum_{j=-M+s+1}^{s-1} g_j N_{s-j}^{k+1} - \frac{4D_1 \mu g_s}{3h^\beta} N_1^{k+1} - \frac{4D_1 \mu g_{M-s}}{3h^\beta} N_{M-1}^{k+1} \]

\[ + \frac{D_1 \mu g_{s}}{3} (g_{s-2}) N_2^{k+1} + \frac{D_1 \mu}{h^\beta} (g_{-M+s} - g_{-M+s+2}) N_{M-2}^{k+1}. \]
Since \(-g_s \leq -g_{s-2}\) and \(-g_{M+s} \leq -g_{M+s+2}\), then \(\frac{g_s}{3} - g_{s-2} \geq 0\) and \(\frac{g_{M+s}}{3} - g_{M+s+2} \geq 0\). In view of \(-g_j \geq 0\) for any \(j \neq 0\), we get

\[
\left(1 + \frac{D_1 \mu g_0}{h^\beta}\right) N_s^{k+1} > D_1 \mu g_0 h^\beta N_s^{k+1} - \frac{AD_1 \mu g_s}{3h^\beta} N_s^{k+1} - \frac{AD_1 \mu g_{M+s}}{3h^\beta} N_s^{k+1}.
\]

This implies

\[
\left(1 + D_1 \mu h^\beta \sum_{j=-M+s}^1 g_j\right) N_s^{k+1} > 0.
\]

Combining with the properties of \(g_i\), we know \(1 + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+s}^1 g_j > 0\). So \(N_s^{k+1} > 0\).

This contradicts the assumption.

If \(s = 2\), then along with the inequality (43) we have

\[
\left(1 + \frac{D_1 \mu g_0}{h^\beta}\right) N_s^{k+1} - \frac{D_1 \mu g_2}{3h^\beta} N_s^{k+1} > D_1 \mu g_2 h^\beta N_s^{k+1} - \frac{AD_1 \mu g_{M+s-2}}{3h^\beta} N_s^{k+1} - \frac{AD_1 \mu g_{M+s+2}}{3h^\beta} N_s^{k+1}.
\]

After calculating, we get

\[
\left(1 + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+2}^2 -g_j\right) N_2^{k+1} > 0.
\]

Repeating the arguments above, we know that there exists a contradiction. If \(s = M - 2\), the similar argument works.

Case 2. If \(N_s^{k+1} > 1\), then there exists a maximum \(N_s^{k+1}\) in \(\{N_s^{k+1}\}_{i=1}^{M-1}\). Since the right inequality of (41) implies

\[
N_s^{k+1} + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+s}^{s} g_j N_{s-j}^{k+1} \leq 1,
\]

we have

\[
\left(1 + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+s}^{s} g_j\right) N_s^{k+1} \leq 1 + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+s}^{s} -g_j N_s^{k+1}.
\]

Rewriting the inequality, it follows that

\[
\left(1 + \frac{D_1 \mu h^\beta}{3} \sum_{j=-M+s}^{s} g_j\right) N_s^{k+1} \leq 1.
\]
Noting that $1 + \frac{D_1 \mu}{\nu} \sum_{j=-M+s} g_j > 1$, $N_s^{n+1}$ needs to satisfy $N_s^{n+1} < 1$, which is contradictory with the assumption.

The argument for $P_i^{k+1}$ is similar to the discussion of $N_i^{k+1}$.

5. Numerical experiments. To verify the above theoretical results, we present some numerical results of the two numerical schemes (fractional centered difference scheme and WSGD scheme) with Neumann boundary. And the initial conditions are taken as

\[ N(x, 0) = 0.113585 + 0.0214 \cos(\pi x), \]
\[ P(x, 0) = 0.471397 + 0.0066 \cos(\pi x). \]

In this section, we fix the parameters $\sigma = 1$, $\varrho = 1.1$, $\gamma = 0.05$, $\kappa = 1$, and $\delta = 0.5$, use the diffusion coefficients $D_1 = 0.005$ and $D_2 = 0.2$ and take the domain $(0, 1) \times (0, 1)$.

In Figs 1-5, we use the fractional centered difference scheme to show different numerical solutions preserving the positivity and boundedness with the mesh $h = \tau = 0.01$. We observe that the orders $\alpha$ and $\beta$ affect the shape of the solutions obviously. Fig. 1 shows the solutions of classical predator-prey reaction-diffusion model with $\alpha = 1$ and $\beta = 2$. When $\alpha$ tends to 1 and $\beta$ to 2, the numerical solutions of the fractional predator-prey reaction-diffusion equations are also convergent to the solutions of the classical ones.

\[ \frac{\partial^\alpha N}{\partial t^\alpha} = D_1 \frac{\partial^3 N}{\partial |x|^\beta} + N \left( 1 - N - \frac{\varrho P}{P + N} \right) + f(x, t), \]
\[ \frac{\partial^\alpha P}{\partial t^\alpha} = D_2 \frac{\partial^3 P}{\partial |x|^\beta} + \sigma P \left( -\frac{\gamma + \kappa \delta P}{1 + \kappa P} + \frac{N}{P + N} \right) + g(x, t). \]
Suppose that the exact solution is

\[ N(x, t) = P(x, t) = (t + 1)^2 x^2 (1 - x)^2, \]
Figure 4. Numerical solution for the case $\alpha = 0.5$ and $\beta = 2$

Figure 5. Numerical solution for the case $\alpha = 0.5$ and $\beta = 1.5$

and the nonhomogeneous terms are

$$f(x, t) = 2(-1 + x)^2 x^2 \left( \frac{t^{1-\alpha}}{\Gamma(2-\alpha)} + \frac{t^{2-\alpha}}{\Gamma(3-\alpha)} \right)$$

$$+ \frac{D_1(1 + t)^2}{\Gamma(5 - \beta)} x^{-\beta} \left( \frac{(-1 + x)^2 x^\beta}{(1 - x)^\beta} (12x^2 - 6x\beta + (-1 + \beta)\beta) \right.$$

$$+ x^2(12(-1 + x)^2 + (-7 + 6x)\beta + \beta^2) \sec \left( \frac{\pi \beta}{2} \right)$$

$$- (t + 1)^2 x^2(1 - x)^2(1 - (t + 1)^2 x^2(1 - x)^2 - \alpha/2),$$
\( g(x, t) = 2(-1 + x)^2 x^2 \left( \frac{t^{1-\alpha}}{\Gamma(2 - \alpha)} + \frac{t^{2-\alpha}}{\Gamma(3 - \alpha)} \right) \)

\[
+ \frac{D_2(1 + t)^2}{\Gamma(5 - \beta)} x^{-\beta} \left( \frac{(-1 + x)^2 x^\beta}{(1 - x)^3} \right) (12x^2 - 6x\beta + (-1 + \beta)\beta)
\]

\[
+ x^2(12(-1 + x)^2 + (-7 + 6x)\beta + \beta^2) \sec(\pi\beta/2)
\]

\[- \sigma(t + 1)^2 x^2 (1 - x)^2 \left( -\gamma + \kappa\delta(t + 1)^2 x^2(1 - x)^2 + 1/2 \right).\]

Table 1 shows that the method has first-order accuracy for the time discretizations when \( \alpha = 0.5 \) and \( \beta = 1.5 \). In the computations of the example, we take the spatial steplength \( h = 0.005 \), which is small enough so that the error in space direction can be neglected for getting convergent rate. Table 2-4 show that the fractional centered difference scheme has second-order accuracy for different cases, and Table 5 and 6 show that the WSGD scheme also has second-order accuracy. In these cases, we consider the errors with temporal steplength \( \tau = 0.0001 \), which is small enough so that the error in time direction can be neglected for getting the convergent rate.

**Table 1.** The numerical errors and convergent orders for the time discretization with \( \alpha = 0.5 \) and \( \beta = 1.5 \) (the space derivative is discretized by the fractional centered difference scheme).

| \( \tau(h = 0.005) \) | \( e_N(h, \tau) \) | order | \( e_P(h, \tau) \) | order |
|------------------------|------------------|-------|------------------|-------|
| 0.1                    | 0.003082147971456 |       | 0.003879257478438 |       |
| 0.05                   | 0.001660319792980 | 0.89247 | 0.002045107336033 | 0.92360 |
| 0.025                  | 8.702233156421824e-04 | 0.93200 | 0.001057718602724 | 0.95122 |
| 0.0125                 | 4.486628201542942e-04 | 0.95575 | 5.405498347547111e-04 | 0.96846 |

**Table 2.** The numerical errors and convergent orders of the fractional centered difference scheme with \( \alpha = 0.5 \) and \( \beta = 1.5 \).

| \( h(\tau = 0.0001) \) | \( e_N(h, \tau) \) | order | \( e_P(h, \tau) \) | order |
|------------------------|------------------|-------|------------------|-------|
| 0.1                    | 0.002448567676975 |       | 0.012304879445640 |       |
| 0.05                   | 4.333240674121927e-04 | 2.4984 | 0.001897961774831 | 2.6967 |
| 0.025                  | 4.078185842617405e-05 | 3.4094 | 1.7708465422655e-04 | 3.4219 |
| 0.0125                 | 7.936093047861137e-06 | 3.2614 | 2.735531025410687e-05 | 2.6945 |

6. **Conclusion.** More than three decades ago, the classical diffusion is introduced into the predator-prey model, which leads to the predator-prey reaction-diffusion model. With the deep research on the anomalous diffusion, it is noticed that the anomalous diffusion is ubiquitous. It seems nature to introduce the anomalous
diffusion to the predator-prey model, then we get the space-time fractional predator-prey reaction-diffusion model. This paper proves that the analytical solutions of the model are positive and bounded; and we provide the semi-implicit numerical schemes with the first-order accuracy in time and second-order accuracy in space. The proposed schemes are proven to be stable and preserve the positivity and boundedness. And the theoretical results are confirmed by numerical experiments.
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