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Abstract—Multi-task learning (MTL) aims to improve the generalization performance of multiple tasks by exploiting the shared factors among them. Various metrics (e.g., F-score, Area Under the ROC Curve) are used to evaluate the performances of MTL methods. Most existing MTL methods try to minimize either the misclassified errors for classification or the mean squared errors for regression. In this paper, we propose a method to directly optimize the evaluation metrics for a large family of MTL problems. The formulation of MTL that directly optimizes evaluation metrics is the combination of two parts: (1) a regularizer defined on the weight matrix over all tasks, in order to capture the relatedness of these tasks; (2) a sum of multiple structured hinge losses, each corresponding to a surrogate of some evaluation metric on one task. This formulation is challenging in optimization because both of its parts are non-smooth. To tackle this issue, we propose a novel optimization procedure based on the alternating direction scheme of multipliers, where we decompose the whole optimization problem into a sub-problem corresponding to the regularizer and another sub-problem corresponding to the structured hinge losses. For a large family of MTL problems, the first sub-problem has closed-form solutions. To solve the second sub-problem, we propose an efficient primal-dual algorithm via coordinate ascent. Extensive evaluation results demonstrate that, in a large family of MTL problems, the proposed MTL method of directly optimization evaluation metrics has superior performance gains against the corresponding baseline methods.
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1 INTRODUCTION

Recently, considerable research has been devoted to Multi-Task Learning (MTL), a problem of improving the generalization performance of multiple tasks by utilizing the shared information among them. MTL has been widely-used in various applications, such as natural language processing [11], handwritten character recognition [30], scene recognition [29] and medical diagnosis [8]. Many MTL methods have been proposed in the literature [8], [11], [21], [13], [28], [30], [31], [53], [1], [10], [29], [15], [46], [18], [52], [26]. In this paper, we consider MTL for classification or regression problems. Note that either a multi-class classification problem or a multi-label learning problem can be regarded as an MTL problem. Most of the existing MTL methods focus on minimizing either a convex surrogate (e.g. the hinge loss or the logistic loss) of the 0-1 errors for multi-task classification, or the mean squared errors for multi-task regression. On the other hand, in practice, several evaluation metrics other than misclassified errors or mean squared errors are used the evaluation of MTL methods, e.g., F-score, Precision, Recall, Area Under the ROC Curve (AUC), Mean Average Precision. For example, in the cases of MTL on imbalanced data (e.g., in a task, the number of negative samples is much larger than that of the positive samples), cost-sensitive MTL or MTL for ranking, these metrics are more effective in performance evaluation than the standard misclassified errors or the mean squared errors. However, due to the computational difficulties, few learning techniques have been developed to directly optimize these evaluation metrics in MTL.

In this paper, we propose an approach to directly optimizing the evaluation metrics in MTL, which can be applied to a large family of MTL problems. Specifically, for an MTL problem with \( m \) tasks (the \( i \)th task is associated with a training set \( \{(x_j^{(i)}, y_j^{(i)})\}_{j=1}^{n_i} \) ), \( i = 1, 2, ..., m \), \( n_i \) represents the number of training samples for the \( i \)th

The first/second/third task is a binary classification problem of an instance belonging to class \( a/b/c \) or not. Hence, a multi-label learning problem is a special case of an MTL problem. Similarly, we can verify that a multi-class classification problem can also be regarded as an MTL problem.
task), we consider a generic formulation in the following:

$$\min_{W} \Omega(W) + \lambda \sum_{i=1}^{m} \mathcal{L}(W_{i}; \{ (x^{(i)}_j, y^{(i)}_j) \}_{j=1}^{n_i}),$$

(1)

where $W$ is the weight matrix with $m$ columns $W_1, W_2, ..., W_m$, $\lambda > 0$ is a trade-off parameter. This formulation is the linear combination of two parts. The first part is a regularizer $\Omega(W)$ defined on the weight matrix $W$ over all tasks, in order to leverage the relatedness of these tasks. Examples of this kind of regularizer include the trace-norm, the $\ell_{1,1}$-norm or the $\ell_{2,1}$-norm on $W$. The second part in the formulation is a sum of multiple loss functions, each corresponds to one task. In order to directly optimize a specific evaluation metric, we consider the hinge loss functions for structured outputs [39], [20], [50], [48], [47], which are surrogates of a specific evaluation metric.

Such a formulation in [1] includes a large family of MTL problems. Since the two parts in [1] are usually non-smooth, the optimization problem (1) is difficult to solve. To tackle this issue, we propose a novel optimization procedure based on the alternating direction scheme of multipliers (ADMM [6], [25]), which is widely used in various machine learning problems (e.g., [31], [22], [33], [44]). We decompose the whole optimization problem in (1) into two simpler sub-problems. The first sub-problem corresponds to the regularizer. For commonly-used regularizers (e.g., the trace-norm, the $\ell_{2,1}$-norm) in MTL, this sub-problem can be solved by close-form solutions. The second sub-problem corresponds to the structured hinge losses. To solve the second sub-problem, we propose an efficient primal-dual algorithm via coordinate ascent.

We conduct extensive experiments to evaluate the performances of the proposed MTL method. Experimental results show that the proposed method that optimizes a specific evaluation metric outperforms the corresponding MTL classification or MTL regression baseline methods by a clear margin.

2 Related Work

MTL is a wide class of learning problems. Roughly speaking, the existing MTL methods can be divided into three main categories: parameters sharing, common features sharing, and low-rank subspace sharing.

In the methods with parameter sharing, all tasks are assumed to explicitly share some common parameters. Representative methods in this category include shared weight vectors [11], hidden units in neural network [8], and common prior in Bayessian models [49], [51].

In the methods with common features sharing, task relatedness is modeled by enforcing all tasks to share a common set of features [2], [28], [22], [30], [13], [21], [53]. Representative examples are the methods which constrain the model parameters (i.e., a weight matrix) of all tasks to have certain sparsity patterns, for example, cardinality sparsity [30], group sparsity [28], [13], or clustered structure [21], [53].

The methods in the third category assume that all tasks lie in a shared low-rank subspace [1], [9], [10]. A common assumption in these category of methods is that most of the tasks are relevant while (optionally) there may exist a small number of irrelevant (outlier) tasks. These methods pursue a low-rank weight matrix that captures the underlying shared factors among tasks. Trace-norm regularization is commonly-used in these methods to encourage the low-rank structure on the model parameters.

Most of the existing MTL methods are focused on designing regularizers or parameter sharing patterns to utilize the intrinsic relationships among multiple related tasks. These MTL methods usually try to optimize the classification errors or the mean squared errors for regression. In practice, various other metrics (such as F-score and AUC) are used in the evaluation of MTL methods. However, little effort has been devoted to optimize these evaluation metrics in the context of MTL except for the work [14], in which the author proposed a hierarchical MTL formulation for structured output prediction in sequence segmentation. Since the regularizer used in [14] is decomposable, the hierarchical MTL problem can be decomposed into multiple independent tasks, each is a structure output learning problem with a simple regularizer. In this paper, we seek to directly optimize commonly-used evaluation metrics for MTL with possibly indecomposable regularizer, resulting in a generic approach that can be applied to a large family of MTL problems. Our formulation can be regarded as MTL for structure output prediction with an indecomposable regularizer.

The proposed methods in this paper are also related to the multi-label algorithms. There are various multi-label algorithm proposed in the literature, e.g., the RAKEL method that uses random $k$-label sets [41], the MLCSSP method that spans the original label space by subset of labels [4], the AdaBoostMH method based on AdaBoost [37], the HOMER method based on the hierarchy of multi-label learners [40], the binary relevance (BR) [42] method, the label power-set (LP) [42] method, and the ensembles of classifier chains (ECC) [35] method.

The proposed approach in this paper is to optimize the evaluation metrics in MTL. We refer the readers to Section 3 for the detailed introduction to the evaluation metrics related to the proposed approach.

3 Notations

We first introduce the notations to be used throughout this paper. We use bold upper-case characters (e.g., $M$, $X$, $W$) to represent matrices, and bold lower-case characters (e.g., $x$, $y$) to represent vectors, respectively. For a matrix $M \in \mathbb{R}^{d \times m}$, we denote $M_{ij}$ as the element at the cross of the $i$th row and $j$th column of $M$. We denote $M_i \in \mathbb{R}^{1 \times m}$ as the $i$th row of $M$, and $M_j \in \mathbb{R}^{d \times 1}$ as the $j$th column of $M$, respectively.
We denote $\|M\|_F$ as the Frobenius norm of $M$ that $\|M\|_F = \sqrt{\sum_{i=1}^d \sum_{j=1}^m (M_{ij})^2}$. Let $\|M\|_{1,1} = \sum_{i=1}^d \sum_{j=1}^m |M_{ij}|$ be the $\ell_{1,1}$-norm of $M$, where $|M_{ij}|$ is the absolute value of $M_{ij}$. Let $\|M\|_{2,1} = \sum_{i=1}^d \|M_{i*}\|_2$ be the $\ell_{2,1}$-norm of $M$, where $\|M_{i*}\|_2 = \sqrt{\sum_{j=1}^m M_{ij}^2}$ is the $\ell_2$-norm of $M_{i*}$. Let $\|M\|_\infty = \max_{ij} |M_{ij}|$ be the infinity norm of $M$. The trace-norm of $M$ is defined by $\|M\|_* = \sum_{k=1}^{rank(M)} \sigma_k(M)$, where $\{\sigma_k(M)\}_{k=1}^{rank(M)}$ are the non-zero singular values of $M$ and $rank(M)$ is the rank of $M$. We denote $M^T$ as the transpose of $M$. For a vector $x$, $|x|_2$ represents the $\ell_2$-norm.

In the context of MTL, we assume we are given $m$ learning tasks. The $i$th ($i = 1, \ldots, m$) task is associated with a training set $(X^{(i)}, y^{(i)})$, where $X^{(i)} \in \mathbb{R}^{n_i \times d}$ denotes the data matrix with each row being a sample, $y^{(i)} \in \{-1, +1\}^{n_i}$ denotes the target labels on $X^{(i)}$, $d$ is the feature dimensionality, and $n_i$ is the number of samples for the $i$th task. For $i = 1, 2, \ldots, m$, we define $E_i = \{-1, +1\}^{n_i}$ as the set of all possible $n_i$-dimensional vector, each of whose elements is either $-1$ or $1$. To simplify presentation, we assume $E_i = \{y_1, y_2, \ldots, y_p\}$ where $p = 2^{n_i}$ and $y_j$ is one of the possible vectors that belong to $\{-1, 1\}^{n_i}$.

We define a weight matrix $W = [W_1, \ldots, W_m] \in \mathbb{R}^{d \times m}$ on all of the $m$ tasks. The goal of (linear) MTL is to simultaneously learn $m$ (linear) predictors $W_i$ ($i = 1, \ldots, m$) to minimize some loss function $L(W_i; X^{(i)}, y^{(i)})$ (e.g., the least square loss $\|y^{(i)} - X^{(i)}W_i\|_2^2$), where $W_i \in \mathbb{R}^d$ is in the form of a column vector. Note that for each task, we have $X^{(i)} = [x_1^{(i)}, x_2^{(i)}, \ldots, x_m^{(i)}]$ and $y^{(i)} = [y_1^{(i)}, y_2^{(i)}, \ldots, y_p^{(i)}]$.

### 4 Problem Formulations

The linear MTL problem can be formulated as the generic form in (1). The objective functions in many existing MTL methods are special cases of such a formulation. The following are two examples:

- With the regularizer $\Omega(W)$ being the $\ell_{2,1}$-norm $\|W\|_{2,1}$ and each loss function $L(W; X^{(i)}, y^{(i)})$ being the mean squared loss $\frac{1}{2}\|y^{(i)} - X^{(i)}W_i\|_2^2$, the problem in (1) is the same as the objective used in [28].

- If the regularizer $\Omega(W)$ is set to be the trace-norm $\|W\|_*$, and each loss function $L(W; X^{(i)}, y^{(i)})$ is smooth (e.g., the mean squared loss $\frac{1}{2}\|y^{(i)} - X^{(i)}W_i\|_2^2$), the problem in (1) becomes the objective used in [17].

The existing MTL methods mainly focus on the design of good regularizers (i.e., $\Omega(W)$) to catch the shared factors among multiple related tasks. The loss functions used in these methods are either to minimize the misclassified errors (for classification) or the mean squared errors (for regression). On the other hand, in practice, several evaluation metrics other than misclassified errors or mean squared errors are used the evaluation of MTL methods, such as F-score and AUC. Particularly, in the cases of MTL on imbalanced data (e.g., in a task, the number of negative samples is much larger than that of the positive samples), these metrics are more effective in performance evaluation than the standard misclassified errors or the mean squared errors.

Learning techniques of directly optimizing evaluation metrics, as known as learning with structured outputs, have been developed for many (single-task) problems, e.g., classification [39], [20], ranking [50]. However, despite the acknowledged importance of the metrics like F-score or AUC, little effort has been made to design MTL methods that directly optimize these evaluation metrics. The main reason is that MTL of optimizing the evaluation metrics usually results in a non-smooth objective function which is difficult to solve.

In this paper, we focus on MTL with structured outputs and propose a generic optimization procedure based on ADMM. This optimization procedure can be applied to solving a large family of MTL problems that directly optimize some evaluation metric (e.g., F-score, AUC). We call the proposed method Structured MTL (SMTL for short).

The formulation of SMTL is also a special case of (1). In order to optimize some evaluation metric, we define the loss function for each task as the structured hinge loss:

$$L(W; X^{(i)}, y^{(i)}) = \max_{y_j \in E_i} [\Delta(y^{(i)}, y_j) - W_i^T X^{(i)^T}(y^{(i)} - y_j)],$$

where $y_j$ represents any possible label assignment on $X^{(i)}$. $\Delta(y^{(i)}, y_j)$ represents an evaluation metric to measure the distance between the true labels $y^{(i)}$ and the other labels $y_j$. For example, $\Delta(\cdot, \cdot)$ can be 1-F-score or 1-AUC.

The formulation of SMTL is defined as:

$$\min_{W} \Omega(W) + \lambda \sum_{i=1}^m \max_{y_j \in E_i} [\Delta(y^{(i)}, y_j) - W_i^T X^{(i)^T}(y^{(i)} - y_j)].$$

In this paper, we only focus on the MTL problems in the form of (2) that satisfy the following conditions:

- **Condition 1:** With respect to $\Omega(W)$, there is a close-form solution for the following sub-problem
  $$\min_{W} \Omega(W) + \mu \|W - M\|_F^2,$$

  where $M \in \mathbb{R}^{d \times m}$ and $\mu$ is a positive constant.

- **Condition 2:** For the evaluation metric $\Delta(y^{(i)}, y_j)$, the following sub-problem can be solve in polynomial time.
  $$\arg\max_{y_j \in E_i} [\Delta(y^{(i)}, y_j) - W_i^T X^{(i)^T}(y^{(i)} - y_j)].$$

The first condition is to restrict the regularizer $\Omega(W)$ and the second one is to restrict the evaluation metric function $\Delta(y^{(i)}, y_j)$. Even under these conditions, the
formulation in (2) includes a large family of MTL problems. On the one hand, for the regularizer \( \Omega(W) \), the following norms that are commonly-used in MTL satisfy Condition 1:

- **\( \ell_{1,1} \)-norm** For the MTL problems with \( \Omega(W) = ||W||_{1,1} \), the sub-problem in (3) is known to have the close-form solution

\[
W = S_{\mu} (M),
\]

where \( S_{\mu}(M) = \max(M - \mu, 0) + \min(M + \mu, 0) \) is the shrinkage operator [25].

- **\( \ell_{2,1} \)-norm** For the MTL problems with \( \Omega(W) = ||W||_{2,1} \), the sub-problem in (3) is also known to have close-form solutions:

\[
W_{j} = \begin{cases} 
\frac{||M_{j}||_2 - \frac{1}{\mu} - 1}{||M_{j}||_2} M_{j}, & \text{if } \frac{1}{\mu} < ||M_{j}||_2, \\
0, & \text{otherwise},
\end{cases}
\]

- **Trace-norm** For the MTL problems with \( \Omega(W) = ||W||_F \), the sub-problem in (3) is also have the close-form solution by the Singular Value Threshold method [7]. Specifically, by assuming \( U \Sigma V^T \) be the SVD form of \( M \), the close-form solution is given by:

\[
W = US_{1/\mu}(\Sigma)V^T.
\]

On the other hand, many commonly-used metric functions satisfy the second condition. The following are two examples which we will consider in this paper:

- **MTL by directly optimizing F-Score** F-Score is a typical performance metric for binary classification, particularly in learning tasks on imbalanced data. F-Score is a trade-off between Precision and Recall. Specifically, given \( y^{(i)} \) and \( y_j \), we define the precision as:

\[
Precision = \frac{\sum_{k=1}^{n_i} I(y^{(i)}_k = 1 \text{ and } y_j_k = 1)}{\sum_{k=1}^{n_i} I(y^{(i)}_k = 1)},
\]

and the recall as:

\[
Recall = \frac{\sum_{k=1}^{n_i} I(y^{(i)}_k = 1 \text{ and } y_j_k = 1)}{\sum_{k=1}^{n_i} I(y_j_k = 1)},
\]

where \( I(\text{condition}) \) represents the indicator function that \( I(\text{condition}) = 1 \) if \( \text{condition} \) is true, otherwise \( I(\text{condition}) = 0 \). Then the F-score on \( y^{(i)} \) and \( y_j \) is defined as:

\[
F_\beta = \frac{(1 + \beta) \times Precision \times Recall}{Precision + \beta \times Recall},
\]

where \( \beta \) is a trade-off parameter. Hereafter, we simply set \( \beta = 1 \). Finally, the metric function \( \Delta(\cdot, \cdot) \) with respect to the F-score is defined by:

\[
\Delta(y^{(i)}, y_j) = 1 - F_\beta.
\]

With such a form of \( \Delta(y^{(i)}, y_j) \), the sub-problem in (4) can be solved in polynomial time [20].

- **MTL by directly optimizing AUC** AUC is also a popular performance metric for binary classification, particularly in imbalanced learning. Given \( y^{(i)} \) and \( y_j \), the AUC metric can be calculated by:

\[
AUC = 1 - \frac{\text{Swapped}}{\text{Pos} \times \text{Neg}}
\]

where \( \text{Swapped} \) represents the number of “inverted” pairs in \( y^{(i)} \) compared to \( y_j \):

\[
\text{Swapped} = \sum_{i=1}^{n_i} \sum_{k=1}^{n_i} I(y^{(i)}_i = 1 \text{ and } y^{(i)}_k = -1) \\
\times I((y_j)_i = -1 \text{ and } (y_j)_k = 1).
\]

\( \text{Pos}/\text{Neg} \) represents the number of positive/negative samples in the \( i \)th task:

\[
\text{Pos} = \sum_{k=1}^{n_i} I(y^{(i)}_k = 1),
\]

\[
\text{Neg} = \sum_{k=1}^{n_i} I(y^{(i)}_k = -1).
\]

The corresponding \( \Delta(\cdot, \cdot) \) can be defined as:

\[
\Delta(y^{(i)}, y_j) = 1 - AUC.
\]

With such a form of \( \Delta(y^{(i)}, y_j) \), there also exists polynomial-time algorithms to solve the sub-problem in (4) [20].

Note that here the Precision, Recall, F-Score and AUC are defined for a particular task.

## 5 PROPOSED OPTIMIZATION PROCEDURE

### 5.1 Overview

In this section, we present the proposed optimization procedure to solve the problem (2). Our procedure is based on the scheme of ADMM.

For ease of presentation, we define

\[
G_i(W, i) = \max_{y_j} [\Delta(y^{(i)}, y_j) = W^T X^{(i)^T} (y^{(i)} - y_j)],
\]

and

\[
G(W) = \sum_{i=1}^{m} G_i(W, i).
\]

Then, the problem in (2) can be re-formulated to its equivalent form in the following:

\[
\min_{S, W} \quad \Omega(S) + \lambda G(W)
\]

\[
s.t. \quad W - S = 0,
\]

where \( S \in \mathbb{R}^{d \times m} \) is an auxiliary variable.

The corresponding augmented Lagrangian function with respect to (12) is:

\[
\mathcal{L}(W, S, Z) = \Omega(S) + \lambda G(W) + \langle Z, W - S \rangle + \frac{\rho}{2} ||W - S||_F^2.
\]

(13)
where \( Z \) is the Lagrangian multiplier, \( \langle \cdot , \cdot \rangle \) represents the inner product of two matrices (i.e., given matrices \( A \) and \( B \), we have \( \langle A, B \rangle = \text{Tr}(A^TB) \)), where \( \text{Tr}(M) \) is the trace of the matrix \( M \), \( \mu > 0 \) is an adaptive penalty parameter.

Based on the ADMM scheme, the sketch of the proposed optimization procedure is shown in Algorithm 1, where in each iteration we alternatively update \( W, \) \( S \) and \( Z \) by minimizing the Lagrangian function in (13) with other variables fixed. The update rules for \( W, S \) and \( Z \) are in the following:

\[
\begin{align*}
S^{(t+1)} &\leftarrow \arg\min_S A(W^{(t)}, S, Z^{(t)}) + \frac{\mu}{2} \|S - W^{(t)} - Z^{(t)}\|_F^2 \\
W^{(t+1)} &\leftarrow \arg\min_W A(W, S^{(t+1)}, Z^{(t)}) + \frac{\mu}{2} \|W^{(t)} - S^{(t+1)}\|_F^2 \\
Z^{(t+1)} &\leftarrow Z^{(t)} + \mu (W^{(t+1)} - S^{(t+1)}).
\end{align*}
\]

Note that hereafter we use \( M^{(t)} \) to represent the the value of variable \( M \) in the \( t \)-th iteration.

Next, we will present the details of solving the sub-problems with respect to \( S \) or \( W \), respectively, with other variables being fixed.

Algorithm 1 The proposed ADMM procedure for the structured MTL problem

Input: training set \( \{(X_i^{(t)}, y_i^{(t)})\}_{i=1}^m \), desired tolerant error \( \epsilon \), maximal iteration number \( T \) 
Output: Weight matrix \( W = [W_1, \ldots, W_m] \)
1. Initialize: \( Z = S = W \leftarrow 0_{k \times m}, t \leftarrow 0 \).
2. Repeat:
3. Update \( S^{(t+1)} \leftarrow \arg\min_S \Omega(S) + \frac{\mu}{2} \|S - W^{(t)} - Z^{(t)}\|_F^2 \)
   by solving (15), (17) or (18) accordingly.
4. For \( i = 1 \) to \( m \) 
5. Update \( W^{(t+1)} = \arg\min_W A(W, S^{(t+1)}, Z^{(t)}) + \frac{\mu}{2} \|W^{(t+1)} - S^{(t+1)}\|_F^2 \)
   by Algorithm 2.
6. End For
7. Update \( Z^{(t+1)} = Z^{(t)} + \mu (W^{(t+1)} - S^{(t+1)}).
8. Until \( \|S - W\|_\infty \leq \epsilon \) or \( t = T \).

5.2 Solving the Sub-Problem for \( S \)
In the \( t \)-th iteration (in the outer loop) of Algorithm 1, the sub-problem for \( S \) with respect to (13) can be simplified as:

\[
S^{(t+1)} \leftarrow \arg\min_S A(W^{(t)}, S, Z^{(t)}) + \frac{\mu}{2} \|S - W^{(t)} - Z^{(t)}\|_F^2 
\]

For different regularizer \( \Omega(S) \), the solution to (14) is different.

- **Case 1: the \( \ell_{1,1} \)-norm** With \( \Omega(S) = \|S\|_{1,1} \), by applying (5) to (14), we have:
  \[
  \arg\min_S \|S\|_{1,1} + \frac{\mu}{2} \|W^{(t)} - S + Z^{(t)}\|_F^2 \\
  = \max(0, W^{(t)} + Z^{(t)} - 1/\mu) \\
  + \min(0, W^{(t)} + Z^{(t)}) + \mu/\mu.
  \]

- **Case 2: the \( \ell_{2,1} \)-norm** When \( \Omega(S) = \|S\|_{2,1} \), (14) can be rewritten as:
  \[
  \arg\min_S \|S\|_{2,1} + \frac{\mu}{2} \|W^{(t)} - S + Z^{(t)}\|_F^2 .
  \]

By applying (6) to (16), we obtain the following close-form solution:

\[
S_j = \begin{cases} 
\frac{||M_j||_2}{||M_j||_2} M_j, & \text{if } \frac{1}{\mu} < ||M_j||_2, \\
0, & \text{otherwise},
\end{cases}
\]

where \( M = W^{(t)} + Z^{(t)}/\mu \).

- **Case 3: the trace-norm** When \( \Omega(S) = \|S\|_* \), we can apply (7) to (14) and obtain the following close-form solution:

\[
\arg\min_S \|S\|_* + \frac{\mu}{2} \|W^{(t)} - S + Z^{(t)}/\mu\|_F^2 \\
= \left( U(\max(0, \Sigma - 1/\mu) + \min(0, \Sigma + 1/\mu)) V^T ,
\]

where \( U \Sigma V^T \) is the SVD form of \( W^{(t)} + Z^{(t)}/\mu \).

5.3 Solving the Sub-Problem for \( W \)
5.3.1 Formulation
In the \( t \)-th outer iteration in Algorithm 1, the sub-problem for \( W \) with respect to (13) can be reformulated as:

\[
W^{(t+1)} \leftarrow \arg\min_W A(W, S^{(t+1)}, Z^{(t)}) + \frac{\mu}{2} \|W - S^{(t+1)} - Z^{(t)}/\mu\|_F^2 
\]

To simplify presentation, we denote \( b_i = S^{(t+1)} - Z^{(t)}/\mu \). Then, the problem in (19) can be separated into \( m \) independent sub-tasks:

\[
\min \lambda_G(W, i) + \frac{\mu}{2} \|W_i - b_i\|_F^2 , i = 1, ..., m.
\]

For \( j = 1, 2, ..., p \), we define \( K_j = [K_{1j}, K_{2j}, ..., K_{pj}] \) with \( K_{ij} = x^{(i)'}(y^{(i)} - y_j) + \frac{\mu}{2} b_i \Delta = (\Delta_1, \Delta_2, ..., \Delta_p)^T 
\) with \( \Delta_j = \Delta(y^{(i)}, y_j) \). Then, the problem in (20) can be simplified as:

\[
\min \lambda_G(W, i) + \frac{\mu}{2} \|W_i - b_i\|_F^2 \\
= \min \frac{\mu}{2} (\|W_i\|_F^2 + \|b_i\|_2^2 - 2W_i' b_i) \\
+ \lambda \max_{y_j \in E} \Delta(y^{(i)}, y_j) - W_i' X^{(i)}(y^{(i)} - y_j).
\]

By re-scaling the objective (21) by \( \mu \) and drop the terms independent of \( W_i \) and \( y_j \), we have:

\[
\min \frac{1}{\mu} \|W_i\|_2^2 + \max_{j} \Delta_j - (W_i' K_j)
\]

The existence of the max operator on exponential number of elements makes it difficult to optimize the objective in (22). To tackle this issue, in the next two subsections, we derive the Fenchel dual form of (22) and develop a coordinate ascent algorithm to solve this dual form.
5.3.2 Fenchel Dual Form of (22)

In this subsection, we derive the Fenchel dual [36] form of (22). To simplify presentation, we use \( w \) to represent \( \mathbf{W} \). Then we re-formulate the primal form in (22) as:

\[
\min_{\mathbf{w}} \mathcal{P}(\mathbf{w}) = \mathcal{M}(\mathbf{w}) + \mathcal{N}(-\mathbf{w}^T \mathbf{K}) = \frac{1}{2} ||\mathbf{w}||_2^2 + \frac{\lambda}{\mu} \max_j (\Delta_j^T - \mathbf{w}^T \mathbf{K})_j,
\]

(23)

where we define \( \mathcal{M}(\mathbf{w}) = \frac{1}{2} ||\mathbf{w}||_2^2 \) and \( \mathcal{N}(-\mathbf{w}^T \mathbf{K}) = \frac{\lambda}{\mu} \max_j (\Delta_j^T - \mathbf{w}^T \mathbf{K})_j \).

Before deriving the dual form of (23), we first introduce the definition (Definition 1) and the main properties (Theorem 1 and 2) of Fenchel duality.

**Definition 1.** The Fenchel conjugate of function \( f(x) \) is defined as \( f^*(\theta) = \max_{x \in \text{dom}(f)} (\langle \theta, x \rangle - f(x)) \).

**Theorem 1.** (Fenchel-Young inequality: [35], Proposition 3.3.4) Any points \( \theta \) in the domain of function \( f^* \) and \( x \) in the domain of function \( f \) satisfy the inequality:

\[
f(x) + f^*(\theta) \geq \langle \theta, x \rangle \tag{24}
\]

The equality holds if and only if \( \theta \in \partial f(x) \).

**Theorem 2.** (Fenchel Duality inequality, see e.g., Theorem 3.3.5 in [35]) Let \( \mathcal{M} : \mathbb{R}^d \to (-\infty, +\infty) \) and \( \mathcal{N} : \mathbb{R}^p \to (-\infty, +\infty) \) be two closed and convex functions, and \( \mathbf{K} \) be a \( \mathbb{R}^{d \times p} \) matrix. Then we have:

\[
\sup_{\alpha} -\mathcal{M}^*(\mathbf{K}\alpha) - \mathcal{N}^*(\alpha) \leq \inf_{\mathbf{w}} \mathcal{M}(\mathbf{w}) + \mathcal{N}(-\mathbf{w}^T \mathbf{K}), \tag{25}
\]

where \( \alpha \in \mathbb{R}^p \) and \( \mathbf{w} \in \mathbb{R}^d \). The equality holds if and only if \( 0 \in (\text{dom}(\mathcal{N}) - \mathbf{K}^T \text{dom}(\mathcal{M})) \).

Note that the right hand side of the inequality in (25) is called the primal form and the left hand side of (25) is the corresponding dual form.

With Definition 1, it is known (see, e.g., [38], Appendix B) that the Fenchel conjugate of \( f(x+y) \) is \( f^*(\theta) - \langle \theta, y \rangle \), the Fenchel conjugate of \( cf(x) \) \((c > 0)\) is \( cf^*(\theta/c) \). Then we can derive that the Fenchel conjugate of \( cf(x+y) \) is:

\[
cf^*(\theta/c) - \langle \theta, y \rangle. \tag{27}
\]

In addition, the Fenchel conjugate of \( f(x) = \max_j f_j(x_j) \) is \( I_{\theta_j \geq 0, \sum_{j} I_{\theta_j} = 1}(\theta) \) with \( I_{\text{condition}}(\cdot) \) being the indicator function that \( I_{\text{condition}}(\theta) = 1 \) if condition \( \text{condition} \) is true and otherwise \( I_{\text{condition}}(\theta) = +\infty \) (see [38], Appendix B). For convenience, we denote \( Q(x) = \max_j (x_j) \). It is easy to verify that \( \mathcal{N}(-\mathbf{w}^T \mathbf{K}) = \frac{\lambda}{\mu} \max_j (\Delta_j - \mathbf{w}^T \mathbf{K})_j = \frac{\lambda}{\mu} Q(\Delta_j - \mathbf{w}^T \mathbf{K}) \). Hence, by using (27), the Fenchel conjugate of \( \mathcal{N}(-\mathbf{w}^T \mathbf{K}) \) is:

\[
\mathcal{N}^*(\alpha) = \frac{\lambda}{\mu} Q^*((\alpha)/\frac{\lambda}{\mu}) - \langle \alpha, \Delta \rangle
\]

\[
= \begin{cases} 
-\Delta^T \alpha, & \sum_{k=1}^p \alpha_k = \frac{\lambda}{\mu} \text{and } \alpha_k \geq 0, \ k = 1, \ldots, p; \\
+\infty, & \text{otherwise}.
\end{cases}
\]

(28)

With (26), (28) and (25), we have that the dual form of (23) is:

\[
\max_{\alpha} \mathcal{D}(\alpha) = \max_{\alpha} -\mathcal{M}^*(\mathbf{K}\alpha) - \mathcal{N}^*(\alpha) = \max_{\alpha} -\frac{1}{2} \mathbf{K}^T \mathbf{K} \alpha + \Delta^T \alpha
\]

\[
s.t. \sum_{k=1}^p \alpha_k = \frac{\lambda}{\mu} \text{and } \alpha_k \geq 0, \ k = 1, \ldots, p.
\]

(29)

The dual form in (29) is a smooth quadratic function with linear constraints, which is easier to be optimized compared to its primal form in (23).

5.3.3 Primal-Dual Algorithm via Coordinate Ascent

In this subsection, we develop a coordinate ascent algorithm to optimize the objective in (29), where we use the primal-dual gap \( \mathcal{P}(\mathbf{w}) - \mathcal{D}(\alpha) \) as the early stopping criterion. Coordinate ascent is a widely-used method in various machine learning problems (e.g., [12], [38], [23], [45]).

**Algorithm 2** Primal-dual algorithm via coordinate ascent

Input: \( b, \epsilon_F, \lambda, \mu, \) maximal iteration number \( T_F \)

Output: \( \mathbf{w} \)

1. Initialize: \( v \leftarrow 0, \mathbf{\hat{w}} \leftarrow 0 \)

2. Repeat:

3. Find the largest element \( (\alpha_j)_j \) in the gradient vector \( g = \nabla \mathcal{D}(\alpha) \) by solving (30) via Algorithm 3 for F-score (or Algorithm 4 for AUC).

4. \( \Delta_j \leftarrow \Delta y_j (y_j - y_j) + \frac{\lambda}{\mu} \mathbf{b}_i \)

5. Update \( \mathbf{w} \) by (37).

6. Update \( v \) by (38).

9. Until \( \mathbf{w}^T \mathbf{\hat{w}} + \max_j (\alpha_j)_j \leq \epsilon_F \) or iteration number reaches \( T_F \)

10. \( \mathbf{w} \leftarrow \mathbf{\hat{w}} \)

The proposed coordinate ascent algorithm is shown in Algorithm 2. Next, we sketch the main steps the proposed algorithm in the following:

**Repeat**

- Select an index \( j \) with the \( j \)-th element \( (\nabla \alpha \mathcal{D}(\alpha))_j \) in the gradient vector \( \nabla \alpha \mathcal{D}(\alpha) \) having the largest element.
- Update \( \alpha_j \) with other \( \alpha_k \) \((k \neq j)\) fixed, in a manner of greedily increasing the value of \( \mathcal{D}(\alpha) \).

**Until** the early stopping criterion \( \mathcal{P}(\mathbf{w}) - \mathcal{D}(\alpha) \leq \epsilon_F \) is satisfied.

In each iteration, the proposed algorithm has three main building blocks:
The First Step is to select an index \( j \) that the \( j \)-th element is the largest element in the gradient vector for the dual objective \( D(\alpha) \). Specifically, the gradient vector with respect to \( \alpha \) for \( D(\alpha) \) is:

\[
g_\alpha = \nabla_\alpha D(\alpha) = -K^T_K\alpha + \Delta,
\]
and the largest element in \( \nabla_\alpha D(\alpha) \) is:

\[
(g_\alpha)_j = (\nabla_\alpha D(\alpha))_j = \max_j \Delta_j - (K\alpha)^T_K j.
\]

We denote \( \hat{w} = K\alpha \). Then, with the definition of \( \Delta_j \) and \( K_j \), we have:

\[
(\nabla_\alpha D(\alpha))_j = \max_j \Delta(y(i), y(j)) - \hat{w}^T X(i)^T (y(i) - y(j)).
\]

(30)

Interestingly, the problem in (30) is essentially the same as the problems of “finding the most violated constraint” in Structured-SVMs (e.g., the problem (7) in [20]). For several commonly-used evaluation metrics \( \Delta(\ldots) \), efficient algorithm in polynomial-time were proposed to solve the problems of “finding the most violated constraint”. One can directly use these inference algorithms to solve (30) of selecting the largest element from the gradient vector \( \nabla_\alpha D(\alpha) \). For example, when \( \Delta(\ldots) \) corresponds to F-score, one can use Algorithm 2 in [20] to solve (30), when \( \Delta(\ldots) \) corresponds to AUC, one can use Algorithm 3 in [20] to solve (30). For self-containness, we showed these two algorithms with our notations in Algorithm 3 and 4. Note that Algorithm 3 and 4 have the time complexity in \( O(n_1^2) \) and \( O(n_1 \log n_1) \), respectively.

Algorithm 3 Algorithm to solve (30) with loss function defined on F-score

| Input: \( n = n_1, X(i) = (x_1(i), \ldots, x_n(i))^T \), \( y(i) = (y_1(i), \ldots, y_n(i))^T \), \( \hat{w} \) |
| Output: \( y_j \) |
| 1. Initialize: \( \{k_1, \ldots, k_{n_1}\} \) ← \( \text{sort}\{k : y_k = 1\} \) by \( \hat{w}^T x_k \) |
| 2. For \( a \) in \( [0, \ldots, \text{Pos}] \) do: |
| 3. \( c \leftarrow \text{Pos} - a \) |
| 4. Set \( \lambda_1, \ldots, \lambda_{Pos} \) to 1 and set \( \lambda_{Pos+1}, \ldots, \lambda_{n_1} \) to -1 |
| 5. For \( d \) in \( [0, \ldots, \text{Neg}] \) do: |
| 6. \( b \leftarrow \text{Neg} - d \) |
| 7. Set \( \lambda_1, \ldots, \lambda_{d} \) to 1 and set \( \lambda_{d+1}, \ldots, \lambda_{n_1} \) to -1 |
| 8. \( v \leftarrow \Delta(y(i), (y_1, \ldots, y_n)^T) + \hat{w}^T \sum_{k=1}^{n_1} \lambda_k x_k \) |
| where \( \Delta(\ldots) \) is defined by (11) |
| 9. If \( v \) is the largest so far, then: |
| 10. \( y_j \leftarrow (l_1, \ldots, l_{n_1})^T \) |
| 11. End if |
| 12. End for |
| 13. End for |

The Second Step is to update \( \alpha_j \) by fixing other variable \( \alpha_k (k \neq j) \), given the selected index \( j \).

We define the update rules for \( \alpha \) as:

\[
\alpha \leftarrow (1 - \gamma)\alpha + \frac{\gamma \lambda}{\mu} e_j,
\]

(31)

where \( 0 \leq \gamma \leq 1 \) and \( e_j \) denotes the \( n_i \)-dimension vector with the \( j \)-th element being one and other elements being zeros. It is worth noting that, given \( \alpha_j \geq 0 \) and \( \sum_j \alpha_j = \lambda/\mu \) before updating, and \( 0 \leq \gamma \leq 1 \), this form of rules in (31) guarantees that \( \alpha_j \geq 0 \) and \( \sum_j \alpha_j = \lambda/\mu \) still hold after updating.

By substituting (31) into (29), we obtain the corresponding optimization problem with respect to \( \gamma \):

\[
\max_{\gamma} -\frac{1}{2}(1 - \gamma)\alpha + \frac{\lambda}{\mu} e_j^T K^T K(1 - \gamma)\alpha + \frac{\lambda}{\mu} e_j^T \Delta
\]

(32)

Intuitively, our goal is to find \( \gamma \in [0, 1] \) to increase the dual objective \( D(\alpha) \) as much as possible. By setting the gradient of (32) with respect to \( \gamma \) to zero, we have

\[
||K(e_j \lambda/\mu - \alpha)||_2^2 \gamma + ||e_j \lambda/\mu - \alpha||_2^2 \Delta = 0
\]

By simple algebra, we have

\[
\gamma = -\frac{(e_j \lambda/\mu - \alpha)^T(K^T K \alpha - \Delta)}{||K(e_j \lambda/\mu - \alpha)||_2^2}
\]

(33)

To ensure that \( 0 \leq \gamma \leq 1 \), we make further restriction on \( \gamma \):

\[
\gamma = \max(\min(-\frac{(e_j \lambda/\mu - \alpha)^T(K^T K \alpha - \Delta)}{||K(e_j \lambda/\mu - \alpha)||_2^2}, 1), 0)
\]

(34)

The calculation of \( \gamma \) in (34) depends on the calculation of \( K\alpha \) and \( \alpha^T \Delta \). However, since \( K \in \mathbb{R}^{d \times p} \), \( \Delta \in \mathbb{R}^p \) and \( p = 2^n \), the time of directly calculating either \( K\alpha \) or \( \alpha^T \Delta \) depends exponentially on \( n_1 \), which may often unaffordable. In order to improve efficiency, we maintain auxiliary variable to reduce the computation cost. Remind that we have defined \( \hat{w} = K\alpha \). We also define \( v = \alpha^T \Delta \). We maintain \( \hat{w} \) and \( v \) during the iterations.
With the update rule (31) for $\alpha$, we can easily derive the corresponding update rules for $\hat{w}$ and $v$, respectively:

$$\hat{w} \leftarrow (1 - \gamma)\hat{w} + \frac{\gamma\lambda}{\mu}K_j, \quad (35)$$

$$v \leftarrow (1 - \gamma)v + \frac{\gamma\lambda}{\mu}\Delta_j. \quad (36)$$

Obviously, the update rule for $\hat{w}$ (or $v$) has the time complexity $O(d)$ (or $O(1)$).

With the maintained $\hat{w}$ and $v$, the update rule in (34) can be simplified to:

$$\gamma \leftarrow \max(\min(-\frac{\lambda}{\mu}(K_j^T\hat{w} - \Delta_j) - \hat{w}^T\hat{w} + v, \frac{1}{\mu}k_j - \hat{w})\|\frac{1}{\mu}k_j - \hat{w}\|^2, 1), 0), \quad (37)$$

where the time complexity of update $\gamma$ in (37) is reduced to $O(d)$.

The early stopping criterion is defined based on the primal-dual gap $\mathcal{P}(w) - \mathcal{D}(\alpha) \leq \epsilon_F$ where the parameter $\epsilon_F$ is the pre-defined tolerance. Assume $\mathcal{P}(w^*)$ is the optimal value of the primal objective (23). According to Theorem 2, we have:

$$\mathcal{P}(w) - \mathcal{P}(w^*) \leq \mathcal{P}(w) - \mathcal{D}(\alpha) \leq \epsilon_F.$$  

It is worth noting that, by using the update rule (31) with $0 \leq \gamma \leq 1$, Algorithm 2 guarantees that $\alpha$ satisfies the constraints $\alpha_k \geq 0$ and $\sum_k \alpha_k = \lambda/\mu$ in all of the iterations. In order words, we have $N^*(\alpha) < \infty$ in all of the iterations. Hence, with (23) and (29), we have:

$$\mathcal{P}(w) - \mathcal{D}(\alpha) = \mathcal{M}(w) + \mathcal{M}^*(K\alpha) + N^*(\alpha) \geq \mathcal{M}(w) + \mathcal{M}^*(\hat{K}_\alpha) \geq (w, \hat{K}_\alpha), \quad (38)$$

With Theorem 1, we have $\mathcal{M}(w) + \mathcal{M}^*(\hat{K}_\alpha) \geq (\hat{w}, \hat{K}_\alpha)$, where the equality holds when $w = K\alpha = \hat{w}$. In order to greedily upper-bounded the gap $\mathcal{D}(\alpha^*) - \mathcal{D}(\alpha)$, we set $w = K\alpha = \hat{w}$ in (38) and obtain:

$$\mathcal{P}(w) - \mathcal{D}(\alpha) = (\hat{w}, \hat{K}_\alpha) + N(\hat{w}^T\hat{K}) + N^*(\alpha) \geq \hat{w}^T\hat{w} + \max_j(g_{a,j}) - v \quad (39)$$

Consequently, the early stopping criterion is set to be $\hat{w}^T\hat{w} + \max_j(g_{a,j}) - v \leq \epsilon_F$, which can be calculated in time $O(d)$.

5.4 Convergence Analysis

For the sub-problem w. r. t. $W$ (see Section 5.3), the proposed coordinate ascent method is similar to those in [38], [23]. By using similar proof techniques to those of [38], [23] (e.g., see the proofs of Theorem 1 in [23]), we can derive that, after $T$ iteration in Algorithm 2, we have $\mathcal{D}(\alpha^*) - \mathcal{D}(\alpha) \leq \mathcal{P}(w) - \mathcal{D}(\alpha) \leq \epsilon_F = O(\frac{1}{T})$. Note that $\mathcal{D}(\alpha^*) = \mathcal{P}(w^*)$, where $\mathcal{D}(\alpha^*)$ and $\mathcal{P}(w^*)$ are the optimal solution of (29) and (23) respectively. Ideally, for all the tasks, if we set the iteration number $T$ to be sufficient large, we can solve the sub-problem w.r.t. $W$ exactly (by ignoring the small numerical errors).

In addition, as discussed in Section 5.2 the sub-problems w. r. t. $S$ can be solved exactly by closed-form solutions. Hence, the objective (12) is convex subject to linear constraints, and both of its subproblems can be solved exactly. Based on existing theoretical results [6], [16], we have that Algorithm 1 converges to global optima with a $O(1/\epsilon)$ convergence rate.

6 Experiments

6.1 Overview

In this section, we evaluate and compare the performance of the proposed SMTL method on several benchmark datasets. For the regularizer $\Omega(S)$ in (12), we consider $||S||_{1,1}$, $||S||_{2,1}$ and $||S||_*$, respectively. For the evaluation metric $\Delta(.,.)$ used in $\mathcal{G}(W)$ in (12), we consider $t$-score (with $\beta = 1$) and $\text{AUC}$. These settings lead to six variants of SMTL.

Here we focus on MTL for classification. Given a specific regularizer (i.e., $||S||_{1,1}$, $||S||_{2,1}$ or $||S||_*$), we choose these methods as baselines: (1) single-task structured SVM that directly optimizes AUC (StructSVM) [20], we train it on each of the individual tasks and average the results. (2) MTL with hinge loss for classification (MTL-CLS). (3) MTL with least squares loss for regression (MTL-REG). (4) RAkEL, a meta algorithm using random $k$-label sets (41). (5) MLCSSP, a method spanning the original label space by subset of labels (4). (6) AdaBoostMH, a method based on AdaBoost [37]. (7) HOMER, a method based on the hierarchy of multi-label learners [40]. (8) BR, the binary relevance method (42). (9) LP, the label power-set method (42). (10) ECC, the ensembles of classifier chains method (ECC) [35]. Note that the classification problem can be regarded as a regression problem.

The proposed methods, the baselines MTL-CLS and MTL-REG were implemented with Python 2.7. For MTL-REG, our implementations are based on the algorithms in [28] (for the $\ell_{2,1}$ norm) and [17] (for the trace norm). According to Theorem 3 in [20], the problem of MTL-CLS is equivalent to a special form of SMTL in (2) (with $\Delta(y^{(i)}, y) = 2 \times t$, where $t$ represents the number of index $k$ that satisfies $y^{(i)}_k \neq y_k$). Hence, our implementation of MTL-CLS is based on the framework of Algorithm 1. For StructSVM, we use the open-source implementation of SVM-Perf [20]. All the experiments were conducted on a Dell PowerEdge R320 server with 16G memory and 1.9Ghz E5-2420 CPU.

2. For a dataset for binary classification that each positive example has a label $+1$ and each negative example has a label $-1$, one can regard these labels as real numbers (i.e., 1.0 for each of the positive examples and $-1.0$ for each of the negative examples). Then, this dataset can be used in a MTL method for regression to learn a regressor. After obtaining the regressor, for a test example $x$, if the predicted label of $x$ (by the regressor) is larger than 0, one can regard $x$ as a positive example. On the other hand, if the predicted label of $x$ is smaller than 0, then one can regard $x$ as a negative example.
We report the experimental results on 9 real-world datasets. The statistics of these datasets are summarized in Table 1. In the Emotions dataset, the labels are 6 kinds of emotions, and the features are rhythmic and timbre extracted from music wave files. In the Yeast dataset, the labels are localization sites of protein, and the features are protein properties. In the Flags dataset, the labels are religions of countries and the features are extracted from flag images. In the Cal500 dataset, the labels are semantically meaningful popular songs and the features are extracted from audio data. In the Segmentation dataset, the labels are content of image region, and the features are pixels' properties of image regions. In the Optdigits dataset, the labels are handwritten digits 0 to 9, and the features are pixels. In the MediaMill dataset, the labels are semantic concepts of each video and the features are extracted from videos. In the TMC2007 dataset, the labels are scene types, and the features are spatial color moments in LUV space. All of these datasets are normalized.

Table 1: Statistics of 9 datasets

| Type       | Features | Samples | Tasks |
|------------|----------|---------|-------|
| Emotions   | music    | 72      | 593   | 6     |
| Flags      | image    | 19      | 214   | 174   |
| Cal500     | songs    | 68      | 502   | 174   |
| Segmentation| image    | 19      | 2310  | 7     |
| Optdigits  | image    | 64      | 5620  | 10    |
| MediaMill  | multimedia| 120    | 10000 | 12    |
| TMC2007    | test     | 500     | 10000 | 6     |
| Scene      | image    | 294     | 2407  | 6     |

Following the settings in [9], to evaluate the performance, we use AUC, Macro F1-score, and Micro F-score as the evaluation metrics (the details about the computation of AUC and F-score can be found in Section 4).

For each dataset, we firstly generate 10 60%:40% partitions. In each partition, the “60%” part is used as the training set and the “40%” part is used as the test set. Then, we run each of the methods (the baselines and the proposed methods) on these 10 partitions, and report the averaged results on these 10 trials. Note that, for a fair comparison, in a dataset, each method uses the same ten partitions to produce its results. After the training set is determined, we conduct 10-fold cross validation on the training set to choose the trade-off parameter λ within the range of \( \{10^{-3} \times i | i = 1 \cup \{10^{-2} \times i | i = 1 \cup \{10^{-1} \times i | i = 1 \cup \{2 \times i | i = 1 \cup \{40 \times i | i = 1 \} \} \} \} \).

In Algorithm 2, we set the maximum iterations \( T_F = 500 \) and the optimization tolerance \( \epsilon_F = 10^{-5} \).

### 6.2 Results on real-world datasets

The evaluation results w.r.t. Micro F1, Macro F1 and AUC (with standard deviations) of the proposed SMTL are shown in Table 2 and 3. As can be seen, by using the same regularizer, the proposed SMTL variants that optimize F1-score or AUC show superior performance gains over the baselines. In most cases, the SMTL variant that optimizes a specific metric achieves the best results on this metric. Here are some statistics.
On the Yeast dataset, the value of Macro F1 using SMTL($\ell_2, F_1$) is 44.35%, a 22.16% relative increase compared to the best MTL baseline MTL-CLS($\ell_2$); the value of Micro F1 using SMTL($\ell_2, F_1$) is 55.45%, a 17.91% relative increase compared to the best MTL baseline MTL-REG($\ell_2$); the value of averaged AUC using SMTL($\ell_1, 1 + AUC$) is 62.62%, a 7.57% relative increase compared to the best MTL baseline MTL-CLS($\ell_1$). On the Emotions dataset, the proposed SMTL($\ell_2, F_1$) performs 66.24% at Macro F1, a 4.58% relative increase compared to the best MTL baseline MTL-CLS($\ell_2$); SMTL($\ell_1, 1 + AUC$) performs 83.38% at AUC, a 2.53% relative increase compared to the best MTL baseline MTL-CLS($\ell_1$). On the Flags dataset, SMTL($\ell_2, F_1$) performs 67.6% at Macro F1, a 5.95% relative increase compared to the best MTL baseline MTL-CLS($\ell_2$). On the Yeast dataset, SMTL($\ell_1, 1 + AUC$) performs 21.72% at Macro F1, compared to 12.447% of MTL-REG($\ell_1$), which indicates a 74.51% relative increase. SMTL($\ell_2, F_1$) performs 40.127% at Micro F1, compared to 37.357% of MTL-CLS($\ell_1$), which indicates a 7.41% relative increase.

In addition, we conduct $t$-tests and Wilcoxon’s signed rank test on 9 datasets to investigate the improvements of SMTL methods against the baselines are statistically significant. The $p$-values of $t$-tests are showed in Table 5 and 6. The $p$-values of Wilcoxon’s tests are showed in Table 7. As can be seen, most of the $p$-values are smaller than 0.05, which indicate that the improvements are statistically significant. These results verify the effectiveness of directly optimizing evaluation
### TABLE 6: t-test: p-values of SMTL against the baselines

| Two methods for comparison | Optdigits | Yeast | Emotions | Some | Flags |
|----------------------------|-----------|-------|----------|------|-------|
|                            | Avg AUC   | TMC'07 | MediaMI | Segmentation |
| **F:** 2                  | SMTL(AUC) vs. MTL-CLS | 2.62E-05 | 1.00E-12 | 2.00E-12 | 4.92E-02 | 4.00E-02 |
|                           | SMTL(AUC) vs. MTL-REG | 7.48E-05 | 1.47E-09 | 7.48E-05 | 4.74E-03 | 4.21E-02 |
| Trace SMTL(AUC) vs. MTL-CLS | 4.54E-02 | 1.96E-02 | 7.84E-03 | 3.00E-03 | 1.89E-02 | 4.47E-02 |
| Trace SMTL(AUC) vs. MTL-REG | 4.84E-03 | 1.09E-03 | 3.00E-03 | 2.55E-03 | 4.67E-11 | 4.02E-02 |
| Trace SMTL(AUC) vs. RAEL | 2.55E-06 | 1.71E-09 | 2.55E-06 | 4.67E-11 | 4.02E-02 |
| Trace SMTL(AUC) vs. RAEL | 2.98E-12 | 1.00E-07 | 2.98E-12 | 1.00E-07 | 3.50E-06 |
| Trace SMTL(AUC) vs. MLCSP | 4.10E-06 | 1.00E-06 | 4.10E-06 | 3.21E-02 | 2.12E-02 |
| Trace SMTL(AUC) vs. RAEL | 4.66E-12 | 2.04E-04 | 4.66E-12 | 2.45E-04 | 3.90E-06 |
| Trace SMTL(AUC) vs. BR | 2.25E-16 | 7.37E-10 | 3.40E-04 | 7.37E-02 | 1.63E-06 |
| Trace SMTL(AUC) vs. LP | 5.12E-14 | 6.42E-07 | 9.35E-15 | 4.93E-05 | 2.39E-05 |
| Trace SMTL(AUC) vs. ECC | 2.00E-13 | 2.09E-12 | 6.45E-07 | 3.26E-05 | 9.78E-01 |

### TABLE 7: Wilcoxon’s p-values of SMTL against the baselines

| Two methods for comparison | Optdigits | TMC'07 | MediaMI | Segmentation |
|----------------------------|-----------|-------|----------|-------|
| **F:** 2                  | SMTL(F2) vs. MTL-CLS | 4.09E-21 | 2.70E-05 | 2.00E-04 | 1.64E-05 | 3.14E-02 |
|                           | SMTL(F2) vs. MTL-REG | 5.17E-28 | 5.00E-02 | 7.48E-05 | 1.09E-04 | 1.97E-05 |
| Trace SMTL(F2) vs. MTL-CLS | 2.10E-21 | 4.81E-07 | 4.28E-03 | 2.65E-03 | 1.32E-05 | 5.00E-05 |
| Trace SMTL(F2) vs. MTL-REG | 1.04E-21 | 3.53E-07 | 1.09E-04 | 3.21E-05 | 1.73E-05 |
| Trace SMTL(F2) vs. RAEL | 2.00E-21 | 2.34E-07 | 1.09E-04 | 3.21E-05 | 1.73E-05 |
| Trace SMTL(F2) vs. RAEL | 4.10E-21 | 2.34E-07 | 1.09E-04 | 3.21E-05 | 1.73E-05 |
| Trace SMTL(F2) vs. MLCSP | 4.10E-21 | 3.25E-06 | 3.26E-05 | 3.75E-04 | 2.97E-05 |
| Trace SMTL(F2) vs. RAEL | 4.66E-21 | 9.31E-21 | 2.12E-04 | 1.00E-01 | 2.01E-05 |
| Trace SMTL(F2) vs. RAEL | 6.42E-21 | 9.31E-21 | 2.12E-04 | 1.00E-01 | 2.01E-05 |
| Trace SMTL(F2) vs. RAEL | 3.84E-20 | 3.04E-20 | 4.48E-08 | 3.05E-14 | 3.05E-14 |
| Trace SMTL(F2) vs. BR | 7.37E-21 | 1.01E-01 | 3.84E-06 | 2.53E-01 | 4.96E-06 |
| Trace SMTL(F2) vs. LP | 5.00E-20 | 1.25E-13 | 3.39E-08 | 3.98E-04 | 4.40E-05 |
| Trace SMTL(F2) vs. ECC | 6.21E-21 | 5.00E-06 | 6.45E-07 | 1.05E-05 | 9.09E-01 |

### 6.3 Results on imbalanced data

In the scenarios of learning classifiers on imbalanced data (e.g., the number of positive training samples is much less than that of negative training samples), the...
Table 6: Wilcoxon’s test: p-values of SMTL against the baselines

| Two methods for comparison | Cal500 | Yeast | Emotions | Scene | Flags |
|---------------------------|-------|-------|----------|-------|-------|
| **Average AUC**           |       |       |          |       |       |
| $c_1$: SMTL(AUC) vs. MTL-CLS | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| $c_2$: SMTL(F1) vs. MTL-CLS | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| $c_3$: SMTL(F1) vs. MTL-REG | 2.00E-02 | 2.00E-02 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. MTL-CLS | 4.16E-01 | 1.44E-01 | 4.60E-01 | 5.06E-01 | 5.06E-01 |
| Trace SMTL(F1) vs. MTL-CLS | 1.25E-02 | 2.84E-02 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. RAEL | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. RAEL | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. MLCOSP | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. MLCOSP | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. AdalDooMH | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. AdalDooMH | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. HOMER | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. HOMER | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. LP | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. LP | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 | 5.06E-03 |
| Trace SMTL(AUC) vs. ECC | 6.91E-03 | 3.67E-02 | 1.888s | 5.06E-03 | 5.06E-03 |
| Trace SMTL(F1) vs. ECC | 6.91E-03 | 3.67E-02 | 1.888s | 5.06E-03 | 5.06E-03 |

Table 8: Training Time Comparison

| Method | Training Time of \( τ \)s | Training Time of \( \tau \)s | Training Time of \( \tau \)s |
|--------|----------------|----------------|----------------|
| SMTL(1 : 1 AUC) vs. Cal500 | 105.200s | 30.001s | 1.880s |
| SMTL(1 : 1 F1) vs. Cal500 | 310.900s | 19.795s | 2.964s |
| MTL-CLS(1 : 1) vs. Cal500 | 316.200s | 20.795s | 2.964s |
| MTL-REG(1 : 1) vs. Cal500 | 19.200s | 7.427s | 0.430s |
| Trace SMTL(1 : 1 AUC) vs. Yeast | 8.790s | 0.430s | 0.430s |
| Trace SMTL(1 : 1 F1) vs. Yeast | 20.643s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 AUC) vs. Emotions | 20.852s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 F1) vs. Emotions | 16.313s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 AUC) vs. Scene | 17.852s | 2.543s | 1.895s |
| Trace SMTL(1 : 1 F1) vs. Scene | 17.852s | 2.543s | 1.895s |

Fig. 2: Comparison results on Segmentation, Emotions and Optdigits w.r.t. Macro F1 (up) and Micro F1 (down).

metrics like F-score or AUC are more effective for evaluation than the misclassified errors. This is one of the reasons to motivate the proposed SMTL method in this paper. In MTL, the imbalance can be measured by firstly calculating the imbalance ratio in each individual task (i.e., the number of positive instances for each task), and then averaging these ratios.

We conduct simulated experiments on 3 datasets (Segmentation, Emotions and Optdigits) to investigate the characteristics of the proposed SMTL methods on imbalanced data. In each dataset, we generate an imbalanced dataset by randomly selecting (with replacement) the positive and negative samples from the original dataset, with the ratio 1 : 1, 1 : 5 and 1 : 10, respectively. As can be seen in Fig. 1 and Fig. 2 in most cases, the proposed SMTL variants consistently outperform the baseline method. For example, On Emotions with the ratio of negative samples to positive samples = 10 : 1, the proposed SMTL indicates a relative increase of 9.7% / 12.9% / 11.1% over the baseline w.r.t. AUC / Macro F1 / Micro F1, respectively. In addition, with the ratio of increasing, the improvement of SMTL over the baseline method also increases.

6.4 Training Time Comparison

To investigate the training speed of the proposed method, we provide the running time comparison results in Table 9. We can see that the training time of SMTL is (less than 30 times) slower than the baseline methods. It is worth noting that the training time cost is not a critical issue in practice, because the training process is usually off-line.

Table 9: Training Time Comparison

| Method | Training Time of Optdigits | Training Time of Emotions | Training Time of Segmentation |
|--------|----------------|----------------|----------------|
| SMTL(1 : 1 AUC) vs. Cal500 | 105.200s | 30.001s | 1.880s |
| SMTL(1 : 1 F1) vs. Cal500 | 310.900s | 19.795s | 2.964s |
| MTL-CLS(1 : 1) vs. Cal500 | 316.200s | 20.795s | 2.964s |
| MTL-REG(1 : 1) vs. Cal500 | 19.200s | 7.427s | 0.430s |
| Trace SMTL(1 : 1 AUC) vs. Yeast | 8.790s | 0.430s | 0.430s |
| Trace SMTL(1 : 1 F1) vs. Yeast | 20.643s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 AUC) vs. Emotions | 20.852s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 F1) vs. Emotions | 16.313s | 1.556s | 0.880s |
| Trace SMTL(1 : 1 AUC) vs. Scene | 17.852s | 2.543s | 1.895s |
| Trace SMTL(1 : 1 F1) vs. Scene | 17.852s | 2.543s | 1.895s |
7 CONCLUSION

In this paper, we developed Structured-MTL, a MTL method of optimizing evaluation metrics. To solve the optimization problem of Structured MTL, we developed an optimization procedure based on ADMM scheme. This optimization procedure can be applied to solving a large family of MTL problems with structured outputs.

In the future work, we plan to investigate Structured-MTL on problems other than classification (e.g., MTL for ranking problems). We also plan to improve the efficiency of Structured-MTL on large-scale learning problems.
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