Viscosity effects on optically generated electron and nuclear spin hyperpolarization†
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Spin hyperpolarization can dramatically increase signal intensities in magnetic resonance experiments, providing either improved bulk sensitivity or additional spectroscopic detail through selective enhancements. While typical hyperpolarization approaches have utilized microwave irradiation, one emerging route is the use of optically generated triplet states. We report an investigation into the effects of solution viscosity on radical–triplet pair interactions, propose a new standard for quantification of the hyperpolarization in EPR experiments, and demonstrate a significant increase in the optically generated 1H NMR signal enhancement upon addition of glycerol to aqueous solutions.

Introduction

Nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR) offer versatile probes of chemical information which are indispensable to the modern physical scientist. Nevertheless magnetic resonance methods are hampered by low intrinsic sensitivity arising from weak thermal Boltzmann polarization of the relevant nuclear or electronic spin energy levels.1 Population differences across the relevant spectroscopic transitions are therefore small, such that only a tiny fraction of the spins are actually observed, e.g. only 1 in $10^5$ for 1H at 14.1 T (600 MHz NMR). A range of hyperpolarization methods, providing greater population differences and hence higher sensitivity than attainable with thermal spin systems, are now under investigation.1,2 We recently demonstrated that photochemically generated electronic hyperpolarization can be transferred to nuclei to enhance sensitivity in solution-state NMR,3 a method we refer to as optical DNP (dynamic nuclear polarization). Here we examine how optical generation of hyperpolarization in the electron spin-system can be maximised through changes to the solution environment, achieving an increased population difference and hence higher sensitivity.

In solution although some triplet states can still be relatively long-lived they undergo rapid spin relaxation, hence their EPR spectra are not normally observed and direct exploitation of their initial polarization is difficult. It is however possible for state mixing in the encounter pair formed by a radical and unpolarized triplet to lead to electronic hyperpolarization of a radical.6 The distinguishing feature of this radical triplet pair mechanism (RTPM)17 as compared to other spin chemical mechanisms generating hyperpolarized electron spin states, such as the radical pair, relaxation and triplet mechanisms,9,18 is that hyperpolarization can be generated on a persistent rather than transient radical species. The RTPM therefore has great potential to provide hyperpolarization that can be utilized more generally for sensitivity enhancement, without the complication of radical reaction or decay.

In the RTPM photoexcitation of a suitable dye molecule followed by rapid intersystem crossing generates an excited triplet state which undergoes collisional encounters with a stable doublet radical. During these encounters the energy levels of the combined radical–triplet pair are best described as quartet and doublet states, which are separated by the electron exchange interaction ($J$), Fig. 1. The doublet levels are rapidly depopulated by spin-allowed transitions to the ground state of the dye molecule making the radical an efficient triplet quencher by the so-called enhanced intersystem crossing (EISC) mechanism.19 Due to spin-state mixing driven by the zero-field splitting of the triplet molecule this process results in generation of net polarization of the radical, which is emissive in the case of a positive exchange interaction.18

† Electronic supplementary information (ESI) available: Further experimental details, simulation parameters and additional data. See DOI: 10.1039/d0cp04012f
The majority of early studies of the RTPM focussed on polyaromatic triplet sensitizers in organic solvents, but recently the electron spin polarization efficiency of the RTPM was investigated for a range of xanthene dyes and nitroxide radicals in aqueous solution. Not only is generation of hyperpolarization in aqueous solution essential to applications in biological systems, but unusually large electronic polarizations were observed in these systems; in the case of Rose Bengal and 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO) the net electron spin polarization ($P_{\text{net}}$) generated by each radical triplet encounter was reported to be $-150$ times the thermal electron spin polarization ($P_{\text{eq}}$). This large polarization was attributed to slow rotational and translational diffusion of the diatomic Rose Bengal molecule at the neutral pH used. Having already demonstrated transfer of this large electronic hyperpolarization to nuclei, in the present study the scope to further enhance the polarization level through increasing the solvent viscosity is considered, and the effects on both hyperpolarized EPR and NMR spectra are reported.

**EPR spectroscopy**

Pulsed and continuous-wave (CW) EPR spectra were recorded using a Bruker Elexys E580 spectrometer with a dielectric resonator (Bruker EN 4118X-MD4). All pulsed EPR experiments were echo detected using a standard 90°–180°–90°–echo sequence, with $\tau = 120$ ns and the receiver protection time reduced to 230 ns in order to allow detection of the fast relaxing nitroxide radicals. Relaxation time $T_1$ was measured using an inversion recovery sequence. Due to the high dielectric loss of the aqueous solvent mixture the sample volume was reduced by using 1.1 mm inner diameter quartz EPR tubes (Wilmad WG221).

Samples were illuminated in the EPR resonator using a frequency-doubled Nd:YAG (Continuum Surelite SLI-20 Hz) whose beam diameter of 6 mm filled the optical window of the resonator. For synchronisation with the microwave pulse sequence the laser was operated in DAT mode with a fixed Q-switch delay set using a digital delay generator (Quantum Composer QC9512) triggered by the EPR spectrometer. Adjustment of laser power was achieved using a Glan-laser polarizer and half-wave plate (Thorlabs GL10A and WPMH05M-532) in rotation mounts. Laser power levels were checked using a volume absorbing head (Gentec UP19K-15S-VR).

**NMR spectroscopy**

NMR spectra were recorded using the radiofrequency coil of a Bruker X-band ENDOR resonator (EN 4118X-MD4) which was tuned to 14.6 MHz and matched using an external circuit (Bruker H132224). Data were acquired using a Bruker Avance spectrometer, and the external magnetic field of 0.342 T was provided using 1.1 mm inner diameter quartz EPR tubes (Wilmad WG221). For deoxygenation purposes the sample was placed in a glass syringe (SGE 50MR-LL-GT) for 20 min prior to the experiment. To prevent oxygen ingress during the experiment and also reduce laser

**Sample flow**

In order to avoid photodegradation of samples both EPR and NMR measurements were performed using a flow system operating at 10 $\mu$L min$^{-1}$ driven by a syringe pump (Legato 110). Deoxygenation was achieved by bubbling dry nitrogen gas through the sample contained in a gas tight glass syringe (SGE 50MR-LL-GT) for 20 min prior to the experiment. To prevent oxygen ingress during the experiment and also reduce laser
induced sample heating, nitrogen gas flowed through an outer jacket around the PTFE sample tubing as described previously.3

Results and discussion

Time-resolved EPR data

The time-evolution of electron spin-polarization was monitored by pulsed EPR spectroscopy by altering the delay between the triplet generating laser pulse and an electron spin echo sequence. Compared to direct transient EPR detection (continuous microwaves with no field modulation)21 this delay after flash experiment has the benefit of detecting the thermal magnetization \( S_0 \), thereby allowing quantification of the spin-polarization effect. A similar approach with detection of the free-induction decay has been used before,20 but we found the echo detection experiment to be preferable owing to compatibility with a 4-step phase cycle which removes artefacts arising from the effect of the laser pulse on the EPR resonator. Data obtained for a range of volume fractions of glycerol are shown in Fig. 2a, from which it can be seen that the peak magnetization reaches nearly 13 times the thermal equilibrium signal.

All triplets may be considered to form instantaneously on the EPR timescale as inter system crossing from the singlet to triplet excited state of the dye takes places on a picosecond timescale, and the laser pulse width of approximately 5 ns is comparable to normal microwave EPR pulse widths. The peak emissive signal intensity is reached rapidly as the triplets are quenched by radicals which become spin-polarized, followed by a slower decay to thermal equilibrium governed by electron spin lattice relaxation (timescale \( T_{1e} \)). Addition of glycerol notably alters the time profile, lowering the peak magnetization obtained but also significantly extending the lifetime of the polarization.

Molecular oxygen as a ground state triplet is an effective quencher of the triplet state of the dye molecule, competing with quenching by the nitroxide radicals. As shown in Fig. S1a (ESI†) the removal of oxygen from the sample therefore significantly increases the peak magnitude of the magnetization detected. The decay kinetics are also slower in the deoxygenated case as a result of (i) an increase in the effective triplet lifetime \( 1/k_d \) and (ii) an increase in the electronic relaxation time \( T_{1e} \) of approximately 50% in the absence of the Heisenberg exchange contribution from dissolved oxygen (values in ESI†). Sample deoxygenation by nitrogen bubbling was therefore carried out in all cases as described in the Experimental section. This is in contrast to previous work on the Rose Bengal/TEMPO system, and along with the fact that we chose not to use a pH buffer (see below), results in a larger and longer lived magnetization in Fig. 2a than reported in ref. 20.

In order to extract information on the efficiency of generation of electron spin-polarization the time evolution of the magnetization may be modelled using a kinetic approach based on the Bloch equations.20,22,23 While previous work used a simple kinetic scheme we have found that excellent agreement between simulations and experiment can be obtained by using a more detailed photochemical reaction scheme arising from a recent comprehensive study of the photochemistry of Rose Bengal in water.24 The full scheme is as follows:

\[
\begin{align*}
1D^2 & \rightarrow \ 1D^2 + h\nu \rightarrow 3D^2 \\
3D^2 & \rightarrow 1D^2 \\
3D^2 + 3D^2 & \rightarrow 1D^2 + 1D^2 \\
3D^2 + 2R & \rightarrow 1D^2 + 2R \#
\end{align*}
\]

Fig. 2 Delay after flash EPR experiments for (a) solutions with varying amounts of glycerol in the solvent with percentage by volume as indicated (unbuffered) and (b) water solutions with and without pH 7.2 phosphate buffer (two replicates of each condition). Sample composition 0.2 mM Rose Bengal, 0.2 mM TEMPO, deoxygenated by N2 bubbling; illumination 6 mJ per pulse at 532 nm. Dashed lines are fits to the data. As described in the text, triplet concentration was determined based on the buffered solution for which \( P_{\text{net}}/P_{\text{eq}} = -150 \) has been reported20 and was held constant in the other fits to permit the relative value of \( P_{\text{net}}/P_{\text{eq}} \) to be determined. The uncertainty in the determined fit parameters is provided in the main text and Table 1.
where $D^{-2}$ and $R$ represent the dianionic Rose Bengal dye molecule and neutral radical respectively, $D^{-2}$ denotes the triplet excited state and rates are indicated above the reaction arrows. Eqn (1)–(5) are those considered in previous time-resolved EPR studies,20 eqn (1) representing triplet formation governed by the triplet quantum yield, and loss processes given by; eqn (2) non-radiative decay and eqn (3) triplet–triplet annihilation. Eqn (4) shows the crucial quenching of the triplet dye by a radical to produce a spin-hyperpolarized radical denoted as $2R$. This radical relaxes to thermal equilibrium according to the timescale $T_{1e}$ of electron spin–lattice relaxation, eqn (5). Additional processes relating to the dye are; eqn (6) self-quenching, eqn (7) electron exchange with ground state dye or eqn (8) disproportionation with another triplet to give reduced $1D^-$ and oxidised dye $1D^+$. Eqn (9) represents back electron transfer of these redox forms to regenerate the starting dianionic dye. This scheme leads to the following coupled differential equations:

$$\frac{d\langle S_Z \rangle}{dt} = \frac{\langle S_Z \rangle - P_{sq} \langle 2R \rangle}{T_{1e}} + P_{neq}k_q \langle 2R \rangle \langle D^{-2} \rangle$$

$$\frac{d\langle D^{-2} \rangle}{dt} = -k_d \langle D^{-2} \rangle - k_q \langle 2R \rangle \langle D^{-2} \rangle - (k_{sq} + k_{redox}) \langle D^{-2} \rangle \langle D^{-1} \rangle - 2(k_{it} + k_{redox}) \langle D^{-2} \rangle^2$$

$$\frac{d\langle D^{-1} \rangle}{dt} = k_d \langle D^{-2} \rangle + (k_{sq} - k_{redox}) \langle D^{-2} \rangle \langle D^{-1} \rangle + 2k_{it} \langle D^{-2} \rangle^2 + 2k_{bet} \langle D^{3-} \rangle \langle D^+ \rangle$$

$$\frac{d\langle D^+ \rangle}{dt} = \frac{d\langle D^{3-} \rangle}{dt} = k_{redox} \langle D^{-2} \rangle \langle D^{-1} \rangle + k_{redox} [\langle D^{-2} \rangle^2 - k_{bet} \langle D^{3-} \rangle \langle D^+ \rangle]$$

in which $\langle S_Z \rangle$ is the expectation value of the electronic magnetization arising from the stable radicals (TEMPO), which have an equilibrium electron spin-polarization $P_{eq}$, and $P_{neq}$ is the polarization generated by each triplet–radical quenching event. Given the already complex nature of the scheme the concentration of polarized radicals ($2R$) was assumed to be small such that the concentration of unpolarized radicals ($2R^c$) may be considered constant.

| Volume fraction glycerol/% | $P_{neq}$ (relative) | Max. $s_{eff}$ | $T_{1e}$/ns |
|---------------------------|--------------------|----------------|-----------|
| 0                         | 1.92               | 13.6           | 620 ± 20  |
| 10                        | 2.4 ± 0.2          | 12.9           | 670 ± 10  |
| 20                        | 2.29 ± 0.09        | 10.8           | 745 ± 3   |
| 30                        | 1.92 ± 0.04        | 7.4            | 807 ± 2   |

The time-profile of the magnetization $\langle S_Z(t) \rangle$ was simulated by numerically solving eqn (10)–(13) to produce a fit to the experimental data. For standard aqueous solutions the kinetic parameters relating to Rose Bengal were taken from ref. 24 and the electron spin–lattice relaxation rate $T_{1e}$ was measured using an inversion recovery pulse sequence (Table 1). With this information the MATLAB25 solver ode45 was used to compute the EPR time profiles, with variable parameters as described below determined by using the lscurvefit routine to minimise the sum of squares deviation between the simulated and experimental transients. The kinetic parameters used are given in Table S1 (ESI†).

If the initial triplet concentration generated by the laser pulse is known the only remaining variable parameter in fitting the experimental data is the polarization ratio $P_{neq}/P_{eq}$. It is theoretically possible to calculate triplet concentrations using the laser illumination intensity, extinction coefficient of the dye and quantum yield of triplet formation. A global fit across multiple illumination intensities ought then to produce a unique value for the polarization ratio,20 however incomplete and non-uniform illumination of the total sample volume contributing to the EPR signal complicates this approach, and calculated triplet concentrations are prone to errors arising from slight variations in laser focus and unquantified optical losses such as refraction from the curved surface of the capillary sample tube. To avoid these difficulties and as the polarization ratio for the Rose Bengal TEMPO system has already been determined for an aqueous solution to be $P_{neq}/P_{eq} = -150$ (ref. 20), this value was taken as a fixed reference and all polarization values are given relative to this system. Delay after flash EPR data for the Rose Bengal TEMPO system in aqueous solution with the same pH 7.2 phosphate buffer as in this previous work were recorded in duplicate and fitted with the triplet concentration as the sole variable parameter (Fig. 2b), providing a convenient way to determine the initial Rose Bengal triplet concentration as $0.143 ± 0.005$ mM in our experimental arrangement with 532 nm illumination at 6 mJ per pulse. When the experiment was repeated under identical conditions but without pH buffer the polarization was longer lived. A fit to this data can only be obtained by reducing the radical quenching rate $k_q$ from $1.7 \times 10^9$ M$^{-1}$ s$^{-1}$
to \((8.9 \pm 0.3) \times 10^8\) M\(^{-1}\) s\(^{-1}\), which holding the previously determined triplet concentration constant requires that \(P_{\text{net}}/P_{\text{eq}} = -287.6 \pm 0.1\), an increase of 1.92 times relative to the same sample in a buffered solution. The work described below was therefore carried out using deoxygenated aqueous solutions without pH buffer. The origin of the buffer effect remains unknown but is not thought to be a simple pH effect, the nitrogen bubbled solutions being at close to neutral pH (see ESI\(^f\)).

Data were collected for laser pulse energies from 1 to 6 mJ. In order to fit these time profiles while holding all other parameters constant a non-linear variation in triplet concentration with laser pulse energy was necessary. This implies a non-linear scaling of triplet concentration with photon flux, which may be rationalised by considering the known tendency of Rose Bengal to form intermolecular aggregates at concentrations above 1 \(\mu\)M.\(^{26,27}\)

Measurements across the same range of laser powers were repeated for each of the solvent mixtures containing added glycerol, without adjusting the laser alignment. The 6 mJ per pulse data are shown in Fig. 2a, with full laser power dependent data sets in Fig. S2 (ESI\(^f\)). As noted above addition of glycerol to the aqueous solvent leads to a reduction in the peak magnetization and a lengthening of the magnetization decay profile. The prolonged magnetization is a result of a substantial increase of the electron spin–lattice relaxation time with glycerol addition (Table 1). Spin relaxation mechanisms in nitroxides have been studied extensively by Eaton and Eaton, and found to have contributions from spin rotation, modulation of the large \(g\)-factor and hyperfine anisotropies of the nitroxide, and a thermally activated process.\(^{26,28}\) Slower spin relaxation in glycerol containing solutions (up to 69% added glycerol) was previously shown to arise from an increase in the tumbling correlation time of the radical, which affects both the spin rotation and modulation of \(g\) and hyperfine anisotropies.\(^{29}\)

While the reproducibility of solid-state DNP studies has been reported to be affected by polymorphism of water–glycerol solutions upon freezing to below 150 K,\(^{30}\) to our knowledge there are no reports of polymorphism influencing relaxation properties at ambient temperatures. As our measurements are carried out exclusively at room temperature (\(\sim 295\) K), over 100 K above the glass transition temperature of the water–glycerol mixtures used and in a composition region not subject to reported liquid–liquid transitions,\(^{31}\) polymorphism is not expected to affect our study. We also note that any clustering of radicals in the water–glycerol mixtures would increase the relaxation rate \((T_{1e})^{-1}\) of the radicals in the glycerol containing solutions, which is the opposite behaviour to that we observe.

Increasing the volume fraction of glycerol also affects the triplet lifetime by a reduction in the rate of radical quenching \(k_q\) and other bimolecular decay processes arising from slower diffusion in the more viscous media. The initial polarization generation from the Rose Bengal triplet therefore occurs over a longer timescale, permitting electron spin relaxation to begin to contribute such that the peak magnetization obtained is reduced. Fits to the data in Fig. S2b–d (ESIm) are obtained assuming the initial triplet concentration for each laser power to be invariant upon addition of glycerol, and using the increased values of \(T_{1e}\) measured by inversion recovery. The reduction in the rates of the reaction steps are accounted for by scaling the relevant rate constants by the ratio of viscosities (Table S1, ESI\(^f\)). In this way excellent fits to the data are obtained with the only free parameter being the polarization ratio \(P_{\text{net}}/P_{\text{eq}}\). The magnitude of the polarization shows a moderate increase upon addition of small amounts of glycerol but at 30% glycerol by volume is identical within error to the sample without glycerol (Table 1), although the peak polarization is lower and polarization lifetime significantly extended. This illustrates the inadequacy of the polarization ratio in isolation for comparison of the polarization characteristics of different systems.

The increase in \(P_{\text{net}}\) with addition of 10% glycerol is in line with earlier experimental results for the 1-chloronaphthalene (1CN)/TEMPO system for which the increase in net polarization with solvent viscosity upon cooling has been extensively studied.\(^{32-34}\) This effect has been related to reduced translational diffusion, enabling the radical–triplet pair to spend more time in the crossing region of the quartet and doublet states. This has led to attempts to increase polarization by chemically linking the dye and radical to further restrict motion.\(^{35}\) The unusually large dynamic electron polarization of the xanthene dyes has also been attributed to the slow diffusional motion of the strongly hydrated dianionic dye molecules, and slow rotational diffusion highlighted as critical to polarization generation to prevent rotational averaging of the anisotropic zero-field splitting interaction that drives state mixing.\(^{20}\)

Analytical expressions relating \(P_{\text{net}}\) to the relative diffusion coefficient \(D_r\) have been derived for the weak and strong exchange limits,\(^{34}\) with the strong-exchange result \(P_{\text{net}} \propto 1/D_r\), when \(D_r \to 0\) applicable to xanthene/nitroxide systems at X-band.\(^{20}\) Deviations from this simple linear relationship between \(P_{\text{net}}\) and viscosity have previously been observed for 1CN/TEMPO in highly viscous media (\(\eta \geq 20\) mPa s). Kobori et al. were able to model the observed viscosity dependence numerically and attributed the deviation to neglected back transitions during slow passage through the level-crossing region.\(^{33}\) Shushin revised the earlier analytical expressions to account for Kobori’s data resulting in a simple expression of the form \(P_{\text{net}} \propto 1/(\text{constant} + D_r)\).\(^{36}\) This cannot reproduce the present result of decreasing polarization in the more viscous mixtures, which in fact exhibit \(D_r\) values of 2.1 to \(6.2 \times 10^{-10}\) m\(^2\) s\(^{-1}\), spanning the linear dependence range of the earlier work. Shushin’s analytical expression has been used to calculate the polarization efficiency of a range of dye and radical systems in benzene and water solutions, but we note experimentally observed variations in \(P_{\text{net}}\) between Rose Bengal and Erythrosine-B or between different radicals with Eosin-Y (which we also see in the Rose Bengal case, Fig. S1b, ESI\(^f\)) were not reproduced.\(^{20}\) At present the range of chemical systems studied experimentally is rather limited with further investigations needed to test the validity of the existing theory and determine
the reasons for numerous discrepancies when treating xanthene dyes. Such work is beyond the scope of the present study, so having identified that glycerol addition can alter the magnitude and timescale of electron spin-polarization in the Rose Bengal/TEMPO system we now move on to consider the resultant effects on the optically generated nuclear hyperpolarization arising from cross-relaxation of the electron-nuclear spin system.

**Nuclear polarization**

The $^1$H NMR signals of the solvent mixtures described above were measured at 14.6 MHz in the presence and absence of illumination from a 532 nm continuous-wave laser. The nuclear hyperpolarization generated was quantified in the conventional way by the enhancement factor $\epsilon = (I_Z - I_0)/I_0$ where $\langle I_Z \rangle$ is the expectation value of the nuclear polarization with optical pumping and $I_0$ the thermal equilibrium nuclear polarization in the absence of optical pumping. As shown in Fig. 3a the addition of even 10% glycerol by volume is associated with a significant increase in the NMR enhancement over the pure water (0% glycerol) case. In fact for a fully protonated solvent mixture with 20% added glycerol (Fig. 3b) the enhancement of $-6.4 \pm 0.4$ exceeds the largest previously reported enhancement of $-3.6 \pm 0.6$ for a deuterated solvent mixture (80% D$_2$O/20% H$_2$O by volume) with optimized concentrations of 0.2 mM Rose Bengal and 1.0 mM TEMPO.$^3$

An upgraded optical system permitted preliminary investigation into optimal illumination conditions. Whereas our earlier study with a relatively divergent 520 nm laser diode source was power limited,$^3$ Fig. 3a shows that with a collimated 532 nm laser the NMR enhancement of glycerol containing solutions drops for powers over 1.0 W. Given sample flow is used to reduce photodegradation this is likely due to heating effects and shorter illumination periods were therefore trialled to reduce the heating duty cycle. As shown in Fig. 3c the enhancement achieved is increased further by using a higher laser power of 2.0 W gated to 4 s of illumination immediately prior to the NMR acquisition which was repeated at a fixed rate...

---

**Fig. 3**  Optically generated enhancement in NMR signal intensity with varying glycerol concentration. (a) Optimization of illumination power for 10 s continuous illumination. (b) NMR spectra recorded in the presence and absence of illumination (4.0 s at 2.0 W) for aqueous solvent with or without added glycerol. (c) Optimization of illumination time for 2.0 W illumination. (d) Variation in enhancement with glycerol content for 4.0 s illumination at powers as indicated. All samples 0.2 mM Rose Bengal and 1.0 mM TEMPO, deoxygenated by nitrogen bubbling and illuminated at 532 nm. As discussed in the text with 2.0 W illumination data for samples containing 30% glycerol were unreliable, hence these points are omitted in (a) and (d) and no data for this mixture appears in (c). The illumination time dependence for all mixtures with 1.0 W illumination can be found in Fig. S3 (ESI†).
of 0.1 Hz. It can be seen that even for 2 s illumination (20% duty cycle) a significant enhancement is achieved, and such conditions will significantly reduce the likelihood for sample heating and potentially permit recovery of a reversibly photobleached sample. Data for lower illumination power (1.0 W) also showed significant enhancement with reduced duty cycle, and signs of a plateau for longer illumination times (Fig. S3, ESI†). The scope for maintaining enhancements using a pulsed laser to produce much lower duty cycle trains of pulses has been discussed elsewhere and remains a target for future experimental investigation.37

As noted elsewhere the build-up time for the optical enhancement is expected to be governed by the nuclear relaxation time \( T_{1n} \), values for which are given in Table 2. While one might therefore expect maximal polarization to be achieved with illumination for \( \sim 5T_{1n} \), corresponding to 3.5–7.0 s in the present case, illumination longer than 4 s reduced the enhancement obtained. This is likely the result of unwanted heating effects when using a high power illumination source, similar to observations of Liu et al. who noted polarization build up at twice the expected rate.37 Laser induced heating was particularly problematic in the most viscous solvent mixture when using the highest illumination power of 2.0 W, with data showing poor reproducibility under these conditions. For this reason only data recorded with illumination powers of up to 1.5 W are presented for samples containing 30% glycerol by volume.

To rationalize the variation in NMR enhancement with addition of glycerol, Fig. 3d, it is necessary to introduce the Overhauser formula:38

\[
\varepsilon = \frac{(I_Z - I_0)}{I_0} = -\xi f_s \frac{\gamma_e}{\gamma_n} \tau_c
\]  

(14)

where \( \xi \) is the electron–nuclear coupling factor, \( f \) the leakage factor, \( s \) the effective saturation factor and \( \gamma_e, \gamma_n \) the electron and nuclear gyromagnetic ratios. As \( |\gamma_e/\gamma_n| \sim 600 \), in the dipolar coupled case (\( \xi \approx +0.5 \)) using thermally polarized electrons the maximum enhancement for protons is \( \sim 330 \) since the other factors cannot exceed one. Optical polarization however offers scope for the saturation factor \( s_{\text{eff}} = (S_0 - \langle S_Z \rangle)/S_0 \) to take much higher values leading to significantly larger enhancements.38,37 It is clear from Fig. 2a that with pulsed illumination the maximum transient value of \( s_{\text{eff}} \) can be much greater than unity, but this value in fact reduces as glycerol is added to the solution (Table 1), whereas the NMR enhancement using continuous-wave illumination increases.

Before considering the change in electronic hyperpolarization with glycerol addition the effect on the other parameters in eqn (14) must be accounted for. The leakage factor \( f = 1 - T_{1n}/T_{1n} \) where the superscript indicates the relaxation time in the absence of radical, was obtained from \(^1\text{H} \) NMR inversion recovery data. Both the nuclear relaxation time and leakage factor decrease upon addition of glycerol (Table 2). The coupling factor is also expected to decrease with increasing viscosity, being strongly dependent on the tumbling rate of the molecules. Using the force free hard sphere (FFHS) approximation introduced by Hwang and Freed39 it is possible to calculate the spectral density and hence coupling factor, from the correlation time \( \tau_c \) of the radical.40,41 While the Han group use this approach to determine local water dynamics in microwave-driven Overhauser disc14 here we estimate the variation in coupling factor upon glycerol addition (Table 2) by using literature values of the closest approach distance and diffusion constants for the radical and water molecules40,41 and scaling these according to the changing solution viscosity. Details of the spectral density function used and discussion of this choice are provided elsewhere.23

Considering the leakage and coupling factors both reduce on addition of glycerol it is clear that the increased NMR enhancement must arise from a significantly increased saturation factor. By rearranging eqn (14) we determined the effective saturation factor in optical DNP experiments (Fig. 4a). With 1.0 W illumination the saturation factor increases across the series as the glycerol content is increased, implying that the maximal enhancements recorded in the 20% glycerol case arise from the interplay of increasing saturation factor with the decreasing leakage and coupling factors. A similar compromise between saturation and leakage factors was previously recognised as determining optimal radical concentrations for the optical DNP method.3

Looking at the absolute value of the saturation factor in all cases \( s_{\text{eff}} < 0.1 \), with only a small increase upon doubling the illumination power from 1.0 W to 2.0 W, hence the optical DNP method does not yet compete with microwave driven methods for which \( s_{\text{eff}} \sim 1 \) has been achieved.42–45 Further optimization of the polarizing system is therefore required, for which it will be useful to quantify the extent of electronic hyperpolarization achieved in different systems. It is notable that the saturation factor for 1.0 W illumination is higher in the 30% glycerol case than in the absence of added glycerol, despite the relative electronic polarization per quenching event \( P_{\text{net}} \) being within experimental uncertainty identical for these two volume fractions (Table 1). An alternative measure of the efficiency of optical polarization is therefore needed.

### Quantifying electronic polarization

In light of the difficulties discussed above in determining the polarization per quenching event \( P_{\text{net}} \) and the fact that alone this value cannot provide the trend in saturation factors under continuous illumination conditions relevant to optical DNP, we

| Volume fraction glycerol/% | \( T_{1n}^0 \) s | \( T_{1n} \) s | \( f \) | \( \xi \) |
|---------------------------|---------------|-------------|------|------|
| 0                         | 2.59 ± 0.05   | 1.39 ± 0.05 | 0.46 ± 0.02 | 0.37 |
| 10                        | 2.17 ± 0.06   | 1.19 ± 0.03 | 0.44 ± 0.02 | 0.34 |
| 20                        | 1.72 ± 0.05   | 0.96 ± 0.02 | 0.44 ± 0.02 | 0.30 |
| 30                        | 1.13 ± 0.04   | 0.70 ± 0.01 | 0.38 ± 0.01 | 0.24 |
consider alternative measures of RTPM efficiency. Ideally these should be readily assessed by consideration of directly measurable parameters rather than relying on accurate knowledge of numerous kinetic parameters and quantum yield values. The electronic magnetization ($S_e$) may be determined unambiguously and $s_{eff}(t)$ calculated by reference to the thermal magnetization $S_0$ in pulsed EPR experiments, assuming care is taken to remove any instrumental baseline by an appropriate phase cycling (echo detection) or field jumping (FID detection) procedure. This value is directly dependent upon excitation conditions meaning a common standard is required (e.g. the Rose Bengal/TEMPO system used as a reference here) for comparisons between measurements using different experimental arrangements. The maximum achievable value directly indicates the signal enhancement that may be achieved if utilizing electronic hyperpolarization to boost EPR sensitivity, but the peak magnetization (max. $s_{eff}$, Table 1) decreases as glycerol is added to the system whereas the saturation factor relevant to polarization transfer to generate nuclear hyperpolarization has been shown to increase (Fig. 4a). This is as a result of increased persistence time of the electronic magnetization, hence for transfer to nuclei it would be useful to derive a measure of electronic polarization that takes longevity of polarization into account.

The time integral of $s_{eff}$ obtained from delay after flash EPR measurements is shown in Fig. 4b as a function of glycerol content. The value of this integral increases with the volume fraction of glycerol because although the peak magnetization progressively decreases, the polarization is also becoming longer lived. In this case the qualitative trend appears to mirror that in $s_{eff}$ obtained from optical DNP measurements (Fig. 4a), though there is a discrepancy for the highest glycerol content. The approximation that the viscous solvent mixtures can be treated according to a single bulk diffusion constant in calculating the coupling factor and hence optical DNP saturation factor is a potential source of this discrepancy, and it should be recalled that for this volume fraction the polarization $P_{net}$ deviated from predicted trends. A quantitative correspondence between the saturation factors obtained from optical DNP and pulsed EPR studies has not yet been established and these measurements necessarily correspond to different illumination conditions and radical concentrations. It is, however, proposed that as a directly measurable quantity that reflects a combination of both the magnitude and persistence timescale of RTPM generated electronic hyperpolarization, the time-integrated electronic magnetization is a parameter that should be considered in the search for optimal polarization systems for the future implementation of the optical DNP method.

**Future directions**

The ultimate goal of the optical DNP method must be to increase the NMR sensitivity for a substrate of interest rather than the solvent, by which we mean increase for that substrate the signal-to-noise per unit square root of time compared to an optimized non-DNP NMR experiment. This should be achieved at a sufficiently high magnetic field to provide good chemical shift resolution, typically accepted as a minimum of 14.1 T for biomolecular NMR applications. The challenge for the optical DNP method is that both the coupling factor ($\xi$) for dipolar coupled protons, and magnitude of the RTPM generated electronic polarization ($|P_{net}/P_{eq}|$), are expected to decrease at higher magnetic fields. Our results for the viscosity dependence of $P_{net}$ already call in to question the validity of existing numerical models of the RTPM so experimental verification of the predicted magnetic field dependence is warranted, but it is a reasonable hypothesis that efficiency will decrease at higher magnetic fields where the Zeeman splitting of the radical–triplet pair becomes comparable to the exchange interaction. In this weak exchange limit the LAC region is shifted to separations of less than the van der Waals contact distance making the region inaccessible (Fig. 1). This could be circumvented by polarizing the nuclei at a lower magnetic field before shuttling to a higher field for measurement, an approach already applied to overcome the reduction of coupling factor in microwave pumped Overhauser DNP; a system shutting from 0.34 T to 14.09 T was able to demonstrate DNP enhancements of up to $-2.4$ on L-tryptophan by microwave pumping a deuterated $^{15}$N nitroxide radical in aqueous solution. This provides confidence that polarization transfer to solutes can be achieved and unfavourable magnetic field dependencies can be overcome. Given the saturation factor was close to one in this study, the result is close to the theoretical limit for the maximum achievable enhancement in the microwave pumping case ($-7.9$ when the magnetic field ratio is considered) limited only by a coupling factor estimated as 0.23–0.27 and leakage factor of 0.89. The overall enhancement could be significantly increased if the shuttle approach can be replicated with optical pumping to give an effective saturation factor exceeding one. Another notable feature of this shuttle study is that global enhancement factors of up to $-4.2$ were also reported, these global values accounting for radical induced line broadening and differences in the repetition rate of optimal NMR and DNP experiments, to show that shuttle DNP offers a genuine improvement over a non-DNP experiment.
To increase the effective saturation factor in optical DNP the electronic polarization step must be optimized. Reliance on diffusive encounters between the dye and radical was already identified as a limiting factor, leading the saturation factor to be maximised at low radical concentrations that give a sub-optimal leakage factor. This may be alleviated by linked dye–radical systems, with development of such polarizers targeted at improved liquid-state optical DNP performance already underway. As we have shown such efforts should consider not only the magnitude of the electronic polarization generated but also the persistence timescale of this polarization, as this significantly impacts upon the electronic saturation factor achieved under DNP conditions. At present a ten-fold increase in the saturation factor is needed to allow optical pumping to match the theoretical enhancement limit of microwave driven Overhauser DNP, provided the leakage and coupling factors can be simultaneously maximised to ensure efficient transfer of the optically generated electronic polarization to nuclei. The coupling factor for any new system requires direct measurement as has been demonstrated using the pulsed electron–electron double resonance (ELDOR) method for the fullerene-nitroxide polarizing agents developed by Bennati and co-workers, although ultimately the optical polarization in these systems was low. To simultaneously optimize all of these requirements in a single photo-stable system upon glycerol addition. We therefore propose time averaged electronic magnetization is adopted as a means of quantifying RTPM efficiency for nuclear polarization applications. While the complexity of the phenomenon and various competing factors prevent rational design of improved dye–radical systems, this metric should form a key part of systematic experimental screening of candidates.

Conclusions

We have demonstrated the effect of added glycerol on the dynamic electron and nuclear polarization generated by photo-excitation of Rose Bengal/TEMPO, a water soluble system reported to demonstrate one of the largest known RTPM hyperpolarization efficiencies. By optimizing solvent viscosity the magnitude of the nuclear polarization has been increased to nearly six times thermal levels, the highest enhancement yet reported for the burgeoning liquid-state optical-DNP method. This is despite a reduction in the peak electronic magnetization and is attributed to an increase in the effective electronic saturation factor under continuous illumination due to slower electronic relaxation. The electronic polarization generated per triplet quenching event, the conventional measure of RTPM efficiency, is difficult to determine unambiguously and is insufficient to fully describe the changing behaviour of the system upon glycerol addition. We therefore propose time averaged electronic magnetization is adopted as a means of quantifying RTPM efficiency for nuclear polarization applications. While the complexity of the phenomenon and various competing factors prevent rational design of improved dye–radical systems, this metric should form a key part of systematic experimental screening of candidates.
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