A packet replication algorithm for delay tolerant networks based on multi-metric
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Abstract. Utility function of packet is often used to decide how to replicate packet in DTN networks. But this method has more uncertainty and relies on a single performance metric. For this problem, in order to reduce the impact of a single metric uncertainty, multiple utility metrics are introduced in the new algorithm. A packet replication probability calculation method based on entropy weight is designed. By calculating the entropy weight of each metric, the algorithm obtains the replication probability of each packet and takes the probability as the priority of packet replication. Because of considering the two metrics of packet expected transmission delay and node encounter possibility, the algorithm effectively reduces the influence of encounter time distribution problem and direction prediction problem in the original algorithm, and reduces the uncertainty of utility function. Simulation results show that the algorithm reduces the packet replication number and the average delay, improves the successful packet delivery rate. The overall performance of the network is further improved.

1. Introduction

DTN (Delay Tolerant Network) is a special wireless network, which often has some or all of the following characteristics: limited communication bandwidth, bad communication conditions, blocked communication process and interfered and heterogeneous networks of various communication modes[1]. DTN has a wide application in many areas, such as military tactical Internet, vehicle network in the city, sensor networks in various complex environments.

The characteristics of DTN show that the whole network cannot maintain stable TCP/IP communication. Frequent network topology changes induce that the traditional IP routing protocol based on routing discovery can’t complete the topology maintenance and satisfy network requirements. For the characteristics of DTN, to solve the DTN network problem in complex situations, the researchers have proposed some new routing algorithms and mechanisms. Considering that the maintenance routing table is not suitable for DTN application scenarios, the existing studies have adopted storage and forwarding method. According to how one node processes a packet, it can be divided into single-copy routing and multi-copy routing. For single-copy routing[2], a node will removes the stored packet when it forwards it. The advantage of this method is that only one copy of the packet in the network exists, which reduces the storage and forwarding overhead of the network. But the disadvantage is also obvious. Since only one copy spreads in the network, the delivery rate of the packet is reduced and the delay of the packet is increased. Given the shortcomings of single-copy routing, more researchers use multiple-copies as DTN routing strategies and focus on how to reduce the number of multiple copies in the network. [3] is a simple flood routing algorithm. It adopts the propagation method and achieves a high success rate. But large number of copies in the network leads
to the congestion and performance decline. [4] and [5] are two representative algorithms and derive several improvement protocols. The former reduces the copies by introducing the encounter probability of nodes. But the performance deteriorates dramatically when the network scale becomes large. The latter limits the number of copies by setting the number of copies of the packet to a fixed value. The algorithm will stop replicating when the number of copies is 1 and enter a WAIT stage. Although the load is less, the direct transmission mode reduces the data transmission rate in the final stage. Although the above algorithms improve the performance, the algorithms have a large accidental in improving a certain performance. In order to improve the deterministic of the algorithm, [6] constructs a utility function for a metric, preferentially ensuring the transmission and replication within the limited transmission time and transmission resources. However, the algorithm adopts exponential distribution as the encounter time between nodes, only for computational convenience and no theoretical basis. Moreover, the imprecise information adopted in the algorithm can support the experimental needs in its setting scenarios, and it is unknown whether it is sufficient and feasible in other scenarios. [7] improves the algorithm and redesigned the utility function, but also has uncertainty in direction prediction.

Routing algorithms based on location information have been widely used in Ad hoc networks. Some researches apply location information to the DTN routing. The nodes in [8] obtain the positioning and movement information from receiving beacon message from the anchor node periodically and use these to transmit data in the cache. It is a central based topology that one node obtains the position of the other nodes through the center node to improve the delivery success rate. But the network will be paralyzed when the anchor node fails. [9] and [10] have improved the [5] using location information. [11] proposes a location-based urban bus DTN network in which one node obtains accurate destination node direction with the support of Bus Information System (BIS) and forwards data in that direction for good performance. But the dependence on BIS limits its application. [12] takes advantage of the location, speed and movement direction information. If the time elapsed too long after the meeting, the algorithm performance drops sharply.

According to the advantages and disadvantages of the above algorithms, this paper introduces two metrics to reduce the dependency and forwards packets according to a probability. Through the location estimation of target nodes and neighbor nodes, it not only reduces the number of message replication, but also avoids the uncertainty of utility function. The algorithm does not need central node or additional assistance. It increases applicability and achieves good results.

2. Algorithm design

In the current research, there are various strategies in forwarding packets. These methods have the common idea that selects the nodes which are most likely to reach the destination to forward packet. In terms of research idea, one is to predict the transmission delay of each message and determine which message to forward first. The second is to predict the movement of the node and decide which message to copy according to the movement direction of the node carrying the message. The two methods have their own advantages and disadvantages. The purpose of this study is to combine the two decision methods and integrates the two metrics. This paper designs how to forward each message according to the two metrics. The following introduces the comprehensive forward strategy by the two metrics. In this algorithm, two metrics are considered. One is the probability that the current node meets the destination node. The other is the packet expected transmission delay.

2.1. Packet expected transmission delay

The forward strategy is proposed in [6]. The core of the utility function is the design of metric. Five metrics are designed in the literature. but only the expected transmission delay is the basis, which is also used in our research. The calculation of the metric is introduced as following.

Step 1: Each node X maintains a message queue in which the packets’ destination is Z. Each packet i in this queue has a lifetime T(i) (from creation to present). The packets in the queue are sorted
in descend order by $T(i)$. Define $B$ as the average bytes that $X$ and $Z$ transmit at each encounter and $b(i)$ as the packet bytes before $i$ in the queue.

**Step 2:** If there is the opportunity to submit packet $i$, the encounter times between $X$ and $Z$ must be . Define $M_{XZ}$ as the time that $X$ and $Z$ meets each time. $M_{XZ}$ is a random number and obeys some distribution. The delay before $X$ transmitting packet $i$ is:

$$M_{XZ}(i) = \sum^n_{i=1} M_{XZ}$$

(1)

**Step 3:** Define $X_1, X_2, \ldots X_k$ as the collection of the nodes with a copy of the packet $i$, the expected rest transmission time of packet $i$ is:

$$a(i) = \min \{M_{X_1}(i), M_{X_2}(i), \ldots, M_{X_k}(i)\}$$

(2)

When the encounter time is subject to the exponential distribution, define $n_1(i), n_2(i), \ldots, n_k(i)$ as the encounter times between $X_1, X_2, \ldots, X_k$ and $Z$, then:

$$P(a(i) < t) = 1 - e^{-\frac{\lambda_1 n_1(i) + \lambda_2 n_2(i) + \cdots + \lambda_k n_k(i)}{1}}$$

$$E(a(i)) = \frac{\lambda_1 n_1(i) + \lambda_2 n_2(i) + \cdots + \lambda_k n_k(i)}{1}$$

(3)

(4)

**Step 4:** The delay of the packet $i$ is:

$$D(i) = T(i) + E(a(i))$$

(5)

2.2. **Probability of meeting destination nodes**

As discussed in [7], the predicted time of the node $S$ to the destination node $D$ is calculated as follows:

$$\begin{align*}
(y - y_D - v_D \cos \beta_D)^2 + (x - x_D - v_D \cos \alpha_D)^2 &= R^2 \\
y - y_S &= \frac{\sin \beta_S}{\sin \beta_D} (x - x_S) \\
(\sqrt{(y - y_S)^2 + (x - x_S)^2} = v_st)
\end{align*}$$

(6)

From this equations group, parameter $t$ can be gotten. Let’s assume the survival time of each message is deadline. The encounter probability between message $i$ and the destination node is defined as follows:

$$P(i) = \begin{cases} \frac{\text{deadline}}{t} & \text{deadline} < t \\ 1 & \text{deadline} \geq t \end{cases}$$

(7)

2.3. **Message replication and forwarding policy under multi-metric**

For combining the above two metric, this paper proposes a replication strategy based on metric entropy weight. The implementation details are as follows:

2.3.1. **Standardize metric to eliminate the effects of dimensions**

For each message, its single metric is standardized as follows:

$$X_i = \frac{\max(X_i) - X_i}{\max(X_i) - \min(X_i)} \times \alpha_i + (1 - \alpha_i)$$

(8)

For the encounter probability, no standardization is required because its value is between 0 and 1. $\alpha$ is the influence factor of the $i$ metric. In this project, there are two metric and each influence factor is set to 0.5.

2.3.2. **Calculate the information entropy**

The information entropy for the metric $i$ of each message is calculated as follows:

$$E_{ni} = \frac{1}{-\ln n} \sum^n_{j=1} F_i \ln F_i$$

(9)

For metric $i$: 


F_j = \frac{X_{ij}}{\sum_{i=1}^{n_i} X_{ij}} \quad (10)

2.3.3. The weight of the information entropy
The weight of the information entropy for metric i is calculated as follows:

w_i = \frac{1 - EN_i}{\sum (1 - EN_i)} \quad (11)

2.3.4. Replication probability of each message
The replication probability of each message is defined as follows:

p(i) = 1 - \frac{c_i}{\sum c_i} \quad (12)

Where each message i has M metrics, the C value of the message i is defined as:

C_i = \sum_{j=1}^{M} w_j X_{ij} \quad (13)

After the replication probability of each message is calculated, it will be sorted according to the replication probability in descend order. In the limited time of the node encounter, the message with large replication probability will be copied in priority.

3. Algorithm performance evaluation
In this part, the entropy-based replication policy algorithm (EBA) is evaluated by simulation. In the design process of the algorithm, the research results of the [6] and [7] are used. Therefore, our algorithm performance will be evaluated by comparing with the two algorithms. The main simulation parameters used in this algorithm are shown in Table 1.

| Parameters                                | Value                        |
|-------------------------------------------|------------------------------|
| Area size                                 | 10k m \times 10k m           |
| The Mac protocol                          | IEEE 802.11 DCF              |
| Physical layer model                      | PHY802.11b                   |
| Move the model                            | Random Waypoint              |
| Node transfer radius                      | 250m                         |
| Number of most recent location sampling values N | 10                           |
| Sampling time interval T                  | 1min                         |
| Value of k in PRR                         | 2                            |
| Number of nodes                           | 20-50                        |
| Cache size                                | 1M                            |
| Message size                              | 1024Byte                     |
| Flow model                                | CBR                           |
| deadline                                  | 20s                           |

Figure 1-3 are the simulation results in the case of 20 nodes, in which the node movement speed is 10m/s. The transverse axis is the number of messages generated per 50s between per pair of source and destination nodes. Figure 1 is a comparison result of the average delay for each successfully arrived message. It can be seen from this figure that as the number of messages increases, the number of messages waiting in the cache increases and the delays increase while the node density remains
constant. Under the mobile model of this paper, for considering both the two metrics, our algorithm reduced the influence of uncertainty of the encounter time and used the moving characteristics. We can send the message directly to the moving direction to obtain less delay. For the same reason, this algorithm made it easier for messages to reach the target node in some direction at some time before being discarded, but the successful delivery rate decreased as the number of messages increased.

Figure 3 shows that the algorithm obtains smaller message replication. This is mainly based on two reasons: Firstly, the propagation of the algorithm message has the influence of multiple factors and further enhances the adaptability of the algorithm; secondly, the multi-metric-based message replication rules have more detailed restrictions to reduce the number of message replication.

Figure 1. Comparison of average delay.

Figure 2. Comparison of message submission rate.

Figure 3. Comparison of number of message replication.

Figure 4-6 are simulation results at a moving speed of 10m/s and one packets per second generated between per source and destination. The transverse axis is the number of nodes in the network. Compared with Figure 2 and 3, with the increase of nodes, each node obtains more information to the destination node. The efficiency function is more accurate and more forward paths to the destination node are found, which lead to less delay to the destination node. The probability of messages being successfully submitted is higher. Our proposed algorithm combines the advantages of the two algorithms, thus making further improvement in performance, which is shown in Figures 4 and 5.
Figure 4. Comparison of average delay.

Figure 5. Comparison of delivery rates.

Figure 6 describes the change of the number of messages duplicated under current simulation conditions. Due to the increase of number of nodes, the number of nodes participating in the message replication increases. The number of messages duplicated increases. However, when the density of nodes increased to a certain extent, due to more accurate path information to the destination node, some nodes did not need to do useless replication at this time. Therefore, although the number of nodes increased, the number of replication messages decreased, and the simulation results of the three algorithms showed this trend.

4. Conclusion
In this paper, encounter probability and entropy weight were defined. The replication probability of each message was obtained and messages were duplicated in a finite time according to the probability. Simulations showed that the algorithm effectively solved direction prediction problem in the RAPD algorithm and time distribution problem in PRR algorithm by multi-metric, reduced the uncertainty of utility function and achieved good performance.
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