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Abstract—Recently de Palma et al. [IEEE Trans. Inf. Theory 63, 728 (2017)] proved—using Lagrange multiplier techniques—that under a non-zero input entropy constraint, a thermal state input minimizes the output entropy of a pure-loss bosonic channel. In this note, we present our attempt to generalize this result to all single-mode gauge-covariant Gaussian channels by using similar techniques. Unlike the case of the pure-loss channel, we cannot prove that the thermal input state is the only local extremum of the optimization problem. However, we do prove that, if the conjecture holds for gauge-covariant Gaussian channels, it would also hold for gauge-contravariant Gaussian channels. The truth of the latter leads to a solution of the triple trade-off and broadcast capacities of quantum-limited amplifier channels. We note that de Palma et al. [Phys. Rev. Lett. 118, 160503 (2017)] have now proven the conjecture for all single-mode gauge-covariant Gaussian channels by employing a different approach from what we outline here. Proving a multi-mode generalization of de Palma et al.’s above mentioned result—i.e., given a lower bound on the von Neumann entropy of the input to an n-mode lossy thermal-noise bosonic channel, an n-mode product thermal state input minimizes the output entropy—will establish an important special case of the conjectured Entropy Photon-number Inequality (EPnI). The EPnI, if proven true, would take on a role analogous to Shannon’s EPI in proving coding theorem converses involving quantum limits of classical communication over bosonic channels.

I. INTRODUCTION

Finding the input to a channel—a probability distribution function for the case of classical channels and a density operator for the case of quantum channels—that minimizes the entropy of the channel output, is central to characterizing the fundamental limits of the channel’s ability to transmit information reliably. For classical additive Gaussian noise channels, it is known that, subject to an input entropy lower bound, a Gaussian-distributed input minimizes the output entropy. An analogous statement has been conjectured for bosonic Gaussian channels (BGCs)—quantum channels that map Gaussian states of the input bosonic mode(s) to Gaussian states at the output. The conjecture states that, subject to a lower bound on the von Neumann entropy of the input state to a BGC, a thermal state input (one that has a circularly-symmetric complex Gaussian distribution in phase space) minimizes the entropy at the output of the channel. This conjecture is intimately tied to quantifying the communication capacity of bosonic channels, as discussed in Section II Various special cases of this conjecture, bounds, and related theorems have been proved in recent years [1]–[9]. Recently, the minimum output entropy of non-Gaussian quantum channels have also been considered [7].

In this note, we present our attempt at proving the following conjecture:

Conjecture A. Consider a gauge-covariant bosonic Gaussian channel $N_{A \rightarrow B}$, a trace-preserving completely-positive (TPCP) map that maps a quantum state $\rho_A$ of a single bosonic mode at the input of the channel to the single-mode state $\rho_B = N_{A \rightarrow B}(\rho_A)$ at its output. For all input states $\rho_A$ with $S(\rho_A) = S_0 > 0$, the output entropy $S(\rho_B)$ is minimized if $\rho_A$ is a thermal state of mean photon number $g^{-1}(S_0)$, where the entropy of a thermal state $\rho_n^{\text{th}}$ of mean photon number $\bar{n}$ is given by, $S(\rho_n^{\text{th}}) = g(\bar{n}) = (\bar{n} + 1) \ln(\bar{n} + 1) - \bar{n} \ln \bar{n}$.

Conjecture A is a generalization of the result proven in [4], which provided a proof of Conjecture A when no lower-bound constraint was imposed on the input entropy, i.e., $S_0 = 0$. As we discuss next in Section III, the $S_0 > 0$ case of this conjecture is required for applications to coding-theorem converse proofs for various problems involving communication over bosonic channels. However, the multi-mode version of Conjecture A is required in some cases, as discussed in Section II whose proof remains open.

It is well known that the thermal state is a local minimum of the optimization problem set out in Conjecture A. However, the real difficult part of this sort of proof is to show that the thermal state is in fact a global minimum. In Ref. [9], de Palma et al. proved that the thermal state is the only critical point of the optimization function for single-mode pure-loss BGCs, thus establishing Conjecture A for single-mode pure-loss BGCs. However, when we try to generalize their approach to general gauge-covariant BGCs (when there is an amplification component), we find that there is another critical point: a particular Fock state, other than the thermal state solution. It is unclear to us whether this Fock state is indeed another local extremum with higher output entropy than that of a thermal state or if it can be eliminated as an invalid solution by imposing some physical conditions that we are unable to identify.

This paper is organized as follows. We begin with a discussion in Section II on the relevance of the conjecture in the context of quantifying the quantum-limited capacity of single
and multi-user optical communication channels and related results. In Section [III], we give the definition of a gauge-covariant BGC and their Lindblad operator representation from [3]. In Section [IV] we begin our proof attempt by reducing the aforesaid problem to an infinitesimal version thereof. In Section [V] we try to prove this infinitesimal version by solving a Lagrangian multiplier problem. We show that, unlike the case of pure-loss channels, there exists a solution to the Lagrangian equation other than the thermal state. In Section [VI] we prove that if the conjecture is true for gauge-covariant BGCs, it can be extended to gauge-contravariant BGCs. We conclude the paper in Section [VII] with a summary and some open problems.

II. Background

The entropy power inequality (EPI) for statistically independent continuous-valued random variables $X$ and $Y$, 

$$e^{2h(X+Y)} \geq e^{2h(X)} + e^{2h(Y)},$$  \hspace{1cm} (II.1)

was proposed by Shannon [9], where $h(X)$ is the differential entropy of $X$. Equality holds when $X$ and $Y$ are both Gaussian distributed. The EPI has found many applications in capacity theorem converse proofs for additive Gaussian noise channels. The EPI has found many applications in capacity theorem converse proofs for additive Gaussian noise channels in both single and multi-user scenarios. In all those applications, it suffices to restrict $Y$ to be Gaussian distributed. With $Y$ Gaussian and $\sigma^2_Y$ its variance, the EPI can be restated as

$$h(X+Y) \geq \frac{1}{2} \log \left( 2\pi e \left[ \sigma^2_Y + \sigma^2_{X|G} \right] \right),$$  \hspace{1cm} (II.2)

where $\sigma^2_{X|G} = e^{2h(X|G)} \equiv v(X)$ is the ‘entropy power’ of $X$, i.e., the entropy of a Gaussian random variable $X_G$ whose entropy is the same as the entropy of $X$. One interpretation of (II.2) is that, subject to a lower bound on the entropy of the input, i.e., $h(X) \geq H_0$, the output entropy of an additive white Gaussian noise (AWGN) channel is minimized when $X$ has a Gaussian distribution. It is this special-case interpretation of the EPI—that subject to an input entropy constraint, Gaussian inputs minimize the output entropy—that is crucial to all the known applications of the EPI to the coding theorem converse proofs. Intuitively, choosing an input distribution that minimizes the entropy at the output of a channel is the input that works with the channel’s intrinsic noise in the most favorable way, with respect to the achievable and reliable communication rate.

Fundamental limits of optical communications are governed by quantum information theory (QIT), as optical channels are bosonic quantum channels at the core. Choices of transmitter modulation and receiver measurement induce a specific classical channel whose capacity is governed by its Shannon capacity. QIT gives us tools to evaluate the ultimate capacity of quantum channels without making restrictive assumptions on modulation states or structural assumptions on the receiver.

Bosonic Gaussian channels (BGCs) are quantum channels that map Gaussian states at the input to Gaussian states at the output. Most practical scenarios in optical communications in fiber and free-space where the predominant effects are pure (linear) loss, thermal noise (resulting from the blackbody background for instance), and linear amplification, are modeled accurately by an appropriate BGC. Non-linear effects in optical propagation such as self Kerr, non-linear dispersion, and multi-photon absorption cannot be modeled by a BGC. In this paper, we will restrict our attention to phase-insensitive BGCs—both gauge-covariant and gauge-contravariant kinds (to be defined later in the paper), which subsume pure loss, additive thermal noise, linear amplification, and all combinations thereof.

We now recall some history concerning Conjecture A. The entropy photon-number inequality (EPnI) was proposed as a conjecture in 2008 [10], [11]. Provided that it is true, it would on a role exactly analogous to Shannon’s EPI in proving coding theorem converses for quantifying the ultimate capacity of transmitting information over BGCs. The single-mode ($n = 1$) version of the EPnI is stated in terms of the entropy powers of a pair of input states $\rho_X$ and $\rho_Y$ modeling on a beamsplitter of transmissivity $\eta$, producing an output state $\rho_Z$ (see Fig. 1), where the quantum generalization of entropy power (or, entropy photon-number) of $\rho_X$ is the power (mean photon number) of a thermal state with (von Neumann) entropy equal to $S(\rho_X) = -\text{Tr}(\rho_X \ln \rho_X)$, the entropy of $\rho_X$. The entropy of a thermal state $\rho^{th}_n$ of mean photon number $\bar{n}$ is given by

$$S(\rho^{th}_{\bar{n}}) = g(\bar{n}) = (\bar{n} + 1) \ln(\bar{n} + 1) - \bar{n} \ln \bar{n}.$$  \hspace{1cm} (II.3)

Therefore, the entropy photon number of $\rho_X$ is $g^{-1}(S(\rho_X))$. The statement of the EPnI is

$$g^{-1}(S_Z) \geq \eta g^{-1}(S_X) + (1 - \eta) g^{-1}(S_Y),$$  \hspace{1cm} (II.4)

where $S_A = S(\rho_A); ~ A = X, Y$ or $Z$. The multi-mode ($n > 1$) version of this conjecture is stated similarly [10], but with entropy photon number of an $n$-mode input state $\rho_{X^n}$ defined as the mean photon number of an $n$-mode i.i.d. tensor-product thermal state with entropy $S(\rho_{X^n})$, which is given by $g^{-1}(S(\rho_{X^n})/n)$.

The restriction of the EPnI where one of the two inputs is held to be a thermal state (tensor-product thermal state for the multi-mode case) was stated in 2008 in [12] as Conjecture 3. The multi-mode ($n > 1$) version of Conjecture 3 suffices to prove all the coding theorem converses where the EPnI has been employed thus far. Specifically, a proof of Conjecture 3 would establish the quantum-limited classical capacity region of a single-sender multiple-receiver bosonic broadcast channel with loss and additive thermal-noise [12].

A special case of Conjecture 3 of [12], corresponding to $S_X = 0$ and $\bar{n} > 0$, stated as Conjecture 1 in [12] was conjectured in 2004 [13], a proof of which was shown to establish that the capacity of the single-sender single-receiver lossy BGC with additive thermal-noise is attained by coherent-state inputs [13]. Conjecture 1 states that the vacuum input state minimizes the output entropy of a lossy thermal-noise BGC. The proof of this conjecture for all multi-mode phase-insensitive BGCs appeared in 2014 [1, 2], which used the fact that a quantum-limited conjugate amplifier channel is entanglement-breaking, and employed certain decomposition rules of a bosonic Gaussian channel.

Another special case of Conjecture 3 of [12], corresponding to $S_X > 0$ and $\bar{n} = 0$, stated as Conjecture 2 in [12], was stated in 2007 [14], a proof of which was shown to establish
Fig. 1: Entropy photon-number inequality and its special cases.

that the capacity of the single-sender multiple-receiver pure-loss BGC is attained by coherent-state inputs [14], and would complete the proof of the triple tradeoff region of a pure-loss BGC [15]. Conjecture 2 of [12] states that given an input state, the transformation of the input state to the output state is equivalent to the characteristic function representation of the output state, resulting in the final state being a thermal state. The general quantum state of a bosonic mode is a density operator that satisfies the following equation:

\[ \rho_{\text{out}}(\xi) = \text{Tr}(\rho e^{\xi \hat{a}^\dagger - \xi^* \hat{a}}) \]

where \( \sigma > 0 \) is the loss or gain parameter and \( \rho_{\text{input}}(\xi) \) is the input state. A bosonic Gaussian channel (BGC) can be represented as a one-parameter linear TPCP map, with manifest semi-group structure, and consequently that a gauge-covariant single-mode BGC can be represented as a one-parameter linear TPCP map.

\[ \Phi_t(\rho) = e^{t\mathcal{L}} \rho e^{-t\mathcal{L}} \]

with manifest semi-group structure

\[ e^{(t+t')\mathcal{L}} = e^{t\mathcal{L}} e^{t'\mathcal{L}} = e^{t\mathcal{L}} e^{t'\mathcal{L}} \]

Here \( \mathcal{L} \) is a Lindblad operator that generates the dynamics of a gauge-covariant BGC, and \( t \) can be viewed as a time parameter corresponding to a continuous action of the channel on the input state \( \rho(0) \), resulting in the final state \( \rho(t) \) at time \( t > 0 \). With that interpretation, the equation of motion for \( \rho(t) \), under the action of the channel, is given by

\[ \frac{d\rho(t)}{dt} = \mathcal{L}(\rho(t)) \]

For gauge-covariant BGCs, the Lindblad operator is given by

\[ \mathcal{L}(\rho) = \gamma_+ \mathcal{L}_+ + \gamma_- \mathcal{L}_- \]

where

\[ \mathcal{L}_+(\rho) = \hat{a} \rho \hat{a}^\dagger - \frac{1}{2} \hat{a} \rho \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \rho \hat{a}^\dagger \]

\[ \mathcal{L}_-(\rho) = \hat{a} \rho \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \rho \hat{a}^\dagger - \frac{1}{2} \hat{a} \rho \hat{a}^\dagger \]

The Fock state \(|n\rangle\), also known as the photon-number state, is a quantum state of a given mode corresponding to exactly \( n \) photons being present in the mode. The annihilation operator and its conjugate (the creation operator) act on the Fock basis as

\[ \hat{a}|n\rangle = \sqrt{n}|n-1\rangle, \quad \text{and} \quad (\text{III.3}) \]

\[ \hat{a}^\dagger|n\rangle = \sqrt{n+1}|n+1\rangle. \quad (\text{III.4}) \]

The general quantum state of a bosonic mode is a density operator \( \rho \), an infinite-dimensional unit-trace positive semi-definite Hermitian operator. The Fock basis representation of \( \rho \) (i.e., the infinitely-many matrix elements \( \langle m|\rho|n\rangle; \ m, n = 0, 1, \ldots \)) is equivalent to the characteristic function representation of \( \rho \), \( \chi_\rho(\xi) = \text{Tr}(\rho e^{\xi \hat{a}^\dagger - \xi^* \hat{a}}) \). A bosonic Gaussian channel (BGC) can be characterized by its action on the characteristic function of the input state. In particular, for one-mode gauge-covariant BGCs, the transformation of the input state \( \rho_{\text{in}} \) to the output state \( \rho_{\text{out}} \), expressed in terms of their characteristic functions takes the following form:

\[ \chi_{\rho_{\text{out}}}(\xi) = \chi_{\rho_{\text{in}}}(\sqrt{\tau} \xi) \exp[-y|\xi|^2/2], \quad (\text{III.5}) \]
For a lossy channel with thermal noise, $\gamma_+ = N$, $\gamma_- = N + 1$, where $N$ is the mean photon number of the thermal state. The channel transmissivity $\eta = e^{-t}$. For a phase-insensitive noisy amplifier channel, $\gamma_+ = N + 1$, $\gamma_- = N$, and the amplifier gain $\kappa = e^t$. Finally, for an additive Gaussian noise channel, $\gamma_+ = \gamma_- = 1$ with $N = t$.

The density operator of a thermal state with mean photon number $\bar{n}$ is diagonal in the Fock basis and is given by

$$\rho_n^{th} = \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^{\bar{n}} \hat{a}^\dagger \hat{a}, \quad (III.12)$$

$$= \sum_{\bar{n}} \lambda_n |\bar{n}\rangle \langle \bar{n}|, \quad (III.13)$$

where $\lambda_n = \bar{n}^{\bar{n}}/(1 + \bar{n})^{ar{n}+1}$ is the geometric (Bose-Einstein) distribution. The von Neumann entropy of the thermal state is

$$S(\rho_n^{th}) = g(\bar{n}) = (\bar{n} + 1) \ln(\bar{n} + 1) - \bar{n} \ln \bar{n}, \quad (III.14)$$

which clearly is also the (discrete) Shannon entropy of the geometric distribution $\{\lambda_n\}$.

We now restate and specialize Conjecture [A] in terms of the aforementioned description of a gauge-covariant BGC (see Section [V] for our statement for gauge-contravariant channels).

**Conjecture B.** Consider a single-mode gauge-covariant BGC represented by $\Phi_t = e^{tL}$. For any input state $\rho$ with a given entropy $S(\rho) = S_0 \geq 0$, the output entropy is minimized by the input thermal state, i.e.,

$$S(\Phi_t(\rho)) \geq S(\Phi_t(\rho_n^{th}(\ delta N))) \quad \forall t \geq 0. \quad (III.15)$$

The goal of the remainder of this note is to discuss our attempt at a proof of Conjecture [B]. For the case when the input state $\rho$ is a pure state, i.e., $S_0 = 0$, the statement of Conjecture [B] was proved in [I]. We will try to prove it for the general case, i.e., $S_0 > 0$. In Section [IV], we will reduce the statement of Conjecture [B] to Conjecture [C] an equivalent infinitesimal version of Conjecture [B] but stated only at $t = 0$. Finally, in Section [V] we will discuss our proof attempt for Conjecture [C] using a Lagrange-multiplier optimization and show where we are unable to complete the proof.

**IV. AN EQUIVALENT INFINITESIMAL FORM**

In this section, we will show that proving the following infinitesimal version of the minimum output entropy conjecture established in [I], which we state entirely at $t = 0$, implies a proof of Conjecture [B] for all $t \geq 0$.

**Conjecture C.** Consider a single-mode gauge-covariant BGC represented by $\Phi_t = e^{tL}$. For any input state $\rho$ with entropy $S(\rho) = S_0 > 0$, we have

$$\frac{d}{dt} S(\Phi_t(\rho))|_{t=0} \geq \frac{d}{dt} S(\Phi_t(\rho_n^{th}(\ delta N)))|_{t=0}. \quad (IV.1)$$

See Section [V] for a discussion of our attempt at proving Conjecture [C].

**Lemma 1.** Conjecture [C] implies Conjecture [B]

**Proof.** Let us assume that the statement of Conjecture [C] Eq. (IV.1) is true. Due to the semi-group property of the map $\Phi_t = e^{tL}$, we can discretize it as a concatenation of $N$ evolutions:

$$e^{tL} = \prod_{j=1}^N e^{j(\delta t)L}, \quad (IV.2)$$

where $\delta t = t/N$.

$\Phi_0(\rho) = \rho$ is the identity map. Therefore, the input entropy constraint $S(\rho) = S_0$ can be restated as

$$S(\Phi_0(\rho)) = S(\Phi_0(\rho_n^{th}(\ delta N))) \quad (IV.3)$$

Now consider the output entropy at $t = \delta t$. From Conjecture [C] and the initial condition (IV.5), for $\delta t$ infinitesimally small, we must have that the thermal state minimizes the output entropy,

$$S(\Phi_{\delta t}(\rho)) \geq S(\Phi_{\delta t}(\rho_n^{th}(\ delta N))) \equiv S_{\delta t}. \quad (IV.4)$$

Now to minimize the entropy of the output state at $t' = 2(\delta t)$, we need to consider the following minimization problem:

$$\min_{S(\rho_{\delta t}) \geq S_{\delta t}} S(\Phi_{\delta t}(\rho(\delta t))) \quad (IV.5)$$

Due to the concavity of von Neumann entropy and the linearity of $\Phi_t$, we can restrict the minimization in (IV.5) to a smaller set $S(\rho_{\delta t}) = S_{\delta t}$ without affecting the minimum [3].

$$\min_{S(\rho_{\delta t}) \geq S_{\delta t}} S(\Phi_{\delta t}(\rho(\delta t))) \equiv S_{\delta t} \quad (IV.6)$$

Using Conjecture [C] again for the initial state at $t = \delta t$ with the modified input-entropy constraint

$$S(\rho(\delta t)) = S_{\delta t}, \quad (IV.7)$$

we obtain

$$\frac{d}{dt} S(\Phi_t(\rho(\delta t)))|_{t'=0} \geq \frac{d}{dt} S(\Phi_t(\rho_n^{th}(\ delta N)))|_{t'=0}. \quad (IV.8)$$

Therefore, for an infinitesimally small $\delta t$, we must have that a thermal state minimizes the output entropy at $t = 2(\delta t)$,

$$S(\Phi_{2(\delta t)}(\rho)) \geq S(\Phi_{2(\delta t)}(\rho_n^{th}(\ delta N))) \equiv S(\Phi_{2(\delta t)}(\rho_n^{th}(\ delta N)) \quad (IV.9)$$

We repeat the above procedure for $t = 3(\delta t), \ldots, N(\delta t)$, and then take the limit $N \to \infty$ (or equivalently $\delta t \to 0$), thereby concluding that a thermal state of entropy $S_0$ minimizes the entropy at the output of $\Phi_t$ at any arbitrary finite $t > 0$, which is the statement of Conjecture [B] in Eq. (III.15).}

**V. PROOF ATTEMPT FOR CONJECTURE [C]**

Given the reduction in Section [IV], what remains to be proven in order to establish Conjecture [A] for gauge-covariant channels is Conjecture [C]. Here we discuss our attempt at proving Conjecture [C].

We first argue that it suffices to restrict the minimization in Conjecture [C] to passive input states. Passive states are diagonal in the Fock basis and have non-increasing eigenvalues:

$$p = \sum_{\bar{n}} p_{\bar{n}} |\bar{n}\rangle \langle \bar{n}|, \quad p_0 \geq p_1 \geq \ldots \geq 0. \quad (V.1)$$
Since the probabilities \( p_n \) are decreasing, we can conclude that all passive states have connected supports [6]. That is, there exists \( N \geq 0 \) such that \( p_0 \geq p_1 \geq \ldots \geq p_N > p_{N+1} = \ldots = 0 \). We define \( D_N \) as the set of all such passive states, and we define the set \( D_\infty \) as the set of passive states with infinite support. Therefore, all the passive states we need to consider in this problem belong to the following set:

\[
D = \bigcup_{N=1}^\infty D_N . 
\]

(V.2)

The Fock passive rearrangement \( \rho^\dagger \) of the state \( \rho \) is the only passive state with the same spectrum as that of \( \rho \).

Ref. [5] established that passive states minimize the output entropy of single-mode phase-insensitive Gaussian channels.

**Theorem 1.** For single-mode gauge-covariant BGCs, the minimum output entropy is achieved on the set of passive input states:

\[
\min_{S(\rho) = S_0} S(\Phi_t(\rho)) = \min_{S(\rho) = S_0, \rho \in D} S(\Phi_t(\rho)) . 
\]

(V.3)

Proof. Theorem V.3 in [5] implies that for any input state \( \rho \),

\[
S(\Phi_t(\rho)) \geq S(\Phi_t(\rho^\dagger)) .
\]

(V.4)

Thus the claim follows.

It therefore suffices to prove that Conjecture [C] holds on the set of passive input states. Now we will calculate the derivative of the output entropy when the input is a passive state. We will first argue that we must restrict the optimization over input passive states with support over all the (infinitely many) Fock basis elements.

**Lemma 2.** The passive input state that achieves the minimum output entropy of \( \Phi_t = e^{tL} \) cannot have a finite support on the Fock basis, i.e., zero probability over basis elements \( \{|N+1\rangle, |N+2\rangle, \ldots \} \) for some finite \( N \).

Proof. Let \( p^{(N)}(0) \in D_N \) be the input passive state, and let \( p^{(N)}(t) = \Phi_t(p^{(N)}(0)) \equiv \sum_{n=0}^N p_n(t)|n\rangle\langle n| \). By assumption, we have that \( p_n(0) = 0 \) for all \( n \geq N+1 \).

\[
\frac{d}{dt} (e^{tL} p^{(N)}(t))|_{t=0} = L(p^{(N)}(0)) 
\]

\[
= \sum_{n=0}^N \left[ p_n(0) \gamma_+ (a^\dagger n) \langle n|a - \frac{1}{2} a^\dagger a |n\rangle - \frac{1}{2} |n\rangle \langle n|a^\dagger a \right] 
\]

\[
+ \sum_{n=0}^N p_n(0) \gamma_-(a) \langle n|a - \frac{1}{2} a^\dagger a |n\rangle - \frac{1}{2} |n\rangle \langle n|a^\dagger a 
\]

\[
= \sum_{n=0}^N p_n(0) \gamma_+ ((n+1)|n+1 \rangle \langle n+1| - (n+1)|n\rangle \langle n|) 
\]

\[
+ \sum_{n=0}^N p_n(0) \gamma_- (n|n-1 \rangle \langle n-1| - n|n \rangle \langle n|) .
\]

(V.5)

where, in the above, we take the convention that \(-1\langle -1|\) is the zero operator. Therefore for \( n = 0, 1, \ldots , N \), we have the following equations:

\[
p_n'(0) = \gamma_+ (n p_{n-1} - (n + 1) p_n) 
\]

\[
+ \gamma_- ((n+1) p_{n+1} - n p_n) , \quad \text{(V.6)}
\]

where it is implicit that \( p_{-1}(0) = 0 \) and \( p_{N+1}(0) = 0 \). By Taylor expanding the operator \( e^{tL} \) as \( \sum_{k=0}^\infty (tL)^k / k! \), one can see that when \( \gamma_+ > 0 \), for all \( t > 0 \) the state \( p^{(N)}(t) \in D_\infty \). For all initial states with finite support (i.e., \( p^{(N)}(0) \in D_N \)), we can calculate the derivative of the output entropy as follows:

\[
\frac{d}{dt} S(e^{tL} p^{(N)}(0))|_{t=0} = \frac{d}{dt} S(p^{(N)}(t))|_{t=0} = \frac{d}{dt} \left[ -\sum_{n=0}^\infty p_n(t) \ln p_n(t) \right]|_{t=0} = \left[ -\sum_{n=0}^\infty (1 + \ln p_n(t)) p_n'(t) \right]|_{t=0} .
\]

(V.7)

To evaluate this latter limit as \( t \to 0 \), consider from (V.6) that all terms \( p_n'(0) \) with \( n > N + 1 \) converge to zero, whereas all terms \( p_n(0) \) with \( n > N \) converge to zero. We can then write out the last line above explicitly as

\[
\frac{d}{dt} S(p^{(N)}(t))|_{t=0} = 
\]

\[
-\sum_{n=0}^N (1 + \ln p_n(0)) \left[ \gamma_+ n p_{n-1}(0) - \gamma_+ (n + 1) p_n(0) 
\]

\[
- \gamma_- p_{n+1}(0) + \gamma_- (n+1) p_{n+1}(0) 
\]

\[
- \gamma_+ (N + 1) \lim_{t \to 0} p_N(t) (1 + \ln p_{N+1}(t)) .
\]

(V.8)

For \( \gamma_+ > 0 \),

\[
- \gamma_+ (N + 1) \lim_{t \to 0} p_N(t) (1 + \ln p_{N+1}(t)) \to +\infty .
\]

(V.9)

Thus, the derivative of the output entropy is infinitely large for any initial passive state with finite support. That is to say, any passive state \( p^{(N)} \in D_N \) with \( N < +\infty \) cannot be a local minimum of the derivative of output entropy. Therefore, we only need to search for a minimum within the set of passive states having infinite support, that is, \( p^{(\infty)} \in D_\infty \).

For the last part of our discussion, we restrict the minimization to be over passive input states with an infinite support over the Fock basis. This optimization can be formulated as the following Lagrange multiplier problem:

\[
L = S'(p^{(\infty)}(0)) + \mu \left( -\sum_{n=0}^\infty p_n(0) \ln p_n(0) - S_0 \right) 
\]

\[
+ \lambda \left( \sum_{n=0}^\infty p_n(0) - 1 \right) ,
\]

(V.10)

Note that when \( \gamma_+ = 0 \), the channel is a pure-loss channel, and the derivative does not diverge in this case. However, following the proof in [6], it can be shown as well that it is sufficient to consider passive states in \( D_\infty \).
where,
\[
S'(p^{(\infty)}(0)) = -\sum_{n=0}^{\infty} (1 + \ln p_n(0)) \left[ \gamma_+ np_{n-1}(0) - \gamma_+(n+1)p_n(0) - \gamma_- n p_n(0) + \gamma_-(n+1)p_{n+1}(0) \right].
\]

Any local minimum or maximum must be a solution of
\[
\nabla L = \left( \frac{\partial L}{\partial p_n}, \frac{\partial L}{\partial \mu} \right) = 0.
\]

Differentiating (V.10) with respect to \( p_n(0) \) and using (V.11), we have that
\[
- \gamma_+ n z_n^{-1} + \gamma_+(n+1) + \gamma_- n - \gamma_-(n+1) z_n + \gamma_+(n+1) \ln z_n^{-1} + \gamma_- n \ln z_n^{-1} - \mu (1 + \ln p_n(0)) + \lambda = 0,
\]
where in the above we define
\[
z_n = \frac{p_n(1)}{p_n(0)}.
\]

Since \( p_\infty \in D_\infty, 0 < z_n \leq 1 \). To get a recursive relation between \( \{z_n\} \), take the difference between two consecutive values of \( n \), we get
\[
\gamma_+ n \left( \frac{1}{z_n} - \frac{1}{z_n-1} \right) + \gamma_- (n + 2) (z_n - 1) = \gamma_+ + \gamma_- - \gamma_+ \frac{1}{z_n} - \gamma_- z_n + \gamma_+(n + 2) \ln \frac{1}{z_n + 1} \frac{1}{z_n},
\]
where
\[
\gamma_+ \geq 0 \quad \text{and} \quad \gamma_- \geq 0.
\]

For the pure-loss channel, set \( \gamma_+ = 0, \gamma_- = 1 \), we then recover (V.30) in Ref. [6].

The above equation can be rewritten as following,
\[
(n + 2) [f(z_{n+1}) - f(z_n)] = n [g(z_n) - g(z_{n-1})] + \Delta(z_n)
\]

for \( n \geq 1 \). When \( n = 0 \), we have
\[
2 [f(z_1) - f(z_0)] = \Delta(z_0),
\]
where
\[
f(x) = \gamma_- x + \gamma_+ \ln x, \quad g(x) = \gamma_- \ln x - \gamma_+ \frac{1}{x},
\]
both of which are monotonic increasing with well-defined inverse function for \( \gamma_+ \geq 0 \) and \( \gamma_- \geq 0 \).

And we define \( \Delta(x) \) as
\[
\Delta(x) = \gamma_+ + \gamma_- - \gamma_+ \frac{1}{x} - \gamma_- x + (\gamma_- - \gamma_+ - \mu) \ln x.
\]

By induction for \( n = 2, 3, \ldots \), we have \( 0 < z_0 < z_1 < \ldots \leq 1 \). Therefore in this case \( \{z_n\} \) must be strictly increasing.

When \( h(z_0) < \gamma_- - \gamma_+ - \mu \), we have \( \Delta(z_0) < 0 \), it’s not difficult to follow a similar induction procedure to prove \( 1 \geq z_0 > z_1 > \ldots \geq 0 \).

Finally when \( h(z_0) = \gamma_- - \gamma_+ - \mu \), the right hand side of the recursive equation Eq. (V.16) is always zero, thus \( \{z_n\} \) is a constant. \( \square \)

Lemma 4. We have \( \lim_{n \to \infty} z_n \neq 1 \).

Proof. From Lemma 3 \( \{z_n\} \) is either monotonic increasing or decreasing.

When \( \{z_n\} \) is monotonic decreasing and if \( \lim_{n \to \infty} z_n = 1 \), we must have \( z_0 = z_1 = \ldots = 1 \). Thus we have a uniform distribution with entropy
\[
S = \lim_{n \to \infty} \log n,
\]
which is infinitely large. This contradicts the finite constraint \( S(\rho) = S_0 \). Therefore \( \lim_{n \to \infty} z_n \neq 1 \).

Now consider the case when \( \{z_n\} \) is monotonic increasing and assume \( \lim_{n \to \infty} z_n = 1 \). Then for arbitrary \( \epsilon > 0 \), there
exists a large integer $N$ such that $|p_n - p_N| \leq \epsilon$, \(\forall n > N\). The entropy of the state is

$$S = -\sum_{n=0}^{N} p_n(0) \log p_n(0) - \sum_{n=N+1}^{\infty} p_n(0) \log p_n(0)$$

$$= -\sum_{n=0}^{N} p_n(0) \log p_n(0) - P_N \log(1 - P_N)$$

$$+ \lim_{n \to \infty} P_N \log n + o(\epsilon) \ , \quad (V.27)$$

where $P_N = \sum_{n=0}^{N} p_n(0)$. Again $S$ diverges, and so $\{z_n\}$ cannot be a valid solution. Therefore for any solution of (V.16),

$$\lim_{n \to \infty} z_n \neq 1 \ .$$

**Lemma 5.** We must have $z_0 = z_1 = \ldots = z$, with $0 < z < 1$, or $z_0 > z_1 > \ldots > z$, with $z = 0$.

**Proof.** From Lemma 3 the series $\{z_n\}$ is either monotonic increasing or decreasing. Since $0 \leq z_n \leq 1$, $z_n$ must converge at large $n$,

$$\lim_{n \to \infty} z_n = z \ , \quad (V.28)$$

where $0 \leq z \leq 1$. From Lemma 4 we know that $z \neq 1$. When $\{z_n\}$ is increasing, $z \neq 0$ since $z_n$ would be negative. When $\{z_n\}$ is a constant, $z \neq 0$ represents the zero-temperature limit - the vacuum state.

Let us first consider the case when $h(z_0) > \gamma_- - \gamma_+ - \mu$ and $\{z_n\}$ is increasing. We then have $g(z_n) - g(z_{n-1}) > 0$.

From Eq. (V.16) we get

$$\Delta(z_n) - (n + 2)[f(z_{n+1}) - f(z_n)] < 0 \ . \quad (V.29)$$

Since $\ln z_n < 0$, we can divide it on both sides and have

$$-h(z_n) + (\gamma_- - \gamma_+ - \mu) > \frac{(n + 2)[f(z_{n+1}) - f(z_n)]}{\ln z_n} \ . \quad (V.30)$$

Now take the limit of $n \to \infty$ on both sides and since

$$\lim_{n \to \infty} \frac{(n + 2)[f(z_{n+1}) - f(z_n)]}{\ln z_n}$$

$$= \lim_{n \to \infty} (n + 2) \frac{\gamma_- (z_n - z_{n-1}) + \gamma_+ (\ln z_{n+1} - \ln z_n)}{\ln z_n}$$

$$= \gamma_- \lim_{n \to \infty} (n + 2) \frac{z_{n+1} - z_n}{\ln z_n} \ , \quad (V.31)$$

where we use the fact

$$\lim_{n \to \infty} \frac{\ln z_{n+1}}{\ln z_n} = 1 \quad (V.32)$$

for $0 < z < 1$. We then get

$$-h(z_n) + (\gamma_- - \gamma_+ - \mu) > \gamma_- \lim_{n \to \infty} \frac{n(z_{n+1} - z_n)}{\ln z} \ . \quad (V.33)$$

Define $x_n = z_{n+1} - z_n$ and consider the summation

$$\sum_{n=0}^{N} x_n = z - z_0 < +\infty \ . \quad (V.34)$$

Since the summation of $x_n$ converges, we must have that $x_n$ decreases with $n$ and $x_n \sim o(1/n)$. Thus

$$\lim_{n \to \infty} n(z_{n+1} - z_n) = 0 \ . \quad (V.35)$$

Together with (V.33) we have

$$h(z) < \gamma_- - \gamma_+ - \mu \ . \quad (V.36)$$

Recall that at the beginning we assumed that $h(z_0) > \gamma_- - \gamma_+ - \mu$. Then we have a contradiction

$$\gamma_- - \gamma_+ - \mu < h(z_0) \left< h(z_0) < h(z) < \gamma_- - \gamma_+ - \mu \ . \quad (V.37)$$

Therefore we cannot have $\{z_n\}$ being strictly increasing.

When $h(z_0) > \gamma_- - \gamma_+ - \mu$ and $\{z_n\}$ is strictly decreasing we can follow a similar argument, except the relation

$$\lim_{n \to \infty} \frac{\ln z_{n+1}}{\ln z_n} = 1 \quad (V.38)$$

does not necessarily hold when $z = 0$. Therefore, any solution with strictly decreasing $\{z_n\}$ and $z > 0$ will lead to contradiction. Combining the above argument with Lemma 3 we can conclude the proof. \(\square\)

As we can see, other than the thermal state (geometric solution), another Fock passive state with super-exponential decreasing probability distribution is also a valid solution. Mathematically, the inability to eliminate this Fock-diagonal state as a valid solution lies at the fact that (V.32) does not hold for this particular state. Notice that when $\gamma_+ = 0$, for pure-loss channel, we do not have this problem at all. That is saying, the key is that the proof is not working for quantum-limited amplifier. It is unclear for us what is the physical implication of this difference between the pure-loss channel and the quantum-limited amplifier channel.

**VI. Extending the Proof to Single-Mode Gauge-Covariant BGCs**

Here we show that Conjecture B holding for all single-mode gauge-covariant channels implies that it holds for all single-mode gauge contravariant channels. The transformation of the characteristic function induced by a contravariant channel $\tilde{A}_{N}^{\kappa}$ is given by

$$\chi_{\rho_{\text{out}}} (\xi) = \chi_{\rho_{\text{in}}} (-\sqrt{\tau} |\xi|) \exp[\frac{-|y| |\xi|^2}{2}] \ , \quad (VI.1)$$

with $\tau = -(\kappa - 1)$ and $y \geq |\tau - 1|$. The channel is quantum-noise limited when $y = |\tau - 1|$. Let us first consider the quantum-limited gauge-contravariant channel $\tilde{A}_{N}^{\kappa}$, which is an entanglement-breaking channel and thus can be expressed as a measure-prepare mapping in the coherent-state basis $[1]$

$$\tilde{A}_{N}^{\kappa} (\rho) = \int d^2 \xi \frac{\langle \xi | \rho | \xi \rangle}{\pi} | - \sqrt{\kappa} \xi \rangle \langle - \sqrt{\kappa} \xi | \ . \quad (VI.2)$$

It is instructive to note here that $\frac{\langle \xi | \rho | \xi \rangle}{\pi}$ is the probability distribution resulting from an ideal heterodyne detection measurement on $\rho$ with measurement result $\xi \in \mathbb{C}$. So, the action of the channel $\tilde{A}_{N}^{\kappa}$ can be regarded as heterodyne detection of $\rho$, obtaining measurement result $\xi$, followed by a conditional preparation of the coherent state $| - \sqrt{\kappa} \xi \rangle$. 

It is known that there exists an entanglement-breaking channel $\mathcal{M}$ \cite{4}
\[
\mathcal{M}(\rho) = \int d^2 \xi \frac{\langle \xi | \rho | \xi \rangle}{\pi} - \sqrt{\tau} \xi (\xi) \langle -\sqrt{\tau} \xi | \rho | \sqrt{\tau} \xi \rangle , \quad (VI.3)
\]
which is a gauge covariant channel with parameters $\tau = \kappa - 1$ and $y = \kappa$ as stated in \cite{III.3}, such that
\[
\tilde{A}_0^\kappa(\rho) = T \mathcal{M}(\rho) . \quad (VI.4)
\]
In the above, $T$ is the super operator corresponding to complex conjugation, i.e., $T \tilde{a} = \tilde{a}^\dagger$ \cite{4}. $T$ is not a TPCP map and hence not a valid quantum channel, but it is trace-preserving. Therefore $\tilde{A}_0^\kappa(\rho)$ and $\mathcal{M}(\rho)$ must have the same spectrum. So, there must exist a unitary $U$ such that,
\[
\tilde{A}_0^\kappa(\rho) = U^\dagger \mathcal{M}(\rho) U , \quad (VI.5)
\]
and thus,
\[
\min_{S(\rho) = S_0} S(\tilde{A}_0^\kappa(\rho)) = \min_{S(\rho) = S_0} S(\mathcal{M}(\rho)) . \quad (VI.6)
\]
Thus Conjecture $[B]$ holds for the quantum-noise-limited gauge-contravariant channel if it holds for single-mode, gauge-contravariant bosonic Gaussian channels.

What remains is to consider a non-quantum-noise limited gauge-contravariant BGC (with thermal noise). A contravariant channel with parameter $(\tau, y)$ as in \cite{VI.1} can be decomposed into a quantum-limited attenuator (pure-loss) channel followed by a quantum-limited gauge-contravariant channel,
\[
\tilde{A} = \tilde{A}_0^\kappa \circ \mathcal{E}_\eta^0 , \quad (VI.7)
\]
with $\tau = \eta(1 - \kappa)$ and $y = (\kappa - 1)(1 - \eta) + \kappa$. Applying Conjecture $[B]$ for the pure-loss channel $\mathcal{E}_\eta^0$ (which is a gauge-contravariant channel) we have
\[
S(\mathcal{E}_\eta^0(\rho)) \geq S(\mathcal{E}_\eta^0(\rho^{th}_{g^{-1}(S_0)})) \equiv S_1 . \quad (VI.8)
\]
However, since we proved above that Conjecture $[B]$ holds for the quantum-noise-limited gauge-contravariant channel $\tilde{A}_0^\kappa$ if it holds for single-mode, gauge-contravariant bosonic Gaussian channels, we have that
\[
\min_{S(\rho) = S_0} S(\tilde{A}(\rho)) = \min_{S(\rho) = S_0} S(\tilde{A}_0^\kappa \circ \mathcal{E}_\eta^0(\rho)) = \min_{S(\rho) \geq S_1} S(\tilde{A}_0^\kappa(\rho)) = S(\tilde{A}_0^\kappa(\rho^{th}_{g^{-1}(S_1)})) = S(\tilde{A}_0^\kappa \circ \mathcal{E}_\eta^0(\rho^{th}_{g^{-1}(S_0)})) = S(\tilde{A}(\rho^{th}_{g^{-1}(S_0)})) . \quad (VI.9)
\]
Therefore we have proved that thermal states minimize the output entropy of all single-mode phase-insensitive (both gauge-contravariant and gauge-contravariant) bosonic Gaussian channels, if Conjecture $[B]$ is true.

\section{VII. Conclusion}

It has been long conjectured that subject to a lower bound on the von Neumann entropy of the input state to a bosonic Gaussian channel (BGC), a thermal state input—one that has a circularly-symmetric, complex Gaussian distribution in phase space—minimizes the entropy at the output of the channel. This conjecture is intimately tied to quantifying the quantum-limited capacities and capacity regions for transmitting classical information over point-to-point and multi-user-broadcast bosonic channels. Various special cases of this conjecture, bounds, and related theorems have been proved in recent years \cite{1-6}.

In this note, we discuss a proof attempt of the aforementioned Gaussian optimizer conjecture for all single-mode phase-insensitive BGCs (both gauge-contravariant and gauge-contravariant). Nearly all practical optical communication channels fall under the class of phase-insensitive BGCs, which is a model general enough to model linear loss (attenuation), additive noise, linear amplification, phase conjugation, and any combinations thereof. As discussed in \cite{16}, the truth of Conjecture $[A]$ implies that trade-off and broadcast capacities of quantum-limited amplifier channels will be solved.

Another open question is the proof of the Gaussian optimizer conjecture for multimode phase-insensitive BGCs, which would imply that with a constraint on the input entropy of the joint state $\rho_{A^n}$, sent over $n$ independent uses of a phase-insensitive BGC $\mathcal{N}_{A\rightarrow B}$, i.e., with $S(\rho_{A^n}) = S_0$, the tensor-product thermal state $[\rho_{A^n}^{th}]^{\otimes n}$ minimizes the entropy of the joint $n$-channel-use output state $\rho_{B^n} = [\mathcal{N}_{A\rightarrow B}]^{\otimes n}(\rho_{A^n})$, where $n = g^{-1}(S_0/n)$. The proof of the above multi-mode version of Conjecture $[A]$ is a special case of the entropy photon-number inequality (EPnI) \cite{10,11} and will suffice for all known applications of the EPnI. In particular, the aforesaid multimode version of Conjecture $[A]$ will close the capacity converse proofs of the single-sender multiple-receiver bosonic broadcast channel with loss and thermal noise \cite{12}, and the triple-tradeoff region of the pure-loss bosonic channel \cite{13}. Finally, whether or not the Gaussian-optimizer conjecture holds true for phase-sensitive bosonic Gaussian channels (e.g., a phase-sensitive amplifier, or a squeezing transformation) also remains an open question.
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Shapiro attempted a direct proof of Conjecture B for a specific gauge-covariant BGC, the pure-loss channel, by writing down a Lagrange-multiplier optimization of the output state for a Fock-diagonal input state, from which he saw numerical evidence that the thermal input achieves the minimum output entropy [17]. This special case (pure-loss channel) however was proved subsequently in [6].