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Abstract

Efficient exploration is one of the most important issues in deep reinforcement learning. To address this issue, recent methods consider the value function parameters as random variables, and resort variational inference to approximate the posterior of the parameters. In this paper, we propose an amortized variational inference framework to approximate the posterior distribution of the action value function in Deep Q Network. We establish the equivalence between the loss of the new model and the amortized variational inference loss. We realize the balance of exploration and exploitation by assuming the posterior as Cauchy and Gaussian, respectively in a two-stage training process. We show that the amortized framework can result in significantly less learning parameters than existing state-of-the-art methods. Experimental results on classical control tasks in OpenAI Gym and chain Markov Decision Process tasks show that the proposed method performs significantly better than state-of-art methods and requires much less training time.

1 Introduction

Reinforcement Learning (RL) has achieved great successes in games and robotics control. For example, the agents trained with RL on StarCraft and Go have surpassed the top level of human [1, 2].

Deep RL algorithms such as Deep Q Network (DQN) [3] usually apply dithering exploration strategy, such as $\varepsilon$-greedy [4], noise injection to actions [5], and action-level regularization [6]. These exploration strategies are all based on local perturbation of actions, hence are not likely to lead to large scale behavior needed for efficient exploration [7], which is a must for real-world problem such as auto-driving due to enormously large search space.

Recent developments inspired by the duality between control and inference [8] have shown improvement on exploration efficiency, such as VIME [9], BBQ Network [10], Bootstrapped DQN [4], NoisyNet [11], and VDQN [12]. Among these works, either parameters of the value/policy function or the parameters that govern the distribution of the value/policy function are considered as random variables. Variational inference technique is applied to approximate the posterior of these parameters. Experimental results suggested variational inference can indeed result in deep exploration.

In this paper, we propose an amortized variational Deep Q network framework, in which the state-action value function, i.e. Q, is considered to be a random variable. The posterior of Q is approximated by variational inference. Our contributions can be summarized as follows. First, the parameters of the auxiliary posterior distribution of Q are the output of a deep neural network as in the variational autoencoder (VAE) [13]. Second, to encourage exploration, we add entropy bonus to the DQN loss. The equivalence between the loss function of our new model and the amortized variational inference loss is then established. Third, we propose a two-stage (pre-train and fine-tune) training algorithm. The auxiliary posterior is learned from a family of heavy-tailed Cauchy distribution in the pre-train stage, and Gaussian in the fine-tune stage. Finally, experiments on chain MDP and OpenAI Gym tasks verify the proposed method performs significantly better than DQN, VDQN, and NoisyNet.
2 Background

2.1 Markov Decision Process and Reinforcement learning

Reinforcement Learning has been playing an important role in the thriving of artificial intelligence. It aims to find a policy for an agent so that it can perform optimally in the environment. RL can be modeled as a Markov Decision Process (MDP). Consider a finite-horizon MDP with state and action space defined by a tuple \((S,A,\mu_0,p,\gamma,\pi,T)\) where \(S \in \mathbb{R}^D\) denotes the state space, \(A \in \mathbb{R}^d\) the action space, \(\mu_0\) the initial distribution of the state, \(r : S \rightarrow \mathbb{R}\) the reward, and \(T\) the time horizon, respectively. At each time \(t\), there are \(s_t \in S, a_t \in A\) and a transition probability \(p : S \times A \times S \rightarrow \mathbb{R}\), where \(p(s_{t+1}|a_t,s_t)\) denotes the transition probability of \(s_{t+1}\) conditioned on \(s_t\) and \(a_t\). The policy \(\pi : S \times A \times \{0, 1, \cdots T\} \rightarrow \mathbb{R}\), where \(\pi(a_t|s_t)\) is the probability of choosing action \(a_t\) when observing current state \(s_t\). Fig. 1 shows the flowchart of the finite-horizon MDP.

![Diagram of a finite-horizon Markov chain process.](image)

At each state \(s_t\), the agent takes an action \(a_t\) according to present policy \(\pi(a_t|s_t)\). Given this action, environment responds with a new state \(s_{t+1}\) and an immediate reward \(r_{t+1}\). The goal is to find a policy \(\pi = p(a_t|s_t)\) so as to maximize the expectation of total rewards \(\mathbb{E}(\sum_{t=1}^{T} \alpha_t r_t)\) where \(\alpha_t\) denotes time-step dependent decaying factors. In practice, the decaying factor is set to be the exponential power of a constant, i.e. \(\alpha_t = \gamma^t\).

There are many RL algorithms, such as Q-learning, sarsa, deep Q network and policy gradient, which are developed to deal with different environments [14]. Among them, the Q-learning is developed for MDP with discrete state and action space. Its critical idea is to use the action value function \(Q(s,a)\) to estimate the reward in case \(S_t = s\) and \(A_t = a\), by using Bellman equation:

\[
Q(s,a) = \mathbb{E} \left( R_{t+1} + \max_{a_{t+1}} \gamma Q(S_{t+1}, a_{t+1}) | S_t = s, A_t = a \right) \tag{1}
\]

In practice, Monte Carlo sampling is used to approximate the expectation in Eq. [1]. A number of trajectories \(i = \{s_{i,0}, r_{i,0}, a_{i,0}, \cdots, s_{i,T}, r_{i,T}\}\), \(i = 1, \cdots, l\) are sampled and used to update \(Q\) as follows:

\[
Q(s_{i,t}, a_{i,t}) \leftarrow (1-\alpha) Q(s_{i,t}, a_{i,t}) + \alpha \left( r_{i,t+1} + \max_{a_{t+1}} \gamma Q(s_{i,t+1}, a_{t+1}) \right) \tag{2}
\]

As \(A\) is discrete and finite, the optimal policy can be regarded as \(\pi(a|s) = \text{arg max}_{a \in A} Q(s,a)\).

In Deep Q Network (DQN) [3], the action value function is approximated by a deep neural network with parameter \(\theta\) (denoted as \(Q_\theta(s,a)\)). Similar to the Q-learning, the loss function of DQN is

\[
L(\theta) = \frac{1}{l} \sum_{i=1}^{l} \sum_{t=1}^{T} \left[ Q_\theta(s_{i,t}, a_{i,t}) - \left( r(s_{i,t+1}) + \max_{a_{t+1} \in A} \gamma Q_\theta(s_{i,t+1}, a_{t+1}) \right) \right]^2 \tag{3}
\]

2.2 Amortized Variational Inference

Let \(p(x,z)\) be a joint distribution for latent variable \(z \in Z\) and observed variable \(x \in X\). Inference aims to compute the posterior \(p(z|x)\). However, the posterior is usually intractable to compute, thus approximation is inevitable. Variational inference uses a family of tractable distributions \(Q\) parameterized by \(\psi\) over \(z\) and finds a member \(q_\psi(z) \in Q\) by minimizing the Kullback-Leibler (KL) divergence: \(q_\psi(z) = \text{arg min}_{q \in Q} D_{KL}(q||p(z|x))\) where \(q_\psi(z)\) is called the auxiliary posterior distribution. For a dataset \(D\), we need to find the auxiliary posterior \(q_\psi(z)\) for each latent \(z\) associated with each \(x \in D\) under i.i.d. assumption.
Amortized variational inference (AVI) [15] assumes that the local variational parameter can be predicted by a parameterized function whose parameters are shared by all data points. Namely, to find a parameterized function \( f_\theta : \mathcal{X} \rightarrow \mathcal{Q} \) to predict \( \psi^*_x \) where \( \theta \) is the parameter. Neural network can be readily used as the function \( f_\theta \) due to its universal function approximation capability [16, 17]. In literature, such a network is often called inference network. AVI has been applied in VAE [13]. In VAE, during training, the expectation over \( q_{\psi_x}(z) \) is needed for the calculation of the variational lower bound:

\[
\log p(x) \geq \mathbb{E}_{q_{\psi_x}(z)}[\log p(x|z)] - D_{KL}(q_{\psi_x}(z)||p(z|x))
\]

The stochastic back-propagation [18] is used to approximate the expectation by Monte Carlo gradient estimation, including a reparameterization step and a back-propagation with Monte Carlo step.

3 Related Work

NoisyNet [11] proposes to directly add noises to the parameters of the value/policy function. It is shown that doing so can enable consistent exploration. Bootstrapped DQN [4] applies the bootstrap to approximate the posterior of the value function by applying different heads trained with different bootstrapped data, which entails diverse strategies to encourage exploration, but the improvement is limited and may be compute-intensive when training.

Bayes-by-Backprop Q-Network (BBQN) [10] randomizes the policy space to achieve the balance between exploration and exploitation. It achieves good performance on dialogue tasks when combined with Replay Buffer Spiking (RBS) trick and pipeline of natural language processing system [19].

Variational Information Maximizing Exploration (VIME) [9] proposes an intrinsic reward based on information bonus to encourage exploration, which is a curiosity-driven exploration strategy. It learns a dynamic model of environment represented by a Bayesian neural network and uses a variational family distribution to approximate posterior and compute bonus.

Variational Deep Q Network (VDQN) [12] shares a similar spirit with BBQN. It proposes a surrogate objective to the Bellman error by adding an entropy term which can explicitly encourages exploration. It is shown that the surrogate objective is equivalent to the variational inference loss. Moreover, the algorithm is interpreted as performing approximate Thompson Sampling. Bayesian neural network is used as the posterior and variational inference subroutines are used to minimize the KL divergence.

Recently, distributional RL methods [20, 23] have been proposed, in which the cumulative reward is considered as random variable and the distributional Bellman equation is applied to iteratively update the distribution to minimize the distance between the target distribution and the predicted distribution. It is more challenging than computing the expectation of the reward but it can offer more information.

4 Method

4.1 Model

In DQN, \( \theta \) in Eq.3 denotes the parameters of the DNN. In VDQN, \( \theta \) is regarded as a random variable. The posterior of \( \theta \) of a Bayesian neural network is approximated by variational inference.

In our work, we consider \( Q_\theta(a^i_t, s^i_t) \) to be a random variable and borrow the idea of amortized variational inference for the updating of \( q(Q_\theta(a^i_t, s^i_t)) \). Assume \( Q_\theta(a^i_t, s^i_t) \sim q(Q_\theta(a^i_t, s^i_t); \alpha_\theta(a^i_t, s^i_t)) \) where \( \alpha_\theta(a^i_t, s^i_t) \) is the parameter of the posterior distribution \( q \). The same as in VAE, \( \alpha_\theta(a^i_t, s^i_t) \) is the output of a deep neural network (DNN) with parameter \( \theta \) and input \( a^i_t, s^i_t \). Since \( Q_\theta(a^i_t, s^i_t) \) is a random variable, Eq.4 can be re-written as follows:

\[
\min_{\theta} \sum_{t,i} \mathbb{E}_{Q_\theta(a^i_t, s^i_t) \sim q(Q_\theta(a^i_t, s^i_t); \alpha_\theta(a^i_t, s^i_t))} \left( Q_\theta(a^i_t, s^i_t) - \gamma \max_{a_{t+1} \in \mathcal{A}} Q_\theta(a_{t+1}, s^i_{t+1}) - r(s^i_{t+1}) \right)^2
\]

If we regard \( \gamma \max_{a_{t+1} \in \mathcal{A}} Q_\theta(a_{t+1}, s^i_{t+1}) + r(s^i_{t+1}) \) as observed data (denoted as \( D^i_t \)), and assume the prior \( p(Q_\theta(a^i_t, s^i_t)) \propto 1 \), Eq.5 is equal to

\[
\max_{\theta} \sum_{t,i} \mathbb{E}_{Q_\theta(a^i_t, s^i_t) \sim q(Q_\theta(a^i_t, s^i_t); \alpha_\theta(a^i_t, s^i_t))} \left[ \ln P(D^i_t|Q_\theta(a^i_t, s^i_t)) \right]
\]

\[\text{(6)}\]
Applying variational inference aims to enhance the exploration ability. However, balancing the exploration and exploitation is also important. Therefore, the training of AVDQN includes a pre-train stage and a fine-tune stage. In the pre-train stage, the posterior \( q(\theta^t(s, a)) \) is assumed to be a Cauchy distribution. Cauchy distribution is heavy-tailed which means it is suitable for exploration. In the fine-tune stage, \( q(\theta^t(s, a)) \) is considered to be random. The parameters of the posterior of \( Q_\theta(s, a) \) (in the figure, \( \mu \) and \( \sigma \) represent the mean and standard deviation, respectively) are the output of the network, while \( Q_\theta(a, s) \) is the sampled value from \( \mathcal{N}(\mu, \sigma^2) \). In the backpropagation, reparameterization trick is applied differently. In VDQN, it is applied to obtain a set of Bayesian networks, while in AVDQN, it is to obtain different parameters (\( \mu \) and \( \sigma \)) of the auxiliary posterior distribution.

### 4.2 Algorithm

Applying variational inference aims to enhance the exploration ability. However, balancing the exploration and exploitation is also important. Therefore, the training of AVDQN includes a pre-train stage and a fine-tune stage. In the pre-train stage, the posterior \( q(\theta^t(s, a)) \) is assumed to be a Cauchy distribution. Cauchy distribution is heavy-tailed which means it is suitable for exploration. In the fine-tune stage, \( q(\theta^t(s, a)) \) is considered to be random. The parameters of the posterior of \( Q_\theta(s, a) \) (in the figure, \( \mu \) and \( \sigma \) represent the mean and standard deviation, respectively) are the output of the network, while \( Q_\theta(a, s) \) is the sampled value from \( \mathcal{N}(\mu, \sigma^2) \). In the backpropagation, reparameterization trick is applied differently. In VDQN, it is applied to obtain a set of Bayesian networks, while in AVDQN, it is to obtain different parameters (\( \mu \) and \( \sigma \)) of the auxiliary posterior distribution.
the target network parameter $\theta^-$ is updated at every $\tau$ steps. In the first $\omega$ episodes, the Cauchy distribution is applied when sampling $Q$ (line 8 and 18) where $C(\cdot, \cdot)$ denotes the Cauchy distribution. The Gaussian distribution is used in the fine tune stage (line 11 and 22). The original

Algorithm 1: Amortized Variational DQN

**Input:** the target network update period $\tau$; the learning rate $\alpha$; the number of episodes used for pre-train $\omega$; and the discount factor $\gamma$;

1. Initialize: parameter $\theta$ and $\theta^-$, replay buffer $R \leftarrow \{\}$, step counter $counter \leftarrow 0$ and $e \leftarrow 0$
2. while not converge do
3.     $e \leftarrow e + 1$, $t \leftarrow 0$
4.     while episode not terminated do
5.         $counter \leftarrow counter + 1$
6.         if $e \leq \omega$ then
7.             Compute $\mu^i_t, \delta^i_t = \text{DNN}(s_t, a_i; \theta)$ for every $a_i \in \mathcal{A}$;
8.             Sample $Q^i_\theta (s_t, a_i)$ from $\mathcal{C}(\mu^i_t, [\delta^i_t]^2)$, for every $a_i \in \mathcal{A}$
9.         else
10.        Compute $\mu^i_t, \sigma^i_t = \text{DNN}(s_t, a_i; \theta)$ for every $a_i \in \mathcal{A}$;
11.        Sample $Q_\theta(s_t, a_i)$ from $\mathcal{N} (\mu^i_t, [\sigma^i_t]^2)$, for every $a_i \in \mathcal{A}$
12. for state $s_t$, set $a_i = \arg \max_{a \in \mathcal{A}} Q^i_\theta (s_t, a_i)$, obtain transition $s_{t+1}$ and reward $r_t$
13. Save experience tuple $\{s_t, a_i, r_t, s_{t+1}\}$ to buffer $R$
14. Sample $M$ tuples $D = \{s_j, a_j, r_j, s'_{j}\}$ from $R$
15. if $e \leq \omega$ then
16. for $j = 1 \rightarrow M$ do
17.     Compute $\mu^i_t, \delta^i_t = \text{DNN}(s'_j, a_i; \theta^-)$ for all $a_i \in \mathcal{A}$;
18.     Sample $Q_{\theta^-}(s'_j, a_i)$ from $\mathcal{C}(\mu^i_t, [\delta^i_t]^2)$ for all $a_i \in \mathcal{A}$
19. else
20. for $j = 1 \rightarrow M$ do
21.     Compute $\mu^i_t, \sigma^i_t = \text{DNN}(s'_j, a_i; \theta^-)$ for all $a_i \in \mathcal{A}$;
22.     Sample $Q_{\theta^-}(s'_j, a_i)$ from $\mathcal{N} (\mu^i_t, [\sigma^i_t]^2)$ for all $a_i \in \mathcal{A}$
23. Compute the target value for tuples in $D$: $d_j = r_j + \gamma \cdot \max_{a_i} Q_{\theta^-}(s'_j, a_i), 1 \leq j \leq N$
24. Take the gradient of Eq. 7 to obtain $\Delta \theta$
25. $\theta = \theta - \alpha \Delta \theta$
26. $t \leftarrow t + 1$
27. if $counter \mod \tau = 0$ then
28.    Update the parameters of the target network $\theta^- \leftarrow \theta$

DQN samples experiences uniformly from the buffer. In sparse reward scenarios, this may lead to sampling some important but rare experiences with very small probability and results in converging to local optimum [24]. Prioritized Experience Replay (PER) [24] proposes to give each experience a priority. When sampling, experience with higher priority is preferable. The priority is defined either based on proportion or rank. For the proportional priority, the priority of the $i$th experience is $p_i = (\delta_i + \varepsilon)$ where $\delta_i$ is the temporal-difference error. For the rank-based priority, $p_i = \frac{1}{\text{rank}_i}$ where rank$_i$ is the rank of the transition $i$ when the replay memory is sorted according to $|\delta_i|$. To be more specific, the probability of the $i$th experience to be sampled is $p(i) = \frac{p_i}{\sum_k p_k}$. It degenerates to uniform sampling when $\alpha = 0$. In our study, the rank-based prioritized replay is used since it is insensitive to outliers and blind to the relative error scales [24].

4.3 The Number of Model Parameters

Assuming the deep neural network has $\ell$ hidden layers, and the $i$th layer has $H_i$ neurons in DQN, VDQN, NoisyNet, and AVDQN. The dimension of the input layer is $I$ and the dimension of the output layer of AVDQN and VDQN is $n_A \cdot n_V$ and $n_V$, respectively, where $n_A$ is the number of parameters
of \( q(Q) \). In total, the number of parameters of AVDQN is \((I + 1)H_1 + \sum_{i=1}^{l-1} (H_i + 1)H_{i+1} + n_A(H_{l+1} + 1)n_V\). In AVDQN, \( n_A = 2 \) because \( q(Q) \) follows Cauchy or Gaussian distribution. In VDQN, each weight has an auxiliary posterior distribution, thus the total number of parameters is \((I + 1)H_1 + \sum_{i=1}^{l-1} (H_i + 1)H_{i+1} + (H_1 + 1)n_V \times n'_A\), where \( n'_A = 2 \) since each weight follows a Gaussian distribution.

In comparison, we see that VDQN has \((I + 1)H_1 + \sum_{i=1}^{l-1} (H_i + 1)H_{i+1} \times (n'_A - 1)\) more parameters than AVDQN. In case all \( H_i \)'s are the same (= \( H \)), VDQN has \((H(l - 1) + l + l)H\) more parameters than AVDQN.

5 Experiments

In this section, we test AVDQN on four classic control tasks in OpenAI Gym: CartPole-v0, CartPole-v1, Acrobot-v1, and MountainCar-v0 and four chain MDP tasks with \( N = 5, 10, 50 \) and 100 (for details about the task please see Appendix). These tasks are very challenging because only through extensive exploration, a proper policy can be learned to control mechanical systems. Particularly, for the CartPole-v0/CartPole-v1 tasks, it is impossible for \( \varepsilon \)-greedy strategy to learn a policy to balance the pole. On the other hand, learning an optimal policy for chain MDP tasks becomes much more difficult as \( N \) increases [12 4]. DQN, VDQN, and NoisyNet are used as baselines in the experiments.

5.1 Implementation Details

In all the experiments, we use the fully connected network with two hidden layers and ReLU activation as the inference network. Each hidden layer has 100 units. The size of the mini-batch sampled from the buffer \( R \) is 128. The target network is updated every 100 time steps. All results are averaged over 5 different random initializations. The maximum size of the replay buffer is \( 10^6 \). DQN uses \( \varepsilon \)-greedy strategy where \( \varepsilon \) linearly decays from 1 to 0.01 as carried out in the original reference.

On classic control tasks, we use 1500 episodes to train the model. The learning rate \( \alpha \) for DQN, VDQN, NoisyNet, and AVDQN is \( 10^{-2}, 10^{-3}, 10^{-3}, 10^{-3} \), respectively. The discount factor \( \gamma = 0.99 \) for all the compared algorithms. For the chain MDP tasks, we use 1000 episodes to train 5, 10 and 3000 episodes for \( N = 50, 100 \). For AVDQN, the last 200 episodes are used for fine-tune. The learning rate is set constant in the pre-train stage, and set as \( \alpha/(1 + 0.9 \times (\varepsilon - \omega)) \) in the fine-tune stage where \( \varepsilon \) is the training episode, and \( \omega \) is the number of episodes used for the pre-train. The discount factor is \( \gamma = 1 \). For NoisyNet, we use independent Gaussian noise. In AVDQN, the rank-based prioritized replay is applied [24]. We save the experience to a priority queue implemented with an array-based binary heap. The heap array was infrequently sorted every 1000 time steps to prevent the heap becoming too unbalanced.

5.2 Results

First we compare the performances of DQN, VDQN, NoisyNet, and AVDQN based on the same running time. Figs. 3 and 4 show the training curves of these compared algorithms. We can see that, AVDQN can reach the highest final reward on all the tasks. Particularly, we find in the chain MDP tasks with \( N = 5 \) and 10, VDQN is unsteady: there is an obvious declining from 50 seconds upwards. Possible reason is that VDQN over-emphasizes on exploration so that VDQN cannot converge on some simple tasks. In comparison, on difficult tasks (chain MDP with \( N = 50 \) and 100) DQN cannot explore deeply while VDQN performs well, but AVDQN performs the best. In addition, NoisyNet reveals unsteady exploration in chain MDP problem when \( N \) is large. We may thus conclude that AVDQN can successfully balance the exploration and exploitation.

Table 1 shows the average running time of the compared algorithms within the same number of episodes. It can be observed that AVDQN requires much less time compared with VDQN and NoisyNet. Specifically, training AVDQN is at least two times and at most eight times faster than training VDQN and NoisyNet. Table 2 shows the number of parameters of DQN, VDQN, NoisyNet, and AVDQN. It is seen that the number of parameters of DQN and AVDQN are similar, and are only half to that of VDQN and NoisyNet. Table 3 shows the final rewards obtained by the compared algorithms within the same running time. From the table we can see that in all the chain MDP tasks, AVDQN has reached the global optimal reward (11) and on the classical control tasks in OpenAI Gym, AVDQN has achieved higher rewards than DQN, VDQN and NoisyNet.
Figure 3: The training curves of DQN, VDQN, NoisyNet, and AVDQN on the four classic tasks within the same running time (in seconds).

Figure 4: The training curves of DQN, VDQN, NoisyNet, and AVDQN on the four chain MDP tasks averaged over 5 random initializations with same running time.
Table 1: The average running time of DQN, VDQN, NoisyNet, and AVDQN on the considered tasks with the same number of episodes (in seconds)

| Tasks          | Episodes | DQN    | VDQN   | NoisyNet | AVDQN |
|----------------|----------|--------|--------|----------|-------|
| CartPole-v0    | 1500     | 1176   | 7531   | 7955     | 1286  |
| CartPole-v1    | 1500     | 2350   | 16461  | 16871    | 2196  |
| Acrobot-v1     | 1500     | 884    | 4241   | 3882     | 1223  |
| MountainCar-v0 | 1500     | 1241   | 6610   | 5428     | 1790  |
| MDP N = 5      | 1000     | 55     | 379    | 389      | 155   |
| MDP N = 10     | 1000     | 77     | 544    | 555      | 188   |
| MDP N = 50     | 3000     | 796    | 6722   | 7070     | 1448  |
| MDP N = 100    | 3000     | 1584   | 16383  | 17193    | 2866  |

Table 2: The number of parameters of DQN, AVDQN, VDQN, and NoisyNet on the considered tasks.

| Tasks          | DQN    | AVDQN  | VDQN   | NoisyNet |
|----------------|--------|--------|--------|----------|
| CartPole-v0    | 10802  | 11004  | 21604  | 21604    |
| CartPole-v1    | 10802  | 11004  | 21604  | 21604    |
| Acrobot-v1     | 11103  | 11406  | 22206  | 22206    |
| MountainCar-v0 | 10703  | 11004  | 21406  | 21406    |
| MDP N = 5      | 10902  | 11104  | 21804  | 21804    |
| MDP N = 10     | 11402  | 11604  | 22804  | 22804    |
| MDP N = 50     | 15402  | 15604  | 30804  | 30804    |
| MDP N = 100    | 20402  | 20604  | 40804  | 40804    |

Table 3: The average final rewards in the last 10 episodes of DQN, VDQN, NoisyNet, and AVDQN on the considered tasks under the same running time.

| Tasks          | Time(s) | DQN    | VDQN   | NoisyNet | AVDQN |
|----------------|---------|--------|--------|----------|-------|
| CartPole-v0    | 1300    | 198.89 | 196.58 | 185.64   | 200   |
| CartPole-v1    | 2350    | 416.71 | 480.33 | 362.64   | 500   |
| Acrobot-v1     | 1250    | -104.69| -104.76| -92.18   | -74.51|
| MountainCar-v0 | 1800    | -178.27| -176.84| -119.58  | -107.09|
| MDP N = 5      | 155     | 9      | 8.62   | 10       | 11    |
| MDP N = 10     | 190     | 8.69   | 6.64   | 8.56     | 11    |
| MDP N = 50     | 1450    | 0.36   | 9.73   | 1.89     | 11    |
| MDP N = 100    | 3000    | 0.04   | 10.67  | 0.24     | 11    |

6 Conclusion

We proposed a framework called Amortized Variational Deep Q Network (AVDQN) to tackle the deep exploration problem in reinforcement learning. In AVDQN, the action value function is considered to be random variables. Under amortized variational inference, an inference network is used to output the parameters of the posterior distribution of Q. To train the model, we used the heavy-tailed Cauchy distribution in the pre-train stage to explore the parameter space, and used the Gaussian distribution in the fine-tune stage to exploit for the optimal parameters of the inference network. The experiments on classic control tasks and chain MDP tasks showed that AVDQN performs significantly better than the state-of-the-art RL methods, including DQN, VDQN, and NoisyNet, in terms of the final reward and the training time.
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7 Appendix

7.1 Chain MDP

As introduced in [4], in chain MDP task (Fig. 5), there are \(N\) states from \(s_1\) to \(s_N\). The agent starts from \(s_2\) and moves \(N + 9\) steps choosing left or right in each step. By visiting \(s_1\) the agent gets reward \(r = \frac{1}{1000}\) or it obtains reward \(r = 1\) when reaching \(s_N\). Obviously, the local optimal policy is repeatedly visiting \(s_1\) and the global optimum is consistently choosing right and visit \(s_N\) (for \(N \leq 10991\)).

![Figure 5: Illustration of a chain MDP.](image)

\[ r = \frac{1}{1000} \]

\[ S_1 \quad S_2 \quad \ldots \quad S_{N-1} \quad S_N \]

7.2 Visit Count for Chain MDP

Here we present the state visit counts of DQN, VDQN, NoisyNet, and AVDQN for chain MDP \(N = 8, 32,\) and \(128\) in Fig. 6. We set the visit count \(c_n = 1\) if state \(s_n\) is reached in one episode and \(c_n = 0\) otherwise for \(n = 1 \ldots N\). The average of \(c_n\) within 10 episodes is regarded as the approximation of visit probability \(p_n\) of state \(s_n\).

For \(N = 8\), DQN, VDQN, and AVDQN show moderate exploration capability as the probability of visiting \(s_N\) increases to nearly 1. DQN and AVDQN are more stable while the performance of VDQN declines after 75s. Meanwhile, NoisyNet achieves worse exploration since its probability of visiting \(s_N\) is only around 0.6.

For \(N = 32\), DQN occasionally has a nontrivial probability of visiting \(s_N\) because of the \(\epsilon\)-greedy random exploration, but it gets lost in halfway and even cannot visit \(s_N\). VDQN and NoisyNet can explore deeper than DQN with an around 0.5 probability of visiting \(s_N\). In comparison, AVDQN converges to the global optimum.

For \(N = 128\), DQN cannot explore deeply and reach \(s_N\), let alone visiting \(s_N\). VDQN and NoisyNet can explore more than DQN, however their performance is unsteady and cannot converge to the global optimum given limited time. In comparison, AVDQN makes progress steadily with an increasing probability of going beyond \(s_N\) and visiting \(s_N\) in the pre-train stage, and then converge to near global optimum quickly in the fine-tune stage. Fig. 7 shows the state visit probability for the chain MDP \(N = 128\) in the fine-tune stage obtained by applying AVDQN.

![Chain MDP N=8: DQN state visit count](image)

![Chain MDP N=8: VDQN state visit count](image)
Figure 6: The approximate visit probability of state $s_1, s_{N/2}$ and $s_N$ in the chain MDP $N = 8, 32$ and 128 averaged over 5 random initializations. Let $c_n = 1$ if state $s_n$ is visited in one episode and the average of $c_n$ in 10 episodes is used as approximation of visit probability $p_n$.

Figure 7: The approximate visit probability of $s_1, s_{N/2}$ and $s_N$ in the chain MDP $N = 128$ in the fine-tune stage.