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Abstract

We investigate the existence of strong solutions to a general class of doubly multivalued and nonlinear evolution equations of second order. The multivalued operators are generated by the subdifferential of nonsmooth potentials that live in different spaces, \( U \) and \( V \), where in general \( U \nsubseteq V \) and \( V \nsubseteq U \). The proof is based on the regularization of the dissipation potential using the generalized Moreau–Yosida regularization and a semi-implicit time-discretization scheme, which demonstrates the existence of strong solutions to the regularized problem. The existence of solutions to the original problem is then shown by letting the regularization parameter converge to zero. Furthermore, we establish an energy-dissipation inequality for the solution. We conclude with applications of this abstract theory.
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1 Introduction

1.1 Problem setting

In the present work, we aim to prove the existence of strong solutions to the following abstract CAUCHY problem

\[
\begin{aligned}
&u''(t) + \partial \Psi(u'(t)) + \partial \mathcal{E}_t(u(t)) + B(t, u(t), u'(t)) \ni f(t), \quad t \in (0, T), \\
u(0) = u_0, \quad u'(0) = v_0,
\end{aligned}
\]

(1.1)

where \( \Psi \) is the dissipation potential, \( \mathcal{E}_t \) the energy functional, \( B \) the perturbation, and \( f \) the external force. The functionals and operators are defined on suitable spaces, which are specified below. Here, the main assumptions are that the leading part of \( \Psi \) is defined by a strongly positive, symmetric, and bounded bilinear form \( a \), the energy functional \( \mathcal{E}_t \) is \( \lambda \)-convex, and the perturbation \( B \) is a strongly continuous perturbation of \( \partial \Psi \) and
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\[ \partial \mathcal{E}_t. \] Within the above-mentioned class of dissipation potentials, we consider the following two cases separately: in the first case (Case (a)), we assume that \( \Psi(v) = a(v,v) \) and in the second case (Case (b)), we assume that \( \Psi = \Psi_1 + \Psi_2 \), where \( \Psi_1(v) = a(v,v) \) and \( \Psi_2 \) is a strongly continuous, convex and nonsmooth perturbation that. Furthermore, we will specifically consider the case when \( \mathcal{E}_t \) is convex. We note that the energy functional and the dissipation potential are, in general, defined on different spaces. An illustrative example that satisfies all the assumptions above is given by
\[
\partial_t u - \nabla \cdot (A \nabla \partial_t u) + \nu |\partial_t u|^{q-2} \partial_t u + \nu \eta - \nabla \cdot (|\nabla u|^{r-2} \nabla u) + \nabla \xi + W'(u) + b(u, \partial_t u) = f,
\]
where \( p, q > 1 \) are to be chosen suitably, \( \nu \geq 0 \), \( A : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a linear, symmetric, and elliptic operator, \( W : \mathbb{R} \rightarrow \mathbb{R} \) is a double-well potential given by \( W(u) = \frac{1}{4}(u^2 - 1)^2 \), \( b : \mathbb{R} \rightarrow \mathbb{R} \) a lower order perturbation, and \( f : \mathbb{R} \rightarrow \mathbb{R} \) an external force. The energy functional and the dissipation potential are given by
\[
\mathcal{E}(u) = \int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + |\nabla u(x)| + \frac{1}{4}(u^2(x) - 1)^2 \right) \, dx
\]
and
\[
\Psi(v) = \int_{\Omega} \left( A(x) \nabla v(x) \cdot \nabla v(x) + \frac{\nu}{q} |v(x)|^{q} + \nu |v(x)| \right) \, dx
\]
and the perturbation is (formally) given by
\[
\langle B(u,v), w \rangle_{L^2} = \int_{\Omega} b(u(x), v(x))w(x) \, dx.
\]
We note that both functionals \( \mathcal{E} \) and \( \Psi \) are nonsmooth and are, therefore, not eligible for the abstract results known in the literature. Moreover, the evolution equations of the second order, where the operators acting on \( u \) and \( u' \) are multi-valued, have not been studied before, even for concrete equations. Note that if \( \nu = 0 \), we are in Case (a) and if \( \nu > 0 \), we are in Case (b). More, in particular, multi-valued applications will be discussed in Section 5.1 and 5.2.

Evolution equations of second order occur in many applications, in particular in physics where many phenomena are modeled as such, e.g., the equations in peridynamics, the equations in visco-elastodynamics, the nonlinear KLEIN–GORDON equation from quantum mechanics and other nonlinear wave equations arising in mechanics and quantum mechanics, equations for describing a vibrating membrane, in the see, e.g., [25, 22, 23, 40, 16, 41]. Multivalued evolution equations (evolution inclusions) occur in many applications, e.g., physical phenomena where rate-independent responses of the body are typical, such as in plasticity [37], in ferromagnetic hysteresis [43, 36] occurs or in Elasto-viscoplasticity [39]. Applications are also found in optimal control theory [4] or nonsmooth dynamical systems [31].

### 1.2 Literature review

Evolution inclusions of second order of the form (1.1) have been studied by ROSSI & THOMAS in [40] where \( \partial \Psi = A : V \rightarrow V^* \) is a single-valued, linear, bounded, strongly
positive, and symmetric operator defined on a reflexive and separable Banach space \( V \), i.e., possessing a convex and quadratic potential. In their framework \( \partial \mathcal{E}_t \) is the subdifferential of a \( \lambda \)-convex functional with effective domain in a reflexive and separable Banach space \( U \subset V \). In the framework of the Gelfand quintuplet

\[
U \overset{d}{\hookrightarrow} V \overset{d}{\hookrightarrow} H \cong H^* \overset{d}{\hookrightarrow} V^* \overset{d}{\hookrightarrow} U^*
\]

and under the assumption that \( \mathcal{E}_t \) satisfies a chain rule and \( \partial \mathcal{E}_t \) satisfies a closedness condition, they showed the existence of a strong solution. While this work is covered with the result presented here, we allow further a strongly continuous non-monotone and non-variational perturbation that depends on \( u \) and \( u' \) as well as a nonlinear monotone perturbation of \( A \) of variational type. We also do not assume the rather restrictive assumption that \( U \overset{d}{\hookrightarrow} V \). Furthermore, the strong closedness condition of \( \partial \mathcal{E}_t \) assumed in \cite{40} excludes the application to nonlinear elastodynamics where the operator satisfies a so-called Andrews–Ball type condition, see \cite{23}. In Emmrich & Šiška \cite{23}, the authors develop an abstract theory in the smooth setting with the application to nonlinear elastodynamics. They prove the existence of strong solutions for the case where \( A : V_A \to V_A^* \) is linear, bounded, strongly positive and symmetric, and \( B : V_B \to V_B^* \) is supposed to be demicontinuous and a bounded potential operator. In addition, \( B \) satisfies an Andrews–Ball-type condition, meaning that \((B + \lambda A) : V \to V^* \) is monotone where \( V := V_A \cap V_B \) is densely and continuously embedded into the separable and reflexive Banach spaces, \( V_A \) and \( V_B \), for which we assume not that either of the two spaces is continuously embedded in the other one. Since we allow a more general nonsmooth functional \( \mathcal{E} \), this result is also covered by our main result. Another motivation for this work is to complement the results obtained in B. \cite{7} where the principal part of the operator acting on \( u' \) is nonlinear and multi-valued, and the principal part of the operator acting on \( u \) is linear, symmetric, and positive, see also \cite{6}. Hence, our contribution to the literature concerns the following:

- We allow the functionals that are acting on \( u \) and \( u' \) to be nonsmooth, hence generating multi-valued subdifferentials in the differential inclusion. This has not even been considered in the non-abstract setting.
- We allow the multi-valued operators to live on different spaces.
- We allow non-variational and non-monotone perturbations of the subdifferential operators.
- We provide in the applications an existence result to concrete problems for which there are no results known and can not be obtained by other abstract results.
- The existence result is based on a numerical scheme which can be used to obtain numerical approximations.

The case where the principal part of the operator \( A \) is nonlinear has also been discussed by several authors, see, e.g., \cite{35, 24, 7}.

Doubly nonlinear evolution equations where the leading parts of \( A \) and \( B \) are both nonlinear and contain the same order of spatial derivatives in the applications are unfortunately not covered by our result. However, in the Hilbert space setting, the well-posedness of doubly nonlinear evolution equations of second order under a Lipschitz condition on the operator \( B \) has been shown in \cite{9}. In certain other situations, this can also be
demonstrated by exploiting the special structure of the operators; see, e.g., [38, 28, 16, 15].

For further results on nonlinear evolution equations, we refer to Leray [32], Dionne [18], Emmrich & Thalhammer [25, 26], Emmrich, & Šiška [22] including stochastic perturbations, Emmrich,Šiška & Thalhammer [24] for a numerical analysis, Emmrich, Šiška & Wróblewska-Kamińska [27] and Ruf [42] for results on Orlicz spaces, and the monographs Lions [33], Lions & Magenes [34, Chapitre 3.8], Barbu [11, Chapter V], Wloka [44, Chapter V], Zeidler [46, Chapter 33], Roubíček [41, Chapter 11] and the references therein.

The list of literature presented in this section is not intended to be exhaustive.

1.3 Organization of the paper

The paper is organized as follows. In Section 2, we set the analytical framework and briefly introduce some notions and results from the theory of subdifferential calculus and convex analysis. In Section 3, we present and discuss the assumptions on the dissipation potential $\Psi$, the energy functional $E$ and the perturbation $B$ as well as the external force $f$, and we state the main result. Section 4 is devoted to the proof and in Section 5 we show some examples which does not fit into the abstract framework of the cited authors.

2 Topological assumptions and preliminaries

2.1 Function space setting

In the following, let $(U, \| \cdot \|_{U}), (V, \| \cdot \|_{V}), (W, \| \cdot \|_{W})$ and $(\widetilde{W}, \| \cdot \|_{\widetilde{W}})$ be real, separable, and reflexive Banach spaces such that the dual space $W^*$ is uniformly convex. Furthermore, let $(H, \cdot, \cdot)$ be a Hilbert space with norm $\| \cdot \|$ induced by the inner product $(\cdot, \cdot)$. Then, we assume the dense, continuous, and compact embeddings

$$
\begin{align*}
U \cap V & \hookrightarrow U \xrightarrow{d} \widetilde{W} \xrightarrow{d} H \cong H^* \xrightarrow{d} W^* \xrightarrow{d} U^* \xrightarrow{d} V^* + U^* \\
U \cap V & \hookrightarrow V \xrightarrow{d} W \xrightarrow{d} H \cong H^* \xrightarrow{d} W^* \xrightarrow{d} V^* + U^*
\end{align*}
$$

and if the perturbation does not explicitly depend on $u$ or $u'$, then we do not need to assume $U \hookrightarrow W$ or $V \hookrightarrow W$, respectively, but instead that $V \hookrightarrow H$. We stress that we neither assume $U \hookrightarrow V$ nor $V \hookrightarrow U$. The spaces can coincide if a certain embedding is not assumed to be compact. For instance, the cases $V = U$, $\widetilde{W} = H$ or $W = H$ are admissible. Introducing the spaces $W$ and $\widetilde{W}$ allows us to make use of the finer structure of the spaces, which enables us to treat additional nonlinearities of lower order. As examples for the appearing spaces, we can think of the Sobolev spaces $U = W^{k,p}(\Omega), V = H^1(\Omega)$ and the Lebesgue spaces $W = L^q(\Omega)$ and $H = L^2(\Omega)$ or $U = W^{k,p}(\Omega), V = W^{s,p}(\Omega), W = H^1(\Omega)$ and $H = L^2(\Omega)$ for suitably chosen numbers $k, l \in \mathbb{N}$ and real values $s, p > 0, q > 1$.

2.2 Facts from convex analysis

Before we present the precise assumptions on the functionals and the operators, we recall some facts and results from functional and convex analysis. For a proper functional $F :$
Let $F_1 : X \to (-\infty, +\infty]$ and $F_2 : X \to (-\infty, +\infty]$ be subdifferentiable and Fréchet differentiable at $u \in \text{dom}(\partial F_1) \cap \text{dom}(DF_2) \neq \emptyset$, respectively. Then, there holds
\[
\partial(F_1 + F_2)(u) = \partial F_1(u) + DF_2(u),
\]
where $DF_2$ denotes the Fréchet derivative of $F_2$.

Proof. This immediately follows the definition of a subdifferential.

Since we are dealing with convex and $\lambda$-convex functions, we would like to express the subdifferential in an equivalent way that is easier to handle. The function $F$ is called $\lambda$-convex with parameter $\lambda \in \mathbb{R}$ if
\[
F(tu + (1-t)v) \leq tF(u) + (1-t)F(v) + \lambda t(1-t)\|u - v\|_X^2
\]
for all $u, v \in D(F)$ and $t \in (0,1)$. If $\lambda < 0$ and $\lambda = 0$, then the function is called strongly convex and convex, respectively. Employing the definition of a subdifferential and the $\lambda$-convexity, it is easy to show that for a $\lambda$-convex and proper function $F$, the subdifferential of $F$ is equivalently given by
\[
\partial F(u) = \left\{ \xi \in X^* : F(u) \leq F(v) + \langle \xi, u - v \rangle_{X^* \times X} + \lambda \|u - v\|_X^2 \quad \text{for all } v \in X \right\}. \tag{2.1}
\]
It follows immediately that
\[
\langle \xi - \zeta, u - v \rangle_{X^* \times X} \geq -\lambda \|u - v\|_X^2
\]
for all $\xi \in \partial F(u)$ and $\zeta \in \partial F(v)$. Hence, for $\lambda < 0$, the subdifferential of a $\lambda$-convex function $F$ is strongly monotone. This gives rise to the following lemma.

Lemma 2.2 (Variational sum rule). Let $F_1 : X \to (-\infty, +\infty]$ and $F_2 : X \to (-\infty, +\infty]$ be proper, lower semicontinuous and convex, and if there is a point $\bar{u} \in \text{dom}(F_1) \cap \text{dom}(F_2)$ where $F_2$ is continuous, we have
\[
\partial(F_1 + F_2)(v) = \partial F_1(v) + \partial F_2(v) \quad \text{for all } v \in X. \tag{2.2}
\]
If $F_2$ is, in addition Gâteaux differentiable on $V$, there holds $\partial F_2(v) = DG F_2(v)$ and we have
\[
\partial(F_1 + F_2)(v) = \partial F_1(v) + DG F_2(v) \quad \text{for all } v \in X,
\]
where $DG F_2$ denotes the Gâteaux derivative of $F_2$. 
Proof. Proposition 5.3. on p. 23 and Proposition 5.6 on p. 26 in [20].

Let us now introduce an important tool from the theory of convex analysis. For a proper, lower semicontinuous and convex function $F : X \to (-\infty, +\infty]$, we define the so-called convex conjugate (or LEGENDRE–Fenchel transform) $F^* : X^* \to (-\infty, +\infty]$ by

$$F^*(\xi) := \sup_{u \in V} \{ \langle \xi, u \rangle - F(u) \}, \quad \xi \in X^*.$$  

By definition, we directly obtain the Fenchel–Young inequality

$$\langle \xi, u \rangle \leq F(u) + F^*(\xi), \quad v \in X, \xi \in X^*.$$  

It can be checked that the convex conjugate itself is proper, lower semicontinuous and convex, see, e.g., Ekeland and Temam [20]. If, in addition, we assume $F(0) = 0$, then $F^*(0) = 0$ holds as well. We may ask how the convex conjugate of the sum of two functions can explicitly be expressed in terms of the two functions.

**Lemma 2.3.** Let $F_1 : X \to (-\infty, +\infty]$ and $F_2 : X \to (-\infty, +\infty]$ be a proper, lower semicontinuous and convex functional such that

$$\bigcap_{\lambda \geq 0} \lambda (\text{dom}(F_1) - \text{dom}(F_2)) \quad \text{is a closed vector space.}$$

Moreover, let $F_1^*, F_2^* : X^* \to (-\infty, +\infty]$ be the associated convex conjugate of $F_1$ and $F_2$, respectively. Then, there holds

$$(F_1 + F_2)^*(\xi) = \min_{\eta \in X^*} (F_1^*(\xi - \eta) + F_2^*(\eta)) \quad \text{for all } \xi \in X^*. \quad (2.3)$$

**Proof.** Theorem 1.1, pp. 126, in Brézis u. Attouch [3].

For an illustration of the lemma, we consider

**Example 2.4.** Let $(X, \| \cdot \|_X)$ and $(Y, \| \cdot \|_Y)$ be two Banach spaces such that both $X$ and $Y$ are continuously embedded into another Banach space $Z$, and such that $X \cap Y$, equipped with the norm $\| \cdot \|_{X \cap Y} = \| \cdot \|_X + \| \cdot \|_Y$, is dense in both $X$ and $Y$. Then, the space $X \cap Y$ becomes a Banach space itself and the dual space can be identified as $X^* + Y^*$ with the dual norm $\| \xi \|_{X^* + Y^*} = \inf_{\xi_1 \in X^*, \xi_2 \in Y^*} \max\{\|\xi_1\|_{X^*}, \|\xi_2\|_{Y^*}\}$, see, e.g., Chapter I Section 5 in [29]. Now, let for $p, q \in (1, +\infty)$ the functions $F_1, F_2 : X \cap Y \to \mathbb{R}$ be given by

$$F_1(u) = \frac{1}{p} \|u\|_X^p, \quad F_2(u) = \frac{1}{q} \|u\|_Y^q, \quad u \in X \cap Y.$$  

Then, according to Lemma 2.3, the convex conjugate $(F_1 + F_2)^* : X^* + Y^* \to (-\infty, +\infty]$ given by

$$(F_1 + F_2)^*(\xi) = \min_{\xi_1 \in X^*, \xi_2 \in Y^*} \left( \frac{1}{p} \|\xi_1\|_{X^*}^p + \frac{1}{q} \|\xi_2\|_{Y^*}^q \right) \quad \text{for all } \xi \in X^* + Y^*, \quad (2.4)$$

Proof. Theorem 1.1, pp. 126, in Brézis u. Attouch [3].

*Proof.*
where \( p' > 1 \) and \( q' > 1 \) denote the conjugate exponent of \( p \) and \( r \), respectively, i.e., fulfilling \( 1/p + 1/p' = 1 \) and \( 1/q + 1/q' = 1 \). Applying YOUNG’s inequality to (2.4), we obtain the estimates

\[
(F_1 + F_2)(u) \geq C\|u\|_{X \cap Y} - C \quad \text{for all } u \in X \cap Y
\]

\[
(F_1 + F_2)^*(\xi) \geq C\|\xi\|_{X^* \cap Y^*} - C \quad \text{for all } \xi \in X^* + Y^*
\]

for some constant \( C > 0 \). We will make use of the latter estimates later on by choosing particularly \( X = L^2(0,T;V) \) and \( Y = L^r(0,T;W) \).

The following lemma shows that there is, in fact, a relation between the subgradient of a function and its convex conjugate.

**Lemma 2.5.** Let \( V \) be a BANACH space and let \( F : V \to (-\infty, +\infty] \) be a proper, lower semicontinuous and convex functional and let \( F^* : V^* \to (-\infty, +\infty] \) be the convex conjugate of \( F \). Then for all \((u, \xi) \in V \times V^*\), the following assertions are equivalent:

\[ i) \xi \in \partial F(u) \; \text{in } V^*; \]
\[ ii) u \in \partial F^*(\xi) \; \text{in } V; \]
\[ iii) \langle \xi, u \rangle = F(u) + F^*(\xi) \; \text{in } \mathbb{R}. \]

**Proof.** Proposition 5.1 and Corollary 5.2 on pp. 21 in [20].

The next result shows a certain chain rule for the subdifferential.

**Lemma 2.6.** Let \( U \) and \( V \) be BANACH spaces. Let \( \Lambda : U \to V \) be a linear, bounded operator and \( f : U \to (-\infty, +\infty] \) be a proper, lower semicontinuous, and convex functional. If there exists a point \( \Lambda \tilde{u} \in V \) with \( \tilde{u} \in U \), where \( f \) is finite and continuous, then for all \( u \in U \), there holds

\[
\partial (f \circ \Lambda)(u) = \Lambda^* \partial f(\Lambda u) \quad \text{for all } u \in U,
\]

where \( \Lambda^* : V^* \to U^* \) denotes the adjoint operator of \( \Lambda \).

**Proof.** This has been proven in EKELAND & TEMAM [20, Proposition 5.7].

Finally, we recall that the space \( U \cap V \) equipped with the norm \( \| \cdot \|_{U \cap V} = \| \cdot \|_U + \| \cdot \|_V \) is a separable and reflexive BANACH space and the dual space is given by \( (U \cap V)^* = U^* + V^* \) with the norm \( \| \xi \|_{U^* + V^*} = \inf_{\xi_1 \in U^*, \xi_2 \in V^*} \max \{ \| \xi_1 \|_{U^*}, \| \xi_2 \|_{V^*} \} \), see Example 2.4.

Furthermore, the duality pairing between \( U \cap V \) and \( U^* + V^* \) is given by

\[
\langle f, v \rangle_{(U^* + V^*) \times (U \cap V)} = \langle f_1, u \rangle_{U^* \times U} + \langle f_2, u \rangle_{V^* \times V}, \quad u \in U \cap V,
\]

for all \( v \in U \cap V \) and any partition \( f = f_1 + f_2 \) with \( f_1 \in U \) and \( f_2 \in V \). Second, for any \( p \in [1, +\infty] \), there holds \( L^p(0,T;U) \cap L^p(0,T;V) = L^p(0,T;U \cap V) \), where the measurability immediately follows from the PETTIS theorem, see, e.g., DIESTEL & UHL [17, Theorem 2, p. 42]. And third, for the BANACH spaces \( X, Y \in \{ U \cap V, U, V, W, \bar{W}, H \} \) satisfying the embedding \( X \hookrightarrow Y \), there holds

\[
\langle f, v \rangle_{X^* \times X} = \langle f, v \rangle_{Y^* \times Y} \quad \text{if } v \in X \text{ and } f \in Y^*.
\]

see, e.g., BRÉZIS [13, Remark 3, pp. 136] and GAJEWSKI et al. [29, Kapitel 1, §5].
3 Main result

3.1 Assumptions on the functionals and operators

In this section, we summarize all the assumptions regarding the functionals $\Psi$ and $\mathcal{E}$, and the operators $B$ and $f$. Since the subdifferential of the main part of $\Psi$ is linear, we refer henceforth to the inclusion (1.1) in the given framework as \textit{linearly damped inertial system} $(U, V, W, \bar{W}, H, \mathcal{E}, \Psi, B, f)$. The assumptions we make for the linearly damped inertial system resemble the structure of those we made for the perturbed gradient system in [10] where the same evolution inclusion has been investigated after neglecting the inertial term $u''(t)$. Involving inertia makes the situation much more delicate. As a consequence, we will impose, in general, stronger conditions on the functionals and operators in order to ensure the solvability of the problem. Hereinafter, we collect the assumptions for the dissipation potential $\Psi$ and remind the reader that we distinguish two cases (a) and (b).

(3.Ψ) Dissipation potential.

Case (a): we assume that there exists a strongly positive, symmetric, and continuous bilinear form $a : V \times V \to \mathbb{R}$ such that

$$\mu \|v\|^2_V \leq \Psi(v) \quad \text{for all } v \in V. \tag{3.1}$$

Case (b): we assume that $\Psi = \Psi_1 + \Psi_2$, where $\Psi_1(v) = \frac{1}{2} a(v,v)$ with the bilinear form $a : V \times V \to \mathbb{R}$ as above and $\Psi_2 : W \to \mathbb{R}$ to be a lower semicontinuous and convex functional with $\Psi_2(0) = 0$ satisfying the following growth condition: there exists a positive number $q > 1$ and constants $\bar{c}, \bar{C} > 0$ such that

$$\bar{c} (\|v\|_W^q - 1) \leq \Psi_2(v) \leq \bar{C} (\|v\|_W^q + 1) \quad \text{for all } v \in W. \tag{3.2}$$

In addition, we assume for the subgradients of $\Psi_2$ the following growth condition: for all $R > 0$, there exists a positive real constant $C_R > 0$ such that

$$\|\eta\|_{W^*} \leq C_R (1 + \|v\|_W^{q-1}) \quad \text{for all } \eta \in \partial \Psi_2(v) \text{ and } v \in W \text{ with } |v| \leq R. \tag{3.3}$$

Remark 3.1.

i) Assumption (3.Ψ) yields the convexity and continuity of the mapping $v \mapsto \Psi(v)$. Furthermore, $\Psi$ is GÂTEUX differentiable with the GÂTEUX derivative given by a positive, linear bounded and symmetric operator $A : V \to V^*$ such that $\partial \Psi(v) = \{Av\}$ and the potential can be expressed by $\Psi(v) = \frac{1}{2} \langle Av, v \rangle$. Assumption (3.Ψ) implies that the LEGENDRE–FENCHEL transform $\Psi^*$ of $\Psi$ is convex, continuous, finite everywhere, i.e., $\text{dom}(\Psi^*) = V^*$, and can be explicitly expressed by $\Psi^*(\xi) = \frac{1}{2} \langle \xi, A^{-1} \xi \rangle$, where $A^{-1} : V^* \to V$ is also continuous, symmetric and positive, which follows from the LAX–MILGRAM theorem, see, e.g., BRÉZIS [13, Corollary 5.8, p. 140].

ii) From the properties of the conjugate, we obtain from (3.1) and (3.2) the following growth condition for the conjugates $\Psi_1^* : V^* \to \mathbb{R}$ and $\Psi_2^* : V^* \to (-\infty, +\infty]$: there exist positive constants $\bar{c}, \bar{C} > 0$ such that

$$\bar{c} \|\xi\|_{V^*}^q \leq \Psi_1^*(\xi) \leq \bar{C} \|\xi\|_{V^*}^q \quad \text{for all } \xi \in V^*,$$

$$\bar{c} (\|\xi\|_{W^*}^q - 1) \leq \Psi_2^*(\xi) \leq \begin{cases} \bar{C} (\|\xi\|_{W^*}^q + 1) & \text{if } \xi \in W^* \\ +\infty & \text{otherwise} \end{cases} \tag{3.4}$$
where \( q^* > 1 \) denotes the conjugate exponent of \( q \). To justify the formula (3.4), it is not restrictive to show it for \( \Psi_2(v) = \frac{1}{q}||v||_{W^q}^q, v \in V \). To do so, we remark that the conjugate function \( f^* \) of any proper, convex, and lower semicontinuous function \( f : V \to \mathbb{R} \) is also proper, convex, and lower semicontinuous, and that \( f^{**} = f \), see, e.g., EKELAND & TEMAM [20, Section 4.1, pp. 16]. Thus, defining \( \tilde{\Psi} : V^* \to \mathbb{R} \) via

\[
\tilde{\Psi}(\xi) = \begin{cases} 
\frac{1}{q}||\xi||_{W^q}^q & \text{if } \xi \in W^* \\
+\infty & \text{otherwise}
\end{cases},
\]

it follows that \( \tilde{\Psi} \) is a proper, convex, and lower semicontinuous function on \( V^* \), which easily follows from the fact that a function is convex and lower semicontinuous if and only if its epigraph is convex and closed [45]. Then, we show that \( \tilde{\Psi}^* = \Psi_2 \) which in turn implies \( \Psi_2^* = \tilde{\Psi} = \tilde{\Psi}^{**} \). where the first equality follows from

\[
\tilde{\Psi}^*(v) = \sup_{\xi \in V^*} \left\{ \langle \xi, v \rangle_{V^* \times V} - \tilde{\Psi}^*(\xi) \right\} \\
= \sup_{\xi \in W^*} \left\{ \langle \xi, v \rangle_{W^* \times W} - \frac{1}{q^*}||\xi||_{W^{q^*}}^{q^*} \right\} \\
= \frac{1}{q}||v||_{W^q}^q \\
= \Psi_2(v) \quad \text{for all } v \in W,
\]

where we have used that \( (\frac{1}{q}||\cdot||_{W^q}^q)^* = \frac{1}{q^*}||\cdot||_{W^{q^*}}^{q^*} \) on \( W \) [20, Remark 4.1., pp. 19].

\( iii \) We remark that we could also allow for a time-dependent dissipation potential \( \Psi_t = \Psi_t^1 + \Psi_t^2 \) when we assume that \( t \mapsto a(t, u, v) \in C([0, T]) \cap C^1(0, T) \) for all \( u, v \in V \) and a strong monotonicity and boundedness of \( A(t) : V \to V^* \) uniformly in time as well as a slight modification of Assumption (3.Ec) and (3.Bb), whereas for \( \Psi_t^2 \) we would assume that for all \( t \in [0, T] \), the functional \( \Psi_t^2 \) is lower semicontinuous and convex satisfying the Conditions (3.2) and (3.3) uniformly in time. For simplicity, we will not consider this case here.

We proceed with collecting the assumptions for the energy functional \( \mathcal{E} \). To do so, we define \( V_\lambda = U \) if \( \lambda = 0 \) and \( V_\lambda = U \cap V \) if \( \lambda > 0 \). We make this distinction because for the convex case, i.e., when \( \lambda = 0 \), we will obtain a stronger result meaning that the initial value \( u_0 \) can be chosen to be in \( \text{dom}(\mathcal{E}_t) \) instead of \( \text{dom}(\mathcal{E}_t) \cap V \) as in the \( \lambda \)-convex case with \( \lambda \neq 0 \), and that the subgradient of \( \mathcal{E}_t \) is in \( U^* \) instead of \( U^* + V^* \), see Theorem 3.4.

(3.Ea) **Lower semicontinuity.** For all \( t \in [0, T] \), the functional \( \mathcal{E}_t : U \to (-\infty, +\infty] \) is proper and sequentially weakly lower semicontinuous with time-independent effective domain \( D := \text{dom}(\mathcal{E}_t) \subset U \) for all \( t \in [0, T] \). Furthermore, the set \( D \cap V \) is dense in \( D \) in the topology of \( U \), and if \( \mathcal{E}_t \) is convex, the interior of \( D \) is non-empty.

(3.Eb) **Bounded from below.** \( \mathcal{E}_t \) is bounded from below uniformly in time, i.e., there exists a constant \( C_0 \in \mathbb{R} \) such that

\[
\mathcal{E}_t(u) \geq C_0 \quad \text{for all } u \in U \text{ and } t \in [0, T].
\]

Since the potential of a function is, if it exists, unique up to a constant, we assume without loss of generality \( C_0 = 0 \).
(3.Ec) **Coercivity.** For every $t \in [0, T]$, $\mathcal{E}_t$ has bounded sublevel sets in $U$.

(3.Ed) **Control of the time derivative.** For all $u \in U$, the mapping $t \mapsto \mathcal{E}_t(u)$ is in $C([0, T]) \cap C^1([0, T])$ and its derivative $\partial_t \mathcal{E}_t$ is controlled by the function $\mathcal{E}_t$, i.e., there exists $C_1 > 0$ such that

$$|\partial_t \mathcal{E}_t(u)| \leq C_1 \mathcal{E}_t(u) \quad \text{for all } t \in (0, T) \text{ and } u \in U.$$ 

(3.Ee) **$\lambda$-convexity.** There exists $\lambda \geq 0$ such that for every $t \in [0, T]$, the energy functional $\mathcal{E}_t$ is $\lambda$-convex on $V$ (by extending $\mathcal{E}$ on $V$), i.e., for all $u, v \in U \cap V$ and $\vartheta \in (0, 1)$, there holds

$$\mathcal{E}_t(\vartheta v + (1 - \vartheta)u) \leq \vartheta \mathcal{E}_t(v) + (1 - \vartheta)\mathcal{E}_t(u) + \lambda \mathcal{E}_t(1 - \vartheta)\|v - u\|^2_\mathcal{V}. \quad (3.5)$$

(3.Ef) **Closedness of $\text{Gr} (\partial \mathcal{E})$.** For all sequences of measurable functions $(u_n)_{n \in \mathbb{N}}$ with $u_n : [0, T] \to [0, T]$, $n \in \mathbb{N}$, $(\xi_n)_{n \in \mathbb{N}}$, and measurable functions $u, \xi$ satisfying

a) $t_n(t) \to t$ for a.e. $t \in (0, T)$, as $n \to \infty$,

b) $\exists C_2 > 0 : \sup_{n \in \mathbb{N}, t \in [0, T]} \mathcal{E}_t(u_n(t)) \leq C_2$,

c) $\xi_n(t) \in \partial_{V_t^*} \mathcal{E}_{t_n(t)}(u_n(t))$ a.e. in $(0, T), n \in \mathbb{N}$,

d) $u_n - \tilde{u}_0 \xrightarrow{n \to \infty} u - \tilde{u}_0$ in $L^\infty(0, T; V_\lambda)$ and $u_n - \tilde{u}_0 \to u - \tilde{u}_0$ in $L^2(0, T; V)$ for any $\tilde{u}_0 \in D$ and $\xi_n \to \xi$ in $L^2(0, T; V_\lambda^*)$ as $n \to \infty$. Additionally, there exists a constant $C_3 > 0$ such that for sufficiently small $h > 0$, there holds

Case (a):

$$\sup_{n \in \mathbb{N}} \|\sigma_h u_n - u_n\|_{L^2(0, T - h, V)} \leq C_3 h \quad (3.6)$$

Case (b):

$$\sup_{n \in \mathbb{N}} \|\sigma_h u_n - u_n\|_{L^2(0, T - h, V) \cap L^r(0, T - h, W)} \leq C_3 h, \quad (3.7)$$

where $\sigma_h v := \chi_{[0, T - h]}(\cdot + h)$ for any function $v : [0, T] \to V$,

e) $\limsup_{n \to \infty} \int_0^T \langle \xi_n(t) - \xi(t), u_n(t) - u(t) \rangle_{V_\lambda^* \times V_\lambda} \, dt \leq 0$,

we have the relations

$$\xi(t) \in \partial_{V_t^*} \mathcal{E}_t(u(t)) \subset V_\lambda^*, \quad \mathcal{E}_{t_n(t)}(u_n(t)) \to \mathcal{E}_t(u(t)) \quad \text{as } n \to \infty$$

and

$$\limsup_{n \to \infty} \partial_{V_t^*} \mathcal{E}_t(u_n(t)) \leq \partial_{V_t^*} \mathcal{E}_t(u(t)) \quad \text{for a.e. } t \in (0, T).$$

(3.Eg) **Control of the subgradient.** There exist constants $C_4 > 0$ and $\sigma > 0$ such that

$$\|\xi\|^2_{V_\lambda^*} \leq C_4 (1 + \mathcal{E}_t(u) + \|u\|_{V_\lambda}) \quad \forall t \in [0, T], u \in D(\partial_{V_t^*} \mathcal{E}_t), \xi \in \partial_{V_t^*} \mathcal{E}_t(u).$$

Henceforth, we write (3.E) when we refer to the Conditions (3.Ea)-(3.Eg). Before we proceed with the conditions for the perturbation $B$ and the external force $f$, we first give a few relevant comments on these assumptions that will be important later on.

**Remark 3.2.**
i) From Assumption (3.Ed), we deduce with GRONWALL’s lemma, see, e.g., [21, Lemma 7.3.1, pp.180], the chain of inequalities
\[ e^{-C_1|t-s|} \mathcal{E}_s(u) \leq \mathcal{E}_t(u) \leq e^{C_1|t-s|} \mathcal{E}_s(u) \quad \text{for all } s,t \in [0,T], u \in D. \]
In particular, there holds
\[ \sup_{t \in [0,T]} \mathcal{E}_t(u) \leq e^{C_1T} \inf_{t \in [0,T]} \mathcal{E}_t(u) \quad \text{for all } u \in D. \]

ii) In Case (b) it is possible to improve the assumption of \( \lambda \)-convexity in the following way: there exist positive constants \( \lambda_1, \lambda_2 > 0 \) such that
\[
\mathcal{E}_t(\vartheta u + (1 - \vartheta)v) \leq \vartheta \mathcal{E}_t(u) + (1 - \vartheta)\mathcal{E}_t(v) \\
+ \vartheta(1 - \vartheta) \left( \lambda_1 \|u - v\|_V^2 + \lambda_2 \Psi(u - v)^{\frac{1}{q}} |u - v| \right)
\]
for all \( u \in D, v \in V \) and \( \vartheta \in (0,1) \), where \( q > 1 \) comes from Assumption (3.Ψ).

Finally, we present the assumptions on the non-variational non-monotone perturbation \( B \) and the external force \( f \).

(3.Ba) **Continuity.** The mapping \( (t,u,v) \mapsto B(t,u,v) : [0,T] \times \tilde{W} \times W \to V^* \) is continuous on the sublevels of \( \mathcal{E} \), i.e., for every sequence \( (t_n, u_n, v_n) \to (t,u,v) \) in \( [0,T] \times \tilde{W} \times W \) with \( \sup_{t \in [0,T], n \in \mathbb{N}} \mathcal{E}_t(u_n) < +\infty \), there holds \( B(t_n, u_n, v_n) \to B(t,u,v) \) in \( V^* \) as \( n \to \infty \).

(3.Bb) **Control of the growth.** There exist positive constants \( \beta > 0 \) and \( c, \nu \in (0,1) \) such that
\[
c \Psi^* \left( -\frac{B(t,u,v)}{c} \right) \leq \beta(1 + \mathcal{E}_t(u) + |v|^2 + \Psi(v)^\nu)
\]
for all \( u \in D \cap V, v \in V, t \in [0,T] \).

(3.f) **External force.** There holds \( f \in L^2(0,T;H) \).

Similarly, we write (3.B) when we refer to the Conditions (3.Ba)-(3.Ba). Several remarks are in order.

**Remark 3.3.**
i) In fact, the continuity of the perturbation with an image in \( V^* \) is only needed to show the energy-dissipation inequality (3.10). If we only address the existence of solutions to the inclusion (3.9) without the energy-dissipation inequality, then it is sufficient to suppose that \( B : [0,T] \times \tilde{W} \times W \to U^* + V^* \) is a mapping with values in \( U^* + V^* \) which is continuous on sublevel sets of the energy.

ii) The condition (3.Bb) can be relaxed to \( f \in L^1(0,T;H) + L^2(0,T;V^*) \) in the Case (a) and to \( f \in L^1(0,T;H) + L^2(0,T;V^*) + L^q(0,T;W^*) \) in the case (b), where \( q^* > 1 \) is again the conjugate exponent to \( q > 1 \) from Assumption (3.Ψ).
3.2 Discussion of the assumptions

Having collected the assumptions on the system \((U, V, W, H, \mathcal{E}, \Psi, B, f)\) system, we want to discuss several conditions in more detail apart from the assertions and implications made in the remarks. In particular, we want to discuss the practical meaning of the assumptions and provide sufficient conditions for them to hold true.

As we already mentioned before, evolution equations of second order are, in general, more delicate than evolution equations of first order because of the nonsmoothing effect in time caused by the term \(\partial_{tt} u\). This leads to a formation of discontinuities or a blow-up of a solution in finite time despite having smooth initial data, which makes it more difficult to prove strong solutions, see, e.g., ZEIDLER [46, Section 33.7] for a discussion of these phenomena in connection with problems arising in physics. Therefore, we need well-adjusted assumptions.

Ad (3.\(\Psi\)). Here, the dissipation potential is (in Case \(b\)) the sum of a leading part \(\Psi_1\), which is defined by a strongly positive and bounded bilinear form, and a strongly continuous perturbation \(\Psi_2\) of polynomial growth. As mentioned in Remark 3.1 i), the subdifferential \(\partial \Psi = A + \partial \Psi_2\) is given by the sum of a positive, linear, bounded, and symmetric operator \(A\) and the subdifferential of a strongly continuous perturbation \(\Psi_2\).

The essential assumption here is that \(A\) is a positive, linear, bounded, and symmetric operator, which is crucial in identifying the limit of a sequence of approximate solutions stemming from a discretization scheme, see Section 4.2.

Admissible examples of dissipation potentials are, e.g.,

\[
\Psi_1(v) = \frac{1}{2} \int_{\Omega} |\nabla^m v(x)|^2 \, dx \quad \text{and} \quad \Psi_2(v) = \frac{1}{p} \int_{\Omega} \left( |\nabla^m v(x)|^p + |\nabla^k v(x)| \right) \, dx
\]

on the Sobolev space \(H^n(\Omega)\) for any \(k, m, n \in \mathbb{N}\) with \(k \leq m < n\) and \(p \in (1, +\infty)\) such that the compact embedding \(H^n(\Omega) \hookrightarrow W^{m,p}(\Omega)\) holds.

Ad (3.E). In Condition (3.Ea), we assume that the effective domain of \(\mathcal{E}_t\) is assumed to be time-independent. The assumption that \(D \cap V\) is dense in \(D\) ensures the existence of an approximating sequence in \(D \cap V\) to any initial value \(u_0 \in D\), which is needed in order to obtain a priori estimates for the interpolations in Lemma 4.2. The non-emptiness of \(D\) in the case that \(\mathcal{E}_t\) is convex ensures the existence of a continuity point for \(\mathcal{E}_t\), see EKELAND & TEMAM [20, Corollary 2.5., p. 13], which in turn allows us to use the variational sum rule in Lemma 2.2.

The Assumption (3.Ef) imposes the closedness of the graph of \(Gr(\partial \mathcal{E})\) on Bochner spaces which mimics the closedness result for maximal monotone operators [12].

The Condition (3.Eg) is necessary to obtain appropriate a priori estimates for the subgradients of \(\mathcal{E}_t\), which in turn is needed to obtain a priori estimates for \(u''\) since we solely obtain a priori estimates for the sum of the subgradient of \(\mathcal{E}_t\) and \(u''\). Condition (3.Eg) could be replaced by the more general condition that \(\partial \mathcal{E}_t\) is a bounded operator.

Ad (3.B). The continuity condition (3.Ba) means that \(B\) is a continuous perturbation of \(\partial \mathcal{E}_t\). The term \(B\) contains in the applications non-variational and non-monotone terms of lower order in terms of only containing lower order derivatives as well as obeying a growth condition of lower order. This is reflected by Condition (3.Bb), where \(B\) satisfies
a growth condition in terms of the conjugate dissipation potential $\Psi^*$ and the energy functional $\mathcal{E}_t$. In fact, the growth condition shows that the higher the order of the growths of $\Psi$ and $\mathcal{E}_t$ are, the more we can allow for the growth of the perturbation. Condition (3.Bb) ensures that we are able to derive a priori estimates. Both conditions can be generalized in a framework that instead of a point-wise continuity and a pointwise growth condition, a continuity on suitable Bochner spaces can be imposed, as well as a growth condition on the level of time integrals. Furthermore, it would be sufficient to define the perturbation on the domain of the subdifferential of $\mathcal{E}_t$. We note that the perturbation is nonlinear in both $u$ and $u'$.

### 3.3 Statement of the main result

Now, we are in the position to state the main result.

**Theorem 3.4 (Main result).** Let the linearly damped inertial system

$$(U, V, W, H, \mathcal{E}, \Psi, B, f)$$

be given and fulfill Assumptions (3.E), (3.Ψ) and (3.B) as well as Assumption (3.f). Let $\lambda \geq 0$ be from Condition (3.Ee). Furthermore, let the initial values $u_0 \in D \cap V_\lambda$ and $v_0 \in H$ be given and assume that there exists a sequence $(u^k_0)_{k \in \mathbb{N}}, u_0^k \in D \cap V$, such that

$$u^k_0 \to u_0 \text{ in } V_\lambda \text{ as } k \to \infty \quad \text{and} \quad \sup_{k \in \mathbb{N}} \mathcal{E}_0(u^k_0) < +\infty.$$  

Then, there exists a strong solution to (1.1), i.e., there exist functions

$$u \in C_w([0, T]; U) \cap W^{1,\infty}(0, T; H) \text{ with } u' \in L^2(0, T; V), \quad \xi \in L^\infty(0, T; V_\lambda^\ast), \quad (3.8)$$

additionally satisfying $u \in H^2(0, T; U^* + V^*)$ in Case (a) and $u \in W^{1,q}(0, T; W) \cap W^{2,\min(2,q)}(0, T; U^* + V^*)$ in Case (b) such that the initial conditions $u(0) = u_0$ in $V_\lambda$ and $u'(0) = v_0$ in $H$ as well as the inclusions

$$\xi(t) \in \partial V_\lambda \mathcal{E}(u(t)), \quad f(t) \in u''(t) + \partial \Psi(u'(t)) + \xi(t) + B(t, u(t), u'(t)) \quad \text{in } U^* + V^* \quad (3.9)$$

are fulfilled for almost every $t \in (0, T)$. Furthermore, the energy-dissipation inequality

$$\frac{1}{2} |u'(t)|^2 + \mathcal{E}_t(u(t)) + \int_t^s (\Psi(u'(r)) + \Psi^*(S(r) - \xi(r) - u''(r))) \, dr$$

$$\leq \frac{1}{2} |u'(s)|^2 + \mathcal{E}_s(u(s)) + \int_s^t \partial \mathcal{E}_r(u(r)) \, dr + \int_s^t (S(r), u'(r))_{V^* \times V} \, dr, \quad (3.10)$$

holds for all $0 < t \leq T$ for $s = 0$, and almost every $s \in (0, t)$, where $S(r) := f(r) - B(r, u(r), u'(r))$, $r \in [0, T]$, and $V_\lambda = U$ if $\mathcal{E}_t$ is convex, i.e., $\lambda = 0$, and $V_\lambda = U \cap V$ if $\mathcal{E}_t$ is $\lambda$-convex with $\lambda > 0$.

### 4 Proof of the main result

In order to prove the main result, we proceed as follows:

1) We regularize the dissipation potential $\Psi_2$ with regularization parameter $\varepsilon > 0$.

2) We discretize the inclusion in time via a semi-implicit Euler scheme with time step $\tau > 0$ and show solvability of the discrete problem.
3) We define interpolations functions and show a priori estimates for them.

4) We show the compactness of the interpolation functions in suitable spaces.

5) We pass to the limit with $\tau \searrow 0$ and show existence of solutions to the regularized problem.

6) We pass to the limit with $\varepsilon \searrow 0$ and show existence of solutions to the original problem.

In the following, each step will be carried out in a subsection.

4.1 Regularized problem

In an intermediate step of our main proof, we consider the regularized problem

$$\begin{cases}
u''(t) + \partial \Psi_1(u'(t)) + D_G \Psi_2(u'(t)) + \partial E_t(u(t)) + B(t, u(t), u'(t)) \ni f(t), \quad t \in (0, T), \\
u(0) = u_0, \quad u'(0) = v_0,
\end{cases} \tag{4.1}$$

where $\Psi_2 : W \to \mathbb{R}$ denotes the $q$-MOREAU–YOSIDA regularization defined by

$$\Psi_2^\varepsilon(v) = \inf_{w \in W} \left\{ \frac{\varepsilon}{q} \left\| \frac{v - w}{\varepsilon} \right\|^q + \Psi_2(w) \right\},$$

where $q > 1$ is from Condition (3.2). It is easily checked that $\Psi_2^\varepsilon$ satisfies the growth condition (3.2) for constants independent of $\varepsilon$ for sufficiently small $\varepsilon$ (and hence also for its convex conjugate $\Psi_2^{\varepsilon,*}$). Furthermore, since $W$ is a reflexive Banach space such that $W^*$ is uniformly convex, by B. [8, Theorem 2.2], the functional $\Psi_2^\varepsilon$ GÂTEAUX differentiable with continuous GÂTEAUX derivative denoted by $D_G \Psi_2^\varepsilon$. The GÂTEAUX derivative satisfies in addition the bound

$$\|D_G \Psi_2^\varepsilon(v)\|_{W^*} \leq C(\varepsilon)(1 + \|v\|_{W}^{q-1})$$

for a constant $C = C(\varepsilon)$ dependent on $\varepsilon$, see, e.g., [1]. In fact, as $\varepsilon \searrow 0$ the constant $C(\varepsilon)$ tends to $+\infty$. Hence, the dissipation potential $\Psi = \Psi_1 + \Psi_2^\varepsilon$ complies with the conditions (3.2). Moreover, it has been shown in B. [8, Theorem 2.3] that $\Psi_2^\varepsilon \overset{M}{\rightarrow} \Psi_2$ as $\varepsilon \searrow 0$ in the sense of MOSCO convergence. In the following sections, we suppress the dependency of $\Psi_2^\varepsilon$ from $\varepsilon$ for readability.

4.2 Variational approximation scheme

As mentioned above, the proof of Theorem 3.4 is based on the construction of strong solutions to (1.1) via a semi-implicit time discretization scheme. More specifically, we will employ a semi-implicit EULER method where all terms will be discretized implicitly, except for the non-variational perturbation term $B$ in order to obtain a variational approximation scheme to inclusion (1.1). Therefore, let for $N \in \mathbb{N} \setminus \{0\}$

$$I_\tau = \{0 = t_0 < t_1 < \cdots < t_n = n\tau < \cdots < t_N = T\}$$
be an equidistant partition of the time interval \([0, T]\) with step size \(\tau := T/N\), where we omit the dependence of the nodes of the partition on the step size for simplicity. The discretization of (1.1) is then given by

\[
\frac{V^n_{\tau} - V^{n-1}_{\tau}}{\tau} + \partial V^* (V^n_{\tau}) + \partial V^* \mathcal{E}_{t_{n}}(U^n_{\tau}) + B(t_{n}, U^{n-1}_{\tau}, V^{n-1}_{\tau}) \ni f^n_{\tau} \quad \text{in } U^* + V^* \quad (4.2)
\]

for \(n = 1, \ldots, N\), where \(V^n_{\tau} = v_0\), \(V^n_{\tau} := \frac{U^n_{\tau} - U^{n-1}_{\tau}}{\tau}\), and \(f^n_{\tau} := \frac{1}{\tau} \int_{t_{n-1}}^{t_n} f(\sigma) \, d\sigma, n = 1, \ldots, N\), where \(\partial V^*\) denotes the subdifferential operator with respect to the strong topology of \(V^*\). The inclusion (4.2) is equivalent to saying that there exists a subgradient \(\xi^n_{\tau} \in \partial V^* \mathcal{E}_{t_{n}}(U^n_{\tau})\) such that

\[
\frac{V^n_{\tau} - V^{n-1}_{\tau}}{\tau} + D_G \Psi (V^n_{\tau}) + \xi^n_{\tau} + B(t_{n}, U^{n-1}_{\tau}, V^{n-1}_{\tau}) = f^n_{\tau} \quad \text{in } U^* + V^*,
\]

where \(D_G \Psi (V^n_{\tau}) = AV^n_{\tau}\) in Case (a) and \(D_G \Psi (V^n_{\tau}) = AV^n_{\tau} + D_G \Psi_2 (V^n_{\tau})\) in Case (b).

The values \(U^n_{\tau}\) := \(u(t_n)\) and \(V^n_{\tau}\) := \(u'(t_n)\) shall approximate the exact solution and its time derivative, and are to be determined successively from (4.2). By Lemma 2.2, it follows that the approximate value \(U^n_{\tau}\) is characterized as the solution to the Euler–Lagrange equation associated with the mapping

\[
u \mapsto \Phi (\tau, t_{n-1}, U^{n-1}_{\tau}, U^{n-2}_{\tau}, B(t_{n}, U^{n-1}_{\tau}, V^{n-1}_{\tau}) - f^n_{\tau}; \nu),
\]

where

\[
\Phi (r, t, v, w; u) = \frac{1}{2r^2} |u - 2v - w|^2 + r \Psi \left( \frac{u - v}{r} \right) + \mathcal{E}_{t+r}(u) + \langle \eta, u \rangle_{V^* \times V}
\]

for \(r \in \mathbb{R}^+\), \(t \in [0, T]\) with \(r + t \in [0, T]\), \(u \in D, v \in V, w \in H\), and \(\eta \in V^*\).

We end up with the recursive scheme

\[
\begin{cases}
U^0_{\tau} \in D \cap V \\
V^0_{\tau} \in V
\end{cases}
\]

are given; whenever \(U^1_{\tau}, \ldots, U^{n-1}_{\tau} \in D \cap V\) are known, find \(U^n_{\tau} \in J_{r,t_{n-1}}(U^{n-1}_{\tau}, U^{n-2}_{\tau}, B(t_{n}, U^{n-1}_{\tau}, V^{n-1}_{\tau}) - f^n_{\tau}) \quad (4.3)
\]

for \(n = 1, \ldots, N\), where \(J_{r,t}(v, w; \eta) := \text{argmin}_{u \in U \cap V} \Phi (r, t, v, w; u)\) and \(U^{-1}_{\tau} = U^0_{\tau} - V^0_{\tau}\).

The following lemma ensures the solvability of the variational scheme (4.3).

**Lemma 4.1.** Let the linearly damped inertial system \((U, V, W, W, H, \mathcal{E}, \Psi)\) be given and let the Conditions (3.Ea)-(3.Ec), (3.Ee), and (3.Ψ) be fulfilled. Furthermore, let \(r \in (0, T)\) and \(t \in [0, T]\) with \(r + t \leq T\) as well as \(v \in V, w \in H\) and \(\eta \in V^*\). Then, the set \(J_{r,t}(v, w; \eta)\) is non-empty and single valued if \(r \leq \frac{\mu}{\lambda}\), where \(\mu\) and \(\lambda\) are from (3.Ψ) and (3.Ee), respectively. Furthermore, to every \(u \in J_{r,t}(v, w; \eta)\) there exists \(\xi \in \partial V^* \mathcal{E}_{t}(u) \subset V^*_J\) such that

\[
\frac{u - 2v - w}{r^2} + D_G \Psi \left( \frac{u - v}{r} \right) + \xi + \eta = 0 \quad \text{in } U^* + V^*.
\]

**Proof.** Since the proof is similar for the cases (a) and (b), we restrict the proof by showing the assertion for the case (b). Let \(u \in D \cap V, v \in V, w \in H, \eta \in V^*\), and
For all $0 < \varepsilon < \frac{1}{r}$, where in the two penultimate inequalities we used the inequality (3.2). In regard of Conditions (3.Ψ), (3.Eb), and (3.Ec), this implies $\inf_{u \in U \cap V} \Phi(r, t, v, w, \eta; u) > -\infty$. On the other hand, we observe that

$$
\inf_{u \in U \cap V} \Phi(r, t, v, w, \eta; u) \leq \frac{1}{2r^2} |\bar{u} - 2v + w|^2 + r\Psi_1 \left(\frac{\bar{u} - v}{r}\right) + \mathcal{E}_{t+r}(\bar{u}) + \langle \eta, \bar{u} \rangle_{V^* \times V}
$$

(4.5)

for any $\bar{u} \in D \cap V$, so that $\inf_{u \in U \cap V} \Phi(r, t, v, w, \eta; u) < +\infty$ holds as well. It remains to show that the global minimum is attained by an element in $D \cap V$. In order to show that, let $(u_n)_{n \in \mathbb{N}} \subset U \cap V$ be a minimizing sequence for $\Phi(r, t, v, w, \eta; \cdot)$. From (4.4) and the coercivity of $\Psi_1$ and $\mathcal{E}$, we deduce that $(u_n)_{n \in \mathbb{N}} \subset U \cap V$ is contained in a sublevel set of $\Psi_1$ and $\mathcal{E}$, and thus bounded in $U \cap V$. Hence, by the reflexivity of $U \cap V$, there exists a subsequence (not relabeled) that converges weakly in $U \cap V$ to a limit $\tilde{u} \in U \cap V$. We note that by Conditions (3.Ψ) and (3.Ea) as well as the continuity of the HILBERT space norm and the duality pairing, the sequential weak lower semicontinuity of the mapping $u \mapsto \Phi(r, t, v, w, \eta; u)$ on $U \cap V$ follows. Then, by the sequential weak lower semicontinuity of $\Phi$, we have

$$
\Phi(r, t, v, w, \eta; \tilde{u}) \leq \liminf_{n \to \infty} \Phi(r, t, v, w, \eta; u_n) = \inf_{v \in U \cap V} \Phi(r, t, v, w, \eta; \tilde{v}),
$$

and therefore, $u \in J_{r,t}(v, w; \eta) \neq \emptyset$ and $u \in D \cap V$. If $r > 0$ is sufficiently small, then there is a unique global minimizer. Indeed, assuming there are two different global minimizer $\tilde{u}_0, \tilde{u}_1 \in D \cap V$, then in view of the $\lambda$-convexity of $\mathcal{E}_t$, the convexity of $\Psi_2$ and the fact that $| \cdot |^2$ and $\Psi_1$ fulfill a parallelogram identity, we obtain for every $s \in (0, 1)$

$$
\Phi(r, t, v, w, \eta; s\tilde{u}_0 + (1 - s)\tilde{u}_1) \leq s\Phi(r, t, v, w, \eta; \tilde{u}_0) + (1 - s)\Phi(r, t, v, w, \eta; \tilde{u}_1) - s(1 - s)|\tilde{u}_0 - \tilde{u}_1|^2 + \lambda\|\tilde{u}_0 - \tilde{u}_1\|^2
$$

$$
= s\Phi(r, t, v, w, \eta; \tilde{u}) - s(1 - s)|\tilde{u}_0 - \tilde{u}_1|^2 - s\frac{(1 - s)}{r}\Psi_1(\tilde{u}_0 - \tilde{u}_1) + \lambda\|\tilde{u}_0 - \tilde{u}_1\|^2
$$

$$
\leq \min_{v \in U \cap V} \Phi(r, t, v, w, \eta; \tilde{v}) - s(1 - s)|\tilde{u}_0 - \tilde{u}_1|^2 - s\frac{(1 - s)}{r}\Psi_1(\tilde{u}_0 - \tilde{u}_1) + \lambda\|\tilde{u}_0 - \tilde{u}_1\|^2
$$
where we also used the strong positivity of $\Psi_1$ with constant $\mu > 0$. Choosing $s = \frac{1}{2}$ and $r \leq \frac{\mu}{4\lambda}$, the uniqueness follows. In order to prove the last assertion, we first assume that the energy functional is $\lambda$-convex with $\lambda > 0$. Then, from FERMAT’s theorem, we know that for any minimizer $u \in J_{\lambda}(v; w; \eta)$, the functional $\Phi(r, t, v, w; \eta; \cdot)$ is subdifferentiable in $u$ and there holds

$$0 \in \partial_{U \cap V} \Phi(r, t, v, w; \eta; u)$$

$$= \partial_{U \cap V} \left( \frac{1}{2r^2} |u - 2v + w|^2 + r \Psi \left( \frac{u - v}{r} \right) + \mathcal{E}_{t+r}(u) + \langle \eta; u \rangle_{V^* \times V} \right).$$

Since all terms except the energy functional are convex and Gâteaux differentiable on the space $U \cap V$, we obtain with Lemma 2.2 that $\mathcal{E}_t$ is subdifferentiable in $u$ and there holds

$$\frac{u - 2v - w}{r^2} + D_G \Psi \left( \frac{u - v}{r} \right) + \eta \in \partial_{U \cap V} \mathcal{E}_t(u).$$

Thus, we define $\xi := \frac{u - 2v - w}{r^2} + D_G \Psi \left( \frac{u - v}{r} \right) + \eta \in U^* + V^*$. Now, we consider the case when $\lambda = 0$. Then, we define the functionals $\tilde{\Psi} : U \rightarrow (-\infty, +\infty]$ and $h : U \rightarrow (-\infty, +\infty]$ by

$$\tilde{\Psi}(\tilde{v}) = \begin{cases} \Psi(\tilde{v}) & \text{if } \tilde{v} \in V \cap U \\ +\infty & \text{otherwise.} \end{cases} \quad \text{and} \quad h(\tilde{v}) = \begin{cases} \langle \eta, \tilde{v} \rangle_{V^* \times V} & \text{if } \tilde{v} \in V \cap U \\ +\infty & \text{otherwise.} \end{cases}$$

It can be shown that $\tilde{\Psi} + h$ is proper, convex, and lower semicontinuous on $U$. The first two properties are readily seen. For the lower semicontinuity, we make use of the equivalent characterization of the lower semicontinuity, which states that all sublevel sets are closed in the strong topology of $U$. Thus, let $\alpha \in \mathbb{R}$ and $(u_n)_{n \in \mathbb{N}} \subset J_\alpha := \{ \tilde{v} \in U : \tilde{\Psi}(\tilde{v}) + h(\tilde{v}) \leq \alpha \}$ such that $u_n \rightarrow u \in U$ as $n \rightarrow \infty$. We want to show that $u_n \in J_\alpha$. From the definition of $\tilde{\Psi}$ and $h$, there holds $J_\alpha = \{ \tilde{v} \in U : \tilde{\Psi}(\tilde{v}) + \langle \eta, \tilde{v} \rangle_{V^* \times V} \leq \alpha \}$ and that $(u_n)_{n \in \mathbb{N}}$ is bounded in $V$ by the coercivity of $\tilde{\Psi}$ on $V$. Hence, there exists a weakly convergent subsequence (labeled as before) such that $u_n \rightarrow \tilde{u} \in V$ as $n \rightarrow \infty$. Therefore, $(u_n)_{n \in \mathbb{N}}$ is bounded in $U \cap V$ and from the reflexivity of $U \cap V$, we can extract a further weakly convergent subsequence (labeled as before) such that $u_n \rightarrow \tilde{u} \in U \cap V$ as $n \rightarrow \infty$. We obtain

$$\langle f, \tilde{u} \rangle_{(U^* + V^*) \times (U \cap V)} = \langle f_1, \tilde{u} \rangle_{U^* \times U} + \langle f_2, \tilde{u} \rangle_{V^* \times V}$$

$$= \lim_{n \rightarrow \infty} \langle f_1, u_n \rangle_{U^* \times U} + \langle f_2, u_n \rangle_{V^* \times V}$$

$$= \langle f_1, \tilde{u} \rangle_{U^* \times U} + \langle f_2, \tilde{u} \rangle_{V^* \times V}$$

for all $f = f_1 + f_2 \in U^* + V^*$ and in particular for all $f \in U^*$ and $f \in V^*$ whence $u = \tilde{u} = \tilde{u} \in U \cap V$. From the weak lower semicontinuity of $\tilde{\Psi}_1$ on $V$, we obtain

$$\Psi(u) + \langle \eta, u \rangle_{V^* \times V} \leq \liminf_{n \rightarrow \infty} \langle \Psi(u_n) + \langle \eta, u_n \rangle_{V^* \times V} \rangle \leq \alpha,$$

and thus, $u \in J_\alpha$, from which the lower semicontinuity on $U$ follows. Noting that

$$\min_{\tilde{v} \in U \cap V} \Phi(r, t, v, w; \eta; \tilde{v}) = \min_{\tilde{v} \in U \cap V} \tilde{\Phi}(r, t, v, w; \eta; \tilde{v})$$

$$= \min_{\tilde{v} \in U} \left( \frac{1}{2r^2} |\tilde{v} - 2v + w|^2 + r \tilde{\Psi} \left( \frac{\tilde{v} - v}{r} \right) + \mathcal{E}_{t+r}(u) + h(\tilde{v}) \right),$$
we obtain again by Fermat’s theorem
\[ 0 \in \partial_U \Phi(r, t, v, w, \eta; u) \]
\[ = \partial_U \left( \frac{1}{2r^2} |u - 2v + w|^2 + r \tilde{\Psi} \left( \frac{u - v}{r} \right) + \mathcal{E}_{t+r}(u) + h(u) \right) \]

for any global minimizer \( u \in J_{r,t}(v, w; \eta) \). To decompose the elements of the subdifferential of the sum of the functionals in terms of the subgradients of each functional, we employ Lemma 2.2 and note that with Remark 3.2 i) all assumptions of that lemma are satisfied. Hence, there holds
\[ \partial_U \left( \frac{1}{2r^2} |u - 2v + w|^2 + r \tilde{\Psi} \left( \frac{u - v}{r} \right) + \mathcal{E}_{t+r}(u) + h(u) \right) = \partial_U \left( \frac{1}{2r^2} |u - 2v + w|^2 \right) + \partial_U \left( r \tilde{\Psi} \left( \frac{u - v}{r} \right) + h(u) \right) + \partial_U \mathcal{E}_{t+r}(u) \]

and therefore there exists a subgradient \( \xi \in \partial_U \mathcal{E}_{t+r}(u) \) such that
\[ -\frac{u - 2v - w}{r^2} - \xi \in \partial_U \left( r \tilde{\Psi} \left( \frac{u - v}{r} \right) + h(u) \right) . \]

Unfortunately, we are not allowed to decompose the right subdifferential further since the functional \( h \) is, in general, not lower semicontinuous on \( U \). However, since the sum is proper, convex, and lower semicontinuous on \( U \), we can make use of the equivalent description of the subdifferential by the inequality
\[ r \tilde{\Psi} \left( \frac{u - v}{r} \right) + h(u) - r \tilde{\Psi} \left( \frac{\tilde{v} - v}{r} \right) + h(\tilde{v}) \leq \left\langle \frac{u - 2v - w}{r^2} - \xi, \tilde{v} - u \right\rangle \]_{U^* \times U}

for all \( \tilde{v} \in U \) and in particular
\[ r \Psi \left( \frac{u - v}{r} \right) + \langle \eta, u \rangle_{V^* \times V} - r \tilde{\Psi} \left( \frac{\tilde{v} - v}{r} \right) - \langle \eta, \tilde{v} \rangle_{V^* \times V} \leq \left\langle \frac{u - 2v - w}{r^2} - \xi, \tilde{v} - u \right\rangle \]_{(U^*+V^*) \times (U \cap V)}

for all \( \tilde{v} \in U \cap V \), which in turn implies
\[ -\frac{u - 2v - w}{r^2} - \xi \in \partial_{U \cap V} \left( \Psi \left( \frac{u - v}{r} \right) + \langle \eta, u \rangle_{V^* \times V} \right) \]
\[ = D_G \Psi \left( \frac{u - v}{r} \right) + \eta \in U^* + V^* , \]

which means that we can decompose the elements of the subdifferential in the weaker space \( U^* + V^* \). We finally obtain
\[ -\frac{u - 2v - w}{r^2} + D_G \Psi \left( \frac{u - v}{r} \right) + \xi + \eta \in U^* + V^* , \]

and hence the completion of the proof. \( \square \)
4.3 Discrete Energy-Dissipation inequality and a priori estimates

Since the previous lemma ensures the solvability of the approximation scheme (4.3), we are now able to define piecewise linear and constant interpolations which will interpolate the values \((U^n)_{n=0}^N\) and \((V^n)_{n=0}^N\) for every \(\tau > 0\), respectively, and we will derive a priori estimates for them. The interpolations shall approximate the desired solution to (1.1) and its derivative, and are therefore also referred to as approximate solutions to (1.1). In order to define the approximate solutions, we assume for the moment that \(u_0 \in D \cap V\) and \(v_0 \in V\). In the main existence proof, we will then approximate the initial values from \(D \cap V\) and \(H\) by sequences from \(V \cap V \cap V\) and \(V\), respectively. For \(\tau > 0\), let \((U^n)_{n=1}^N \subset D \cap V\) be the sequence of approximate values obtained from the variational approximation scheme (4.3) for \(U^0 := u_0\) and \(V^0 := v_0\). Moreover, let \((\xi^n)_{n=1}^N \subset V\) be a sequence of subgradients of the energy determined by the preceding lemma and satisfying \(\xi^n \in \partial J_{t_n}(U^n)\), \(i = 1, \ldots, N\) and (4.2). The piecewise constant and linear interpolations are defined by

\[
\begin{align*}
\overline{U}_\tau(0) &= \underline{U}_\tau(0) = \hat{U}_\tau(0) := U^0_\tau = u_0 \quad \text{and} \\
\overline{U}_\tau(t) &= : U^{n-1}_\tau, \quad \hat{U}_\tau(t) := \frac{t_n - t}{\tau} U^{n-1}_\tau + \frac{t - t_{n-1}}{\tau} U^n_\tau \quad \text{for } t \in [t_{n-1}, t_n), \\
\underline{U}_\tau(t) &= U^n_\tau \quad \text{for } t \in (t_{n-1}, t_n] \quad \text{and} \quad \underline{U}_\tau(T) = U^N_\tau, \quad n = 1, \ldots, N,
\end{align*}
\]

as well as

\[
\begin{align*}
\overline{V}_\tau(0) &= \underline{V}_\tau(0) = \hat{V}_\tau(0) := V^0_\tau = v_0 \quad \text{and} \\
\overline{V}_\tau(t) &= : V^{n-1}_\tau, \quad \hat{V}_\tau(t) := \frac{t_n - t}{\tau} V^{n-1}_\tau + \frac{t - t_{n-1}}{\tau} V^n_\tau \quad \text{for } t \in [t_{n-1}, t_n), \\
\underline{V}_\tau(t) &= V^n_\tau \quad \text{for } t \in (t_{n-1}, t_n] \quad \text{and} \quad \underline{V}_\tau(T) = V^N_\tau, \quad n = 1, \ldots, N,
\end{align*}
\]

where \(V^n_\tau = \frac{U^n - U^{n-1}}{\tau}\) for \(n = 1, \ldots, N\). We note that \(\overline{U}_\tau = \underline{V}_\tau\) in the weak sense. Furthermore, we define the functions \(\xi_\tau : [0, T] \to V\) and \(f_\tau : [0, T] \to H\) by

\[
\begin{align*}
\xi_\tau(t) &= \xi^n_\tau, \quad f_\tau(t) = f^n_\tau = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} f(\sigma) \, d\sigma \quad \text{for } t \in (t_{n-1}, t_n], \quad n = 1, \ldots, N, \\
\xi_\tau(T) &= \xi^N_\tau \quad \text{and} \quad f_\tau(T) = f^N_\tau.
\end{align*}
\]

For notational convenience, we also introduce the piecewise constant functions \(\overline{t}_\tau : [0, T] \to [0, T]\) and \(\underline{t}_\tau : [0, T] \to [0, T]\) given by

\[
\begin{align*}
\overline{t}_\tau(0) &= 0 \quad \text{and} \quad \overline{t}_\tau(t) := t_n \quad \text{for } t \in (t_{n-1}, t_n], \\
\underline{t}_\tau(T) &= T \quad \text{and} \quad \underline{t}_\tau(t) := t_n \quad \text{for } t \in [t_{n-1}, t_n), \quad n = 1, \ldots, N.
\end{align*}
\]

Obviously, there holds \(\overline{t}_\tau(t) \to t\) and \(\underline{t}_\tau(t) \to t\) as \(\tau \to 0\).

Finally, we are in a position to show useful priori estimates.

Lemma 4.2 (A priori estimates). Let the system LDS \((U, V, W, W, H, E, \Psi, B, f)\) be given and satisfy the Assumptions (3.E), (3.Ψ), (3.B) as well as Assumption (3.f). Furthermore, let \(\overline{U}_\tau, \underline{U}_\tau, \overline{V}_\tau, \underline{V}_\tau, \overline{f}_\tau, \underline{f}_\tau, \xi_\tau\) and \(f_\tau\) be the interpolations defined in (4.6)-(4.8) associated with the given initial values \(u_0 \in D \cap V, v_0 \in V\) and the step size \(\tau > 0\). Then, the discrete
energy-dissipation inequality
\[
\frac{1}{2} \left| \nabla_\tau(t) \right|^2 + \mathcal{E}(\tau(t)) + \int_{\tau_0(s)}^{\tau(t)} \left( \Psi(\nabla_\tau(r)) + \Psi^* \left( S_\tau(r) - \hat{V}_\tau'(r) - \xi_\tau(r) \right) \right) \, dr
\leq \frac{1}{2} \left| \nabla_\tau(s) \right|^2 + \mathcal{E}(\tau(s)) + \int_{\tau_0(s)}^{\tau(t)} \partial_\tau \mathcal{E}(U_\tau(r)) \, dr + \int_{\tau_0(s)}^{\tau(t)} \left( S_\tau(r) \nabla_\tau(r) \right) \, dr
\]

holds for all \(0 \leq s < t \leq T\), where \(S_\tau(r) := f_\tau(r) - B(U_\tau(t), U_\tau(s), \hat{V}_\tau(t)), r \in [0, T]\). Moreover, there exist positive constants \(M, \tau^* > 0\) such that the estimates
\[
\sup_{t \in [0,T]} \left| \nabla_\tau(t) \right| \leq M, \quad \sup_{t \in [0, T]} \mathcal{E}(U_\tau(t)) \leq M, \quad \sup_{t \in [0, T]} \left| \partial_\tau \mathcal{E}(U_\tau(t)) \right| \leq M,
\]

(4.11)

\[
\int_0^T \left( \Psi \left( \nabla_\tau(r) \right) + \Psi^* \left( S_\tau(r) - \hat{V}_\tau'(r) - \xi_\tau(r) \right) \right) \, dr \leq M
\]

(4.12)

hold for all \(0 < \tau \leq \tau^*\). In particular, the families of functions
\[
(U_\tau)_{0 < \tau \leq \tau^*} \subset L^\infty(0, T; U),
(\xi_\tau)_{0 < \tau \leq \tau^*} \subset L^\infty(0, T; V_\lambda^\ast),
\]

(4.13a)

(4.13b)

in Case (a)
\[
(V_\tau)_{0 < \tau \leq \tau^*} \subset L^2(0, T; V) \cap L^\infty(0, T; H),
\hat{V}_\tau'_{0 < \tau \leq \tau^*} \subset L^2(0, T; U^* + V^*),
(B_\tau)_{0 < \tau \leq \tau^*} \subset L^{\frac{p}{q}}(0, T; V^*),
\]

(4.13c)

(4.13d)

(4.13e)

in Case (b)
\[
(V_\tau)_{0 < \tau \leq \tau^*} \subset L^2(0, T; V) \cap L^q(0, T; W) \cap L^\infty(0, T; H),
\hat{V}_\tau'_{0 < \tau \leq \tau^*} \subset L^{\min\{2,q\}}(0, T; U^* + V^*),
(B_\tau)_{0 < \tau \leq \tau^*} \subset L^{\frac{p}{q}}(0, T; V^*) + L^{\frac{q}{q-1}}(0, T; W^*),
\]

(4.13f)

(4.13g)

(4.13h)

are uniformly bounded with respect to \(\tau\) in the respective spaces, where we abbreviate \(B_\tau(t) := B(U_\tau(t), U_\tau(s), V_\tau(t)), t \in [0, T], q^* > 0\) is the conjugate exponent of \(q > 1\), and \(\nu \in (0, 1)\) stemming from Assumption (3.Bb). Finally, there holds
\[
\sup_{t \in [0,T]} \left( \left\| U_n(t) - U_\tau(t) \right\|_V + \left\| \hat{U}_\tau(t) - \hat{U}_\tau(t) \right\|_V \right) \to 0
\]

\sup_{t \in [0,T]} \left( \left\| V_n(t) - V_\tau(t) \right\|_{U^* + V^*} + \left\| \hat{V}_\tau(t) - \hat{V}_\tau(t) \right\|_{U^* + V^*} \right) \to 0
\]

(4.14)

as \(\tau \to 0\).

**Proof.** Let \((U_n^n)^N_{n=1} \subset D \cap V\) be the approximative values obtained from the variational approximation scheme (4.3) and let \((\xi^n)^N_{n=1} \subset U^* + V^*\) be the associated subgradients. Then, by Lemma 2.2, the approximate value \(U^n\) solves the EULER–LAGRANGE equation (4.2), i.e.,
\[
S_\tau^n - \frac{V^n - V^n_{-1}}{\tau} - \xi^n \in \partial_{V \cap U} \Psi(V^n) = \{D_G \Psi(V^n)\} \quad \text{and} \quad \xi^n \in \partial_{\hat{V}} \mathcal{E}_n(U^n) \quad (4.15)
\]
where \( S^\tau_n := f^\tau_n - B(t_n, U^{n-1}_\tau, V^{n-1}_\tau) \). Due to Lemma 2.5, the first inclusion is equivalent to
\[
\Psi(V^n) + \Psi^* \left( S^\tau_n - \frac{V^n - V^{n-1}_\tau}{\tau} - \xi^n_\tau \right) = \left\langle S^\tau_n - \frac{V^n - V^{n-1}_\tau}{\tau} - \xi^n_\tau, V^n \right\rangle_{V^*_\tau \times V}
\]
and the second one implies
\[
- \left\langle \xi^n_\tau, U^n - U^{n-1}_\tau \right\rangle_{V^*_\tau \times V^\lambda} \leq \mathcal{E}_{t_n}(U^{n-1}_\tau) - \mathcal{E}_{t_n}(U^n) + \lambda \|U^n - U^{n-1}_\tau\|^2_V
\]
\[
= \mathcal{E}_{t_{n-1}}(U^{n-1}_\tau) - \mathcal{E}_{t_n}(U^n) + \int_{t_{n-1}}^{t_n} \partial_r \mathcal{E}_r(U^{n-1}_\tau) \, dr + \lambda \|U^n - U^{n-1}_\tau\|^2_V
\]
for all \( n = 1, \ldots, N \). Using the identity
\[
(u - v, u) = \frac{1}{2} \left( |u|^2 - |v|^2 + |u - v|^2 \right) \quad \text{for all } u, v \in H \tag{4.16}
\]
and the fact that \( \langle w, v \rangle_{V^*_\tau \times V} = (w, v) \) for \( v \in V \) and \( w \in H \), we obtain
\[
\frac{1}{2} \|V^n\|^2 + \mathcal{E}_{t_n}(U^n) + \tau \Psi(V^n) + \tau \Psi^* \left( S^\tau_n - \frac{V^n - V^{n-1}_\tau}{\tau} - \xi^n_\tau \right) - \tau \left\langle S^\tau_n, V^n \right\rangle_{V^*_\tau \times V} \tag{4.17}
\]
\[
\leq \frac{1}{2} \|V^{n-1}\|^2 + \mathcal{E}_{t_{n-1}}(U^{n-1}_\tau) + \int_{t_{n-1}}^{t_n} \partial_r \mathcal{E}_r(U^{n-1}_\tau) \, dr + \lambda \|U^n - U^{n-1}_\tau\|^2_V
\]
for all \( n = 1, \ldots, N \), which, by summing up the inequalities, implies (4.10). In order to show the bounds (4.11) and (4.12), we make use of the following estimates: first, from Assumption (3.Bb) and the Fenchel–Young inequality, we obtain
\[
\tau \langle S^\tau_n, V^n \rangle = \tau \langle -B(t_n, U^{n-1}_\tau, V^{n-1}_\tau) + f^n_\tau, V^n \rangle_{V^*_\tau \times V}
\]
\[
= \tau \langle -B(t_n, U^{n-1}_\tau, V^{n-1}_\tau), V^n \rangle_{V^*_\tau \times V} + \tau \langle f^n_\tau, V^n \rangle_{V^*_\tau \times V}
\]
\[
\leq c \tau \Psi(V^n) + c \tau \Psi^* \left( -B(t_n, U^{n-1}_\tau, V^{n-1}_\tau) \right) + \frac{\tau}{2} (\|f^n_\tau\|^2 + |V^n|^2)
\]
\[
\leq c \tau \Psi(V^n) + c \beta (1 + \mathcal{E}_{t_n}(U^{n-1}_\tau) + |V^{n-1}_\tau|^2) + \tau \varepsilon \Psi(V^{n-1}_\tau) + \tau C
\]
\[
+ \frac{\tau}{2} (\|f^n_\tau\|^2 + |V^n|^2),
\]
for positive constants \( \varepsilon, C = C(\varepsilon, \beta) > 0 \) such that \( \varepsilon < \frac{1}{2\tau} \) and \( C = \frac{\varepsilon}{\tau \tau} \). Second, by the strong positivity of \( \Psi_1 \) and the growth condition for \( \Psi_2 \), we have in Case (b)
\[
\mu \|U^n_\tau - U^{n-1}_\tau\|^2_V = \mu \tau^2 \|V^n_\tau\|^2_V \leq \tau^2 \Psi_1(V^n_\tau) + \tau^2 \Psi_2(V^n_\tau) + \tau^2 \tilde{c} = \tau^2 \Psi_1(V^n_\tau) + \tau^2 \tilde{c}
\]
where \( \tilde{c} > 0 \) is from Condition 3.2. In the Case (a), we only employ the strong positivity of \( \Psi \) obtaining
\[
\mu \|U^n_\tau - U^{n-1}_\tau\|^2_V = \mu \tau^2 \|V^n_\tau\|^2_V \leq \tau^2 \Psi(V^n_\tau).
\]
Finally, we use the estimate following from Condition (3.Ed),
\[
\int_{t_{n-1}}^{t_n} \partial_r \mathcal{E}_r(U_{\tau}^{n-1}) \, dr \leq \int_{t_{n-1}}^{t_n} C_1 \mathcal{E}_r(U_{\tau}^{n-1}) \, dr \leq C_1 \int_{t_{n-1}}^{t_n} \sup_{t \in [0,T]} \mathcal{E}_t(U_{\tau}^{n-1}) \, dr.
\]
Inserting all preceding inequalities in (4.17) and summing up all inequalities from 1 to \( n \), we find a positive constant \( C > 0 \) such that
\[
\frac{1}{2} |V_\tau|^2 + \frac{1}{C_1} \sup_{t \in [0,T]} \mathcal{E}_t(U_{\tau}^n) + \int_0^{t_n} \left( (1 - \alpha(\tau)) \Psi(\nabla_\tau(r)) + \Psi^*(S_\tau(r) - \widehat{V}_\tau'(r) - \xi_\tau(r)) \right) \, dr
\leq C \left( |v_0|^2 + \mathcal{E}_0(u_0) + T + \|f\|_{L^2(0,T;H)}^2 + \mathcal{E}(v_0) \right) + C \int_0^{t_n} \left( |\nabla_\tau(r)|^2 + \sup_{t \in [0,T]} \mathcal{E}_t(U_\tau(r)) \right) \, dr,
\]
where \( \alpha(\tau) := c + \bar{c} + \tau^2 \mu < 1 \) for all \( \tau < \tau^* := \min \{ \frac{k}{\mu} (1 - c - \bar{c}), 1 \} \) and \( \alpha(\tau) \) is decreasing for decreasing \( \tau \). In the step (4.18), we made use of the estimate for the interpolation \( f_\tau \)
\[
\|f_\tau\|_{L^2(0,T;H)}^2 = \sum_{k=1}^{n} \tau |f_k|^2 = \sum_{k=1}^{n} \frac{1}{\tau} \int_{t_{k-1}}^{t_k} |f(\sigma)|^2 \, d\sigma \leq \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \|f(\sigma)|^2 \, d\sigma = \int_0^{t_n} \|f(\sigma)|^2 \, d\sigma \leq \|f\|_{L^2(0,T;H)}^2.
\]
Then, by the discrete version of Gronwall’s lemma, see, e.g., [2, Lemma 3.2.4, p. 68], there exists a constant \( M > 0 \) such that (4.11) and (4.12) are satisfied. Now, we seek to show the bounds in (4.13) by distinguishing the two cases (a) and (b).

Ad (a). Due to the coercivity of \( \Psi \) and \( \Psi^* \), the uniform boundedness of \( (\nabla_\tau)V_{0<\tau<\tau^*} \subset L^2(0,T;V) \) and \( (S_\tau - \widehat{V}_\tau - \xi_\tau)V_{0<\tau<\tau^*} \subset L^2(0,T;V^*) \subset L^2(0,T;V^*) \) follow immediately from the a priori estimate (4.12). The boundedness of \( (B_\tau)V_{0<\tau<\tau^*} \subset L^2(0,T;V^*) \) uniformly in \( \tau \) is a consequence of Assumption (3.Bb) and the coercivity of \( \Psi^* \); there holds
\[
\bar{c} \int_0^{T} \|B_\tau(r)\|^2 \, dr \leq \int_0^{T} \Psi^*(B(\nabla_\tau(r), U_\tau(r), V_\tau(r))) \, dr
\leq \int_0^{T} \bar{c} \Psi^* \left( \frac{B(\nabla_\tau(r), U_\tau(r), V_\tau(r))}{c} \right)^{\frac{1}{2}} \, dr
\leq \int_0^{T} \left( C'((1 + \mathcal{E}_L(r))(U_\tau(r))^2 + |V_\tau(r)|^2)^{\frac{1}{2}} + \Psi(\nabla_\tau(r)) \right) \, dr
\leq N
\]
for positive constants \( C, N > 0 \) independent of \( \tau \), where \( c \in (0,1) \) is from Assumption (3.Bb) and where we have used the fact that for all \( \zeta \in V^* \) the mapping \( r \mapsto r\Psi^*(\zeta/r) \) is monotonically decreasing on \((0, +\infty)\) which follows from the convexity of \( \Psi^* \) and \( \Psi^*(0) = 0 \). Since \( (f_\tau)V_{0<\tau<\tau^*} \) is uniformly bounded in \( L^2(0,T;H) \), we infer that \( (\nabla_\tau + \xi_\tau)V_{0<\tau<\tau^*} \) is uniformly bounded in \( L^2(0,T;V^*) \) with respect to \( \tau \) as well. Finally, Assumption (3.Eg) implies a uniform bound for \( (\xi_\tau)V_{0<\tau<\tau^*} \) in \( L^\infty(0,T;V^*_\chi) \). Since all previous families of functions are bound in the common space \( L^2(0,T;U^* + V^*) \), we deduce that \( (\nabla_\tau)V_{0<\tau<\tau^*} \) is uniformly bounded in \( L^\infty(0,T;U^* + V^*) \) with respect to \( \tau \).
Ad (b). Again, the coercivity of the dissipation potential $\Psi$ leads to the boundedness of the sequence of discrete derivatives $(\nabla \tau)$ in $L^2(0, T; V^*) \cap L^q(0, T; W^*)$ uniformly in $\tau \in (0, \tau^*)$. In order to show that $(S_\tau - \tilde{V}_\tau - \xi_0, \xi_0 \leq T \leq \tau^*) \subset L^2(0, T; V^*) + L^q(0, T; W^*)$ is uniformly bounded with respect to $\tau$, we make the following observation: let $\zeta : [0, T] \rightarrow V^*$ be any measurable function such that
\[
\int_0^T \Psi' (\zeta(t)) \, dt \leq M.
\]
We want to show that there exists a positive constant $\tilde{M} > 0$ such that
\[
\tilde{M} \geq \|\zeta\|_{L^2(0, T; V^*) + L^q(0, T; W^*)}.
\]
First, the formula (2.3) from Lemma 2.3 and the growth conditions for the conjugate in Remark 3.1, there exists a constant $M_1 > 0$ such that
\[
M_1 \geq \int_0^T \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|_{V^*}^2 + \|\eta\|_{W^*}^q \right) \, dt.
\]
Second, the mapping $t \mapsto \alpha(t) := \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|_{V^*}^2 + \|\eta\|_{W^*}^q \right)$ is LEBESGUE measurable: since $V^*$ is separable, there exists a countable dense subset $(\eta_n)_{n \in \mathbb{N}} \subset V^*$. Then, there holds $\alpha(t) = \inf_{n \in \mathbb{N}} \left( \|\zeta(t) - \eta_n\|_{V^*}^2 + \|\eta_n\|_{W^*}^q \right)$ and from the measurability of the function $\alpha_n(t) := \left( \|\zeta(t) - \eta_n\|_{V^*}^2 + \|\eta_n\|_{W^*}^q \right)$ for each $n \in \mathbb{N}$, the measurability of $\alpha$ follows. Further, we note that the mapping $g : [0, T] \times W^* \rightarrow \mathbb{R}$, $(t, \eta) \mapsto g(t, \eta) = \|\zeta(t) - \eta\|_{V^*}^2 + \|\eta\|_{W^*}^q$ is a CARATHÉODORY function and therefore, by the Inverse Image Theorem, see, e.g., AUBIN & FRANKOWSKA [5, Theorem 8.2.9, p. 315], the set-valued map
\[
H(t) := \{ \eta \in W^* : g(t, \eta) = \alpha(t) \}
\]
is measurable and there exists a measurable selection $\omega : [0, T] \rightarrow W^*$ with $\omega(t) \in H(t)$ and $g(t, \omega(t)) = \alpha(t)$ for all $t \in [0, T]$. We obtain
\[
M_1 \geq \int_0^T \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|_{V^*}^2 + \|\eta\|_{W^*}^q \right) \, dt
\]
whence $\omega \in L^q(0, T; W^*)$ and $\zeta - \omega \in L^2(0, T; V^*)$. It follows
\[
M_1 \geq \int_0^T \left( \|\zeta(t) - \omega(t)\|_{V^*}^2 + \|\omega(t)\|_{W^*}^q \right) \, dt
\]
\[
\geq \inf_{\xi_1, \xi_2 \in L^2(0, T; V^*), \xi_2 \in L^q(0, T; W^*)} \int_0^T \left( \|\xi_1(t)\|_{V^*}^2 + \|\xi_2(t)\|_{W^*}^q \right) \, dt
\]
\[
\geq \inf_{\xi_1, \xi_2 \in L^2(0, T; V^*), \xi_2 \in L^q(0, T; W^*)} \left( \|\xi_1\|_{L^2(0, T; V^*)} + \|\xi_2\|_{L^q(0, T; W^*)} \right) - M_2
\]
\[
\geq \inf_{\xi_1, \xi_2 \in L^2(0, T; V^*), \xi_2 \in L^q(0, T; W^*)} \max \left\{ \|\xi_1\|_{L^2(0, T; V^*)}, \|\xi_2\|_{L^q(0, T; W^*)} \right\} - M_2
\]
\[
\geq \|\zeta\|_{L^2(0, T; V^*)} + L^q(0, T; W^*) - M_2
\]
for a constant $M_2 > 0$ coming from YOUNG’s inequality. Since the constant $\tilde{M} := M_1 + M_2 > 0$ was obtained independently of the function $\zeta$, the uniform bound of the sequence $(S_{\tau} - V_{\tau} - \xi_{\tau})_{0 < \tau \leq r^*}$ in $L^2(0, T; V^*) + L^q(0, T; W^*)$ follows. Employing Condition (3.Bb) for the perturbation $B$ as in (4.20) and noting that

$$\int_0^T \left( \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|^2 + \|\eta\|_{W^*}^2 \right) \right) \frac{1}{\tau} dt = \int_0^T \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|^2 + \|\eta\|_{W^*}^2 \right) \frac{1}{\tau} dt \geq \int_0^T \min_{\eta \in W^*} \left( \|\zeta(t) - \eta\|^2 + \|\eta\|_{W^*}^2 \right) dt,$$

we obtain the uniform boundedness of $(B_{\tau})_{0 < \tau \leq r^*}$ in $L^2(0, T; V^*) + L^q(0, T; W^*)$ by arguing in the same way as for Case (a). This, together with the uniform bounds of $(f_{\tau})_{0 < \tau \leq r^*}$ in $L^2(0, T; H)$ and $(\xi_{\tau})_{0 < \tau \leq r^*}$ in $L^\infty(0, T; U^* + V^*)$ yields the uniform bound of $(V_{\tau}')_{0 < \tau \leq r^*}$ in $L^\min(2,q)'(0, T; U^* + V^*)$ with respect to $\tau$. It remains to show the uniform convergences (4.14), which follow immediately from the uniform bounds of $(\tilde{V}_{\tau}')_{0 < \tau \leq r^*} \subset L^\min(2,q)'(0, T; U^* + V^*)$ and $(\nabla_{\tau})_{0 < \tau \leq r^*} \subset L^2(0, T; V)$ in the respective spaces together with the estimates

$$\|\tilde{U}_{\tau}(t) - U_{\tau}(t)\|_V \leq \|U_{\tau}(t) - U_{\tau}(t)\|_V = \int_{\xi_{\tau}(t)} \|V_{\tau}(r)\|_V dr \quad \text{and}$$

$$\|\tilde{V}_{\tau}(t) - \nabla_{\tau}(t)\|_{U^* + V^*} \leq \|\nabla_{\tau}(t) - \nabla_{\tau}(t)\|_{U^* + V^*} = \int_{\xi_{\tau}(t)} \|\tilde{V}_{\tau}(r)\|_{U^* + V^*} dr$$

for all $t \in [0, T]$. \hfill \Box

### 4.4 Compactness of the interpolations

This section is devoted to the existence of convergent subsequences of the sequence of approximate solutions in some proper BOCHNER spaces in order to pass to the limit in the discrete inclusion (4.2) as the step size vanishes. As we will see, we will indeed obtain in the limit a solution to the CAUCHY problem (1.1). For this purpose, we will make use of the compactness properties of bounded sets in reflexive and separable spaces with respect to the weak topology. We will elaborate on this in the next result.

**Lemma 4.3** (Compactness). Under the assumptions of Lemma 4.2, let $(\tau_n)_{n \in \mathbb{N}}$ be a vanishing sequence of positive numbers and let $u_0 \in D \cap V$ and $v_0 \in V$. Then, there exists a subsequence, still denoted by $(\tau_n)_{n \in \mathbb{N}}$, a pair of functions $(u, \xi)$ with

$$u \in C_w([0, T]; U) \cap H^1(0, T; V) \cap W^{1,\infty}(0, T; H) \quad \text{and} \quad \xi \in L^\infty(0, T; U^* + V^*)$$

that satisfies $u \in H^2(0, T; U^* + V^*)$ in the case (a) and $u \in W^{1,q}(0, T; W) \cap W^{2,\min(2,q)}(0, T; U^* + V^*)$ in the case (b) while fulfilling the initial values $u(0) = u_0$ in $U$ and $u'(0) = v_0$ in $H$. 
such that the following convergences hold

\[
\begin{align*}
\mathcal{U}_n, \mathcal{U}_r, \tilde{U}_r &\to u \quad \text{in } L^\infty(0, T; U \cap V), \\
\hat{U}_r(t), \mathcal{U}_r(t), \mathcal{V}_r(t) &\to u(t) \quad \text{in } U \quad \text{for all } t \in [0, T], \\
\mathcal{U}_r(t) &\to u(t) \quad \text{in } V \quad \text{for all } t \in [0, T], \\
\mathcal{U}_n &\to u \quad \text{in } L^r(0, T; \tilde{W}) \quad \text{for any } r \geq 1, \\
\tilde{U}_r(t), \mathcal{U}_r(t), \mathcal{V}_r(t) &\to u(t) \quad \text{in } \tilde{W} \quad \text{for all } t \in [0, T], \\
\mathcal{V}_r(t), \mathcal{V}_r(t) &\to u' \quad \text{in } L^2(0, T; V) \cap L^\infty(0, T; H), \\
\mathcal{V}_r(t) &\to u' \quad \text{in } L^p(0, T; H) \quad \text{for all } p \geq 1, \\
\mathcal{V}_r(t), \mathcal{V}_r(t) &\to u' \quad \text{in } H \quad \text{for a.e. } t \in (0, T), \\
\mathcal{V}_r(t) &\to u' \quad \text{in } L^2(0, T; H), \\
\xi_n &\to \xi \quad \text{in } L^\infty(0, T; V_\lambda^\ast), \\
f_n &\to f \quad \text{in } L^2(0, T; H),
\end{align*}
\]

and in Case (a)

\[
\hat{V}_r(t) \to u'' \quad \text{in } L^2(0, T; U^* + V^*),
\]

\[
B_n \to B(\cdot, u(\cdot), u'(\cdot)) \quad \text{in } L^2(0, T; V^*),
\]

and in Case (b)

\[
\begin{align*}
\mathcal{V}_r(t) &\to u' \quad \text{in } L^q(0, T; W), \\
\mathcal{V}_r(t) &\to u' \quad \text{in } L^{\max(2, r)}(0, T; W) \quad \text{for any } r \in [1, q), \\
D_G \mathcal{V}_r(t) &\to D_G u'(\cdot) \quad \text{in } L^r(0, T; W^*) \quad \text{for any } r \in [1, q^*), \\
\hat{V}_r(t) &\to u'' \quad \text{in } L^{\min(2, q^*)}(0, T; U^* + V^*), \\
B_n &\to B(\cdot, u(\cdot), u'(\cdot)) \quad \text{in } L^2(0, T; V^*) + L^q(0, T; W^*),
\end{align*}
\]

where \( B_n := B(\mathcal{U}_r(t), \mathcal{U}_r(t), \mathcal{V}_r(t)), t \in [0, T]. \)

Proof. Let \( \mathcal{U}_r, \mathcal{U}_r, \hat{U}_r, \mathcal{V}_r, \mathcal{V}_r, \xi_r \) as well as \( f_r \) be the interpolations with the initial values \( u_0 \in D \cap V \) and \( v_0 \in V \) as defined in (4.6)-(4.8). Since all spaces are supposed to be separable and reflexive, we note that if a BANACH space \( X \) is separable and reflexive, the spaces \( L^p(0, T; X) \) for \( 1 < p < \infty \) are also separable and reflexive, whereas \( L^\infty(0, T; X) \) is the dual of the separable space \( L^1(0, T; X^*) \). So, as a consequence of the BANACH–ALAOGLU theorem, bounded sets in \( L^p(0, T; \tilde{X}) \), \( 1 < p < \infty \), and \( L^\infty(0, T; X) \) are relatively compact with respect to the weak and weak* topology, respectively. In view of the a priori estimates (4.11) and (4.12), Assumption (3Ec) implies that the sequence \( (\mathcal{U}_r)_{r \in \mathbb{N}} \) is bounded in \( L^\infty(0, T; U) \). Together with the bounds (4.13), this already yields the existence of converging subsequences (denoted as before) fulfilling (4.21a), (4.21f), and (4.21j). We remark that the limit functions can be identified with \( u \) and \( u' \) by standard arguments. In order to show (4.21d), we make use of the LIONS–AUBIN–DUBINSKI\u00fd lemma, see, e.g., [19, Theorem 1]. The boundedness of the sequence of piecewise linear interpolations \( (\mathcal{U}_r)_{r \in \mathbb{N}} \) and the discrete derivatives \( (\mathcal{V}_r)_{r \in \mathbb{N}} \) uniformly in \( L^\infty(0, T; U) \) and \( L^\infty(0, T; H) \), respectively, yields directly the relative compactness in \( L^r(0, T; \tilde{W}) \) for all \( r \geq 1 \). In view of (4.21b), this implies the convergence (4.21e). The just proven convergence is indeed only needed to deduce the strong convergence of the perturbation \( B \), i.e., convergence (4.21m) and (4.21r). Before showing this convergence, we first proceed with proving the pointwise weak convergence as stated in (4.21i). First, we note that
from $\tilde{V}_{\tau_n} \in W^{1,1}(0, T; U^* + V^*) \hookrightarrow C([0, T]; U^* + V^*)$ and (4.21l) or (4.21q), there holds $\tilde{V}_{\tau_n}(t) \rightharpoonup u'(t)$ in $U^* + V^*$ as $n \to \infty$ for all $t \in [0, T]$. Since $\tilde{V}_{\tau_n}(t)$ is uniformly bounded in $H$ for all $t \in [0, T]$, it is (up to a subsequence) weakly convergent in $H$ to $u'(t)$. Since the weak limit is unique in $U^* + V^*$, we obtain, with the subsequence principle, the convergence of the whole sequence. Together with the strong convergence in (4.14), this implies (4.21i). With the same argument, we deduce the pointwise weak convergences (4.21b) and (4.21e) where in the latter convergence, we use the fact that $u_0 \in D \cap V$. Further, we recall that $L^\infty(0, T; X) \cap C_w([0, T]; Y) = C_w([0, T]; X)$ for two Banach spaces $X$ and $Y$ with $X$ being reflexive and such that the continuous and dense embedding $X \hookrightarrow Y$ holds, see, e.g., in Lions & Magenes [34, Lemma 8.1, p. 275]. Applying the latter result to $X = U$ and $Y = H$, there holds $u \in C_w([0, T]; U)$. Now, we seek to apply the Lions–Aubin–Dubinski˘ı lemma to the sequence $(\tilde{V}_{\tau_n})_{n \in \mathbb{N}}$ with $X = V$, $B = H$ and $Y = U^* + V^*$ in order to show the strong convergence in $L^2(0, T; H)$ to the limit $u' \in L^2(0, T; H)$. The Assumption of the Lions–Aubin–Dubinski˘ı lemma [19, Theorem 1] follows for $p = 2$ and $r = \min\{2, q^*\} > 1$ directly from the a priori estimate (4.11) and the following estimate

$$
\|\sigma_{\tau_n} \nabla \tau_n - \nabla \tilde{\tau}_n\|_{L^p(0, T; \tau_n; U^* + V^*)} = \tau_n \|\tilde{V}'_{\tau_n}\|_{L^p(0, T; U^* + V^*)} \leq \tau_n M \quad \text{for all } n \in \mathbb{N},
$$

from which the strong convergence $\nabla \tau_n \rightharpoonup u'$ in $L^2(0, T; H)$ as $n \to \infty$ follows. Taking into account the boundedness of the very same sequence in $L^\infty(0, T; H)$, we obtain by a well-known interpolation inequality the strong convergence in $L^r(0, T; H)$ for all $r \geq 1$, i.e. (4.21g). This, in turn, implies pointwise convergence of the very sequence almost everywhere in $(0, T)$, i.e., (4.21h). The assertion for $\tilde{V}_{\tau_n}$ can be shown analogously. Recalling the fact that the space of continuous functions $C([0, T]; H)$ is dense in $L^2(0, T; H)$, for every $\epsilon > 0$ there exists a function $f^\epsilon \in C([0, T]; H)$ such that $\|f^\epsilon - f\|_{L^2(0, T; H)} < \epsilon/3$. In view of this approximation property and defining $f^\epsilon_n(t) = \frac{1}{\tau_n} \int_{t_{n-1}}^{t_n} f^\epsilon(\sigma) \, d\sigma$, $t \in [t_{n-1}, t_n)$, $n = 1, \ldots, N$, we find

$$
\|f_{\tau_n} - f\|_{L^2(0, T; H)} \leq \|f_{\tau_n} - f^\epsilon_n\|_{L^2(0, T; H)} + \|f^\epsilon_n - f\|_{L^2(0, T; H)} + \|f^\epsilon - f\|_{L^2(0, T; H)} \\
\leq \|f - f^\epsilon\|_{L^2(0, T; H)} + \|f^\epsilon_n - f^\epsilon\|_{L^2(0, T; H)} + \|f^\epsilon - f\|_{L^2(0, T; H)} \\
\leq \epsilon/3 + \epsilon/3 + \epsilon/3 = \epsilon
$$

for sufficiently small step sizes $\tau_n$, where we also used the estimate (4.19) for the first term, and where we made the second term smaller than $\epsilon/3$ for sufficiently small step sizes which follows from the uniform continuity of $f^\epsilon$. We proceed by showing the convergences which differ from each other in Case (a) and in Case (b).

Ad case (a). The weak convergence $\tilde{V}'_{\tau_n} \rightharpoonup u''$ as $n \to \infty$ in $L^2(0, T; U^* + V^*)$ follows immediately from the reflexivity of the space $L^2(0, T; U^* + V^*)$ and the uniform bound of the sequence $(\tilde{V}_{\tau_n})_{n \in \mathbb{N}}$ in the very same space with respect to $n \in \mathbb{N}$. Further, we denote by $B(u)(t) = B(t, u(t), u'(t))$, $t \in [0, T]$, the associated Nemitski˘ı operator and recall that $B_{\tau_n}(t) = B(\tilde{V}_{\tau_n}(t), \tilde{U}_{\tau_n}(t), \tilde{V}_{\tau_n}(t))$, $t \in [0, T]$. In order to show the strong convergence of the perturbation, we first note that from the uniform convergence (4.21e) and the pointwise convergence (4.21h) together with the continuity condition (3.Ba) implies

$$
\|B_{\tau_n}(t) - B(u)(t)\|_{V^*} \to 0 \quad \text{a.e. in } (0, T) \quad \text{(4.22)}
$$

as $n \to \infty$. By the growth condition (3.Bb), we also obtain $B(u) \in L^{\frac{2}{\nu}}(0, T; V^*)$ so that we have $B_{\tau_n} - B(u) \in L^{\frac{2}{\nu}}(0, T; V^*)$ being uniformly bounded with respect to $n \in \mathbb{N}$. Using Egorov’s theorem, it is easy to deduce the strong convergence of $B_{\tau_n} \to B(u)$ in
L^q(0,T;V^*) as \( n \to \infty \) for all \( 0 < q < \frac{2}{r} \), and since \( 2 < \frac{2}{r} \), we can choose \( q = 2 \), i.e., (4.21m).

Ad case (b). From the boundedness of the sequences of \( (\nabla \tau_n)_{n \in \mathbb{N}} \) and \( (\hat{V}_{\tau_n})_{n \in \mathbb{N}} \) in \( L_i^r(0,T;W) \) and \( L^\text{min}(2,q')(0,T;U^* + V^*) \), respectively, we obtain the weak convergences (4.21n) and (4.21q).

Applying again the Lions–Aubin–Dubinskiši lemma to the sequence \( (\nabla \tau_n)_{n \in \mathbb{N}} \) with the choices \( X = V, B = W \) and \( Y = U^* \) with \( p = 2 \) and \( r = 1 \) yields compactness of the sequence in \( L^2(0,T;W) \), and if \( q > 2 \), we obtain compactness of the sequence in every intermediate space \( L^s(0,T;W) \) with \( 2 \leq s < q \) between \( L^2(0,T;W) \) and \( L^q(0,T;W) \) by an interpolation inequality, and hence (4.21o). With the same reasoning as for the perturbation, the latter convergence yields (4.21p) employing EGOROV’s theorem, the continuity, and the growth condition for \( \epsilon > 0 \) there holds

\[
\lim_{n \to \infty} \sup_{t \in [0,T] \setminus E} \| B_{\tau_n}(t) - B(u)(t) \|_* = 0.
\]

Invoking the latter estimate, we obtain

\[
\| B_{\tau_n} - B(u) - \eta \|_2 \leq \mu(E)^{\frac{4 - \nu}{2}} \left( \int_E \| B_{\tau_n}(t) - B(u)(t) - \eta(t) \|_2^2 \, dt \right)^{\frac{1}{2}} + \left( \int_{[0,T] \setminus E} \| \eta(t) \|_2^2 \, dt \right)^{\frac{1}{2}}.
\]
for all \( \eta \in L^\infty(0, T; W^*) \subset L^2(0, T; W^*) \) with \( \| B_{\tau_n} - B(u) - \eta \|_{L^2(0, T; V^*)} \leq 2\tilde{M} \). Finally, we end up with
\[
\| B_{\tau_n} - B(u) \|_{L^2(0, T; V^*) + L^2(0, T; W^*)} \\
= \inf_{\eta \in L^2(0, T; W^*)} \max \{ \| B_{\tau_n} - B(u) - \eta \|_{L^2(0, T; V^*)}, \| \eta \|_{L^2(0, T; V^*)} \} \\
= \inf_{\eta \in G_n} \max \{ \| B_{\tau_n} - B(u) - \eta \|_{L^2(0, T; V^*)}, \| \eta \|_{L^2(0, T; W^*)} \} \\
\leq \inf_{\eta \in G_n} \max \{ \varepsilon^{1-\nu}2\tilde{M} + (2T)^{\frac{1}{2}}\varepsilon + 2\| \eta \|_{L^2(0, T; V^*)}, \| \eta \|_{L^2(0, T; W^*)} \} \\
\leq \varepsilon^{1-\nu}2\tilde{M} + (2T)^{\frac{1}{2}}\varepsilon \quad \text{for all } n \geq N,
\]
and hence (4.21r). Finally, thanks to (4.21b) and (4.21i), the initial conditions are also fulfilled by \( u \) and \( u' \), and since \( u_0 \in D \cap V \), there holds \( u \in H^1(0, T; V) \), which shows the existence of solutions to the regularized problem (4.1)

### 4.5 Proof of Theorem 3.4

We first show that the limit function obtained from the previous lemma is indeed a solution to the regularized CAUCHY problem (4.1). We note that we still keep the regularization parameter \( \varepsilon > 0 \) fixed and suppress the dependence of the solution as well as the dissipation potential \( \Psi_2 \) on \( \varepsilon \). Let \( u_0 \in D \cap V \lambda \), \( v_0 \in H \), and a vanishing sequence of step sizes \((\tau_n)_{n \in \mathbb{N}}\) be given. We remark that for the estimate (4.18) and the solvability of the variational approximation scheme, we necessarily needed the initial data \( u_0 \) and \( v_0 \) to be in \( U \cap V \) in order to solve the variational approximation scheme (4.3) and to make use of the growth condition of \( B \) in (3.Bb) for the a priori estimates since the energy functional and the dissipation potential are defined on different spaces. We circumvent this problem via approximating \( u_0 \in D \cap V \lambda \) and \( v_0 \in H \) by approximating sequences \((u_k^0)_{k \in \mathbb{N}} \subset D \cap V \) and \((v_k^0)_{k \in \mathbb{N}} \subset V \) such that \( u_k^0 \to u_0 \) in \( U \) and \( v_k^0 \to v_0 \) in \( H \) as \( k \to \infty \), which exists by Condition (3.Ea). Henceforth, we assume \( k \in \mathbb{N} \) to be fixed, and we define the interpolations associated with the initial values \( u_k^0 \) and \( v_k^0 \) as in the previous lemma while omitting the dependence on \( k \) for notational convenience. Then, again by the previous lemma, we obtain after selecting a subsequence (not relabeled) of the interpolations, the existence of a limit function \( u \in L^\infty(0, T; U) \cap H^1(0, T; V) \cap W^{1,\infty}(0, T; H) \) with \( u(0) = u_0 \in U \) and \( u'(0) = v_k^0 \in H \) that satisfies \( u \in H^2(0, T; U^* + V^*) \) in Case (a) and \( u \in W^{1,q}(0, T; W) \cap W^{\min(2,q^*)}(0, T; U^* + V^*) \) in Case (b), where again we omit the dependence of the limit function on \( k \). Now, the inclusion (4.15) fulfilled by the interpolations reads in the weak formulation
\[
\int_0^T \langle f_{\tau_n}(r) - B_{\tau_n}(r) - \tilde{V}_{\tau_n}(r) - \xi_{\tau_n}(r) - D_G\Psi(\overline{V}_{\tau_n}(r)), w(r) \rangle_{(U^* + V^*) \times (U \cap V)} \, dr = 0
\]
for all \( w \in L^r(0, T; U \cap V) \) with \( r = 2 \) in Case (a) and \( r = \max\{2, 1 + (q - 1)/(1 - \delta(q - 1))\} \)
for a fixed \( \delta \in (0, q^* - 1) \) in Case (b), where again \( B_{\tau_n}(r) = B(\overline{U}(r), \overline{V}_{\tau_n}(r), \overline{V}_{\tau_n}(r)) \),
\( r \in [0, T] \) and \( D_G\Psi(\overline{V}_{\tau_n}(r)) = A\overline{V}_{\tau_n}(r) \) in Case (a) and \( D_G\Psi(\overline{V}_{\tau_n}(r)) = A\overline{V}_{\tau_n}(r) + \ldots \)
We proceed by showing that within Case (a) we deduce (b). To do so, we employ the closedness condition which implies that the associated Nemitskiǐ operator \( A : L^2(0, T; V) \to L^2(0, T; V^*) \to L^{\min(2,q^*)}(0, T; U^*) \) is well defined, linear, bounded, and strongly positive. Therefore, the Nemitskiǐ operator is weak-to-weak continuous so that we can pass with \( \tau_n \to 0 \) to the limit as \( n \to \infty \). The Gâteaux derivative \( D_G \Psi_2(\nabla_{\tau_n}(r)) \) is strongly convergent to \( D_G \Psi_2(u') \) in \( L^{\min(2,q^*-2)}(0, T; U^* + V^*) \) so that passing to the limit is also justified in this term. We are also allowed to pass to the limit as the step size vanishes in the terms \( f \) and \( B(u, u, u') \) strongly in \( L^2(0, T; H) \to L^{\min(2,q^*)}(0, T; V^*) \) and \( L^2(0, T; V^*) + L^q(0, T; W^*) \to L^{\min(2,q^*)}(0, T; V^*) \) as \( n \to \infty \), respectively. Also by the previous lemma, there holds \( \tilde{V}_{\tau_n} \to u'' \) in \( L^{\min(2,q^*)}(0, T; U^* + V^*) \) and \( \xi_n \to \xi \) in \( L^\infty(0, T; U^* + V^*) \). Thus, we are allowed to pass to the limit in the weak formulation in these terms as well. Then, by a well-known density argument and by the fundamental lemma of calculus of variations, we deduce

\[
\frac{d^2}{dt^2}u(t) + D_G \Psi(u(t)) + \xi(t) + B(t, u(t), u'(t)) = f(t) \quad \text{in } U^* + V^* \text{ a.e. in } (0, T). \quad (4.23)
\]

We proceed by showing that \( \xi(t) \in \partial_{U \cap V} \xi(u(t)) \) in \( U^* + V^* \) for almost every \( t \in (0, T) \). To do so, we employ the closedness condition (3.Ef). Since we have already shown that the conditions a)-c) are satisfied, it remains to show the conditions d) and e). Condition d) follows immediately from

\[
\|\sigma_{\tau_n} \nabla_{\tau_n} - \nabla_{\tau_n} \|_{L^2(0, T-\tau_n; V)} = \tau_n \| \tilde{U}_{\tau_n}' \|_{L^2(0, T; V)} \leq \tau_n M,
\]

within Case (a) and

\[
\|\sigma_{\tau_n} \nabla_{\tau_n} - \nabla_{\tau_n} \|_{L^2(0, T-\tau_n; V \cap L^r(0, T-\tau_n; W))} = \|\sigma_{\tau_n} \nabla_{\tau_n} - \nabla_{\tau_n} \|_{L^2(0, T-\tau_n; V)} + \|\sigma_{\tau_n} \nabla_{\tau_n} - \nabla_{\tau_n} \|_{L^r(0, T-\tau_n; W)} \leq \tau_n \| \tilde{U}_{\tau_n}' \|_{L^2(0, T-\tau_n; V \cap L^r(0, T-\tau_n; W))} \leq \tau_n M,
\]

in Case (b). Condition e) in turn, is verified by the following calculations: let \( t \in [0, T] \), then we have

\[
\int_0^{\tau_n(t)} \langle \xi_{\tau_n}(r), \nabla_{\tau_n}(r) \rangle_{V^*_\lambda \times V_\lambda} \, dr = \int_0^{\tau_n(t)} \langle S_{\tau_n}(r) - A \nabla_{\tau_n}(r) - \tilde{V}'_{\tau_n}(r) - D_G \Psi(\nabla_{\tau_n}(r)), \nabla_{\tau_n}(r) \rangle_{V^*_\lambda \times V_\lambda} \, dr
\]

\[
= \int_0^{\tau_n(t)} \langle S_{\tau_n}(r), \nabla_{\tau_n}(r) \rangle_{V^* \times V} \, dr
\]

\[
- \int_0^{\tilde{\tau_n}(t)} \langle \tilde{V}_{\tau_n}'(r), \nabla_{\tau_n}(r) \rangle_{(U^* + V^*) \times (U \cap V)} \, dr
\]

\[
- \int_0^{\tilde{\tau_n}(t)} \langle A \nabla_{\tau_n}(r), \nabla_{\tau_n}(r) \rangle_{V^* \times V} \, dr
\]

\[
- \int_0^{\tilde{\tau_n}(t)} \langle D_G \Psi_2(\nabla_{\tau_n}(r)), \nabla_{\tau_n}(r) \rangle_{V^* \times V} \, dr = : I_1^n(t) + I_2^n(t) + I_3^n(t) + I_4^n(t).
\]
The convergence of the first integral is due to the strong convergence of \( S_{\tau_n} = f_{\tau_n} - B_{\tau_n} \) to \( f - B(u) \) in \( L^{\min(2,q^{-1})}(0,T;V^*) \) and the weak* convergence of \( U_{\tau_n} \to u \) in \( L^\infty(0,T;U \cap V) \) as \( n \to \infty \). For the second integral, we recall the discrete integration by parts formula: let \( n \in \mathbb{N} \) and \( v^k, u^k \in H, k = 0, \ldots, N \). Then, there holds
\[
\sum_{k=1}^n (v^k - v^{k-1}, u^k) = (v^n, u^n) - (v^0, u^0) - \sum_{k=1}^n (v^{k-1}, u^k - u^{k-1}).
\]
Employing the discrete integration by parts formula, we obtain
\[
- \int_0^{\tau_n(t)} \langle \dot{V}_{\tau_n}(r), U_{\tau_n}(r) \rangle_{(U^*,V^*) \times (U \cap V)} \, dr = \int_0^{\tau_n(t)} \langle V_{\tau_n}(r), V_{\tau_n}(r) \rangle \, dr - (V_{\tau_n}(t), U_{\tau_n}(t)) + (v_0, u_0). \tag{4.24}
\]
Thus, by (4.14), (4.21b), (4.21g) and (4.21i)
\[
\lim_{n \to \infty} I_2^n(t) = \int_0^t (u'(r), u'(r)) \, dr - (u'(t), u(t)) + (v_0, u_0) \quad \text{for all } t \in [0,T].
\]
Employing the more general integration by parts formula for BOCHNER spaces from Lemma A.1 in Emmrich & Šiška [23] with \( a = u \) and \( b = u' \), we obtain
\[
\int_0^t (u'(r), u'(r)) \, dr - (u'(t), u(t)) + (v_0, u_0) = - \int_0^t (u''(r), u(r))_{(U^*,V^*) \times (U \cap V)} \, dr
\]
for all \( t \in [0,T] \). We proceed with showing the convergence of the third integral \( I_3^n(t) \). To do so, we use the symmetry of \( A \) and the convexity of \( \Psi_1 \), to obtain
\[
- \int_0^{\tau_n(t)} \langle A\dot{V}_{\tau_n}(r), U_{\tau_n}(r) \rangle_{V^* \times V} \, dr = - \int_0^{\tau_n(t)} \langle AU_{\tau_n}(r), \dot{V}_{\tau_n}(r) \rangle_{V^* \times V} \, dr = - \sum_{k=1}^m \langle AU_{\tau_n}^k, U_{\tau_n}^{k-1} \rangle_{V^* \times V} \leq - \sum_{k=1}^m (\Psi_1(U_{\tau_n}^k) - \Psi_1(U_{\tau_n}^{k-1})) = \Psi_1(u_0) - \Psi_1(U_{\tau_n}) = \Psi_1(u_0) - \Psi_1(U_{\tau_n}(t)). \tag{4.25}
\]
for \( m \in \{1, \ldots, N\} \). Furthermore, we observe that
\[
\frac{d}{dt} \Psi_1(u(t)) = \frac{1}{2} \frac{d}{dt} a(u(t), u(t)) = \langle Au(t), u'(t) \rangle_{V^* \times V} \quad \text{for a.e. } t \in (0,T), \tag{4.26}
\]
which follows from the properties of \( A \) and the fact that \( u \in H^1(0,T;V) \). Then, taking into account (4.25), (4.26), the weak lower semicontinuity of \( \Psi_1 \), the pointwise weak convergence (4.21c) as well as the symmetry of \( A \), we obtain
\[
\limsup_{n \to \infty} I_3^n(t) \leq \limsup_{n \to \infty} \left( \Psi_1(u_0) - \Psi_1(U_{\tau_n}(t)) \right) = - \liminf_{n \to \infty} \left( \Psi_1(U_{\tau_n}(t)) - \Psi_1(u_0) \right) \leq \Psi_1(u_0) - \Psi_1(u(t)) = \int_0^t \langle Au(r), u'(r) \rangle_{V^* \times V} \, dr = \int_0^t \langle Au'(r), u(r) \rangle_{V^* \times V} \, dr.
\]
In view of (4.21a) and (4.21p), we obtain for the last integral
\[
\lim_{n \to \infty} I_n^\mu(t) = - \lim_{n \to \infty} \int_0^{\xi_n(t)} \langle D_G \Psi_2(\nabla_{\tau_n}(r)), \nabla_{\tau_m}(r) \rangle_{(U^* + V^*) \times (U \cap V)} \, dr
\]
\[
= \int_0^t \langle D_G \Psi_2(u'(r)), u(r) \rangle_{(U^* + V^*) \times (U \cap V)} \, dr.
\]
We end up with
\[
\limsup_{n \to \infty} \int_0^{\xi_n(t)} \langle \xi_n(r), \nabla_{\tau_n}(r) \rangle_{V^*_A} \, dr \leq \int_0^t \langle \xi(r), u(r) \rangle_{V^*_A} \, dr
\]
and thus
\[
\limsup_{n \to \infty} \int_0^T \langle \xi_n(r) - \xi(r), \nabla_{\tau_n}(r) - u(r) \rangle_{V^*_A} \, dr \leq 0.
\]
It remains to show the strong convergence \( \nabla_{\tau_n} - u^n_0 \to u - u_0 \) in \( L^2(0, T; V) \) as \( n \to \infty \) in order to obtain the conclusions of Assumption (3.6f). We show equivalently that \( (\nabla_{\tau_n} - u^n_0)_{n \in \mathbb{N}} \) is a CAUCHY sequence in \( L^2(0, T; V) \). To do so, we follow the idea of the proof of Lemma 4.6 in EMMRICH & ŠIŠKA [23] and consider in the first step
for almost every $t \in (0, T)$, where we have used the symmetry and strong positivity of $A$, the $\lambda$-convexity of $\mathcal{E}$, and that (4.15) is fulfilled. Then, by GRONWALL’s lemma, there holds

$$
\Psi_1(\hat{U}_{\tau}(t) - \hat{U}_{\tau}(t)) \leq \int_0^t \frac{2\lambda}{\mu} c_{l,m}(r) e^{\frac{\lambda}{\mu} (t-r)} \, dr.
$$

Integrating the latter inequality from $t = 0$ to $t = T$ and using the strong positivity of $\Psi$ yields

$$
\mu \int_0^T \|\hat{U}_{\tau}(t) - \hat{U}_{\tau}(t)\|_V^2 \, dt \leq \int_0^T c_{l,m}(t) \, dt + \int_0^T \frac{2\lambda}{\mu} c_{l,m}(r) e^{\frac{\lambda}{\mu} (t-r)} \, dr \, dt.
$$

Employing again the convergences (4.14), (4.21a), (4.21g), (4.21i), (4.21k), and (4.21p)-(4.21r), as well as the discrete integration by parts formula (4.24), we obtain

$$
\lim_{l,m \to \infty} \int_0^t c_{l,m}(r) \, dr = 0 \quad \text{for all } t \in [0, T],
$$

$$
\int_0^t c_{l,m}(r) \, dr \leq C \quad \text{for all } l, m \in \mathbb{N}.
$$

Therefore, by the dominated convergence theorem, $(\hat{U}_{\tau} - u^n_0)_{n \in \mathbb{N}}$ is a CAUCHY sequence in $L^2(0, T; V)$. By the convergence (4.14), we obtain that $(\overline{U}_{\tau} - u^n_0)_{n \in \mathbb{N}}$ is a CAUCHY sequence in $L^2(0, T; V)$ as well and thus convergent. Hence, by the closedness condition (3.Ef), there holds $\xi(t) \in \partial \mathcal{E}(u(t))$ as well as

$$
\mathcal{E}_{\tau_{n,t}}(\overline{U}_{\tau_{n,t}}(t)) \to \mathcal{E}_i(u(t)) \quad \text{and} \quad \limsup_{n \to \infty} \partial \mathcal{E}_{\tau_{n,t}}(\overline{U}_{\tau_{n,t}}(t)) \leq \partial \mathcal{E}_i(u(t)) \quad (4.27)
$$

for a.e. $t \in (0, T)$. Now, we show that the energy-dissipation inequality holds. Let $t \in [0, T]$ and $\mathcal{N} \subset (0, T]$ be a set of measure zero such that $\mathcal{E}_{\tau_{n,t}}(\overline{U}_{\tau_{n,t}}(s)) \to \mathcal{E}_i(u(s))$ and $\overline{V}_{\tau_{n,t}}(s) \to u'(s)$ for each $s \in [0, T] \setminus \mathcal{N}$. Then, exploiting the convergences (4.21) and (4.27) as well as the condition (3.Ed), we obtain from the discrete energy-dissipation inequality,

$$
\frac{1}{2} |u'(t)|^2 + \mathcal{E}_i(u(t)) + \int_s^t (\tilde{\mathcal{E}}(u'(r)) + \mathcal{E}_s(S(r) - \xi(r) - u''(r))) \, dr
$$

$$
\leq \liminf_{n \to \infty} \left( \frac{1}{2} |\nabla_{\tau_{n,t}}(s)|^2 + \mathcal{E}_{\tau_{n,t}}(\overline{U}_{\tau_{n,t}}(t)) \right.
$$

$$
\left. + \int_s^t (\psi(\nabla_{\tau_{n,t}}(r)) + \tilde{\mathcal{E}}_s(S_{\tau_{n,t}}(r) - \tilde{V}_{\tau_{n,t}}(r) - \xi_{\tau_{n,t}}(r))) \, dr \right),
$$

$$
\leq \limsup_{n \to \infty} \left( \frac{1}{2} |\nabla_{\tau_{n,t}}(s)|^2 + \mathcal{E}_{\tau_{n,t}}(\overline{U}_{\tau_{n,t}}(s)) + \int_{\tau_{n,t}}^{\tau_{n,t}} \partial \mathcal{E}_s(L_{\tau_{n,t}}(r)) \, dr \right.
$$

$$
\left. + \int_{\tau_{n,t}}^{\tau_{n,t}} \langle S_{\tau_{n,t}}(r), \nabla_{\tau_{n,t}}(s) \rangle_{V^* \times V} \, dr + \tau \lambda \int_{\tau_{n,t}}^{\tau_{n,t}} \|
abla_{\tau_{n,t}}(s)\|^2 \, dr \right)
$$

$$
= \frac{1}{2} |u'(t)|^2 + \mathcal{E}_s(u(s)) + \int_s^t \partial \mathcal{E}_s(u(r)) \, dr + \int_s^t \langle S(r), u'(r) \rangle_{V^* \times V} \, dr,
$$

for all $t \in [0, T]$ if $s = 0$ and almost every $s \in (0, t)$, where $S(r) = f(r) - B(r, u(r), u'(r))$. This shows that $u$ is a strong solution to (1.1) satisfying the initial conditions $u_k(0) = u_0^k \in D \cap V$ and $u'_k(0) = v_0^k \in V, k \in \mathbb{N}$. We denote with $(u_k)_{k \in \mathbb{N}}$ and $(\xi_k)_{k \in \mathbb{N}}$ the associated solutions and subgradients of $\mathcal{E}_i$ which satisfy (3.8)-(3.10). We recall that $u_0^k \to u_0$ in $U \cap V_\lambda$ and $v_0^k \to v_0$ in $H$ as $k \to \infty$. The next steps are the same as before:
1. We derive a priori estimates based on the energy-dissipation inequality (3.10),

2. We show compactness of the sequences \((u_k)_{k \in \mathbb{N}}\) and \((\xi_k)_{k \in \mathbb{N}}\) in appropriate spaces,

3. We pass to the limit in the inclusion 3.9 as \(k \to \infty\).

Ad 1. From the energy-dissipation inequality (3.10) for \(t \in [0, T]\) and \(s = 0\) while using the Fenchel–Young inequality, Condition (3.Bb) and (3.Ed), we obtain

\[
\frac{1}{2}|u'_k(t)|^2 + \mathcal{E}_1(u_k(t)) + \int_0^t (\Psi(u'_k(r)) + \Psi^*(S_k(r) - \xi_k(r) - u''_k(r))) \, dr \\
\leq \frac{1}{2}|u'_0|^2 + \mathcal{E}_0(u'_0) + \int_0^t \partial_r \mathcal{E}_r(u_k(r)) \, dr + \int_0^t \langle S_k(r), u'_k(r) \rangle_{V' \times V} \, dr \\
\leq \frac{1}{2}|u'_0|^2 + \mathcal{E}_0(u'_0) + C_1 \int_0^t \mathcal{E}_r(u_k(r)) \, dr \\
+ \int_0^t \langle f(r) - B(r, u_k(r), u'_k(r)), u'_k(r) \rangle_{V' \times V} \, dr \\
\leq \frac{1}{2}|u'_0|^2 + \mathcal{E}_0(u'_0) + C_1 \int_0^t \mathcal{E}_r(u_k(r)) \, dr + \int_0^t \left( \frac{1}{2}|f(r)|^2 + \frac{1}{2}|u'_k(r)|^2 \right) \, dr \\
+ \int_0^t \left( c \Psi(u'_k(r)) + c \Psi^*(-B(r, u_k(r), u'_k(r))/c) \right) \, dr \\
\leq \frac{1}{2}|u'_0|^2 + \mathcal{E}_0(u'_0) + \frac{1}{2} \|f\|^2_{L^2([0, T]; H)} + C_1 \int_0^t \mathcal{E}_r(u_k(r)) \, dr + \frac{1}{2} \int_0^t |u'_k(r)|^2 \, dr \\
+ \int_0^t \left( c \Psi(u'_k(r)) + \beta(1 + \mathcal{E}_r(u_k(r)) + |u'_k(r)|^2 + \Psi'(u'_k(r))) \right) \, dr \\
\leq \frac{1}{2}|u'_0|^2 + \mathcal{E}_0(u'_0) + \frac{1}{2} \|f\|^2_{L^2([0, T]; H)} + C_T + C \int_0^t \left( \mathcal{E}_r(u_k(r)) + \frac{1}{2}|u'_k(r)|^2 \right) \, dr \\
+ (c + \tilde{c}) \int_0^t \Psi(u'_k(r)) \, dr
\]

for a constant \(C = C(\nu, C_1, \beta) > 0\), where \(S_k(r) := f(r) - B(r, u_k(r), u'_k(r)), r \in [0, T]\)

and \(\beta \geq 0, c \in (0, 1), \) and \(\tilde{c} > 0\) such that \(c + \tilde{c} \in (0, 1)\). Taking into account the non-negativity of \(\Psi, \Psi^*\), by the lemma of Gronwall, there exists a constant \(C_B > 0\) such that

\[
\frac{1}{2}|u'_k(t)|^2 + \mathcal{E}_1(u_k(t)) + \int_0^t (\Psi(u'_k(r)) + \Psi^*(S_k(r) - \xi_k(r) - u''_k(r))) \, dr \leq C_B
\]

for all \(t \in [0, T]\).

Ad 2. With the same reasoning as in Lemma 4.3, we find (up to a subsequence) the following convergences

\[
u_k \rightharpoonup^* u \quad \text{in} \quad L^\infty(0, T; U), \quad \text{(4.29a)}
\]

\[
u_k - u_0 \rightharpoonup^* u - u_0 \quad \text{in} \quad L^\infty(0, T; V), \quad \text{(4.29b)}
\]

\[
u_k - u_0 \rightharpoonup u - u_0 \quad \text{in} \quad L^2(0, T; V), \quad \text{(4.29c)}
\]

\[
u_k(t) \to u(t) \quad \text{in} \quad U \quad \text{for all} \quad t \in [0, T], \quad \text{(4.29d)}
\]

\[
u_k \to u \quad \text{in} \quad L^r(0, T; \overline{W}) \quad \text{for any} \quad r \geq 1, \quad \text{(4.29e)}
\]

\[
u_k(t) \to u(t) \quad \text{in} \quad \overline{W} \quad \text{for all} \quad t \in [0, T], \quad \text{(4.29f)}
\]

\[
u'_k \rightharpoonup u' \quad \text{in} \quad L^2(0, T; V) \cap L^\infty(0, T; H), \quad \text{(4.29g)}
\]

\[
u'_k \rightharpoonup u' \quad \text{in} \quad L^p(0, T; H) \quad \text{for all} \quad p \geq 1, \quad \text{(4.29h)}
\]
where we have taken into account that
\[ u_k'(t) \to u'(t) \quad \text{in } H \text{ for a.e. } t \in (0, T), \quad (4.29i) \]
\[ u_k(t) \to u(t) \quad \text{in } H \text{ for all } t \in [0, T], \quad (4.29j) \]
\[ \xi_k \rightharpoonup^* \xi \quad \text{in } L^\infty(0, T; U^* + V^*), \quad (4.29k) \]
and in Case (a)
\[ u_k'' \rightharpoonup u'' \quad \text{in } L^2(0, T; U^* + V^*), \quad (4.29l) \]
\[ B(\cdot, u_k, u_k') \to B(\cdot, u, u') \quad \text{in } L^2(0, T; V^*), \quad (4.29m) \]
in Case (b)
\[ u_k' \rightharpoonup u' \quad \text{in } L^q(0, T; W), \quad (4.29n) \]
\[ u_k' \rightharpoonup u' \quad \text{in } L^{\max\{2, q-\varepsilon\}}(0, T; W) \quad \text{for any } \varepsilon \in [1, q), \quad (4.29o) \]
\[ D_C^t \Psi_2(u_k') \to D_C^t \Psi_2(u') \quad \text{in } L^r(0, T; W^*) \quad \text{for any } r \in [1, q^*), \quad (4.29p) \]
\[ u_k'' \rightharpoonup u'' \quad \text{in } L^{\min\{2, q^*\}}(0, T; U^* + V^*), \quad (4.29q) \]
\[ B(\cdot, u_k, u_k') \to B(\cdot, u, u') \quad \text{in } L^2(0, T; V^* + L^q(0, T; W^*)), \quad (4.29r) \]

except from the strong convergence (4.29c), which needs to be proven. Thus, we show that \((u_k - u_0^k)_{k \in \mathbb{N}}\) is a CAUCHY sequence in \(L^2(0, T; V)\). To do so, we consider
\[
\frac{d}{dt} \Psi_1(u(t) - u_0^l - u_m(t) + u_0^m) \\
= \langle A(u(t) - u_0^l - u_m(t) + u_0^m), u'(t) - u_m'(t) \rangle_{V^* \times V} \\
= \langle A(u'(t) - u_m'(t)), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{V^* \times V} \\
= \langle \xi(t) - \xi_0^l(t) + u_0^m(t) - u_m(t) + S_m(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{V^* \times V} \\
= \langle \xi(t) - \xi_0^l(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{U^* \times U} \\
+ \langle u_0^m(t) - u_0^l(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{(U^* + V^*) \times (U \cap V)} \\
+ \langle S_m(t) - S_l(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{V^* \times V} \\
\leq \xi(t) - \xi_0^l(t), u^m - u_0^l \rangle_{U^* \times U} \\
+ \langle u_0^m(t) - u_0^l(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{(U^* + V^*) \times (U \cap V)} \\
+ \langle S_m(t) - S_l(t), u(t) - u_0^l - u_m(t) + u_0^m \rangle_{V^* \times V}.
\]

where we have taken into account that \(u_0^l\) is a solution of (1.1) and that the subdifferential operator \(\partial \mathcal{E}_t\) is monotone. Integrating the latter inequality and using the integration by parts rule yields
\[
\mu \|u(t) - u_0^l - u_m(t) + u_0^m\|^2_V \\
\leq \Psi_1(u(t) - u_0^l - u_m(t) + u_0^m) \\
\leq \int_0^t \langle \xi(r) - \xi_0^l(r), u^m - u_0^l \rangle_{U^* \times U} \, dr \\
+ \int_0^t \langle u_0^m(r) - u_0^l(r), u_l(r) - u_0^l - u_m(r) + u_0^m \rangle_{(U^* + V^*) \times (U \cap V)} \, dr \\
+ \int_0^t \langle S_m(r) - S_l(r), u_l(r) - u_0^l - u_m(r) + u_0^m \rangle_{V^* \times V} \, dr \\
= \int_0^t \langle \xi(r) - \xi_0^l(r), u^m - u_0^l \rangle_{U^* \times U} \, dr \\
+ \int_0^t \|u_0^m(r) - u_0^l(r)\|^2_V \, dr + \langle u_0^m(t) - u_0^l(t), u_l(t) - u_0^l - u_m(t) + u_0^m \rangle.
\]
\[ + \int_0^t (S_m(r) - S_l(r), u_l(r) - u_0^l - u_m(r) + u_0^m)_{V^* \times V} \, dr. \]

From the strong convergence \( u_0^k \to u_0 \) in \( U \) as \( k \to \infty \) and in view of the convergences (4.29) and the a priori bound (4.28), the right-hand side is uniformly bounded and convergent to zero for every \( t \in [0, T] \) as \( m, l \to \infty \). Thus, by the dominated convergence theorem, we conclude that \( (u_k - u_0^k)_{k \in \mathbb{N}} \) is a CAUCHY sequence in \( L^2(0, T; V) \), and therefore strongly convergent in \( L^2(0, T; V) \) with the limit \( u - u_0 \).

Ad 3. With the same argument as before, we show that the equation (4.23) is fulfilled. However, it remains to identify \( \xi(t) \in \partial_{V^*} E_\lambda(u(t)) \) a.e. in \( (0, T) \). But this follows from the following limsup estimate and the closedness condition (3.67)

\[
\limsup_{k \to \infty} \int_0^t \langle \xi_k(r) - \xi(t), u_k(t) - u(t) \rangle_{V^*_\lambda \times V_\lambda} \, dr \\
= \lim_{k \to \infty} \int_0^t \langle \xi_k(r) - \xi(t), u_k(t) - u_0^k - u(t) + u_0 \rangle_{V^*_\lambda \times V_\lambda} \, dr \\
= \limsup_{k \to \infty} \left( \int_0^t \langle u''(r) - u''_k(r), u_k(t) - u_0^k - u(t) + u_0 \rangle_{(U^* + V^*) \times (U \cap V)} \, dr \\
+ \int_0^t \langle B(r, u(r), u'(r)) - B(r, u_k(r), u'_k(r)), u_k(t) - u_0^k - u(t) + u_0 \rangle_{V^*_\lambda \times V} \, dr \\
+ \int_0^t \langle A(u'_k(r), u_k(t) - u_0^k - u(t) + u_0) \rangle_{V^*_\lambda \times V} \, dr \right) \\
= \limsup_{k \to \infty} \left( \int_0^t \lVert u'(r) - u'_k(r) \rVert + \lVert (u'(r) - u'_k(r), u_k(t) - u_0^k - u(t)) \rVert \right) \\
+ \int_0^t \langle B(r, u(r), u'(r)) - B(r, u_k(r), u'_k(r)), u_k(t) - u_0^k - u(t) + u_0 \rangle_{V^*_\lambda \times V} \, dr \\
+ \int_0^t \langle A(u_k(t) - u_0^k - u(t) + u_0), u'(r) - u'_k(r) \rangle_{V^*_\lambda \times V} \, dr \right) = 0
\]

which again follows from the convergences (4.29). Thus, there holds \( \xi(t) \in \partial_{V^*} E_\lambda(u(t)) \) a.e. in \( (0, T) \), which shows the existence of solutions to the regularized problem (4.1).

Now, let \((\varepsilon_l)_{l \in \mathbb{N}}\) be a sequence of regularization parameters such that \( \varepsilon_l \searrow 0 \) as \( l \to \infty \), and let to each \( l \in \mathbb{N} \), \( u_l \) be the associated solution to (4.1). It is easy to see that by the same argumentation as before, we can extract a subsequence (denoted as before) such that the convergences (4.29a)-(4.29o), (4.29q), and (4.29r). If we show that there exists a subsequence (denoted as before) and a function \( \eta \in L^{q'}(0, T; W^*) \) such that

\[ D_G \Psi_2^\varepsilon(u_l) \rightharpoonup \eta \quad \text{in} \quad L^{r'}(0, T; W^*), \]

and \( \eta \in \partial \Psi_2(u') \) a.e. in \( (0, T) \), then we are done since all the other steps can be shown in the same manner as before. First, we observe that by Lemma 2.5 and the growth condition (3.2), there exists constants \( c_1, c_2, c_3 > 0 \) independent of \( \varepsilon \) such that

\[
c_1 \lVert u'(t) \rVert_{W}^q + c_2 \lVert D_G \Psi_2^\varepsilon(u_l'(t)) \rVert_{W^*}^q - c_3 \leq \Psi_2^\varepsilon(u_l'(t)) + \Psi_2^{\varepsilon, \ast}(D_G \Psi_2^\varepsilon(u_l'(t))) \\
= (D_G \Psi_2^\varepsilon(u_l'(t)), u_l'(t))_{W^* \times W} \\
\leq C(\delta) \lVert u'(t) \rVert_{W}^q + \delta \lVert D_G \Psi_2^\varepsilon(u_l'(t)) \rVert_{W^*}^q.
\]
for all $\delta > 0$, where we have used Young’s inequality in the last step. For $\delta < c_2$, we infer that $(D_G\psi_2^\varepsilon(u_i^t))_{i \in \mathbb{N}}$ is bounded in $L^r(0, T; W^*)$. Hence, there exists a weak limit $\eta \in L^r(0, T; W^*)$ such that (up to a subsequence)

$$D_G\psi_2^\varepsilon(u_i^t) \rightharpoonup \eta \quad \text{in} \quad L^r(0, T; W^*).$$

We want to show that $\eta$ is a subgradient of $\psi_2$. As we mentioned in Section 4.1, $\psi_2^\varepsilon \xrightarrow{M} \psi_2$, i.e., for all $v \in W$

$$\begin{cases}
  a & \Psi_2(v) \leq \liminf_{t \to \infty} \Psi_2^\varepsilon(v_t) \quad \text{for all } v_n \rightharpoonup v \text{ in } W, \\
  b & \exists \hat{v}_t \to v \text{ in } W \text{ such that } \Psi_2(v) \geq \limsup_{t \to \infty} \Psi_2^\varepsilon(\hat{v}_t).
\end{cases}$$

In fact, by B. [8, Theorem 2.2], the assertion $b)$ can be replaced by the even stronger statement

$$\forall \hat{v}_t \to v \text{ in } W \text{ there holds } \Psi_2(v) = \lim_{t \to \infty} \Psi_2^\varepsilon(\hat{v}_t).$$

By Fatou’s lemma and the dominated convergence theorem, we obtain

$$\int_0^T \Psi_2(u'(t)) \, dt - \int_0^T \Psi_2(v(t)) \, dt \leq \int_0^T \liminf_{t \to \infty} \Psi_2^\varepsilon(u'_t(t)) \, dt - \int_0^T \lim_{t \to \infty} \Psi_2^\varepsilon(v(t)) \, dt$$

$$\leq \liminf_{t \to \infty} \left( \int_0^T \Psi_2^\varepsilon(u'_t(t)) \, dt - \int_0^T \Psi_2^\varepsilon(v(t)) \, dt \right)$$

$$= \liminf_{t \to \infty} \int_0^T \langle D_G\psi_2^\varepsilon(u'_t(t)), u'_t(t) \rangle_{W^* \times W} \, dt$$

$$= \int_0^T \langle \eta(t), u'(t) \rangle_{W^* \times W} \, dt.$$ 

By Kenmochi [30, Proposition 1.1], it follows that $\eta(t) \in \partial \psi_2(u'(t))$ a.e. in $(0, T)$ which completes the proof of Theorem 3.4.

Remark 4.4. If we take a closer look into the proof, we see that the assumption that $E_t$ is sequentially weakly lower semicontinuous has only been used to show the existence of solutions to the discrete problem and to show the energy-dissipation inequality. If we only address the existence of solutions without the energy-dissipation inequality, we can relax the condition by assuming (in both cases) that there exists $r_0 > 0$ such that $u \mapsto \frac{1}{r_0}a(u, u) + E_t(u)$ is sequentially weakly lower semicontinuous. The existence of discrete solutions under this assumption follows from the fact that

$$\frac{1}{\tau}a(u - u_0, u - u_0) + E_t(u) = \frac{1}{\tau}a(u, u) + E_t(u) - \frac{2}{\tau}a(u, u_0) + \frac{1}{\tau}a(u_0, u_0),$$

so that the first two terms are sequentially weakly lower semicontinuous and that the remaining terms are weak-to-weak continuous.

5 Applications

Now, we want to provide some applications of the abstract theory. First, we discuss in detail a mathematical example to illustrate the strength of the theory and highlight the case (a) and (b). Then, we also discuss some physically meaningful examples.
5.1 Differential inclusion I

In the first example, we consider a system which can be treated in the Case (a) of the linearly damped inertial system, where the dissipation potential is given by the Dirichlet energy and the energy functional is a nonsmooth $\lambda$-convex function which to the best of the authors’ knowledge can not be treated with the abstract results known thus far. More precisely, we consider the initial-boundary value problem

\[
\begin{aligned}
\partial_t u - \Delta u &= \Delta_p u + (|u|^2 - 1) u - \nabla \cdot p + b(x,t,u,\partial_t u) = f \quad \text{in } \Omega_T, \\
p(x,t) &\in \text{Sgn} (\nabla u(x,t)) \quad \text{a.e. in } \Omega_T, \\
u(x,0) &= u_0(x) \quad \text{on } \Omega, \\
u(x,0) &= \nu_0(x) \quad \text{on } \Omega, \\
u(x,t) &= 0 \quad \text{on } \partial \Omega \times [0,T],
\end{aligned}
\]

where $\text{Sgn} : \mathbb{R}^{d \times m} \Rightarrow \mathbb{R}^{d \times m}$ is the multi-valued and multi-dimensional sign function defined by

\[
\text{Sgn}(A) = \begin{cases} B_{\mathbb{R}^{d \times m}}(0,1) & \text{if } A = 0 \\ \frac{A}{|A|} & \text{otherwise,} \end{cases}
\]

\[f : \Omega \rightarrow \mathbb{R}^m\] is an external force, \[b : \Omega \times [0,T] \times \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R}^m\] a Carathéodory function in the sense that \[b(x,\cdot,\cdot,\cdot)\] is continuous for almost every \[x \in \Omega\] and \[b(\cdot,t,y,z)\] is measurable for all \[t \in [0,T]\] and \[y,z \in \mathbb{R}^m\]. Furthermore, \[b\] is assumed to satisfy the following growth condition: there exists a constant \(C_b > 0\) and numbers \(q,r > 1\) such that

\[|b(x,t,u,v)| \leq C_b (1 + |u|^{q-1} + |v|^{r-1})\] for a.e. \(x \in \Omega, t \in [0,T]\) and all \(u,v \in \mathbb{R}^m\).

Here, \(p,q,r \geq 1\) are to be chosen in accordance with the assumptions.

Choosing the spaces \(U = W^{1,1}_0(\Omega)^m \cap L^4(\Omega)^m, V = H^1_0(\Omega)^m, W = L^{\max(2,q)}(\Omega)^m\) and \(H = L^2(\Omega)^m\) equipped with the standard norms, we assume \(f \in L^2(0,T;V^*)\). The energy functional \(E : V \rightarrow (-\infty, +\infty]\) and the dissipation potential \(\Psi : V \rightarrow \mathbb{R}\) are given by

\[
E(u) = \begin{cases} \int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + |\nabla u(x)| + \frac{1}{q} (|u(x)|^2 - 1)^2 \right) dx & \text{if } u \in \text{dom}(E), \\
+\infty & \text{otherwise,} \end{cases}
\]

and

\[
\Psi(v) = \frac{1}{2} \int_{\Omega} |\nabla v(x)|^2 dx,
\]

respectively, whereas the perturbation \(B : [0,T] \times W \times H \rightarrow V^*\) is defined by

\[
\langle B(t,u,v),w \rangle_{V^* \times V} = \langle B(t,u,v),w \rangle_{W^* \times W} = \int_{\Omega} b(x,t,u(x),v(x)) \cdot w(x) dx.
\]

The Legendre–Fenchel transformation \(\Psi^* : H^{-1}(\Omega)^m \rightarrow \mathbb{R}\) of \(\Psi\) is obviously given by \(\Psi^*(\xi) = \frac{1}{2} \|\xi\|_{1,2}^2\). Furthermore, it is readily seen that the energy functional is not Gâteaux differentiable, and its effective domain is given by \(\text{dom}(E) = W^{1,1}_0(\Omega)^m \cap \)
\[ L^4(\Omega)^m. \] The values \( p, q, r \geq 1 \) are to be chosen such that all assumptions are fulfilled. We can choose, e.g.,

\[
d = 1, \quad p \in (1, +\infty), \quad r \in [1, 2], \quad q \in [1, p/2 + 1],
\]

\[
d = 2, \quad p \in (1, +\infty), \quad r \in [1, 2], \quad q \in \begin{cases}
[1, p/(p - d)) \cap [1, p/2 + 1] & \text{if } p \in (1, 2), \\
[1, p/2 + 1] & \text{if } p \geq 2,
\end{cases}
\]

\[
d \geq 3, \quad p \in (1, +\infty), \quad r \in [1, 2], \quad q \in \begin{cases}
[1, q^*] & \text{if } p \in (1, 2), \\
[1, p/2 + 1] & \text{if } p \geq 3,
\end{cases}
\]

where \( q^* = \min\{\frac{d(p + 2)}{2(d - p)} \frac{3d + 4}{d}, \frac{p}{2} + 1\} \). Then, by the SOBOLEV embedding theorem and the RELLICH–KONDRAKOV theorem, \( U \) and \( V \) are densely, continuously, and compactly embedded in \( W \) and \( H \), respectively. We will verify for illustration the assumptions for the case \( d \geq 3 \). Since the dissipation potential is state-independent, it is induced by the bilinear form \( a : V \times V \to \mathbb{R} \),

\[
a(v, w) := \frac{1}{2} \int_{\Omega} \nabla v \cdot \nabla w \, dx,
\]

and therefore satisfies all conditions. The conditions (3.Eb)-(3.Ed) are obviously fulfilled by the energy functional. In order to verify (3.Ea), we note that every convex and lower semicontinuous functional on a BANACH space is weakly lower semicontinuous. Taking the latter into account, we observe that for \( u \in \text{dom}(\mathcal{E}) \), the energy functional

\[
\mathcal{E}(u) = \int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + |\nabla u(x)| + \frac{1}{4}(|u(x)|^2 - 1)^2 \right) \, dx
\]

\[
= \int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + |\nabla u(x)| + \frac{1}{4}(|u(x)|^4 - 2|u(x)|^2 + 1) \right) \, dx
\]

\[
= \int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + |\nabla u(x)| + \frac{1}{4}(|u(x)|^4 + 1) \right) \, dx - \frac{1}{2} \int_{\Omega} |u(x)|^2 \, dx
\]

is the sum of a convex function \( W \) and a concave function \( u \mapsto -\frac{1}{2} \int_{\Omega} |u(x)|^2 \, dx \) on \( V \). The lower semicontinuity of \( W \) on \( V \) follows immediately from the converse of the dominated convergence theorem (see, e.g., BrÉZIS [13, Theorem 4.9, p. 94]) and FAOU’S lemma. Further, due to the compact embedding of \( V \) in \( H \), the concave function is continuous on \( V \) with respect to the weak topology. This implies \( \mathcal{E} \) to be weakly lower semicontinuous on \( V \). In fact, the convex part of the energy is perturbed by the negative HILBERT space norm of \( H \) squared, which by the parallelogram law and the embedding \( V \hookrightarrow H \) leads to the \( \lambda \)-convexity of \( \mathcal{E} \) with \( \lambda := C \) being the constant of the very same embedding. Now, we show the closedness property (3.Ef). First, we note that for each \( u \in D(\partial \mathcal{E}) \), there holds \( \xi \in \partial_\mathcal{E} \mathcal{E}(u) = \partial_\mathcal{E} \mathcal{V}(u) = -u \) if and only if \( \xi = -\Delta_p u + \nabla \cdot p + (|u|^2 - 1)u \in U \) for a measurable selection \( p \in L^\infty(\Omega)^{d \times m} \) satisfying \( p \in \text{Sgn}(\nabla u) \) a.e. in \( \Omega \). This can be seen as follows: we define the functionals \( \mathcal{W}_1 : W^{1,p}_0(\Omega)^m \to [0, +\infty] \) and \( \mathcal{W}_2 : L^1(\Omega)^{d \times m} \to \mathbb{R} \) as well as the operator \( \Lambda : W^{1,p}_0(\Omega)^m \to L^1(\Omega)^{d \times m} \) via

\[
\mathcal{W}_1(u) = \begin{cases} 
\int_{\Omega} \left( \frac{1}{p} |\nabla u(x)|^p + \frac{1}{4}(|u(x)|^2 - 1)^2 \right) \, dx & \text{if } u \in \text{dom}(\mathcal{E}), \\
+\infty & \text{otherwise},
\end{cases}
\]

\[
\mathcal{W}_2(p) = \int_{\Omega} \frac{1}{p} |\nabla u(x)|^p + \frac{1}{4}(|u(x)|^2 - 1)^2 \, dx.
\]
\[ W_2(A) = \int_\Omega |A(x)| \, dx \]

and \( \Lambda u = \nabla u \). We note that \( \Lambda \) is linear and bounded and has as adjoint operator \( \Lambda^* : L^\infty(\Omega)^{d \times m} \to W^{-1,r}(\Omega)^m, A \mapsto -\nabla \cdot A \) the divergence operator. Let \( u \in \text{dom}(\partial_B W) \), then by Lemma 2.2 and Lemma 2.6, there holds

\[
\begin{align*}
\xi &\in \partial_B (W_1(u) + W_2(\Lambda u)) \\
&= \partial_B W_1(u) + \partial_B W_2(\Lambda u) \\
&= \partial_B W_1(u) + \Lambda^* \partial_X W_2(\Lambda u),
\end{align*}
\]

where \( X = L^1(\Omega)^{m \times d} \). Thus, there exists \( \xi_1 \in \partial_B W_1(u) \) and \( \xi_2 \in +\Lambda^* \partial_X W_2(\Lambda u) \) such that \( \xi = \xi_1 + \xi_2 \). Now, we shall determine \( \xi_1 \) and \( \xi_2 \). Since \( W_1 \) is G\^ATEAUX differentiable on \( W^{1,r}(\Omega)^m \cap L^2(\Omega)^m \), we deduce immediately \( \xi_1 = -\Delta_p u + (|u|^2 - 1)u \) a.e. in \( \Omega \). In order to determine \( \xi_2 \), we first note that \( \xi_2 = \nabla \cdot p \) with \( p \in \partial_X W_2(\Lambda u) \). Second, we express \( \partial_X W_2(\Lambda u) \) with the aid of Lemma 2.5 equivalently through the equation

\[
\langle p, Au \rangle_{X', X} = W_2(Au) + W_2^*(p). \tag{5.2}
\]

Third, by EKELAND & TEMAM [20, Proposition 1.2, p. 87], the conjugate \( W_2^* \) is given by

\[
W_2^*(B) = \int_\Omega \mathfrak{I}_{S_{gm \times d}(0,1)}(B(x)) \, dx,
\]

with the indicator function \( \mathfrak{I}_{S_{gm \times d}(0,1)} \to \{0, +\infty\} \) defined by

\[
\mathfrak{I}_{S_{gm \times d}(0,1)}(A) = \begin{cases} 
0 & \text{if } |A| \leq 1 \\
+\infty & \text{otherwise.}
\end{cases}
\]

This implies

\[
W_2^*(B) = \begin{cases} 
0 & \text{if } |B(x)| \leq 1 \text{ a.e. in } \Omega \\
+\infty & \text{otherwise.}
\end{cases}
\]

Inserting the latter expression into the equality (5.2), we obtain

\[
\int_\Omega p(x) : \nabla u(x) \, dx = \int_\Omega |p(x)| \, dx
\]

and \( |p(x)| \leq 1 \) a.e. in \( \Omega \). Since \( p(x) : \nabla u(x) \leq |p(x)| \) by the FENCHEL–YOUNG (or CAUCHY–SCHWARTZ) inequality, we deduce

\[
p(x) : \nabla u(x) = |p(x)| \quad \text{a.e. in } \Omega.
\]

Therefore, \( p(x) \in S_{gm \times d}(0,1) \) if \( |\nabla u(x)| = 0 \) and \( p(x) = \frac{\nabla u(x)}{|\nabla u(x)|} \) otherwise. We obtain \( p(x) \in \text{Sgn}(\nabla u(x)) \) a.e. in \( \Omega \). Now let \( u_n \rightharpoonup u \) in \( L^\infty(0, T; U) \cap H^1(0, T; V) \), \( u_n \to u \) in \( L^2(0, T; V) \), and \( \xi_n \rightharpoonup \xi \) in \( L^2(0, T; U^*) \) as \( n \to \infty \) such that \( \xi_n(t) \in \partial \mathcal{E}(u_n(t)) \) for almost every \( t \in (0, T) \), \( \sup_{n \in N, t \in [0, T]} \mathcal{E}(u_n(t)) \leq C_2 \), and

\[
\limsup_{n \to \infty} \int_0^T \langle \xi_n(t), u_n(t) \rangle_{U^* \times U} \, dt \leq \int_0^T \langle \xi(t), u(t) \rangle_{U^* \times U} \, dt. \tag{5.3}
\]
We note that we can decompose \( \xi = \zeta - u \in V^* \) with \( \zeta \in \partial W(u) \). Then, defining \( \zeta_n := \xi_n + u_n \), there holds \( \zeta_n \in \partial W(u_n) \) and \( \zeta_n \to \zeta = \xi + u \) in \( L^2(0,T;U^*) \). By the LIONS–AUBIN lemma, we obtain the strong convergence of \( u_n \to u \) in \( C([0,T];H) \). Thus, in view of (5.3), we deduce

\[
\lim_{n \to \infty} \sup_{0 \leq t \leq T} \int_{\Omega} (\zeta_n(t), u_n(t))_{U^*} \, dx \leq \int_{0}^{T} (\zeta(t), u(t))_{U^*} \, dt.
\]

Since \( W \) is convex, by [14, Lemma 1.2] and [7, Theorem A.3], there holds \( \zeta(t) \in \partial W(u(t)) \) in \( U^* \) and \( W(u_n(t)) \to W(u(t)) \) as \( n \to \infty \) a.e. in \( (0,T) \), whence \( \xi(t) \in \partial E(u(t)) \) a.e. in \( (0,T) \) and \( E(u_n(t)) \to E(u(t)) \) as \( n \to \infty \) a.e. in \( (0,T) \). We proceed with showing the control of the subgradient of \( E \), i.e., Condition (3.Eg). Let \( u \in D(\partial E) \) and \( \xi \in \partial E(u) \). Then, by HÖLDER’s and YOUNG’s inequality, the SOBOLEV embedding theorem, we obtain

\[
\langle \xi, v \rangle_{U^*} = \int_{\Omega} \left( \nabla u \cdot \nabla v + p : \nabla v + (|u|^2 - 1) u \cdot v \right) \, dx
\]

\[
\leq C \left( \|u\|_{W_0^{1,p}(\Omega)^m}^{p-1} + \|p\|_{L^\infty(\Omega)^{m \times d}} \right) \|v\|_{W_0^{1,p}(\Omega)^m}^{m}
\]

\[
+ \|u\|_{L^4(\Omega)^m}^3 \|v\|_{L^4(\Omega)^m} + \|u\|_{L^2(\Omega)^m} \|v\|_{L^2(\Omega)^m}
\]

\[
\leq C \left( \|u\|_{W_0^{1,p}(\Omega)^m}^{p-1} + \|p\|_{L^\infty(\Omega)^{m \times d}} \right) \|v\|_{U^*}
\]

\[
+ C \left( 1 + \frac{1}{p} \|u\|_{W_0^{1,p}(\Omega)^m} + \frac{1}{4} \|u\|_{L^4(\Omega)^m}^2 + \frac{1}{2} \|u\|_{L^2(\Omega)^m}^2 \right) \|v\|_{U^*}
\]

\[
\leq C \left( 1 + \frac{1}{p} \|u\|_{W_0^{1,p}(\Omega)^m} + \frac{1}{4} \|u\|_{L^4(\Omega)^m}^2 + \frac{1}{2} \|u\|_{L^2(\Omega)^m}^2 \right) \|v\|_{U^*}
\]

\[
\leq C \left( 1 + E(u) + \|v\|_{L^2(\Omega)^m} \right) \|v\|_{U^*}
\]

\[
\leq C \left( 1 + E(u) + \|v\|_{W_0^{1,p}(\Omega)^m} \right) \|v\|_{U^*}
\]

for all \( v \in U = W_0^{1,p}(\Omega)^m \cap L^4(\Omega)^m \), where we also used the fact that \( Sgnu \) is uniformly bounded, from which (3.Eg) follows. Finally, we verify the assumptions on the perturbation \( B \). The continuity condition (3.Ba) can be easily checked with the dominated convergence theorem.

Ad (3.Bb). Let \( u \in \text{dom}(E) \) and \( v, w \in V \). Then, by the HÖLDER & YOUNG inequalities as well as the SOBOLEV embedding theorem, there holds

\[
\langle B(u, v), w \rangle_{V^*} = \int_{\Omega} b(x, t, u(x), v(x)) \cdot w(x) \, dx
\]

\[
\leq C_b \int_{\Omega} \left( \|u(x)\|^q - 1 + \|v(x)\|^{r-1} \right) |w(x)| \, dx
\]

\[
\leq C \left( \|u\|_{L^q(\Omega)^m}^q + \|v\|_{L^{r-1}(\Omega)^{m \times d}}^r \right) \|w\|_{L^2(\Omega)^m}
\]

\[
\leq C \left( \|u\|_{W_0^{1,p}(\Omega)^m} + \|v\|_{L^2(\Omega)^m} \right) \|w\|_{H_0^1(\Omega)^m}
\]

\[
\leq C \left( 1 + E(u) + \|v\|_{L^2(\Omega)^m}^2 \right)^{\frac{1}{2}} \|w\|_{H_0^1(\Omega)^m},
\]

where \( \tilde{c} \in (0,1) \). Recalling that the conjugate is given by \( \Psi^*(\xi) = \frac{1}{2} \|\xi\|_{\tilde{c}^*}^2 \), for all \( \xi \in V^* = H^{-1}(\Omega)^m \), we conclude (3.Bb). Therefore, for every initial datum \( u_0 \in \text{dom}(E) = W_0^{1,p}(\Omega)^m \cap L^4(\Omega)^m \) and \( v_0 \in L^2(\Omega)^m \), there exists a weak solution

\[
u \in L^\infty(0,T;U) \cap H^1(0,T;V) \cap W^{1,\infty}(0,T;H) \cap H^2(0,T;U^*)\]
to (P1) in the sense that
\[
\int_0^T \left( \langle u', v \rangle_{U^* \times U} + \int_\Omega \left( \nabla \partial_t u : \nabla v + |\nabla u|^{p-2} \nabla u : \nabla v + (|u|^2 - 1) u \cdot v + p : \nabla v \\
+ b(x, t, \partial_t u, u) \right) dx + \langle f, v \rangle_{U^* \times U} \right) dt \quad \text{for all } v \in L^2(0, T; U)
\]
with \( p(x, t) \in \text{Sgn}(\nabla u(x, t)) \) a.e. in \( \Omega_T \), and the energy-dissipation inequality
\[
\frac{1}{2} \| u'(t) \|^2_{L^2(\Omega)} + \mathcal{E}(u(t)) + \int_s^t \mathcal{E}(u') \, dr + \int_s^t \mathcal{P}(r) \, dr
\]
\[
\leq \frac{1}{2} \| u'(s) \|^2_{L^2(\Omega)} + \mathcal{E}(u(s)) + \int_s^t \mathcal{P}(r) \, dr
\]
holds for all \( t \in [0, T] \) if \( s = 0 \) and a.e. \( s \in (0, t) \), where \( \mathcal{E} \in L^\infty(0, T; U^*) \) and \( \mathcal{P}(t) = -\Delta_p u(t) - (|u(t)|^2 - 1) u(t) \) in \( U^* = W^{1,p^*} \cap L^q \cap L^r \) a.e. in \( t \in (0, T) \).

### 5.2 Differential inclusion II

In the following example, we will cover Case (b) while also highlighting the difference between Case (a) and (b). Hence, we consider the initial-boundary value problem

\[
(P2) \quad \begin{cases}
\partial_t u - \Delta_p u + \eta - \Delta_p u + (|u|^2 - 1) u - \nabla \cdot p + b(x, t, u) = f & \text{in } \Omega_T, \\
p(x, t) \in \text{Sgn}(\nabla u(x, t)) & \text{a.e. in } \Omega_T, \\
\eta(x, t) \in \partial \mathcal{P}(u(x, t)) & \text{a.e. in } \Omega_T, \\
u(x, 0) = u_0(x) & \text{on } \Omega, \\
u'(x, 0) = v_0(x) & \text{on } \Omega, \\
u(x, t) = 0 & \text{on } \partial \Omega \times [0, T],
\end{cases}
\]

where we assumed that the contribution of \( \partial_t u \) in the perturbation from the first example is variational, i.e., it has a potential \( \psi : \Omega \times \mathbb{R}^m \to \mathbb{R} \) so that the perturbation \( b \) has only a contribution from \( u \). Here, \( \psi(x, \cdot) \) is for almost every \( x \in \Omega \) a proper and convex function with subdifferential \( \partial \psi : \mathbb{R}^m \rightrightarrows \mathbb{R}^m \) such that \( \psi'(x, \cdot) \) is a CARATHÉODORY function and satisfies the following growth conditions: there exists a number \( r > 1 \) and constants \( c_1, c_2, \bar{C}_1 > 0 \) such that

\[
c_1 (|z|^r - 1) \leq \psi(x, z) \leq \bar{C}_1 (1 + |z|^r),
\]

\[
|\eta| \leq c_1 \left( 1 + |z|^{r-1} \right) \quad \text{for all } \eta \in \partial \psi(x, z)
\]

for almost every \( x \in \Omega \) and all \( z \in \mathbb{R}^m \). As we discussed in Sections 3.2 a prototypical example is \( \psi(z) = \frac{1}{2} |z|^r + |z| \). We choose the same function spaces for \( U = W^{1,p} \cap L^4 \cap V = H_0^1 \cap L^q \cap W = L^{\max(2,r)} \cap \bar{W} = L^{\max(2,q)} \cap L^2 \cap H = L^2 \). Again \( p, q, r \geq 1 \) are to be chosen suitably. The external force is assumed to satisfy the weaker assumption \( f \in L^r(0, T; W^*) + L^2(0, T; V^*) \). Further, we assume \( u_0 \in U \) and \( v_0 \in H \). In this case, the dissipation potential \( \Psi : V \to \mathbb{R} \) is given

\[
\Psi(v) = \frac{1}{2} \int_{\Omega} |\nabla u(x)|^2 \, dx + \int_{\Omega} \psi(x, v(x)) \, dx.
\]
The conjugate $\Psi^*: V^* \to \mathbb{R}$ is by Lemma 2.3 given by the expression

$$\Psi^*(\xi) = \min_{\eta \in W} \left( \frac{1}{2} \| \xi - \eta \|^2_{-1,2} + \int_{\Omega} \psi^*(x, \eta(x)) \, dx \right),$$

where $\psi^* : \Omega \times \mathbb{R}^m \to \mathbb{R}$ is the conjugate of $\psi$. The energy functional $\mathcal{E} : V \to [0, +\infty]$ is given as in the previous example. The perturbation $B : [0, T] \times W \to V^*$ is consequently given by

$$\langle B(t, u), w \rangle_{V^* \times V} = \int_{\Omega} b(x, t, u(x)) \cdot w(x) \, dx.$$

It is readily seen that the assumptions for the dissipation potential follow from the assumptions on $\psi$. From $\frac{1}{2} \| v \|^2_{H^1_0} \leq \Psi(v)$, we find $\Psi^*(\xi) \leq \frac{1}{2} \| \xi \|^2_{-1,2}$, and if we choose, e.g.,

$$d \geq 3, \ p \in (1, +\infty), \ q \in \begin{cases} [1, q^*) & \text{if } p \in (1, 3), \\ [1, 1 + p) \cap (1, 2d/(d - 2)] & \text{if } p \geq 3, \end{cases}$$

where $q^* = \min \left\{ \frac{d(p+2)}{2(d-p)}, \frac{3d+4}{d} - \frac{2d}{(d-2)}, p/2 + 1 \right\}$, $d \geq 3, \ p \in (1, +\infty)$, we obtain again the estimate (5.4) without any restriction on $r$. However, from the condition $V \hookrightarrow W$, we obtain the restriction $r \in [1, 1 + p) \cap (1, 2d/(d - 2)]$, which is now a larger range as opposed to the previous case. Simple calculations show that the same restrictions for the exponents $p, q$ and $r$ hold in the dimensions $d = 1$ and $d = 2$. Again, we obtain for every initial values $u_0 \in \text{dom}(\mathcal{E})$ and $v_0 \in H$, the existence of a weak solution

$$u \in C_{w}([0, T]; U) \cap H^1(0, T; V) \cap W^{1,\infty}(0, T; H) \cap W^{1,r}(0, T; W) \cap W^{2,r^*}(0, T; U^*)$$

with $r^* = \min \{2, r^*\}$ to (P2) such that the initial conditions $u(0) = u_0$ and $u'(0) = v_0$ are satisfied, the integral equation

$$\int_0^T \left( \langle u'', v \rangle_{U^* \times U} + \int_{\Omega} (\nabla \partial_t u : \nabla v + \eta \cdot v + |\nabla u|^{p-2} \nabla u : \nabla v + p : \nabla v \\
+ (|u|^2 - 1) u \cdot v + b(x, t, u) \right) \, dx + \langle f, v \rangle_{U^* \times U} \right) \, dt \quad \text{for all } v \in L^{\max(2, r)}(0, T; U)$$

with $p(x, t) \in \text{Sgn}(\nabla u(x, t))$ and $\eta(x, t) \in \partial \psi(x, \partial_t u(x, t))$ a.e. in $\Omega_T$ is fulfilled, and the energy-dissipation inequality (3.10) holds.

6 Conclusion

In this work, we have for the first time demonstrated the existence of strong solutions to doubly nonlinear and multivalued second-order evolution equations under general conditions. The set-valued and nonlinear operators involved are the subdifferentials of nonlinear functionals, namely the dissipation potential $\Psi \to \mathbb{R}$, and the energy functional $\mathcal{E} \to (-\infty, +\infty]$. We assumed that the domains $V$ and $U$ generally do not satisfy $U \hookrightarrow V$ or $V \hookrightarrow U$. The existence proof is based on a regularization of the problem through a generalized Moreau-Yosida regularization of the dissipation potential $\Psi$ and a semi-implicit time discretization. Based on the time discretization, which is suitable for computing numerical approximation solutions, a variational approximation scheme was derived, and
the existence of discrete solutions was proven. Subsequently, the compactness of the approximate solutions in suitable Bochner spaces was demonstrated, and for the limit $\tau \to 0$ of vanishing time step size, the solvability of the regularizing problem was proven. Following this, the solvability of the original problem was demonstrated for the case when the regularization parameter tends to zero. Finally, applications of the abstract theory were presented.
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