Estimating contaminant source in chemical industry park using UAV-based monitoring platform, artificial neural network and atmospheric dispersion simulation
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Airborne contaminants emitted from chemical industry parks can pose a potential threat to the environment. Therefore, using the data obtained from concentration-monitoring of the contaminant to find the source is of high importance. Most previous source estimation methods collect meteorological parameters and concentration measurements from static sensors. However, some meteorological parameters such as atmospheric stability and cloud cover are difficult to measure precisely. Furthermore, installing only several static sensors does not provide enough sampling data. In this paper, a novel approach is proposed to find the location of an emission source as well as its release rate in a chemical industry park. An unmanned aerial vehicle (UAV) monitoring platform is applied to sample sufficient and high-quality concentration data. Afterwards, an artificial neural network (ANN) trained by an atmospheric dispersion simulation tool is used to locate and quantify the emission source from candidate solutions, bypassing data on the atmospheric stability and other hard-to-obtain meteorological parameters. A numerical simulation with different conditions is implemented to test the accuracy and stability of the proposed approach. A real experiment is conducted in Shanghai to test the performance and sensitivity of this approach as well as the robustness of the monitoring platform. The results show that the approach proposed in this paper can effectively estimate the contaminant source in chemical industry parks. Both the numerical and real experiments prove that the proposed method is less sensitive to errors in meteorological data and concentration measurements than traditional source estimation methods including Bayesian inference and optimization.

1 Introduction

With industrial development, airborne contaminants have seriously influenced the health of human beings. Monitoring industrial emissions has therefore become an important issue. Locating and quantifying contaminant sources is one of the essential tasks of air contaminant monitoring and chemical industry administration. Generally, in order to support accurate source estimation, a large number of monitoring stations should be established to sample sufficient high-quality monitoring data. Doubtlessly, building too many monitoring stations can be prohibitively expensive, and it is also difficult to manage a large number of stations. To address this challenge, we have developed an approach based on an unmanned aerial vehicle (UAV) monitoring platform, an artificial neural network (ANN) and an atmospheric dispersion simulation tool to find the optimal (most likely) atmospheric dispersion source.

Generally, measurements of contaminants are obtained by static monitoring stations. However, static monitoring stations are usually not densely distributed enough to sample high-quality data containing useful information from the contaminant plume. In this case, it is difficult to estimate the emission source from the data collected from these monitoring stations even when they are equipped with high resolution sensors. As a result, researchers have attempted to use aircraft to obtain high-quality air concentration measurements of contaminants. For example, an aircraft was used for monitoring nitrogen emissions from point sources. A previous study also demonstrated a method of source estimation using remote aircraft. In addition, White et al. proposed a monitoring network based on UAV sensors. Sanada and Torii analyzed the radioactive pollutant concentration via an unmanned helicopter after the Fukushima Dai-ichi nuclear power plant accident. UAV platforms can also be applied for predicting the
PM$_{2.5}$ concentration, contaminant plumes and volcanic plumes. The use of UAV platforms therefore allows many problems in traditional monitoring methods using static sensors to be addressed.

An important application of concentration measurements is using them to locate and quantify the dispersion source of contaminants. In the past few years, many methods and tools have been used to find contaminant sources. Most estimation methods are based on Bayesian inference or optimization. With Bayesian inference, the dispersion source can be estimated by calculating the posterior function. The Markov Chain Monte Carlo (MCMC) algorithm is a useful tool for posterior function calculation and source estimation.

Some advanced filter or optimization methods such as particle filter, EnKF, and PSO are also widely used in source estimation problems of chemical or nuclear power plants. However, the accuracies of traditional methods including Bayesian inference and optimization largely depend on the error of the model input and the accuracy of the forward dispersion modelling that is used in backward calculation. Furthermore, some input parameters such as atmospheric stability are quite difficult to measure and quantify. Therefore, methods such as using pre-determined scenarios for decision-making and bypassing the hard-to-obtain parameters have been proposed by researchers. These methods are able to estimate the source using neural networks or support vector machines without input data of certain complex parameters because a large number of pre-determined scenarios have already been applied for training and fitting. For example, a previous study estimated the release rate of a dispersion source via an ANN and optical sensor. Wang et al. bypassed the source term and used the integration of an ANN, gas detectors and PHAST to predict gas dispersion. The high accuracy of that study demonstrates that ANNs could be a useful tool for pollution forecasting and risk analysis. Moreover, an ANN was also applied for forecasting PM$_{2.5}$ pollution and atmospheric dispersion of biological matter. Although ANNs have been extensively used in dispersion prediction, few researchers have applied an ANN in source location or quantification.

In this paper, a new approach is presented that is able to find the optimal emission source from candidate solutions using the measured data from a UAV. In order to generate high-quality training data for the ANN, an atmospheric dispersion simulation tool is used because the training input data are impossible to control in a real chemical industry park. The simulation tool uses the ANN to correct the traditional Gaussian diffusion model. The approach is then verified by numerical and real experiments. This approach can address the difficulties caused by the use of complex meteorological parameters as inputs. It is extremely insensible to measurement noise. Furthermore, the features of the ANN also make this novel approach more accurate than traditional methods. The experimental results show that the proposed source estimation method based on an ANN and a UAV is a useful and appropriate option for the management of a chemical industry park.

2 Methods

2.1 Remote monitoring system based on UAV platform

Conventional source estimation methods usually use concentration data from static monitoring stations. Therefore, the accuracy of the estimation results largely depends on the distribution and the number of monitoring stations. Generally, the more extensively and densely the monitoring stations are distributed, the more possible it is to identify the source correctly. Insufficient monitoring stations may cause large errors, especially when the contaminant plume does not pass directly over enough sensors. Measurements sampled near the central axis of the plume are more important because they provide more information on the features of the plume. We denote the measurements taken near the central axis “dominant data”. This study uses a remote monitoring system based on a UAV platform to obtain the dominant data together with the corresponding location information with the aim of overcoming the disadvantages of static monitoring stations. This monitoring system is highly mobile, which significantly increases the probability of successfully finding the emission source.

2.1.1 Structure. The monitoring system uses MATRICE 100 produced by DJI as a UAV platform. As shown in Fig. 1, MATRICE 100 has four axes. The maximum takeoff weight is 3400 g. The maximum flight duration is 20 minutes if gas sensors are installed and the aircraft has a single TB48D battery. If two batteries are installed, the flight duration can be extended to nearly 35 minutes. The maximum speed is 22 m s$^{-1}$ and the cruising speed is 10 m s$^{-1}$, which means this aircraft can travel approximately 20 km without changing batteries. This distance can easily meet the requirements of a typical industry park. Moreover, this aircraft is able to hover and automatically avoid collision. As shown in Fig. 1, on MATRICE 100, a microcomputer (Raspberry Pi 2b) is used for receiving and sending measurements. Because the flight duration is not long, the Raspberry Pi is powered by an independent battery to ensure uninterrupted sampling. In addition, the Raspberry Pi receives measurements from the gas sensors using a serial protocol. Currently, the gas monitoring system supports O$_2$, CO$_2$, O$_3$, H$_2$S, SO$_2$, CO, NH$_3$, NO$_2$, C$_2$H$_4$, benzene, methylbenzene, PM$_{2.5}$, and PM$_{10}$. In terms of data transmission, the aircraft sends measurements to a cloud database via an LTE transmitter.

2.1.2 Flight route. Generally, in order to obtain high-quality data, the flight route is determined by the following basic rules. At the beginning, the aircraft moves in a circuit around the experimental area. When a peak appears in the measurement line (which means that the aircraft has just moved through the contaminant plume), the aircraft moves back and forth to sample the concentration data once again. After turning around several times, sufficient high-quality data have been obtained and the aircraft resumes its path along the original route.

Furthermore, planning a flight route is a complex task because many conditions, such as the capacity of the battery, potential barriers to movement, electromagnetic interference...
and the weather, must be considered. A well designed flight route can greatly improve the accuracy of source estimation. In this paper, we will not discuss the flight route planning in detail since the focus is the method of locating and quantifying the contaminant source.

2.2 Source estimation using ANN

Artificial neural networks can be used for fitting or classifying complex non-linear systems. Conventional source estimation methods are mostly based on Bayesian theory or optimization. They estimate the source term via calculating the posterior probability distribution or optimizing a cost function. These two methods are useful when no candidate solutions are available. However, in industry parks, it is already known which emission points are the possible sources of contaminants. Therefore, we can restrict the search for the real source to these potential emission points (candidate solutions), which means that the source location problem can be regarded as a classification problem. Highly accurate results can be obtained if the structure of the ANN is well designed.

In terms of traditional methods including Bayesian inference and optimization, it is clear that the inaccuracy in their results is mainly brought about by the errors in the input parameters. Clearly, some input parameters are impossible to directly measure using sensors. Therefore, to bypass these parameters, we use an atmospheric dispersion simulation tool to generate a sufficient number of pre-determined scenarios to cover all possible situations, and then use these scenarios to train the ANN. In Section 4, the experimental results show that the source estimation method based on the ANN is quite insensitive to these parameters.

2.2.1 Mechanism. The mechanism of the source estimation model is shown in Fig. 2. The complete set of measurements is fed as input to the source estimation model. The proposed approach firstly uses a convolution filter to eliminate noise. Then it selects the dominant data from the complete set of measurements. The position coordinates \((x_0, y_0, z_0)\) of the dominant data, the wind speed \(v\) and the wind direction \(d\) are fed as input to the ANN. The output of the ANN is the weight of each candidate. The release rate of the source can be calculated by optimizing a cost function.

The ANN used in this study is a typical neural network with a single hidden layer. The number of neurons in the hidden layer depends on the number of candidate sources. In terms of the input and output of the ANN, the input includes: (1) a three-dimensional set \(\{x, y, z\}\) whose elements are the x-axis coordinate \(x\), y-axis coordinate \(y\), and z-axis coordinate \(z\) of the sampling location of the dominant data; (2) wind speed \(v\); and (3) wind direction \(d\). In order to ensure the high quality of the sampling data and simplify the model, the aircraft usually moves at a constant height. In this case, we do not need to consider the parameter \(z\). As for the output of the ANN, we denote the number of candidate sources \(\{\theta_i = (x_i, y_i, z_i)\}_{i=1}^{N}\) as \(N\). Therefore, the output is an \(N\)-dimensional set output \(\{w_i\}_{i=1}^{N}\) that represents the weight of all candidates. The \(i\)-th element \(w_i\) represents the weight of the candidate source \(\theta_i\). A higher weight \(w_i\) represents that the corresponding candidate \(\theta_i\) is more likely to be the real emission source. If the real emission source is \(\theta_p\) and the input is \(\{x, y, z, d, v\}\), the expression of the output is shown as follows:

\[
\text{Output} = \{w_i|w_i = \delta[i - p]\log_{10}[f(\theta,x,y,z,d,v)] + 1] | i \in \mathbb{Z}, 1 \leq i \leq N\},
\]

(1)

where \(\delta[i]\) is the Dirac function and \(f(\theta,x,y,z,d,v)\) is the atmospheric dispersion model for calculating the concentration, which will be explained in Section 2.3.2. Thus, the candidate source with the highest weight is the estimated contaminant source.

2.2.2 Source estimation. The process of source estimation is shown in Fig. 3. If the aircraft samples a total of \(M\) measurements, all the sampled measurements can be written into the dataset \(D = \{x_i, y_i, z_i\}_{i=1}^{M}\). The next step is to choose the dominant data from the dataset \(D\). The basic principle of finding dominant data is to find the peaks in the concentration curve. However, noise in the concentration measurements may influence the results. To remove the effects of noise, a linear average filter is used to smooth the concentration curve by convolution manipulation. After the dataset has been smoothed, we use all peaks and their nearby measurements as dominant data \(D_c = \{x_i, y_i, z_i, \epsilon_i\}_{i=1}^{M_c}\), where \(M_c\) means the number of elements in \(D_c\).

As a result, in the source estimation process, the input of the ANN is \(\{d, v, x_i, y_i, z_i\}_{i=1}^{M}\). Therefore, the output of the ANN is \(\{w_{c,i}\}_{i=1}^{M_c}\), where \(w_{c,i}\) means the weight of candidate source \(\theta_i\) if the ANN input is \(\{d, v, x_i, y_i, z_i\}\). However, each element in the input set may imply a different contaminant source. In order to address this problem, all the elements in the ANN output set are summed via the following equation:
where $W_i$ means the sum of weights $w_i$. Therefore, we can identify the optimal source as that which has the highest $W_i$.

After finding the optimal source (denoted $q_k$), according to the maximum likelihood principle, its release rate $q_k$ can be estimated by optimizing (minimizing) the following cost function:

$$J = \sum_{j=1}^{M} \left[ q_k c_k (x_j, y_j, z_j) - c_j \right]^2, \{x_j, y_j, z_j, c_j\} \in D \quad (3)$$

This cost function can be solved by various methods such as the least squares algorithm and gradient descent. By solving it, the complete source term including location and release rate is successfully obtained.

### 2.3 Contaminant atmospheric dispersion simulation and ANN training

#### 2.3.1 Scenario introduction.

The experiments (both numerical and real) of this study are implemented in an industry park in Shanghai. A map of the analyzed area is illustrated in Fig. 4. In this figure, the origin point $O$ of the coordinate system is marked with the label “+”. In these experiments, we investigate the emission of SO$_2$ by measuring the SO$_2$ concentrations. Five possible SO$_2$ emission sources are located in this area. Therefore, we have five candidate sources. On the map, the 19 circles are the complete set of discharge points for all contaminants, among which the five orange circles are the SO$_2$ discharge points. After projecting the WGS84 geographic coordinates into UTM Cartesian coordinates, the resulting positions of all the candidate sources are listed in Table 1 with some additional information. Yellow areas are the working area of the site; the blue area is the sea. The aircraft’s usual flight path is over the safe areas marked in white or over the sea since unexpected crashes may cause serious damage to the chemical industry park. Choosing the optimal solution from five candidate sources appears to be a very simple problem. However, the flight duration of the UAV is limited, so the measured data are probably insufficient to support accurate calculation, especially when several candidates are in the same wind direction. Besides, for a specific kind of gas, it is quite common that the number of candidate sources is around five. Therefore, this scenario is meaningful for analyzing the source estimation method.

#### 2.3.2 Virtual scenario generation.

Both real data and simulation data can be used for training the ANN. However, if we use real data to train the ANN, it is necessary to install sensors across the entire chemical industry park. Additionally, the release rate of each candidate source must be controllable. It is quite difficult to meet these requirements, especially...
controlling the release rate. Thus, we use simulation scenarios to generate sufficient training data.

To simulate a contaminant dispersion scenario, several factors must be considered: emission source $q$, meteorological parameters (wind direction $d$ and wind speed $v$) and environmental conditions (atmospheric stability and terrain type over which the gas diffuses).

KD-ADSS is applied to model atmospheric dispersion. It uses neural networks to calibrate the accuracy of the traditional Gaussian model. From the input parameters shown in Table 2 it generates an output, which is the concentration value at the point of interest. This simulation tool has also been validated by the commercial software PHAST, the Indianapolis field study and a study of the Fukushima Dai-ichi nuclear accident. Thus, the concentration at sampling point $(x, y, z)$ can be calculated by this simulation tool. The calculation of concentration data at each sampling point in the simulation can be illustrated by the function $f(\theta, x, y, z, d, v)$.

For the Gaussian diffusion coefficients $\sigma_y$ and $\sigma_z$, their expressions are:

$$
\begin{align*}
\sigma_y(D_x) &= a_y D_x (1 + b_y D_x)^{-c_y}, \\
\sigma_z(D_x) &= a_z D_x (1 + b_z D_x)^{-c_z}
\end{align*}
$$

(4)

where the parameters $a_y$, $b_y$, $c_y$, $a_z$, $b_z$, and $c_z$ depend on the environmental conditions (atmospheric stability and terrain type of the area).
Table 3 Relationships between diffusion coefficients and atmospheric stability

| Terrain            | Class of atmospheric stability | $a_y$ | $b_y$ | $c_y$ | $a_z$ | $b_z$ | $c_z$ |
|--------------------|--------------------------------|-------|-------|-------|-------|-------|-------|
| Urban              | A and B                        | 0.32  | 0.0004| $-0.5$| 0.24  | 0.001 | $-0.5$|
|                    | C                              | 0.22  | 0.0004| $-0.5$| 0.2   | 0     | $-0.5$|
|                    | D                              | 0.16  | 0.0004| $-0.5$| 0.14  | 0.0003| $-0.5$|
|                    | E and F                        | 0.11  | 0.0004| $-0.5$| 0.08  | 0.0015| $-0.5$|
| Open country       | A                              | 0.22  | 0.0001| $-0.5$| 0.2   | 0     | $-0.5$|
|                    | B                              | 0.16  | 0.0001| $-0.5$| 0.12  | 0     | $-0.5$|
|                    | C                              | 0.11  | 0.0001| $-0.5$| 0.08  | 0.0002| $-0.5$|
|                    | D                              | 0.08  | 0.0001| $-0.5$| 0.06  | 0.0015| $-0.5$|
|                    | E                              | 0.06  | 0.0001| $-0.5$| 0.03  | 0.0003| $-1$  |
|                    | F                              | 0.04  | 0.0001| $-0.5$| 0.16  | 0.0003| $-1$  |

Table 4 Training parameters for neural networks

| Parameter | Explanation | Value |
|-----------|-------------|-------|
| $d$       | Wind direction (degree) | 1–360 with step 1 |
| $v$       | Wind speed (m s$^{-1}$) | 1–5 with step 2 |
| $q$       | Release rate (g s$^{-1}$) | 1–5 with step 2 |
| $a_y, b_y, c_y$ | Parameters of $\sigma_y$ | See Table 3 |
| $a_z, b_z, c_z$ | Parameters of $\sigma_z$ | See Table 3 |
| $x_{\text{min}}$ | Lower bound of training area x-axis (m) | $-2000$ |
| $x_{\text{max}}$ | Upper bound of training area x-axis (m) | 2000 |
| $y_{\text{min}}$ | Lower bound of training area y-axis (m) | $-1000$ |
| $y_{\text{max}}$ | Upper bound of training area y-axis (m) | 3000 |
| $h$       | Flight altitude (m) | 50 |
| $T_s$     | Number of sampling point for each release | 100 |

Environmental conditions, ten different typical combinations of diffusion coefficients are selected to simulate the dispersion process (shown in Table 3). Table 3 indicates the relationship between diffusion coefficients and atmospheric stability according to Carrascal et al.$^{13}$ After using these scenarios to simulate the atmospheric dispersion process, we can then obtain the numerical concentrations measured at sampling points randomly distributed in $[x_{\text{min}}, x_{\text{max}}]$ and $[y_{\text{min}}, y_{\text{max}}]$. Moreover, we assume that the UAV platform moves at a constant height $h$ and the number of sampling points is $T_s$. According to Section 2.2.1, we have four or five input ANN parameters. Because the flight height is a constant value (50 m), it is not necessary to consider the input parameter $z$ in Fig. 2. Therefore,
the input layer of the ANN has four neurons. Furthermore, the number of neurons in the output layer equals the number of candidate sources since it is a classification ANN. It can be seen that there are only five candidate SO2 emission sources in Table 1, so the output layer has five neurons. Because the detailed training procedure is beyond the research scope of this paper, the ANN will be directly trained by the MATLAB neural network toolbox.24

As shown in Table 4, we have $360 \times 3 \times 3 \times 10 = 32400$ different virtual scenarios. Since each scenario has 100 sampling points, we can obtain $32400 \times 100 = 3240000$ sets of data, 75% of which are for training and 25% of which are for validation. The average correct rate (ACR) of the training data is 83.05% and that of the validation data is 82.09%. Furthermore, the comparison between the ANN output and training/validation results is shown in Fig. 5. As can be seen from the figure, the ANN output (weight of optimal source) closely matches the training targets and validation targets, the mean square errors (MSE) of which are 0.089 and 0.123 respectively.

3 Experimental

3.1 Numerical experiment

A simulated numerical experiment is quite appropriate for testing the performances of most features of the proposed approach, because it is easier to set the parameters or variables in numerical experiments. In the numerical experiment, we analyse the performance of the ANN based source estimation method. Furthermore, the source estimation methods based on Bayesian inference and optimization are also used for comparison.

The source estimation method based on Bayesian inference is quite simple in this experiment because there are only five candidate sources. Thus, it is unnecessary to use a posterior distribution sampling algorithm (such as MCMC) in this experiment. After calculating the posterior probabilities of the five potential sources, the candidate source with the highest posterior probability is considered as the optimal solution.

In the optimization method, the cost function is defined as follows:

$$J_k = \lambda q_k^2 + \sum_{j=1}^{M} [q_k c_k (x_j, y_j, z_j) - c_j]^2, \quad \{x_j, y_j, z_j, c_j\} \in D, 1 \leq k \leq 5$$

(5)

where $\lambda$ is the penalty term to avoid the over-fitting problem. Each candidate source has a cost function $J_k$. These cost functions can be minimized by Tikhonov regularization through adjusting the variable $q_k$. The candidate source with the minimum value of the cost function is the estimated emission source.

The numerical experiment requires these three methods to estimate the SO2 emission source using concentration data generated by the KD-ADSS simulation tool. In order to test the accuracy and stability of the source estimation approaches, the wind direction varies from 0 to 360° for all test cases. The wind speed is 3.7 m s$^{-1}$ and the release rate is 4.1 g s$^{-1}$. To test the effect of environmental conditions, the diffusion coefficients $\sigma_y$ and $\sigma_z$ also vary during the test. Their expressions are as follows:

$$\begin{align*}
\sigma_y(D_k) &= f_p a_D (1 + b_D)^{c_y}, \\
\sigma_z(D_k) &= f_p a_D (1 + b_D)^{c_z},
\end{align*}$$

(6)

where the atmospheric stability coefficient $f_p$ increases from 1 to 4 with steps of 0.06 to simulate different environmental conditions. Furthermore, the initial atmospheric stability corresponds to class D, i.e. open country. Five scenarios are simulated, and in each scenario a different candidate source from among the five listed in Table 1 is the source of SO2.

Noise sources are added into the concentration measurements, wind direction, and diffusion coefficient in each test case to test the stability of the proposed method. The noise sources follow Gaussian distributions $N(0, \sigma^2)$. For the concentration noise $e_c$, the equation of its deviation $\sigma_c$ is $\sigma_c = fc$, where $c$ is the value of the measured concentration and $f$ is the noise coefficient, which increases from 0 to 0.5. For the wind direction noise $e_\theta$, its deviation $\sigma_\theta$ increases from 0 to 30. The noise of the diffusion coefficient follows a simple Gaussian distribution whose deviation is 0.1$e_p$ or 0.1$e_{fp}$. All the control variables in the numerical experiment are shown in Table 5.

The flight route of the UAV is shown in Fig. 4, in which the moving velocity remains steady at 10 m s$^{-1}$. The sensors sample the concentration data once per second. After using the simulation tool to calculate the SO2 concentrations of each scenario, the neural network, Bayesian inference and optimization methods are applied to test their performances.

3.2 Real experiment

After obtaining permission from the committee of the chemical industry park, a real experiment was conducted on 25th May, 2016 in Shanghai. This experiment used ZE-03 SO2 sensors produced by Weisheng Inc. This real experiment was conducted in the same location introduced in Section 2.3. The aircraft took off and moved around the chemical industry park. When the aircraft arrived at the south-west corner, we found that the concentration of SO2 increased rapidly and soon reached its peak. At this location, the aircraft was manually controlled to turn around through the SO2 plume several times to sample sufficient data. According to our observation and investigation, the chimney of the sulfuric acid recovery (SAR) system was the only location from which SO2 gas was emitted during this time. As a result, we could be sure that the chimney of the SAR system was the emission source that caused the increase of the SO2 concentration. In addition, noise was added to the concentration and wind data to test the stability of the models.
4 Results and discussions

4.1 Results of numerical experiment

The source estimation approach is applied in each test case of the numerical experiment and the results are presented in Fig. 6. These figures show the ACR of the ANN, Bayesian inference (maximum posterior probability) and optimization (minimum cost function). Fig. 6(a) shows the relationship between the ACR and wind direction when $d$ increases from 0 to 360°. The other parameters are: $f_c = 0.1$, $\sigma_d = 5$, and $f_p = 1$. As can be seen in this figure, when $\sigma_d$ is less than 5, the correct rates of Bayesian inference and optimization remain stable at very high accuracy, while that of the ANN experiences a slight decrease. $\sigma_d$ is larger than 5, the ACR of the ANN becomes higher than the other two methods. All three methods drop to around 40% with the maximum noise coefficient. Therefore, all three methods are relatively sensitive when noise is added into the wind direction. Consequently, the accuracy of source estimation heavily depends on the accuracy of the meteorological parameters.

Fig. 6(b) shows the effect of the noise deviation of wind direction $\sigma_d$ when $d = 0$, $f_c = 0.1$ and $f_p = 1$. As we can see in this figure, when $\sigma_d$ is less than 5, the correct rates of Bayesian inference and optimization remain stable at very high accuracy, while that of the ANN experiences a slight decrease. $\sigma_d$ larger than 5, the ACR of the ANN becomes higher than the other two methods. All three methods drop to around 40% with the maximum noise coefficient. Therefore, all three methods are relatively sensitive when noise is added into the wind direction. Consequently, the accuracy of source estimation heavily depends on the accuracy of the meteorological parameters.

Fig. 6(c) illustrates the ACR as a function of the concentration noise coefficient $f_c$ when $d = 0$, $\sigma_d = 5$ and $f_p = 1$. Clearly, the concentration noise has almost no influence on the accuracies of all three methods. The correct rates of the ANN, Bayesian inference and optimization remain stable at around 90%. Therefore, all three source estimation methods are quite stable when noise is added into the concentration data.

In terms of the atmospheric stability coefficient $f_p$, Fig. 6(d) indicates the relationship between $f_p$ and the accuracy when $d = 0$, $f_c = 1$, and $\sigma_d = 5$. The purpose of this case is to test the stability of the source estimation approaches when the environmental conditions (especially atmospheric stability) vary. In the atmospheric dispersion model, Gaussian diffusion coefficients are used for describing the atmosphere stability. Therefore, we use eqn (5) to set a series of test cases with different atmospheric stabilities. $f_p = 1$ represents the atmospheric condition of class D in open country. $f_p = 4$ represents that the atmosphere is extremely unstable. As we can see in Fig. 6(d), the estimation approach based on the ANN is quite robust when the atmospheric stability varies. However, the accuracy of Bayesian inference significantly decreases during this test, dropping to
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**Fig. 6** Results of numerical experiment: (a) Effect of wind direction $d$. (b) Effect of noise deviation of wind direction $\sigma_d$. (c) Effect of noise coefficient of concentration $f_c$. (d) Effect of atmospheric stability coefficient $f_p$. 
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only 40% when $f_p = 4$. The optimization method also shows a downward trend, finally falling to 80%.

Therefore, noise sources in both wind direction and concentration have similar effects on these three methods with the accuracy of the ANN being slightly higher. When it comes to atmospheric stability, the advantage of the ANN becomes much more obvious. The most important reason that we use the ANN is to bypass the effect of atmospheric stability. The experimental results show that the ANN can effectively meet our requirement.

To further analyze the features of the proposed approach, we test the performances of the source estimation methods as a function of atmospheric stability in all possible wind directions when $d = 0, \sigma_d = 5$ and $f_c = 0.1$ (presented in Fig. 7). It is clear that the performance of the ANN remains good in different atmospheric stabilities at all times, while the accuracy of Bayesian inference becomes significantly lower if the atmosphere becomes unstable. Because of the penalty term in the cost function, the correct rate of optimization drops by at most 40% and its performance is slightly better than Bayesian inference.

Generally, the atmospheric stability is very difficult to quantify, while other parameters such as wind direction and concentration can be easily measured. Therefore, determining the precise atmospheric stability as well as the diffusion coefficient is a troubling issue in traditional methods like Bayesian inference and optimization. Fortunately, the source estimation approach based on an ANN can address this problem effectively, which makes it highly promising in real applications.

4.2 Results of real experiment

The measurements of the real experiment are shown in Fig. 8. When the aircraft arrived at the south-west corner, the measured concentration dramatically increased. Therefore, the aircraft was manually controlled to fly forwards and backwards over the south-west corner several times in order to sample sufficient dominant data. Fig. 8(a) represents the measured concentrations sampled by the UAV platform. As we can see in this figure, the aircraft spent most of its time flying around the south-west corner (data no. 300 to no. 1200) and the highest concentration reached almost 16 mg m$^{-3}$.

Via the method introduced in Section 2.2, the original measurements are smoothed by a linear average filter. Thus, the dominant data are then selected according to the proposed method in Section 2.2. The smoothed SO$_2$ concentration data
and dominant data are displayed in Fig. 8(b) together with the original data. According to Fig. 8(b), the dominant data contain six dominant subsets. The average wind directions and wind speeds of all dominant subsets are presented in Table 6. Thus, the trained ANN is applied to calculate the output from these data (shown in Fig. 9). All of these input subsets result in the same conclusion – “chimney of SAR system” is the estimated emission source according to the sum of each output.

### Table 6  Corresponding meteorological data of each dominant subset

| Dominant subset ID | Average wind direction (deg) | Average wind speed (m s⁻¹) |
|--------------------|-------------------------------|-----------------------------|
| 1                  | 81.7                          | 1.9                         |
| 2                  | 90.5                          | 3.4                         |
| 3                  | 85.3                          | 4.2                         |
| 4                  | 103.7                         | 4.4                         |
| 5                  | 105.5                         | 1.7                         |
| 6                  | 102.8                         | 2.9                         |

To test the sensitivity in real situations, virtual noises are added into the input variables to study the resulting uncertainty of the output. Because atmospheric stability is quite difficult to measure, we only test the sensitivity of the proposed method to changes in wind direction, wind speed and concentration. The virtual noises include wind direction noise \(e_d\), wind speed noise \(e_v\) and concentration noise \(e_c\), following the normal distributions \(e_d \sim N(0,\sigma_d)\), \(e_v \sim N(0,\sigma_v)\) and \(e_c \sim N(0,\sigma_c)\) respectively. The effect of wind direction is shown in Fig. 10 when \(\sigma_v = 1\) and \(\sigma_c = 0.1\). As can be seen from the figure, if the deviation of wind direction satisfies \(\sigma_d \leq 12^\circ\), the accuracy is quite high and the ACR remains stable at almost 100%. If \(\sigma_d > 12^\circ\), the ACR begins to decline gradually, decreasing to around 50% when \(\sigma_d\) reaches 30°. We can therefore conclude that the stability of the proposed method with respect to wind direction is acceptable in practice. In terms of wind speed, the sensitivity analysis result shows that the ACR remains unchanged at 100% when the deviation of wind speed noise varies from 0 to 3 m s⁻¹. For the uncertainty in concentration, we find it is unnecessary to plot its sensitivity analysis result because the ACR is always 100% when the noise...
Coefficient of concentration satisfies that $0 \leq f_c \leq 0.5$. In practice, $f_c = 0.5$ is a fairly high concentration noise, which is not common in real sensors. Therefore, the proposed method is extremely insensitive to concentration noise. This confirms that the use of low-price sensors on the UAV platform is acceptable for source term estimation.

5 Discussions

As mentioned in Section 4.1, the accuracy of the source estimation methods may be low in some wind directions. For example, when wind direction $d = 15^\circ$, the trends of the SO$_2$ air concentration measurements generated by the waste incinerator for acrylonitrile, the chimney of the SAR system, and Furnace no. 1 are quite similar. All of them reach their concentration peaks in the south-west corner. Because the SO$_2$ gas plumes of these potential sources are overlapped at the south-west corner when $d = 15^\circ$, it is difficult to identify exactly which of them emits the contaminant. To settle this problem, we suggest to re-plan the flight route to sample dominant data containing more useful information. An effective flight route can avoid ambiguity of identification. For example, Fig. 11 shows an alternative flight route of the UAV platform and Fig. 12 shows its identification results. Clearly, changing the original flight route can greatly improve the accuracy (the mean correct rate is 87.64%).

However, planning the flight route is a complex task, and is not the focus of our current research work. Furthermore, the flight route also has some restrictions. For example, some facilities may be too dangerous for the aircraft to fly over them.

Fig. 10 Sensitivity analysis result of wind direction.

Fig. 11 An alternative, improved flight route for contaminant concentration sampling.

Fig. 12 Source estimation results of ANN, Bayesian inference, optimization and ANN with the improved route.
Therefore, designing an effective flight route is an important but challenging task.

The numerical experiment compares the ANN-based source estimation approach with methods based on Bayesian inference and optimization. The source estimation approach based on the ANN is more stable in changing environmental conditions. The ACR of this approach demonstrates almost no change (as shown in Fig. 7) when the atmospheric stability coefficient is changed from 1 to 4 (stable to unstable). Atmospheric stability and other complex meteorological parameters that are used in Bayesian inference and optimization cannot be precisely measured. However, the ANN-based approach is able to bypass these parameters. In terms of the effect of wind direction, the ACR of the ANN-based approach (77.38%) is higher than those of Bayesian inference and optimization (74.56% and 72.17% respectively) because it has been trained on pre-determined scenarios. In the training set, the ACR of the ANN is 83.05%, and the ACR in the validation set is only slightly lower (82.08%). A well-trained ANN is the basis of accurate inverse calculation, which makes the ANN-based approach the optimal option for source estimation in chemical industry parks. The weak point of the ANN is that the investigation area must be pre-determined, because the source estimation approach based on the ANN needs a large number of training data sampled from this area. Moreover, the number of candidate sources cannot be too large and the ANN cannot identify multiple sources, which are disadvantages that it shares with other traditional methods. However, in chemical industry parks, it is easy to obtain detailed information of the scenario and candidate sources, which means that the ANN method is quite suitable for daily monitoring and management of chemical industry parks.

The real experiment implemented the source estimation method using real SO_2 concentration data. The proposed approach was also verified by the observed and investigated results. Because of the flexibility of the UAV platform, the remote monitoring system was able to sample data containing useful information. The experimental results show that the ACR concerning wind direction is quite high when the error deviation is less than around 12°. Furthermore, the presence of noise in the wind speed and concentration data has almost no influence on the accuracy: the ACR remains at 100% at all times when these noise sources vary within realistic ranges. Although the resolution and accuracy of the sensors installed on the UAV platform (ppb or ppm level) were much lower than those of static sensors (ppt or ppb level), the proposed method was acceptably insensitive to the measurement errors. Consequently, the real experiment illustrates the advantages of the source estimation approach based on an ANN and a UAV platform and demonstrates that this approach can be successfully applied in a real chemical industry park.

6 Conclusion

This paper proposed an approach for estimating a contaminant dispersion source based on a UAV platform, an ANN and an atmospheric dispersion simulation tool. Using a UAV platform can overcome the limitations of static sensors and allow the sampling of high-quality concentration data containing important spatial information. Using an ANN can bypass the need for complex parameters and mechanisms of backward calculation and provide stability when the environmental conditions change dramatically. Because this platform is insensitive to noise added into the concentration measurements, it is feasible to install gas sensors that are relatively inaccurate but lightweight. However, noise in the wind direction data can significantly influence the final accuracy. The meteorological data should therefore be of high accuracy and precision, in agreement with the conclusions of previous studies. Furthermore, planning an effective flight route is an important measure to promote the accuracy of source estimation.

The approach proposed in this paper had a positive impact in practice. A more advanced monitoring system is now under development. The gas sensors have been upgraded to the μg m⁻³ level. In addition, Raspberry Pi has been replaced by a stable micro-controller. In terms of the source estimation approach, the current version is only appropriate for single-source identification. Therefore, a multi-source identification algorithm will be investigated in the future.
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