APPROXIMATION ALGORITHM FOR SPHERICAL $k$-MEANS PROBLEM WITH PENALTY
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Abstract. The $k$-means problem is a classical combinatorial optimization problem which has lots of applications in many fields such as machine learning, data mining, etc. We consider a variant of $k$-means problem in the spherical space, that is, spherical $k$-means problem with penalties. In the problem, it is allowable that some nodes in the spherical space can not be clustered by paying some penalty costs. Based on local search scheme, we propose a $\left(4(11 + 4\sqrt{7}) + \epsilon\right)$-approximation algorithm using single-swap operation, where $\epsilon$ is a positive constant.

1. Introduction. In the real world, it is important to cluster the data with similar structure into several parts. This leads to clustering problem. The $k$-means problem is one of the most widely used problems (c.f. [9, 10]). In the $k$-means problem, we are given a set of discrete nodes $\mathcal{N}$ in continuous $d$-dimension space $\mathcal{R}^d$ (c.f. Figure 1). The cost of each pair of nodes in $\mathcal{R}^d$ is measured by the distance between them in $\mathcal{R}^d$. We shall choose $k$ centers in $\mathcal{R}^d$ such that the total cost from each node in $\mathcal{N}$ to the closest center is minimized. That is,

$$\min_{C \subseteq \mathcal{R}^d : |C| \leq k} \sum_{j \in \mathcal{N}} \min_{i \in C} c(i, j),$$

where $c(i, j)$ is the cost between the nodes $i$ and $j$.

The $k$-means problem has lots of applications in many fields such as machine learning, data mining, etc, that is NP-hard [2]. One of the efficient methods for NP-hard problems is to design a heuristic algorithm. Lloyd’s algorithm [15] is the
most creative achievement which is used in various engineer fields (c.f. [13, 16]). It alternately finds centers and clusters in the algorithm. The algorithm is one of the TOP 10 algorithms in data mining [18]. Although the algorithm is successfully applied to the field of engineering, the theoretical worst-case performance guarantee (i.e. approximation ratio) of the algorithm is unbounded.

One way to obtain an approximation algorithm for $k$-means problem is a kind of seeding algorithm which chooses appropriate initial solution in Lloyd’s algorithm. Arthur and Vassilvitskii [4] obtain a $O(\ln k)$-approximation algorithm by finding an efficient initial solution in Lloyd’s algorithm. This kind of algorithm is called $k$-means++. Another scheme to obtain approximation algorithm for the $k$-means problem is local search. Based on the scheme, Kanungo et al. [12] propose a constant approximation algorithm for the problem. Moreover, Ahmadian et al. [3] give a $6.375$-approximation algorithm based on primal-dual scheme. Although the algorithm is complex, the approximation ratio is the best until now. There are also some works on the bi-criteria, that is, it is allowable to violate the upper bound of the number of the centers. Wei [17] gives an approximation algorithm by violating the upper bound of $k$ based on seeding algorithm.

There are also some interesting extensions for the $k$-means problem such as $k$-means with penalties (c.f. [7, 8, 13]). In the $k$-means problem, all data should be divided into some group. Actually, some data are far from the others such as, the node in the lower right corner in Figure 1. This leads to a penalty version. In the $k$-means problem with penalties, it is allowable that some nodes are not clustered by paying some penalty costs. Zhang et al. [20] propose a $(81 + \epsilon)$-approximation algorithm based on local search scheme which is further improved to $(25 + \epsilon)$, where $\epsilon$ is a positive constant. Feng et al. [6] give a better $(19.849 + \epsilon)$-approximation algorithm. Li et al. [14] propose a seeding algorithm for the problem.

Figure 1. $k$-means problem
In the classical k-means problem, all nodes are all in $\mathbb{R}^d$ (c.f. Figure 1). In fact, the nodes needed to be clustered are on the sphere in some practical problems. This induces an extension of the k-means problem, spherical k-means problem. In this problem, all nodes in $\mathcal{N}$ are on the sphere with unit radius (Figure 5). Zhang et al. [19] obtain a $(2(4 + \sqrt{7}) + \epsilon)$-approximation algorithm based on the local search scheme. Ji et al. [11] consider spherical k-means problem with penalties by seeding algorithm in which there are penalty costs based on the spherical k-means problem.

In this work, we study spherical k-means problem with penalties using local search technique. Combining the special structure and the technique in [19], we obtain $(4(11 + \sqrt{7}) + \epsilon)$-approximation algorithm for the problem. In the rest of the paper, we introduce the problem in detail in Section 2. Then, we give the standard local search algorithm in Section 3. In Section 4. we analyze the single-swap algorithm. At last, we will propose some conclusions in Section 5.

2. Preliminary. In the spherical k-means problem with penalties (Sph-k-MP), we are given a node set $\mathcal{N} = \{j_1, j_2, \cdots, j_n\} \subseteq \mathcal{S}^d$, where $\mathcal{S}^d$ is a unit sphere in $d$-dimension space, that is, $\mathcal{S}^d = \{x \in \mathbb{R}^d : \|x\| = 1\}$. Each pair nodes $a, b \in \mathcal{S}^d$, let $d(a, b)$ denote the spherical distance between them. Also, the distance $d(a, b)$ is the cost between $a$ and $b$. There is a penalty cost $p_j$ for each node $j \in \mathcal{N}$. We need to choose at most $k$ center in $\mathcal{S}^d$ and a penalized subset of $\mathcal{N}$ such that the total cost is minimized. The total cost includes the cost for the un-penalized nodes to the corresponding closest center and the penalty cost for the penalized nodes. Thus, we have

$$\min_{P \subseteq \mathcal{N}, S \subseteq \mathcal{S}^d, |S| \leq k} \sum_{j \in P} p_j + \sum_{j \in \mathcal{N}\setminus P} d(j, S),$$

where $d(j, S) := \min_{c \in S} d(j, c)$. Actually, we have $d(j, i) = 1 - c(j, i)$ where $i, j$ are two distinct nodes in $\mathcal{S}^d$.

Note that the distance in the spherical space $\mathcal{S}^d$ is different with the distance in the Euclid space $\mathbb{R}^d$. Though $d(a, b)$ for each $a, b \in \mathcal{S}^d$ is positive and symmetric,
the triangle inequalities do not hold anymore. Indeed,\[ d(a, b) = 1 - c(a, b) = 1 - \frac{a^T b}{\|a\|\|b\|} = 1 - a^T b = 1 - \frac{1}{2} (\|a\|^2 + \|b\|^2 - a^T b) = 1 - 2\|a - b\|^2. \] (1)
The third equality holds since $\|a\| = \|b\| = 1$. Then, for each $a, b, c \in S^d$, the following holds.\[ \sqrt{d(a, c)} \leq \sqrt{d(a, b)} + \sqrt{d(b, c)}. \] (2)

3. **Single-swap algorithm.** In this section, we will give an approximation algorithm for the Sph-$k$-MP based on a single-swap operation. Since the penalized set can be ascertained if the center set is given, we just use the center set to represent the corresponding solution. Let $\text{Cost}(S)$ be the total cost if the center set is $S$. Under the framework of the local search technique, we need to choose a feasible solution for the Sph-$k$-MP firstly. Then, we swap a center in the current solution and a node not in the current solution. In the discrete space, the procedure is well-defined. However, in the continuous space, we need to choose a node in $S^d$ to replace a center in the current solution. There are infinite nodes in $\mathbb{R}^d$. Thus, it is necessary to find a discrete alternate nodes in the framework of the local search framework. In [19], they use the $N$ as the discrete candidates. We follow this idea, and obtain our algorithm.

**Algorithm 1:**

Step 0 Initially, we arbitrarily choose a subset of $N$ with $k$ elements which is denote as $S_{cur}$.

Step 1 Find the minimum cost of the solution $S'$ in\[ \{S_{cur} \setminus \{s\} \cup \{j\} : s \in S_{cur}, j \in N \setminus S_{cur}\}. \]
That is,\[ S' := \arg \min_{s \in S_{cur}, j \in N \setminus S_{cur}} \text{Cost}(S_{cur} \setminus \{s\} \cup \{j\}). \]

Step 2 If $\text{Cost}(S') \geq \text{Cost}(S_{cur})$, output local optimal solution $S := S_{cur}$. Otherwise, update $S_{cur} := S'$ and go back Step 1.

In the above algorithm, we use the framework of local search technique based on swapping a pair of nodes (see Figure 3). We use a node in $N$ to replace a node in the current solution. When the solution can not be improved anymore, the algorithm terminates. In fact, the condition of $\text{Cost}(S') \geq \text{Cost}(S_{cur})$ in Step 2 needs to be changed as $\text{Cost}(S') - \text{Cost}(S_{cur}) > \epsilon$ to guarantee the polynomial time of the algorithm, where $\epsilon$ is a positive constant. This will lead to an additional $\epsilon$ in approximation ratio. For easy to understand, we omit $\epsilon$ in the procedure of the proofs.
4. Analysis. Though the algorithm is standard, we need to analyze the efficiency of the algorithm for the problem of the penalty version. For this, we define some notation for the analysis.

- **S**: the local optimal solution.
- **O**: the global optimal solution.
- **P**: the penalized node set in local optimal solution, that is, \( P = \{ j \in \mathcal{N}, p_j < d(j, S) \} \).
- **P^***: the penalized node set in global optimal solution, that is, \( P^* = \{ j \in \mathcal{N}, p_j < d(j, O) \} \).
- **N^S(s)**: the node subset of \( \mathcal{N} \) whose cluster center is \( s \) in local optimal solution, that is, \( N^S(s) = \{ j \in \mathcal{N}, d(s, j) < d(s', j), \text{ for all } s' \neq s, s' \in S \} \).
- **N^O(o)**: the node subset of \( \mathcal{N} \) whose cluster center is \( o \) in global optimal solution, that is, \( N^O(o) = \{ j \in \mathcal{N}, d(o, j) < d(o', j), \text{ for all } o' \neq o, o' \in O \} \).
- **s_j**: the center of the node \( j \) in local optimal solution, that is, \( s_j := \arg \min_{s \in S} \{ d(j, s) : s \in S \} \).
- **o_j**: the center of the node \( j \) in global optimal solution, that is, \( o_j := \arg \min_{o \in O} \{ d(j, o) : o \in O \} \).
- **C_j(S)**: the distance for \( j \) in the solution of \( S \), that is, \( C_j(S) = d(j, s_j) \).
- **C_j(O)**: the distance for \( j \) in the solution of \( O \), \( C_j(O) = d(j, o_j) \).
- **j_o**: the closest node in \( \mathcal{N} \) for the center \( o \) in \( O \), that is, \( j_o := \arg \min_{j \in \mathcal{N}} d(j, o) \).

In the analysis of local search algorithm, it is important to find appropriate operations. The solution can not improve the local optimal solution by these operations. In our analysis, there are two relative mappings (c.f. Figure 4). In fact, we find the closest \( s \) in \( S \) for each node in \( o \in O \). This is a mapping \( g \) from \( O \) to \( S \). Moreover, we find the closest node \( j_o \) in \( \mathcal{N} \) for each \( o \in O \). This is also a mapping \( h \) from \( O \) to \( \mathcal{N} \). With no loss of generality, we assume \( h(o) \neq h(o') \) for \( o \neq o' \). Then we construct a mapping \( f \) from \( \{ h(o) : o \in O \} \subseteq \mathcal{N} \) to \( S \). In the previous works on local search technique, it is always to consider the swap operation of a node in \( S \) and a node in \( O \). In our algorithm, the analysis does not work since we use the node in \( \mathcal{N} \) to replace one of the current center. We swap \( s \) in \( S \) and \( j_o \) for some \( o \) in \( O \). We abuse the notation of \( g^{-1}(.) \) to be the set of original image for mapping \( g \). We consider the following three cases.

Case 1: If \( |g^{-1}(g(o))| = 1 \) (see the first part of Figure 4), we map the node \( j_o \in \mathcal{N} \) to the corresponding \( h(o) \in S \), that is, \( f(j_o) = g(o) \).
Case 2: If $|g^{-1}(g(o))| = 2$ (see the second part of Figure 4), we find an other node $s_1$ in $S$ which is not the closest node for any $o \in O$. Then, we map the both the nodes to the node $s_1 \in S$, that is $f(j_o,j) = f(j_o,j') = s_1$ where $h(g^{-1}(g(o))) = \{j_o,j_o\}$, where we also abuse the notation $h(O')$ for $O' \subseteq O$ to denote the set of the nodes $h(o)$ for all $o \in O'$.  

Case 3: If $|g^{-1}(g(o))| > 2$ (see the third part of Figure 4), we find $l - 1$ nodes $s_1,s_2,\ldots,s_{l-1}(l = |g^{-1}(g(o))|)$ in $S$ which is not the closest node for any $o \in O$. Also, these nodes can be different with the nodes found in Case 2. Then, we map two nodes in $h(g^{-1}(g(o)))$ to the same $s_1$, the left nodes to $s_2,s_3,\ldots,s_l$ one by one. That is, $f(j_o,j) = f(j_o,j') = s_1,f(j_o,j') = s_2,\ldots,f(j_o) = s_{l-1}$, where $h(g^{-1}(g(o))) = \{j_o,j_o,\ldots,j_o\}$.

Then, we use the operation of swapping the nodes in $j_o \in \{h(o) : o \in O\}$ and $f(j_o)$ in our analysis. Note that there are some node in $S$ will be swapped twice (Case 2 and Case 3). When we swap $j_o \in \{h(o) : o \in O\}$ and $f(j_o)$, we need to estimate the cost changes induced by the swap operation. Since the candidate centers in our algorithm is not in $\mathcal{S}^d$ but in $\mathcal{N}$, we set the center of $N_{O}(o)$ is $j_o$ for each $o \in O$. Then, let $o = h^{-1}(j_o)$ and $s = f(j_o)$ for easy to understand. We consider the following cases (c.f. Figure 5).

Case I The node $j \notin N^O(o) \cup N^S(s) \setminus (P \cap P^*)$ keeps the original clustering. The cost does not change.

Case II The node $j \in P \cap P^*$ keeps to be penalize. The cost does not change.

Case III The node $j \in P \cap N^O(o)$ is clustered into the cluster with center $j_o$ which is penalized in local optimal solution. The cost changes to $d(j_o,j)$ from $p_j$.

Case IV The node $j \in N^S(s) \cap P^*$ is penalized which is clustered into the cluster with center $s$ in local optimal solution. The cost changes to $p_j$ from $d(s,j)$.

Case V The node $j \in N^O(o) \setminus P$ is clustered into the cluster with center $j_o = h(o)$. The cost changes to $d(j_o,j)$ from $d(s,j)$.

Case VI The node $j \in N^S(s) \setminus (N^O(o) \cup P^*)$ is clustered into the cluster with center $g(o_j)$. The cost changes to $d(g(o_j),j)$ from $d(s,j)$. Note that $o_j$ is the center which $j$ is assigned to and $g(o_j) \in S$ is the closest center in local optimal solution to $o_j$.

Now, we are ready to analyze Algorithm 1. From the above, we need to estimate the bound of $d(j_o,j)$ and $d(g(o_j),j)$ to obtain the approximation ratio. Thus, we
have the following two lemmas. Lemma 4.1 is similar as [19]. We also rewrite the lemma and proof for the completeness of the paper.

**Lemma 4.1.** For each node $j \in N^O(o)$, we have

$$d(j_o, j) \leq 4d(o, j).$$

**Proof.** By (2), we obtain

$$d(j_o, o) \leq \left( \sqrt{d(o, j)} + \sqrt{d(o, j_o)} \right)^2$$

$$= d(o, j) + d(o, j_o) + 2\sqrt{d(o, j)d(o, j_o)}$$

$$\leq 2(d(o, j) + d(o, j_o))$$

$$\leq 4d(o, j).$$

The third inequality holds since the average inequality. The last inequality holds since the definition of $j_o$ which is the closest node in $N$ for $o$. \qed

Next, we consider the bound for Case VI.

**Lemma 4.2.** For a node $j \in N$,

$$d(g(o_j), j) \leq 4C_j(O) + C_j(S) + 4\sqrt{C_j(S)\sqrt{C_j(O)}}.$$

**Proof.** By (2),

$$d(g(o_j), j) \leq \left( \sqrt{d(o_j, j)} + \sqrt{d(g(o_j), o_j)} \right)^2.$$ 

Then,

$$d(g(o_j), j) \leq d(o_j, j) + d(g(o_j), o_j) + 2\sqrt{d(o_j, j)d(g(o_j), o_j)}.$$ 

Since $g(o_j)$ is the closest node in $S$ for $o_j$ and $s_j \in S$, we have

$$d(g(o_j), j) \leq d(o_j, j) + d(s_j, o_j) + 2\sqrt{d(o_j, j)d(s_j, o_j)}.$$
By (2) again,
\[
d(g(a_j), j) \leq d(o_j, j) + \left(\sqrt{d(s_j, j)} + \sqrt{d(o_j, j)}\right)^2 \\
+ 2\sqrt{d(o_j, j)} \left(\sqrt{d(s_j, j)} + \sqrt{d(o_j, j)}\right).
\]
By the definition of \( C_j(O) \) and \( C_j(S) \), it is easy to see that
\[
d(g(a_j), j) \leq 4C_j(O) + C_j(S) + 4\sqrt{C_j(O)}\sqrt{C_j(S)}.
\]
\[\square\]

In our analysis, we need to swap all \( j_o \) and the corresponding \( f(j_o) \) (c.f. Figure 6). Then, we obtain our approximation ratio.

**Theorem 4.3.** There is a \((4(11 + \sqrt{7}) + \epsilon)\)-approximation algorithm for Sph-k-MP.

**Proof.** Since \( S \) is local optimal, the solution of \( S \setminus \{s\} \cup j_o \) can not improve the solution of \( S \) (set \( s = f(j_o) \) for easy).

\[
Cost(S \setminus \{s\} \cup \{j_o\}) - Cost(S) \geq 0.
\]

Analyzing Case I-VI, we have
\[
\sum_{j \in N^S(s) \cap P^*} (p_j - d(s_j, j)) + \sum_{j \in N^S(s) \setminus (N^O(o) \cup P^*)} (d(g(o_j), j) - d(s_j, j)) \\
+ \sum_{j \in N^O(o) \setminus P} (d(j_o, j) - d(s_j, j)) + \sum_{j \in N^O(o) \cap P} (d(j_o, j) - p_j) \geq 0
\]
By Lemma 4.1,
\[
\sum_{j \in N^S(s) \cap P^*} (p_j - d(s_j, j)) + \sum_{j \in N^S(s) \setminus (N^O(o) \cup P^*)} (d(g(o_j), j) - d(s_j, j)) \\
+ \sum_{j \in N^O(o) \setminus P} (4d(o_j, j) - d(s_j, j)) + \sum_{j \in N^O(o) \cap P} (4d(o_j, j) - p_j) \geq 0.
\]

Considering all pair \( j_o \) and the corresponding \( f(j_o) \in S \) for all \( o \in O \), we sum up all inequalities. Note that the are some \( s \in S \) swapped twice.

\[
2 \sum_{s \in S} \sum_{j \in N^S(s) \cap P^*} (p_j - d(s_j, j)) + 2 \sum_{s \in S} \sum_{j \in N^S(s) \setminus (N^O(o) \cup P^*)} (d(g(o_j), j) - d(s_j, j)) \\
+ \sum_{o \in O} \sum_{j \in N^O(o) \setminus P} (4d(o_j, j) - d(s_j, j)) + \sum_{o \in O} \sum_{j \in N^O(o) \cap P} (4C_j(O) - p_j) \geq 0.
\]
By Lemma 4.2, we have
\[
2 \sum_{j \in (N \setminus P) \cap P^*} (p_j - C_j(S)) \\
+ 2 \sum_{j \in (N \setminus P) \setminus P^*} \left( C_j(S) + 4C_j(O) + 4\sqrt{C_j(S)C_j(O) - C_j(S)} \right) \\
+ \sum_{j \in (N \setminus P^*) \setminus P} (4C_j(O) - C_j(S)) + \sum_{j \in (N \setminus P^*) \cap P} (4C_j(O) - p_j) \geq 0.
\]
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Figure 6. Partition of $\mathcal{N}$

That is,

$\sum_{j \in (\mathcal{N} \setminus P) \cap P^*} p_j + 2 \sum_{j \in (\mathcal{N} \setminus P^*) \setminus P} C_j(O) + 4 \sum_{j \in (\mathcal{N} \setminus P^*) \cap P} C_j(O)$

$- \left( 2 \sum_{j \in (\mathcal{N} \setminus P) \cap P^*} C_j(S) + \sum_{j \in (\mathcal{N} \setminus P^*) \setminus P} C_j(S) + \sum_{j \in (\mathcal{N} \setminus P^*) \cap P} p_j \right)$

$+ 8 \sum_{j \in (\mathcal{N} \setminus P^*) \setminus P} \sqrt{C_j(S)C_j(O)} \geq 0.$

Then, we obtain

$2 \sum_{j \in (\mathcal{N} \setminus P) \cap P^*} p_j + 12 \sum_{j \in (\mathcal{N} \setminus P^*) \setminus P} C_j(O) + 4 \sum_{j \in (\mathcal{N} \setminus P^*) \cap P} C_j(O) + \sum_{j \in P \cap P^*} p_j$

$- \left( 2 \sum_{j \in (\mathcal{N} \setminus P) \cap P^*} C_j(S) + \sum_{j \in (\mathcal{N} \setminus P^*) \setminus P} C_j(S) + \sum_{j \in (\mathcal{N} \setminus P^*) \cap P} p_j + \sum_{j \in P \cap P^*} p_j \right)$

$+ 8 \sqrt{\sum_{j \in (\mathcal{N} \setminus P) \cap P^*} C_j(S)} \sqrt{\sum_{j \in (\mathcal{N} \setminus P) \setminus P^*} C_j(O)} \geq 0.$

It is easy to see that,

$12\text{Cost}(O) - \text{Cost}(S) + 8\sqrt{\text{Cost}(S)}\sqrt{\text{Cost}(O)} \geq 0.$

Then, we have,

$\text{Cost}(S) \leq 4(11 + \sqrt{7})\text{Cost}(O).$

Thus, Algorithm 1 is $(4(11 + \sqrt{7}) + \epsilon)$-approximation algorithm.
5. **Conclusions.** We consider an extension of the classical $k$-means problem, i.e., spherical $k$-means problem with penalties. Based on local search scheme, we give a $(4(1 + 4\sqrt{7}) + \epsilon)$-approximation algorithm, where $\epsilon$ is a positive constant. In our algorithm, we use simple sing-swap operation. In fact, the operation can be instead by multi-swap operation. This will improve the approximation ratio as $58 + \epsilon$ roughly using the simple analysis technique, where $\epsilon$ is a positive constant. It is interesting to consider $k$-means problem with penalties using primal-dual scheme in the future.
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