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Abstract—Lung cancer is the leading cause of cancer related mortality by a significant margin. While new technologies, such as image segmentation, have been paramount to improved detection and earlier diagnoses, there are still significant challenges in treating the disease. In particular, despite an increased number of curative resections, many postoperative patients still develop recurrent lesions. Consequently, there is a significant need for prognostic tools that can more accurately predict a patient’s risk for recurrence.

In this paper, we explore the use of convolutional neural networks (CNNs) for the segmentation and recurrence risk prediction of lung tumors that are present in preoperative computed tomography (CT) images. First, expanding upon recent progress in medical image segmentation, a residual U-Net is used to localize and characterize each nodule. Then, the identified tumors are passed to a second CNN for recurrence risk prediction. The system’s final results are produced with a random forest classifier that synthesizes the predictions of the second network with clinical attributes. The segmentation stage uses the LIDC-IDRI dataset and achieves a dice score of 70.3%. The recurrence risk stage uses the NLST dataset from the National Cancer Institute and achieves an AUC of 73.0%. Our proposed framework demonstrates that first, automated nodule segmentation methods can generalize to enable pipelines for a wide range of multitask systems and second, that deep learning and image processing have the potential to improve current prognostic tools. To the best of our knowledge, it is the first fully automated segmentation and recurrence risk prediction system.

Index Terms—Computer-Aided Diagnosis (CAD), Computed Tomography (CT), Convolutional Neural Network, Deep learning, Lung nodule segmentation, Lung cancer recurrence prediction

I. INTRODUCTION

Lung cancer causes significantly more deaths each year than any other form of cancer. In fact, even though there has been significant progress in the diagnosis and treatment of the disease, it is still projected to remain the leading cause of cancer related mortality through 2030 [1] (see Figure 1). While improved medical technology can enable earlier detection and therefore increase the number of curative tumor resections, over 30% of postoperative patients will still develop recurrent lesions [2]. On average, these patients do not survive more than a year [3]. Consequently, disease recurrence contributes significantly to lung cancer’s startlingly low 5 year survival rate of 4-17% depending on stage and geographic location [4].

With the rise of precision medicine and continued development of new treatment options however, there has been an increased push for better and more individualized recurrence prognostication tools [6]. The failure to accurately evaluate risk for recurrence in the past is largely due to the inadequacy of current methods, particularly the Tumor, Node, Metastasis (TNM) staging system [7]. The system is the medical standard for defining the extent and spread of cancer and is used to break patients up into 5 numerical stages (stage 0 to stage IV) [7]. Despite the fact that it lacks the granularity required to accurately predict risk of recurrence on an individual basis, in clinical settings, it is still considered the best tool for the task [8]. Specifically, post-surgical recurrence rates for stage I patients have been reported to range from 27% to 38% [9]. However, with the TNM system, stratifying a patient as

¹T (tumor) refers to the extent of the primary tumor. N (node) refers to the extent of cancer that has spread to nearby lymph nodes. M (metastasis) refers to whether the cancer has spread to distant parts of the body.
high or low risk for recurrence and the subsequent treatment decisions (like whether or not to administer adjuvant therapy), is usually determined by whether or not their cancer has progressed to stage II. Thus, there is a persistent need for a more granular prognostic tool, and in particular, for one that can more accurately identify high risk stage I patients or low risk stage II patients. Fortunately, new medical technologies are continuing to enable the development of potentially transformative methods.

Recently, the search for a better recurrence prognostication tool has found its way to radiomics – an emerging field of research that aims to extract high-dimensional data from radiographic medical images. While the use of the field for recurrence prediction is novel, the few studies that have utilized these methods have had promising results. Nonetheless, both rely on radiologists to localize the tumors by hand and do not have a fully automated pipelines. As a result, extending the methodologies in to unannotated datasets is intractable if a radiologist cannot be accessed. Unfortunately, to the best of our knowledge, there are no published lung imaging datasets that contain both the information to determine recurrence status (as opposed to just survival time) and prerecorded annotations from radiologists. Nonetheless, although relatively untested prior to this study, a potential alternative is to localize and geometrically characterize tumors from datasets without annotations using automated image segmentation.

In recent years, significant research effort has gone into developing automated methods for segmenting lung tumors in order to aide the radiology process. While certain semi-automated methods have enabled software that facilitates radiologist led segmentation, there is still a need for full automation. This has become especially true due to the current state of lung cancer screening. In the past decade, significant evidence has shown that using low-dose CT scanning as opposed to chest radiography (i.e. X-ray) for screening reduces lung cancer mortality rates. These findings have led to recommendations from the American College of Radiography, the US Preventive Services Task Force, and the National Comprehensive Cancer Network reemphasizing that CT screens should be the first step in managing lung abnormalities. As a result, CT screening has become the default modality in lung cancer imaging. However, the manual analysis of a CT scan, which will usually contain hundreds of slices, is an extremely laborious process. Not only does this lead to less efficient clinical protocols, but it also makes building large scale, manually segmented datasets extremely difficult. However, as we mentioned previously, the issues with manually segmenting datasets can potentially be resolved by the development and integration of automated nodule segmentation. Fortunately, with the 2011 release of the LIDC-IDRI dataset, a large-scale lung cancer imaging collection that is both publically available and analyzed by multiple radiologists, research on automated nodule segmentation has accelerated rapidly. Still, few of these algorithms have demonstrated the capability to extend past LIDC-IDRI or been used in automated, multitask pipelines. In this study, we explore this relatively untested area with recurrence risk prediction.

The system we propose consists of preprocessing and two main prediction stages. In the first stage, a 2D axial slice containing nodule tissue is taken from a 3D CT series, and sent as input to a segmentation subnetwork. The predicted segmentation is then post-processed and passed to the second stage to generate a 3D ROI around the nodule. The ROI is sent as input into the second subnetwork for recurrence risk prediction and assigned a risk score between 0 and 1. A cutoff of 0.5 is also applied to evaluate the system’s performance as a binary classifier. In the last part of our study, we build a model that synthesizes the predictions of our network with clinical data and geometric tumor fea-

---

2 Adjuvant therapy is treatment, usually chemotherapy, that is administered in addition to surgery to reduce the risk of recurrent disease.
tured that are extracted from our predicted segmentations. We implement this final model as a random forest classifier [25]. An illustration of the entire system’s framework is provided in Figure 2. Ultimately, the successful implementation of nodule segmentation algorithm within a multitask, multi-dataset pipeline exhibits the power of current medical image segmentation. To the best of our knowledge, our proposed framework is the first fully automated segmentation and classification system for recurrence risk prediction. Our main contributions are summarized below:

1) We demonstrate that nodule segmentation algorithms can generalize to other independent datasets.
2) We show that these algorithms can be integrated into classification pipelines that are trained using these different datasets.
3) We make the NLST dataset viable for recurrence prediction via automated segmentation. This enables algorithms to use the extensive of features included in NLST even when a radiologist is not accessible.

II. MATERIALS AND PREPROCESSING

In the following section, we discuss the datasets used and the initial pipeline for processing their images. To start, we provide an overview of each of the datasets, their collection methods, and their respective roles within our framework.

A. Datasets

We utilize two independent datasets for our study:

- **LIDC-IDRI** [20]: This dataset is used to train the segmentation stage of our system. The original dataset before cleaning consists of 1,018 low-dose CT image scans from 1,010 patients in DICOM format, each with a varying number of cross-sectional 2D slices. Additionally, each of the series has an associated XML file containing the annotations of 4 separate radiologists.

- **NLST** [26]: We use a subset of the NLST CT image collection to train and test our recurrence prediction stage. The subset provided contains only patients with confirmed lung cancer. Before cleaning, it consists of 1,165 sets of low-dose CT scans from 622 patients in DICOM format, each with a varying number of cross-sectional 2D slices. In addition to the images, there is a significant amount of clinical, treatment, and outcome data included.

A summary of the important attributes of each dataset (after cleaning and feature engineering) is provided in Table I.

| Dataset   | Purpose                                      | Important Attributes                                      |
|-----------|----------------------------------------------|-----------------------------------------------------------|
| LIDC-IDRI | segmentation training and testing             | radiologists’ annotations, primary axial slices            |
| NLST      | recurrence risk prediction training and testing | disease progression, residual disease after surgery, treatments administered, cause of death, cancer stage, demographic information, adjuvant therapy, primary axial slices |

B. Data Cleaning and Feature Engineering

In order to remove outliers and inconsistencies before training, both the LIDC-IDRI and NSLT datasets go through a data cleaning process. For LIDC-IDRI, any scans or nodules that match one or more of the following criteria is excluded from our study: scans with large slice thickness (> 2.5mm), scans with missing slices, or inconsistent spacing, nodules with diameters < 3mm (marked in the dataset by a single point rather than an entire contour, nodules not marked by the majority of radiologists (at least 3). For NLST, cleaning is done on a per patient and per nodule basis. Patients and nodules excluded are: patients who had non-surgical primary treatments, like chemotherapy or radiation therapy, patients who had residual disease left after their surgery, patients who did not remain in contact until the conclusion of the study, patients who have multiple, but not identical, scans included for the same year. (The dataset does not indicate which of these scans corresponds to the reported tumors), nodules with diameter < 4mm. (Nodule diameter is not recorded in NLST if it is less than 4mm).

Following data cleaning, the substantial amount of clinical data present in NLST allows us to infer additional features. Most prominently, cancer recurrence (our target outcome variable) is inferred from the progression data and treatment data. If the patient had a cancer progression, the time of the progression is compared to the time of surgery. Additionally, we infer an adjuvant therapy feature. If the patient has any documented chemotherapy treatments in addition to surgery, we compare the time the treatment is administered to the time of surgery. If it is determined that chemotherapy was administered post-surgically, the patient is marked as having received adjuvant therapy.

III. LUNG NODULE SEGMENTATION

A. Segmentation Architecture

For our lung nodule segmentation model, we choose to use an adapted U-Net [27]. The U-Net, a CNN variant, has recently become the state of the art for many segmentation tasks. The specific architecture we use, which is strongly inspired by [28], adjusts the original architecture to contain residual connections.

3 All code used to implement the system and run experiments is available in this project’s online repository: https://github.com/maggiebasta/lung-cancer-thesis

4 Residual connections (first proposed by [29]) are constructed by adding the unit’s original input to its output.
Fig. 3. Architecture of the proposed residual U-Net for segmentation. The output shape, (image x size, image y size, and number of channels), is denoted below each unit. Blue arrows represent the main path of the network, dotted arrows represent residual connections, and grey arrows represent the connection between the mirrored units of the contracting and expanding paths. The colors of the layers represent different operations.

1) **Contracting Units**: Similar to [28], each residual unit within the contracting path applies a batch normalization and ReLU activation to the previous unit’s output. This is followed by a $(3 \times 3)$ convolution with a stride length of 2. The process is then repeated a second time, but with a convolution stride length of 1. Finally, the original input is added to the output of the second convolutional layer and passed on to the next unit. Unlike the original U-Net, the stride length of 2 in the first convolution serves as the downsampling operation, so no max pooling operation is applied.

2) **Bridge Unit**: Next, the bridge unit consists of this same batch normalization, activation, convolution sequence. However, the sequence is applied only once before the output is passed to the expanding path. Also, there is no residual connection across the unit.

3) **Expanding Units**: The units in the expanding path have a similar structure to the contracting units. However, first, a $(2 \times 2)$ up-sampling operation and concatenation with the output of the mirrored contracting unit is applied. Also, both convolutional layers in the expanding path have stride lengths of 1.

Following the expanding path, the image is passed through a $(1 \times 1)$ convolution and sigmoid activation. This activation is then followed by the application of a binary mask to eliminate any false positives detected outside of the lung region. The mask is generated from the network’s original input. Specifically, since our preprocessing routine yields a normalized image with the background removed, applying a ceiling operation to this image creates a binary mask of the lung field. Then, applying the mask to the output of the sigmoid removes any falsely activated pixels from outside of the lung region.

**B. Segmentation Training**

Following the preprocessing routine discussed in the previous section, the images are partitioned randomly into training, testing, and validation sets based off patient ids. In order to maximize the number of images for training, all slices containing nodule tissue are included in the training and validation sets. For the test set however, only the image with the largest cross-sectional tumor diameter is considered. (During recurrence prediction in the next stage of the system, only slices with the largest cross-sectional tumor diameter are used to segment each nodule).

The model is implemented using the Keras 2.2.4 using tensorflow 1.14.0 as the backend. Due to the significant imbalance of non-nodule to nodule pixels, weighted binary cross-entropy is used as the loss function:

$$L_{wbce} = -\frac{1}{N} \sum_{i=1}^{N} w \cdot y_i \cdot \log(h_{\theta}(x_i)) + (1 - y_i) \cdot \log(1 - h_{\theta}(x_i))$$

(1)

where $N$ is the number of samples, $w$ is the weight given to the positive class, $y_i$ is the true label for the $i$’th sample, $h_{\theta}$ is the network with weights $\theta$, and $x_i$ is the input for the $i$’th sample. We use a weight of 12.0 for the positive class. For our optimizer, we use the Adam optimizer with a global learning rate of 0.0001.

Another critical element of our training process is data augmentation. Due to the limited number of samples and the
similarity between images from the same patient, augmentation is crucial to avoid overfitting. All augmentation is done in real time during training instead of as part of preprocessing. The operations include random brightness shifts, rotations, shears, zooms, and horizontal flips. The magnitude of each of the operations is chosen randomly during training, and all images are also normalized to the 0-1 range at the end of the augmentation process.

C. Segmentation Post-Processing

After the final output from the network, a small amount of post-processing is done. For certain predicted segmentations, there are multiple activated regions. This can be due to the presence of more than one nodule in the same image, or false positives. In order to both simplify the transition to the next stage of the system (recurrence classification on a single nodule) and eliminate potential false positives, we select only one of these regions to remain activated in the final segmentation. The region selected is the most densely activated region.

D. Segmentation Results and Experiments

We evaluate our model using several metrics that compare the predicted segmentations with the manual segmentations made by the radiologists.\(^5\)

1) **Dice coefficient**: a measurement of the relative overlap between two images.

\[
\text{Dice}(X, Y) = \frac{2(|X| \cap |Y|)}{|X| + |Y|}
\]

where \(\cap\) is the intersection operator and \(X\) and \(Y\) are the two images in question. A dice coefficient of 1 occurs when there is a perfect overlap. A dice coefficient of 0 occurs when there is no overlap.

2) **Precision**

3) **Recall**

To test the performance of our model, we compare it with two other architectures trained within the same pipeline. The architectures chosen are the original U-Net \(^{27}\) and the original ResUnet \(^{28}\). Table II shows a comparison of the results on the test set before post-processing, and Table III shows a comparison of the results on the test set after post-processing.

---

\(^5\)We choose not to measure accuracy as it becomes extremely inflated as a result of the class imbalance.

---

\(^6\)Other studies have reported dice scores as high as 82% but reduce the problem space to a cropped region around the nodule \(^{22}\). Therefore, we do not consider them as a benchmark.
IV. Recurrence Prediction

A. Recurrence Prediction ROI Generation

The first step in ROI generation is converting from voxels to world coordinates (mm). That is, the raw 3D volume is resampled so that each data point represents a $1 \times 1 \times 1$ mm cube of real world data. After resampling, a ROI can be extracted. To do this, the predicted segmentation is also resampled to meet the dimensions of the new image in world coordinates. Then, the $x$-$y$ coordinates of the ROI are set as a $50 \times 50$ mm box centered around the predicted tumor segmentation. This same 2D ROI is then extracted from (max) 25 slices above and (max) 25 slices below the main slice to generate the 3D $50 \times 50 \times 50$ mm ROI. For nodules that are at the extremity of the lungs (one of the first or last slices in the series), the number of slices taken from above or below is adjusted if necessary (i.e. if 25 cannot be taken in each direction).

B. Recurrence Prediction Architecture

The CNN architecture we use for recurrence prediction is illustrated in Figure 4. It follows a typical CNN structure similar to the one used by Honsy et al. [13]. It contains four 3D ($3 \times 3 \times 3$) convolutional layers with 32, 64, 128, and 256 filters, respectively. Each convolutional layer is followed by a LeakyReLU activation layer that has an alpha value of 0.1. Additionally, the 2nd and 4th convolutional units are followed by $(3 \times 3 \times 3)$ Max Pooling layers. Following the 4 convolutional units, the images are flattened and fed into 4 fully connected layers with 1,024, 512, 256, and 2 units, respectively. Each fully connected layer has a dropout of 25%. Finally, a sigmoid activation function is applied to get the final prediction.

C. Recurrence Prediction Training

Prior to training the network, the images are partitioned into training, testing, and validation sets. Since many patients have multiple nodules, we first create a random split based off patient ids. To ensure an even class distribution, we stratify this split on recurrence status. We then partition the corresponding images for each patient accordingly. Due to the limited number of images in the dataset, data augmentation once again plays a critical role.

The remaining hyperparameters of our network are similar to those of our segmentation stage. For the optimizer, we use the Adam optimizer with a global learning rate of 0.0001. We also use weighted binary cross-entropy (see Equation 1) for our network’s loss function with a weight of 3.0 for the positive class. Our choice is motivated by the disproportional number of patients who do not experience recurrence to those who do experience recurrence.

D. Recurrence Prediction Random Forest

The final part of our system uses a random forest classifier to combine our neural network’s predictions with clinical data and geometric tumor features that are extracted from the segmentation predicted in the previous stage. The model’s parameters (number of estimators and maximum tree depth) are selected using cross validation. A list of the features selected is provided below.

1) Clinical Features: cancer stage, gender, age, adjuvant therapy (whether adjuvant therapy was administered after surgery)
2) Geometric features: diameter, average attenuation, perimeter
3) Neural Network Predictions: in order to go from per nodule predictions to per patient predictions, the “most confident” predicted probability of any of the patient’s nodules is used for each patient.

E. Recurrence Prediction Results and Experiments

We use several different metrics to evaluate the performance of our model:

1) Precision
2) Recall
3) ROC-AUC

In addition to measuring performance on the overall test set, we also evaluate our model on subgroups of patients based off cancer stage. For stage I patients, we measure accuracy, recall, and precision. For stage II patients, we measure accuracy, recall, and precision. These metrics are chosen to reflect our model’s capability to identify (a) high risk stage I patients and (b) low risk stage II patients. As is discussed in our review of the TNM staging system, these are particular prognostic needs that have been expressed in previous medical literature [10].

We provide the results of our proposed system below. To demonstrate their significance, we also compare the performance of our final model to a random forest that uses only staging and other relevant clinical data (i.e. no geometric or network prediction features). The results from our model and this comparison are shown in Tables V and VI and Figure 5.

### Table V

| Model                        | Accuracy | AUC  | Recall | Precision |
|------------------------------|----------|------|--------|-----------|
| Staging and Clinical Random Forest Model | 71%      | 56%  | 16%    | 42%       |
| Proposed Random Forest Model  | 78%      | 73%  | 44%    | 66%       |

F. Recurrence Prediction Discussion

The TNM staging system demonstrates the ability to capture a certain, but limited amount of information about a patient’s risk for recurrence. It is shown that patients in later stages are more likely to experience recurrent cancer [2]. It is also
Fig. 4. 3D CNN Architecture for Recurrence Prediction. The output shape (number of channels, then x, y, z dimensions), is denoted below each unit. The colors of the layers represent different operations.

Fig. 5. Random forest ROC-AUC for recurrence prediction. (a) ROC-AUC of the random forest model using only staging and clinical data. (b) ROC-AUC of the proposed random forest model.

### TABLE VI

| Method                                | Stage I Accuracy | Stage I Recall | Stage II Accuracy | Stage II Precision |
|---------------------------------------|------------------|----------------|-------------------|--------------------|
| Staging and Clinical Random Forest Model | 75%              | 0%             | 25%               | 0%                 |
| Proposed Random Forest Model          | 75%              | 17%            | 100%              | 100%               |

Shown from the staging and clinical data model in our experiments that these factors can be utilized to make non-trivial predictions. However, prognostic tools that depend on this data exclusively are also inevitably insufficient. Putting excessive weight on whether or not the patient has progressed to a later stage, has unavoidable limitations. However, the results of our final model demonstrate the efficacy of an integrated approach and more generally, the potential of deep learning and image processing to address these issues. By combining neural network predictions with extracted geometric features and clinical and staging data, the model outperforms all other approaches tested. Both overall performance, and performance within staging subgroups are significantly increased. These findings are significant for our study, as the integration of the three different types of data is unique to our approach. The extraction of geometric features from the tumors and use of the extensive clinical data from the NLST dataset is only possible with our fully automated segmentation pipeline.
In this paper we present a fully automated system for the segmentation and recurrence risk prediction of surgically resected lung tumors. In recent years, deep learning models, and CNNs in particular, have become the state of the art in lung nodule segmentation. Within the realm of recurrence prediction however, these types of approaches have just recently arisen. A significant barrier to the continued development of such models is the lack of viable datasets. Using any sort of image processing method to address recurrence prediction requires a significant amount of very specific features, many of which are not available in standard lung cancer imaging collections. These features include treatment data to determine the procedure used, progression data to determine recurrence status, and usually, data to localize the tumor within the image when no radiologist is available. However, by taking advantage of the progress in nodule segmentation, our proposed system circumvents this need for localization data. To the best of our knowledge, our framework is the first fully automated segmentation and classification system for recurrence risk prediction.

We do acknowledge that the limited size of our datasets and our position outside the medical field are limitations of the study. Nonetheless, we hope that our system will inspire future work that addresses these issues and continues the development of similar approaches [31]. While these types of deep learning and radiomics models are novel, they ultimately have the potential to tackle current prognostic challenges and enable a new era of personalized medicine.
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