SALEM SETS WITH NO ARITHMETIC PROGRESSIONS

PABLO SHMERKIN

ABSTRACT. We construct compact Salem sets in $\mathbb{R}/\mathbb{Z}$ of any dimension (including 1) which do not contain any arithmetic progressions of length 3. Moreover, the sets can be taken to be Ahlfors regular if the dimension is less than 1, and the measure witnessing the Fourier decay can be taken to be Frostman in the case of dimension 1. This is in sharp contrast to the situation in the discrete setting (where Fourier uniformity is well known to imply existence of progressions), and helps clarify a result of Laba and Pramanik on pseudo-random subsets of $\mathbb{R}$ which do contain progressions.

1. INTRODUCTION AND STATEMENT OF RESULTS

A fundamental notion of pseudo-randomness for sets $A \subset \mathbb{Z}/n\mathbb{Z}$ is Fourier uniformity in the sense that $|\hat{1}_A(k)|$ is small for all $k \neq 0$. This notion of pseudo-randomness is particularly well suited to study the presence of non-trivial 3-term arithmetic progressions (from now on, 3-APs) inside $A$. For example, if $A \subset \mathbb{Z}/n\mathbb{Z}$ and

$$|\hat{1}_A(k)| < \frac{|A|^2}{n^2} - \frac{1}{n} \quad \text{for all } k \neq 0,$$

then $A$ contains a 3-AP, and similar considerations are crucial in Roth’s proof of his famous theorem on 3-APs inside sets of positive density. See [13, Chapter 10] for details. It can be checked that (1.1) holds for random sparse sets of size as small as $\delta n^{2/3}$.

For subsets of the circle $\mathbb{R}/\mathbb{Z}$, an analog notion of pseudo-randomness is Fourier decay rather than Fourier uniformity, and it is therefore natural to investigate whether a connection with 3-APs still persists. Since a set of positive Lebesgue measure contains APs of any length (as a consequence of the Lebesgue density lemma), one is mostly interested in sparse sets, particularly sets of fractional Hausdorff dimension. It is well known that the speed of Fourier decay of a measure is
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limited by the “size” of the measure (by a measure we always mean a Borel probability measure). For example, if \( \mu \) is a measure on \( \mathbb{R}/\mathbb{Z} \) and \( \mu(A) > 0 \) for some Borel set \( A \) with \( \dim_{\mathcal{H}}(A) < t < 1 \) (we denote Hausdorff dimension by \( \dim_{\mathcal{H}} \)), then

\[
\sum_{k \in \mathbb{Z} \setminus \{0\}} |\hat{\mu}(k)|^2 |k|^{t-1} = +\infty.
\]

In particular, if \( |\hat{\mu}(k)| \leq C|k|^{-\sigma/2} \), then \( \sigma \leq t \). This leads to the notion of Salem set: a Borel set \( A \subset \mathbb{R}/\mathbb{Z} \) is a Salem set if for every \( t \in (0, \dim_{\mathcal{H}} A) \) there exists a measure \( \mu \) with \( \text{supp}(\mu) \subset A \) and such that \( |\hat{\mu}(k)| \leq C_t |k|^{t/2} \). See [10, Chapter 3] for background on the Fourier transform of measures, its relationship with dimension, and further discussion on Salem and related sets.

Salem sets, and more generally measures with large Fourier decay, indeed exhibit pseudo-random behavior in some arithmetic aspects. For example, if \( A \) is Salem, then

\[
\dim_{\mathcal{H}}(A + B) = \min(\dim_{\mathcal{H}}(A) + \dim_{\mathcal{H}}(B), 1)
\]

for any Borel set \( B \subset \mathbb{R}/\mathbb{Z} \). This follows from Frostman’s Lemma (applied to \( B \) together with the Fourier transform expression for the energy, see [10, Theorem 3.10]). As another example, Mockenhaupt [11] (other than the endpoint) and Bak and Seeger [1] (at the endpoint) showed that measures with Fourier decay that, additionally, have a suitable uniform mass decay, satisfy a restriction theorem analog to the Stein-Tomas restriction theorem for the sphere (in fact, the Stein-Tomas Theorem is a special case of the Mockenhaupt-Bak and Seeger results - note that the sphere \( S^{d-1} \) is a Salem set in \( \mathbb{R}^d \)).

So what is the connection between Fourier decay and 3-APs for subsets of the circle or the real line?

A partial answer was provided by I. Laba and M. Pramanik in [9, Theorem 1.2]. For clarity, we do not state their result in full generality.

**Theorem 1.1** (Laba and Pramanik). Given \( C_1, C_2 > 0 \) there exists \( \varepsilon_0 = \varepsilon_0(C_1, C_2) > 0 \) such that the following holds: if \( \beta > 4/5, \alpha > 1 - \varepsilon_0 \), and \( \mu \) is a measure on \([0,1]\) such that

1. \( \mu(x, x + r) \leq C_1 r^{\alpha} \) for all \( x \in \mathbb{R}/\mathbb{Z} \) and all \( r \in (0,1) \),
2. \( |\hat{\mu}(k)| \leq C_2 |k|^{-\beta/2} \) for all \( k \neq 0 \),

then \( \text{supp}(\mu) \) contains a 3-AP.

See also [3] for a generalization to higher dimensions and more general patterns. While, informally, the above result can be interpreted as saying that large Fourier decay together with large power mass decay imply the existence of progressions, the actual statement is much more subtle because of the dependence of the required decay on the constants involved. Hence, this result left open the question of whether
large Fourier decay alone, or at least in combination with large mass decay (that is, regardless of the constants $C_1, C_2$), is enough to force the existence of progressions. The purpose of this article is to give an emphatic negative answer to this question.

**Theorem A.** For every $t \in (0, 1)$, there exists a Borel probability measure $\mu$ on $\mathbb{R}/\mathbb{Z}$ (or on $[0, 1]$) such that:

(i) For each $\sigma < t/2$ there exists $C_\sigma > 0$ such that 
$$|\hat{\mu}(k)| \leq C_\sigma |k|^{-\sigma} \quad \text{for all } k \in \mathbb{Z} \setminus \{0\}.$$ 

(ii) There exists a constant $C > 0$ such that 
$$\mu(x-r, x+r) \leq Cr^t \quad \text{for all } x \in \mathbb{R}/\mathbb{Z}, r \in (0, 1]$$ 
$$\mu(x-r, x+r) \geq C^{-1}r^t \quad \text{for all } x \in \text{supp}(\mu), r \in (0, 1].$$ 

(iii) The topological support of $\mu$ contains no non-trivial arithmetic progressions of length 3.

Note, in particular, that supp($\mu$) is a Salem set of Hausdorff dimension $t$. Much more is true: the second condition says that $\mu$ is a $t$-Ahlfors-David regular measure. It will be clear from the proof that the constant $C$ in the second part blows up as $t \uparrow 1$, in consonance with Theorem 1.1.

Clearly, this result cannot hold for $t = 1$, since the second part would then imply that $\mu$ is absolutely continuous, whence its support would contain plenty of long progressions. Nevertheless, a slight weakening still holds:

**Theorem B.** There exists a Borel probability measure $\mu$ on $\mathbb{R}/\mathbb{Z}$ such that for each $t \in (0, 1)$ there are constants $C_t, C'_t > 0$ such that

(i) $|\hat{\mu}(k)| \leq C_t |k|^{-t/2}$ for all $k \in \mathbb{Z} \setminus \{0\}.$

(ii) $\mu(x-r, x+r) \leq C'_t r^t$ for all $x \in \mathbb{R}, r \in (0, 1].$

(iii) The topological support of $\mu$ contains no non-trivial arithmetic progressions of length 3.

In particular, supp($\mu$) is a 1-dimensional Salem set without progressions. We note that Keleti [7, 8] constructed compact sets $A \subset \mathbb{R}$ of Hausdorff dimension 1 which do not contain 3-APs (and indeed more general patterns such as rectangles $x, x+r, y, y+r$). It is unclear if his constructions are (or can be modified to be) Salem sets. Keleti’s constructions are deterministic and it is notoriously difficult to establish that given deterministic sets support measures with any polynomial Fourier decay, let alone maximal decay.

Instead, we use Behrend’s classical examples of large sets in $\mathbb{Z}/n\mathbb{Z}$ without progressions, together with a variant of a result from [12], asserting that a wide class of random measures has maximal Fourier decay. The randomization will consist in randomly translating (in a suitable sense) the Behrend-like sets in question. That
is, we exploit the trivial observation that if a set in $\mathbb{Z}/n\mathbb{Z}$ has no progressions, then neither does any translation. On the other hand, these translations introduce enough uniformity in the measures to guarantee fast Fourier decay.

To conclude this introduction, we point out that the dual question of whether Salem sets can have more additive structure than what one expects from their size was addressed by Hambrook and Laba in [5], as part of their proof of the sharpness of the restriction theorem of Mockenhaupt mentioned above. In particular, they construct Salem sets which, at many scales, contain very long progressions.
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2. Proofs

2.1. A class of Salem measures. In this section, we introduce a class of random measures and prove that a.s. they have large Fourier decay. Specific instances of this construction will later be used to prove Theorems A and B. The construction is closely related to that in [9, Section 6] even though, in that paper, the goal was to exhibit sets with 3-APs. It is also inspired by the large class of spatially independent martingales introduced in [12]. Indeed, the measures that witness the validity of Theorem A are spatially independent martingales, while the measures we use in Theorem B narrowly fail to be, but still enjoy many similar properties.

We fix sequences of integers $(L_n)_{n=1}^{\infty}$, $(M_n)_{n=1}^{\infty}$, with $1 \leq L_n \leq M_n$ and $2 \leq M_n$ for all $n$. Later we will impose further conditions on these sequences; for now, we introduce some notation. Write $[M] = \{0, 1, \ldots, M-1\}$, and define

$$
\Sigma_n = \{ j = (j_1 \ldots j_n) : j_i \in [M_i] \},
\Sigma^* = \cup_{n=0}^{\infty} \Sigma_n.
$$

We note that $\Sigma_0$ consists of the empty word $\emptyset$. To each $j = (j_1 \ldots j_n) \in \Sigma_n$ we associate the interval

$$
I_j = \left[ \sum_{i=1}^{n} \frac{j_i}{M_1 \ldots M_i}, \frac{1}{M_1 \ldots M_n} + \sum_{i=1}^{n} \frac{j_i}{M_1 \ldots M_i} \right].
$$

These are the basic intervals in the Cantor series expansion associated to the sequence $(M_n)$. Our random measures will be, essentially, projections via this Cantor series expansion of measures defined on the tree $\Sigma^*$.

Let $(X_j)_{j \in \Sigma^*}$ be a family of independent random variables satisfying the following properties for each $j \in \Sigma_n$:

(X1) Almost surely, $X_j$ is a subset of $[M_{n+1}]$ with $|X_j| = L_{n+1}$.

(X2) For each $a \in [M_{n+1}]$, $\mathbb{P}(a \in X_j) = L_{n+1}/M_{n+1}$.
We underline that we do not assume that $X_j$ is chosen uniformly among all subsets of $[M_{n+1}]$ of size $L_{n+1}$ (as in [2, Section 6]); this additional flexibility in choosing $X_j$ will be key in avoiding progressions.

These random variables yield a random subtree of $\Sigma^*$ in the natural way:

$$\mathcal{J}_n = \{(j_1 \ldots j_n) : j_{i+1} \in X_{j_1 \ldots j_i} \text{ for all } j = 0, \ldots, n-1\}.$$  

From (X1) and (X2), we have

$$|\mathcal{J}_n| = L_1 \cdots L_n \text{ almost surely,}$$

and

$$\mathbb{P}((ja) \in \mathcal{J}_{n+1}) = 1(j \in \mathcal{J}_n) \frac{L_{n+1}}{M_{n+1}} \text{ for all } a \in [M_{n+1}]. \quad (2.1)$$

(We denote by $1(\cdot)$ the indicator function of both events and sets.) Further, let us define the functions

$$\mu_n = \frac{M_1 \cdots M_n}{L_1 \cdots L_n} \sum_{j \in \mathcal{J}_n} 1(I_j). \quad (2.2)$$

By the Caratheodory Extension Theorem, there exists a measure $\mu$ on $[0, 1]$ (which we may identify with $\mathbb{R}/\mathbb{Z}$) such that

$$\mu(I_j) = \mu_n(I_j) = \frac{1}{L_1 \cdots L_n} \text{ for all } j \in \mathcal{J}_n.$$  

In particular, $\mu_n \to \mu$ weakly.

**Theorem 2.1.** Suppose that the sequence $(M_n)$ satisfies

$$\lim_{n \to \infty} \frac{\log M_{n+1}}{\log(M_1 \cdots M_n)} = 0. \quad (2.3)$$

Fix $\sigma > 0$ such that

$$\sigma < \liminf_{n \to \infty} \frac{\log(L_1 \cdots L_n)}{\log(M_1 \cdots M_n)}. \quad (2.4)$$

Then almost surely there is $C > 0$ such that

$$|\hat{\mu}(k)| \leq C |k|^{-\sigma/2} \text{ for all } k \in \mathbb{Z} \setminus \{0\}.$$  

The proof of this theorem is a small variant of (and in some respects simpler than) [12, Theorem 14.1], and is also closely related to the results in [2] Section 6]. For completeness we give the full proof.

We recall Hoeffding’s inequality [6]:
Lemma 2.2. Let \( \{Y_i : i \in J\} \) be zero mean independent complex-valued random variables satisfying \(|Y_i| \leq R\). Then for all \( \kappa > 0 \),

\[
P\left( \left| \sum_{i \in J} Y_i \right| > \kappa \right) \leq 4 \exp\left( \frac{-\kappa^2}{4R^2|J|} \right).
\] (2.5)

We note that Hoeffding’s inequality is usually stated for real-valued random variables, but the extension to complex-valued ones is immediate by looking at the real and imaginary parts.

Proof of Theorem 2.1. For notational simplicity, let

\[
P_n = L_1 \cdots L_n, \quad Q_n = M_1 \cdots M_n.
\]

We write \( e(x) = \exp(-2\pi ix) \) and define a (complex) measure \( \eta_k = e(kx)dx \). Now

\[
\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k) = \sum_{j \in \Sigma_n} Y_j = \sum_{j \in J_n} Y_j,
\]

where

\[
Y_j = \int_{I_j} \mu_{n+1} - \mu_n \, d\eta_k.
\]

Note that, as a consequence of (2.1) and the definitions, \( \mathbb{E}(\mu_{n+1}(x)|J_n) = \mu_n(x) \) for all \( x \), so \( \mathbb{E}(Y_j|J_n) = 0 \). Also, since \( |\eta_k| \leq 1 \) and \( |I_j| = (M_1 \cdots M_n)^{-1} \), from (2.2) we get

\[
|Y_j| \leq \frac{2M_{n+1}}{L_1 \cdots L_n L_{n+1}}.
\]

Applying Hoeffding’s inequality (2.5), a short calculation yields

\[
P\left( |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)| > Q_{n+1}^{-\sigma/2} | J_n \right) \leq 4 \exp\left( -\frac{L_{n+1}^2}{16M_{n+1}^{2+\sigma} P_n Q_n^{-\sigma}} \right).
\]

Since this bound holds uniformly, it also holds without conditioning on \( J_n \). Let

\[
\varepsilon_n = P\left( |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)| > Q_{n+1}^{-\sigma/2} \text{ for some } |k| < Q_{n+1} \right).
\] (2.6)

Recalling (2.3) and (2.4), we see that if \( n \) is large enough, then

\[
\varepsilon_n \leq 8Q_{n+1} \exp(-Q_n^n),
\]

for some \( \eta = \eta(\sigma) > 0 \) (this is the point where the assumption on \( \sigma \) gets used). Using (2.3) again, together with \( Q_n \geq 2^{-n} \), this shows that \( (\varepsilon_n) \) is summable.
Let \( j \in \Sigma_{n+1} \). Since the endpoints of \( I_j \) are of the form \( m/Q_{n+1}, m \in \mathbb{Z} \), it follows that for \( |k| < Q_{n+1}, 0 \neq \ell \in \mathbb{Z} \),

\[
\hat{I}_{I_j}(k + Q_{n+1}\ell) = \frac{k}{k + Q_{n+1}\ell} \hat{I}_{I_j}(k).
\]

Since \( \hat{\mu}_{n+1} \) is a linear combination of the functions \( \hat{I}_{I_j} \), the same relation holds between \( \hat{\mu}_{n+1}(k + Q_{n+1}\ell) \) and \( \hat{\mu}_{n+1}(k) \), and likewise for \( \hat{\mu}_n \). Hence

\[
\hat{\mu}_{n+1}(k + Q_{n+1}\ell) - \hat{\mu}_n(k + Q_{n+1}\ell) = \frac{k}{k + Q_{n+1}\ell} (\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)).
\]

Note that we can write any frequency \( k' \) with \( |k'| \geq Q_{n+1} \) as \( k' = k + Q_{n+1}\ell \), where \( |k| < Q_{n+1} \), and \( \ell \neq 0 \). For such \( k' \), we have

\[
|\hat{\mu}_{n+1}(k') - \hat{\mu}_n(k')| \leq \left| \frac{k}{|k'|} \right| |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)| < \frac{Q_{n+1}}{|k'|} |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)|.
\]

Let \( E_n \) be the event

\[
|\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)| \leq \min \left( 1, \frac{Q_{n+1}}{|k|} \right) Q_{n+1}^{-\sigma/2} \text{ for all } k \in \mathbb{Z}.
\]

We have seen that \( \mathbb{P}(E_n) > 1 - \varepsilon_n \), where \( \varepsilon_n \) is defined in (2.6). Since \( \varepsilon_n \) was summable, by the Borel-Cantelli Lemma a.s. there is \( n_0 \) such that \( E_n \) holds for all \( n \geq n_0 \).

Suppose \( k \) is a frequency with \( |k| \geq Q_{n_0} \). Choosing \( n_1 \in \mathbb{N} \) such that \( Q_{n_1} \leq |k| < Q_{n_1+1} \), and telescoping, for any \( m > n_1 \) we have

\[
|\hat{\mu}_m(k) - \hat{\mu}_{n_0}(k)| \leq \sum_{n_0 \leq n < n_1} |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)| + \sum_{n_1 \leq n < m} |\hat{\mu}_{n+1}(k) - \hat{\mu}_n(k)|
\]

\[
\leq \sum_{n_0 \leq n < n_1} Q_{n+1}^{-\sigma/2} |k|^{-1} + \sum_{n_1 \leq n < m} Q_{n+1}^{-\sigma/2}
\]

\[
\leq 2Q_{n_1}^{-\sigma/2} |k|^{-1} + 2Q_{n_1+1}^{-\sigma/2}
\]

\[
\leq 4Q_{n_1}^{-\sigma/2},
\]

where in the third line we used that \( Q_{n_1+1} \geq 2Q_n \) for all \( n \). By (2.7), given \( \delta > 0 \) it holds that \( |k| \leq Q_{n_1}^{1+\delta} \) for all sufficiently large \( k \), whence

\[
|\hat{\mu}_m(k)| \leq |\hat{\mu}_{n_0}(k)| + 4|k|^{-(1+\delta)\sigma/2}
\]

provided \( k \) is sufficiently large. Noting that \( |\hat{\mu}_{n_0}(k)| \leq C'(n_0)|k|^{-1} \) and letting \( m \to \infty \) finishes the proof. \( \square \)
2.2. Behrend’s example for unions of intervals. In the following simple lemma, we adapt Behrend’s classical example to a setting more suitable for our needs. Given \( m \in \mathbb{N}, j \in \mathbb{Z}/m\mathbb{Z} \), let \( I_{m,j} = [j/m, (j + 1)/m) \subset \mathbb{R}/\mathbb{Z} \). Moreover, given \( X \subset \mathbb{Z}/m\mathbb{Z} \), we write \( I(X) = \bigcup_{j \in X} I_{m,j} \subset \mathbb{R}/\mathbb{Z} \) for the union of the \( m \)-adic intervals corresponding to \( X \).

**Lemma 2.3.** For any \( \varepsilon > 0 \), there exist an integer \( m_0 \), such that for all \( m \geq m_0 \) there is a set \( X \subset \mathbb{Z}/m\mathbb{Z} \) satisfying:

(i) \( |X| > m^{1-\varepsilon} \).
(ii) If \( \{x, y, z\} \subset I(X + \ell) \) is a 3-AP for some \( \ell \in \mathbb{Z}/m\mathbb{Z} \), then there is \( j \in X \) such that \( \{x, y, z\} \subset I_{m,j+\ell} \).

**Proof.** Let \( m' = \lfloor m/5 \rfloor \). Behrend [2] (see also [4] for a recent improvement) constructed a set \( X' \subset \{1, \ldots, m'\} \) with no 3-APs and

\[
|X'| \geq m' \exp(-c \sqrt{\log m'}),
\]

where \( c > 0 \) is an absolute constant.

Let \( X = 2X' = \{2x : x \in X'\} \) embedded in \( \mathbb{Z}/m\mathbb{Z} \). It is clear that (i) holds if \( m \) is large enough depending on \( \varepsilon \). For the second part, we may assume \( \ell = 0 \) as translating the set does not affect the claim. Suppose \( x < y < z \) forms a 3-AP in \( I(X) \) such that \( x \in I_{m,2j}, z \in I_{m,2k} \) with \( j \neq k \). Write \( x = (2j + \delta)/m, z = (2k + \delta')/m \), with \( 0 \leq \delta, \delta' < 1 \). Then

\[
y = \frac{x + z}{2} = (j + k) + \frac{\delta + \delta'}{2}.
\]

Thus \( y \in I_{m,j+k} \cap I(X) \), but this implies that \( \{2j, j+k, 2k\} \) is a non-trivial 3-AP in \( X \), which is impossible by construction. \( \square \)

2.3. Proof of main results. By iterating the set transformation \( [0, 1] \mapsto I(X) \), one can construct a self-similar set of dimension \( > 1 - \varepsilon \) with no progressions, but such self-similar sets are as far as possible from being Salem (they do not support any measure whose Fourier transform tends to 0 at infinity). The main idea of this paper is to modify the construction of this self-similar set by translating the set \( X \) by a uniformly chosen \( \ell \in \mathbb{Z}/m\mathbb{Z} \) every time an interval is split, with all the choices independent. This produces a measure that falls into the framework of Theorem [2,1] but still has an AP-free support.

**Proof of Theorem 4.** Fix \( t \in (0, 1) \), and apply Lemma 2.3 with \( \varepsilon = 1 - t \) to obtain \( M \in \mathbb{N} \) and a set \( X \subset \mathbb{Z}/MZ \) satisfying the conditions of the lemma, so that in particular \( M^t < |X| < M \).
Let $L_n$ be the following sequence: $L_1 = |X|$. Once $L_n$ is defined, set $L_{n+1} = |X|$ if $L_1 \cdots L_n < M^{(n+1)t}$ and $L_{n+1} = 1$ otherwise. Then

$$M^{nt} \leq L_1 \cdots L_n < |X|M^{nt} \quad (2.8)$$

for all $n$. We also set $M_n \equiv M$.

Let $\{\ell_j : j \in \Sigma^*\}$ be a sequence of independent random variables, distributed uniformly in $[M]$, and set

$$X_j = \begin{cases} X + \ell_j \mod M & \text{if } L_{n+1} = |X| \\ \{\ell_j\} & \text{if } L_{n+1} = 1 \end{cases}.$$ 

It is clear that the $X_j$ are independent (since the $\ell_j$ are), and satisfy properties (X1)-(X2).

Let $\mu_n$ and $\mu$ be defined from this data as in Section 2.1. We will check that $\mu$ satisfies the required properties.

Note that (2.3) holds trivially in this case. Also,

$$\lim_{n \to \infty} \frac{\log(L_1 \cdots L_n)}{\log(M_1 \cdots M_n)} = t$$

by (2.8). Theorem 2.1 then asserts that the Salem condition (i) holds (more precisely, take a sequence $\sigma_j \uparrow t$, and apply Theorem 2.1 to each $\sigma_j$).

Given $r \in (0, 1]$, pick $n$ such that $M^{-n} \leq r < M^{1-n}$. Since $(x-r, x+r)$ hits at most $(2M+1)$ intervals $I_j, j \in \Sigma_n$, we see from (2.8) that

$$\mu(x-r, x+r) \leq (2M+1)P^{-1}_n \leq (2M+1)r^t.$$ 

On the other hand, if $x \in \text{supp}(\mu)$, then $(x-r, x+r)$ contains one interval $I_j$ with $j \in \Sigma_n$, so

$$\mu(x-r, x+r) \geq (L_1 \cdots L_n)^{-1} \geq \frac{1}{M(|X|)^{t}} r^t.$$ 

This shows that the Ahlfors-regularity condition (ii) holds.

It remains to see that $\text{supp}(\mu)$ contains no 3-APs. Firstly, we note that almost surely $\text{supp}(\mu)$ does not contain any endpoint of an interval $I_j$, since there are only countably many such endpoints, and each of them has probability zero of surviving.

Now if $x < y < z$ is a 3-AP in $\text{supp}(\mu)$ where none of the points are endpoints, we can pick a minimal interval $I_j, j \in \Sigma^*$ such that $\{x, y, z\} \subset I_j$. By minimality, $L_n = |X|$ where $n$ is the length of $j$. By construction,

$$\bigcup\{I_{ja} : a \in X_j\}$$ 

is an affine copy of $\mathcal{I}(X + \ell_j \mod M)$. Lemma 2.3 then says that $\{x, y, z\} \subset I_{ja}$ for some $a$, but this contradicts the minimality of $I_j$.

This contradiction establishes (iii) and finishes the proof. \qed
Proof of Theorem B. The proof is very similar to that of Theorem A. For each $n \in \mathbb{N}$, let $X^{(n)} \subset \mathbb{Z}/n\mathbb{Z}$ have maximal size satisfying the second part of Lemma 2.3. Then, by the first part of the lemma, $\log |X^{(n)}|/\log n \to 1$ as $n \to \infty$.

We define the sequences $L_n = |X^{(n)}|$, $M_1 = 2$, $M_n = n$ if $n \geq 2$. Then

$$\lim_{n \to \infty} \frac{\log(L_1 \cdots L_n)}{\log(M_1 \cdots M_n)} = 1, \quad (2.9)$$

and (2.3) holds.

Let $\{\ell_j : j \in \Sigma^*\}$ be a sequence of independent random variables, with $\ell_j$ distributed uniformly in $[n+1]$ for $j \in \Sigma_n$. We set

$$X_j = X^{(n+1)} + \ell_j \mod (n+1)$$

for $j \in \Sigma_n$, and note that the $X_j$ are independent and satisfy (X1) and (X2).

Let $\mu_n$ and $\mu$ be as in Section 2.1. We have checked that the hypotheses of Theorem 2.1 hold and, by (2.9), the theorem can be applied to a sequence $\sigma_j \uparrow 1$. This establishes the first claim.

For the second claim, note that (by construction) given $\varepsilon > 0$, there is $C_\varepsilon > 0$ such that $|X^{(n)}| \geq C_\varepsilon n^{1-\varepsilon}$ for all $n$. Now given $r \in (0,1]$, pick $n$ with

$$\frac{1}{(n+1)!} \leq r < \frac{1}{n!}.$$

Then $(x-r, x+r)$ meets at most 2 intervals $I_j, j \in \Sigma_n$, so

$$\mu(x-r, x+r) \leq 2(|X^{(1)}| \cdots |X^{(n)}|)^{-1} \leq 2C_\varepsilon^{-n} (n!)^{\varepsilon-1} \leq ((n+1)!)^{2\varepsilon-1} \leq r^{1-2\varepsilon},$$

provided $n$ is large enough (so that $r$ must be small enough). This shows that the Frostman condition (ii) holds.

The fact that $\text{supp}(\mu)$ has no progressions follows exactly as in the proof of Theorem A if $x < y < z$ was such a progression, and $I_j$ was the smallest interval in the construction containing $\{x, y, z\}$, it would follow from Lemma 2.3 that $\{x, y, z\} \in I_{ja}$ for some $a$, contradicting minimality. \qed

References

[1] Jong-Guk Bak and Andreas Seeger. Extensions of the Stein-Tomas theorem. Math. Res. Lett., 18(4):767–781, 2011.
[2] F. A. Behrend. On sets of integers which contain no three terms in arithmetical progression. Proc. Nat. Acad. Sci. U. S. A., 32:331–332, 1946.
[3] Vincent Chan, Izabella Laba, and Malabika Pramanik. Point configurations in sparse sets. Journal d’Analyse Mathématique, To appear, 2014. available at http://arxiv.org/abs/1307.1174.
[4] Michael Elkin. An improved construction of progression-free sets. Israel J. Math., 184:93–128, 2011.

[5] Kyle Hambrook and Izabella Laba. On the sharpness of Mockenhaupt’s restriction theorem. Geom. Funct. Anal., 23(4):1262–1277, 2013.

[6] Wassily Hoeffding. Probability inequalities for sums of bounded random variables. J. Amer. Statist. Assoc., 58:13–30, 1963.

[7] Tamás Keleti. A 1-dimensional subset of the reals that intersects each of its translates in at most a single point. Real Anal. Exchange, 24(2):843–844, 1998/99.

[8] Tamás Keleti. Construction of one-dimensional subsets of the reals not containing similar copies of given patterns. Anal. PDE, 1(1):29–33, 2008.

[9] Izabella Laba and Malabika Pramanik. Arithmetic progressions in sets of fractional dimension. Geom. Funct. Anal., 19(2):429–456, 2009.

[10] Pertti Mattila. Fourier analysis and Hausdorff dimension, volume 150 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, 2015.

[11] G. Mockenhaupt. Salem sets and restriction properties of Fourier transforms. Geom. Funct. Anal., 10(6):1579–1587, 2000.

[12] Pablo Shmerkin and Ville Suomala. Spatially independent martingales, intersections, and applications. Memoirs of the AMS, to appear, 2015. Available at http://arxiv.org/abs/1409.6707.

[13] Terence Tao and Van H. Vu. Additive combinatorics, volume 105 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2010.

Department of Mathematics and Statistics, Torcuato Di Tella University, and CONICET, Buenos Aires, Argentina

E-mail address: pshmerkin@utdt.edu
URL: http://www.utdt.edu/profesores/pshmerkin