A Proposal of New Feature Selection Method Sensitive to Outliers and Correlation
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Abstract

In disease diagnosis classification, ensemble learning algorithms enable strong and successful models by training more than one learning function simultaneously. This study aimed to eliminate the irrelevant variable problem with the proposed new feature selection method and compare the ensemble learning algorithms' classification performances after eliminating the problems such as missing observation, classroom noise, and class imbalance that may occur in the disease diagnosis data. According to the findings obtained; In the preprocessed data, it was seen that the classification performance of the algorithms was higher than the raw version of the data. When the algorithms' classification performances for the new proposed advanced t-Score and the old t-Score method were compared, the feature selection made with the proposed method showed statistically higher performance in all data sets and all algorithms compared to the old t-Score method (p = 0.0001).
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1. INTRODUCTION

Artificial intelligence applications are widely used in healthcare. In the field of health, it is seen that classification algorithms are frequently used, especially in diagnosing diseases, since rapid decisions are required on vital issues [1]. Algorithms used in disease diagnosis data sets should contain accurate and high-performance values. Therefore, it is of great importance that the data used are neat, clean, and suitable for the use of classification algorithms. However, many problems may arise in data sets, such as missing observation, class noise, class imbalance, outlier observation, correlation, and irrelevant variables [2]. In this case, it may affect the performance values of the algorithms negatively.
One of the most common problems in health data is the **missing value** problem. The existence of missing observations adversely affects the algorithms' working system, and the missing observation situation is generally not taken into account in the literature. Some assignment methods such as mean, median, and regression assignment solve the missing observation problem [3]. Liu et al. (2017) assigned the smallest value to missing values in their study [4]. Min Wei et al. (2018) assigned the missing values in health data sets using k-nearest neighbor, multi-layer sensors, and support vector machine method [5].

Another common problem in health data is the **class imbalance** problem. Considering the general population and the prevalence of diseases; In the data, the number of patients is less than the number of healthy people. Class imbalance causes algorithms to learn biased (in terms of healthy individuals) and give wrong results. It is recommended that the classes are balanced so that the algorithms work properly, do not bias and learn incorrectly. Leo et al. (2019) tried to solve the class imbalance problem with the Adaptive Synthetic Sampling Approach-ADASYN in their study [6]. Alghamdi et al. (2017) investigated the effect of the SMOTE (Synthetic Minority Over-sampling Technique) method on the classification performance of ensemble learning methods in their study for the diagnosis of diabetes. As a result, they made their data balanced by solving the unbalanced class problem with the SMOTE method. In their study, Hyun Seo and Hyuk Kim (2018) optimized the SMOTE algorithm's parameters to achieve better classification performance in unstable data [7].

**The class noise** problem is not seen much in health data sets, but it is another problem that causes problems in learning algorithms when it exists. Some studies have been done in the literature, and methods have been proposed to deal with classroom noise. Zhu and Wu (2004) investigated the effect of classroom noise and variable noise separately and together on classification performance. They found that the existence of both problems separately and
together negatively affected the classification performance. Brodley and Friedl (1999) proposed a noise identification approach for misclassified samples [8].

Another problem seen in general in health data sets is outliers. There are values well above or well below the optimal ranges in the data sets of the tests applied to patients to diagnose the disease. When the literature is reviewed, studies related to outlier observations have generally been related to the detection of outliers and their deletion from the data [9]. Deletion of data is undesirable, as it leads to loss of information. For this reason, it should be ensured that the contrary observations remain in the data set without being removed from the data. Bull et al. (2019) discovered outlier observations by using Mahalanobis distance in the method they proposed for outlier detection and feature extraction in high dimensional data [10].

In addition, health data sets contain an irrelevant variable that decreases or slows down the classification performance, as seen in other data [11]. Many feature selection methods have been proposed in the literature to remove these irrelevant variables from the data set. Yang et al. (1997) used genetic algorithms with 17 different data sets in feature selection methods in their study and showed that the classification performance increased in different algorithms [12]. In their study, John et al. (1997) solved over-learning by removing irrelevant variables from the data set with wrapper methods to overcome the over-learning problem in classification algorithms [13] Rodriguez et al. (2018) compared the classification performances of feature selection methods (filtering, wrapper, and embedded). They mentioned that filtering methods are faster than wrapper and embedded methods, which are slower but more successful than filtering methods [14].

This study aims to increase ensemble learning classification algorithms' performance by removing the irrelevant variables from the data with the newly proposed feature selection method after eliminating the missing observation, class imbalance, and classroom noise problems that may arise in disease diagnosis data sets.
2. METHODS

The Pima, Parkinson, and SPEC Heart data sets used in the study were obtained from UCI and Keel machine learning databases [15]. While choosing data sets, it is essential to have different sample sizes, feature numbers, and at least one of the data preprocessing problems better to understand the effects of the algorithms in the study. In the study, considering the computer's capacity as a calculation tool, data sets with low and different attribute numbers were preferred since larger sets cannot be studied. The data was divided into 70% training sets and 30% test sets when using classification algorithms. Among the ensemble learning algorithms, which are widely used in recent years and show high classification performance; Random Forest (RF) [16], Gradient Boosting Machine (GBM) [17], Extreme Gradient Boosting Machine (XGBM) [18], Light Gradient Boosting Machine (LGBM) [19], CatBoost [20], Bagging [21] algorithms were used. While calculating the classification performance of algorithms, among the measurement metrics; Accuracy (ACC), sensitivity (SEN), precision (PRE), F measure, kappa measure are used. In a statistical comparison of the T-score method and outliers' accuracy values and correlation sensitive t-score (Outliers and Correlation t-Score, OCtS) methods' accuracy values, the normality distribution assumption of the data was checked with the Shapiro-Wilk normality test. The Mann Whitney-U test was used to compare T-Score and OCtS methods. In the analysis, RStudio 1.2.1335, Python Jupyter Notebook 6.0.3, IBM SPSS Statistics 25 programs were used in the macOS-BigSur operating system. In all statistical analyzes, it was taken as $\alpha = 0.05$.

2.1. DATA PREPROCESSING

2.1.1 Missing Value

While doing research, missing values can occur for many reasons. Since each participant is essential for the study in research, loss of information is not desired. Therefore, with some statistical approaches, missing data can be completed in a meaningful way or deleted from the
data set without distorting the significance. Missing value percentage can be calculated with the following formula (1) [22]:

\[ KG = 100 \times \frac{\sum_{i=1}^{m} x_i}{nc} \]  

(1)

\( x_i \): number of independent variable missing values, \( n \): number of observations,
\( c \): number of variables, \( i=1,\ldots,m \)

2.1.2 Class Imbalance

Class imbalance is the case where the total number of observations at the levels of the class variable differ from each other. The class imbalance problem occurs when a large class or majority class in a data set is significantly more than the other rare or minority classes. Under-sampling methods make up a subset of the original data set as much as the minority class number by eliminating the observations of the majority class. Oversampling creates new examples from existing examples by replicating the minority class in the original data set as much as the majority class numbers. There are also hybrid methods combining both sampling methods. The most used method is the SMOTE algorithm, one of the resampling techniques. In this algorithm, each sample in the minority class is taken, and new samples are created synthetically by using the k-nearest neighbors algorithm [23]. The class imbalance rate (CI) formula (2) is as follows [24]:

\[ CI = \frac{\max \{ n^-, n^+ \} }{\min \{ n^-, n^+ \} } \quad CI \geq 1 \]  

(2)

\( n^- \): one of the classes, \( n^+ \): the other of the classes

2.1.3 Class Noise

In most of the data used in research (except structured and synthetic environments), it is almost inevitable that the data contain noise. This "flawed data" can be caused by many factors such as faulty measuring devices, errors in data entry, transcription errors, or irregularities due to data transfer from different media. However, the accuracy of a classifier can be highly dependent on the quality of the data used during the training phase. For this reason, the results
obtained from a noisy training set operated with the same classification algorithm may have
less accuracy than those obtained from a noiseless data set [25]. The percentage of class noise
(CN) is expected to be zero or close to zero and can be calculated by the formula (3) [26]:

\[
SG = 100 \times \frac{\sum_{i=1}^{n} y_i}{\sum_{j=1}^{m} y_j}
\]

(3)

\(y_i\): total number of misclassified observations, \(i = 1, \ldots, n\)

\(y_j\): dependent variable total number of classes, \(j = 1, \ldots, m\)

**2.2 FEATURE SELECTION METHODS**

When the literature is reviewed, feature selection methods are grouped under three main
headings [27]. The first of these is the filtering methods that are based on statistical methods
and thus provide fast results. The second is wrapper methods that are based on machine learning
methods and associate with the classifier at each stage. In the third group, there are embedded
methods in which machine learning algorithms and feature selection methods work together
and work by establishing a relationship with the classifier at each stage. While the feature
selection is made, the following ranges can be used to decide the number of features required
in selecting the threshold value of sorting methods according to the total number of features
(N) [27]:

- If \(N \leq 10\), choosing 75% of the features,
- If \(10 < N < 75\), choosing 40% of the features,
- If \(75 < N < 100\), selecting 10% of the features,
- If \(N \geq 100\), it is considered appropriate to choose 3% of the features.

**2.2.1 Filter Methods**

Filtering methods used in feature selection while reducing size is one of the oldest techniques
[28]. Classification methods are not used in these operations using statistical methods. For this
reason, algorithms work faster, and results are obtained faster. In this way, while making
calculations, high benefits are provided in terms of time and cost. It has less processing
complexity and higher explanation than the embedded and wrapper methods [27]. Commonly used filtering methods; chi-square test, Fisher score, t-score, Welch t statistics, knowledge gain, correlation-based filtering, Relief [29].

2.2.2 Embedded Methods

In embedded methods, both feature selection algorithms and classification algorithms are used together. Therefore, embedded methods are slower and more costly than filtering methods like wrapper methods. Although filtering methods are fast and low cost, they do not use classification methods, so some problems or poor performance can be seen in classification. However, there can be an increased computational cost with the high dimensionality of coiled methods, particularly microarray data. Embedded methods have been discovered, which are an intermediate solution for researchers and use classification methods to generate criteria for sorting properties. For example, after creating and sorting subsets with decision trees or support vector machine methods, the desired level of features can be selected [27].

2.2.3 Wrapper Methods

In Wrapper methods, the highest performance method is selected by using machine learning algorithms for feature selection. In this method, the best subset creation and selection techniques are more successful than filtering methods. However, considering the classifier's success at each stage, it becomes slower and more costly. As subset search strategies, different methods such as consecutive forward selection, sequential backward selection, consecutive forward sliding selection, consecutive backward sliding selection, l add r exit, genetic algorithms can be used [27].

2.3 A NEW APPROACH

Statistical-based filtering methods are fast and low-cost, so their usability and explainability are better than other methods [30]. In the t-score method suggested in the literature, which is under the filter methods, outlier observations were not taken into account [31]. Today, contrary
observations are found in many data, especially health data; Although it can be deleted from
the data by an expert who created the data set or has information about it, this is not the desired
situation as it will cause information loss. In addition, considering whether there is a correlation
between the features in the data sets, it is expected that the attributes have a low correlation
with each other but a high correlation with the class variable. For this reason, in the new
approach, it is recommended not to delete outlier observations from the data set. The median
approach, one of the robust techniques, was used in the t-score method, and the correlation
approach suggested by Budak (2016) was added to the formula to show a low correlation
between the features and high correlation with the class variable [29].

One of the methods used to detect outlier observations is the mean and standard deviation. In
order to have descriptive information about data sets, mean and standard deviation values are
used in continuous data as in the formula (4,5) [32]:

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \tag{4}
\]

\[
SS = \left[ \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \right]^{1/2} \tag{5}
\]

For example, when we look at Table 1 prepared from the data derived from the real values, the
mean platelet in the blood of the patients is 177.50 while the standard deviation is 60.81. If the
value 450 seen as an outlier is deleted, the average will change to 165.65 and the standard
deviation to 18.56. Therefore, the presence of outlier observation negatively affects the mean
and standard deviation. Under the assumption that the observation interval is \([a, b]\), two
standard deviations from the mean in the lower and upper range will be \(a = \bar{x} - 2\sigma\) and \(b = \bar{x} + 2\sigma\), and observations outside these values will be defined as outlier. This situation can be used
as \(\pm 1\sigma, \pm 2\sigma, \text{ and } \pm 3\sigma\). While the median of platelet values in the blood is 166.6, when the outlier
observation value of 450 is deleted from the data, it becomes 165. As seen in the example, the
median is not affected by the outlier observation as much as the average. The median approach
can be used to avoid deleting outlier observations from the data [9]:
The data set is $x_1, x_2, x_3, ..., x_n$; if $n$ is odd, $m=(n+1)/2$

$$\text{Med}(x) = x_{(m)} \quad (5)$$

If $n$ is even, $m=n/2$; The sample median is any point between $x_{(m)}$ and $x_{(m+1)}$, and is calculated by the following formula (6).

$$\text{Med}(x) = \frac{x_{(m)} + x_{(m+1)}}{2} \quad (6)$$

In data sets with outlier observations, the median is an excellent robust alternative to the mean, while the median of absolute deviations (MAD) is a good robust alternative to the standard deviation. MAD is defined by the following formula (7).

$$\text{MAD}(x) = \text{Med}(|x - \text{Med}(x)|) \quad (7)$$

In order to compare the median of absolute deviations with the standard deviation, the normalized MAD, which is MADN defined by the formula (8) [9].

$$\text{MADN}_x = \frac{\text{MAD}(x)}{0.6745} \quad (8)$$

Based on this situation, using the median and MADN approach instead of the mean and standard deviation in the t-score method (9) for outlier observations is suggested. Thus, formula (10) was created for the feature selection method (Outliers t-Score, OtS) sensitive to outlier observations. The + and - signs in the formula represent different classes;

$$\text{t - Score} = \frac{|\mu_x^+ - \mu_x^-|}{\sqrt{\frac{(\sigma_x^+)^2}{n^+} + \frac{(\sigma_x^-)^2}{n^-}}} \quad (9)$$

$$\text{OtS} = \frac{|\text{Med}_x^+ - \text{Med}_x^-|}{\sqrt{\frac{\text{MADN}_x^+)^2}{n^+} + \frac{\text{MADN}_x^-^2}{n^-}}} \quad (10)$$

The correlation problem, which is generally seen in all data sets, still continues after the OtS method recommendation. Budak’s correlation approach is when $|r_{iy}| / r_{iy}$ is the correlation of the related attribute with the class variable $r_{iy}$ and the mean of the internal correlation between the attributes $\bar{r}_{ix}$ is added to the formula. The result of $|r_{iy}| / r_{iy}$ will always be greater than 1, it will
increase the chance of selection by raising the relevant feature higher in the ranking [29]. For this reason, the sensitive t-score (Outliers and Correlation t-Score, OCtS) method was recommended for outlier observations and correlation. In the correlation of the class variable ($|r_{xy}|$), the absolute value is used in the formula (11) since the direction of the relationship is not essential. However, this method is recommended to be used when the number of classes is 2 and the median value of both classes is not zero.

$$OCtS = \frac{|\text{Med}^+(x) - \text{Med}^-(x)|}{(\text{MADN}^+(x))^2 + (\text{MADN}^-(x))^2} \frac{r_{xy}}{\bar{r}_{xx}}$$

(11)

3. RESULTS

In this section, the problems that exist in the data sets are summarized, then the classification performance of the algorithms by solving these problems; The raw form of the data sets is compared with the data preprocessed form. Feature selection was made for OCtS and t-score method, and then the classification performances of the new data sets were compared. In addition, the statistical significance of this difference has been shown. Table 2 shows the problems of missing value (9.27%), class imbalance (1.86), and class noise (0.15%) in the Pima data set. Class noise (0.10%) and class imbalance (3.06) problems are observed in the Parkinson dataset, while there are no missing observations. There is only a class imbalance (1.61) problem in the SPEC Heart data set.

Missing value assignment was performed under the assumption of MAR in the Pima data set with missing observations. Median and mean assignment methods were used to solve the missing observation problem. Considering the outliers in the variables, the median assignment was made for the continuous variables and categorical variables that were the outlier observations, and the mean assignments were made to the continuous variables that were not the outliers. The median assignment was made due to the outlier observation in Pres, Insulin,
and Mass variables. The mean assignment was made to Plas and Skin continuous variables and since there were no outlier observations.

In the study, a class noise problem was observed in other data sets except the SPEC Heart data set. The hybridRepairFilter function from the NoiseFiltersR package was used in the R program to overcome the class noise problem. This function is preferred because it enables the relabeling of the observations without removing the observations with class noise from the data sets. The majority vote method was used for relabeling class noises. The last situation that occurred after the class noise problem in these data sets was solved was recorded as the new data set.

A class imbalance problem was observed in all data sets used in the study. This problem is solved with the SMOTE function in a program called Python. Here, by increasing the minority class as much as the difference between the number of classes, almost to the number of the majority class, the class numbers are equalized, and the class imbalance problem is solved. In Figure 1, class imbalance situations of data sets can be seen.

In Pima data, the correlations of the features with the class are moderate for some variables and low for some variables. In the correlations between features, there is generally no high correlation are shown in Figure 2.

Looking at the temperature correlation graph for Parkinson's data, the features show different degrees of positive and negative correlations with the class variable. There is a strong positive and negative correlation problem in some variables between the features are shown in Figure 3.

When the correlation temperature graph of SPEC Heart data is examined, it is seen that the correlations of the features with the class are generally negative in low or medium-strong. However, correlations between attributes are positive and strong for some variables are shown in Figure 4.
According to Figure 5, outlier observations of the first five attributes in the data sets are seen. Since the number of attributes in the data sets is much and creates confusion in the graphs, the first five variables were chosen randomly.

Table 3 shows the classification performances of the raw states of the data and the data preprocessed states. In all data sets and all algorithms, the data preprocessed state's accuracy and kappa values were higher than the data's raw state. The RF and Lightboost algorithms' classification performance has reached an accuracy of 0.80 after the class imbalance, class noise, and missing value situation in the Pima data set have been eliminated. After correcting the class imbalance and class noise problems in the Parkinson dataset, it reached 0.91 percent accuracy in XGBM and Catboost algorithms. In the SPEC Heart data set, there is only a class imbalance problem. After the classes have been balanced, the classification performance has increased to 0.90 accuracies in RF and LightBoost algorithms.

In Figure 6, in the studies conducted on Pima, Parkinson, and SPEC Heart data sets, a new feature selection method sensitive to outliers and correlation (OCtS) showed higher accuracy in each algorithm and each feature number to the standard t-score method. In contrast, the RF algorithm shows the highest accuracy of 0.86 with six feature selection in Pima data. In the Parkinson data set, the GBM algorithm showed the highest accuracy of 0.98 with ten feature selection. SPEC heart data showed the highest accuracy of 0.98 with the XGBM algorithm with 14 feature selection.

When looking at the findings related to the statistical comparison of the classification performances of the t-score method and the OCtxS method, the accuracy values do not show normal distribution ($p = 0.001 < \alpha = 0.05$). The difference between the classification accuracy percentages for t-Score and OCtxS was statistically significant with 95% confidence ($p = 0.001 < \alpha = 0.05$).
4. DISCUSSION

The algorithms' classification performance in the raw state of the data sets used in the study showed very low values. This is due to the coexistence of some problems in data sets or one by one. These problems can be in the form of class imbalance, classroom noise, missing observation, outlier observation, and the correlation between independent variables. Besides, the fact that the number of variables and sample sizes are quite different from each other in the data sets negatively affects the classification performance. After eliminating these problems, the classification performance of the algorithms has increased considerably compared to the original classification performance. In the study, using the t-Score method, which is one of the feature selection methods used to solve the irrelevant variable problem in the data sets, a new feature selection method considering outlier observation and correlation situation is proposed. Classification performances of algorithms were compared for the T-Score method and OCtS method.

Considering the literature for Pima data, Akula et al. (2019) evaluated the classification performance of data preprocessing, feature selection, and ensemble learning algorithms in their study [33]. However, in this study, this problem was ignored by not mentioning any outlier observations existing in the data set, and the applications were made within the scope of outlier observation. Data normalization and missing data problems were focused on in the data preprocessing step class imbalance and class noise were not mentioned. Akyol et al. (2018) applied only data normalization among data preprocessing steps for Pima data; class imbalance, class appearance, and missing observation problems were not addressed, and in this study, the outliers in the data set were not mentioned [34]. They used Stability Selection (SS), Recursive Feature Elimination (RFE), and Iterative Relief (IR) methods for feature selection method. Researchers have preferred Adaboost, GBM, and RF methods from ensemble learning algorithms. According to the feature selection methods they use, the RF algorithm's accuracy
values are IR: 0.72, RFE: 0.71, SS: 0.73; The accuracy values of the GBM algorithm are IR: 0.70, RFE: 0.71, SS: 0.73. Our study showed that the RF algorithm showed a 0.86, and the GBM algorithm showed 0.83 accuracies of 0.83, outperforming these studies.

Looking at the literature for Parkinson's data set, Patra et al. (2019) investigated the classification performance of simple and ensemble learning algorithms in their study [35]. The class imbalance problem in the data set was not corrected in the study, and no attribute selection was performed. When the ensemble learning algorithms' classification performances are examined, 0.84 for Random Forest; An accuracy percentage of 0.81 was obtained for Bagging and 0.82 for Adaboost. Using Parkinson's data set, Al Imran et al. (2018) investigated the effect of feature selection techniques on the performance of predicting Parkinson's disease [36]. They solved the class imbalance problem with the SMOTE algorithm in the data preprocessing step. Then, as the feature selection method; They used Kruskal-Wallis Test, the Gain Ratio, Random Forest, Variable Importance, Symmetrical Uncertainty and RELIEF, methods and calculated the classification performance of the first 5, 10, 15, and 20 variables that they chose according to their importance. The first ten variables gave the highest accuracy percentage, 0.87, by the Random Forest algorithm and the Gain Ratio sorting method. In our practice, after all the problems were solved, and feature selection, the accuracy values of the algorithms were found to be higher than these studies in the literature; RF: 0.96; GBM: 0.98; XGBM: 0.97; LGBM: 0.96; CatBoost: 0.92; Bagging: 0.91.

When the literature is searched for the SPEC Heart data set, Madden (2002) presents an empirical comparison of The Markov Blanket Bayesian Classifier (MBBC) algorithm and three Bayesian classifiers in his study. In different data sets, Naive Bayes (NB) performances, Tree-Augmented Naive Bayes (TAN), and K2 algorithms were measured using accuracy and ROC curves. The class imbalance problem in the data set was not corrected in the study, and no attribute selection was performed. Therefore, the classification performance accuracy rate of
algorithms; NB: 0.71; TAN: 0.81; K2: 0.80; MMBC: is in the form of 0.80 [37]. After the class imbalance was eliminated in our study and the feature selection was made with the proposed OCtS method, the XBGM algorithm showed the highest accuracy rate as 0.98, and a higher value was obtained from the existing studies.

In general, when looking at other studies in the literature, there is no study that evaluates all problems such as class imbalance, classroom noise, missing observation, irrelevant variable, outlier observation, and correlation, and makes a similar feature selection method our study.

5. CONCLUSION

For each data set used in the study, for each number of variables and each algorithm, the OCtS method showed higher performance than the t-Score method. Based on this, it can be said that the classification performance of the data that has been selected for attributes and does not have irrelevant variables is higher. Before using ensemble learning algorithms while classifying, data preprocessing steps should be applied, and then the appropriate attribute selection method should be applied to the data. In future studies, the proposed OCtS formula can be tested in larger data sets. The OCtS approach, which works only on 2-class data, can be expanded to be used for data sets with more than two classes.
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Figure 1: Class imbalance in datasets
Figure 2: Pima dataset correlation heat graph
Figure 3: Parkinson dataset correlation heat graph
Figure 4: SPEC Heart dataset correlation heat graph
Figure 5: Top 5 variables and outlier observations in data sets
Figure 6: Accuracy percentages of t-score and OCTs methods after feature selection in all data sets
Table 1: Platelet counts in the blood

|     | 178 | 165 | 176 | 187 | 150 | 141 | 131 | 154 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 156 | 158 | 174 | 187 | 194 | 143 | 152 | 168 |
| 177 | 165 | 156 | 194 | 138 | 176 | 190 | 450 |
Table 2: Information about data sets

| Data Sets   | Sample Size | Number of Attributes | Number of Classes | Number of Categorical Attributes | Number of Continuous Attributes | Missing Value (%) | Class Imbalance Rate | Class Noise (%) |
|-------------|-------------|----------------------|-------------------|----------------------------------|---------------------------------|-------------------|---------------------|-----------------|
| Pima        | 768         | 9                    | 2                 | 1                                | 8                               | 9.27              | 1.86                | 15              |
| Parkinson   | 195         | 23                   | 2                 | 1                                | 22                              | 0                 | 3.06                | 10              |
| SPEC Heart  | 267         | 22                   | 2                 | 1                                | 21                              | 0                 | 3.85                | 0               |
| Data Sets    | Algorithm | ACC | SEN | PRE | F   | Kappa | ACC | SEN | PRE | F   | Kappa |
|-------------|-----------|-----|-----|-----|-----|-------|-----|-----|-----|-----|-------|
| Pima        | RF        | 0.65| 0.66| 0.67| 0.65| 0.24  | 0.80| 0.81| 0.81| 0.81| 0.61  |
|             | GBM       | 0.66| 0.66| 0.68| 0.68| 0.27  | 0.78| 0.78| 0.79| 0.78| 0.56  |
|             | XGBM      | 0.64| 0.64| 0.65| 0.64| 0.23  | 0.79| 0.80| 0.80| 0.80| 0.58  |
|             | LightBoost| 0.64| 0.63| 0.64| 0.63| 0.24  | 0.80| 0.81| 0.80| 0.80| 0.61  |
|             | CatBoost  | 0.67| 0.67| 0.67| 0.67| 0.30  | 0.79| 0.79| 0.79| 0.79| 0.58  |
|             | Bagging   | 0.62| 0.63| 0.63| 0.63| 0.15  | 0.76| 0.77| 0.77| 0.76| 0.52  |
| Parkinson   | RF        | 0.62| 0.62| 0.63| 0.62| 0.14  | 0.90| 0.91| 0.90| 0.90| 0.81  |
|             | GBM       | 0.67| 0.68| 0.68| 0.67| 0.28  | 0.90| 0.90| 0.89| 0.89| 0.81  |
|             | XGBM      | 0.67| 0.67| 0.68| 0.67| 0.29  | 0.91| 0.91| 0.91| 0.91| 0.90  |
|             | LightBoost| 0.69| 0.71| 0.70| 0.70| 0.31  | 0.89| 0.90| 0.89| 0.89| 0.79  |
|             | CatBoost  | 0.66| 0.67| 0.67| 0.66| 0.22  | 0.91| 0.91| 0.91| 0.91| 0.88  |
|             | Bagging   | 0.71| 0.72| 0.71| 0.71| 0.36  | 0.89| 0.91| 0.91| 0.89| 0.79  |
| SPEC Heart  | RF        | 0.80| 0.82| 0.82| 0.82| 0.30  | 0.90| 0.90| 0.90| 0.89| 0.82  |
|             | GBM       | 0.79| 0.80| 0.79| 0.79| 0.31  | 0.89| 0.90| 0.90| 0.89| 0.81  |
|             | XGBM      | 0.80| 0.80| 0.80| 0.80| 0.25  | 0.88| 0.89| 0.88| 0.88| 0.79  |
|             | LightBoost| 0.82| 0.83| 0.82| 0.82| 0.35  | 0.90| 0.90| 0.90| 0.89| 0.82  |
|             | CatBoost  | 0.82| 0.82| 0.83| 0.82| 0.30  | 0.88| 0.88| 0.88| 0.88| 0.79  |
|             | Bagging   | 0.78| 0.79| 0.79| 0.78| 0.32  | 0.84| 0.86| 0.85| 0.84| 0.70  |