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Abstract—Scene parsing from images is a fundamental yet challenging problem in visual content understanding. In this dense prediction task, the parsing model assigns every pixel to a categorical label, which requires the contextual information of adjacent image patches. So the challenge for this learning task is to simultaneously describe the geometric and semantic properties of objects or a scene. In this paper, we explore the effective use of multi-layer feature outputs of the deep parsing networks for spatial-semantic consistency by designing a novel feature aggregation module to generate the appropriate global representation prior, to improve the discriminative power of features. The proposed module can auto-select the intermediate visual features to correlate the spatial and semantic information. At the same time, the multiple skip connections form a strong supervision, making the deep parsing network easy to train. Extensive experiments on four public scene parsing datasets prove that the deep parsing network equipped with the proposed feature aggregation module can achieve very promising results.

Index Terms—Scene parsing; Feature aggregation; Spatial-semantic consistency

I. INTRODUCTION

Scene parsing based on semantic segmentation is a dense classification task for visual content analysis in image processing. The goal is to assign a class label to every single pixel in given images, i.e., parse a scene into different geometric regions associated with semantic categories such as sky, road and bicycles. This topic has drawn a broad research interest for many applications such as surveillance for security [1], robot sensing [2] and auto-navigation [3].

The difficulty of unconstrained semantic segmentation mainly lies in the high varieties of scenes and their associated labels. Some categories are semantically confusing due to spatial-semantic inconsistencies. For example, regions of “pedestrians” and “riders” are often indistinguishable, and “cars” are usually affected by visual scales, occlusions and illuminations. Therefore, the spatial and semantic information shall be consistent to address this challenge. Furthermore, accurate label prediction at the pixel level requires high resolution of visual feature representations.

For example, in the challenging Cityscapes dataset [4], it is comparably easy to segment some large objects such as “road” and “building”, but very difficult to localize and sketch the contours of small objects such as “poles” and “traffic signs”.

Recently, the development of deep convolutional neural networks has led to remarkable progress in scene parsing due to their powerful feature representation ability to describe the local visual properties. Deep parsing networks are often fine-tuned based on the pre-trained classification networks, e.g., deep residual networks [5]. These classification networks usually stack convolution and down-sampling layers to obtain visual feature maps with rich semantics. The deeper layer features with rich semantics are crucial for accurate classification, but lead to the reduced resolution and in turn spatial information loss. Such information loss is detrimental for scene parsing because it decreases the localization accuracy. On the other hand, the spatial-sensitive feature maps in the shallow layers are rarely optimized due to the vanishing gradient. Thus, how to keep the spatial-semantic consistencies becomes an open problem in scene parsing. To address this issue, several modifications to Fully Convolutional Networks (FCNs) [6] have been made. For example, in the encoder-decoder structure such as UNet [7], the encoder maps the original images into low-resolution feature representations, while the decoder mainly restores the spatial information with skip-connections. Unfortunately, the missing geometric information cannot be fully restored. Another popular method that has been widely used in segmentation is the dilated (atrous) convolution [8], which can enlarge the receptive field in the feature maps without adding more computation overhead, thus more visual details are preserved. Combining the encoder-decoder structure and dilated convolution can effectively boost the pixel-wise prediction accuracy [9], but is extremely computational demanding.

In deep parsing networks, the shallow convolution features, i.e., the early convolution outputs, encode the low-level spatial visual information such as edges, corners and circles. The high-level features in the deep blocks, on the other hand, carry more semantic information, including instance and category-level evidences, but lack geometric information. The outputs in the middle convolution blocks carry miscellaneous spatial and semantic properties of images, forming the mid-level feature maps. In the optimization procedure, the gradients can be easily passed through the deep convolution blocks, but the weights in
the shallower convolution blocks are rarely updated, making a very slow convergence. At the same time, the different layer outputs of feature representations are complementary to each other, which should be re-considered for any dense prediction tasks. However, the effective aggregation of multiple feature outputs is rarely recognized as a critical step in model optimization.

In this paper, we propose a novel feature aggregation module applied on multiple layer outputs of deep parsing networks to effectively capture the long-range contextual information. In the proposed method, the module can auto-select the most useful feature maps to form a discriminative visual feature representation for dense prediction. Thus, with the neatly designed feature aggregation module, the proposed parsing network, named Spatial-semantic Aggregation Network (SANet), can take the long-contextual information of deep parsing networks into consideration, which has the following two advantages: (1) it uses multiple feature maps to form a strong supervision, in which the spatial-semantic properties are automatically correlated; and (2) the gradients are directly passed into multiple layers, making the parsing network easy to train. In the experiment, the proposed SANet achieves very promising performance on four widely used benchmark datasets, i.e., NYU Depth v2 [12], SUN RGB-D [13], ADE20K [14] and Cityscapes [4]. The spatial-semantic feature aggregation module with the long-contextual information paradigm can be extended to other image processing models to benefit the spatial-aware learning tasks.

The rest of the paper is organized as follows. Section II introduces related work. Section III elaborates the proposed feature aggregation module as well as the learning framework of SANet for scene parsing. Experimental results and analysis are presented in Section IV. Finally, Section V concludes the paper.

II. RELATED WORK

A. Deep learning based parsing networks

Deep parsing models based on fully-convolutional networks [6] have achieved significant outcomes on large-scale benchmark datasets [4], [14]. Following the first deep parsing model FCN [6], DeconvNet [15], SegNet [16], UNet [7] and their variants [17], [18], [19] adopt the encoder-decoder framework, where skip-connections are frequently used to refine segmentation masks. The aim to use skip-connections is to recover the geometric information that is represented in the early convolution blocks, but such aggregations fail to effectively select the most appropriate feature components because they are mixed with higher semantic information. Moreover, it is not clear that how much information can help to preserve the geometric information and aggregate the semantics in the 2D feature maps. For scene parsing tasks, exploring the contextual information is beneficial for semantic understanding, which requires large receptive fields with adjacent pattern information in deep models. Based on this consideration, some methods use dilated convolutions to replace traditional convolution layers to enlarge the receptive field [8], or some others adopt graphical models with effective inference to analyze the surrounding visual information [20]. The multi-scale processing technique is commonly used in many learning tasks such as visual localization and detection. Specific to semantic segmentation, employing multi-scale inputs [21], [22] or applying multi-scale aggregation [23] are effective ways to improve the model accuracy. In [24], the authors proposed to use neural architecture search to discover the deep model structures for semantic segmentation, which is no longer dependent on the pre-trained deep models and can
obtain satisfactory results. However, its generalization capability remains an issue because the architecture is searched on a specific validation dataset rather than a universal one, so it is hard to adapt to new data environments.

B. Effective utilization of multiple layer outputs

Deep neural networks have been extensively used for various image processing tasks. Specifically, the pre-trained deep networks on large-scale datasets serve as stem networks for new learning tasks. The stem networks usually contain multiple learning blocks such as residual blocks in deep residual networks [5]. The densely connected network [10] is a canonical architecture for semantic fusion, which is designed to better propagate features and losses through skip-connections that concatenate all the feature maps in a learning block. For spatial-aware learning tasks such as object detection, feature fusion [25] is designed to equalize and standardize semantics across the levels of a pyramid feature hierarchy through top-down and lateral connections.

With the powerful GPUs, the number of layers in the stem networks can be easily extended to several hundreds or even more than one thousand, but the resulting performance does not increase linearly. In a deep convolution network, the stacked learning blocks are divided into stages according to the resolution and representation capacity of feature maps. The feature map outputs in deeper stages contain more semantic information but are spatially coarser than shallow layers. Hence, further exploration is needed on how to connect these layers or learning blocks. In Figure 1, we illustrate four feature inference schemes. The basic architecture (a) without layer aggregation or branching structure is widely used in supervised learning tasks [5], [26], [6], [8], [27], [28]. To address the spatial-aware learning task, deep semantic segmentation models [7], [9] adopt the skip-connections (b) across multiple learning stages, fusing the feature maps to restore the spatial information. The sequential inference with auxiliary loss (c) was firstly used in [29] for very deep neural networks to enhance the supervision, and was also used in PSPNet [23] for semantic segmentation. In [11], the authors designed a multi-stage aggregation without losing any intermediate feature representations to improve the model performance, as is illustrated in (d). However, the design of the aggregation relies on experience, and the basic sequential structure of the stem network has to be modified, which means the model needs to be trained from the very beginning. In our proposed aggregation structure, we design a spatial-semantic aggregation module to effectively aggregate the feature maps without changing the stem network structure.

III. METHOD

In this section, we start with the observation and analysis of skip-connections and auxiliary losses when applying FCN for scene parsing, which motivate the design of the multi-layer feature aggregation module, then we give the details of the whole learning framework.

A. Multi-layer feature aggregation

To effectively correlate the spatial and semantic information, the feature aggregation should reserve the discriminative feature components and abandon the useless ones. Specific to a FCN, the early convolution outputs have dual functionalities: describing the geometric properties and acquiring new knowledge in deeper stages. The features of the middle and late layers are less spatial-aware but semantic indicative. To effectively use multiple feature maps from different layers in a FCN, skip-connections and auxiliary losses are commonly used. Skip-connections are usually used in deep learning-based scene parsing models such as DeepLab [9] to correlate the spatial information in the early convolution layers and the semantics in the late feature outputs. Auxiliary losses, on the other hand, can help improve the discriminative power by adding extra output branches in intermediate layers and providing stronger supervision.

To observe the effectiveness of skip-connections and auxiliary losses in FCN, we conducted a simple indoor scene parsing experiment on two small datasets NYU Depth v2 [12] (40 classes) and SUN RGB-D [13] (37 classes). We used the ResNeXt50 model [30] as the stem network, replacing the global average pooling layer and classification layer with two convolution layers to form a pixel-wise classifier for dense prediction.

We selected the following layer outputs to skip-connect the last feature map before the final convolution (pixel classifier): (a) the ReLU layer after the first convolution (s0); (b) the final ReLU layers at each of the four stages before resolution changes (s1, s2, s3 and s4). Similarly, we added dense layers on these layer outputs as auxiliary losses to observe their effectiveness. In the training procedure, we used the IoU (intersection over union) to evaluate the performance on the validation (test) set. The results of different skip-connections and auxiliary losses are summarised in Table I.

| Layer | NYU Depth v2 | SUN RGB-D |
|-------|-------------|-----------|
|       | SC | AL | SC | AL |
| None  | 40.2 | 40.6 |
| s0    | 39.2 | 40.4 | 39.8 | 40.1 |
| s1    | 40.0 | 40.4 | 40.4 | 40.5 |
| s2    | 39.6 | 40.6 | 40.3 | 40.7 |
| s3    | 39.4 | 40.4 | 40.2 | 40.6 |
| s4    | 40.4 | 40.2 | 40.3 | 40.6 |

Inspecting the validation results in the table above, we can observe that some skip-connections or auxiliary losses can improve the classification accuracy, while some others cannot. Furthermore, applying the two approaches to the early convolution output (s0 in the experiment) essentially decreases the IoU. For a given stem network with very deep structures and a large-scale dataset, it is hard to select the proper intermediate layers to form the most appropriate feature representation. Based on such observations,
we design a multi-layer feature selection method to fully utilize multiple feature maps thus improve the scene parsing performance.

Instead of concatenating multiple-layer outputs as is in skip-connections or applying an auxiliary loss in an intermediate layer output, we design a nonlinear feature aggregation method throughout the whole stem network, without wasting any layer information, to better fit the potential data distribution.

We consider the multi-layer outputs in a FCN as a sequence of feature maps. Given the labels as supervision information, the global feature representation should well leverage the spatial and semantic properties for the spatial-aware prediction. Therefore, the layer dependency in the sequence of feature maps should be modelled to learn the spatial-aware feature representation. Here we use the long short-term memory (LSTM) as a feature selection function conducted on multi-layer outputs. LSTM can model the short-term memory as a feature selection function spatial-aware feature representation. Here we use the long sequence of feature maps should be modelled to learn the spatial-aware prediction. Therefore, the layer dependency in the information, the global feature representation should well without wasting any layer information, to better fit the performance.

We utilize multiple feature maps thus improve the scene parsing we design a multi-layer feature selection method to fully

\[ i_t = \sigma(w_{ix} \ast x_t + w_{ih} \ast h_{t-1} + b_i), \]
\[ f_t = \sigma(w_{fx} \ast x_t + w_{fh} \ast h_{t-1} + b_f), \]
\[ o_t = \sigma(w_{ox} \ast x_t + w_{oh} \ast h_{t-1} + b_o), \]
\[ g_t = \tanh(w_{gx} \ast x_t + w_{gh} \ast h_{t-1} + b_g), \]
\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t, \]
\[ h_t = o_t \odot \tanh(c_t), \]

where \( \sigma(\cdot) \) is the sigmoid function and \( \odot \) is the element-wise multiplication, respectively. The convolution kernels \( w_{sx} \) and \( w_{sh} \) are the ConvLSTM state and recurrent transformations, and \( b_s \) are bias matrices.

Given a sequence of feature maps \( x'_1,t \ldots x'_m \) from \( m \) learning blocks, the output of 2D ConvLSTM is a sequence of tensors. The final feature map that correlates the spatial and semantic information is calculated as:

\[ y = \frac{1}{m} \sum \text{ConvLSTM}(x'_1, \ldots, x'_m). \]

Considering the specific case of pixel-level classification that requires larger receptive fields, a higher dilation rate (e.g., 2) is used in the ConvLSTM. By adding the ConvLSTM as a feature aggregation function on multi-layer outputs, the deep parsing structure has the following three advantages. First, the feature aggregation module is able to keep the spatial-semantic consistencies, which is not a linear combination of multiple feature maps, but is an extra learning module to acquire new knowledge thus enhance the global feature representation. Second, the feature aggregation module uses multiple feature maps at different stages as the input through the stem network, forming a strong supervision and making it easier to train, because the gradients from the late layer for pixel-wise classification can be directly passed into shallower learning blocks. Thus, compared to the deep parsing networks such as [23], [22], the convergence is faster when applying the feature aggregation module. Third, the feature aggregation module can be directly inserted in any existing FCN pipeline, which does not significantly increase the

\[ \text{We use the bilinear interpolation on the 2D grids to adjust the feature resolution.} \]
computational complexity overhead yet enhance the feature representation capability.

Recurrent modules have been widely used to improve the performance by considering the visual contextual information in some visual pattern recognition works [33], [34], [35], [20]. For example, the ConvLSTM is used to help model the motion [36] and spatial-temporal dependencies in video frames [37]. In our work, we use the recurrent module from another perspective for multi-layer feature aggregation for spatial-semantic consistencies, which differs from their contexts and it is the key contribution for spatial-aware learning tasks. In [38], the authors proposed to make multi-level context contrasted local features to aggregate multi-layer outputs. The key difference to our model is that they adopt the gated sum to control the information flow, while we use the recurrent model to auto-aggregate the features. The gated sum is computed multiple times for every two layer aggregation, so for the whole learning framework it is less computationally efficient compared to our method.

B. The overall SANet learning architecture

We now present the architecture of spatial-semantic aggregation network (SANet). The overall framework is illustrated in Figure 2. In the proposed framework, the global feature representation is composed of two parallel pipelines. The first pipeline (b) is essentially a dilated FCN that consists of multiple learning blocks, during which both the feature resolution and feature dimensionality are changed. The second pipeline (c) is in parallel with (b), in which multiple feature maps are aggregated by the spatial-semantic feature selection module.

The stem network of SANet used in our work is a 50-layer ResNeXt [30]. Compared with ResNet proposed in [5], ResNeXt adopts the aggregated transformation by increasing the cardinality, which can improve the classification accuracy without increasing the width of the bottleneck block or the depth of the whole network. The ResNeXt-50 has four learning stages (blocks) after the early convolution. At each stage the number of channels doubles while the resolution halves. We choose the final ReLU activation before resolution changes, so five feature map outputs are selected as the intermediate feature candidates to feed into the spatial-semantic feature aggregation module. Given an input image (a) in Figure 2 it has two paths to arrive at the final feature representation prior. The first path is the sequential learning blocks of ResNeXt-50 in (b), and the second path is the feature map conversion and a spatial-semantic feature aggregation module in (c), respectively. We then apply a pyramid feature module (PSP) [23] as a global feature representation for the pixel-label prediction of the objectives. We do not apply auxiliary loss to any intermediate layer to enhance the discriminative power because the multi-layer feature aggregation module can already conduct the feature selection and pass the gradients into multiple layers in the back-forward optimization.

C. Computational cost analysis

For deep learning-based models, the computational cost is mainly measured by FLOPs and memory usage of GPU. We compare our SANet based on ResNeXt-50 with some recent deep parsing networks and show the breakdown analysis in Table II. When the input image resolution is $473 \times 473$, our model has a moderate computational cost. The parameter efficiency of SANet is similar to PSPNet-101. On the other hand, SANet needs less GPU memory compared to PSPNet with ResNet-101 but a little more float operations. In general, it is worth increasing the FLOPs overhead in a deep parsing network to improve the accuracy of dense prediction.

IV. EXPERIMENTS

To evaluate the effectiveness of the proposed spatial-semantic aggregation model for scene parsing, we conducted comprehensive experiments on NYU Depth v2 [12], SUN RGB-D [13], Cityscapes [4] and ADE20K [14] datasets. In this section, we first briefly introduce the
TABLE II: Computationa complexity analysis.

| Method       | Stem network | Input size | Output | FLOPs   | Memory |
|--------------|--------------|------------|--------|---------|--------|
| FCN-101      | ResNet-101   | 512 x 512  | 1/8    | 1.04 x 10⁸ | 3.25G  |
| PSPNet-50    | ResNet-50    | 473 x 473  | 1/8    | 0.93 x 10⁸ | 1.96G  |
| PSPNet-101   | ResNet-101   | 473 x 473  | 1/8    | 1.31 x 10⁸ | 3.38G  |
| DeepLab v3+  | Xception     | 512 x 512  | 1/8    | 0.82 x 10⁸ | 5.14G  |
| RefineNet    | ResNet-101   | 512 x 512  | 1/4    | 2.61 x 10⁸ | 1.92G  |
| SANet (ours) | ResNeXt-50   | 473 x 473  | 1/8    | 1.65 x 10⁸ | 2.68G  |

datasets and experimental settings, then report the results on the four datasets.

A. Datasets

NYU Depth v2 & SUN RGB-D: The two datasets are both indoor scene understanding benchmarks. The pixel-wise classes are from a variety of indoor scenes as recorded by a RGB-D camera from different sensors. We use the standard training/testing splits. The depth images are not used to enhance performance. Some partial experimental results have been shown and analyzed in Section III-A.

ADE20K: This is a challenging dataset with more than 20K scene images, which has 150 classes of dense labels. The testing set has not been released, so we use 2,000 validation images for qualitative evaluation.

Cityscapes: This is a street-view dataset taken from 50 European cities, which provides fine-grained pixel-level annotations of 19 classes including buildings, pedestrians, bicycles, cars, etc. The training/validation/testing splits are with 2,975, 500 and 1,525 images, respectively. We do not use the 20,000 coarsely labelled images to pre-train the model.

B. Implementation details

Our implementation is based on Pytorch. Specifically, we applied the following settings in the experiment:

- To leverage the pixel redundancy and output resolution, we removed the down-sampling operations in the last two learning stages (blocks) of ResNeXt-50 to preserve more visual details without adding extra parameters. Thus, the size of the final feature map is 1/8 of the input image.
- We set the dilation rate to 2 for all the $3 \times 3$ convolutions when the stride is 1 to enlarge the receptive field in the third convolution block. Similarly, we set the dilation rate to 4 in the forth convolution block. Such a setting is beneficial to improve the segmentation performance without adding computational complexity.
- The skip-connection is used multiple times in our SANet. We used the first convolution feature map before residual blocks as the input of the feature aggregation module. Due to the limited computational resource of GPU, we could only use the batch size of 8 at maximum in the training procedure.

We added a pyramid pooling module proposed in [23] at multi-scale spatial levels to augment the global feature representation prior. To better exploit the contextual information, we employed five bin sizes with $60 \times 60$, $30 \times 30$, $20 \times 20$, $15 \times 15$ and $10 \times 10$, respectively. Such a setting is beneficial to parse very small objects or stuff by considering multiple contextual information. After that, a $3 \times 3$ convolution and an up-sampling were applied to spatially adjust the feature size.

C. Evaluation metric and experimental settings

We used intersection-over-union (IoU) and pixel accuracy to measure the parsing quality of the models in the experiment. In the training stage, we used horizontal flipping, random scaling and contrast normalization as image augmentation to further improve the model generalization ability. We used the AdamW [39] optimizer with the initial learning rate $10^{-5}$ and followed [9] to set the learning rate scheduling. In the training process, the best models were checkpointed by the minimum categorical cross-entropy losses on NYU Depth v2 and SUN RGB-D datasets. On ADE20K and Cityscapes datasets, we used the recent lovász-softmax loss [40] to further optimize the IoU. We applied the multi-scale prediction with a single model in the inference procedure on all datasets, but did not use CRF post-processing [9] to fine-tune the pixel labels after the categorical probability estimation.

D. Results

1) Results on NYU Depth v2 and SUN RGB-D datasets:

One of the nice properties of the proposed multi-layer feature aggregation is that the gradient can be simultaneously passed to multiple layers, making the deep parsing network easy to train. In the model training of the FCN on NYU Depth v2 dataset, we recorded the mean accuracy values for the first 80 training epochs on the validation set, which is shown in Fig. [3]. Compared to the FCN models with skip-connections and auxiliary losses, the proposed feature aggregation module can simultaneously pass the gradients into multiple learning blocks, including the shallower convolution blocks, which improves the optimization efficiency for dense predictions.

We first conducted the component analysis of SANet on NYU Depth v2 dataset. The proposed SANet is essentially a composition of a stem network (ResNeXt-50), a multi-layer feature aggregation module and a pyramid pooling module. In the training process, the best models were checkpointed by the minimum categorical cross-entropies, and the final evaluation of the testing set is summarized in Table III. Applying a pyramid pooling module on a FCN can slightly improve the parsing performance. If the stem network is augmented by the feature aggregation module, the accuracy
Fig. 3: The mean accuracy curves on the NYU Depth v2 validation set. The feature aggregation is based on a dilated FCN. Due to the multiple skip-connections, the proposed feature aggregation can effectively accelerate the training of the deep scene parsing model.

TABLE III: Component analysis of SANet on NYU Depth v2 testing set.

| Method      | PSP | Feature aggregation | Pixel accuracy |
|-------------|-----|---------------------|----------------|
| ResNet-50   | -   | -                   | 71.8           |
| ResNeXt-50  | ✓   | ✓                   | 74.3           |
| ResNeXt-50  | ✓   | ✓                   | 75.9           |

TABLE IV: Scene parsing results on NYU Depth v2 and SUN RGB-D testing sets.

| Methods          | NYU Depth v2 | SUN RGB-D |
|------------------|--------------|-----------|
|                  | Pixel Acc.   | IoU       | Pixel Acc.   | IoU       |
| SegNet [16]      | -            | -         | 72.6         | 31.8      |
| SEGCloud [41]    | -            | 43.5      | -            | -         |
| Lin et al. [42]  | 70.0         | 40.6      | 78.4         | 42.3      |
| RefineNet [21]   | 74.4         | 47.6      | 81.1         | 47.0      |
| MSCI [43]        | 49.0         | -         | 50.4         | -         |
| PadNet [44]      | 75.2         | 50.2      | -            | -         |
| CCL [38]         | -            | -         | 81.4         | 47.1      |
| SANet (ours)     | 75.9         | 50.7      | 82.3         | 51.5      |

E. Discussions

The goal of the proposed spatial-semantic feature aggregation module is to learn better feature maps for dense classification. Furthermore, due to the use of the proposed feature aggregation module, the deep parsing network is much easier to train because the gradients can be passed to multiple learning blocks, achieving to a faster training process. So the proposed feature aggregation module is an excellent alternative compared to simple skip-connections or auxiliary losses in the deep scene parsing models. The experimental results have proved the effectiveness of our module. In some other spatial-aware learning tasks such as object detection [27], [51] and tracking [52], the global feature representation prior that leverages the spatial and semantic information usually obtains superior performance, so it is worth trying to apply the memory cell on multiple feature outputs in deep neural networks to improve the accuracy.

V. Conclusion

We have presented a novel spatial-semantic feature selection module for supervised scene parsing. The extra module can select the useful components in multiple feature outputs and aggregate them to form a discriminative global feature representation for accurate pixel-label prediction. Integrating the feature selection module into deep parsing networks

We show the quantitative results of the two indoor scene parsing datasets in Table [V] Even we did not incorporate the depth images in the training process, the proposed SANet reaches the best performance in most cases. Since we adopted the pyramid pooling module which is the same as PSPNet, the proposed spatial-semantic feature aggregation module outperforms the pixel accuracies by 0.7% and 0.9%, and boosts the IoU values by 0.5% and 1.1% on the two datasets, respectively.

2) Results on ADE20K dataset: We experimented on the large-scale ADE20K dataset to verify the effectiveness of the proposed SANet. The comparisons on the validation set with some recently proposed methods are reported in Table [V] Results show that our model achieves 82.1% in pixel accuracy and 44.7% in IoU, which achieves the best performance among these methods. Some example scene parsing results in both indoor and outdoor environments are illustrated in Fig. [4]

3) Results on Cityscapes dataset: For this dataset, the ground-truth of test images are withheld by the organizers, so all methods can only be tested by submitting the results to the evaluation server. The overall comparisons of our model with some recently proposed methods are summarized in Table [VII] Among the test results on the evaluation server, our proposed SANet outperforms all previous methods in terms of the class IoU. The per-class scene parsing results are reported in Table [VII] From the table, we can see that even without the pre-training on the 20,000 coarse-labelled images, our method still achieves very promising results. We also illustrate some example results for the scene parsing visualization in Figure [5] Since our model can automatically leverage the spatial and semantic information from multi-layer feature maps, some small objects (such as traffic signs) are accurately segmented by SANet, which demonstrates that the proposed feature aggregation module can well deal with the spatial-aware learning tasks.
also forms a strong supervision to effectively suppress the over-fitting problem, making the parsing network easy to train. Extensive experiments with very promising results on four public scene parsing datasets demonstrate the effectiveness of our SANet. We believe the proposed spatial-semantic feature aggregation module can also benefit the related spatial-aware learning techniques in the community.
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