CONTROLLING THE PERCEIVED SOUND QUALITY FOR DIALOGUE ENHANCEMENT WITH DEEP LEARNING
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ABSTRACT
Speech enhancement attenuates interfering sounds in speech signals but may introduce artifacts that perceptually deteriorate the output signal. We propose a method for controlling the trade-off between the attenuation of the interfering background signal and the loss of sound quality. A deep neural network estimates the attenuation of the separated background signal such that the sound quality, quantified using the Artifact-related Perceptual Score, meets an adjustable target. Subjective evaluations indicate that consistent sound quality is obtained across various input signals. Our experiments show that the proposed method is able to control the trade-off with an accuracy that is adequate for real-world dialogue enhancement applications.
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1. INTRODUCTION
Speech enhancement processes the input signal \( x(n) = s(n) + b(n) \) with the aim to improve the intelligibility of the speech signal \( s(n) \) by attenuating the interfering background signal \( b(n) \). This can be applied for dialogue enhancement in TV and movie sound when the level of the speech is too low compared to the level of environmental sounds and music in the background \([1,2,3]\). The processing may introduce artifacts that deteriorate the perceived sound quality.

Data-driven methods, e.g., using Artificial Neural Networks (ANNs) \([4,5,6]\), estimate a representation of the target signal or the parameters for retrieving the target signal from the input mixture. While most methods optimize a cost function without taking perceptual constraints into account, perceptually motivated cost functions have been developed based on Short-Time Objective Intelligibility (STOI) \([7,8,9]\), Perceptual Evaluation of Speech Quality (PESQ), and Perceptual Evaluation methods for Audio Source Separation (PEASS) \([10]\). Yet, no control of the trade-off between sound quality and attenuation is possible.

Two related works apply Deep Neural Networks (DNNs) to predict the sound quality of Blind Source Separation (BSS) quantified by means of Source to Distortion Ratio (SDR) (which is then used to select the best sounding output signal from multiple BSS methods) \([11]\) and Source to Artifact Ratio (SAR) \([12]\). These methods do not facilitate the control of sound quality, and the measures SDR and SAR \([13]\) were shown to correlate poorly with the perception of sound quality \([14,15,16]\).

Here, we present a single-ended method for controlling the trade-off between background attenuation and sound quality for speech enhancement. We propose to attenuate the background only partially such that the sound quality of the output meets a target level. To this end, a DNN is trained to estimate the background attenuation parameter with target values that are obtained from a computational model of sound quality.

The proposed method is evaluated with signals that are representative for the application of dialogue enhancement. To the best of our knowledge this is the first method for controlling the perceived sound quality for speech enhancement applications. The paper is structured as follows: Section 2 details the proposed method, experimental results are given in Section 3, and Section 4 concludes the paper.

2. PROPOSED CONTROL OF SOUND QUALITY
We assume that the degradation of the sound quality increases monotonically with the attenuation of the background signal. Our aim is to adjust the background attenuation such that the perceived sound quality equals a target value \( \tilde{q} \). The sound quality level \( \tilde{q} \) determines the desired trade-off between separation and sound quality and is adjustable to meet the needs of the user in their listening environment. The input signal is decomposed into estimates \( \hat{s}(n) \) and \( \hat{b}(n) \) of the target and the background signal. The output signal \( y(n) \) is computed as

\[
y(n) = \hat{s}(n) + g\hat{b}(n),
\]

where the background attenuation \( g \) is computed using supervised regression trained with target values from a computational model for sound quality. Fig. 1 shows an overview of the proposed method.
2.1. Speech enhancement implementation

The speech enhancement method from [17] is used in our experiments to compute training and test signals for the proposed control method. It has been extensively tested for dialogue enhancement of archived broadcast material in the context of object-based audio [18]. The method applies real-valued weights to the Short-Time Fourier Transform (STFT) representation of the input signal computed for 21.3 ms frames with 50% overlap. It uses a combination of center signal extraction, primary-ambient decomposition, semi-supervised non-negative matrix factorization with a spectral basis dictionary for speech [19], and single-channel speech enhancement using an iterative level estimation for stationary noise signals [20, 21]. The spectral weights from these methods are combined using element-wise minimum operation and are signal-adaptively smoothed to reduce musical noise [22]. The processing reduces the Source to Interference Ratio (SIR) by 9.4 and 13.1 dB for mono and stereo signals, respectively, on average over the test data set used in [17].

2.2. Computational model for sound quality

The sound quality is computed by means of the Artifact-related Perceptual Score (APS) with the implementation from the PEASS toolbox [23]. APS predicts the outcome of a MUSHRA test [24], where listeners would rate the quality of the signal in terms of absence of additional artificial noise. The input signal is decomposed with orthogonal projections in the Gammatone domain into signal component representing the target, the interferer, and artifacts. PEMO-Q [25] is used to compute the input features for an ANN that is applied to predict the APS score and three other quality measures.

2.3. Parameter estimation

We train a DNN to estimate the background attenuation in dB, \( h = -20 \log_{10}(q) \), with 0.01 \( \leq q \leq 1 \), such that the output sound quality meets a target level. The inputs to the DNN are the separated speech signal \( \hat{s}(n) \) and the input mixture \( x(n) \). The target values \( h \) for the training are computed with an iterative line search, where the update direction and step size are determined based on the error in the resulting quality level as

\[
h_{k+1} = h_k - \gamma (q - q) \tag{2}
\]

with iteration index \( k \), APS value \( q \) for \( h_k \), target quality level \( \hat{q} = 80 \), step size \( \gamma = 0.5 \) and \( h_0 = 20 \). The update is repeated for 6 iterations at most or until the stop criterion \(|q - \hat{q}| < 0.25\) has been reached. Items for which \(|q - \hat{q}| \geq 1\) are discarded. The target values \( h \) and the DNN outputs \( \hat{h} \) are computed for non-overlapping signal segments of 4 s length each.

2.4. Structure and training of the DNN

The audio signals are downsampler to 12 kHz for reducing the computational complexity and the number of network pa-
rameters. The log-magnitude STFT coefficients are computed using a sine window of size 256 samples, 50% overlap, and transform length of 512. The input to the DNN is a 3D tensor with shape 2 (unprocessed signal and estimated speech) × 374 (time frames) × 257 (frequency bins). We centered and normalized the data using means and standard deviations computed from the training data along the time axis.

Table 1 shows the structure and hyperparameters of the network. It uses three series of a 2D convolutional layer, a max-pooling layer, and a Batch Normalization (BN) layer. They are followed by a first dense layer, a BN layer, and a final dense layer. The DNN is trained by minimizing the Mean Squared Error (MSE) using mini-batch gradient descent with a batch size of 64, momentum of 0.5, and Nesterov acceleration. The training is done for 60 epochs with a learning rate of $10^{-5}$, followed by three additional epochs of refinement with a learning rate of $10^{-6}$.

3. EVALUATIONS

3.1. Training and testing data

The training data are created from 13 hours of mixtures of clean speech with various background signals. The speech signals feature female and male talkers, various languages, accents, and speech rates. Approximately half of the background signals are environmental noise and sound effects that originate from four libraries of sound effects for audio productions. The other half is instrumental music sampled from commercial recordings. The initial data is augmented by a factor of 5 by mixing speech and background signals at Signal to Noise Ratios (SNRs) of $[-10, 0, 5, 10, 20]$ dB.

Fig. 2 depicts the distribution of the target values $h$ for the training data together with a weighting function. The distribution is unimodal with a maximum at about 14 dB. In order to avoid biased estimation towards this value, the weighting function is applied to the loss values.

The test data comprise 180 items with a length of 4 s each that have been created by mixing 36 different speech and background signals at the same 5 different SNRs.

3.2. Objective evaluation results

The DNN estimates the background attenuation $h$ with a Mean Absolute Error (MAE) of 2.34 dB and an MSE of 9.91 dB. Fig. 3 shows the target and predicted values for each item of the test set, which correlate with a $\rho$ coefficient of 0.81 (p-value=0.00). The linear regression between target and predicted values has a slope of 0.71 with an r-squared value of 0.65.

Fig. 4 shows the MAE, averaged over all input SNRs for each test item (left plot) and averaged over all test items for each input SNR (right plot). We can see that the performance varies largely among the test items and that both, the MAE and its variance, are largest for the lowest SNRs. A detailed inspection of the worst performing item revealed that the bad overall performance is caused by the two lowest SNRs.

The APS of the output test signals when mixed with $\hat{h}$ has a mean of 82.6 and a standard deviation of 4.50. The MAE between the output APSs and the target APS of 80 is 4.48.
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**Fig. 2.** Distribution of the target values in the training data (bar plots) and training weights (solid line).

![Figure 3](image2.png)

**Fig. 3.** Predictions over input SNRs and regression function.
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**Fig. 4.** Mean Absolute Error (MAE) (depicted by bars) and standard deviation (overlapping lines) for the test items over the different input SNRs (left plot) and for the different input SNRs over the test items (right plot).
3.3. Modification and ablation analysis

The structure of the DNN is inspired by [11] with the following modifications. We reduced the number of dense layers from five to two which reduced the number of parameters by about 50,000 and improved the MSE by about 50%. The BN layers are placed after each pooling layer and before the last dense layer, while in [11] the BN layers are positioned before the pooling layers and they are not used between the dense layers. Moving the BN layers to before the pooling layer caused a performance degradation in MSE of ca. 10%.

Further modifications from [11] are the use of log-magnitude STFT coefficients instead of time signals as inputs to the DNN, and differences in the convolution filter dimensions and the activation functions. All modifications have led to lower regression errors in our experiments.

When the weights in Fig 2 were not used during training, almost the same ρ, MAE, and MSE are obtained on the test data, but the regression slope would be 0.60 (r-squared=0.64). Thus, using sample weighting while training causes slightly worse predictions for values close to 14 dB, but better predictions for less frequent values in the training data. An additional experiment showed that if only the estimated speech signal is used as input to the network (without the signal before separation), the MSE increases by about 50%.

3.4. Subjective evaluation results

The proposed method has been evaluated in a listening test with 13 listeners without reported hearing impairments. Eight input signals were created by mixing speech with background sounds and processed with ˆh = h. We tested two additional conditions with background attenuations of ˆh = 6 dB and ˆh + 6 dB. The items were presented one at a time in random order and the listeners were asked to rate the absolute sound quality in terms of absence of artifacts or distortions without a reference. The discrete 5-point annoyance scale [25] (1=very annoying, 2=annoying, 3=slightly annoying, 4=audible but not annoying, 5=inaudible) was employed.

Fig. 5 shows the Mean Opinion Scores (MOS) and confidence intervals over all listeners and items (left plot) and per item as function of the applied background attenuation ˆh (right plot). In the right plot, the same symbol is used for the items originating from the same input mixture.

Fig. 5. Mean and 95% confidence intervals of the listening test results over all listeners and items (left plot) and per item as function of the applied background attenuation ˆh (right plot). In the right plot, the same symbol is used for the items originating from the same input mixture.

Described in [17]. For optimum results, we suggest to re-train the parameter estimation for other speech enhancement methods if the introduced artifacts have different characteristics.

The background attenuation is estimated with an MAE of 2.34 dB, resulting in an MAE of 4.48 for the APS obtained for the output signals of our test set. With the chosen target quality level of ˆq = 80 APS points the proposed method achieved a mean score slightly below “audible but not annoying” in a listening test. While the target quality level appears to be a good choice for hearing impaired listeners, larger values may be adequate for other target groups.

The calculation of APS is computationally expensive and requires reference signals for the clean speech which are not available in the application. The advantage of the proposed method is that the APS is only required during training. Future work will assess the system performance by means of a listening test and investigate the relation between target quality for the parameter estimation and perceived sound quality.
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