Abstract—This paper presents a new method for solving an orienteering problem (OP) by breaking it down into two parts: a knapsack problem (KP) and a traveling salesman problem (TSP). A KP solver is responsible for picking nodes, while a TSP solver is responsible for designing the proper path and assisting the KP solver in judging constraint violations. To address constraints, we propose a dual-population coevolutionary algorithm (DPCA) as the KP solver, which simultaneously maintains both feasible and infeasible populations. A dynamic pointer network (DPN) is introduced as the TSP solver, which takes city locations as inputs and immediately outputs a permutation of nodes. The model, which is trained by reinforcement learning, can capture both the structural and dynamic patterns of the given problem. The model can generalize to other instances with different scales and distributions. Experimental results show that the proposed algorithm can outperform conventional approaches in terms of training, inference, and generalization ability.

Index Terms—Orienteering Problem, Decomposition, Evolutionary Algorithm, Deep Reinforcement Learning, Attention.

I. INTRODUCTION

It is common for tourists to plan trip routes with limited durations and limited numbers of scenic stops. Tourists intend to visit series of spots that are located in different places and have different scores for quantifying tourists’ levels of interest; a trip starts and ends at a specific location called the depot. Within the given tour time, the goal is to maximize the total score of the nodes visited in a single tour. This is an orienteering problem (OP) [1], which has applications not only in tourist trip design [2] but also in home fuel delivery [3] and unmanned aerial vehicle (UAV) reconnaissance mission planning, among other scenarios.

An OP can be defined by a complete graph \( G = (V, A) \), where \( V = \{v_1, \ldots, v_N\} \) is the vertex set and \( A = \{(i, j) : i, j \in N\} \) is the arc set. A nonnegative real number \( s_{ij} \) called the score associated with each vertex \( v_i \in V \) and a positive real number \( t_{ij} \) called the travel time or travel distance associated with each arc \( \{i, j\} \in A \) are present. The goal of the OP is to determine a Hamiltonian path over a subset of \( V \) (including the starting and ending vertices) to maximize the total score derived from the visited vertices, while the path length cannot exceed a given limitation \( T_{\text{max}} \). By default, we set the starting and the ending vertices as the same point. The OP can then be formulated as a linear programming problem as described by [3]. It should be noted that the travel distance \( t_{ij} \) in this work is defined as the Euclidean distance between the vertices, which also means that \( t_{ij} = t_{ji} \).

As nondeterministic polynomial (NP)-hard problems [1], OPs are some of the most classic combinatorial optimization problems, and they have been studied for decades. During the last decade, several exact and heuristic algorithms have been proposed to solve this type of problem as well as its variants. Exact algorithms, including the branch-and-bound [4], [5], cutting plane [6] and branch-and-cut algorithms [7], [8], have been applied to solve OPs. With exact algorithms, it is difficult to solve large-scale cases in limited time periods; in such cases, heuristics show their advantages. Iterative local search (ILS) [2] is one of the most famous heuristics aimed at the OP family; it can provide satisfactory solutions with good speed. Based on that, several local research options have been introduced to improve the ILS approach [9]. More recently, a large number of advanced heuristic algorithms, such as effective neighborhood search [10], large neighborhood search [11], variable neighborhood search, ant colony system [12], tabu search [13], and simulated annealing heuristics [14], [15], have been applied. Recently, to save on development costs and enhance model generalization, learning heuristics for combinatorial optimization problems have been the focus. In particular, deep reinforcement learning (DRL) methods have already been applied to solve OPs and their variants [15], [16] in the past three years. While many methods are already available for solving OPs, considering the complexity induced by time constraints and the variable lengths of solutions, the existing methods still have difficulty dealing with dynamic data in a quick and precise manner, especially for large-scale cases. Therefore, it is necessary to design a new method that inherits the advantages of the above algorithms, including the traditional heuristics and learning heuristics.

Essentially, an OP is a combination of node selection and shortest Hamiltonian path planning among the selected nodes [3], which means that an OP can be decomposed into two other classic combinatorial optimization problems: a knapsack problem (KP) and a traveling salesman problem (TSP). In detail, the KP solver aims at selecting nodes of interest to obtain the highest total score under the given constraints, and the TSP solver tries to generate a single path among the selected nodes with the minimum traveling time, which helps the KP solver judge the feasibility of its solutions and enables it to make further adjustments. Finally, OP solutions
can be obtained by iteratively adjusting the solutions of the KP. Considering that the advanced algorithms for solving KPs and TSPs are highly mature, it is reasonable to solve an OP by decomposing it into a KP and a TSP. However, to date, no study has applied this decomposition method (DM) in reality. Traditional methods for solving TSPs, whether they are exact algorithms or heuristic algorithms, are all specifically designed for particular instances, which means that they need complete the solving procedure once again if the problem changes even by only one data point. Since the DM requires solving the TSP on different occasions, repeatedly training TSP models is uneconomical.

Fortunately, machine learning algorithms with strong generalization abilities and fast solution speeds can solve this puzzle perfectly, and they currently perform satisfactorily in terms of solving various problems, including TSPs. Vinyals [17] introduced the concept of the pointer network (PN), which is a kind of neural network inspired by sequence-to-sequence models, to solve a TSP via supervised learning. Once the network is trained, it can immediately output the correct node access sequence (near-optimal TSP tour) based on the input node information. It has a great advantage in terms of evaluation time over traditional combinatorial optimization algorithms, which generally optimize solutions in an iterative manner. However, the supervised learning method requires a large number of existing solutions, which may be difficult to obtain for most problems. At the same time, these provided solutions greatly limit the quality of the solution found by the PN.

Without the requirements of existing solutions, reinforcement learning (RL) can optimize policies via autonomous learning. Bello et al. [18] presented a framework combining a neural network and RL to address this issue. Experiments showed that their approach works well in terms of solving classic combinatorial optimization problems such as TSPs and KPs. This provided a way to solve combinatorial optimization problems with DRL. Following this work, many new methods based on the PN architecture have been successively proposed at artificial intelligence summits aiming at TSPs [19], [20], vehicle routing problems (VRPs) [21], [19], [16], [22], [23], KPs [24], the max-cut problem [25] and other combinatorial optimization problems in the past three years and have achieved satisfactory effects. Aside from the PN architecture, graph neural network and attention layer models are also used to solve combinatorial optimization problems [26]. Dai et al. [27] first studied combinatorial optimization problems such as minimum vertex cover (MVC) problems and TSPs by combining graph neural network and DRL methods. The graph neural network was used to estimate the Q value of each optional node, according to which the node inserted next could be determined with a greedy strategy. This tactic was repeated until inserted nodes constituted a complete solution. Wouter Kool et al. [16] proposed a model based on attention layers and trained it by using REINFORCE with baselines to solve common combinatorial optimization problems. The attention mechanism used in their work instead of recurrence (long short-term memory (LSTM)) is more suitable for problems without requirements regarding the order of the input nodes, increasing learning efficiency. The multihead attention mechanism in their work allows nodes to share relevant information over different channels, which is important for choosing nodes. They performed experiments with the same hyperparameters on problems including a TSP, a VRP, an OP and a prize collecting TSP (PCTSP) and obtained high-quality solutions. Based on attention research, Ricardo Gama et al. [15] proposed a modified PN architecture to address the OP with time windows (OPTW). They utilized a recursive attention model that relied on a transformer block with dynamic graph self-attention, and RL was used to train this model. Experimental results showed that their approach generally outperforms the ILS method [2], one of the most commonly used heuristics in OPTW research, and can generate solutions in seconds once trained.

Successful applications of DRL methods to combinatorial optimization problems, especially TSPs, make it feasible to solve OPs by decomposition. According to the idea of the DM mentioned before, once one DRL model (as the TSP solver) is trained, it can immediately generate a solution (node access sequence) based on the nodes selected by the KP solver, as well as the length of the route. The KP solver, which can be one kind of heuristic or learning heuristic, then adjusts the selected nodes according to nodes’ values and routes’ lengths. Adjusting the solutions iteratively eventually results in a good solution for the given OP. Since the TSP solver can provide solutions immediately, the complexity of the OP can be reduced nearly to that of a KP, which is a landmark finding for large-scale OPs and their variants. Compared with solving an OP directly by DRL, the DM combining a heuristic and DRL uses fewer training resources and has a stronger generalization ability, which means that the DM is more feasible in practical problems, especially with large-scale and dynamic data. While the evaluation time of the DM may reach the minute level, it is much faster than traditional heuristics and still acceptable.

In this paper, we decompose an OP into a KP and a TSP and apply the evolutionary algorithm (EA) as the KP solver and the DRL as the TSP solver. The framework in this paper is thus called EA-DRL. Specifically, we propose a dual-population coevolutionary algorithm (DPCA) for the KP module. Different from general EAs such as the second-generation nondominated sorting genetic algorithm (NSGA-II), this method simultaneously maintains one feasible population and one infeasible population while evolving, where the goal is maintain population diversity and prevent the algorithm from falling into a local optimum while dealing with constraints. A greedy strategy (GS) is used for population initialization to accelerate the evolution of the population. To effectively solve the TSP module, we improve the PN with an attention mechanism and dynamic information (named the dynamic pointer network (DYPN)) and train it via the REINFORCE method. For specific cases, the pretrained model can be retrained on small samples to further improve its performance. The experimental results prove the effectiveness and strong generalization ability of our proposed framework.

In conclusion, the contributions of this work can be concluded as follows.
A decomposition framework called EA-DRL based on the EA and DRL is proposed for solving OPs. Compared with existing algorithms, EA-DRL performs better on large-scale instances, with high generalization ability and lower training costs.

An improved evolutionary algorithm (DPCA) is introduced; it can deal with strong constraints and greatly improves population diversity during the process of evolution. Feasible and infeasible populations are maintained together. While the feasible solutions evolve towards better objective function values, the infeasible solutions evolve towards reducing constraint violations. This strategy effectively prevents the solutions from falling into local optimum.

The conventional PN is improved. In detail, beyond incorporating an attention mechanism into the decoder, node distance information is also dynamically integrated into the attention vector.

Extensive experiments are conducted to validate the learning ability, evaluation performance and generalizability of the proposed approach. The performance of the transfer learning method on pretrained models is also discussed. The experimental results demonstrate the great optimization ability and generalization ability of our framework.

The rest of this paper is structured as follows. Section II describes our proposed EA-DRL framework, which includes the DPCA module and the DYPN module, in detail. Then, Section III introduces the REINFORCE training method. The experimental setup is specified in Section IV and the experimental results are analyzed in Section V. The last section gives the conclusion as well as future directions.

II. PROPOSED MODEL

A. General Framework

In this section, we propose to solve the OP by decomposing it into a KP and a TSP and innovatively solve it with an effective framework combining an EA and a DRL method: EA-DRL. The general framework of EA-DRL is presented in Algorithm 1. While the EA works as the KP solver for selecting nodes of interest, the DRL model is in charge of solving the TSP to obtain a Hamiltonian path based on the previously selected nodes. Afterwards, this route length is fed back to the KP solver, and the populations then evolve according to their fitness. The last Hamiltonian path is exactly the solution of the OP.

One obvious advantage of EA-DRL is its modularity and simplicity for users. Any heuristic can be deployed as the KP solver (such as the EA here), and other novel DRL-based TSP solvers [16], [15] can also be integrated into this framework. In addition, the framework is also suitable for all kinds of variants of the OP simply by adding appropriate constraints to the KP solver or the TSP solver.

In this paper, we propose the DPCA as the KP solver and the DYPN as the TSP solver; they are described in detail later.

Algorithm 1 General Framework of EA-DRL

Input: instance set \( \mathcal{M} \), maximum number of generations \( MaxGen \), population size \( N \)

1: Initialize \( gen \leftarrow 1 \)
2: Train the DRL model for the TSP: \( DRLModel \leftarrow \text{REINFORCE}(\mathcal{M}) \)
3: \( Pop \leftarrow \text{Initialization}(N) \)
4: while \( gen \leq MaxGen \) do
5: \( Route, Length \leftarrow DRLModel(Pop) \)
6: \( Pop \leftarrow EA(Pop, Route, Length, N) \)
7: \( gen \leftarrow gen + 1 \)
8: end while
9: \( Route, Length \leftarrow DRLModel(Pop) \)
10: \( Arc \leftarrow \text{UpdateArc}(Pop, Route, Length) \)

B. DPCA

As one of the most classic combinatorial optimization problems, the KP [28] has been researched for decades. Various mature algorithms, including exact algorithms [29], [30], [31] and heuristic evolutionary algorithms [32], [33], [34], [35], are already available for solving it. While the exact algorithms can obtain more accurate solutions, the heuristics work better and faster on large-scale problems. However, for heuristics, the greatest challenge when solving a KP is the processing of constraints. Several general constraint handling techniques are available: the principle of penalty functions [36], [37], [38], infeasible solution repair method [34], [35], the stochastic ranking method [40], the \( \epsilon \)-constrained method [41] and the tournament selection method based on feasibility [42]. While these approaches may be effective in specific situations, they also possess some shortcomings that make them unsuitable for our problem. The principle of penalty functions, the stochastic ranking method and the \( \epsilon \)-constrained method have high parameter setting requirements, and the repair operators cost much time, especially in large-scale instances. Although the tournament selection method requires no hyperparameters and works fast, it evolves in the direction of feasible solutions, which results in a massive population diversity loss.

In this study, we propose a DPCA for solving the KP module; this algorithm can perfectly handle the problems mentioned above. Its main idea is to divide the population into one feasible population and one infeasible population while maintaining them simultaneously. In each generation, we keep their population size as consistent as possible. While the feasible population is in charge of searching for the optimal solution, the infeasible population aims to provide diverse genes to prevent the feasible population from falling into local optimum. The framework of the DPCA is illustrated in Algorithm 2, which is similar to the general framework of NSGA-II [43], including the following parts: population initialization, mate selection, offspring generation and environmental selection. Similar to other heuristics, a binary coding mode is used here. Among the employed operators, the stochastic universal sampling method is used as the MateSelection operator, which randomly samples one individual from the current population \( Pop \) \( N \) times. For offspring generation,
we choose the two-point crossover method (Xovdp) as the Crossover operator with a crossover probability of $P_c$ and the binary chromosomes mutation method (Mutbin) as the Mutation operator with a mutation probability of $P_m$. For the two-parent matched individuals, Xovdp randomly sets two intersections and exchanges the gene segments according to the crossover probability $P_c$. Mutbin changes every gene in the chromosomes according to the mutation probability $P_m$. The population initialization method, as well as the dual-population selection operator, are stated in detail below. Afterwards, the UpdateArc operator selects the optimal feasible individual $Arc$ from the population.

Algorithm 2 General Framework of the DPCA

**Input**: Maximum number of generations $MaxGen$, population size $N$

1: Initialize $gen ← 1$
2: $Pop ← Initialization(N)$
3: while $gen ≤ MaxGen$ do
4: $MatingPool ← MateSelection(Pop)$
5: $Off ← Crossover(MatingPool)$
6: $Off ← Mutation(Off)$
7: $Pop ← DualPopSelection(Pop, Off, N)$
8: $gen ← gen + 1$
9: end while
10: $Arc ← UpdateArc(Pop)$

1) **Population Initialization**: The quality of the initial population can largely influence the evolution speed. In this paper, we propose a greedy strategy for population initialization. For each individual, this method selects nodes in steps. At each step, one node is sampled according to one probability vector until no nodes can be added while still satisfying the constraint. To calculate the probability vector, we first define a value density vector $I^i =$ \{ $I^i_j$ $\mid j = 1, \ldots, N$ \} for each node $i$ based on the Euclidean distance matrix $T =$ \{ $t_{ij}$ $\mid i, j = 1, \ldots, N$ \} and the value vector $S =$ \{ $s_{ij}$ $\mid j = 1, \ldots, N$ \}. The formulation of the value density $I^i_j$ is shown in (1).

$$I^i_j = s_j/t_{ij}; \forall i = 1, \ldots, N; \forall j \in U \quad (1)$$

This indicates how worthy node $j$ is of being selected next when the last node selected is $i$. The higher the score of $I^i_j$ for node $j$ is, the more likely $j$ is to be selected in that step. Notably, considering that nodes cannot be visited repeatedly, visited nodes must be excluded. The set of unreached nodes is presented as $U$. The normalization of this indicator produces a probability vector, as formulated in (2). The next node is then sampled according to this probability vector.

$$P^i = \text{softmax}(I^i); \forall i = 1, \ldots, N \quad (2)$$

2) **Dual-Population Selection**: For the selection component, we propose a method called dual-population selection. By calculating each individual’s route length through the DYPN, the whole population including the offspring and parents can be first divided into feasible and infeasible populations. In each evolution generation, the next-generation population is selected from these two populations. Ideally, 50% $N$ of the feasible individuals and 50% $N$ of the infeasible individuals form the new population; however, as the variance of the population size during evolution is uncontrollable, this requirement can only be satisfied as well as possible. Each individual is selected via the use of the tournament selection method with an elitism strategy [43] according to the individual fitness levels. The fitness $F$ is defined as follows.

$$F = a \ast Obj + b \ast Cv + c \quad (3)$$

$$Cv = \begin{cases} T_{real} - T_{\text{max}} & T_{\text{max}} < T_{\text{real}} \\ 0 & T_{\text{max}} \geq T_{\text{real}} \end{cases} \quad (4)$$

where $Obj$ is the objective function value and $Cv$ ($\geq 0$) is the violation of the constraint. $a$, $b$, and $c$ are hyperparameters. $T_{\text{real}}$ represents the total length of the tour. Since feasible solutions do not violate constraints, $Cv = 0$ for feasible solutions. Note that since $a > 0$ and $b < 0$, the larger $Obj$ is or the smaller $Cv$ is, the larger the fitness $F$.

While individuals in the infeasible population cannot be selected as the final solution, they continuously provide the feasible population with diverse genes that may be effective. This helps prevent solutions from falling into local optimum. Such a constraint handling method is general and easy to use and works quickly and effectively.

### C. DYPN

After the nodes are selected, a Hamiltonian path is immediately needed. To solve this problem (the TSP) effectively, we propose a deep learning technique with dynamic embeddings, similar to the improved PN proposed by Nazari [19]. The model is formally described as follows. Taking a TSP instance $k$ with $N$ cities as an example, feature $x_i$ of city $i$ is defined by its location, i.e., its x-coordinate and y-coordinate. A solution $\pi = (\pi_1, \ldots, \pi_N)$ is a permutation of all the cities. It is worth mentioning that the position of the depot in the permutation is unimportant, as the path can always be a loop. The DYPN takes city locations $\{x_i\}$ as inputs and outputs the city visitation sequence $\pi$. With the utilization of the probability chain rule, a policy $p(\pi \mid k)$ for selecting $\pi$ given instance $k$ can be described as follows:

$$p_\theta(\pi \mid k) = \prod_{i=1}^{N} p_\theta(\pi_i \mid k, \pi_{0:i-1}) \quad (5)$$

where $\theta$ represents the model parameters. It is certain that when the parameter set $\theta^*$ is optimal, the model can generate the optimal tour $\pi^*$ for the given instance.

We still follow the encoder-decoder architecture for modeling purposes. The encoder is used to produce the embeddings of all nodes, including static embeddings and dynamic embeddings. While the static embeddings contain the structural patterns of the problem, the dynamic embeddings describe the dynamic patterns. The decoder produces the node access sequence $\pi$ by selecting nodes individually with the node embeddings as inputs. In this work, the encoder is a set of embeddings, and the decoder consists of a recurrent neural network (RNN) and a context-based attention mechanism.
1) **Encoder**: The encoder is structured to present each city (mainly its geographic location information) in this work. While RNNs [13] and multhead attention (MHA) [16, 15, 44] mechanisms are commonly used as encoders in deep learning techniques, their complexity is still unsatisfactory. In fact, the use of an RNN in the encoder is actually unnecessary, as we do not need to pay attention to the sequential TSP input information here. To simplify the complexity of our model, 1-dimensional convolution layers are used to map the inputs to a D-dimensional vector space. In each 1D convolution layer, the number of in-channels is the input length, the number of filters is set as D, which is also the number of out-channels, and the kernel size is 1 for each filter. The schematic diagram is shown in Fig. 1. Notably, multiple embeddings are utilized for different input elements, but they are shared among these inputs. Different from the pure node embedding encoder [19], we embed not only the static features of inputs such as their location information but also their dynamic situations, which are described as dynamic distances. Let us define the input set as \( X = \{ x^i, i = 1, \ldots, N \} \), in which each input \( x^i \) is a sequence of tuples \( \{ x^i_t = (s^i_t, d^i_t), t = 0, \ldots, T \} \), where \( s^i \) and \( d^i \) are the static and dynamic elements, respectively. The static embeddings and dynamic embeddings are stated in detail as follows.

![Fig. 1. The structure of a 1D convolution layer. D filters with sizes of kernel_size * in_channels are used to deal with the input features (with sizes of 1 * in_channels). The D filters generate D feature maps with sizes of 1 * 1. A flattening layer is used here to flatten these D feature maps to a D-dimensional vector, which is used as the output.](image)

**Static embeddings.** A static embedding represents the static feature \( s^i \) of a city \( i \), which is defined as its location in this work. Considering that the location of each city is a 2-dimensional vector, the input length of each static embedding is 2. Therefore, the static embedding is modeled as a 1D convolution layer described before, and the 2-dimensional location input \( s^i \) is mapped to a D-dimensional vector \( \bar{s}^i \) (\( D = 128 \) in this work), as shown in Fig. 2(a). For all \( N \) nodes, the static embeddings are set as \( \bar{s} = \{ \bar{s}^i, i = 1, \ldots, N \} \).

**Dynamic embeddings.** In fact, the static embeddings \( \{ s^i, i = 1, \ldots, N \} \) contain the full details of the TSP, and they are sufficient for the neural network to learn a policy \( \pi \). However, aimless parameter learning in large-scale problems is difficult. Considering that the distance information between nodes plays an important role in planning paths via steps, we introduce the Euclidean distances \( \{ E^i_t, i = 1, \ldots, N \} \) between the node decoded in decoding step \( t \) and the other nodes \( \{ i = 1, \ldots, N \} \) as the dynamic embeddings. We also apply data normalization to make the learning process more effective. In this work, we address each Euclidean distance vector \( \{ E^i_t, i = 1, \ldots, N \} \) by using a normalization method called negative maximum-minimum normalization. Supposing that its maximum and minimum values are \( E^\max_t \) and \( E^\min_t \), respectively, the dynamic feature \( d^i_t \) at timestep \( t \) can be formulated as \( \mathbf{6} \). Note that unlike in the general maximum-minimum normalization method, we use \( E^\max_t - E^\min_t \) instead of \( E^\max_t - E^\min_t \) as the molecule to pay more attention to the nodes that are closer to the current node.

\[
d^i_t = \left\{ \frac{E^\max_t - E^i_t}{E^\max_t - E^\min_t}, i = 1, \ldots, N \right\}
\]

As in the embedding process of static embeddings, a 1D convolution layer is used to map a dynamic feature \( d^i_t \) into a dynamic embedding \( \bar{d}^i_t \), as shown in Fig. 2(b). Since \( d^i_t \) is a value, the numbers of in-channels in these dynamic embeddings are 1. Unlike the application situation of the static embeddings, the dynamic embeddings are used only in the attention layer and not in the RNN to simplify the calculations.

![Fig. 2. The processes of embedding.](image)

2) **Decoder**: The decoder is composed of two parts: an RNN and a context-based attention module (including an attention layer, a context embedding layer, a log-probability layer and an inference layer). While the RNN is in charge of remembering each output of decoding, the attention module is used to calculate the probability of node selection. In detail, Fig. 3 illustrates the decoder structure as well as the decoding process.

The decoder generates outputs in steps. For timestep \( t \in \{ 1, \ldots, N \} \), the RNN takes the static embedding \( \bar{s}^\pi^{t-1} \) of the last decoded node \( \pi_{t-1} \) (\( \bar{s}^\pi_0 \) is set as the static embedding of a 2-dimensional zero vector) and its last output \( h_{t-1} \) (if \( t > 1 \)) as inputs and eventually outputs \( h_t \). After that, the attention layer is used to measure how relevant every input node might be in this decoding step. While the inputs include the memory state \( h_t \) of the RNN, all static embeddings \( \bar{s} \) and the dynamic embeddings \( \bar{d}_t \) at timestep \( t \) (\( \bar{d}_1 \) is set as the dynamic embedding of a 1-dimensional zero vector), the output is a variable-length alignment vector \( a_t \). The context embedding layer is then used to produce a context vector \( c_t \), based on \( a_t \) and \( \bar{s} \). Afterwards, the log-probability layer...
and the inference layer are employed to compute the output probabilities \( p_\theta (\pi_t | s, \pi_{0:t-1}) \) in (5) and choose the node to be visited in this step, respectively. These patterns are described in detail as follows.

**RNN.** As RNNs are effective for processing sequential data, we use a gated recurrent unit (GRU) \([45]\), a classic variant of RNNs, to save the information of the visited nodes in this work. The GRU takes the static embedding of the previous node \( \bar{s}^{t-1} \) and its last memory state \( h_{t-1} \) (if \( t > 1 \)) as inputs and outputs a new memory state \( h_t \). This can be formulated as (7).

\[
h_t = f_{GRU}\left( \bar{s}^{t-1}, h_{t-1} \right)
\]

Since no node is selected in step \( t = 1 \), \( \bar{s}^0 \) is initialized by the embedding of a 2-dimensional zero vector.

**Attention layer.** The attention layer is proposed to generate an alignment vector \( a_t \) at each timestep \( t \), specifying the importance of each node in the current decoding step. \( a_t \) can be computed as in (8).

\[
a_t = \text{softmax}(u_t)
\]

where

\[
u_t = v_t^T \tanh\left( W_a \left[ \bar{s}; \bar{a}_t; h_t \right] \right)
\]

Here, \( \cdot; \cdot \) represents the concatenation of two vectors, and \( v_a \) and \( W_a \) are learnable parameters.

**Context embedding layer.** This layer is used to compute a vector called the context, which represents the weighted static embeddings with \( a_t \) as their weights. Context is defined as follows:

\[
c_t = a_t \bar{s}
\]

**Log-probability layer.** With the combination of the static embeddings \( \bar{s} \) and the context \( c_t \) as inputs, the log probability mentioned in (5) for each node can be calculated as in (11).

\[
p_\theta (\pi_t | s, \pi_{0:t-1}) = \text{softmax}(\tilde{u}_t)
\]

where

\[
\tilde{u}_t = v_c^T \tanh\left( W_c \left[ \bar{s}; c_t \right] \right)
\]

Here, \( v_c \) and \( W_c \) are learnable parameters.

**Inference layer.** The inference layer is used to choose the node to be decoded based on the log probabilities \( p_\theta (\pi_t | s, \pi_{0:t-1}) \). While four general inference methods are available, including **sampling search**, **greedy search**, **beam search** and **active search** approaches, as illustrated by Gama \([15]\), we choose two of them in our inference layer. Specifically, we use a **sampling search** during the model training stage to increase the exploration ability of the model and a **greedy search** during validation to obtain the solution in a short period of time. The sampling search process samples one node according to the probability vector \( p_\theta (\pi_t) \) at step \( t \) and eventually constructs one solution of the TSP. In contrast, the greedy search directly selects the node with the highest probability for each step.

In conclusion, the model is therefore composed of the above encoder and decoder. The 1D convolution layers are used as the embeddings in the encoder to map the node inputs to high-dimensional vectors. In particular, dynamic embeddings are introduced based on the distances between nodes. The decoder is designed with an RNN and a context-based attention mechanism to make decisions sequentially until all the cities are visited. The order of the selected cities determines the final solution \((\pi_1, \pi_2, \ldots, \pi_N)\).

### III. Training with the REINFORCE Algorithm

The REINFORCE algorithm \([46]\), a well-known policy gradient approach, is used here to train the DYPN. For a stochastic policy \( \pi \) parameterized by \( \theta \) and \( \phi \). REINFORCE uses estimates of rewards and learns to improve itself by a state-action-reward tuple. Two networks are contained in the REINFORCE algorithm: an actor network and a critic network. For any problem instance \( k \), while the actor provides a node access sequence (solution) as well as the solution reward \( L(\pi) \) based on the given policy \( \pi \), the critic is in charge of giving an estimated reward \( V(k; \phi) \), where \( \phi \) is the parameter set of the critic. In this paper, the actor network is exactly the stated DYPN model, and the critic is formed by two dense layers with rectified linear unit (ReLU) activation and one linear layer with a single output; the inputs are static and dynamic embeddings. The training loss is defined as (13), and its gradient is formed as (14):

\[
\mathcal{L}(\theta | k) = E_{p_\theta(\pi | k)}[L(\pi) - V(k; \phi)]
\]

\[
\nabla \mathcal{L}(\theta | k) = E_{p_\theta(\pi | k)}[(L(\pi) - V(k; \phi)) \nabla \log p_\theta(\pi | k)]
\]

From the problem set \( M \) with a probability distribution \( \Phi_M \), we can sample \( M \) instances as the training instances during each training epoch. Algorithm \([3]\) summarizes the training process. We first initialize the actor and critic networks with random parameters \( \theta \) and \( \phi \), respectively. In each training epoch, we draw \( M \) instances according to the given distribution \( \Phi_M \). For each instance \( k_m \), a solution \( \pi \) is generated sequentially by the actor, and its reward \( L^m(\pi) \) can be calculated as well. At the same time, we adopt the critic to calculate the corresponding approximation reward \( V(k_m; \phi) \) for instance \( k_m \). After the rewards and approximated rewards are counted for all \( M \) instances, we can update the parameters of both the actor and the critic, as shown in steps 12 – 14. Such parameter updates last for \( N_{\text{epoch}} \) epochs.
Algorithm 3 Training the Algorithm by using REINFORCE

Input: number of problem instances $M$, number of training epochs $N_{epochs}$

1: Initialize the actor network with random weights $\theta$ and the critic network with random weights $\phi$
2: for epoch $= 1 : N_{epochs}$ do
3: reset gradients: $d\theta \leftarrow 0, d\phi \leftarrow 0$
4: sample $M$ instances according to $\Phi_M$
5: for instance $k_m = k_1, \ldots, k_M$ do
6: for step $t = 1 : N_{step}$ do
7: $\pi_t \leftarrow p_{\theta}(k_m, \pi_{0:t-1})$
8: end for
9: compute reward $L^m(\pi)$
10: compute estimated reward $V(k_m; \phi)$
11: end for
12: $d\theta \leftarrow \frac{1}{M} \sum_{m=1}^{M} (L^m(\pi) - V(k_m; \phi)) \nabla_\theta \log p_{\theta}(\pi | k_m)$
13: $d\phi \leftarrow \frac{1}{M} \sum_{m=1}^{M} \nabla_\phi (L^m(\pi) - V(k_m; \phi))^2$
14: Update $\theta$ using $d\theta$ and $\phi$ using $d\phi$
15: end for

IV. Experimental Setup

All experiments are conducted on a PC with an AMD 8-Core R7-5800H CPU @3.2 GHz, 16 GB of RAM and a single RTX 3060 GPU. The code is written in Python 3.8 and will be made open access later for the convenience of experimental reproduction and further research. Additionally, the comparison algorithms are also written and run in the same environment. This section illustrates the experimental setup, including the instance setups, model hyperparameters and evaluation procedure.

A. Test Instances

In the training phases of the DRL models, we randomly generate 1280000 TSP instances with 20, 50 and 100 nodes, and the location of each node is chosen uniformly from a unit square $[0, 1] \times [0, 1]$ with a random seed of 1234. It is worth noting that the capacity and node score parameters are not required in the training stage of our DYPN, since it only pays attention to the TSP. However, the training processes of the models in [16] and [15] requires capacity parameters as well as the node score distribution, which greatly limits the generalization abilities of these models. During the testing phase, OP instances with different scales and capacity constraints are generated, as shown in TABLE I to test the algorithmic performance under different problem sizes. While the data distribution is the same in both the training and testing phases, the random seed in the test instances is set as 12345. The node scores obey a uniform distribution in the range (0, 1).

B. Hyperparameters

The hyperparameters of the models in this paper for both training and evaluation are listed in TABLE I. In the training phase of the DRL model, we set 10 as the number of epochs and train for 1280000 instances in each epoch. Notably, the number of epochs here is rather small compared with that utilized by Kool’s model [16], whose effective parameter is 100. Since the complexity of the TSP model is much smaller than that of the OP model, through the decomposition-based method developed in this paper, we can much more easily train an effective DRL model in less time. The batch size during training is dynamically set from 32 to 1024 because of the limited memory of the PC. Regarding the other hyperparameters, we use 128-dimensional node embeddings and an encoder-decoder with 128 hidden units. The models are trained via the Adam optimizer [47] with a learning rate of 0.0001 and dropout rate of 0.1. In the DPCA module, the population size is set to 100, and the maximum number of generations is 60. In addition, the probabilities of crossover and mutation are set to 0.9 and 0.01, respectively.

C. Evaluation Procedure

We first analyze the learning ability of our DRL model during training in comparison with other recent state-of-the-art deep learning baselines: the PN [19] and the attention model (AM) [15]. After that, we randomly generalize 21 OP instances with different scales and capacities, as listed in TABLE I. We compare our EA-DRL model with the AM, one classic evolutionary algorithm (the GA), and one heuristic method (the GS) in terms of their OP solving abilities. The GA and the GS have also been used as comparison algorithms in past works [16].

For each problem, we also report the ‘best possible solution’ via Gurobi [48], a commercial optimization solver. To facilitate the comparison, the hyperparameters used in these algorithms are as consistent with those of our framework as possible; this is illustrated in detail later. In addition, we introduce the fine-tuned DRL model (FT-DRL) for each test instance based on the previously trained global DRL model and evaluate its

1https://github.com/mc-ride/orienteering
2https://github.com/wouterkool/attention-learn-to-route
3https://github.com/mc-ride/orienteering
performance on the same instance. Fine-tuning occurs for 5% of the regular training instances (i.e., 64000 instances). While the DRL models are trained on 20, 50 and 100 nodes, the EA-DRL framework is tested on 20, 30, 50, 80, 100, 150 and 200 nodes; the generalization abilities of the models are discussed as well.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the learning ability, evaluation performance and generalization of our framework are demonstrated in comparison with those of other models.

A. Learning Abilities of DRL Models

While deep learning methods are convenient and efficient for use, the model training process is always time-consuming. In this part, we first evaluate the learning ability our DRL model, the DYPN, during training in comparison with two other famous models: the PN and AM. Based on the same training parameters, we train these models. Taking the instance with 20 nodes as an example, we set the instance size as 1280000, the batch size as 1024 and the number of training epochs as 49. Notably, since the DYPN and PN are for designed solving the TSP but AM is meant for the OP, the cost for evaluating the AM is different from those of the DYPN and PN. While the average predicted tour length is used as the cost for evaluating the DYPN and PN, the negative average predicted tour score is employed for the AM. We compare the training costs of the DYPN with PN to demonstrate how the difficulty of model training is reduced and the effect is improved by the introduction of dynamic information, and we also compare the DYPN with the AM to show the advantage of our model with respect to convergence.

Fig. 4 shows the performance of the DYPN and PN when training for 12500 batches (10 epochs). To show the gap between these models more clearly, we separate the curves for the initial 2000 batches and the last 500 batches, as shown on the right. Notably, our model outperforms the PN in terms of both the convergence speed and the final cost, which shows the effectiveness of the dynamic information in the PN model. This is understandable since the dynamic information dynamically provides extra features to the DRL agent, and the agent can make decisions with heuristic guidance.

Fig. 5 shows the performance of the DYPN and AM in the training stage with more training batches (i.e., 61250 batches or 49 epochs). While we cannot directly compare the final costs of the trained models, the training performance in terms of convergence is apparent. Affected by the varied node scores, the AM designed for the OP is difficult to train to achieve convergence. The OP solutions of different instances may be greatly different. In comparison, the training process of the DYPN for the TSP does not need to consider the node score data, enabling it to converge quickly. While the AM must be trained for 100 epochs [16], it is sufficient to train the DYPN for only 10 epochs.

B. Model Performance on Test Set

To evaluate the model performance, we set several OP instances with different scales and capacities, as listed in TABLE I. Limited models trained on small-scale instances (Node20, Node50, and Node100) are used to evaluate the performance of the DYPN and AM. Following the settings in [16], we train the AM for 100 epochs containing instances with 20 nodes at capacity 2, 50 nodes at capacity 3 and 100 nodes at capacity 4 (called AM20, AM50, and AM100, respectively). The DYPN models are trained for 10 epochs with instances containing 20 nodes, 50 nodes and 100 nodes (called DYPN20, DYPN50, and DYPN100, respectively). Fig. 6 shows the validation of DYPN20, DYPN50 and DYPN100 based on the corresponding datasets randomly generated on seed 1234. The average tour lengths of the validation results are 3.95, 6.08 and 8.51, respectively.

Empirically, since a large gap between the instance sizes of training and testing may result in great performance degradation for all deep learning methods, we dynamically choose models trained on different instances for different test instances. For the AM models, it is intuitive that we should match each test instance with the AM model whose training instance has the closest size. What is different about the DYPN models is that since the test instances are designed for the OP, gaps may be present between the test instance sizes and the
Fig. 6. Validation results of the trained DYPN models on TSP instances.

(a) Validation of DYPN20 (3.95)

(b) Validation of DYPN50 (6.08)

(c) Validation of DYPN100 (8.51)

TABLE III

| Test Size | Capacity | $L_3^*G$ | DYPN   | AM     |
|-----------|----------|----------|--------|--------|
| OP20      | 3        | <20      | DYPN20 | AM20   |
| OP30      | 3        | <30      | DYPN20 | AM20   |
| OP50      | 4        | 23       | DYPN20 | AM50   |
| OP80      | 4        | 34       | DYPN20 | AM100  |
| OP100     | 5        | 47       | DYPN50 | AM100  |
| OP150     | 8        | 83       | DYPN100| AM100  |
| OP200     | 9        | 99       | DYPN100| AM100  |

training instance sizes of the DYPN models. We propose a method to adaptively select the DYPN models according to the solutions calculated by the greedy algorithm; this is done for the population initialization illustrated before. Considering room for optimization, supposing that the number of nodes selected in the greedy solution is $G$, we set the baseline size as $\lfloor 1.3 \times G \rfloor$, and we can choose the DYPN model whose training instance size is closest to this value. The models selected for all test instances are listed in TABLE III. We use the total scores of the generated tours to evaluate the models. Apart from that, the running time, as well as the gaps between these models and the possible best solver (Gurobi), are also shown. The gaps are defined as in (15).

$$\text{Gap} = \frac{S_g - S_m}{S_g} \times 100\%$$

where $S_g$ is the score of the solution calculated by Gurobi in 300 seconds and $S_m$ is the score of the solution calculated by some other model.

TABLE IV shows the performance of the compared approaches on the test instances. Notably, in consideration of the randomness in evolutionary algorithms, we run the GA, EA-DRL and the fine-tuned EA-DRL (EA-DRL-FT) 10 times on each test instance and take the average score for comparison. For the heuristics used in this work, it is obvious that the traditional EAs such as the GA work poorly on the OP, and their time consumptions increase sharply as the problem scale increases. Notably, the design of evolution strategies are vital. One greedy strategy designed for the OP is compared here. While very large gaps are present relative to the performance of Gurobi, the proposed approach outperforms the GA in terms of both accuracy and speed.

As the results show, deep learning methods perform better overall. In detail, we compare our framework (EA-DRL) with one recent advanced DRL model (the AM). It can be seen that the AM has a great advantage in computing speed and can generate solutions in seconds once the model is trained. Due
to the introduction of the EA, the population evolution process in our framework makes it unable to provide solutions right away (it generally takes several minutes). However, concerning the optimization ability, EA-DRL performs better than the AM on most test instances and obtains relatively small gaps w.r.t. the Gurobi results. The average gaps among all test instances produced by these compared approaches are obvious, as shown at the bottom of TABLE IV while the accuracy of the solutions from the GA and GS is unsatisfactory and the average gap of the AM is 4.98%, the average gap of EA-DRL is only 1.13% with respect to Gurobi. In detail, we find that the AM has obvious advantages on a few instances, such as OP30 with a capacity of 3, OP50 with a capacity of 3 and OP80 with a capacity of 4, which are close to its training instances. Understandably, a model perform betters when the problem scales during training and testing are similar. However, our EA-DRL is particularly better than the AM on large-scale instances, such as OP150 and OP200, which reflects the better generalization ability of our framework.

Furthermore, we introduce the method of fine-tuning into our model to retrain it and improve its evaluation ability in specific instances. For a specific test instance, we can obtain an estimated number of nodes \( \lceil \frac{n}{3} \rceil \) that may need to be planned according to greedy initialization. By randomly sampling \( \lceil \frac{n}{3} \rceil \) nodes from the test instance repeatedly and eventually generating 5% of the regular training instances, a small-scale instance set can be used to retrain the model. Taking test instance OP80 with a capacity of 5 as an example, the retraining process of DYPN20 is shown in Fig. 7. While the process of fine-tuning is time-consuming, it can significantly improve the evaluation ability of the model. As shown in TABLE IV the fine-tuned model (EA-DRL-FT) outperforms the other algorithms and obtains excellent solutions for these test instances. In approximately half of the test instances, EA-DRL-FT performs even better than Gurobi when running for 300 seconds and can also obtain solutions close to those of Gurobi in the remaining test instances. The average solution gap of EA-DRL-FT is -0.68%, which means that it can generate solutions that are slightly better than those of Gurobi.

![Fig. 7. Retraining process of DYPN20 for 4700 batches in test instance OP80 with a capacity of 5.](image)

Note that since our models are trained on limited small-scale datasets but applied in unseen test instances with different node locations and dimensions, it is reasonable to find slight performance gaps between our approach and the state-of-the-art heuristic solver (Gurobi). On the other hand, we are not aiming to defeat the specialized, carefully designed linear programming solver that is Gurobi but are rather aiming to demonstrate the possibility of solving an OP by decomposing it into two subproblems and utilizing a framework combining EAs and DRL methods to replace pure EA or DRL models. The provision of such a new idea may provide researchers with more inspiration in their research concerning problems such as OPs and their variants.
C. Generalizability Validation

In this part, the generalization ability of the proposed model is analyzed in different OP instances. Since the composition of an OP includes the number of nodes as well as their locations, the capacity limitation and the node score distribution, we can consider the generalization ability of the model in terms of two aspects: the problem scale and node score distribution.

1) Generalization to Different Problem Scales: Regarding the generalization ability of the model for diverse problem scales, we have already evaluated its performance on instances with different capacity limitations, including OP20, OP30, OP50, OP80, OP100, OP150 and OP200, while our DRL models are only trained on the Node20, Node50 and Node100 instances. The evaluation results are listed in TABLE IV. As we can see, while our EA-DRL framework does perform slightly worse in test instances whose scales are very different from those of the training instances, such as OP150 and OP200, the gaps with respect to Gurobi are still small. Compared with that of our approach, the generalization performance of the AM is much poorer. This is understandable, as our deep learning module (DYPN) is designed for the TSP, while the AM is designed for the OP; an additional parameter, the capacity limitation, is required in the training stage of the AM, which makes it more difficult to adapt to problem scale changes. The experimental results confirm that the decomposition of the OP provides our framework with strong generalization ability.

2) Generalization to Different Node Score Distributions: Since the DYPN is in charge of planning the path and pays no attention to the node score distribution, our framework can achieve the same effect on all kinds of node score distributions in theory. In contrast, the performance of the AM may be somewhat affected by the node score distribution. To validate this idea, we regenerate test instances with the same problem scales (as listed in TABLE III) and the same location distribution (uniform distribution) but with a different node score distribution. We set the score of each node except the depot as a constant (i.e., 1) in the new instances and compare our method with the AM trained on instances with uniform node scores and Gurobi. The evaluation results are shown in TABLE V. While the average gap between the AM and Gurobi is small, the main contribution comes from OP100, and the AM performs poorly in most test instances. This also shows that the performance of Gurobi may be unstable due to minor changes in the problem. In contrast, EA-DRL performs well in most cases and sometimes even outperforms Gurobi. Compared with the evaluation results obtained on instances with uniform node scores (shown in TABLE IV), EA-DRL exhibits great generalization ability, which confirms our previous conjecture that node score distribution changes have little impact on our framework.

### VI. Conclusion

As some of the most classic combinatorial optimization problems, OPs widely arise in practical applications, such as tourist trip designs. However, as the problem scale grows in real-world applications, traditional methods are displaying shortcomings regarding their accuracies or solving speeds.

Moreover, as the data in real-world cases always change dynamically, strong generalization ability is also required for constructed models. In this context, we creatively introduce a new OP solution framework in this study. We decompose an OP into a KP and a TSP and then introduce an EA as the KP solver and a deep learning approach as the TSP solver. Specifically, we improve NSGA-II and propose the DPCA, which maintains feasible and infeasible populations simultaneously to handle strong KP constraints. As the TSP solver, the DYPN is used to directly output a permutation of the input nodes and is trained by the REINFORCE algorithm. As an end-to-end approach, the DYPN can provide solutions immediately, thereby greatly reducing the complexity of solving the given OP. This framework shows satisfactory accuracy as well as great ability to generalize to unseen instances. While slight optimality gaps between our framework and the carefully designed Gurobi solver remain, our approach outperforms the GA and the state-of-the-art deep learning method AM in terms of both accuracy and generalization.

The proposed framework provides a new idea for solving OPs via the DM. In addition to its training difficulty, generalization and solution quality advantages, our framework has more potential on complex OPs such as multiobjective OPs and multimodal OPs, due to the advantages of EAs regarding these aspects. While our framework displays effectiveness in terms of solution quality, it is currently more suitable for large-scale dynamic problems that have low demand on solving time. How to obtain high-quality solutions in a short time period is still an urgent research objective for the future.
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