Method Article

Optimization of real-time analysis of sleep-wake cycle in mice

Stephen Thankachan\textsuperscript{a}, Andrei Gerashchenko\textsuperscript{b}, Ksenia V Kastanenka\textsuperscript{c}, Brian J Bacsai\textsuperscript{c}, Dmitry Gerashchenko\textsuperscript{a,*}

\textsuperscript{a}Harvard Medical School / Veterans Affairs Boston Healthcare System, West Roxbury, MA 02132, USA
\textsuperscript{b}Neurotargeting Systems, Inc., Chestnut Hill, MA 02467, USA
\textsuperscript{c}Department of Neurology, Massachusetts General Hospital and Harvard Medical School, Charlestown, MA 02129, USA

\textbf{A B S T R A C T}

Studying the biology of sleep requires accurate and efficient assessment of the sleep stages. However, analysis of sleep-wake cycles in mice and other laboratory animals remains a time-consuming and laborious process. In this study, we developed a Python script and a process for the streamlined analysis of sleep data that includes real-time processing of electroencephalogram (EEG) and electromyogram (EMG) signals that is compatible with commercial sleep-recording software that supports user datagram protocol (UDP) communication. The process consists of EEG/EMG data acquisition, automated threshold calculation for real-time determination of sleep stages, sleep staging and EEG power spectrum analysis. It also allows data storage in the format that facilitates further analysis of the sleep pattern in mice. The described method is aimed at increasing efficiency of sleep stage scoring and analysis in mice thus facilitating sleep research.

\begin{itemize}
  \item A process of EEG/EMG recording and streamline analysis of sleep-wake cycle in real time in mice.
  \item The compatibility with commercial sleep-recording software that can generate a UDP stream.
  \item The capability of further analysis of recorded data by an open-source software.
\end{itemize}
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Introduction

Accurate classification of behavioral states in mice is important to determine sleep structure in preclinical research. During recent years, many diverse algorithmic approaches have been developed to automate the sleep stage scoring process. For example, the deep learning algorithm for assessing sleep stages by the multimodal with fine-tuning approach achieved excellent performance in mice with an accuracy rate of 95.07% (% of epochs that were scored identically by automated and manual approaches) [1]. Alternatively, MC-SleepNet combines two types of deep neural networks that can automatically score sleep stages with an accuracy of 96.6% [2], whereas mixture z-scoring, a machine learning algorithm used in AccuSleep, demonstrated an accuracy of 96.8% [3]. A very high accuracy of determining sleep stages was also achieved with automated sleep stage scoring using a k-nearest neighbors classifier [4], a supervised deep convolutional neural network called WaveSleepNet [5], a generative adversarial network-assisted image-based sleep staging program named GI-SleepNet [6], and a neural network architecture that is able to distinguish between the three main stages Wake, REM and NREM as well as the infrequent stages pre-REM and artifact [7]. Although the accuracy of automated sleep staging is excellent, analysis of sleep-wake cycles in mice remains a time-consuming and laborious process. One of the challenges is that various data acquisition software save EEG and EMG traces in different formats that subsequently require conversion for the analysis. Another challenge arises from the need to analyze the EEG power spectrum, which requires extensive computer processing and considerable time commitment. To overcome these problems, we have developed a process for streamlining the sleep data analysis that includes processing of EEG and EMG signals. The process consists of EEG/EMG data acquisition via a UDP stream, automated calculation of thresholds for real-time determination of sleep stages, online sleep staging and EEG power spectrum analysis, as well as saving the data in the format that facilitates the further analysis of the sleep pattern in mice. Additionally, Transistor-Transistor Logic (TTL) pulses can be generated during particular stages of sleep to allow closed-loop stimulation, sleep deprivation, and other behavioral interventions in real time.

Materials and methods

Animals

Adult C57BL/6j mice (n=8, stock #000664), 3 to 6 months old, were obtained from the Jackson Laboratory. The mice were housed at 70°F - 74°F with a 12-h light/dark cycle (7:00 AM–7:00 PM) and unlimited food and water. All procedures were conducted in accordance with Veterans Affairs (VA) & National Institute of Health (NIH) guidelines and were approved by the VA Boston Healthcare System Institutional Animal Care and Use Committee. Adherence to transparent reporting was followed through the updated Animal Research: Reporting of In Vivo Experiments (ARRIVE 2.0) guidelines.

Surgical techniques

Mice were deeply anesthetized with isoflurane (1–3%) and fixed to a stereotaxic frame. Skin over the skull was incised and retracted to expose the skull. An electroencephalogram (EEG) electrode was screwed into the skull above frontal cortex (AP = 1.7; ML = ±1), and a reference electrode was screwed
into the skull above the cerebellum. Electromyogram (EMG) electrodes were placed in the nuchal muscle. The electrodes were then connected to a plug (PlascticsOne) and fixed to the skull using dental cement. Following the mounting of the electrodes on the skull with dental cement, the scalp incision was sutured closed. The mice were injected with meloxicam and allowed to recover.

**In vivo EEG/EMG recordings**

Following at least one week of postsurgical recovery and two days of adaptation to the recording chamber, mice were tethered to either the F20-EET wireless transmitter (DSI) or 3-channel wireless EEG/EMG system (Pinnacle Technology) on a swivel mounted system (Neurotargeting Systems) allowing them to move freely in their cage as previously described [8]. The data were transferred to either a receiver plate (DSI) or a USB dongle receiver (Pinnacle Technology). EEG and EMG signals were recorded via telemetry using Dataquest ART 4.1 software (DSI) at a frequency of 500 Hz or with Sirenia® acquisition software (Pinnacle Technology) at a frequency of 512 Hz. The data was either acquired via UDP communication and processed by the Python script or saved for subsequent analysis.

**Sleep data analysis**

The data files were imported to AccuSleep software for further manual scoring of sleep states in 5 second epochs during the 24-hour recording. The data transfer could occur after the recordings were completed or while the data acquisition was still going on. Vigilance states—including NREM sleep, REM sleep, and waking—were determined in 1 hour time blocks as previously described [8] as one of the following: (1) Wake; active behavior accompanied by desynchronized EEG (low in amplitude), and tonic/phasic motor activity evident in the EMG signal; (2) NREM sleep; more synchronized EEG, higher in amplitude, with particularly notable power in the delta (0.5–4.0 Hz) band, and low motor activity (EMG); and (3) REM sleep; small amplitude EEG, particularly notable power in the theta (4–9 Hz) band, and phasic motor activity (EMG). Compared to wake, EEG power during REM sleep was significantly reduced in delta frequencies (0.5–4.0 Hz) and increased in the range of theta activity (4–9 Hz). One hour of the EEG/EMG data was used to calculate thresholds for the Python script and generate a calibration file for the AccuSleep script. The thresholds and calibration files were then used to perform the automated sleep scoring. Accuracy, sensitivity, specificity and F1 score were calculated as previously described [9;10].

**Statistical analysis**

Comparisons of the accuracy, sensitivity, specificity, and F1 score between different time intervals was done using one-way repeated-measures analysis of variance (ANOVA). Results are reported as mean ± SEM.

**Results**

**Description of the system for the real-time streamline analysis of sleep data in mice**

**Acquisition of EEG and EMG**

Commercial data acquisition software often require saving the EEG/EMG data in specialized formats. Most of the software allow data conversion into alternative formats, such as TXT or EDF, but the conversion requires significant amount of time, especially for recordings of long durations. To allow data storage in the desired format during the recording, we chose to acquire the data via the UDP stream. Some commercial programs (Sirenia by Pinnacle Technology, the Stellar system by TSE) allow generation of such data streams, and it is anticipated that other companies will include similar options in the near future. Our code allows for continuous data collection via the UDP and real-time sleep staging (Fig. 1 and Video 1). It also allows saving the data as .mat file for offline sleep staging (Video 2) and further analysis using MATLAB scripts.
Sleep-scoring algorithm

Sleep-scoring algorithms for determining sleep–wake state using a computer-based analysis of EEG and EMG data are typically based on user-defined logic rules/thresholds [11–15] or a machine learning approach [1-5;7;9;16]. The machine learning approaches generally result in a better accuracy of classifying the sleep stages, but the threshold-based approaches offer a greater ease of use and simplify making adjustments for each individual mouse. We decided to classify the sleep stages in real time based on 3 thresholds, making the program convenient to use. Because the data is saved in a .mat file, it can be analyzed directly by AccuSleep, a MATLAB script that allows determining sleep–wake states with high accuracy [3].

A sleep-scoring algorithm that allows the real-time scoring of sleep–wake state in mice is based on the classification procedure previously used in other research laboratories. [12–14]. As a first step, we assigned the time interval (epoch) for determining behavioral states. We selected the epoch duration of 5 seconds, but this could be adjusted according to the need of the research study. To process the EMG signal, we then (1) removed the mean value from the signal, (2) band pass-filtered (40–90 Hz) the signal, (3) applied 4th order Butterworth filters, and (4) calculated the root-mean-square (RMS). The power spectral density (PSD) of the EEG was calculated using the Welch method in the following frequency ranges: (δ: 0.5–5 Hz; θ: 6–9 Hz; α: 10–15 Hz; η: 16–22.75 Hz and β: 23–31.75 Hz). The delta band and theta band were specified according to the following formulas: (δ × α)(η × β) and (θ × θ)(δ × α) [12–14]. Thus, we obtained three values (EMG RMS, EEG delta band and EEG theta band) that were subsequently used to discriminate between wakefulness, NREM sleep and REM sleep. The determination of the wake or sleep stage was done according to the following logic procedure:

STEP 1: EMG RMS value is greater than EMG threshold. → WAKEFULNESS
STEP 2: EEG delta band (δ × α)(η × β) is lower than delta threshold and three preceding epochs were scored as WAKEFULNESS. → WAKEFULNESS
STEP 3: EEG delta band (δ × α)(η × β) is greater than delta threshold. → NREM sleep
STEP 4: EEG delta band \( (δ \times α) \) is greater than 80% of delta threshold and one preceding epoch was scored as NREM sleep. \( \rightarrow \) NREM sleep

STEP 5: EEG delta band \( (δ \times α) \) is greater than 60% of delta threshold and two preceding epochs were scored as NREM sleep. \( \rightarrow \) NREM sleep

STEP 6: EEG theta band \( (θ \times α) \) is greater than theta threshold and any of two preceding epochs were not scored as WAKEFULNESS. \( \rightarrow \) REM sleep

STEP 7: EEG theta band \( (θ \times α) \) is greater than 80% of theta threshold and the preceding epoch was scored as REM sleep. \( \rightarrow \) REM sleep

Threshold selection

When thresholds are adjusted manually, it is difficult to reach a high accuracy of determining sleep–wake states unless a large number of threshold combinations is tested. To solve this problem, we wrote a Python script that allows us to test 10,000 or even 100,000 combinations automatically in under a minute. According to our procedure, we select an hour of EEG and EMG recordings saved as .mat files and score sleep in 5 second epochs manually using the AccuSleep script. Then, the files containing the EEG and EMG data as well as the scored file containing assigned sleep epochs are processed by the Python script (Fig. 2). The outcome of this procedure is 3 thresholds (EMG RMS, EEG delta band and EEG theta) selected based on the highest correspondence between epochs that were assigned identically by the Python script and manual scoring.
Determination of sleep-wake states in real time

As soon as the thresholds are determined as described in the prior paragraph, they are entered into the Python script, after which the sleep recordings are restarted (Fig. 1). The algorithm contains a graphical user interface for visualization of the EEG/EMG traces. The acquired data can be also visualized by the program through which the data stream is acquired. In this study, we used the Sirenia Acquisition program for this purpose. The assigned epochs are saved in a file named “Stages.csv”, and the power spectrum calculated during each 5 second epoch at the 0.5 Hz resolution is saved in a file named “FFT.csv”.

Closed-loop feedback capability

The Python script can output classification results in real-time to an Arduino device, which allows implementing a closed-loop feedback system of choice. The delay of initiating the feedback is 5 seconds due to the epoch window size. Additionally, the Arduino device is connected to a wireless remote controller that allows wireless control of various devices during specific states of sleep-wake cycle (Fig. 3).

Evaluation of the classification performance of the threshold-based method

The role of circadian time in threshold calculation

In our method, threshold values are calculated based on a 1-hour sample of EEG/EMG data. Because the thresholds are used to determine sleep stages of the subsequent recordings, it is important to know whether selecting the sample data at a different circadian time has an effect on the accuracy of the sleep scoring procedure. To test the effect of the circadian time, we selected 4 intervals during which we calculated thresholds (ZT3-4, ZT8-9, ZT15-16, and ZT20-21). Two of these 1-hour intervals were selected during the light-on period (3 hours after the light on or 3 hours before the light off), and another two 1-hour intervals were selected during the light off period (3 hours after the light off or 3 hours before the light on). REM sleep was not present in some 1-hour intervals recorded during the light off period. In such cases, we replaced these intervals with the subsequent hour. The thresholds were calculated for each of these hours as described in the paragraph 3.1.3 and then used to perform automated staging during the entire 24 hours of the recording. Then, the accuracy of sleep staging was calculated by comparing the results of the automated and manual scoring during the 24-hour period. Additionally, the entire 24-hour period was used to calculate the thresholds to determine the highest level of accuracy that could be achieved by this method.

As shown in Fig. 4, accuracy of sleep staging exceeded 90% for all four intervals. The highest accuracy was achieved when the data recorded during ZT3-4 were used to determine thresholds (91.2%). However, one-way ANOVA with repeated measures did not identify significant differences between these time intervals (F(4, 28) = 2.649, P = 0.054). The highest accuracy reached 92.3% when the entire 24-h period was used to calculate the thresholds, which is 11% better than using the only
Fig. 4. Effect of the choice of the time interval used to determine thresholds on the accuracy of sleep staging. The accuracy was about 90% or more for all tested intervals.

Fig. 5. A representative example of automated sleep scoring by the threshold-based Python script and AccuSleep script. One hour of the EEG/EMG data recorded during the ZT3-4 time interval was used to automatically determine the thresholds for the Python script and produce a calibration file for the AccuSleep script. One hour of EEG/EMG data recorded five hours later (ZT8-9) in the same mouse was then automatically scored by both scripts. A high correspondence between the manual scoring and automated scoring by both scripts was observed. The figure was produced using the AccuSleep script in MATLAB.

ZT3-4 interval to calculate the thresholds. An example of comparison between the manual scoring and automated scoring by AccuSleep and Python script is shown in Fig. 5.

Sensitivity, specificity and F1 score

In addition to assessing the overall accuracy of sleep staging, we used sensitivity, specificity and F1 score as additional metrics of classification performance for specific behavioral stages. In this analysis, we determined thresholds based on the ZT3-4 interval and then used them to assign sleep stages for the entire 24-hour recording. As shown in Table 1, a high level of these measures (90% or more) was obtained for wakefulness and NREM sleep. The level of sensitivity and F1 score were around 70% for REM sleep.

Discussion

A large number of highly accurate behavioral state classifiers for automatic sleep staging have been developed in recent years. Most common automated sleep scoring approaches are based on either
thresholds/logic rules [11–15] or machine learning algorithms [1-5;7;9;16]. These approaches typically use the power spectrum of the EEG signal in combination with EMG signal power to determine sleep stages, although they differ in how those characteristics are selected and combined to predict behavioral states. In this study, we also used EEG and EMG for sleep staging and achieved a high accuracy of behavioral stage detection based only on 3 thresholds and a few logic rules. The accuracy depended on the quality of EEG and EMG recordings, as it varied from 86% to 95%. The sleep staging worked particularly well for recognizing wakefulness and NREM sleep, so sensitivity, specificity, and F1 scores were over 90% for wakefulness and NREM sleep (Table 1). Sensitivity and F1 score were lower for REM sleep compared to other behavioral states (about 70%).

Although reaching high accuracy of sleep staging is important, it was not the main goal of our study. Instead, we focused on the major obstacles that sleep researchers face during data collection and analysis in mice. These obstacles include difficulties in efficient collection and processing of large EEG and EMG datasets that are often sampled at a high rate for weeks or even months. We rationalized that the efficiency of sleep analysis would be significantly improved if the collected data are processed in real time while they are collected on the computer. Thus, we wrote a Python script that allows calculating the PSD and sleep stage for each epoch at the time of data collection, which are then saved on the computer in separate files. Other difficulty in processing the data derives from the variability of formats in which the EEG and EMG data are saved. If the format of saved data cannot be read by a sleep-analysis software, a conversion to another format is needed. To avoid such a problem, we collected data via the UDP communications protocol and saved it in .mat files that can be directly read by the AccuSleep script. AccuSleep was chosen because it is an open source MATLAB script that demonstrated one of the highest accuracies of sleep staging in mice [3]. Additionally, it has a user-friendly interface and is simple to use (Fig. 5).

Another advantage of processing the data in real time is that it gives a possibility to perform various sleep-depended behavioral interventions. Considering that our script demonstrated a high accuracy in detecting wakefulness, we anticipate that it will be particularly useful for automated sleep deprivation protocols. It could be also employed in closed-loop stimulation and other protocols that require performing various research manipulations (optogenetic, auditory or visual stimulation, etc.) specifically during wakefulness or sleep.

The presented method has limitations. One potential limitation derives from the use of UDP communication. Despite its high efficiency in transmitting data, such communication could potentially generate errors because UDP does not use an error control. Although we did not notice errors during this study, they may arise in certain situations. Other likely limitation may be reduced accuracy of sleep staging in case the EEG and EMG signals are noisy or are missing some data. In this study, we did not test the ability of our script to discriminate between sleep stages when the EEG and/or EEG contained many artifacts. If artifacts significantly impact the accuracy of sleep staging, the algorithm can be modified to remove most of them as it has been done in previous studies [14], or an error-correcting connection can be used.

In conclusion, we developed a Python script and a process for a streamline analysis of sleep-wake cycle in mice that is compatible with commercial sleep-recording software that can generate a UDP stream of EEG and EMG signals. The real-time data processing and the capability of further analysis of recorded data by an open-source software is likely to make this script a useful tool for the research community.

Table 1

|          | Sensitivity | Specificity | F1 score |
|----------|-------------|-------------|----------|
| Wake     | 93.5 ± 1.1  | 92.4 ± 2.2  | 93.6 ± 1.0 |
| NREM sleep | 91.0 ± 2.4  | 92.7 ± 1.1  | 89.6 ± 1.1  |
| REM sleep | 68.3 ± 2.3  | 99.1 ± 0.2  | 73.3 ± 2.8  |
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