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Abstract: This paper deals with the terminology and various issues about power quality problems. This problem occurs owing to voltage sag, swell, harmonics, and surges. The sustained overvoltage and undervoltage originated from power system may often damage/or disrupt computerized process. Voltage sags and harmonics disturb the power quality and this can be overcome by a custom power device called dynamic voltage restorer (DVR). The DVR is normally installed between the source voltage and critical or sensitive load. The vital role of DVR depends on the efficiency of the control technique involved in switching circuit of the inverter. In this paper, combination of improved grade algorithm with fuzzy membership function is used to decide the Proportional-Integral coefficients. The DVR works well both in balanced and unbalanced conditions of voltages. The simulation results show the efficiency of the proposed method.
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1. Introduction
Power quality problems in industrial applications concern a range of disturbances, such as voltage sags and swells, flicker, interruptions, harmonic distortion. Preventing such phenomena is particularly important because of the increasing heavy automation of almost all the industrial processes.
Electronics devices hold real promise for making distributed energy applications more efficient and cost-effective. The need to develop advanced power electronics interfaces for the distributed applications with increased functionality (such as improved power quality, voltage/volt-amperes reactive (VAR) support), compatibility (such as reduced distributed energy fault contributions), and flexible operation (such as operation with various distributed energy sources).

The inverters were used both for feeding power from distributed generators to the transmission grid and power to various types of electronic loads. In recent years, the number of power resources connected to power systems (voltage grids) has increased and there has been a move toward connecting small power resources to the medium- and low-voltage network (Boonchiaml, Apiratikull, & Mithulananthan, 2006). Power quality standards for connection of an inverter to the grid are still under development, since before there have been a few similar high-power applications. In Omar and Rahim (2009), it is that the power quality is determined by the voltage quality, when the voltage is a controlled variable. To deliver a good AC power, the controlled pulse width modulation (PWM) inverter and L–C output filter have to convert a DC voltage source (e.g. batteries) to a sinusoidal AC voltage with low-voltage THD and fast transient response under load disturbances. Another important aspect of power quality is harmonic distortion. General requirements for harmonic distortion are found in standard (Teke, Bayindir, & Tümay, 2010) and particularly for connection of distributed resources to the grid.

The Control unit is the heart of the dynamic voltage restorer (DVR) where its main function is to detect the presence of voltage sags in the system, calculating the required compensating voltage for the DVR, and generate the reference voltage for PWM generator to trigger on the PWM inverter. The components of the control system unit are dq0-transformation, Phase-lock-loop (PLL) and the Proportional-Integral (PI) with Fuzzy Logic Controller. PI Controller is a feedback controller that drives the plant to be controlled with a weighted sum of the error (difference between output and desired set-point) and the integral of that value (Panda, Mahapatra, Bagarty, & Behera, 2011).

A new fuzzy logic (FL) method has been applied to custom power devices, especially for active power filters. The operation of the DVR is like that of active power filters, in that both compensators must respond very fast to the request from abruptly changing reference signals. In the literature, FL control of DVR is based on dq synchronous reference frame. In three-phase supply, voltages transform into d and q coordinates. The reference values for Vd and Vq are compared with these transformed values and the voltage errors obtained. FL controllers evaluating nine linguistic rules process these errors. Resulting outputs are retransformed into three-phase domain and compared with a carrier signal to generate PWM inverter signals (Mattavelli, Rossetto, Spiazzi, & Tenti, 1997).

In the present paper, a new method based on grade efficiently finds PI controller parameters. Multi-goal optimization with fuzzy membership function has also been used to improve THD and voltage SAG indices. Examining the DVR functionality in the presence of the range of network errors shows the proposed algorithm efficiency.

2. Basic concepts of DVR
A DVR is a solid-state power electronics switching device consisting of either MOSFET or IGBT, a capacitor bank as an energy storage device, and injection transformers. It is connected in series between a distribution system and a load as shown in Figure 1. The basic idea of the DVR is to inject a controlled voltage generated by a forced commutated converter in a series to the bus voltage with an injecting transformer. A DC to AC inverter regulates this voltage by sinusoidal PWM technique. All through normal operating condition, the DVR injects a small voltage to compensate for the voltage drop of the injection transformer and device losses. However, when voltage sags occurs in the distribution system, the DVR control system calculates and synthesizes the voltage required to keep output voltage to the load by injecting a controlled voltage with a certain size and phase angle into the distribution system to the critical load (Choi, Li, & Vilathgamuwa, 2000; Nise, 2008).
2.1. Proportional-Integral (PI) controller

Figure 2 shows the discrete PI controller. A weighted sum of the error and the integral of that value drive the plant via the feedback controller. The proportional response is got by multiplying the error by constant KP called proportional gain. The integral terms’ contribution is proportional to both the size of error and the duration of error. The error is first multiplied by the integral gain, Ki, and then integrated to give the accumulated offset that was previously corrected (Hannan and Mohamed, 2002).

Figure 3 shows the control circuit designed in Matlab/Simulink software. The input of the controller comes from the output voltage, V3 measured by three-phase V–I measurement at Load in p.u. V3 is then transformed in dq term (expressed as an instantaneous space vector). The voltage sag is detected by measuring the error between the dq voltage and the reference values. The d reference is set to rated voltage, whilst q reference is set to zero. The dq components of load voltage are compared with the reference values and the error signal is then entered to PI controller. Two PI controller blocks are used for generating error signal-d and error signal-q separately. For error signal-d, KP is set to 40 and Ki is set to 100, whilst for error signal-q, KP is set to 30 and Ki is set to 150, respectively. All the gains selected are used to tune up the error signal d and q, that is that the signal is stable and responds well to system disturbances. The outputs of the PI controller then are transformed back into Vabc before being forwarded to PWM generator (Salimin & Rahim, 2011).

3. Multi-objective optimization with function of fuzzy membership

Several methods have been proposed so far for reaching to optimal solution of multi-objective optimization problems. Many multi-objective optimization problems don’t have homogeneous objectives. Therefore, we should use special methods for solving them or making them homogeneous.
One of these methods is defining each objective in the form of membership function in a fuzzy set environment and combining those using appropriate weighting coefficients in the form of a satisfactory fuzzy objective function (Tiwari & Gupta, 2010). In case of using this method for optimizing the objectives of THD and SAG voltage, we can use the objective function of Equation 1:

\[ F = \omega_1 \mu_T + \omega_2 \mu_D \]  

where \( \mu_T \) is the rate of membership function; THD and voltage SAG of sensitive load, \( \mu_D \) is the rate of membership function; and \( \omega_1 \) and \( \omega_2 \) are weight coefficients equal to mentioned objectives. The main reason for using this multi-objective optimization method is that the growth of these two objectives is not opposite. In other words, if we decrease THD, the voltage SAG doesn’t increase, and vice versa. By determination of appropriate membership functions and weighting coefficients associated with each objective, the optimization problem can be resolved. Fuzzy membership functions for objective optimization indicate the objective desirability changes in the interval \([0, 1]\). According to the problem, diversity forms can be chosen for fuzzy membership function. The proposed membership functions for each objective are described as follows.

### 3.1. Voltage sag membership function

In voltage SAG, it is trying to minimize the difference between base bus voltage and real bus voltage. This voltage sag is caused from system faults. The voltage error obtains as Equation 2.

\[ D = \text{Max} |v_b - v_l| \]  

where \( v_b \) is base bus voltage of sensitive load, \( v_l \) is sensitive load voltage. According to IEEE-519 standard, bus voltage has any value between 0.95 and 1.05. In this paper, we considered \( D_{\text{min}} = 0 \) and \( D_{\text{max}} = 0.05 \). The membership function is specified in Equation 3 and Figure 4.

\[ \mu_D = \begin{cases} 
\frac{D_{\text{max}} - D}{D_{\text{max}} - D_{\text{min}}} & \text{for } D_{\text{min}} \leq D \leq D_{\text{max}} \\
1 & \text{for } D \leq D_{\text{min}} \\
0 & \text{for } D \geq D_{\text{max}} 
\end{cases} \]  

Figure 4. Voltage sag membership function.
3.2. Voltage THD membership function

The THD may cause irreversible effects on the sensitive load. Thus, voltage harmonic minimization can be an attractive objective. THD index is intended to determine the harmonic distortion that the membership function is specified in Equation 4 and Figure 5.

\[
\mu_T = \begin{cases} 
\frac{T_{\max} - T}{T_{\max} - T_{\min}} & \text{for} \quad T_{\min} \leq T \leq T_{\max} \\
1 & \text{for} \quad T \leq T_{\min} \\
0 & \text{for} \quad T \geq T_{\max}
\end{cases}
\]  

(4)

In this paper, two FL controller block is used for error signal-d and error signal-q. The process is also same as before except the controller now is FL. For both blocks (error signal-d and q), the FL controller consists of three linguistic variables the inputs of which are; negative (N), zero (Z), and positive (P). Each parameter form linguistic variables for error signal. Figures 6–8, respectively, show the rule viewer and surface viewer of the fuzzy controller employed.

The basic rule of FL gives the relationship between input and output. The basic rule editor compiled using the basic rules that are already available in MATLAB. Once organized into basic rule, then the examination is performed accordingly to the rule and the rule surface viewer.

Rule surface is used to see the pattern of decision-making rule base used. Rule viewer is used for approximate reasoning result FL. Entering the second input value on the rule viewer gives the result of reasoning by FL.
4. GRADE optimization algorithm

The GRADE algorithm combines the features of the differential evolution with those of the traditional genetic algorithms'. It uses the simplified differential operator, but contrary to the differential evolution, the GRADE method uses the algorithmic scheme very similar to the standard genetic algorithm.

The genetic operators can be written as follows:

**Mutation**—If a certain chromosome $x_i(g)$ was chosen to be mutated, a random chromosome $x_{RP}$ is generated and the new chromosome $x_k(g+1)$ is computed using the following relation:

$$x_k(g+1) = x_i(g) + MR(x_{RP} \ominus x_i(g))$$

(5)

where $MR$ is a parameter called mutation rate. The parameter $MR$ is no more constant, but for each new chromosome created by mutation is randomly chosen from the interval $(0,1)$.

**Crossing-over**—The relation defining the crossing-over operator is given as:

$$x_k(g+1) = \max(x_q(g);x_r(g)) + CR(x_q(g) \ominus x_r(g))$$

(6)
Selection—This method uses modified tournament strategy to reduce the population size: two chromosomes are randomly chosen, compared, and the worse is rejected. Therefore, the population size is decreased by one. This step is repeated until the population reaches its original size.

The GRADE algorithm has only three parameters: pool rate, radioactivity, and CL parameter.

Algorithm and flow chart

1. As the first step, the initial population is generated randomly and the objective function value is assigned to all chromosomes in the population. The size of the population is defined as the number of variables of the objective function multiplied by parameter pop rate.

2. Several new chromosomes are created using the mutation operators—the mutation and the local mutation (their total number depends on the value of a parameter called radioactivity—it gives the mutation probability).

3. More new chromosomes are created using the simplified differential operator; the whole amount of chromosomes in the population is now doubled.

4. The objective function values are assigned to all newly created chromosomes.

5. The selection operator applies to the double-sized population. Hence, the amount of individuals decreases to its original value.

6. Steps 2–5 are repeated until a stopping criterion is reached.

5. Simulation results

The power distribution system case study consists of two load buses, where one of them includes the sensitive load. This simple electrical network has been shown in Figure 9 and its parameters have been introduced in Table 1. It should be noted that, an assumption of balanced network neglects the variations in the source voltages. This essentially implies that the dynamics of the source voltage is much slower than the load dynamics. This problem initially can solve a single-objective problem in order to optimize the voltage sag caused by faults. Number of dimensions of the problem are four. These dimensions are the coefficients of two PI controllers, so that one of them is aligned with the d-axis and the other is aligned with the q-axis. Each PI controller has two coefficients, i.e. proportional and integral gains.

In order to simulate more critical conditions, two faults have been simulated. The first fault is just after series injection transformer with fault and earth resistances equal to 4.6Ω and 0.1Ω respectively, and the second one is near to a non-sensitive load with the same resistance values.
A GRADE algorithm with 80 iterations had been used to solve the problem. Simulation results revealed an improvement in the voltage sag of sensitive load, but in terms of harmonic index (THD), the sensitive load was not in proper condition (Table 2).

Under fault conditions at first, each objective of the problem has been turned into a fuzzy membership function to solve the problem of optimization (Figure 10). In solving process, each objective has the same weight and coefficients, which are $\omega_1 = \omega_2 = 0.5$. We used improved GRADE algorithm to ensure that the problem results in the local optimization are not entangled. Firstly, this problem was solved using a GRADE algorithm with 80 iterations. And then, it was solved using the proposed algorithm with the same number of iterations. The obtained results from these two algorithms are given in Table 3.

Table 3 shows, maximum, minimum, and average indices of fitness function for both algorithms for an equal number of iterations. It is clear that the proposed algorithm has lower average and better responses in comparison with the standard grade algorithm. It should be noted that in order to maximize the fitness function mentioned in Equation 1, its negative variable is minimized. The convergence curve of the best response of proposed algorithm is shown in Figure 11.

According to this figure, the proposed algorithm reaches an acceptable response in a few iterations. The algorithm of this problem has been solved by 40 runs. The simulation results of PCC
voltage, sensitive load voltage, injected DVR voltage, and the sensitive load voltage deviation signal from its reference value are shown in the Figure 12. Improvement in THD signal and deviation signal of baseline voltage coming from network faults in the algorithm are to be scrutinized. The result has been shown in Table 4.

In addition, results of two other controllers are given in Table 4.

As it is clear, performance of the proposed controller based on bi-objective GRADE Algorithm improved in comparison with single-objective type in terms of both the power quality indices. We can report that in the proposed controller, both average voltage and voltage THD indices have decreased in comparison to classical PI controllers. In other words, by considering control signal of voltage THD
as second objective, we can guide GRADE algorithm toward better answer for controlling and compensating DVR.

According to the results in Table 4, all of the controllers have the proper results, rather than a classical controller. We can observe multi-objective algorithm’s preference rather than single-objective type. By considering these results, using a multi-objective algorithm is more reasonable.

6. Conclusion

New ideas presented in this paper can be analyzed from two points of view:

(1) Presenting the idea of adjusting controller coefficients using heuristic algorithms:

In this paper, it is trying to achieve a better set of coefficients for PI controller using GRADE algorithm. As the results show, the PI adjusted by this algorithm is better than a classic PI controller.

(2) Adjusting controller coefficients using a bi-objective optimization algorithm, in order to improve THD and voltage sag indices:

In this paper, a new bi-objective optimization algorithm is used for adjusting coefficients. This bi-objective algorithm is based on the fuzzification of the aforementioned objectives. Simulation results revealed better performance of this bi-objective algorithm over the single-objective algorithm and classic control from voltage sag and voltage THD.

Table 4. Comparison of results

| Controller                | Stage | Voltage sag average (Value) | Improve (%) | THD (%) |
|---------------------------|-------|-----------------------------|-------------|---------|
| Classical PI              | 1     | 0.0205                      | –           | 4.87    |
|                           | 2     | 0.0273                      | –           | 3.94    |
| Single-objective grade algorithm | 1     | 0.0177                      | 13.66       | 1.46    | 70.02  |
|                           | 2     | 0.0203                      | 25.64       | 1.59    | 59.64  |
| Multi-objective grade algorithm | 1     | 0.0131                      | 36.09       | 0.91    | 81.31  |
|                           | 2     | 0.0178                      | 34.79       | 0.96    | 75.63  |
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