Empirical Bayes PCA in high dimensions
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Abstract

When the dimension of data is comparable to or larger than the number of data samples, principal components analysis (PCA) may exhibit problematic high-dimensional noise. In this work, we propose an empirical Bayes PCA method that reduces this noise by estimating a joint prior distribution for the principal components. EB-PCA is based on the classical Kiefer–Wolfowitz non-parametric maximum likelihood estimator for empirical Bayes estimation, distributional results derived from random matrix theory for the sample PCs and iterative refinement using an approximate message passing (AMP) algorithm. In theoretical ‘spiked’ models, EB-PCA achieves Bayes-optimal estimation accuracy in the same settings as an oracle Bayes AMP procedure that knows the true priors. Empirically, EB-PCA significantly improves over PCA when there is strong prior structure, both in simulation and on quantitative benchmarks constructed from the 1000 Genomes Project and the International HapMap Project. An illustration is presented for analysis of gene expression data obtained by single-cell RNA-seq.
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1 | INTRODUCTION

Principal components analysis (PCA) is a widely used technique for dimensionality reduction. However, when the dimension of the data may be comparable to or larger than the number of...
available data samples, it is known that the sample principal components (PCs) may exhibit phenomena of high-dimensional noise (Johnstone & Lu, 2009; Lu, 2002). We propose a method called EB-PCA for reducing this noise, using the classical statistical idea of empirical Bayes (Efron, 2012; Robbins, 1956).

Figure 1 illustrates EB-PCA on a genetics example. Panel (a) displays the top four PCs of a genotype matrix from the 1000 Genomes Project (The 1000 Genomes Project Consortium, 2015), containing genotypes of 2504 individuals at 100,000 common single nucleotide polymorphisms (SNPs). The PCs depict the stratification of these individuals according to five broad ethnic populations. Here, the number of SNPs far exceeds the dimension 2504 of each PC, and the estimation noise is small. This allows us to interpret the PCs in panel (a) as an approximate ‘ground truth’.

The phenomenon of high-dimensional noise is illustrated in panel (b), which displays the top four PCs for genotypes of the same 2504 individuals subsampled at only 1000 randomly selected SNPs. Applying EB-PCA to this reduced data of 1000 SNPs yields the PC estimates displayed in panel (c). These are remarkably close to the PCs in panel (a) computed on all 100,000 SNPs, even though EB-PCA has only access to the 1000 subsampled SNPs. In Section 4, we use this subsampling approach to demonstrate a sizeable quantitative improvement of EB-PCA over PCA. We also illustrate an application to single-cell RNA-seq gene expression data where a ground truth is unknown.

A central component of the method is a Bayes approximate message passing (AMP) procedure (Montanari & Venkataramanan, 2021; Rangan & Fletcher, 2012) that implements approximate Bayesian inference for low-rank matrix estimation in high dimensions. EB-PCA adapts Bayes AMP, which requires knowledge of the true prior distributions, to more typical settings in
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**FIGURE 1** Illustration of Empirical Bayes principal components analysis (EB-PCA) on genotype data from the 1000 Genomes Project. (a) 1st versus 2nd PC and 3rd versus 4th PC, for the genotypes of 2504 individuals across 100,000 common single nucleotide polymorphisms (SNPs). Each scatterplot has 2504 data points, representing the embedding of these individuals into a 4-dimensional space, with points colored by the individuals’ ethnicity. We take these PCs as the ground truth. (b) PCs computed from a random subsample of 1000 SNPs. Substantial high-dimensional noise is observed in these PCs. (c) The EB-PCA estimates of the top four PCs, computed from the same subsampled data as in panel (b). These estimates are much closer to the ground-truth PCs in panel (a) and have quantitatively lower estimation error [Colour figure can be viewed at wileyonlinelibrary.com]
practice where such information is unavailable, by non-parametrically estimating the priors from the sample PCs and the AMP iterates. Similar strategies can be applied to Bayes AMP algorithms for other applications.

To describe the main ideas behind EB-PCA, consider a rank-one signal-plus-noise model for the observed data,

\[ Y = \frac{S}{n} \cdot uv^T + W \in \mathbb{R}^{nxd} \]  

(1)

where \( u \in \mathbb{R}^n \) and \( v \in \mathbb{R}^d \) are the left and right true PCs of interest, with associated signal strength \( s > 0 \), and \( W \in \mathbb{R}^{nxd} \) is i.i.d. Gaussian observational noise. We discuss possible extensions to more general noise in Section 6. We will refer to the leading left- and right-singular vectors \( f \in \mathbb{R}^n \) and \( g \in \mathbb{R}^d \) of \( Y \) as the sample PCs.

The EB-PCA approach consists of three main ideas, each of which is individually well studied:

(a) **Kiefer–Wolfowitz NPMLE.** Consider the classical compound decision problem of estimating \( \theta \in \mathbb{R}^n \) from a Gaussian observation vector \( x \sim \mathcal{N}(\mu \cdot \theta, \sigma^2 \cdot \text{Id}_{nxn}) \), for two known scalar parameters \( \mu, \sigma^2 > 0 \). The empirical Bayes paradigm first posits a prior distribution \( \pi_* \) for the coordinates of \( \theta \), then estimates \( \pi_* \) by an estimator \( \pi \) based on the marginal density of the observed coordinates of \( x \), and finally applies Bayes’s rule defined by \( \pi \) to ‘denoise’ \( x \) and obtain the estimate of \( \theta \).

A non-parametric implementation of this paradigm was described in Robbins (1950); Kiefer and Wolfowitz (1956), which suggested estimating \( \pi_* \) by the non-parametric maximum likelihood estimator (NPMLE) that maximizes the likelihood of \( x \) over all prior probability distributions \( \pi \) on the real line. It was shown in Kiefer and Wolfowitz (1956); Laird (1978) and Lindsay (1983a) that such a maximizer \( \pi \) exists with discrete and finite support. We denote by

\[ \theta(x | \mu, \sigma^2, \pi) = \mathbb{E}_\pi[\theta | x] \]

the empirical Bayes posterior mean estimate of \( \theta \) using this estimated prior \( \pi \).

(b) **Random matrix asymptotics for sample PCs.** In the model of (1), an influential line of work (Baik et al., 2005; Benaych-Georges & Nadakuditi, 2012; Nadler, 2008; Paul, 2007) has quantified the asymptotic error of the sample PCs \( (f, g) \) for the true PCs \( (u, v) \) when \( n, d \to \infty \) simultaneously such that \( d/n \to \gamma \in (0, \infty) \). This work showed that in this high-dimensional limit,

\[ \langle f, u \rangle \to \mu_* \equiv \mu_*(s, \gamma), \quad \langle g, v \rangle \to \mu_* \equiv \mu_*(s, \gamma) \]

for two inner products \( \mu_*, \mu_* \in [0, 1) \) that depend only on the signal strength \( s \) and the dimension ratio \( \gamma \). For \( s \) larger than a certain phase transition threshold \( s_*(\gamma) \), the leading singular value of \( Y \) emerges as an outlier from the bulk distribution of its remaining singular values, the inner products \( \mu_*, \mu_* \) are strictly positive, and \( g \) has an approximate entrywise Gaussian law

\[ g \approx \mathcal{N}(\mu_* \cdot v, \sigma_*^2 \cdot \text{Id}_{dxd}), \quad \sigma_*^2 = 1 - \mu_*^2. \]

An analogous approximation holds for \( f \) and \( u \). This provides a connection to the compound decision problem above. EB-PCA estimates \( (\mu_*, \sigma_*^2) \) by estimating \( s \), and applies the Kiefer–Wolfowitz NPMLE to obtain an empirical Bayes estimate \( \hat{v} \) for \( v \).
Iterative refinement via AMP. If this estimate $\hat{v}$ is more accurate than the original sample PC $g$ for $v$, then we expect $Y\hat{v}$ to be more accurate than $Yg \propto f$ for $u$. This suggests that empirical Bayes denoising should be applied to $Y\hat{v}$ instead of $f$ to estimate $u$, and leads to an iterative idea (Wang & Stephens, 2021) of initializing $g^0 = g$ and computing

$$
\begin{align*}
\nu_t &= \theta(g_t | \mu_t, \sigma^2_t, \pi_t), \\
\nu_t &= \theta(f_t | \mu_t, \sigma^2_t, \pi_t), \\
g^{t+1} &= Y^\top u_t.
\end{align*}
$$

(2)

Here, $\pi_t, \pi_t$ are non-parametrically estimated priors and $\mu_t, \sigma^2_t, \mu_t, \sigma^2_t$ are scalar parameters in each iteration. In the first iteration, $\nu^0 = \hat{v}$ is the above empirical Bayes estimate of $v$.

Unfortunately, this procedure does not ensure that $(f_t, g_t)$ have approximate entrywise Gaussian laws after this first iteration, breaking the connection to the compound decision problem in subsequent iterations. EB-PCA applies instead an AMP algorithm as developed in Rangan and Fletcher (2012); Montanari and Venkataramanan (2021),

$$
\begin{align*}
\nu_t &= \theta(g_t | \mu_t, \sigma^2_t, \pi_t), \\
\nu_t &= \theta(f_t | \mu_t, \sigma^2_t, \pi_t), \\
g^{t+1} &= Y^\top u_t - b_t v_t.
\end{align*}
$$

The Onsager corrections $b_t u_t^{-1}$ and $b_t v_t$ are defined so as to remove a bias of $(f_t, g_t)$ in the directions of $(u_t^{-1}, v_t)$ and restore the entrywise Gaussian approximations.

EB-PCA is most effective when there is strong prior structure for the true PCs. We described the rank-one model of (1) for clarity, but in many examples including Figure 1, there is stronger structure jointly over several PCs. In these examples, we learn a joint prior in $k > 1$ dimensions, where $k$ is the number of PCs to be simultaneously estimated. The result of Figure 1c is obtained by joint empirical Bayes estimation for all $k = 4$ depicted PCs, rather than estimating each PC individually. We describe the method in more detail in Section 2.4 and present theoretical guarantees in Section 5.

This application of empirical Bayes methodology to PCA via an iterative algorithm is closely related to earlier and inspirational work by Wang and Stephens (2021), who proposed an empirical Bayes matrix factorization (EBMF) method that yields the iterations of Equation (2). EBMF is derived from a ‘naive mean-field’ variational approximation to the posterior distribution of $(u, v)$, and we discuss further in Section 2.5 the relation between EB-PCA and this naive mean-field approach.

1.1 Related literature

The possible inconsistency of PCA in high dimensions has been discussed in Lu (2002); Johnstone and Lu (2009); Johnstone and Paul (2018), and improving PCA using prior structure has been a long-standing goal. A large body of literature has notably studied sparse PCA methods, which improve over PCA under sparsity assumptions (d’Aspremont et al., 2005; Amini & Wainwright, 2008; Birnbaum et al., 2013; Cadima & Jolliffe, 1995; Cai et al., 2013; Fan et al., 2013; Jolliffe et al., 2003; Ma, 2013; Vu et al., 2013; Zou et al., 2006). Figure 1 illustrates an example where the PCs indeed have strong prior structure, but this structure is not well-characterized by entrywise sparsity. We believe that such examples may be common across scientific applications, and this forms the primary motivation for our work.
EB-PCA is complementary to spectral shrinkage methods that preserve the sample PCs but shrink or truncate the singular values (Cai et al., 2010; Chatterjee, 2015; Gavish & Donoho, 2017; Ledoit & Wolf, 2012; Nadakuditi, 2014; Shabalin & Nobel, 2013). These methods have been motivated in part by a perspective that, in the absence of prior structural knowledge about the PCs, ‘...it is reasonable to require that covariance matrix estimators be rotation-equivariant [and have] the same eigenvectors as the sample covariance matrix’ (Ledoit & Wolf, 2012). Our work stands contrary to this perspective, illustrating that empirical Bayes ideas can substantially improve over such equivariant procedures even without knowledge of prior structure, as long as some structure is present.

EB-PCA is an empirical Bayes implementation of the multivariate Bayes AMP algorithm described by Montanari and Venkataramanan (2021). AMP algorithms were first developed for CDMA, compressed sensing and generalized linear model applications by Kabashima (2003); Donoho et al. (2009) and Rangan (2011). Empirical Bayes versions of AMP for compressed sensing and GLMs were studied by Vila and Schniter (2011); Krzakala et al. (2012); Vila and Schniter (2013) and Kamilov et al. (2014), in univariate and parametric contexts that are different from the non-parametric perspective of our work.

AMP algorithms for PCA have been studied in a line of work including Rangan and Fletcher (2012); Matsushita and Tanaka (2013); Deshpande and Montanari (2014); Montanari and Richard (2015); Lesieur et al. (2015b); Kabashima et al. (2016) and Deshpande et al. (2017). These algorithms originally required an informative initialization independent of \( Y \), and Montanari and Venkataramanan (2021) provided the practical extension of initializing at the sample PCs. A related line of work (Alaoui & Krzakala, 2018; Barbier & Macris, 2019; Barbier et al., 2016; Lelarge &MIolane, 2019; Lesieur et al., 2015a and MIolane, 2017) has explored more generally the limits of low-rank matrix estimation with Bayesian priors. In particular, Deshpande and Montanari (2014); Barbier et al. (2016) and Deshpande et al. (2017) showed in various Bayesian rank-one models that AMP algorithms can achieve the asymptotically optimal squared-error Bayes risk, which has been characterized in Lesieur et al. (2015a); Barbier et al. (2016); MIolane (2017) and Lelarge and MIolane (2019). A second motivation for our work is to bring this important body of statistical theory a step closer to statistical practice. Our results imply that AMP algorithms can achieve Bayes-optimal estimation even without knowledge of the true priors.

The initial step of EB-PCA relies on quantitative understanding of spectral behaviour in spiked random matrix models (Bai & Yao, 2008; Bai & Silverstein, 2006; Bai et al., 2005 and Johnstone, 2001). We assume in this work a Gaussian model, where the error of the sample singular vectors was first studied in Paul (2007) and Nadler (2008). Such results have been extended to non-Gaussian settings in Capitaine et al. (2011); Knowles and Yin (2013, 2014); Bloemendal et al. (2016); Capitaine (2018) and Ding (2020), models with non-white noise in Mestre (2008); Benaych-Georges and Nadakuditi (2011, 2012) and Bai and Yao (2012), and more general asymptotic regimes in Jung and Marron (2009); Shen et al. (2013) and Wang and Fan (2017). Related distributional properties of singular vectors were recently studied in Capitaine and Donati-Martin (2018) and Bao et al. (2020, 2021).

The Kiefer–Wolfowitz NPMLE was proposed in Robbins (1950) and Kiefer and Wolfowitz (1956). Identifiability, existence and uniqueness, asymptotic consistency and discreteness of the support were studied in Kiefer and Wolfowitz (1956); Simar (1976); Laird (1978); Jewell (1982); Lindsay (1983a, b) and Lindsay and Roeder (1993), and a detailed treatment of these topics is provided in Lindsay (1995). Ghosal and van der Vaart (2001); Zhang (2009); Jiang and Zhang (2009) and Saha and Gun t suboyina (2020) studied the rate of convergence of the NPMLE and associated empirical Bayes estimator, and our analyses draw on their techniques. Recently, Polyanskiy and...
Wu (2020) showed that these results on estimation rates are connected also to the size of the discrete NPMLE support. Computing and approximating the NPMLE has been discussed in Bohning et al. (1992); Böhning (1999); Lashkari and Golland (2008); Koenker and Mizera (2014) and Feng and Dicker (2016).

2 | THE EB-PCA METHOD

2.1 | Model

The EB-PCA algorithm is derived in the following rank-$k$ version of the model in (1),

\[
Y = \frac{1}{n} \cdot USV^T + W = \sum_{i=1}^{k} \frac{S_i}{n} \cdot u_i v_i^T + W \in \mathbb{R}^{n \times d}.
\] (3)

The columns of \(U = (u_1, \ldots, u_k) \in \mathbb{R}^{n \times k}\) and \(V = (v_1, \ldots, v_k) \in \mathbb{R}^{d \times k}\) are $k$ left and right principal components of interest, and \(S = \text{diag}(s_1, \ldots, s_k) \in \mathbb{R}^{k \times k}\) contains the signal strengths of these PCs. \(W \in \mathbb{R}^{n \times d}\) is observational noise, which we assume has entries \(w_{ij} \sim \mathcal{N}(0, 1/n)\).

Remark 1 We write the noise variance of \(w_{ij}\) for convenience as \(1/n\), rather than a more general \(\tau^2/n\), to avoid carrying \(\tau^2\) throughout our formulas. This is without loss of generality, as \(Y, S, W\) may be rescaled by a common factor \(\tau\). In practice, we estimate this noise variance and rescale the data to match this scaling. Given \(Y_{\text{obs}} \in \mathbb{R}^{n \times d}\), we may estimate its entrywise residual variance upon regressing out its top \(k\) PCs,

\[
\hat{\tau}^2 = \frac{d-1}{n} \|R\|_F^2, \quad R = Y_{\text{obs}} - \text{top } k \text{ PCs of } Y_{\text{obs}}.
\] (4)

We then set \(Y = Y_{\text{obs}}/\hat{\tau}\). Consistency of \(\hat{\tau}^2\) is discussed in Appendix A.2.

We study this model in the high-dimensional limit \(n, d \to \infty\) such that \(k\) and \(\gamma \equiv d/n\) are both fixed. It is helpful to keep in mind a Bayesian setting where the rows of \(U\) and \(V\) are generated according to two fixed prior probability distributions \(\pi_*\) and \(\pi_*\) on \(\mathbb{R}^k\) (although we will only require empirical convergence to these priors in the later theory). The goal of EB-PCA is then to estimate these two priors from the data \(Y\), and to use these estimated priors to perform Bayesian estimation of \(U\) and \(V\).

To fix the scaling of the PCs, we normalize \(\pi_*\) and \(\pi_*\) to satisfy \(\mathbb{E}_{U \sim \pi_*}[U_i^2] = 1\) and \(\mathbb{E}_{V \sim \pi_*}[V_i^2] = 1\) for all \(i = 1, \ldots, k\). This ensures

\[
n^{-1}\|u_i\|_2^2 \to 1, \quad d^{-1}\|v_i\|_2^2 \to 1.
\] (5)

We will also assume \(\mathbb{E}_{U \sim \pi_*}[U_iU_j] = 0\) and \(\mathbb{E}_{V \sim \pi_*}[V_iV_j] = 0\) for all \(1 \leq i \neq j \leq k\), so that

\[
n^{-1}u_i^T u_j \to 0, \quad d^{-1}v_i^T v_j \to 0.
\] (6)

lending to the interpretations of \(u_i\) and \(v_i\) as the (orthogonal) principal components. Under these scalings, the \(k\) singular values of \(n^{-1}USV^T\) converge to the limits \(\sqrt{\gamma s_1} > \cdots > \sqrt{\gamma s_k}\) and we make the simplifying assumption that these limit values are distinct. Note that we will not enforce the orthogonality conditions \(\mathbb{E}_{U \sim \pi_*}[U_iU_j] = 0\) and \(\mathbb{E}_{V \sim \pi_*}[V_iV_j] = 0\) for the estimated priors in the later
algorithm, but approximate orthogonality will automatically hold from initializing the algorithm at the sample PCs.

Turning to the sample PCs, let us write the best rank-*k* approximation for *Y* as

$$
\frac{1}{n} \cdot F \Lambda G^T = \sum_{i=1}^{k} \frac{\lambda_i}{n} \cdot f_i g_i^T.
$$

Here, the columns of $F = (f_1, \ldots, f_k) \in \mathbb{R}^{n \times k}$ and $G = (g_1, \ldots, g_k) \in \mathbb{R}^{d \times k}$ are the top *k* left and right singular vectors of *Y*, normalized analogously with a sign convention so that for all $1 \leq i \neq j \leq k$,

$$
d^{-1}||g_i||^2 = n^{-1}||f_i||^2 = 1, \quad u_i^T f_i \geq 0, \quad v_i^T g_i \geq 0, \quad d^{-1} g_i^T g_j = n^{-1} f_i^T f_j = 0. \quad (7)
$$

We set $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_k)$. Then the *k* largest singular values of *Y* are given by $\sqrt{\gamma} \lambda_1 \geq \cdots \geq \sqrt{\gamma} \lambda_k$.

Under this model, the following phase transition occurs for the leading *k* sample singular values and singular vectors of *Y* (Baik et al., 2005; Benaych-Georges & Nadakuditi, 2012; Paul, 2007): setting $s_*(\gamma) = \gamma^{-1/4}$, for supercritical PCs such that $s_i > s_*(\gamma)$, we have

$$
\lim_{n,d \to \infty} \sqrt{\gamma} \cdot \lambda_i > \lambda_+, \quad \lim_{n,d \to \infty} n^{-1} f_i^T u_i > 0, \quad \lim_{n,d \to \infty} d^{-1} g_i^T v_i > 0
$$

where $\lambda_+ = 1 + \sqrt{\gamma}$ is the upper edge of the ‘bulk distribution’ of the noise singular values. Conversely, for subcritical PCs such that $s_i \leq s_*(\gamma)$,

$$
\lim_{n,d \to \infty} \sqrt{\gamma} \cdot \lambda_i = \lambda_+, \quad \lim_{n,d \to \infty} n^{-1} f_i^T u_i = 0, \quad \lim_{n,d \to \infty} d^{-1} g_i^T v_i = 0.
$$

Thus the *i*th sample singular value is absorbed into the bulk, and the sample PCs are nearly orthogonal to the true PCs. For notational and expositional clarity, we will assume

$$
s_i > s_*(\gamma) \quad \text{for all} \quad i = 1, \ldots, k,
$$

i.e. all *k* of the leading PCs are supercritical. Our theoretical results may be extended to more general settings having both supercritical and subcritical PCs, where EB-PCA is applied only to the supercritical PCs that have positive alignment with the truth.

**Remark 2** If the rows of *U* are drawn from $\pi_* = \mathcal{N}(0, \text{Id}_{k \times k})$, then the rows of $\sqrt{n} \cdot Y$ marginalized over *U* are distributed as $\mathcal{N}(0, \Sigma)$ where

$$
\Sigma = \sum_{i=1}^{k} s_i^2 \cdot \frac{v_i v_i^T}{n} + \text{Id}_{d \times d}.
$$

Thus $Y^T Y$ follows the spiked covariance model introduced in Johnstone (2001), and our results pertain also to estimating the spike eigenvectors of *Σ*. In this model, it would be reasonable to consider a version of EB-PCA that fixes $\pi_* = \mathcal{N}(0, \text{Id})$, only estimates $\pi_*$, and performs Bayesian estimation of *V* but not of *U*. We will focus instead on the more general scenario where both *U* and *V* may have non-Gaussian structure, and describe EB-PCA for estimating both matrices.
2.2 | Empirical Bayes for the multivariate compound decision problem

Let $\pi_*$ be a probability distribution on $\mathbb{R}^k$. For two given matrices $M, \Sigma \in \mathbb{R}^{k \times k}$ where $\Sigma$ is symmetric positive-definite, consider the compound decision model

$$\Theta \sim \pi_*, \quad X | \Theta \sim \mathcal{N}(M \cdot \Theta, \Sigma)$$

(8)

for $\Theta, X \in \mathbb{R}^k$. We will denote the Bayes posterior mean estimate of $\Theta$ based on $X$ as

$$\theta(X | M, \Sigma, \pi_*) = \mathbb{E}_{\pi_*}[\Theta | X].$$

(9)

Suppose now that $\pi_*$ is unknown, but belongs to a known class of probability distributions $\mathcal{P}$ over $\mathbb{R}^k$. In a model of $n$ i.i.d. samples $x_1, \ldots, x_n$ distributed according to Equation (8), stacked as the rows of a matrix $X \in \mathbb{R}^{n \times k}$, consider the maximum likelihood estimator

$$\pi = \text{MLE}(X | M, \Sigma, \mathcal{P})$$

$$\equiv \arg \max_{\pi \in \mathcal{P}} \prod_{i=1}^{n} \int \frac{1}{(2\pi)^{k/2} |\Sigma|^{1/2}} \cdot \exp \left( -\frac{(x_i - M \cdot \theta_i)^\top \Sigma^{-1} (x_i - M \cdot \theta_i)}{2} \right) d\pi(\theta_i).$$

(10)

This integral is the marginal Gaussian mixture density of $x_i$ in the model of Equation (8), and the notation makes explicit the dependence of $\pi$ on the prior class $\mathcal{P}$. We will be interested primarily in non-parametric classes $\mathcal{P}$, and $\pi$ is a non-parametric maximum likelihood estimate (NPMLE) for $\pi_*$. In our implementation, we take $\mathcal{P}$ as the class of all probability distributions on $\mathbb{R}^k$, and approximate this class $\mathcal{P}$ using a discrete support by applying the ‘exemplar method’ of Lashkari and Golland (2008). See Appendix E for details.

Stacking $\theta_1, \ldots, \theta_n$ as the rows of $\Theta \in \mathbb{R}^{n \times k}$, the model for $X$ may be written as

$$X = \Theta M^\top + Z \Sigma^{1/2}, \quad Z \in \mathbb{R}^{n \times k} \text{ has i.i.d. } \mathcal{N}(0, 1) \text{ entries.}$$

(11)

The NPMLE $\pi$ defines an empirical Bayes estimate of $\Theta$, which applies the posterior mean function $\theta(\cdot)$ for the estimated prior $\pi$ row-wise to $X$. We denote this by

$$\theta(X | M, \Sigma, \pi) = \mathbb{E}_{\pi}[\Theta | X].$$

2.3 | Initial denoising of the sample PCs

In the model of (3), as $n, d \to \infty$, the precise forms of the limits of the supercritical singular values $\sqrt{\gamma} \cdot \lambda_i$ and corresponding PCs $f_i, g_i$ of $Y$ are given by

$$\sqrt{\gamma} \cdot \lambda_i \to \sqrt{(\gamma s_i^2 + 1)(s_i^2 + 1)/s_i^2},$$

$$n^{-1} f_i^\top u_i \to \mu_{s,i} \equiv \sqrt{1 - \sigma_{s,i}^2}, \quad d^{-1} g_i^\top v_i \to \mu_{s,i} \equiv \sqrt{1 - \sigma_{s,i}^2},$$

$$\sigma_{s,i}^2 \equiv \frac{1 + s_i^2}{s_i^2(\gamma s_i^2 + 1)}, \quad \sigma_{s,i}^2 \equiv \frac{1 + \gamma s_i^2}{\gamma s_i^2(s_i^2 + 1)}.$$
Iterative refinement using AMP

Let $\mu_s, \ldots, \mu_{s,k}$ be the true matrices $M_s, \ldots, M_{s,k}$ for $s = 1, \ldots, k$. Initialize $G_j$ of Montanari and Venkataramanan (2021). This may begin with either the estimate for $\Sigma_s$, which may be consistently estimated by $\hat{\Sigma}_s = (\gamma \lambda_i^2 - (1 + \gamma) + \sqrt{(\gamma \lambda_i^2 - (1 + \gamma))^2 - 4\gamma})/(2\gamma)$. (See Lemma A.3.)

\begin{align}
\overline{M}_s &= \text{diag}(\overline{\mu}_{s,1}, \ldots, \overline{\mu}_{s,k}), \quad M_s = \text{diag}(\mu_{s,1}, \ldots, \mu_{s,k}), \\
\overline{\Sigma}_s &= \text{diag}(\overline{\sigma}_{s,1}^2, \ldots, \overline{\sigma}_{s,k}^2), \quad \Sigma_s = \text{diag}(\sigma_{s,1}^2, \ldots, \sigma_{s,k}^2),
\end{align}

a consequence is that $F \in \mathbb{R}^{n \times k}$ and $G \in \mathbb{R}^{d \times k}$ have the Gaussian approximations

\begin{align}
F \approx U M_s^\top + \overline{Z} \Sigma_s^{1/2}, \quad G \approx V M_s^\top + Z \Sigma_s^{1/2}
\end{align}

for large $n$ and $d$, where $\overline{Z}, Z \in \mathbb{R}^{n \times k}$ have i.i.d. $\mathcal{N}(0, 1)$ entries. This relates the behaviour of the sample PCs $F$ and $G$ to the multivariate compound decision model in (11).

As the true matrices $\overline{M}_s, M_s, \overline{\Sigma}_s, \Sigma_s$ are unknown, we replace them by consistent estimates to derive empirical Bayes estimators for $U$ and $V$: observe that Equation (12) implies each value $\lambda_i^2$ may be consistently estimated by

\begin{align}
\hat{\lambda}_i^2 = (\gamma \lambda_i^2 - (1 + \gamma) + \sqrt{(\gamma \lambda_i^2 - (1 + \gamma))^2 - 4\gamma})/(2\gamma).
\end{align}

These may be used to obtain plug-in estimators $\overline{M}_s, M_s, \overline{\Sigma}_s, \Sigma_s$ for $\overline{M}_s, M_s, \overline{\Sigma}_s, \Sigma_s$, which substitute $\hat{s}_i$ for $s_i$ in Equation (12). This yields the initial empirical Bayes estimates of $U$ and $V$ given by

\begin{align}
\bar{\pi} &= \text{MLE}(F | \overline{M}, \overline{\Sigma}, \mathcal{P}), \quad \hat{U} = \theta(F | \overline{M}, \overline{\Sigma}, \overline{\pi}), \\
\pi &= \text{MLE}(G | M, \Sigma, \mathcal{P}), \quad \hat{V} = \theta(G | M, \Sigma, \pi).
\end{align}

2.4 Iterative refinement using AMP

We now describe iterative refinement using an AMP algorithm, as discussed also in Appendix J of Montanari and Venkataramanan (2021). This may begin with either the estimate for $U$ or $V$—here, we begin with $V$.

The algorithm takes the following form: let $u_1, u_2, \ldots : \mathbb{R}^k \to \mathbb{R}^k$ and $v_1, v_2, \ldots : \mathbb{R}^k \to \mathbb{R}^k$ be two arbitrary sequences of Lipschitz functions. Initialize $G^0 = G$ as the right sample PCs, and compute for $t = 0, 1, 2, \ldots$

\begin{align}
V^t &= v_t(G^t), \quad F^t = YV^t - U^{t-1} \cdot \gamma \langle d v_t(G^t) \rangle^\top, \\
U^t &= u_t(F^t), \quad G^{t+1} = Y^\top U^t - V^t \cdot \langle d u_t(F^t) \rangle^\top.
\end{align}

Here $u_t(F^t) \in \mathbb{R}^{n \times k}$ and $v_t(G^t) \in \mathbb{R}^{d \times k}$ denote the applications of $u_t$ and $v_t$ row-wise to $F^t$ and $G^t$, $du_t : \mathbb{R}^k \to \mathbb{R}^{k \times k}$ and $dv_t : \mathbb{R}^k \to \mathbb{R}^{k \times k}$ denote Jacobian matrices of these functions, and $\langle du_t(F^t) \rangle$ and $\langle dv_t(G^t) \rangle$ are the averages of $du_t$ and $dv_t$ across the rows of $F^t$ and $G^t$.

Under the model of (3), Gaussian approximations analogous to Equation (15) continue to hold for $F^t$ and $G^t$ across iterations, where

\begin{align}
F^t \approx U M_{s,t}^\top + \overline{Z} \Sigma_{s,t}^{1/2}, \quad G^t \approx V M_{s,t}^\top + Z \Sigma_{s,t}^{1/2}.
\end{align}
Here $\overline{M}_{s,t}, M_{s,t}, \overline{\Sigma}_{s,t}, \Sigma_{s,t}$ are deterministic matrices that prescribe the parameters of the compound decision model associated to each iteration. In contrast to the initial state of Equations (13)--(14), these matrices are no longer diagonal in later iterations, if the prior is a general multivariate distribution on $\mathbb{R}^k$. They evolve over iterations according to a state evolution

$$(M_{s,0}, \Sigma_{s,0}) \leftrightarrow (\overline{M}_{s,0}, \overline{\Sigma}_{s,0}) \leftrightarrow (M_{s,1}, \Sigma_{s,1}) \leftrightarrow (\overline{M}_{s,1}, \overline{\Sigma}_{s,1}) \leftrightarrow \cdots$$

given by the initializations $(M_{s,0}, \Sigma_{s,0}) \equiv (M_s, \Sigma_s)$ describing the sample PCs $G^0 \equiv G$ in Equations (13)--(14), and by the updates

$$\overline{M}_{s,t} = \gamma \mathbb{E}[v_t(G_t) V_t^\top] S, \quad \overline{\Sigma}_{s,t} = \gamma \mathbb{E}[v_t(G_t)V_t(G_t)^\top],$$

$$M_{s,t+1} = \mathbb{E}[u_t(F_t) U_t^\top] S, \quad \Sigma_{s,t+1} = \mathbb{E}[u_t(F_t)u_t(F_t)^\top].$$

(21)

$S = \text{diag}(s_1, \ldots, s_k)$ is the diagonal matrix of signal strengths in Equation (3), and the expectations are over the random vectors

$$U \sim \overline{\pi}_s, \quad F_t \sim \mathcal{N}(\overline{M}_{s,t} \cdot U, \overline{\Sigma}_{s,t}), \quad V \sim \pi_s, \quad G_t \sim \mathcal{N}(M_{s,t} \cdot V, \Sigma_{s,t}).$$

These laws of $F_t$ and $G_t$ approximate the row-wise distributions of $F^t$ and $G^t$.

If $\overline{\pi}_s, \pi_s, \overline{M}_{s,t}, M_{s,t}, \overline{\Sigma}_{s,t}, \Sigma_{s,t}$ are all known, then applying this algorithm with the Bayes posterior mean functions

$$u_t(X) = \theta(X | \overline{M}_{s,t}, \overline{\Sigma}_{s,t}, \overline{\pi}_s), \quad v_t(X) = \theta(X | M_{s,t}, \Sigma_{s,t}, \pi_s)$$

(22)

implements an iterative variational Bayesian inference scheme (Montanari & Venkataramanan, 2021). We will call this the ‘oracle’ Bayes AMP algorithm. For these $u_t, v_t$, we have the identities $\mathbb{E}[u_t(F_t)U^\top] = \mathbb{E}[u_t(F_t)u_t(F_t)^\top]$ and $\mathbb{E}[v_t(G_t)V^\top] = \mathbb{E}[v_t(G_t)v_t(G_t)^\top]$, so Equation (21) yields

$$\overline{M}_{s,t} = \overline{\Sigma}_{s,t} \cdot S, \quad \overline{M}_{s,t+1} = \Sigma_{s,t+1} \cdot S.$$

(23)

EB-PCA uses the posterior mean functions defined instead by NPMLEs of $\overline{\pi}_s$ and $\pi_s$, together with the empirical estimates $\overline{\Sigma} = n^{-1}(V^\top) V$, $\overline{M} = \overline{S} \hat{S}$, $\Sigma_{t+1} = n^{-1}(U^\top) U$, and $M_{t+1} = \Sigma_{t+1} \hat{S}$ where $\hat{S} = \text{diag}(\delta_1, \ldots, \delta_k)$ is the estimate of $S$ from Equation (16). (For $\overline{\Sigma}_t$, we have applied $\gamma/d = 1/n$.) These empirical estimates avoid the need to perform Gaussian integrations to analytically evaluate the expectations that define the true matrices $\overline{M}_{s,t}, M_{s,t}, \overline{\Sigma}_{s,t}, \Sigma_{s,t}$.

EB-PCA is initialized at the right sample PCs $G^0 \equiv G$ and the plug-in estimates $(M_0, \Sigma_0) \equiv (M, \Sigma)$ from the preceding section. In particular, $V^0$ is the initial empirical Bayes estimate for $V$ based on $G$ as previously described.

We summarize the full EB-PCA method as Algorithm 1.

**Remark 3** In Lines 6 and 10 of Algorithm 1, we form new NPMLEs for $\overline{\pi}_s$ and $\pi_s$ in each iteration. This allows for the possibility of improving these estimates as the signal-to-noise ratios reflected by the state parameters $(M_t, \Sigma_t)$ and $(\overline{M}_t, \overline{\Sigma}_t)$ improve across iterations. The theory does not require this re-estimation of $\overline{\pi}_s$ and $\pi_s$, as it will show that both $\overline{\pi}_s$ and $\pi_s$ may be estimated consistently in the first iteration. In practice, for data examples with strong signal, this re-estimation of $\overline{\pi}_s$ and $\pi_s$ may also be removed to improve computational efficiency. See Appendix E.2 for further discussion.
Remark 4 For the state evolution to correctly describe the AMP iterates under the PCA initialization $G^0 = G$, the first AMP iteration for $F^0$ in Line 8 should use $U^{-1} = F \cdot \Sigma_0^{1/2}$ as initialized in Line 4, rather than $U^{-1} = 0$ as described in Montanari and Venkataramanan (2021). We elaborate on this in Appendix C.

Algorithm 1. EB-PCA

Input: Data matrix $Y \in \mathbb{R}^{n \times d}$, normalized as in Remark 1 to have average entrywise noise variance $1/n$. Number of PCs $k$, number of AMP iterations $T$, prior class $\mathcal{P}$.

// Initialization
1: Let $\gamma = d/n$. Let $(\sqrt{\gamma} \lambda_1, \ldots, \sqrt{\gamma} \lambda_k)$, $F = (f_1, \ldots, f_k)$, and $G = (g_1, \ldots, g_k)$ be the top $k$ singular values and singular vectors of Y, with $\|f_i\|_2 = \sqrt{n}$ and $\|g_i\|_2 = \sqrt{d}$.
2: Define $s_i^2$ by (2.14). Set $\sigma_i^2 = (1 + \gamma s_i^2)/(\gamma s_i^2 + \gamma s_t^2)$, $\mu_i = 1 - \sigma_i^2$, $M_0 = \text{diag}(\mu_1, \ldots, \mu_k)$, $\Sigma_0 = \text{diag}(\sigma_1^2, \ldots, \sigma_k^2)$, $\tilde{S} = \text{diag}(s_1, \ldots, s_k)$.
3: $G^0 \leftarrow G$ and $U^{-1} \leftarrow F \cdot \Sigma_0^{1/2}$

// Iterative refinement
4: for $t = 0, 1, 2, \ldots, T$ do
    // Denoise left PCs
5: $\pi_t \leftarrow \text{MLE}(G^t \mid M_t, \Sigma_t, \mathcal{P})$
6: $V^t \leftarrow \theta(G^t \mid M_t, \Sigma_t, \pi_t)$
7: $F^t \leftarrow YV^T - U^{-1} \cdot \gamma (\theta(G^t \mid M_t, \Sigma_t, \pi_t))^T$
8: $\Sigma_t \leftarrow (V^T)^T V^n/n$ and $M_t \leftarrow \hat{\Sigma} \cdot \tilde{S}$
    // Denoise right PCs
9: $\hat{\pi}_t \leftarrow \text{MLE}(F^t \mid \hat{M}_t, \hat{\Sigma}_t, \mathcal{P})$
10: $U^t \leftarrow \theta(F^t \mid \hat{M}_t, \hat{\Sigma}_t, \hat{\pi}_t)$
11: $G^{t+1} \leftarrow Y^T U^t - V^t \cdot (\theta(F^t \mid \hat{M}_t, \hat{\Sigma}_t, \hat{\pi}_t))^T$
12: $\Sigma_{t+1} \leftarrow (U^T)^T U^n/n$ and $M_{t+1} \leftarrow \Sigma_{t+1} \cdot \tilde{S}$
4: end for

Output: Final estimates $(\hat{U}, \hat{\Sigma}, \hat{V}) = (U^T, \hat{\Sigma}, \hat{V}^T)$

2.5 Relation to naive mean field variational Bayes

Wang and Stephens (2021) propose an empirical Bayes matrix factorization (EBMF) algorithm similar to EB-PCA, based instead on naive mean-field variational Bayes: in the rank-one model of (1), this approximates the posterior law $p(u, v \mid Y)$ by a factorized form $\bar{q}(u)q(v) = \prod_{i=1}^n \bar{q}_i(u_i) \prod_{j=1}^d q_j(v_j)$. The distributions $\bar{q}_i, q_j$ are chosen to minimize the Kullback–Leibler divergence $D_{KL}(\bar{q}(u)q(v)||p(u,v \mid Y))$ or, equivalently, to maximize the evidence lower bound

$$F(\bar{q}, q) = \mathbb{E}_{u \sim \bar{q}, v \sim q}[\log p(Y, u, v) - \log \bar{q}(u)q(v)].$$

Here, the joint density $p(Y, u, v)$ depends on the priors $(\bar{\pi}, \pi)$ for $(u, v)$, and EBMF estimates these by maximizing $F$ jointly over $(\bar{q}, \bar{\pi}, q, \pi)$. This maximization is performed via the iterative coordinate ascent variational inference (CAVI) updates

$$(q_t, \pi_t) = \arg \max_{q, \pi} F(q_{t-1}, \bar{\pi}_{t-1}, q, \pi), \quad (\bar{q}_t, \bar{\pi}_t) = \arg \max_{\bar{q}, \bar{\pi}} F(\bar{q}, \bar{\pi}, q_t, \pi_t).$$
As shown in Wang and Stephens (2021), the CAVI updates admit a simple form in terms of the quantities

\[ \mathbf{v}^t \equiv \mathbb{E}_{\mathbf{v} \sim q_{t}}[\mathbf{v}], \quad \sigma_v^2 \equiv n^{-1} \mathbb{E}_{\mathbf{v} \sim q_{t}}[\|\mathbf{v}\|^2], \quad \mathbf{u}^t \equiv \mathbb{E}_{\mathbf{u} \sim q_{t}}[\mathbf{u}], \quad \sigma_u^2 \equiv n^{-1} \mathbb{E}_{\mathbf{u} \sim q_{t}}[\|\mathbf{u}\|^2], \]

which is very similar to the iterations of Algorithm 1 but does not incorporate the AMP Onsager correction terms. The Onsager terms correct for weak dependences in the true posterior distributions of \( u_1, \ldots, u_n \) and of \( v_1, \ldots, v_d \) in high dimensions. These dependences are omitted in the naive mean field approximation, and this is discussed further in Ghorbani et al. (2019) and Fan et al. (2021). The differences between these approaches vanish in the limit of infinite signal-to-noise ratio \( s \to \infty \), but are non-negligible in any bounded signal-to-noise setting, and become more pronounced for weak signals near the phase transition threshold \( s_{\ast}(\gamma) = \gamma^{-1/4} \).

We believe there are two particular appeals of applying AMP over the naive mean field approximation in this specific application: first, in the limit \( s \to \infty \), the sample PCs become increasingly accurate, and there is less to gain from an empirical Bayes approach. It is precisely in settings of weaker signals that empirical Bayes may yield the largest improvements over PCA. Second, even if the model of (3) is correctly specified, the connection between the CAVI iterates \( f^t, g^t \) and the Gaussian compound decision model is inexact—see Figures 3 and S3—whereas the AMP iterates \( f^t, g^t \) are exactly described by the Gaussian models as \( n, d \to \infty \). This provides a stronger justification for applying empirical Bayes procedures based on these Gaussian models to the iterates of AMP. However, we note that EBMF is developed in a more general model of heteroscedastic noise \( w_{ij} \sim \mathcal{N}(0, 1/\tau_{ij}) \), whereas our current derivation and analysis of EB-PCA are limited to a setting of uniform noise variance.

There are a few other distinctions in perspective between EBMF and our work: for the rank-\( k \) model, Wang and Stephens (2021) propose a CAVI scheme that iteratively updates each rank-one component separately, and hence does not learn a joint prior for the multivariate distribution of several PCs. For each rank-one component, there is a stronger emphasis in (Wang & Stephens, 2021) on sparsity-inducing priors that are unimodal at 0, connecting the approach more to sparse PCA. Depending on the characteristics of the data at hand, we believe that a multivariate approach of learning a fully non-parametric joint prior for several PC has the potential of yielding improved accuracy.

### 3 SIMULATED EXAMPLES

#### 3.1 Univariate priors

We compare EB-PCA with several other methods on simulated data from the rank-one model of (1), using four different univariate priors: (a) standard Gaussian \( \mathcal{N}(0, 1) \), (b) Uniform\([-\sqrt{3}, \sqrt{3}]\),  (c) Bernoulli\{+1, -1\} and (d) sparse point-normal \( 0.9\delta_0 + 0.1\mathcal{N}(0, 10) \). For simplicity, we use the same prior for both \( u \) and \( v \). The two-point and point-normal priors (c–d) represent simple clustering and sparse-PCA applications.

We compare EB-PCA with standard PCA, the oracle Bayes AMP procedure of Montanari and Venkataramanan (2021) that knows the true priors, and naive mean-field variational Bayes with priors estimated by NPMLE, corresponding to a version of EBMF in Wang and Stephens (2021) with known homoscedastic noise variance. For the sparse point-normal prior (d), we compare also to the \texttt{spca} method of Zou et al. (2006). Simulation details can be found in Appendix E.
FIGURE 2  Estimation accuracy of principal components analysis (PCA), oracle Bayes approximate message passing (AMP), empirical Bayes-PCA and naive mean-field VB, across 50 simulations of a rank-one model with four priors. For (d), comparison with spca is also shown. In all cases, EB-PCA nearly matches the accuracy of the oracle Bayes AMP procedure and improves over mean-field VB. EB-PCA also improves over standard PCA for the non-Gaussian priors (b–d), and over spca for the sparse prior (d) [Colour figure can be viewed at wileyonlinelibrary.com]

Figure 2 displays the accuracy of these procedures, in terms of the alignments $\langle \hat{u}, u \rangle / ||u|| ||\hat{u}||$ and $\langle \hat{v}, v \rangle / ||v|| ||\hat{v}||$. These alignments measure the accuracy of the estimated PC directions, and do not account for further improvements of EB-PCA/Bayes-AMP resulting from the shrinkage of $(u, v)$. The dimensions tested are $(n, d) = (2000, 4000)$, so that the estimate of $u \in \mathbb{R}^n$ is more accurate than that of $v \in \mathbb{R}^d$. The phase-transition point for supercritical signal strength is $s^*_\gamma = 0.84$, and we tested the range of signal strengths $s \in \{1.1, 1.3, 1.5, 2.0\}$.

Under the standard Gaussian prior (a), the posterior mean function in Equation (9) for oracle Bayes AMP is linear in each iteration. Thus its iterates remain proportional to the sample PCs, and the asymptotic accuracy of both EB-PCA and Bayes-AMP in the above alignment metric coincide with standard PCA. Thus the Gaussian prior (a) provides a ‘control’ setting in which we hope to match the performance of PCA.

The following observations summarize these comparisons:

- **Oracle Bayes AMP.** EB-PCA is nearly as accurate as oracle Bayes AMP in all cases, without knowing the true priors. There is a small decrease in accuracy of EB-PCA for very weak signals, due to estimation variance for $s$.
- **Standard PCA.** In the control setting of the $\mathcal{N}(0, 1)$ prior, EB-PCA yields accuracy comparable to PCA. EB-PCA yields improved accuracy in all remaining settings, with this improvement being more substantial for weaker signals and for the two-point and sparse point-normal priors that reflect stronger prior structure.
- **SPCA.** EB-PCA and mean-field VB both improve significantly over spca for the sparse point-normal prior, with the added advantage of being tuning-parameter free.
- **Mean-field VB.** EB-PCA improves over mean-field VB in all cases. The improvement is small for the point-normal prior and for larger signal strengths, but is larger in the remaining settings. Mean-field VB seems to yield worse estimation accuracy than standard PCA for the $\mathcal{N}(0, 1)$ and continuous uniform priors.
FIGURE 3 Iterates of empirical Bayes principal components analysis versus mean-field VB with Uniform$[-\sqrt{3}, \sqrt{3}]$ priors for $u$. (a) Distribution of entries of the EB-PCA iterates $f_0, f_1, f_4$. A close agreement is observed with the overlaid convolution densities Uniform$[-\sqrt{3}, \sqrt{3}] \ast \mathcal{N}(0, \sigma_t^2 / \mu_t^2)$ for $t = 0, 1, 4$, where $\mu_t^2 / \sigma_t^2$ is the estimated signal-to-noise ratio (SNR) used to perform empirical Bayes denoising. (b) Analogous picture for mean-field VB, with $\mu_t^2 / \sigma_t^2$ as estimated in mean-field VB. A discrepancy is observed between the iterates and the convolution densities. (c) Accuracy of $u$, across iterations, for EB-PCA versus mean-field VB. Results for $(v, g)$ are similar and omitted for brevity [Colour figure can be viewed at wileyonlinelibrary.com]

To provide a more detailed comparison of EB-PCA with mean-field VB at a weak signal strength, panels (a) and (b) of Figures 3 and S3 display the entrywise distributions of several iterates for the uniform and two-point priors with $s = 1.3$. Overlaid are the convolution densities of the true prior with the estimated levels of Gaussian noise. Panel (c) displays the accuracies across iterations. The overlaid convolution densities in EB-PCA closely match the empirical distributions of the iterates, whereas discrepancies accumulate for mean-field VB. These discrepancies can cause mean-field VB to estimate an increasingly incorrect prior, and to have decreasing accuracy across iterations.

3.2 Bivariate priors

We now demonstrate that multivariate EB-PCA, which estimates a joint prior over several PCs, can improve substantially over EB-PCA applied marginally to each PC when there is strong multivariate structure. We consider dimensions $(n, d) = (1000, 1000)$ and signal strengths $(s_1, s_2) = (4, 2)$, for the two bivariate priors presented in Figure 4a: a discrete three-point prior and a uniform prior on a circle.

Titles in Figure 4 display the estimation error as defined by the subspace distance (see section 2.5 of Van Loan & Golub, 2013) between the column spans of $\hat{U}$ and $U$ and also between the spans of the individual PCs. Table S1 reports the average of such estimation errors across 50 simulations. These results indicate that by leveraging the underlying joint structure, multivariate EB-PCA learns a more accurate prior and has lower error both for the estimated two-dimensional subspace and for the individual PCs. The simultaneous estimation of $k$ PCs has the
FIGURE 4 Comparison of standard principal components analysis (PCA), empirical Bayes PCA (EB-PCA) applied marginally and EB-PCA applied jointly for two bivariate priors: a discrete three-point mixture prior (top row) and a uniform prior on a circle (bottom row). Displayed are scatter-plots of the columns of $U$ for (a) the true PCs, (b) the sample PCs, (c) EB-PCA applied marginally for each PC and (d) EB-PCA applied jointly to learn the bivariate prior. Estimation errors are displayed in the figure titles. Marginal EB-PCA improves over standard PCA, and joint EB-PCA further improves over marginal EB-PCA [Colour figure can be viewed at wileyonlinelibrary.com]

additional benefit of reducing the computation time by a factor of roughly $k$ over the univariate approach.

4 | APPLICATIONS

We illustrate EB-PCA on three high-dimensional genetics datasets: genotype data from the 1000 Genomes Project and the third phase of the International HapMap Project (HapMap3) (International HapMap 3 Consortium, 2010), and single cell RNA-seq (scRNA-seq) gene expression data on Peripheral Blood Mononuclear Cells (PBMC) from 10X Genomics. Preprocessing procedures and implementation details are provided in Appendix E.

4.1 | 1000 Genomes Project genotypes

PCA is commonly used to correct for population stratification in genome-wide association studies. As the number of SNPs $n$ often far exceeds the number of individuals $d$, the estimated PCs in $\mathbb{R}^d$ suffer minimally from high-dimensional noise for the leading PCs. This provides a ground truth by which we may quantitatively compare estimation accuracy on subsampled data.

Implementing this experiment for genotype data from the 1000 Genomes Project, we extracted 100,000 common SNPs for 2504 individuals, from which we computed the ground truth PCs. We then estimated PCs on subsamples of 100, 1000 or 10,000 randomly selected SNPs using both EB-PCA and PCA. Figure S2 plots the singular values for a typical subsample of 1000 SNPs, in which 4 clear outlier values are apparent. Thus we chose to estimate the leading four PCs using EB-PCA.

Table 1 compares errors across 50 random subsamples of each size, where the error is the subspace distance (as previously used in Section 3.2) against the ground truth PCs. The results
show a clear improvement of EB-PCA over PCA, with slightly larger improvement for the lower PCs having smaller singular values.

A visual comparison for 1000 subsampled SNPs was presented previously in Figure 1. The EB-PCA estimates are closer to the ground truth than the sample PCs, and better separate the subjects by ethnicity. For example, the Caucasian, African and East Asian populations are mixed in the two-dimensional plot of the third versus fourth sample PC, whereas they are separated in the EB-PCA estimates and also in the ground truth. The information used by EB-PCA for performing this separation in PCs 3 and 4 comes from learning a joint prior with PCs 1 and 2, where these populations have clear separation.

### 4.2 HapMap3 genotypes

We performed a similar experiment on genotype data from HapMap3. For the 1397 individuals in HapMap3, we computed ground truth PCs from 142,185 common SNPs. Based on the singular value distribution in Figure S2 on a subsample of 5000 SNPs, we chose to estimate the leading 4 PCs using EB-PCA.

Table S2 compares the errors of EB-PCA and PCA across 50 subsampled data sets of 1000, 5000 and 10,000 SNPs, and Figure 5 depicts results for 5000 SNPs. We again observe a consistent decrease in estimation error for EB-PCA, which is larger for the weaker PCs.

### 4.3 10x Genomics PBMC single-cell RNA-seq

PCA is often the first step in single-cell gene expression data analysis pipelines such as Seurat and scanpy, to capture the signatures of cell identity. Non-linear dimensionality reduction methods are often then applied with the estimated PCs as input, to perform cell clustering and to infer cell types.

We illustrate an application of EB-PCA on scRNA-seq data of $d = 2626$ peripheral blood mononuclear cells (PBMCs) with $n = 13,711$ gene expressions, from 10X Genomics. This data is more representative of typical applications of EB-PCA, in which there are insufficient samples to provide a known ground truth. Therefore, we applied EB-PCA without subsampling. The singular values are shown in Figures S2, and 3 large outlier values are apparent. The corresponding leading three PCs are depicted as two scatterplots in Figure 6a. Qualitatively, these scatterplots exhibit estimation noise that resembles the noise previously observed in the subsampled 1000 matrices.
FIGURE 5  Illustration of Empirical Bayes principal components analysis (EB-PCA) on genotype data from HapMap3, similar to Figure 1. (a) Ground truth PCs, with points colored by the individuals' ethnicity. (b) Sample PCs computed on a subsample of 5000 SNPs. (c) EB-PCA estimates of the four PCs, using the same subsample as in panel (b) [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 6  Estimated principal components (PCs) using (a) standard PC analysis and (b) Empirical Bayes-PCA, for peripheral blood mononuclear cells single-cell RNA-seq gene expression data, with points coloured by cell type. The EB-PCA estimates exhibit reduced estimation noise and clearer separation of cells by cell type [Colour figure can be viewed at wileyonlinelibrary.com]

Genomes and HapMap3 genotype matrices, suggesting that the noise may be a consequence of high dimensionality.

Figure 6b displays the estimated PCs using EB-PCA. Although there is not a basis for quantitative comparison with PCA in this example, we believe that the EB-PCA results may be more accurate for an underlying ground truth. Qualitatively, the estimation noise exhibited in Figure 6a has been reduced. There is a clearer separation between different cell types. For example, Naïve CD4 T cells are separated from CD14+ monocytes in the plot of the second versus third PCs estimated by EB-PCA, whereas these overlap in the plot of the sample PCs.
5 | THEORETICAL GUARANTEES

In this section, we summarize theoretical guarantees for EB-PCA. In the context of the signal-plus-noise model (3), our results show that EB-PCA asymptotically achieves the same (first-order) estimation accuracy as the oracle Bayes AMP procedure. Consequently, the asymptotic estimation error provably decreases across iterations, and can approach the Bayes-optimal error as the number of iterations \( t \to \infty \) under general conditions for the true priors.

The strategy of proof is to first establish asymptotic consistency of the NPMLEs for the prior distributions, and then, through an inductive comparison argument, show that the iterates of EB-PCA are characterized by the same state evolution as oracle Bayes AMP. We note that prior work on asymptotic consistency for the NPMLE assumes that a compound decision model (8) with i.i.d. Gaussian errors holds exactly, whereas such an error model holds only approximately for the sample PCs and AMP iterates. Our arguments show that this approximation is sufficient for asymptotic consistency.

5.1 | Assumptions

Consider the rank-\( k \) model of (3). We assume the empirical distributions of rows of \( U \in \mathbb{R}^{n \times k} \) and \( V \in \mathbb{R}^{d \times k} \) converge in Wasserstein-2 distance to fixed distributions \( \pi_s, \pi_s \) on \( \mathbb{R}^k \), as \( n, d \to \infty \). This means that for any continuous function \( \psi : \mathbb{R}^k \to \mathbb{R} \) with \( E_{U \sim \pi_s}[\psi(U)^2] < \infty \), we have \( \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \psi(u_{i1}, \ldots, u_{ik}) = E_{U \sim \pi_s}[\psi(U)] \), and similarly for \( V \). We denote this convergence both as \( U \overset{W^2}{\rightharpoonup} \pi_s \) and as \( U \overset{w_2}{\rightharpoonup} U \) for a random vector \( U \sim \pi_s \). Our model assumptions are then summarized as follows.

**Assumption 1** \( \mathcal{P} \) is a family of probability distributions on \( \mathbb{R}^k \) having finite second moment, and \( n, d \to \infty \) such that

(a) \( W \in \mathbb{R}^{n \times d} \) has entries \( w_{ij} \) iid \( \mathcal{N}(0, 1/n) \).
(b) \( k, s_1, \ldots, s_k, \) and \( \gamma \equiv d/n \) remain constant, where \( s_1 > \cdots > s_k > s_s(\gamma) \equiv \gamma^{-1/4} \).
(c) \( U \overset{W}{\rightharpoonup} \pi_s \) and \( V \overset{W}{\rightharpoonup} \pi_s \) for two distributions \( \pi_s, \pi_s \in \mathcal{P} \) that satisfy the normalizations, for all \( 1 \leq i \neq j \leq k \),

\[ E_{U \sim \pi_s}[U_i^2] = 1, \quad E_{U \sim \pi_s}[U_iU_j] = 0, \quad E_{V \sim \pi_s}[V_i^2] = 1, \quad E_{V \sim \pi_s}[V_iV_j] = 0 \]

(d) For any non-singular \( M_s \in \mathbb{R}^{k \times k} \), symmetric positive-definite \( \Sigma_s \in \mathbb{R}^{k \times k} \), and \( \pi_s \in \mathcal{P} \), there is a weakly open neighbourhood \( O \) of \( \pi_s \) such that \( \theta(x|M_s, \Sigma_s, \pi) \) is Lipschitz in \( x \) uniformly over \( \pi \in O \).

Part (a) makes a Gaussian assumption for the noise, and part (b) assumes for simplicity that the signal values \( s_1, \ldots, s_k \) are distinct and supercritical.

Part (c) ensures the normalizations in Equations (5) and (6). This can hold both when \( U \in \mathbb{R}^{n \times k} \) and \( V \in \mathbb{R}^{d \times k} \) are deterministic matrices whose columns are the (exactly) orthogonal true PCs, as well as almost surely in a Bayesian setting when \( U \) and \( V \) are random with independent
rows generated from $\overline{\pi}_s$ and $\pi_s$. We will assume $U$ and $V$ are deterministic that is our results apply conditional on $(U, V)$ in the Bayesian setting.

Part (d) assumes a Lipschitz property for the posterior mean functions, as is common in analyses of AMP. This places a small restriction on the prior class $P$; for example, the assumption holds if $P$ is the class of all priors supported on a compact domain of $\mathbb{R}^k$.

We analyse EB-PCA in a slightly idealized setting where the noise variance $1/n$ in part (a) is known, rather than estimated as in Remark 1, and where the NPMLE in Lines 5 and 9 of Algorithm 1 are computed exactly in each iteration. Our results may be extended to incorporate a consistent estimate of the noise variance and an approximate NPMLE computed on a sufficiently fine discretization of the support, by a standard comparison argument with this idealized setting—we omit the details of such an argument for brevity.

5.2 Limiting risk for the initial empirical Bayes estimates

In the compound decision model $\Theta \sim \pi$ and $X|\Theta \sim \mathcal{N}(M \cdot \Theta, \Sigma)$, we denote the squared error Bayes risk for estimating $\Theta$ based on $X$ as

$$\text{mmse}(\pi | M, \Sigma) = \mathbb{E}[||\Theta - \mathbb{E}[\Theta | X]||_2^2].$$

The entrywise Gaussian approximation in Equation (15) for the sample PCs is formalized as the following proposition. Lemma C.1 of Montanari and Venkataramanan (2021) proves a similar result for the symmetric spiked model.

**Proposition 1** Let $\overline{M}_s, M_s, \overline{\Sigma}_s, \Sigma_s \in \mathbb{R}^{k \times k}$ be defined by Equations (13) and (14). Under Assumption 1, almost surely $(U, F) \xrightarrow{w_2} (U, F)$ and $(V, G) \xrightarrow{w_2} (V, G)$ where $U \sim \overline{\pi}_s$, $F|U \sim \mathcal{N}(\overline{M}_s \cdot U, \overline{\Sigma}_s)$, $V \sim \pi_s$, and $G|V \sim \mathcal{N}(M_s \cdot V, \Sigma_s)$.

Combined with an asymptotic consistency result for the NPMLE in approximate compound decision models, shown in Lemma B.2 and Corollary B.3, this yields the following asymptotic squared-error risks for the initial empirical Bayes estimates of $U$ and $V$.

**Corollary 1** Let $\hat{U}$ and $\hat{V}$ be the initial empirical Bayes estimators in Equations (17) and (18). Let $\overline{M}_s, M_s, \overline{\Sigma}_s, \Sigma_s \in \mathbb{R}^{k \times k}$ be defined by Equations (13) and (14). Under Assumption 1, almost surely

$$n^{-1}||\hat{U} - U||_F^2 \rightarrow \text{mmse}(\overline{\pi}_s | \overline{M}_s, \overline{\Sigma}_s), \quad d^{-1}||\hat{V} - V||_F^2 \rightarrow \text{mmse}(\pi_s | M_s, \Sigma_s).$$

Thus the asymptotic squared-error risk for $\hat{U}$ is the Bayes risk for estimating $\Theta \sim \overline{\pi}_s$ based on $X|\Theta \sim \mathcal{N}(\overline{M}_s \cdot \Theta, \overline{\Sigma}_s)$, and similarly for $\hat{V}$. In contrast, the analogous risks for the naive sample PCs $F$ and $G$, or more generally of the best shrinkage estimators obtained by rescaling their columns, correspond to the Bayes risks of the best linear estimators of $\Theta$ in these compound decision problems. These linear risks may be substantially larger if the priors $\overline{\pi}_s$ and $\pi_s$ are far from the standard Gaussian law.
5.3 Limiting risk and Bayes optimality of EB-PCA

For the full EB-PCA method, the following verifies that the NPMLEs \( \bar{\pi}_t, \pi_t \) remain consistent for \( \pi_s, \pi_e \) across iterations. Consequently, the EB-PCA iterates satisfy the same Gaussian approximations Equation (20) and are tracked by the same state evolution (21) as the oracle Bayes AMP algorithm.

**Theorem 1** Suppose Assumption 1 holds. Then almost surely for each fixed iteration \( t \in \{0, \ldots, T\} \) of Algorithm 1, \( \pi_t \) converges weakly to \( \pi_e \) and \( \bar{\pi}_t \) converges weakly to \( \bar{\pi}_e \). Furthermore,

\[
(U, F^t) \xrightarrow{W^t} (U, F_t) \quad \text{and} \quad (V, G^t) \xrightarrow{W^t} (V, G_t)
\]

where \( U \sim \bar{\pi}_e, F_t | U \sim \mathcal{N}(\bar{M}_{s,t} \cdot U, \bar{\Sigma}_{s,t}), V \sim \pi_e, \) and \( G_t | V \sim \mathcal{N}(M_{s,t} \cdot V, \Sigma_{s,t}) \). The matrices \( \bar{M}_{s,t}, \bar{\Sigma}_{s,t}, M_{s,t}, \Sigma_{s,t} \) are defined iteratively by the state evolution in Equation (21).

As a corollary, the asymptotic squared-error risk for each EB-PCA iterate is the same as that achieved by the oracle Bayes AMP algorithm with known priors.

**Corollary 2** Let \( \bar{M}_{s,t}, \bar{\Sigma}_{s,t}, M_{s,t}, \Sigma_{s,t} \) be defined iteratively by the state evolution in Equation (21). Under Assumption 1, almost surely for each fixed iteration \( t \in \{0, \ldots, T\}, \)

\[
\frac{1}{n} \|U^t - U\|_F^2 \to \text{mmse}(\bar{\pi}_s | \bar{M}_{s,t}, \bar{\Sigma}_{s,t}), \quad \frac{1}{d} \|V^t - V\|_F^2 \to \text{mmse}(\pi_e | M_{s,t}, \Sigma_{s,t}).
\]

To study the decrease of these errors across iterations, we follow Miolane (2017) and introduce the positive-definite state matrices

\[
\bar{Q}_{s,t} = \frac{\gamma}{S^{1/2}} M_{s,t}^\top \Sigma_{s,t}^{-1} M_{s,t} S^{-1/2}, \quad Q_{s,t} = S^{1/2} M_{s,t}^\top \Sigma_{s,t}^{-1} M_{s,t} S^{-1/2}.
\]

These are matrix-valued measures of the signal-to-noise ratios in the compound decision models associated to \( F^t \) and \( G^t \) in each iteration. For the standardized compound decision model

\[
\Theta \sim \pi, \quad X|\Theta \sim \mathcal{N}(\Theta, Q^{-1})
\]

(with \( M = \text{Id} \)) parametrized by \( \pi \) and \( Q \), define the map

\[
F_{\pi}(Q) = \mathbb{E}[\mathbb{E}[\Theta|X] \cdot \mathbb{E}[\Theta|X]^	op].
\]

We verify in Appendix D that the state evolution in Equation (21) is equivalently expressed as

\[
\bar{Q}_{s,t} = F^{S^{1/2}\pi_e}(Q_{s,t}), \quad Q_{s,t+1} = F^{S^{1/2}\bar{\pi}_e}(\gamma \cdot \bar{Q}_{s,t}),
\]

where \( S^{1/2}/\pi \) is the distribution of \( S^{1/2} \cdot \Theta \) when \( \Theta \sim \pi \). The following shows that the state evolution converges to a fixed point of these maps, the squared-error risks of the EB-PCA iterates improve over the initial empirical Bayes estimates, and these risks decrease monotonically over iterations.

**Proposition 2** Under Assumption 1, for each \( t = 0, 1, 2, \ldots \)
(a) \( \bar{Q}_{s,t+1} \geq \bar{Q}_{s,t} \) and \( Q_{s,t+1} \geq Q_{s,t} \). Furthermore, as \( t \to \infty \), these matrices converge to a fixed point of

\[
\bar{Q} = F_{S \mid \pi_s}(Q), \quad Q = F_{S \mid \pi_s}(\gamma \cdot Q). \tag{26}
\]

(b) Let \( \text{mmse}(\pi_s | M_s, \Sigma_s) \) and \( \text{mmse}(\pi_s | M_s, \Sigma_s) \) be the risks of the initial empirical Bayes estimates in Corollary 1. Then the asymptotic risks in Equation (24) satisfy

\[
\text{mmse}(\pi_s | M_{s,t+1}, \Sigma_{s,t+1}) \leq \text{mmse}(\pi_s | M_{s,t}, \Sigma_{s,t}) \leq \text{mmse}(\pi_s | M_s, \Sigma_s),
\]

\[
\text{mmse}(\pi_s | M_{s,t+1}, \Sigma_{s,t+1}) \leq \text{mmse}(\pi_s | M_{s,t}, \Sigma_{s,t}) \leq \text{mmse}(\pi_s | M_s, \Sigma_s).
\]

Finally, suppose \( \bar{\pi}_s, \pi_s \) are such that Equation (26) has a unique fixed point \((\bar{Q}, Q)\). In the Bayesian setting where rows of \( U \) and \( V \) are random and i.i.d., Proposition 3 of Molane (2017) shows that this fixed point characterizes the Bayes-optimal squared-error risk for estimating \( USV^T \):

\[
\lim_{n, d \to \infty} \left( \inf_{\hat{X}} \frac{1}{n d} E[\|\hat{X}(Y) - USV^T\|_F^2] \right) = \text{Tr}E_{(Y)}[UU^T SVV^T S] - \text{Tr}\bar{Q}Q,
\]

where the infimum is over all (measurable) estimators \( \hat{X}(Y) \) and achieved at the Bayes estimator \( E[USV^T | Y] \). Exact computation of this Bayes estimator may be intractable. The below verifies that the asymptotic error of EB-PCA (and hence also of the oracle Bayes AMP algorithm) approaches this Bayes-optimal error as \( t \to \infty \). This type of result has been stated for rank \( k = 1 \) in Barbier et al. (2016) and Montanari and Venkataaramanan (2021).

**Proposition 3** Under Assumption 1, suppose the fixed point \((\bar{Q}, Q)\) of Equation (26) is unique. For any fixed \( t \geq 1 \), let \((U^t, V^t)\) be the EB-PCA estimates of \((U, V)\) in iteration \( t \) of Algorithm 1, and let \( \hat{S} = \text{diag}(\hat{s}_1, \ldots, \hat{s}_k) \) be the estimate of \( S \) from Equation (6). Then almost surely as \( n, d \to \infty \),

\[
\frac{1}{n d} \|U^t \hat{S}(V^t)^T - USV^T\|_F^2 \to \text{Tr}E_{(U, V)}[UU^T SVV^T S] - \text{Tr}\bar{Q}Q - o_t(1)
\]

where \( o_t(1) \) is a deterministic quantity satisfying \( o_t(1) \to 0 \) as \( t \to \infty \).

For rank \( k = 1 \), we refer readers to Barbier et al. (2016); Montanari and Venkataaramanan (2021) and Lelarge and Molane (2019) for examples of priors \( \bar{\pi}_s, \pi_s \) for which uniqueness of the fixed point to Equation (26) does and does not hold. It has been conjectured that in examples where this fixed point is not unique, the asymptotic risk corresponding to the fixed point that is reached by EB-PCA/oracle-Bayes AMP is the smallest Bayes risk that is attainable by any estimator in polynomial time (Antenucci et al., 2019; Barbier et al., 2016; Lelarge & Molane, 2019; Lesieur et al., 2015b).

6 | CONCLUSION

We have described an EB-PCA procedure for performing PCA in high dimensions, which couples classical empirical Bayes ideas with high-dimensional asymptotic theory. In applications where the joint distribution of PCs has non-Gaussian structure, EB-PCA can improve estimation accuracy by obtaining a non-parametric estimate of this structure.
EB-PCA is an example of a more general paradigm of carrying out ‘TAP-corrected’ variational Bayesian inference in high dimensions using an empirical Bayes approach. The high dimensionality of the latent variable space becomes a blessing in such problems, enabling the estimation of complex and non-parametric prior distributions for these latent variables using empirical Bayes ideas. This general paradigm may potentially be implemented with other inference algorithms and extended to other inference problems.

We conclude with a discussion of a direction for future work. The quantitative form of EB-PCA—and of AMP-based procedures more generally—is derived assuming that the noise matrix $W$ has independent entries with common variance. (To keep the proofs simple, we have also assumed that these entries are Gaussian, but it is known that the Gaussian assumption can be substantially weakened: universality results of this type have been shown for the sample PCs in Bao et al. (2020, 2021), and for the AMP state evolution in Bayati et al. (2015) and Chen and Lam (2021).)

It is an open question to extend the procedure to settings where $W$ has correlation structure, which is commonly reflected in data by an overdispersed singular value distribution. One such setting that is partially understood is that of bi-rotationally invariant matrices $W$ that satisfy the equality in law $W^L = O^\top WQ$ for any orthogonal matrices $O \in \mathbb{R}^{n \times n}$ and $Q \in \mathbb{R}^{d \times d}$. This reflects an assumption that $W$ may have an arbitrary distribution of singular values but ‘generic’ singular vectors. The asymptotic behaviour of sample PCs in this setting was studied by Benaych-Georges and Nadakuditi (2012), who provided the quantitative forms for the limits Equation (12). In the rank-one case, it was shown also in (Fan, 2020) that the Onsager correction in Equation (19) and AMP state evolution (21) are to be replaced by certain series expressions defined by the free cumulants of $W$, which may be estimated from the singular value distribution of $Y$.

Other models for $W$—for example general covariance models $W = ZB^{1/2}$ (Bai & Yao, 2012; Bao et al., 2020) or separable covariance models $W = A^{1/2}ZB^{1/2}$ (Ding & Yang, 2021; Yang, 2019) where $Z \in \mathbb{R}^{n \times d}$ has i.i.d. entries—may also be studied. Developing variational Bayesian procedures that are both asymptotically exact and computationally efficient in these and related models is an interesting direction for future work, and we believe it is likely that such developments may improve and robustify the EB-PCA procedure, when they become available.
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