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1. Introduction

In strongly correlated electron systems, the magnetic and electronic properties are intimately connected with the crystallographic structure. Subtle changes in the lattice constants or symmetries may lead to fundamental changes in the electronic properties and to the emergence of non-Fermi liquid behavior near quantum criticality,[1–3] unconventional superconductivity,[4–6] or novel forms of order.[7,8] The application of uniaxial, or hydrostatic pressure, or a combination thereof, represents the perhaps best-controlled tool for tuning the underlying crystallographic lattice constants.

Experimentally, high pressures are generated by means of pressure cells. These are typically composed of a metallic body that permits to apply a load to a relatively small sample space but also drastically limits the range of experimental methods and the accessible parameter range. In turn, a large variety of designs of pressure apparatus has been developed to address specific scientific questions.[9] Noticeable examples tuning the electronic properties of transition-metal and rare-earth compounds by virtue of changes of the crystallographic lattice constants offers controlled access to new forms of order. The development of tungsten carbide (WC) and moissanite Bridgman cells conceived for studies of the electrical resistivity up to 10 GPa, as well as bespoke diamond anvil cells (DACs) developed for neutron depolarization studies up to 20 GPa is reviewed. For the DACs, the applied pressure changes as a function of temperature in quantitative agreement with the thermal expansion of the pressure cell. A setup is described that is based on focusing neutron guides for measurements of the depolarization of a neutron beam by samples in a DAC. The technical progress is illustrated in terms of three examples. Measurements of the resistivity and neutron depolarization provide evidence of ferromagnetic order in SrRuO3 up to 14 GPa close to a putative quantum phase transition. Combining hydrostatic, uniaxial, and quasi-hydrostatic pressure, the emergence of incipient superconductivity in CrB2 is observed. The temperature dependence of the electrical resistivity in CeCuAl3 is consistent with emergent Kondo correlations and an enhanced coupling of magneto-elastic excitations with the conduction electrons at low and intermediate temperatures, respectively.
include Bridgman cells with large tungsten carbide (WC) anvils for electrical transport measurements and diamond anvil cells (DACs) with small diamond anvils that are capable of reaching record-high pressures of up to 600 GPa.\textsuperscript{[10]}

In this review, we report the development of high-pressure measurement techniques achieved in the past decade. This development includes the design of Bridgman cells using anvils made of moissanite and polycrystalline diamond (PCD), the design of three different DACs, the possibility for in situ pressure determination using ruby fluorescence, and a setup for neutron depolarization measurements under high pressure. In addition, we showcase the potential of these high-pressure techniques in terms of studies on three different materials. First, in the itinerant-electron ferromagnet SrRuO$_3$, the suppression of ferromagnetic order under high pressure was investigated by means of neutron depolarization and electrical resistivity measurements. Second, in the itinerant antiferromagnet CrB$_2$, the emergence of incipient superconductivity under quasi-hydrostatic pressure was demonstrated by means of electrical resistivity measurement. Third, in the rare-earth compound CeCuAl$_3$ the evolution of the magnetic moment at low temperatures was demonstrated by means of electrical resistivity measurement.

2. Experimental Methods

2.1. Bridgmann Cells

Quasi-hydrostatic pressure may be applied using Bridgman cells. These cells were characterized by a relatively large sample space while being compact enough to fit into most cryostats. This type of pressure cell, where large tungsten carbide (WC) anvils were pressed against each other with very large loads, can reach pressures as high as 10 GPa.\textsuperscript{[11]} More importantly, Bridgman cells were almost exclusively used for transport measurements, as the anvils were opaque impeding any optical access. Additionally, although nonmagnetic WC can be manufactured, these so-called nonmagnetic materials typically still carry a small magnetic moment at low temperatures.

It was attempted to replace the WC anvils with large synthetic moissanite anvils to increase the accessible pressure range, and at the same time provide optical access to the sample. With a hardness of 3000 on the Knoop scale, synthetic moissanite (hexagonal silicon carbide) was harder than sapphire (2000) and cubic zirconia (1370) but softer than diamond (5700 to 10 400).\textsuperscript{[12]} Large, gem-quality, single-crystal synthetic moissanite anvils were available commercially. Figure 1 shows the design and the different parts of the modified Bridgman cell that was built. The cell parts were made of hardened copper beryllium, while the moissanite anvil was kept in place with a brass ring.

However, this attempt was unsuccessful since the anvils repeatedly failed, breaking into small pieces under small applied loads. Many reasons may explain this situation. The two main lessons that have been learned from this attempt may be summarized as follows. First, although moissanite is an extremely hard material upon compression, only surpassed by diamond, it is far from being tough and can break easily when stress is accumulated on a small surface or at an edge. Therefore, the alignment between the two anvils must be very well adjusted. To maintain this alignment, the piston–cylinder fit of the cell should be very tight.

Second, as already known for diamonds but also applicable to moissanite, the larger the anvil the higher the probability that a flaw of sufficient size may exist leading to failure.\textsuperscript{[13]} The anvils were made identical in dimensions matching the WC anvils originally used in these cells with a diameter of 10 mm at the base, and a culet size of 3.5 mm. This was much larger than the typical moissanite/diamond anvils used in high-pressure experiments.

To overcome some of these difficulties, the design and manufacturing of the Bridgman cells were improved. In favor of reaching higher pressures, supported PCD anvils were used. The piston–cylinder fit of the pressure cell was also improved, keeping the difference of the diameter between the two parts as low as possible. The cylinder in the cell body was made with great precision using honing drills. The piston was manufactured slightly bigger in diameter than the cylinder and material was carefully ground away until a satisfactory fit was obtained. Additionally, we increased the length of engagement of the piston and cylinders from 15 to 36 mm to prevent the piston from wobbling inside the housing. Figure 2 shows a drawing of the new design and a picture comparing it to the previous design.

The capability of big anvils to sustain larger loads may be improved by means of supported anvils. The operating principle of supported anvils was to force-fit an anvil with slightly conical sides (about 1°) into a matching steel ring of slightly smaller dimension. This so-called interference-fit of $\approx 1\%$ applied inward-acting radial stress that strengthened the anvil, allowing it to reach far higher pressures than otherwise achievable without breaking.\textsuperscript{[14]} The experience with moissanite anvils has shown that this material is rather vulnerable to shear stress. Given the large costs of diamonds of the required size, it was decided to use PCD as an anvil material. This is a sintered material made of a fine diamond powder in combination with a cobalt binder.

Figure 1. Bridgman cell with moissanite anvils. A) Section view of the cell model. Large moissanite anvils (1) are mounted on the bottom nut (2) and the piston (3). The bottom nut is screwed into the main cell body (4) while the piston slides into it. Load is applied with a hydraulic press on the piston, and locked in place with the locking nut (5). A large ring (6) is used as a washer to decrease the transmission of torque. Apertures in the cell body (7) allow for optical access to the back of the anvils on both sides. B) Photograph of the cell with the different parts.
The anvils used can be seen in Figure 3. They are composed of an inner PCD core and an outer shell of WC following a successful design by Ullrich.\textsuperscript{[15]}

Despite not allowing optical access to the sample, PCD anvils have proven to be much more reliable and have allowed us to perform electrical transport experiments at pressures exceeding 10 GPa. So far no anvil has failed, as experiments are usually terminated when electrical contacts to the sample are lost. Improvements in the sample loading technique promise to mitigate this problem.

2.2. Diamond Anvil Cells

Three DAC were designed and built following essentially the guidelines reported in a comprehensive article by Dunstan and Spain on the principles, design, and construction of DACs.\textsuperscript{[13]} The cell body had two main roles. It applied a compressing force between the anvils and it aligned the anvils such that the culet faces were parallel (tilt alignment) and concentric (xy alignment). A large variety of designs and construction materials were available, of which the best choice may differ subject to the specific experiment. For studies, the cells needed to be non-magnetic, suitable for very low temperatures, small enough to fit inside most cryostats (less than 30 mm diameter), and still able to reach pressures up to 15 GPa.

A so-called “standard design” was chosen as it is simple and offers very good performance. The anvils had a diameter between 3 and 4 mm and a height between 2.2 and 2.5 mm. One of the most critical dimensions of an anvil concerns the culet diameter—the flat top of the anvil that withstands the highest stress. Smaller culet diameters allow for higher pressures but also limit the available sample space. Consequently, it is typically most advantageous to choose the largest culet size that permits to reach the pressure range of interest. Dunstan and Spain propose a formula,\textsuperscript{[13]} generally accepted in the high-pressure community, which gives the maximum achievable pressure with a DAC for a given culet diameter (d) in usual conditions

\[
P_{\text{max}}(\text{GPa}) = \frac{12.5}{(d(\text{mm}))^2}
\]  

(1)

To avoid anvil failure, it is common practice to stay 20% below this value. A culet diameter of 0.8 and 0.5 mm should, therefore, be sufficient to reach 15 and 40 GPa, respectively.

Both diamond and moissanite anvils were used. Unlike natural diamonds, which were cut with either 8 or 16 facets, moissanites were cut with a much larger number of facets and then polished, rendering them seemingly cylindrical. At first, only moissanite anvils were purchased. As further experiments required us to reach higher pressures, natural diamonds were used. Synthetic moissanite anvils were more prone to failure than diamonds, especially in presence of shear forces. Pressures as high as 40 GPa may be reached when using large moissanite anvils that are strengthened with a support ring made of tool steel.\textsuperscript{[16]} However, this approach requires a significant experimental accuracy in the design and manufacture of the different cell parts. Diamond anvils were less forgiving of design flaws or inexperienced users.

The maximum achievable pressure with moissanite anvils is significantly lower than what is predicted by Equation (1) due to the lower material strength. Taking into account anvil failures, diamond becomes more cost-effective than moissanite, and therefore was the chosen anvil material henceforth.

When studies at low temperatures were intended, copper–beryllium (Cu–Be) is the most common material for the cell body. It is easy to machine in its unhardened state, shows great mechanical properties (similar to stainless steel) after age hardening, is nonmagnetic, and shows a thermal conductivity below 100 K that is at least one order of magnitude higher than in stainless steel.

To generate a force between the anvils, the two most common solutions were hydraulic/pneumatic drive and direct screw drive. Screw-driven cells fit the needs best as they do not require the integration of a large gas membrane and hence allowed for a compact design. As the main drawback, these cells have to be removed from the cryostat to change the pressure at room temperature. Additionally, the pressure might change upon cooling.
Fortunately, these changes happen in a controlled and largely reproducible way. Below 100 K, where most of the magnetic states under investigation emerge, changes of pressure are typically negligible.[16,17]

Using the same material for the loading screws and the cell body should be avoided, as the friction coefficient between identical materials tends to be large, resulting in cold-working. Therefore, titanium grade 5 (Ti-6Al-4V) was used for the screws. This material is nonmagnetic and has mechanical properties comparable to steel. Moreover, titanium has a smaller thermal expansion coefficient than steel which proves useful for limiting the pressure change under cooling. When the load was applied by tightening the screws, the strain on the thread parts was much larger as compared to when they were used to keep the load in place. This substantially reduced the maximum load that should be applied to the screws. By using four screws, a maximum load capacity of around 8 and 14 kN was achieved for M3 and M4 screws, respectively.

Anvil seats made of nonmagnetic WC were used in all designs. The anvils were glued to the anvil seats using low-temperature curing composite glue (stycast). WC anvil seats were able to withstand higher loads without deformation and further redistributed the load on a larger surface, reducing the risk of deforming the cell body. This practice also allowed for easy reuse of the cell body when the anvils are damaged. To provide optical access to the sample, the anvil seats had an axial aperture, usually cone-shaped with a large opening angle.

In Figure 4A, depiction of the cross-section and a photograph of each cell are shown. The outer body shape was based on a cylinder where four faces have been milled out in the sides to allow sample holders and thermometers to be mounted easily. The cells were shown according to increasing complexity. Cell 1, with 22 mm diameter and 34 mm height, was designed to fit in a Physical Property Measurement System (PPMS) from Quantum Design. In this cell, four M3 screws were used to apply the load. These screws proved to be insufficient, showing substantial wear after repeated use. Only lateral (xy) alignment of the anvils was possible, as ensured by four M2 brass set screws. The tilt alignment between the diamonds relied on the machining accuracy of the different parts. Unfortunately, sufficient accuracy of the components was not reached. This cell proved to be prone to anvil failure and only very low pressures were achieved.

The second design, cell 2, was larger with a 30 mm radius and 35 mm height. This time four M4 hexagonal socket screws were used to apply the load, proving to be sufficiently sturdy as no damage could be seen after repeated use. As its main advancement, this cell accommodated a hemispherical rocker adjusted by three M2 brass screws. The hemisphere could be tilted a few degrees in any direction by adjusting these three screws. The advantage of this construction was that it allowed one to adjust the parallelism of the anvils without applying load on the adjustment screws. Moissanite anvils with 0.8 mm culet suggested a maximum of 6 GPa, but a record pressure of 9 GPa was achieved.

The third design, cell 3, was comparable in dimension to the second design with a diameter of 30 mm and a height of 33 mm. This design retained some features of the previous designs, such as the xy aligning mechanism, but instead of using a piston–cylinder fit, three titanium M4 dowel pins were used to ensure the parallel alignment of the cell body. In a piston–cylinder fit, the applied load on the piston leads to Poisson expansion which puts the piston at risk of jamming into the cylinder if machined too tight. This risk of jamming was avoided by the new design, as no load is applied to the pins, allowing for a much tighter fit between the pins and the cell body.

Further improvements were also implemented in this third design. First, the hemispherical rocker was constructed such that the center of the sphere and the tip of the anvils coincided. This change made the anvil alignment procedure much easier as the tilt and the xy alignment were decoupled. Another significant
change is the use of M4 fine threaded screws to apply the load. These screws allowed for a finer tuning of the pressure and a smaller torque was needed to apply the same load. A copper layer of a few micrometers thickness was sputtered on the anvil seats before attaching the anvils on top. This soft layer between the anvil seats and the anvils served to improve the durability of the anvils by helping to redistribute any local stress by imperfections of the surfaces. Finally, the Cu–Be parts were treated with an etching solution that removed the outer oxide layer appearing after the heat aging treatment.

The third cell design has proven to be very reliable. No attempt on reaching the highest possible pressure has been performed yet, but pressures up to 17 GPa were reached using 0.5 mm culet diamond anvils. It is clear that the improvement in the guiding mechanism was crucial. Each pair of bottom and top parts of these cells are unique and match each other. The two parts were machined together to ensure that the pinholes are perfectly aligned. The holes were drilled with a slightly smaller diameter than the pins before each pin was polished until a perfect fit was reached. The new design also allowed for a much easier access to the sample area from the sides of the pressure cell. Further technical details on the design and utilization of these pressure cells can be found in Ref. [18].

2.3. Pressure Determination

In DACs, pressure is commonly determined by means of ruby fluorescence taking advantage of the optical access. The pressure was calculated from the wavelength shift of the R1 photoluminescence line of a ruby crystal placed inside the sample space. An excellent review of this technique has been reported by Syassen.[19] The linear ruby scale originally proposed by Piermarini et al.[20] was confirmed by Syassen to be valid to pressures up to 20 GPa. The pressure increase \( \Delta P \) is directly proportional to the wavelength shift \( \Delta \lambda \) as

\[
\frac{\Delta P}{\Delta \lambda} = 2.746 \pm 0.014 \text{ GPa nm}^{-1}
\]  

For the studies, a compact photoluminescence setup with a solid-state laser and a small high-resolution spectrometer was built. A camera and an optical lens were used to monitor the sample space and to align the ruby crystals with the laser.[21] A typical ruby spectrum is shown in Figure 5. Ruby fluorescence was characterized by two lines, R1 and R2. The position of the R1 and R2 lines, as well as their full-width-at-half-maximum (FWHM) were obtained by fitting the sum of two pseudo-Voight functions. Using Equation (2), the pressure was calculated from the wavelength shift of the R1 line as it is more intense than the R2 line and the latter loses its intensity at low temperatures. Moreover, the cell temperature was also measured, as the R1 and R2 lines also shift with temperature.[19]

In screw-driven DACs, the pressure may change significantly as a function of temperature.[16,17] Therefore, the pressure is ideally determined in situ, which becomes challenging when standard cryostats are used that lack a built-in optical access. Alternatively, the pressure at low temperatures is determined at room temperature prior to each measurement and extrapolated to the expected low-temperature value. This approach motivated the determination of the pressure change of the DACs we constructed (see Figure 4).

For this purpose, a dedicated setup was constructed that allowed us to measure ruby photoluminescence inside the pressure cells as a function of temperature. Details of this setup are shown in Figure 6. A sample stick of a variable temperature insert (VTI) from Oxford Instruments was customized and a cryogenic-compatible fiber optic was added. The pressure cell was mounted at the bottom of the sample stick. With the help of a small collimator, the sample space of the pressure cell was coupled to the standard photoluminescence device through multimode fiber optics. The VTI was installed inside a standard helium cryostat. A cernox thermometer directly attached to the

![Figure 5](https://www.advancedsciencenews.com)  
**Figure 5.** Ruby fluorescence spectra obtained at ambient pressure (0.1 MPa) and inside a loaded pressure cell (7.7 GPa). The spectrum is characterized by the R2 and R1 lines. The position of the R1 lines (dashed line) is determined by fitting the sum of two pseudo-Voight functions. The pressure may be inferred from the wavelength shift of the R1 line.

![Figure 6](https://www.advancedsciencenews.com)  
**Figure 6.** Low-temperature photoluminescence setup. A) Schematic drawing with the components: solid-state laser (1), spectrometer (2), charge-coupled device (CCD) camera (3), optical lens (4), fiber optic (5), variable temperature insert (VTI) (6), wet cryostat (7), sample stick (8), and pressure cell (9). B) Picture detailing the coupling of the photoluminescence setup with the fiber optic. C) Picture of the end of the sample stick, where a collimator (10) is used to optically couple the fiber optics (5) to the pressure cell (9).
The pressure cell was used to measure the temperature. Further details on this setup may be found in Ref. [22].

The setup was not suited for in situ pressure determination with a sample in the pressure cell. Only when the sample space was fully loaded with ruby crystals, a measurable signal was obtained through the sample stick. The signal was nonetheless sufficient for characterizing the change of pressure as a function of temperature. The cells were loaded to a given pressure at room temperature. Subsequently, they were cooled to 10 K and heated to room temperature while the ruby luminescence lines were measured every 50 K. Due to the large losses, the fluorescence spectra required an integration time of 180 s and appropriate background subtraction. The sum of two pseudo-Voight functions was used to fit the spectra and infer the wavelengths of the R1 and R2 lines. The width of the lines decreases at lower temperatures making it easier to detect them as they become sharper.

The wavelengths of the R1 and R2 ruby lines change both with pressure and temperature. The shift of the frequency as a function of temperature \( \nu(T) \) for R1 can be calculated as

\[
\nu(T) = \nu_0 - \alpha_\nu \frac{T}{\Theta_\nu}
\]

with

\[
N(T, \Theta_\nu) = \frac{1}{\exp(\Theta_\nu/T) - 1}
\]

where \( \nu_0 = 14421.9 \text{ cm}^{-1} \), \( \alpha_\nu = 76.6 \text{ cm}^{-1} \), and \( \Theta_\nu = 482 \text{ K} \).[19]

Since the shifts in pressure and temperature are independent of each other,[23] it was sufficient to calculate the temperature shift of the ruby line at ambient pressure using Equation (3), followed by the computation of the pressure from the wavelength shift between the measured value and the computed value according to Equation (2).

The characterization of the second pressure cell from Figure 4 is shown in Figure 7. The pressure was tracked during a cooling and heating cycle for three different initial pressures. The same trend is observed for the different pressures. When cooling, the pressure increased essentially linearly until it reached a plateau between 100 and 50 K. When warming the pressure cell, the pressure remained constant at first between 10 and 50 K before starting to decrease. Small discrepancies between decreasing and increasing temperature are observed, including a slightly higher pressure at room temperature following a full thermal cycle. When looking at the relative change in pressure, from 300 K to base temperature, it decreases with increasing pressures, nominally changing by 25% at 1.7 GPa, 18% at 2.5 GPa, and 15% at 4.5 GPa.

A rather simple explanation for this behavior may be sought in the thermal expansion. When the cell is cooled down, the different rates of thermal contraction of the various parts of the cell body lead to changes in the load applied on the anvils. Knowing the thermal expansion with respect to the temperature of the different materials and the exact dimensions of the cell, one can compute how the different elements of the pressure cell will contract. As the thermal expansion coefficients change linearly with an applied load within the elastic limit,[24] the change of pressure under cooling is expected to be similar under different loads and it should decrease for increasing loads.

Figure 8 shows the temperature dependence of the relative difference between the change in length of cell parts that are under tension and the parts that are in compression (as illustrated in Figure 9) as the cell is cooled down. Alongside, the relative change in pressure upon cooling is shown as measured in the characterization experiment of Figure 7. An arbitrary normalization value was applied to the relative change of the length difference between the cell parts arising from the thermal
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**Figure 7.** Pressure change upon cooling of the second pressure cell shown in Figure 4. Each panel shows the pressure values during the cooling (blue) and heating (red) cycles for 3 different initial pressures 1.7, 2.5, and 4.5 GPa. Lines are guides to the eye.
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**Figure 8.** Temperature dependence of the relative difference between the change in length of cell parts that are under tension and the cell parts that are in compression (lines), compared with the relative pressure change \( P_{T=300K}/P_{T=100K} \) (circles) at 3 different pressures \( P_{T=100K} \), taken from Figure 7. The change in length of the cell parts is obtained by taking into account the cell dimensions, as shown in Figure 9, and the thermal expansion of the different materials obtained from Ref. [114–116]. An arbitrary normalizing coefficient is used to scale this line to the 3 data sets obtained at different pressures.
contraction at each pressure. The relative change of dimension was proportional to the relative increase of pressure, except for a load-dependent coefficient. Moreover, as expected the pressure change decreases under increasing loads. This behavior strongly suggested that the difference in the thermal expansion of the various components of the cell is the dominating factor in the change of pressure with temperature in these type of cells. Similar results are also observed in other studies.

The hysteretic behavior shown in Figure 7, namely that the pressure is always higher after the cooling cycle, was strongly reminiscent of the behavior of the pressure when increasing and decreasing the load on a DAC at room temperature. After a small increase of the load, parts of the gasket were deformed plastically and do not recover the initial shape, thus the final pressure after recovering the initial load was slightly higher than the initial pressure. It seems plausible that at each temperature cycle the pressure change with temperature becomes smaller for the same reasons observed in small load cycles.

2.4. Neutron Depolarization Under Pressure

Investigating magnetic materials under large pressures was challenging. The use of induction techniques in high-pressure cells is often prohibitively difficult as the signal due to the very small samples is much smaller than the background produced by the surrounding pressure cell. Optical or transport techniques are also difficult to implement, and only offer indirect information on the magnetic properties.

In comparison, neutron depolarization (ND) offers the possibility to determine accurately the transition temperature of the sample and obtain an estimate of the evolution of the magnetic moment and domain size, even inside a pressure cell. Neutrons readily penetrate cryogenic equipment and can access the sample through the optical aperture of the cell body. The diamond or moissanite anvils, through which the beam is transmitted, have a small neutron absorption while they leave the polarization of neutrons unchanged.

In an ND experiment, the change of the polarization of a polarized neutron beam is analyzed after transmission through the sample. During transmission, the neutron spin and thus the polarization vector of a neutron beam was affected by the local magnetization of the medium undergoing Larmor precession. The decrease of the beam polarization when traversing a ferromagnet was first described theoretically by Halpern and Holstein in 1941.[26] As a neutron traverses a Heisenberg ferromagnet at a velocity $v$, it spends an average time $\tau$ inside each domain of average size $\delta$, with $\tau = \delta/v$. Assuming an internal magnetic induction $B$, and random orientation of the domain direction, successive Larmor precessions occur with respect to different field directions across the sample. For a sample thickness $d$, which is assumed to be much larger than the mean domain size $\delta$, and assuming that the time spent inside a domain is much smaller than the time required for a full Larmor precession, i.e. $\tau \ll 1/\gamma B$, the beam polarization $P_f$ may be expressed as

$$P_f = P_0 \exp\left(-\frac{1}{3} \frac{\gamma^2 B^2 \delta}{v^2}\right) \quad (5)$$

where $P_0$ is the initial beam polarization. The main parameters that play a role in the depolarization values are the magnetic field inside a domain, the distance traveled by the neutron across the sample (sample thickness), the mean domain size, and the neutron velocity. More details on the theoretical and experimental aspects of neutron depolarization can be found in Ref. [27].

Considering the 60 m thickness limitation in the sample space of our DACs, the signal amplitude was expected to drop considerably as compared to conventional ND experiments with sample sizes of the order of a few millimeters. Additionally, ND experiments suffered from poor spatial resolution and long integration times. To mitigate the poor spatial resolution, the collimation of the neutron beam may be increased at the expense of the neutron flux at the sample position. As a consequence, to achieve good counting statistics with reasonable integration times, the highest resolution achieved in ND was about 0.5 mm,[28,29] which was larger than the sample space available in DACs.

These limitations may be overcome with the use of neutron optics.[30] Neutron guides with a parabolic curvature using a neutron supermirror coating may be used to focus the neutron beam into a small cross-section to significantly increase the neutron flux at the sample position.[31–33] For the studies, it was designed and constructed a focusing neutron module allowing ND measurements under pressure to be performed routinely at the beamline ANTARES of the Heinz Maier-Leibniz Zentrum (MLZ) neutron source.[34,35]

The working principle of this enhanced ND experiment is shown in Figure 10. A pair of parabolic neutron guides was placed in confocal geometry. The incoming polarized neutron beam was thus condensed at the focal point where the sample space of the pressure cell was placed. Following the transit through the sample, the neutron trajectories were highly divergent. They were refocused and transmitted to the analyzer and detector with the help of the second guide.
The guided waves had a square cross-section and a parabolic curvature along the direction of the neutron beam. Unlike what may be suggested in the schematic depiction shown in Figure 10, the guided waves were very long compared to their cross-section. The reflection angles were rather small, ranging from 0.37° to 0.99°. The inside of the focusing guide was covered with an m = 6 nickel/titanium (Ni/Ti) supermirror coating, giving a maximum reflection angle of about 3° for neutrons with a wavelength of 5 Å.

This way, the neutron flux at the sample space was increased by two orders of magnitude, leading to a gain of integrated intensity by a factor of 20 at the detector as compared to a standard ND experiment. With the same exposure time, the experimental accuracy was reduced from a polarization of 2% with standard ND, to less than 0.3% using the parabolic guides. Further technical details on the design and utilization of this module will be reported elsewhere.[36]

3. Itinerant Ferromagnetism in SrRuO3

The itinerant ferromagnet SrRuO3 crystallizes in an orthorhombically distorted perovskite structure with Pnma space group and lattice parameters a = 5.578 Å, b = 5.539 Å, and c = 7.842 Å.[37] The crystal structure consists of tilted corner-sharing RuO6 octahedra with strontium ions arranged in between.

Itinerant ferromagnetic order is rarely seen in 4 d transition metal compounds based on elements like ruthenium, due to the large overlap of the orbitals. The increased bandwidth leads to a spin splitting of the conduction bands, thus being less favorable to a Stoner instability.[38] Nonetheless, bulk SrRuO3 exhibits a second-order phase transition from a paramagnetic to a ferromagnetic state at a Curie temperature of £C = 165 K.[39]

Hydrostatic pressure may increase the hybridization of the orbitals, resulting in a suppression of ferromagnetic order. Since room-temperature X-Ray diffraction studies up to 25.2 GPa reveal no structural phase transition,[40] SrRuO3 is an interesting candidate to study quantum phase transitions in an ordered system.[41,42] Auspiciously, the parent compounds Sr2RuO4 and Sr3Ru2O7, representing the single- and bi-layer members of the Ruddlesden–Popper series, respectively, show interesting emergent phenomena. Sr2RuO4 is known to be the first layered perovskite compound, not containing copper, displaying unconventional superconductivity.[43,44] Sr3Ru2O7 seems to be in the vicinity of a tricritical point driven by pressure with metamagnetic transitions under an applied magnetic field.[45,46]

The pressure dependence of the Curie temperature of single-crystalline SrRuO3 was investigated by Hamlin and coworkers under nearly hydrostatic conditions.[40] They studied the AC magnetic susceptibility as a function of temperature for different pressures up to 34 GPa, where they found an almost linear decrease of the Curie temperature with a rate of dTC/dP = −6.8 K GPa−1 up to 17.2 GPa. At higher pressures, from 20.4 to 34 GPa, the ferromagnetic transition could not be resolved. No evidence of superconductivity was observed above 4 K.

The signal from the ferromagnetic transition of SrRuO3 observed in the AC susceptibility seemed to significantly decrease at pressures above 10 GPa, becoming very difficult to resolve.[40] Hamlin et al., therefore, used the third harmonic of the susceptibility, offering a superior signal-to-noise ratio at the highest pressures, to continue tracking the transition. This evolution raised the question of whether the size of the ordered moment decreased with pressure to a point where it was no longer observable in the susceptibility or a different phenomenon, akin to the tricritical wings observed in Sr3Ru2O7, takes place. The second scenario seems more likely, representing the generic theoretical predictions for clean itinerant ferromagnets.[47]

We attempted to shed more light on this question using the experimental tools described in the previous sections.

First, we performed high-pressure neutron depolarization measurements on single-crystalline SrRuO3 samples using the DAC shown in Figure 4.3A,B. Single crystals were grown by the traveling floating zone technique in a mirror furnace and are characterized in Ref. [48,49]. Several measurements were performed at pressures up to 17.1 GPa. These measurements proved to be challenging. The combination of the small spontaneous magnetization of SrRuO3 and the small sample thickness available in the DAC resulted in a low neutron depolarization, consistent with Equation (5). The use of the parabolic neutron guides allowed us to sufficiently enhance the signal-to-noise ratio to obtain meaningful results.

Figure 11 shows the temperature dependence of the neutron beam polarization due to a SrRuO3 sample at a pressure of 9.0 GPa. The transition from the paramagnetic state with a fully polarized neutron beam (P = 1) to the ferromagnetic state where the beam polarization drops rapidly can clearly be observed. Since the neutron depolarization depends exponentially on the spontaneous magnetization, which is zero in the paramagnetic state and grows continuously in the ferromagnetic state, ND measurements are particularly sensitive for the detection of the Curie temperature. Similar measurements were performed at different pressures, confirming the linear decrease of the Curie temperature with pressure described by Hamlin and coworkers, as highlighted in the pressure–temperature magnetic phase diagram of SrRuO3 shown in Figure 12.

At 17.1 GPa, no significant signal was observed in the temperature dependence of the polarization down to the lowest temperature studied. Diamond anvils with a smaller culet size (0.5 mm) were used to reach this high pressure, requiring an even smaller...
samples of SrRuO$_3$ under pressure were performed using the data are described in Ref. [50].

Further details of these preliminary metamagnetic transitions. Further details of these preliminary results are necessary, notably high-pressure resistivity measurements using an improved sample loading technique, as well as high-pressure measurements using nitrogen vacancies as magnetic field sensors. [51]

4. Incipient Superconductivity in CrB$_2$

For a long time, it was believed that very high superconducting transition temperatures cannot be reached with conventional electron-phonon interactions. The discovery of superconductivity at the border of long-range magnetic order represents a ubiquitous phenomenon in a wide range of different materials classes that has been attracting great interest as a possible gateway toward very high transition temperatures. Well-known examples comprise the cuprates with their subtle interplay of disorder and unconventional metallic behavior, [55] the iron arsenides featuring an intricate interplay between superconductivity and density wave order, [53, 54] and f-electron materials with strong electronic correlations. [55]

On this note, a major surprise has been the discovery of conventional phonon-mediated multi-gap superconductivity with $T_c \approx 39$ K in the hexagonal C32 compound MgB$_2$. In a series of ultra-high-pressure studies, superconductivity has now been reported in nonmagnetic MoB$_2$ and WB$_2$ [56, 57] where $T_c$ was found to reach 32 and 17 K, respectively, at pressures of order $\approx 100$ GPa. Moreover, superconductivity was also reported in CrB$_2$ when itinerant-electron antiferromagnetism is suppressed at pressures above $\approx 15$ GPa, where $T_c$ reaches $\approx 7$ K at 110 GPa, the highest pressures studied. [58] As the electronic density of states at the Fermi level of these systems is dominated by the 3d, 4d, or 5d electrons, superconductivity in the transition metal diborides promises to shed new light on the interplay between strong electronic correlations and phonon-mediated pairing in the pursuit of high transition temperatures.

An important agenda of the interplay of magnetism and superconductivity concerns the precise pressure conditions for superconductivity to occur. For instance, changes of sign of $dT_c/dP$ were observed in YBa$_2$Cu$_3$O$_{7-y}$ under quasi-hydrostatic pressure. [58] Similarly, in BaFe$_2$As$_2$ and SrFe$_2$As$_2$ an increasing uniaxial pressure component reduced the spin-density wave order more effectively. [59, 60] Further, using steatite powder as a pressure transmitter and different sample orientations, a remarkably strong dependence of the superconducting dome at several pressures up to 13 GPa. At all pressures, the resistivity decreased with temperature and a clear change of slope marked the transition from the paramagnetic to the ferromagnetic regime. This feature allowed us to track the Curie temperature as a function of pressure, as shown in Figure 12. No signs of superconductivity were observed above 2 K up to the highest pressures studied. At low temperatures, the resistivity exhibits the $T^2$-behavior of a Fermi liquid for all pressures measured. This behavior was confirmed down to a temperature of 200 mK at 9.1 GPa. The dependence of the resistivity on the magnetic field exhibited hysteretic behavior in the ferromagnetic regime without significant changes for different pressures.

These results confirmed the findings of Hamlin et al. [40] inferred from the susceptibility. To unequivocally infer the phase diagram of SrRuO$_3$ at pressures above 17 GPa further experiments are necessary, notably high-pressure resistivity measurements using nitrogen vacancies as magnetic field sensors.

In addition, resistivity measurements of single-crystalline samples of SrRuO$_3$ under pressure were performed using the modified Bridgman cell shown in Figure 2. The temperature and magnetic field dependence of the resistivity was measured at several pressures up to 13 GPa. At all pressures, the resistivity decreased with temperature and a clear change of slope marked the transition from the paramagnetic to the ferromagnetic regime. This feature allowed us to track the Curie temperature as a function of pressure, as shown in Figure 12. No signs of superconductivity were observed above 2 K up to the highest pressures studied. At low temperatures, the resistivity exhibits the $T^2$-behavior of a Fermi liquid for all pressures measured. This behavior was confirmed down to a temperature of 200 mK at 9.1 GPa. The dependence of the resistivity on the magnetic field exhibited hysteretic behavior in the ferromagnetic regime without significant changes for different pressures.

These results confirmed the findings of Hamlin et al. [40] inferred from the susceptibility. To unequivocally infer the phase diagram of SrRuO$_3$ at pressures above 17 GPa further experiments are necessary, notably high-pressure resistivity measurements using an improved sample loading technique, as well as high-pressure measurements using nitrogen vacancies as magnetic field sensors. [51]

![Figure 11. Temperature dependence of the neutron polarization through a SrRuO$_3$ sample at a pressure $P = 9.0$ GPa. A magnetic guide field of 100 mT was applied. The solid line is a guide to the eye.](image1)

![Figure 12. Pressure-temperature magnetic phase diagram of SrRuO$_3$. The Curie temperature $T_c$ obtained from neutron depolarization (ND) (red circles) and from transport measurements (blue circles) is compared to the values obtained from susceptibility measurements by Hamlin et al. (brown pentagons), reporting a linear decrease of $T_c$ = $-6.8$ K GPa$^{-1}$ (black line). [51] Diamonds indicate if a magnetic field scan implied ferromagnetic (FM, green) or paramagnetic (PM, gray) behavior. The ferromagnetic phase is colored in green, fading away for pressures $> 17.2$ GPa.](image2)
on non-hydrostatic pressure components was observed in CePd$_2$Si$_2$.[61] Finally, for tetragonal systems such as PuMGA$_5$ with M = (Co, Rh) and CeMin$_5$ with M = (Co, Rh, Ir), the superconductivity depends sensitively on the ratio of the lattice constants.[62–64]

As the pressure techniques used to generate ultra-high pressures in the recent studies of MoB$_2$, W$_2$B, and CrB$_2$ involved solid rather than liquid pressure transmitters,[56,54,57] we decided to explore the relationship between lattice anisotropy and superconductivity in CrB$_2$ in an investigation combining hydrostatic, uniaxial, and quasi-hydrostatic pressures.[21,65] For our study, we chose the itinerant-electron antiferromagnet CrB$_2$ with its rather low Néel temperature $T_N = 88$ K, as high-purity single crystals grown by means of optical floating-zone technique were available.[66–68] The samples investigated under pressure were cut from the same ingots for which the transport and thermodynamic properties as well as quantum oscillatory and neutron scattering studies were reported previously.[21,69,70]

In our study, three different pressure cells were used, notably a piston–cylinder cell for pressures up to 2.2 GPa, a uniaxial pressure cell for pressures up to 0.5 GPa, and a Bridgman cell for measurements up to 8 GPa. While the piston–cylinder cell allowed to generate hydrostatic pressure conditions, the uniaxial pressure cell served to apply a force along selected crystallographic directions. The uniaxial pressure cell was designed as a scaled-down version of a pressure cell described in Ref. [71], where stainless steel bellows activated by helium gas act on the upper anvil which, in turn, is moved against the fixed lower anvil.[72,73] Since no-pressure medium is employed, a sample that is placed between both anvils is stressed uniaxially.

Several Cu:Be Bridgman cells were set up using WC and Al$_2$O$_3$ anvils in combination with steatite as pressure transmitter and pyrophyllite gaskets. Annealed 25 μm Pt wires were placed on top of the sample and the electrical contacts were established mechanically. As the solid pressure transmitter generated quasi-hydrostatic pressures, i.e., hydrostatic pressure with an additional uniaxial pressure component superimposed, two sample layouts were used as shown in Figure 13. In the first layout shown in Figure 13a, one sample was mounted. This compares with the second layout shown in Figure 13b, in which two samples were mounted such that the c-axes of the samples were perpendicular and parallel to the direction of the loading force, respectively. The latter was parallel to the line of sight in Figure 13.

For all configurations studied, the same qualitative temperature dependence of the resistivity was observed reminiscent of ambient pressure and characteristic of a good metal. Typical data are shown in Ref. [21,65]. With decreasing temperature, the resistivity decreases monotonically and limits in a small residual value $\rho_0$ of a few $\mu\Omega \cdot \text{cm}$. Around the Néel temperature $T_N$, the temperature dependence of $\rho$ changes from sublinear to superlinear, where a maximum in the first derivative, $d\rho/dT$, at a temperature $T^*$ slightly below $T_N$ allowed us to track the onset of antiferromagnetism. Under hydrostatic pressures generated with the clamp cell, $T^*$ decreased weakly. In contrast, $T^*$ increased for uniaxial pressure applied in the hexagonal basal plane, while it decreased strongly for uniaxial pressure applied along the hexagonal c axis. Yet, taking into account the compressibility, all three pressure dependences prove to be consistent with a dependence of $T^*$ on the ratio of lattice constants.

As shown in Figure 14, an unexpected observation in the measurements under quasi-hydrostatic pressures represents the emergence of a drop of the resistivity below $T_c \approx 2$ K in samples oriented such that the c axis was parallel to the loading force and thus in the presence of an additional uniaxial pressure component. No such drop of the resistivity was observed for the second sample with a rotated orientation, as shown in Figure 14b. An applied magnetic field of the order of 10 T suppresses the drop in the resistivity. Moreover, the absolute values of $T_c$ as well as the rate of suppression of $T_c$ under magnetic field, $dT_c/dH$ are quantitatively consistent with the recent report of a full superconducting transition of the resistivity at ultra-high pressures.[56] In turn, we interpret the drop in the resistivity as incipient superconductivity.

Using the dependence of $T^*$ on the change of the ratio of lattice constants $\Delta(c/a)$ observed at low pressures, the data recorded under quasi-hydrostatic pressures was analyzed, yielding the phase diagram shown in Figure 15. Decreasing $\Delta(c/a)$ results in a gradual suppression of itinerant-electron antiferromagnetism as tracked by means of $T^*$ and a concomitant

---

**Figure 13.** Top view of the anvils of the Bridgman cells as prepared with single-crystal CrB$_2$. Electrical press contacts were made using 25 μm Pt wire. A Pb strip was used as a superconducting manometer. a) Setup with a single CrB$_2$ sample (bc-1). b) Setup with two samples of crossed orientation, where the c axis was parallel and perpendicular to the line of sight, respectively (bc-2).
The interplay of itinerant antiferromagnetism and superconductivity, this finding promises to become a cornerstone finding promises to become a cornerstone for understanding the microscopic details of the interplay of itinerant antiferromagnetism and superconductivity in CrB$_2$. This behavior suggests that the magnetism and superconductivity as observed under quasi-hydrostatic pressures may be inferred. The decrease of the resistivity below $T_c \approx 2\text{K}$ is suppressed under moderate magnetic fields. In the search for those components of the quasi-particle interactions that drive the superconductive pairing, this finding promises to become a cornerstone that may ultimately allow to identify the microscopic details of the interplay of itinerant antiferromagnetism and superconductivity in CrB$_2$.

5. Magneto-Elastic Coupling in CeCuAl$_3$

In recent years, paramagnetic rare-earth intermetallics with sizeable magneto-elastic interactions have attracted increasing interest. In these studies a well-defined multiplet structure of the f-electrons allowed to track the interplay of crystal electric fields (CEFs) with the spectrum of phonons. Representing one of the first examples, seminal studies reported a vibronic bound state (VBS) between phonons and CEF excitations in CeAl$_3$. Similar VBSs have also been proposed for PrNi$_2$, Ce$_3$Pt$_{12}$Si$_{11}$ and CePd$_2$Al$_2$. In contrast, an anti-crossing, representing a different magneto-elastic coupling, has been suggested between acoustic phonons and CEF excitations in Pr and PrAl$_2$ under an applied magnetic field as well as in the magnetically ordered state of VO$_4$. While the latter are mediated by dipolar interactions, a generic anticrossing in zero magnetic field that is mediated by quadrupolar interactions may have been observed in PrAlO$_3$, TbVO$_4$, and PrNi$_2$. Further, the lifetime and temperature dependence of CEF excitations, which deviates in many materials from the thermal population of single-ion states, has been attributed to interactions with particle–hole excitations in metallic systems. These interactions may be responsible for superconductive pairing as observed in UPd$_2$Al$_3$ and PrOs$_2$Sb$_{12}$. This in field of research, the series of CeTAl$_3$ ($\text{T} = \text{Ce, Au, Pd, Pt}$) compounds, which are part of the wider family of BaAl$_4$-type systems, has been attracting increasing interest. Inspired by studies on CePd$_2$Al$_2$, neutron spectroscopy in polycrystalline as well as single-crystal CeCuAl$_3$ revealed a VBS. Considering hybridization with optical phonons, which results in four doublets $\Gamma_{6,0}, \Gamma_{6,1}, \Gamma_{1,2}$, and $\Gamma_{1,3}$, these studies suggested early on that the symmetry of lattice fluctuations results in a different character of VBSs in a tetragonal environment as compared to cubic systems such as CeAl$_3$. Systematic time-of-flight neutron spectroscopy in polycrystalline CeRh Ge$_3$ failed to detect a VBS. In addition, an exploratory search for magneto-elastic phonon softening in CeCuAl$_3$ and CeAuAl$_3$ by means of inelastic X-ray scattering was also inconclusive. Yet, high-resolution neutron spectroscopy in single-crystal CeCuAl$_3$ revealed two pronounced magneto-elastic hybrid excitations beyond the Born–Oppenheimer approximation. Namely, a vibronic bound state and a well-resolved anticrossing. As an additional surprise, both excitations involved acoustic instead of optical phonons, with considerable damping due to the coupling to particle–hole excitations even though the coupling constants are small.
In the light of the increasing number of materials featuring spectroscopic evidence for pronounced magneto-elastic coupling effects, the application of high pressures appears to be a natural tuning parameter. However, as spectroscopic studies under high pressures tend to be prohibitively difficult, indirect evidence for changes of the magneto-elastic coupling may be inferred from the transport measurements. For instance, strong interactions between phonons and CEFs have been identified from additional contributions to the thermal conductivity in CeAuAl$_3$.[113] This finding suggests that even the electrical resistivity may be sensitive to magneto-elastic interactions.

Motivated by the spectroscopic evidence for magneto-elastic interactions in CeCuAl$_3$ and CeAuAl$_3$, we studied the electrical resistivity of single-crystal CeCuAl$_3$ under pressure. As the characteristic energy scales of the magneto-elastic coupling and the VBS are moderately high, the focus of our study concerned changes of the properties at intermediate temperatures. In fact, it was unfortunately not possible to track the pressure dependence of the antiferromagnetic transition in CeCuAl$_3$ in our resistivity data.

For our study, single crystals were grown by means of the optical floating-zoning technique.[66,67] Bridgman pressure cells as described earlier were used with steatite as a pressure transmitter. To track the effects of putative anisotropies of the applied pressure, two samples with crossed crystallographic orientation were mounted in the pressure cell, as shown in Figure 16.

![Figure 16](image-url)

Figure 16. Top view of the anvil of the Bridgman cell as prepared for simultaneous measurements of two CeCuAl$_3$ samples in a crossed orientation, where the c axis was parallel and perpendicular to the line of sight for Samples 1 and 2, respectively. Electrical press contacts were made using 25 µm Pt wire. A Pb strip was used as a superconducting manometer. Both panels show the same photograph for the sake of clarity.

Sample 1 was oriented such that the line of sight was parallel to the (001) axis and current applied along the (100) axis, while Sample 2 was oriented such that the line of sight was parallel to the (100) axis and current applied along the (001) axis (in Figure 16b Samples 1 and 2 are denoted Probes 1 and 2, respectively). As depicted in Figure 16b, the electrical contacts were organized such that two current leads (1,2) were used with the samples arranged in series. The voltage contacts (3,4), (5,6), and (7,8) were connected to Sample 1, Sample 2, and the Pb strip, respectively.

Shown in Figure 17a,b is the resistivity as a function of temperature for selected pressures for samples 1 and 2, i.e., for currents applied along (100) and (001), respectively. We have no evidence for possible systematic errors such as changes of the geometry factor (e.g., due to microcracks or a mechanical shift of voltage contacts). With increasing pressure up to 6 GPa, the same qualitative changes are observed for both current directions, indicating that CeCuAl$_3$ is insensitive to possible pressure anisotropies as well as the direction in which the electrical resistivity was measured.

The main changes of resistivity under pressure may be summarized as follows. The absolute value of the resistivity increases by roughly a factor of two. Under increasing pressure, the featureless monotonic decrease of the resistivity developed a broad maximum around 80 K. In addition, below roughly 20 K a pronounced peak developed at several Kelvin followed by a fairly pronounced decrease towards lower temperatures. As shown in Figure 17c,d for the resistivity as normalized to its value at 60 K, the relative increase toward the peak at several Kelvin was rather pronounced and of the order 15%. Application of a magnetic field up to 9 T perpendicular to the direction of the electrical current suppressed the peak, as highlighted in Figure 17c,d but did not affect the broad maximum in the resistivity around 80 K (not shown).

A temperature dependence of the resistivity that is characteristic of a metallic state at the lowest temperatures studied followed by a pronounced peak under increasing temperature provides evidence of the emergence of strong incoherent electronic correlations, putatively featuring a heavy Fermi liquid ground state and strong Kondo lattice fluctuations. The pressure-induced appearance of such characteristics in CeCuAl$_3$, which are suppressed in turn under an applied magnetic field, points at an increase of the hybridization between the conduction electrons and the magnetic degrees of freedom as compared to a mere broadening of the conduction bands observed in itinerant-electron magnets.

Moreover, the emergence of the broad maximum around 80 K suggests an increase of the coupling between the CEFs and phonons under pressure. Within experimental accuracy, however, the temperature at which this maximum emerges appears to be unchanged, consistent with the notion that neither the optical phonons nor the CEF is dispersive. In turn, to leading order, we expect that high pressures in CeCuAl$_3$ induce changes in the lifetimes of the CEF excitations rather than changes of the spectra themselves.

As a corollary, this finding implies that large pressures allow to tune the interplay between the conduction electrons and magneto-elastic degrees of freedom, while magneto-elastic modes such as the VBS change only weakly. This conjecture
high pressure in SrRuO3. Second, incipient superconductivity used to investigate the suppression of ferromagnetic order under resistivity measurements with the modiﬁed Bridgman cell featuring PCD anvils has allowed us to perform resistivity measurements under pressures above 10 GPa. Three compact DACs were designed and built which could reach pressures as high as 9 and 17 GPa, with moissanite and diamond anvils, respectively. Additionally, we have characterized the pressure change due to thermal expansion in one of the DACs with an in situ measurement of ruby ﬂuorescence.

Finally, we built a setup for neutron depolarization measurements under high pressure featuring parabolic neutron guides.

We demonstrated the potential of these high-pressure techniques with studies on three materials. First, high-pressure neutron depolarization measurements using the DACs, and resistivity measurements with the modiﬁed Bridgman cell, were used to investigate the suppression of ferromagnetic order under high pressure in SrRuO3. Second, incipient superconductivity under quasi-hydrostatic pressure was observed in the itinerant antiferromagnet CrB2 by means of electrical resistivity measurements. Third, the pressure dependence of the magneto-elastic coupling in the rare-earth compound CeCuAl3 was explored with electrical resistivity measurements.

Ongoing efforts are now focusing on the understanding of the suppression of ferromagnetic order in SrRuO3 up to 17 GPa. For this purpose, the sample loading technique using a solid pressure medium for the electrical resistivity measurements under pressure is being revisited. Additionally, we are building an experimental setup to use the ﬂuorescence of nitrogen vacancies in diamond as highly sensitive magnetic ﬁeld sensors embedded in the diamond anvils of DACs.[56]

6. Challenges and Future Directions

In this review, we presented recent advances in high-pressure instrumentation and measurement techniques. The improved design of the Bridgman cell featuring PCD anvils has allowed us to perform resistivity measurements under pressures above 10 GPa. Three compact DACs were designed and built which could reach pressures as high as 9 and 17 GPa, with moissanite and diamond anvils, respectively. Additionally, we have characterized the pressure change due to thermal expansion in one of the DACs with an in situ measurement of ruby ﬂuorescence. Finally, we built a setup for neutron depolarization measurements under high pressure featuring parabolic neutron guides.

We demonstrated the potential of these high-pressure techniques with studies on three materials. First, high-pressure neutron depolarization measurements using the DACs, and resistivity measurements with the modiﬁed Bridgman cell, were used to investigate the suppression of ferromagnetic order under high pressure in SrRuO3. Second, incipient superconductivity under quasi-hydrostatic pressure was observed in the itinerant antiferromagnet CrB2 by means of electrical resistivity measurements. Third, the pressure dependence of the magneto-elastic coupling in the rare-earth compound CeCuAl3 was explored with electrical resistivity measurements.

Ongoing efforts are now focusing on the understanding of the suppression of ferromagnetic order in SrRuO3 up to 17 GPa. For this purpose, the sample loading technique using a solid pressure medium for the electrical resistivity measurements under pressure is being revisited. Additionally, we are building an experimental setup to use the ﬂuorescence of nitrogen vacancies in diamond as highly sensitive magnetic ﬁeld sensors embedded in the diamond anvils of DACs.[56]
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