Application of Machine Learning on Google Earth Engine to Produce Landslide Susceptibility Mapping (Case Study: Pacitan)
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Abstract. According to the Indonesian Disaster Management Agency (BNPB), Indonesia’s losses due to landslides were estimated around hundreds of billion rupiah in 2017. Making landslide as one of the catastrophes with the greatest risk of loss and leaving a couple regions prone to landslides in Indonesia, Pacitan region is one of them. Landslide delineation therefore represents a particularly beneficial application of evolving research trend in disaster reduction, especially for the vulnerable region. In the present times of open-access satellite data, cloud computing and machine-learning algorithms is frequently used for disaster prevention monitoring. By employing Google Earth Engine, this study focuses on the susceptibility of landslide occurrence using a random forest machine-learning framework applied to digital topographic data such as elevation, slope and aspect as the independent variables and landslide inventory data obtained from Ministry of Energy and Mineral Resources Republic of Indonesia as the dependent variable. This study data sets composed from 1000 random points in Pacitan region with 70:30 ratio for training and testing sample points. The model produced good result, with overall accuracy values of 0.94, kappa values of 0.79 and 0.80 for AUC value. This model also showed that elevation is the most important variable in the landslide susceptible area. The results of this study can be used to evaluate the potential future impacts of landslide and help to optimize the management of disaster reduction in the region of Pacitan.
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I. Introduction

Landslides are a phenomenon of natural disasters that cause significant losses of human life and constructed environment around the world. [1], [2]. A total of 4,862 landslides were reported worldwide between 2004 and 2016, causing a total of 55,999 reported fatalities and global economic losses of tens of billions of USD. [3], [4]. These maps provide specific policies and reference for governments to make effective decisions to proactively mitigate the effects of future landslides. [5], [6]. However, it is difficult to prepare accurate map with large data sets and using the regular desktop specification would consuming a lot of time [7]. Recently, these large data sets are supported in cloud computing technologies, such as Google Earth Engine [8], Sentinel Hub EO Browser [9] or the NASA Earth Exchange [10], and with
these technologies a reliable internet connection is now all that is required to access, manipulate, and analyze large volumes of data. Along with cloud computing technology the usage of machine learning (ML) algorithm has played a role in enabling the integration of various data sets [11]. ML approaches described as optimizing the efficiency of algorithms by learning about data relations from the data itself using a training data set with as much data variability as possible [12]. ML is widely used to either predict (e.g., regression models) or describe (e.g., classification) a set of data [7], [11]. Several ML models including logistic regression [13], geographically weighted regression (GWR) [14], support vector machine (SVM) [15], [16], and Classification and Random Tree (CART) [17], [18], random forest (RF) [19], have been implemented popularly among the others.

The combination of open access data, cloud computing technology and ML algorithm gives a potential benefit to hold a large-scale reliable, and repeatable landslide mapping and monitoring around the world. Our specific objective is to improve the effectiveness of landslide susceptibility maps for decision makers based on maximizing the usage of cloud computing and open-source data. To achieve this, the present study exploiting Google Earth Engine and RF method to predict the probability of landslide susceptibility map by considering four topographical factors. We conducted a case study within Pacitan Region, East Java, Indonesia, where landslide susceptibility mapping is of particular concern due to this event occurs every year, as well as the lack of consistent, up-to-date map of Pacitan’s landslide susceptibility. Lastly, we validate the models in term of their fitness and predictive powers and generate distribution map of landslide susceptibility.

2. Materials and Methods

In order to produce the landslide susceptibility map, this study employed four main steps that are shown in Figure 1 and described as follows: (1) study area selection; (2) data sets collection and preparation, (generating 1000 points; (3) defining the data sets as training and testing data, generating random forest model using Google Earth Engine platform based on training data, validating the model using testing data to produce confusion matrix and ROC graph; (4) to generate and analyze the resultant landslide susceptibility map in study. Further details are provided in the following sections.

![Figure 1. Flowchart describing the process to predict the probabilistic landslide susceptibility mapping in Pacitan region.](image-url)
2.1 Study Area

Our study area is located in Pacitan region (110.55° - 111.25° E and 7.55° - 8.17° S) with comprises of 1,410 km² area. This region is located in southwest of East Java, Indonesia (Figure 2). Pacitan is characterized by wavy to hilly plains containing high risk of landslides due to high precipitations during rainy season and the relevant geographical and topographical conditions. [20]. Tropical climate in Pacitan region consists of two seasons: dry (April-October) and rainy (October-April). Monthly average rainfall is between 3-503 mm, with the maximum value in December (503 mm). From 2015 to 2019 landslides occurred more than 3 times a year and mostly in rainy season.

![Figure 2. Map showing the location of the study area.](image)

2.2 Data Sets

Table 1 and Figure 3 summarizes each of the topographical data sets used in this study. They contain data that were obtained from earth observation (EO) sources and the existing landslide-inventory map used to derive model-input variables, as well as training data and testing data used in the model and to assess model performance. Several satellite scenes were obtained and processed within the Google Earth Engine (GEE) platform. All data were set to have resolution of 30x30 meter to have the same resolution in the model. Furthermore, the topographical data sets and landslide inventory maps were combined. 1000 random points were generated to extract the values of 4 topographical values including elevation, slope, aspect and NDVI, location coordinates, and value of 1 (landslide) and 0 (no-landslide). The points were then split into training and testing with 70:30 ratio.
Table 1. List and description of data sets included in the study, along with variables derived from each source.

| Data Set                              | Description                                                                                                                                                                                                 | Derived Variables          |
|---------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------------------------|
| The Shuttle Radar Topography Mission (SRTM) digital elevation data | SRTM digital elevation data is an international research effort that obtained digital elevation models on a near-global scale. This product is provided by NASA JPL at a resolution of 1 arc-second (approximately 30m). | Elevation, Slope, Aspect    |
| Optical Imagery                       | 10-m Sentinel-2 optical satellite images from 2018-2019 were acquired over the study area, provided by the European Space Agency (ESA).                                                                       | Normalized Difference Vegetation Index (NDVI) |
| Existing Landslide Inventory          | Vector polygon based Pacitan’s Landslide Inventory data, produced by Ministry of Energy and Mineral Resources Republic of Indonesia using satellite image of imagery and participatory mapping acquired between 2015 and 2019. | Landslide-Non-Landslide Classification |

Figure 3. Thematic map of the landslide topographic factors selected for Pacitan region.
2.3 Machine Learning Model and Validation

As explained in previous section, training and testing data points were extracted from elevation, slope, aspect and NDVI data to be used as variables in the model. To produce the landslide susceptibility model, the random forest (RF) machine-learning algorithm was constructed on Google Earth Engine platform. RF method have been used widely to classify satellite data for mangrove cover mapping [21], wetland mapping [22], cropland mapping [23], natural hazard susceptibility area mapping [24]–[27] and land cover mapping [28]. RF is a nonparametric machine learning method comprised of ensembles of decision trees [29]. The random forest algorithm creates multiple decision trees which classify a random subset of the training data according to the covariate predictors. The final decisions of class and model construction are determined by the majority vote among all trees [30]. This model was performed within GEE cloud platform.

The evaluation of the model’s performances required the derivation of matrices of confusion that includes true positive (TP), false positive (FP), true negative (TN), and false negative (FN) categories. The confusion matrix contains useful information to calculate model performance and accuracy [31]. Therefore, this study calculated alternative performance measures including overall accuracy (OA) [31], [32], Kappa, and the area under the receiving operation characteristic curve (AUC) [31]. The OA is the ratio of samples correctly classified by the prediction model. Kappa is a statistic that measures the agreement of two categorical items [31], [32]. In addition, the kappa statistic is used to evaluate the reliability of the landslide models. Its value ranges from −1 (non-reliable) to 1 (reliable) [33].

The Receiver Operating Characteristic (ROC) curve is a graphical method that represents the relation between the False Positive fraction and the sensitivity for a range of thresholds [34]. This method has been widely used to measure the performance of probabilistic models. This curve is obtained by plotting all combinations of True Positive Rate (TPR) and proportions of False Positive Rate (FPR) which may be obtained by varying the decision threshold [35]. The AUC value is the area under the ROC curve that validates quantitatively how well the general performance of landslide models [36]. Higher AUC value indicate better performance of landslide models and could be quantified as follows: excellent (0.9–1), very good (0.8–0.9), good (0.7–0.8), average (0.6–0.7), and poor (0.5–0.6) [36],[37].

3. Results and Discussions

The performance of random forest model that was analyzed using the training dataset to produce landslide susceptibility showed high (0.94) overall accuracy (OA) with kappa index of 0.79. In addition, the model rates (model success and prediction performance) were analyzed using the training and testing datasets (Figure 4). Both success and prediction rate have good AUC value showing 0.80 and 0.81, respectively. Overall, the AUC values of all models were greater than 0.7. These results showed that the random forest model generated in this study has good accuracy and indicating reasonable accuracy in the spatial prediction of landslide susceptibility. Furthermore, the landslide susceptibility map produced different results depending on the variables used in each model. In this study, the topographical data used in landslides model made different contributions to the models. Figure 5 illustrates the importance of each topographical data, calculated in the RF model. Based on the figure, aspect and slope have similar influence which also indicate that these two variables have
higher predictive capability than elevation and NDVI. This conditions also reflecting that aspect and slope are important topographic conditions in landslide susceptibility. This relationship also demonstrated by other topographical-based landslide area mapping efforts such as described by [36] where the second influenced variable were elevation and NDVI.

Figure 4. Analysis of the receiver operating characteristic (ROC) curve for the landslide susceptibility map: (a) success rate curve using the training data set, and (b) prediction rate curve using the validation data set.

Figure 5. Relative importance of each landslide independent variable calculated in random forest model.

Figure 6 illustrate the landslide susceptibility map in Pacitan region produced using random forest model in GEE and multi-source remote sensing imagery. The map value ranges from 0 to 1 represented by green to red colors where area with low to high susceptible condition based on the elevation, slope, aspect, and NDVI information. The distribution of landslide susceptibility area with high value is around the center, south east, south west and coastal area (south) of Pacitan region.
4. Conclusion

This study focused on landslide susceptibility map generation at Pacitan region, East Java, Indonesia using cloud computing and open-sources data sets based on machine learning method. For this purpose, landslide-related spatial data consisting of a landslide inventory, and landslide topographical factors were collected and prepared on Google Earth Engine (GEE) cloud computing platform. Four landslide topographical factors were constructed from earth observation (EO) sources. These factors included elevation, slope, aspect and NDVI. The random forest (RF) model was implemented in GEE using ML method. The landslide susceptibility map produced in this study has proved the capability of cloud computing and open-source data for providing rapid landslide susceptibility map that can be updated regularly for decision makers and urban planners. The results could also be used to enhance disaster management as well as to prevent economic losses and causalities in the future. In future study, the accuracy of landslide susceptibility map could be enhanced by selecting more topographical factors as well annual precipitation and compare the model with other model using different algorithms.
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