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Abstract. Biological and physical systems that can be classified as oscillatory media give rise to interesting phenomena like target patterns and spiral waves. The existence of these structures has been proven in the case of systems with local diffusive interactions. In this paper the more general case of oscillatory media with nonlocal coupling is considered. We model these systems using evolution equations where the nonlocal interactions are expressed via a diffusive convolution kernel, and prove the existence of rotating wave solutions for these systems. Since the nonlocal nature of the equations precludes the use of standard techniques from spatial dynamics, the method we use relies instead on a combination of a multiple-scales analysis and a construction similar to Lyapunov-Schmidt. This approach then allows us to derive a normal form, or reduced equation, that captures the leading order behavior of these solutions.
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1. Introduction

In this paper we consider nonlocal evolution equations of the form

$$\partial_t U = K\ast U + F(U; \lambda) \quad x \in \mathbb{R}^2, \quad U \in \mathbb{R}^2, \quad \lambda \in \mathbb{R}$$

(1)

where $K\ast$ represents a component-wise convolution operator, and the reaction terms $F(U; \lambda)$ undergo a Hopf bifurcation as the parameter $\lambda$ is varied. This type of nonlocal equations can describe for example oscillating chemical reactions with components that evolve at different time scales, and where the nonlocal interaction is the result of adiabatically eliminating the fast variable \[40, 39, 31\]. Other examples that can be described by similar equations, but perhaps with different nonlinearities include electrochemical systems, \[7, 14\], neural field models, \[9, 6, 33\], and population models where individuals disperse, or move, in a nonlocal manner, see for example \[24, 10, 20, 5\] or \[2\] and the references therein.

More generally, equation (1) is an abstract model for oscillatory media. As such it describes any system that is composed of small oscillating elements that are coupled together in a nonlocal...
Figure 1. Spirals obtained by numerical simulations of FitzHugh-Nagumo equation with nonlocal diffusion (see Section 6 for details on this system). In figures a) and b) the convolution kernel has Fourier symbol $\hat{K}(|\xi|) = -5|\xi|^2/(1 + 0.5|\xi|^2)$ leads to a spiral pattern, whereas in figures c) and d) the kernel $\hat{K}(|\xi|) = -5|\xi|^2/(1 + |\xi|^2)$ gives rise to spiral chimeras.

fashion. This coupling is described by the convolution kernel $K$, and the assumptions on this kernel depend on the application. Here we focus on general diffusive kernels that are exponentially decaying, can take on negative values, and have a finite second moment. Therefore they describe a process that lies somewhere between anomalous diffusion, modeled using the fractional Laplacian, and regular diffusion, modeled using the standard Laplacian. These assumptions imply that the processes considered here exhibit a characteristic length scale, which may suggest that we instead consider reaction diffusion equations with a rescaled diffusion constant. However, this simplification misses the true character of this fast diffusion process and precludes one from finding interesting patterns like spiral chimeras [40], chemical turbulence [14], localized structures, [8, 15], and other phenomena [34, 31, 41, 4, 30]. (Figure 1 also illustrates how slight variations in the choice of convolution kernel $K$, can lead to different patterns in a FitzHugh-Nagumo system with nonlocal diffusion.)

Our interest here is on rotating wave solutions, which we consider as an entry point for understanding more complicated phenomena in nonlocal systems, like spiral chimeras. While it is known
that rotating waves, and in particular spiral waves, appear in a wide variety of examples, from chemical reactions \[29\], to experiments involving slime mold \[42\], cardiac tissue \[11, 32\] and brain tissue \[19\], their existence has only been shown in systems that involve local diffusive processes, see \[25, 16, 17, 18, 35\]. In this article we extend these results to oscillatory media with nonlocal coupling. That is, we prove the existence of rotating wave solutions for problems described by equation (1), and derive a normal form which captures their leading order behavior.

In contrast to previous works which use reaction diffusion equations \[25, 35\], the nonlocal character of our problem prevents us from using techniques from spatial dynamics and dynamical systems theory. In particular, we are not able to use center manifold theory as in \[35\] to construct a normal form and prove existence of solutions in this way. Instead, our work is based on the approach taken in the physics literature, where a multiple-scale analysis is used to derive amplitude equations \[27, 44, 14\]. Our main contribution is to place this method in an appropriate functional analytic setting that allows us to use a reduction similar to Lyapunov-Schmidt to rigorously derive the normal form, and obtain its validity at the same time. In the process we also show the existence of general rotating wave solutions. We point out here that to obtain the existence specific rotating wave solutions, like for example spiral waves, one has to work with the normal form and show that such patterns exist as solutions to this reduced equation.

Before describing our methods in more detail, we first state our main assumptions and describe our set up. Throughout the paper we use polar coordinates \((r, \theta)\) and we look for solutions that satisfy

\[ U(r, \theta, t) = U(r, \theta + ct), \]

and that are periodic in their second argument, i.e. \(U(r, \theta + 2\pi) = U(r, \theta)\).

With this notation the problem reduces to solving the steady state equation

\[ 0 = K * U - c \partial_\theta U + D_U F(0; 0) U + [F(U; \lambda) - D_U F(0, 0) U] \]

\[ \mathcal{N}(\ell, \lambda), \]

(2)

where the rotational speed, \(c \in \mathbb{R}\), is treated as an extra parameter. We further assume that

1. \(F\) depends on \(U\), but not its derivatives.
2. \(F(0; \lambda) = 0\) for all \(\lambda \in \mathbb{R}\).
3. \(D_U F(0; 0) = A \in \mathbb{C}^{2 \times 2}\) has a pair of purely imaginary eigenvalues \(\pm i\omega\).

We also make the following assumptions on the convolution kernel \(K\), which will allow us to show that the operator \(L\) defines a Fredholm operator in appropriate weighted spaces.

**Hypothesis (H1).** The convolution kernel \(K\) has a radially symmetric Fourier symbol \(\hat{K}(\xi) = \hat{K}(|\xi|)\). As a function of \(\rho = |\xi|\), the symbol \(\hat{K}(\rho)\) can be extended to a uniformly bounded and analytic function on a strip \(\Omega = \mathbb{R} \times (-\xi_0, \xi_0) \subset \mathbb{C}\), for some constant \(\xi_0 > 0\).

**Hypothesis (H2).** The symbol \(\hat{K}(\rho)\) is symmetric and has a simple zero, which we assume is located at the origin \(\rho = 0\). This zero is of order \(\ell = 2\) and thus \(\hat{K}(\rho)\) has the following Taylor expansion near the origin:

\[ \hat{K}(\rho) \sim -\alpha \rho^2 + O(\rho^4), \quad \alpha > 0. \]

1.1. **The Method.** We start this subsection by giving a short overview of the multiple-scales method (following \[27\]), and then move on to describe our approach.

For the case of oscillatory reaction diffusion equations in finite domains, the multiple-scales method is based on the following analysis. We know that as the parameter \(\lambda\) crosses its critical value, the homogenous steady state undergoes a Hopf bifurcation. Since we are considering the case
of a finite domain, linearizing the equation about this uniform state results in an operator with point spectrum, $\nu_k$, and corresponding eigenmodes, $e^{ikx}$ (assuming periodic boundary conditions). In particular, we have a pair of complex eigenvalues, $\nu_0 = \lambda \pm i\omega$, associated with the zero mode, that cross the imaginary axis when $\lambda > 0$. If the system size is small, the eigenvalues are well separated and one can study the dynamics of the emerging oscillations by keeping track of only the critical mode. This results in the Stuart-Landau equation (an o.d.e.) as a normal form.

However, as the system size increases, the eigenvalues are no longer well separated. Nonuniform perturbations with small wavenumbers become important for determining the behavior of solutions that emerge from the bifurcation. In some cases it might be possible to describe these solutions by considering the dynamics of only a finite number of modes, i.e. modes with $|k| < \delta$ for some small $\delta$, and as a result the normal form becomes a system of o.d.e.

In practice, it is often the case that all modes need to be taken into account, and instead of separating eigenmodes into critical and rapidly decaying ones, one separates scales. That is, one establishes fast variables, $x,t$, and slow variables, $X = \varepsilon x, T = \varepsilon^2 t$, and approximates the solution as a regular expansion of the form

$$\tilde{U}(t, X, T; \varepsilon) = \varepsilon U_1(t, X, T) + \varepsilon^2 U_2(t, X, T) + \varepsilon^3 U_3(t, X, T) + \cdots$$

with

$$U_1(t, X, T; \varepsilon) = W(X, T)e^{i\omega t} + \overline{W}(X, T)e^{-i\omega t}.$$ 

Inserting the approximation $\tilde{U}$ into the reaction diffusion system and collecting terms of equal order in $\varepsilon$ results in a hierarchy of equations. Then, applying the Fredholm alternative to all these equations leads to solvability conditions, which at order $O(\varepsilon^3)$ result in an equation for the amplitude, $W(X, T)$. This equation is the complex Ginzburg-Landau equation, which is now a p.d.e. and represents the normal form, or amplitude equation, associated with problem.

The above approach is formal, mainly because this process does not guarantee that the expansion $\tilde{U} = \varepsilon U_1 + \varepsilon^2 U_2 + \cdots$ converges. In other words, more work needs to be done to show that the complex Ginzburg-Landau equation provides valid approximations, $\tilde{U}$, for the reaction diffusion system. That is, given a solution, $W$, to the complex Ginzburg-Landau equation that is valid in some time interval $[0, \tilde{T}]$, one needs to show that there is a unique solution, $U$, to the original reaction diffusion system such that $\|U - U_1\|_X < \varepsilon^2$ for all $t \in [0, \tilde{T}/\varepsilon^2]$ in some appropriate space $X$, and where $U_1$ is given as above. Work in this direction is extensive, some of which is covered in the references [23, 36, 37, 38, 45, 26]. Roughly the main idea in these proofs is to show that the residue $R = U - U_1$ remains of order $O(\varepsilon^2)$ on the same time interval, $[0, \tilde{T}/\varepsilon^2]$.

Our approach here is to use a similar multiple-scale analysis to derive our normal form, but because the equation we work with is the steady state equation (2), we don’t need to look at the evolution of the residue, $R$, to prove the validity of our solutions. Instead, we use a construction similar to a Lyapunov-Schmidt reduction to:

i) prove the existence of rotating wave solutions to equation (2), and

ii) at the same time obtain the normal form which provides the first order approximation to these solution.

We will explain this approach in the remainder of this section.
**Multiple-Scales:** We first separate scales and distinguish between fast variables \( r, t \) and slow variables \( R = \varepsilon r, T = \varepsilon^2 t \). Notice that because we are interested in rotating wave solutions, the time scales can be written directly into the ansatz. That is, we can write

\[ U(r, \theta) = U(r, \vartheta + ct) = U(r, \vartheta + c^* t + \varepsilon^2 \mu t), \]

where we set \( c = c^* + \varepsilon^2 \mu \). The value of \( \mu \) is left as a free parameter and the value of \( c^* \) is chosen so that given a nonzero integer \( n_0 \) we have that \( ic^* n_0 = i \omega \), i.e. the eigenvalue of the matrix \( A = DF(0; 0) \). Since perturbations with small wavenumbers are the most unstable, we assume that the dynamics of the solution is dictated by the slow scales, and thus we can write our small amplitude solution as

\[ U(r, \theta, R; \varepsilon, \mu) = \varepsilon U_1(\theta, R; \varepsilon, \mu) + \varepsilon^2 U_2(\theta, R; \varepsilon, \mu) + \varepsilon^3 U_3(r, \theta; \varepsilon, \mu). \]  

(3)

With

\[ U_1(\theta, R; \varepsilon, \mu) = W_1 w(R; \varepsilon, \mu)e^{i n_0 \theta} + \bar{W}_1 \bar{w}(R; \varepsilon, \mu)e^{-i n_0 \theta}. \]  

(4)

Here the vectors \( W_1, \bar{W}_1 \) are the eigenvectors of the matrix \( A = DF(0; 0) \). Notice also, that the integer \( n_0 \in \mathbb{Z} \) is associated with the number of “arms” of the rotating wave. The fact that we can pick a value of \( c^* \) such that the relation \( ic^* n_0 = i \omega \) holds, implies that rotating wave solutions with any number of “arms” exists, although they may not be stable.

Inserting the ansatz (3) into equation (2) and separating the different powers of \( \varepsilon \) leads to a hierarchy of equations.

At \( O(\varepsilon) \):

\[ c^* \partial_{\theta} U_1 - AU_1 = 0. \]

At \( O(\varepsilon^2) \):

\[ c^* \partial_{\theta} U_2 - AU_2 = MU_1, \]

where \( M \) represents the Hessian matrix of the reaction term (see Section 4 for more details).

And at higher orders:

\[ c^* \partial_{\theta} U_3 - K \ast U_3 - AU_3 = -\varepsilon^2 \mu \partial_{\theta}(U_1 + \varepsilon U_2 + \varepsilon^2 U_3) + \tilde{K}\ast(U_1 + \varepsilon U_2) \]

\[ + \frac{1}{\varepsilon^3} \left[ N(U; \lambda) - \varepsilon^2 MU_1 U_1 \right], \]

where due to the separations of scales there is a distinction between \( \tilde{K}\ast \) and \( K \). The relation between these two kernels is given in terms of their Fourier symbols, \( \tilde{K}\ast(P) = \varepsilon^2 K(\varepsilon P) \), and more details can be found in Subsection 4.2. Notice also that our choice of eigenvector \( W_1 \) and parameters \( c^* n_0 = \omega \) means that \( U_1 \) solves the first equation by design, and that one can use the second equation to find the function \( U_2 \) in terms of \( U_1 \).

**Lyapunov-Schmidt:** The key to our method lies in solving the last equation, which gathers all higher order terms. The main point here is that if the left hand side of this equation describes a well behaved operator, then one can apply a construction similar to a Lyapunov-Schmidt reduction. More precisely, in Section 4 we prove that there is projection, \( P : X \rightarrow X_\parallel \), such that the linear operator,

\[ LU = c^* \partial_{\theta} U - K \ast U - AU, \]
can be decomposed into an invertible part $L_\perp : X_\perp \to Y$, and a bounded operator $L_\parallel : X_\parallel \to Y$.

This allows us to split the last equation into two systems,

$$L_\parallel U_3 = P \left[ -\varepsilon^2 \mu \partial_\theta (U_1 + \varepsilon U_2 + \varepsilon^2 U_3) + \tilde{K}_\varepsilon \ast (U_1 + \varepsilon U_2) + \frac{1}{\varepsilon^2} \left[ N(\tilde{U}; \lambda) - \varepsilon^2 M U_1 U_1 \right] \right],$$  (5)

$$L_\perp U_3 = (I - P) \left[ -\varepsilon^2 \mu \partial_\theta (U_1 + \varepsilon U_2 + \varepsilon^2 U_3) + \tilde{K}_\varepsilon \ast (U_1 + \varepsilon U_2) + \frac{1}{\varepsilon^3} \left[ N(\tilde{U}; \lambda) - \varepsilon^2 M U_1 U_1 \right] \right].$$  (6)

If one further assumes that the term $U_3 \in X_\perp$, then one can use the implicit function theorem to find a unique solution $U_3$ to equation (6), that depends on $U_1$, $\varepsilon$ and $\mu$. Inserting this solution back into (5) leads to a reduced equation for $U_1$, which after projecting onto the correct space becomes an equation for $w$ and defines the normal form. Here we break with tradition and include all terms in this reduced equation as part of the definition of the normal form. In Section 5 we will prove that with minimal knowledge of these nonlinearities, mainly that they depend only on $U_1$ and not its derivatives, solutions to this normal form exist. This result, together with the Lyapunov-Schmidt reduction just described, then implies that our normal form is valid. We make this statement more precise in the next subsection where we also state our main theorem.

There are two technical difficulties that appear in the above approach. One is showing that the such a splitting for the linear operator, $L$, is possible, and the second one is showing that the nonlinearities are well defined functions in the chosen spaces. The first difficulty arises because we are setting our equations in the whole plane, $\mathbb{R}^2$. Therefore the linearization, $L$, which behaves very much like a second order elliptic operator, has essential spectrum that touches the origin. In addition, because of the symmetries present in the problem, we have a zero eigenvalue embedded in this essential spectrum. As a result, the linearization does not have a closed range when posed as an operator between regular Sobolev spaces. In Section 4 we will show that if instead we use a special class of weighted Sobolev spaces that impose algebraic growth or decay, we can recover Fredholm properties for $L$ (see [28] for a similar situation in the case of the Laplacian, and [21, 22] for the case of a nonlocal equation in one and two dimensions, respectively). In essence, the extra structure included in these spaces means that we can remove approximate eigenvalues from our domain and therefore obtain an operator with closed range, and that has a finite dimensional kernel (nullspace) and finite dimensional cokernel.

The second difficulty comes from including spiral waves among the rotating wave solutions of interest. Because these patterns are described by functions which are bounded at infinity, we have to consider spaces that allow for a small algebraic growth. However, this implies that the chosen spaces are not Banach algebras, and as a result one is not able to show that the nonlinearities are well defined. To resolve this issue, we construct spaces that allow us to split our solutions into the direct sum of algebraically decaying functions plus uniformly bounded functions, i.e. $\mathcal{H} = H^2_0(\mathbb{R}^2) \oplus H^2((0, 2\pi))$, and show that the linear operator, as well as the nonlinearities, maintain this structure.

1.2. Main Result: With assumptions (H1) and (H2) and the approach just described, we prove that small amplitude rotating wave solutions, $U(r, \theta)$, to equation (2) can be approximated by a function of the form

$$U_1(r, \theta; \varepsilon, \mu) = \left( W_1 w(\varepsilon r; \varepsilon, \mu) e^{in_0 \theta} + W_1 \overline{w}(\varepsilon r; \varepsilon, \mu) e^{-in_0 \theta} \right),$$  (7)
where $\varepsilon$ and $\mu$ are small parameters, $c^*n_0 = \omega$, and the vectors $W_1, \overline{W}_1$ are the eigenvectors of the matrix $A$. In particular, we show that the function $w$ in this approximation is a solution to the normal form equation,

$$\tilde{K}_\varepsilon * w + (\lambda + i(\mu^* + \mu)n_0)w + a|w|^2w + O(\varepsilon|w|^4w) = 0. \quad (8)$$

Here $\mu^*$ is a small nonzero fixed number, $\lambda$ and $a$ are appropriate constants that depend on the system’s parameters, and as mentioned before, the Fourier symbol for the kernel $\tilde{K}_\varepsilon = \frac{1}{\varepsilon}K(\rho)$, satisfies Hypotheses (H1) and (H2).

The following proposition, which is proved in Section 5, then guarantees the existence of radial solutions, $w(r)$, to this equation, even without explicit knowledge of the higher order terms. In particular, these solutions live in a space $H_{\gamma,n} \subset H = H^2_\gamma(\mathbb{R}^2) \oplus H^2((0, 2\pi)) \subset C_B(\mathbb{R}^2)$, consisting of functions that can be decomposed into the sum of a bounded function and an algebraically localized function. For a more detailed description of the space $H_{\gamma,n}$ see Section 4.

**Proposition.** Given real numbers $\mu^* \neq 0$, $\gamma \in (0, 1)$, and an integer $n_0$, there exists positive constants $\varepsilon_0, \mu_0$, and a $C^1$ map

$$\Gamma : (-\varepsilon_0, \varepsilon_0) \times (\mu^* - \mu_0, \mu^* + \mu_0) \mapsto H_{\gamma,n_0} \mapsto w(R; \varepsilon, \mu)$$

such that $w(R; \varepsilon, \mu)$ is a solution to equation (8).

As a consequence of this proposition, the ansatz (3), (4) and the Lyapunov-Schmidt reduction described in the previous subsection, we arrive at our main Theorem.

**Theorem 1.** Let $\gamma \in (0, 1)$, $n_0 \in \mathbb{Z}$, and suppose $w(R; \varepsilon, \mu) \in H_{\gamma,n_0}$ is a solution to equation (8). Then, there exist a unique solution $U(r, \theta)$ of the steady state equation (2) and constants $C, \varepsilon_* > 0$, such that for all $\varepsilon \in (0, \varepsilon_*)$ the estimate

$$\|U(r, \theta) - U_1(r, \theta)\|_{C_B} < C\varepsilon^2,$$

with $U_1$ as in (7), holds.

**Remark 1.1.** Note that if we let $\theta = \vartheta + c^*t + \varepsilon^2(\mu^* + \mu)t$ in (7), then $U_1$ is an approximation to equation (1).

**Remark 1.2.** If the coupling radius is small compared to the lengthscale the solution/pattern, then the operator $K$ can be approximated by the Laplacian and the reduced equation (8) is the same ordinary differential equation obtained in [35] using center manifold theory. We suspect that in this case one should be able to adapt the theory presented in [13] to show the existence of a center manifold for the nonlocal system (1) and thus also obtain the same normal form in this way.

**Remark 1.3.** Our analysis shows that a family of rotating wave solutions parametrized by $\varepsilon, \mu$ bifurcates from the uniform oscillatory state. The parameter $\varepsilon$ relates to the amplitude of these solutions, whereas the parameter $\mu$ relates to their speed. The value of $\mu^*$, which appears in the proposition above, is arbitrary; its only restriction being that it is not equal to zero. This condition is more a consequence of the method we use to prove the result, i.e. showing that an operator is invertible, rather than some restriction that comes from the problem itself. In other words, we can find rotating wave solutions with speeds that are arbitrarily close to $c^*$. In the case of spiral waves, we suspect that, just like in the case of reaction diffusion equations, there is a particular speed that is selected by the system. We comment more on this last point in Sections 5 and 7.
Remark 1.4. As already pointed out, the integer \( n_0 \) is related to the number of “arms” of the rotating wave solution, and the results presented here show that solutions with any number of “arms” exists. In the case of reaction diffusion systems, it has been shown, at least formally, that multi-armed spiral waves are unstable, [18, 16, 25]. We suspect that a similar result holds for spiral waves in oscillatory media with nonlocal coupling.

1.3. Outline. The paper is organized as follows: In Section 2 we introduce a special class of weighted Sobolev spaces and summarize properties of the convolution operator \( K \). In Section 3 we use a Fourier series expansion in the angular variable to obtain a diagonal representation of the linear operator, \( L \), which will prove useful when deriving Fredholm properties for this map. The Fredholm properties of \( L \) are shown in Subsection 4.1. The rest of Section 4 is dedicated to deriving a general normal form for rotating solutions using Lyapunov-Schmidt reduction. The validity of the normal form is proved in Section 5, and in Section 6 we determine the reduced equation for a specific example. Finally, we conclude the paper with a discussion in Section 7.

2. Some Useful Weighted Sobolev Spaces

In this section we define various weighted Sobolev spaces and their main properties. These spaces will appear in later sections and are important for showing the Fredholm properties of the convolution operators considered here. We will also show that when these weighted spaces are also Hilbert spaces, they can be decomposed as a direct sum which is left invariant under the Fourier Transform. This decomposition will allow us to pick the correct projection that is necessary for carrying out the Lyapunov-Schmidt reduction of our main equation.

2.1. Kondratiev Spaces. Given \( d \in \mathbb{N}, s \in \mathbb{N} \cup \{0\}, \gamma \in \mathbb{R}, \) and \( p \in (1, \infty) \), we denote Kondratiev spaces by the symbol \( M^{s,p}_\gamma(\mathbb{R}^d) \) and define them as the space of locally summable, \( s \) times weakly differentiable functions with norm

\[
\|u\|_{M^{s,p}_\gamma}^p = \sum_{|\alpha| \leq s} \|\langle x \rangle^{\gamma+|\alpha|} D^\alpha u\|_{L^p}^p.
\]

Here \( \alpha \) is a multi-index and we use the notation \( \langle x \rangle^{\gamma+|\alpha|} = (1+|x|^2)^{(\gamma+|\alpha|)/2} \). Throughout the paper we also identify \( M^{0,p}_\gamma(\mathbb{R}^d) \) with \( L^p_\gamma(\mathbb{R}^d) \).

Notice that depending on the value of \( \gamma \), these spaces impose a degree of algebraic decay or growth on functions. In addition, the embeddings \( M^{s,p}_\gamma(\mathbb{R}^d) \subset M^{s,p}_\beta(\mathbb{R}^d) \) hold provided \( \alpha > \beta \), and if \( s > r \) we also obtain that the space \( M^{s,p}_\gamma(\mathbb{R}^d) \subset M^{r,p}_\gamma(\mathbb{R}^d) \). As is the case with regular Sobolev spaces, one can also identify the dual \( (M^{s,p}_\gamma(\mathbb{R}^d))^* \) with the space \( M^{-s,q}_\gamma(\mathbb{R}^d) \), where \( p, q \) are conjugate exponents. The notation

\[
(f, g) = \sum_{|\alpha| \leq s} \int_{\mathbb{R}^d} D^\alpha f D^\alpha g \, dx
\]

can then be used to denote the pairing between an element \( f \in M^{s,p}_\gamma(\mathbb{R}^d) \) and an element \( g \in M^{-s,q}_\gamma(\mathbb{R}^d) \). In the particular case when \( p = 2 \), Kondratiev spaces are also Hilbert spaces and have the inner product

\[
\langle f, g \rangle := \sum_{|\alpha| \leq s} \int_{\mathbb{R}^d} D^\alpha f D^\alpha g \cdot (1+|x|^2)^{(\gamma+|\alpha|)} \, dx.
\]
The following lemma is the main result of this subsection. It establishes that the above Hilbert spaces have a direct sum decomposition that will prove useful when showing the Fredholm properties of the linear part of equation (2). This decomposition holds for all dimension $\mathbb{R}^d$, but we restrict our exposition to the two dimensional case, which is relevant here. In the Lemma we use the symbol $M_{r,\gamma}^{s,2}(\mathbb{R}^2)$ to denote the subset of radially symmetric functions in $M_{r,\gamma}^{s,2}(\mathbb{R}^2)$.

**Lemma 2.1.** Given $s \in \mathbb{N} \cup \{0\}$ and $\gamma \in \mathbb{R}$, the space $M_{\gamma}^{s,2}(\mathbb{R}^2)$ can be written as a direct sum decomposition

$$M_{\gamma}^{s,2}(\mathbb{R}^2) = \oplus m_{\gamma,n}^s,$$

where $n \in \mathbb{Z}$ and

$$m_{\gamma,n}^s = \{ u \in M_{\gamma}^{s,2}(\mathbb{R}^2) \mid u(r, \theta) = \tilde{u}(r)e^{in\theta} \text{ and } \tilde{u}(r) \in M_{r,\gamma}^{s,2}(\mathbb{R}^2) \}.$$

In particular, identifying each point $(x, y) \in \mathbb{R}^2$ with the complex number $x + iy = re^{i\theta}$, the lemma shows that given any $f \in M_{\gamma}^{s,2}(\mathbb{R}^2)$ one can and write

$$f(re^{i\theta}) = \sum_{n \in \mathbb{Z}} f_n(r)e^{in\theta} \quad \text{with} \quad f_n(r) = \frac{1}{2\pi} \int_0^{2\pi} f(re^{i\theta})e^{-in\theta} \, d\theta,$$

and where $f_n(r) \in M_{r,\gamma}^{s,2}(\mathbb{R}^2)$. The proof of this result follows a similar analysis as that of Stein and Weiss [43]. We give here a sketch of the proof.

**Proof.** The goal is to show that each $f \in M_{\gamma}^{s,2}(\mathbb{R}^2)$ can be approximated by an element in $\oplus m_{\gamma,n}^s$. In particular, the representation (9) is the desired candidate function. To start, notice that a short calculation shows that $f_n(r) \in M_{r,\gamma}^{s,2}(\mathbb{R}^2)$. Next, to prove that

$$\|f - \sum_{-N}^{N} f_n(r)e^{in\theta}\|_{M_{\gamma}^{s,2}} \to 0 \quad \text{as} \quad n \to \infty,$$

we use an equivalent definition for the norm on $M_{\gamma}^{s,2}(\mathbb{R}^2)$. Namely, we consider

$$\|f\|_{M_{\gamma}^{s,2}} = \sum_{|\alpha| \leq s} \left\| \frac{\partial^{|\alpha|} f}{\partial r^{\alpha_1} \partial \theta^{\alpha_2}} \frac{1}{r^{\alpha_2}} \right\|_{L^2_{\gamma+|\alpha|}},$$

and show that

$$\left\| \frac{\partial^{|\alpha|} f}{\partial r^{\alpha_1} \partial \theta^{\alpha_2}} \frac{1}{r^{\alpha_2}} - \sum_{-N}^{N} \frac{\partial^{\alpha_1} f_n}{\partial r^{\alpha_1}} \frac{(in)^{\alpha_2}}{r^{\alpha_2}} e^{in\theta} \right\|_{L^2_{\gamma+|\alpha|}}^2 \to 0 \quad \text{as} \quad N \to \infty.$$

Now, because $f \in M_{\gamma}^{s,2}(\mathbb{R}^2)$, the integral

$$\int_{\mathbb{R}^2} \left| \frac{\partial^{|\alpha|} f}{\partial r^{\alpha_1} \partial \theta^{\alpha_2}} \frac{1}{r^{\alpha_2}} \right|^2 \langle r \rangle^{2(\gamma+|\alpha|)} \, dx < \infty,$$

so that by Fubini’s theorem, the function $\frac{\partial^{|\alpha|} f}{\partial r^{\alpha_1} \partial \theta^{\alpha_2}} \frac{1}{r^{\alpha_2}} \langle r \rangle^{(\gamma+|\alpha|)}$ defines a square integrable function in the variable $\theta$, and has a Fourier series expansion that converges in the $L^2$ norm for a.e. $r$.\]
Moreover, one can use integration by parts to show that the coefficients of this Fourier series are given by $\frac{\partial^{\alpha_1} f_n}{\partial r^{\alpha_1}} (\frac{\imath n}{r^2})^{(\gamma+|\alpha|)}$. Using Parseval’s theorem, one then obtains that

$$
g_N = \sum_{-N}^{N} \left| \frac{\partial^{\alpha_1} f_n}{\partial r^{\alpha_1}} (\frac{\imath n}{r^2}) \right|^2 \langle r \rangle^{2(\gamma+|\alpha|)} \rightarrow \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{\partial^{\alpha_1} f}{\partial r^{\alpha_1}} \right|^2 \langle r \rangle^{2(\gamma+|\alpha|)} d\theta \quad \text{a.e. } r
$$

which allows us to use the Dominated convergence theorem to conclude that

$$
\lim_{N \to \infty} \int_0^{\infty} \sum_{-N}^{N} \left| \frac{\partial^{\alpha_1} f_n}{\partial r^{\alpha_1}} (\frac{\imath n}{r^2}) \right|^2 \langle r \rangle^{2(\gamma+|\alpha|)} r \, dr = \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{\partial^{\alpha_1} f}{\partial r^{\alpha_1}} \right|^2 \langle r \rangle^{2(\gamma+|\alpha|)} r \, dr.
$$

Next, we have that

$$
\int_{\mathbb{R}^2} \left| \frac{\partial^{\alpha_1} f}{\partial r^{\alpha_1}} \right|^2 \frac{1}{r^\alpha} - \sum_{-N}^{N} \left| \frac{\partial^{\alpha_1} f_n}{\partial r^{\alpha_1}} (\frac{\imath n}{r^2}) \right|^2 \langle x \rangle^{2(\gamma+|\alpha|)} \, dx =

\int_0^{\infty} \left[ \int_0^{2\pi} \left| \frac{\partial^{\alpha_1} f}{\partial r^{\alpha_1}} \right|^2 \frac{1}{r^\alpha} - \left\{ \left\langle x \right\rangle^{2(\gamma+|\alpha|)} d\theta - g_N \right\} r \right] \, dr
$$

which is obtained by expanding the integrand in the left hand side, and integrating with respect to $\theta$. The result now follows by combining these last two equalities.

\[\square\]

The next lemma makes explicit the relation between the parameter $\gamma$ and the decay rate of elements in the space $M^{2,2}_\gamma(\mathbb{R}^d)$. In particular, it shows that given any function $f \in M^{2,2}_\gamma(\mathbb{R}^d)$, then $f$ decays algebraically for values of $\gamma > -1$ and grows algebraically for values of $\gamma < -1$. This result will prove useful in Section 4.

**Lemma 2.2.** Suppose $f \in M^{2,2}_\gamma(\mathbb{R}^d)$ then $|f(x)| \leq C \|f\|_{M^{2,2}_\gamma} |x|^{-(\gamma+d/2)}$, with $C$ a generic constant.

A proof of this lemma can be found in the Appendix.

2.2. **Weighted Sobolev Spaces:** Throughout the paper we will also use the notation $W^{s,p}_\gamma(\mathbb{R}^d)$ to denote the space of locally summable functions with norm

$$
\|u\|_{W^{s,p}_\gamma} = \sum_{|\alpha| \leq s} \|\langle x \rangle^{\gamma} D^\alpha u\|_{L^p}^{p},
$$

where $\alpha$ is again a multi-index. When $p = 2$ we simplify notation and let $H^s_\gamma(\mathbb{R}^d) = W^{s,2}_\gamma(\mathbb{R}^d)$.

Notice that in contrast to Kondratiev spaces, functions in the space $W^{s,p}_\gamma(\mathbb{R}^d)$ do not necessarily gain localization with each derivative. The following lemma shows that the spaces $H^s_\gamma(\mathbb{R}^d)$ can also be decomposed as a direct sum. As before, we use the notation $H^s_{\gamma}(\mathbb{R}^2)$ to denote those functions in $H^s_\gamma(\mathbb{R}^2)$ that are radially symmetric.

**Lemma 2.3.** Given $s \in \mathbb{N} \cup \{0\}$ and $\gamma \in \mathbb{R}$, the space $H^s_{\gamma}(\mathbb{R}^2)$ can be written as a direct sum decomposition

$$
H^s_{\gamma}(\mathbb{R}^2) = \oplus h^s_{\gamma,n}
$$

where $n \in \mathbb{Z}$ and

$$
h^s_{\gamma,n} = \{u \in H^s_{\gamma}(\mathbb{R}^2) \mid u(r, \theta) = \bar{u}(r) e^{im\theta} \quad \text{and} \quad \bar{u}(r) \in H^s_{\gamma}(\mathbb{R}^2)\}.$$
Since the proof of this result follows a similar argument as that of Lemma 2.1, we omit the details.

Remark 2.4. Notice that the space $h^{s}_{\gamma,n}$ comes equipped with the norm

$$\|u(r, \theta)\|_{h^{s}_{\gamma,n}} = \sum_{|\alpha| \leq s} \left\| \frac{\partial^{\alpha_1} \tilde{u}(r)}{\partial r^{\alpha_1}} \frac{1}{r^{\alpha_2}} \right\|_{L^2_{\gamma}}.$$  

This definition comes from viewing $u(r, \theta) = u(r)e^{in\theta} \in h^{s}_{n,\gamma}$ as an element in $H^{s}_{\gamma}(\mathbb{R}^2)$, and writing the norm of this space using polar coordinates

$$\|u\|_{H^{s}_{\gamma}} = \sum_{|\alpha| \leq s} \left\| \frac{\partial^{\alpha_1} u}{\partial r^{\alpha_1}\partial \theta^{\alpha_2}} \frac{1}{r^{\alpha_2}} \right\|_{L^2_{\gamma}}.$$  

Notice as well that Lemma 2.3 then allow us to define an equivalent norm in $H^{s}_{\gamma}(\mathbb{R}^2)$, namely

$$\|u\|_{H^{s}_{\gamma}}^2 = \sum_{n} \|u\|_{H^{s}_{\gamma,n}}^2 (1 + n^s)^2.$$  

We will use this definition in Subsection 3.3 to proof the invertibility for some convolution operators.

2.3. Fourier Transform. Here we recall some results from [43] regarding the direct sum decomposition of $L^2(\mathbb{R}^2)$ presented above, i.e. $L^2(\mathbb{R}^2) = \oplus h_0^{0,n}$. In particular, the next lemma shows that the spaces $h_0^{0,n}$ are invariant under the Fourier Transform, $F$. To simplify notation, from now on we let $h_n = h_0^{0,n}$. We also use the notation $L^2_r(\mathbb{R}^2)$ to describe the set of radially symmetric functions in $L^2(\mathbb{R}^2)$.

Lemma 2.5. The Fourier Transform maps the spaces

$$h_n = \{ f \in L^2(\mathbb{R}^2) \mid f(z) = g(r)e^{in\theta}, g \in L^2_r(\mathbb{R}^2) \}$$

back to themselves. In particular, given $f(z) = f(re^{i\theta}) = g(r)e^{in\theta} \in h_n$, then the Fourier transform of these functions can be written as

$$\mathcal{F}[f(z)] = \mathcal{P}_n[g](\rho)e^{in\phi} = \hat{g}(\rho)e^{in\phi},$$

where

$$\mathcal{P}_n[g](\rho) = (-i)^n \int_{0}^{\infty} g(r)J_n(r\rho)r \, dr,$$

and $J_n(z)$ is the $n$-th order Bessel function of the first kind. Moreover,

$$\mathcal{F}^{-1}[\hat{f}(w)] = \mathcal{P}_n^{-1}[\hat{g}](r)e^{in\theta} = g(r)e^{in\theta},$$

with

$$\mathcal{P}_n^{-1}[\hat{g}](r) = i^n \int_{0}^{\infty} \hat{g}(\rho)J_n(r\rho)\rho \, d\rho.$$  

The results of this lemma follow from the fact that the Fourier transform commutes with orthogonal transformations. A detailed proof can be found in [43], but we also provide a summary in the Appendix.
3. The Convolution Operator

In this section we recall the assumptions made on the convolution kernels, \( K \), and summarize some of their properties.

**Hypothesis 3.1.** The convolution kernel \( K \) has a radially symmetric Fourier symbol \( \hat{K}(\xi) = \hat{K}(|\xi|) \).
As a function of \( \rho = |\xi| \), the symbol \( K(\rho) \) can be extended to a uniformly bounded and analytic function on a strip \( \Omega = \mathbb{R} \times (-\xi_0, \xi_0) \subset \mathbb{C} \), for some constant \( \xi_0 > 0 \).

**Hypothesis 3.2.** The symbol \( \hat{K}(\rho) \) is symmetric and has a simple zero, which we assume is located at the origin \( \rho = 0 \). This zero is of order \( \ell = 2 \) and thus \( \hat{K}(\rho) \) has the following Taylor expansion near the origin:
\[
\hat{K}(\rho) \approx -\alpha \rho^2 + O(\rho^4) \quad \alpha > 0.
\]

The first result of this section is Theorem 2, which was proved in \[22, 21\] and shows that these convolution operators are Fredholm when viewed as operators between Kondratiev spaces. Then, in Subsection 3.2 we prove that the convolution with a radially symmetric function maps the spaces \( h_n \) back to themselves, (see Lemma 3.6). This last result then implies that the operator \( K \) is a diagonal operator when we view its domain as a subset of \( L^2_\gamma(\mathbb{R}^2) = \oplus h_n \).

### 3.1. Fredholm properties.

To understand the need for Kondratiev spaces in establishing the Fredholm properties of \( K \), consider first the pseudodifferential operator \((\text{Id} - \Delta)^{-1}\Delta\) as a map from its domain \( D \subset L^2(\mathbb{R}^2) \) back to \( L^2(\mathbb{R}^2) \). This operator is the composition of the invertible map \((\text{Id} - \Delta)^{-1}\), and the Laplacian. It has a zero eigenvalue embedded in its essential spectrum, and as a result one can use one of the corresponding eigenfunctions to construct Weyl sequences. These sequences then show that the map does not have closed range and therefore it is not a Fredholm operator.

To see this more clearly, consider for example just the Laplace operator, \( \Delta : H^2(\mathbb{R}^2) \rightarrow L^2(\mathbb{R}^2) \). Its kernel is spanned by harmonic polynomials, and although none of these functions are in \( H^2(\mathbb{R}^2) \), one can use them to construct the following sequence: take \( u_n = \chi(|x|/n)p(x,y) \), where \( p(x,y) \) represents a harmonic polynomial and \( \chi(|x|) \) is a smooth radial function equal to one when \( |x| < 1 \), and equal to zero when \( |x| > 2 \). Notice that this sequence does not converge in \( H^2(\mathbb{R}^2) \). However \( \|\Delta u_n\|_{L^2} \rightarrow 0 \) as \( n \rightarrow \infty \), showing that the operator does not have a closed range.

On the other hand, if we consider \( \Delta : M^{2,2}_{\gamma-2}(\mathbb{R}^2) \rightarrow L^2_\gamma(\mathbb{R}^2) \) and set \( \gamma \) to be a large positive number, the above sequence would not be a Weyl sequence. Indeed, the algebraic decay imposed by the weight means that \( \|\Delta u\|_{L^2_\gamma} \not\rightarrow 0 \). In contrast, if we impose algebraic growth by picking \( \gamma < 1 \), the above sequence would now converge to an element in the domain \( M^{2,2}_{\gamma-2}(\mathbb{R}^2) \).

This heuristic argument justifies the results of this next theorem.

**Theorem 2.** Let \( \gamma \in \mathbb{R} \) and suppose the convolution operator \( K : M^{2,2}_{\gamma-2}(\mathbb{R}^2) \rightarrow H^2_\gamma(\mathbb{R}^2) \) satisfies Hypothesis 3.1 and Hypothesis 3.2. Then,

- if \( 1 + m < \gamma < 2 + m \) with \( m \in \mathbb{N} \), the operator is Fredholm, injective, and has cokernel \( \cup_{j=0}^m \mathcal{H}_j \)
- if \( -m < \gamma < 1 - m \) with \( m \in \mathbb{N} \), the operator is Fredholm, surjective, and has kernel \( \cup_{j=0}^m \mathcal{H}_j \)
where $H_j$ denotes the set of harmonic polynomials of degree $j$. On the other hand, if $\gamma = m$ for some $m \in \mathbb{N}$, then the convolution operator does not have closed range.

The above result follow from Lemmas [3.3], Lemma [3.4] and Proposition [3.5] which show that these convolution operators can be written as the composition of an invertible operator and a Fredholm operator. The proof of these results can be found in [21] for the 1-d case, and in [22] for the present 2-d case.

Lemma 3.3. The Fourier symbol $\hat{K}$ satisfying Hypotheses [3.1] and [3.2] admits the following decomposition

$$\hat{K}(\xi) = M_L(\xi)L_{NF}(\xi) = L_{NF}(\xi)M_R(\xi), \quad \xi \in \mathbb{C}^2$$

where $L_{NF}(\xi) = -|\xi|^2/(1 + |\xi|^2)$. Moreover, the symbols $M_L(\xi), M_R(\xi)$ together with their inverses are analytic and uniformly bounded functions of $\rho = |\xi|$, for $\rho \in \Omega \subset \mathbb{C}$ (see Hypothesis [3.1] for the definition of $\Omega$).

Notice that because the Fourier symbols $M_L(\xi), M_R(\xi)$, their inverses, and all their derivatives are analytic and uniformly bounded, it follows from Plancherel’s Theorem that the corresponding operators $\mathcal{M}_{L/R}: H^s_\gamma(\mathbb{R}^2) \rightarrow H^s_\gamma(\mathbb{R}^2)$, with $s \in \mathbb{N} \cup \{0\}$ and defined by

$$H^s_\gamma(\mathbb{R}^2) \rightarrow H^s_{\gamma/2}(\mathbb{R}^2),$$

$$u \mapsto \mathcal{F}^{-1}(M_{L/R}u),$$

are isomorphisms if $\gamma \in \mathbb{Z}_+$. This result can then be extended to values $\gamma \in \mathbb{Z}_-$ using duality, and to general $\gamma \in \mathbb{R}$ via interpolation, giving us the following lemma.

Lemma 3.4. Given $s \in \mathbb{N} \cup \{0\}$, the operator $\mathcal{M}_{L/R}: H^s_\gamma(\mathbb{R}^2) \rightarrow H^s_{\gamma/2}(\mathbb{R}^2)$, with Fourier symbol $M_{L/R}(\xi)$ is an isomorphism for all $\gamma \in \mathbb{R}$.

The two lemmas above show us that the convolution operators considered here are the composition of an invertible operator, $\mathcal{M}_{L/R}$, and the pseudodifferential operator $(\text{Id} - \Delta)^{-1}\Delta$. Therefore, the operators $K$ and $(\text{Id} - \Delta)^{-1}\Delta$ share the same Fredholm properties.

Now, to establish the Fredholm properties of the pseudodifferential operator

$$(\text{Id} - \Delta)^{-1}\Delta : M^{2,p}_{\gamma/2}(\mathbb{R}^2) \rightarrow W^{2,p}_{\gamma/2}(\mathbb{R}^2).$$

one first notices that $(\text{Id} - \Delta) : W^{s,p}_{\gamma/2}(\mathbb{R}^2) \rightarrow W^{s-2,p}_{\gamma/2}(\mathbb{R}^2)$ can be written as a compact perturbation of $(\text{Id} - \Delta) : W^{s,p}(\mathbb{R}^2) \rightarrow W^{s-2,p}(\mathbb{R}^2)$, and is therefore invertible, see also [21, 22]. Then, in reference [28] it is shown that the the Laplacian $\Delta : M^{2,p}_{\gamma/2}(\mathbb{R}^2) \rightarrow L^p_{\gamma/2}(\mathbb{R}^2)$, is Fredholm. Combining these two results then leads to the next proposition.

Proposition 3.5. Let $p$ and $q$ be conjugate exponents, let $\gamma \in \mathbb{R}$, and consider the operator

$$(\text{Id} - \Delta)^{-1}\Delta : M^{2,p}_{\gamma/2}(\mathbb{R}^2) \rightarrow W^{2,p}_{\gamma/2}(\mathbb{R}^2),$$

then

- if $2/q + m < \gamma < 2/q + m + 1$ with $m \in N$, the operator is Fredholm, injective, and has cokernel

$$\cup_{j=0}^{m} H_j$$
• if \( 2 - 2/p - m - 1 < \gamma < 2 - 2/p - m \) with \( m \in \mathbb{N} \), the operator is Fredholm, surjective, and has kernel
\[
\bigcup_{j=0}^{m} \mathcal{H}_j
\]
where \( \mathcal{H}_j \) denotes the set of harmonic polynomials of degree \( j \). On the other hand, if \( \gamma = m \) for some \( m \in \mathbb{N} \), then \( \Delta \) does not have closed range.

The results of Theorem 2 then immediately follow.

3.2. Diagonalization. In this subsection we prove that the convolution operators considered here map the spaces \( h_n \) back to \( h_n \). More precisely, given \( u(z) = u_n(r)e^{in\theta} \in S \cap h_n \), where \( S \) denotes the Schwartz space of rapidly decaying functions, we have that
\[
K \ast u = f(r)e^{in\theta} \quad \text{with} \quad f(r) = K_n \tilde{*} u_n.
\]
In particular, \( K_n \) is an appropriate radial function and the symbol \( \tilde{*} \) denotes a convolution type of operator. In other words, a Fourier series expansion in the angular variable, denoted here by \( \mathcal{FS} \), diagonalizes the operator:
\[
\mathcal{FS}[K \ast u] = \sum_n (K_n \tilde{*} u_n)e^{in\theta}.
\]
In the next Subsection we will use this result to infer Fredholm properties for the restriction of the convolution operator \( K \) to the subspace \( h_n \). This will then allow us to pick a critical mode \( n_0 \) and the corresponding subspace where the normal form can be constructed.

**Lemma 3.6.** Let \( K \) be a radially symmetric function. Then, the convolution with this kernel leaves the subspaces \( S \cap h_n = \{ u \in L^2(\mathbb{R}^2) \cap S \mid u(re^{i\theta}) = \bar{u}(r)e^{i\theta} \} \) invariant.

**Proof.** First, notice that since \( u \in S \) the expression \( K \ast u \) is well defined. Second, in Lemma 2.5 we proved that the Fourier transform leaves the spaces \( h_n \) invariant. As a result the following diagram, where \( \mathcal{F} \) represents the Fourier Transform and \( \mathcal{FS} \) represents the Fourier series expansion on the angular variable, commutes.

\[
\begin{array}{ccc}
L^2(\mathbb{R}^2) & \xrightarrow{\mathcal{F}} & L^2(\mathbb{R}^2) \\
\mathcal{FS} & \downarrow & \mathcal{FS} \\
\oplus h_n & \xrightarrow{\mathcal{F}} & \oplus h_n
\end{array}
\]

The result now follows from our assumption that the kernel \( K \) is a radial function and therefore it has a radially symmetric Fourier symbol. Indeed, we can see that
\[
\mathcal{FS} \left[ \mathcal{F}[K \ast u] \right] = \mathcal{FS} \left[ \hat{K}(|\xi|)\hat{u}(\xi) \right] = \sum_n \left[ \hat{K}(|\xi|)\hat{u}(\xi) \right] e^{in\phi} = \sum_n \hat{K}(\rho)\hat{u}_n(\rho)e^{in\phi}
\]
where \( \xi = \rho e^{i\phi} \) and
\[
\hat{u}_n(\rho) = \frac{1}{2\pi} \int_0^{2\pi} \hat{u}(\xi)e^{-in\phi} d\phi.
\]
The diagram then implies that,
\[
\mathcal{F}^{-1}\left( \sum_n \hat{K}(\rho)\hat{u}_n(\rho)e^{in\phi} \right) = \sum_n \mathcal{P}_n^{-1}[\hat{K}(\rho)\hat{u}_n(\rho)]e^{in\theta},
\]
where \( \mathcal{P}_n^{-1} \) is defined in Lemma 2.5. In other words,
\[
\mathcal{F} \mathcal{S}[K \ast u] = \sum_n (K_n \ast u_n)(r)e^{in\theta},
\]
with
\[
(K_n \ast u_n)(r) = \mathcal{P}_n^{-1}[\hat{K}(\rho)\hat{u}_n(\rho)].
\]

3.3. Fredholm Properties Revisited. In this subsection we summarize the Fredholm properties of the convolution operators \( K \) and \( K + icn \) when considered as operators on the subspaces \( m_{\gamma,n}^2 \) and \( h_{\gamma,n}^s \), respectively.

**Lemma 3.7.** Let \( \gamma \in \mathbb{R}, n \in \mathbb{Z} \), and consider the convolution kernel \( K \) satisfying Hypothesis 3.1 and 3.2 restricted to the subspace
\[
m_{\gamma-2,n}^2 = \{ u \in M_{\gamma}^{2,2}(\mathbb{R}^2) \mid u(r,\theta) = \bar{u}(r)e^{in\theta}, \quad \bar{u}(r) \in M_{r,\gamma}^{2,2}(\mathbb{R}^2) \}.
\]

Then,
\[
K : m_{\gamma-2,n}^2 \longrightarrow h_{\gamma,n}^2
\]
is a Fredholm operator and
- for \( 1 - |n| < \gamma < |n| + 1 \), the map is invertible;
- for \( \gamma > |n| + 1 \) the map is injective with cokernel spanned by \( r^n e^{in\theta} \);
- for \( \gamma < 1 - |n| \) the map is surjective with kernel spanned by \( r^n e^{in\theta} \).

On the other hand, the operator is not Fredholm for integer values of \( \gamma \).

**Proof.** First recall the results from Theorem 2 which show that the operator
\[
K : M_{\gamma-2}^{2,2}(\mathbb{R}^2) \longrightarrow H_{\gamma}^2(\mathbb{R}^2)
\]
is Fredholm for non integer values of \( \gamma \). Because the Fourier symbol for the convolution kernel \( K \) is a radial function, Lemma 3.6 together with Theorem 2 then show that the restriction operator
\[
K : m_{\gamma-2,n}^2 \longrightarrow h_{\gamma,n}^2
\]
is not only well defined, but also Fredholm.

Finally, to obtain the description of the kernel and cokernel given in this Lemma, one can complexify \( \mathbb{R}^2 \), i.e. let \( z = x + iy \). Then the harmonic polynomials, which are the elements in the kernel and cokernel of \( K \), are given by the real and imaginary parts of \( (x + iy)^n = z^n = r^n e^{in\theta} \). □

In the next section we will use the following Lemma which establishes the invertibility of the convolution operators \( K + icn \), restricted to the subspace
\[
h_{\gamma,n}^s = \{ u \in H_{\gamma}^s(\mathbb{R}^2) \mid u(r,\theta) = \bar{u}(r)e^{in\theta}, \quad \bar{u}(r) \in H_{r,\gamma}^s(\mathbb{R}^2) \}.
\]
Lemma 3.8. Let $s \in \mathbb{N} \cup \{0\}$, $\gamma \in \mathbb{R}$, $c \in \mathbb{R} \setminus \{0\}$ and consider the convolution kernel $K$ satisfying Hypothesis 3.1 and 3.2. Then, for all $n \in \mathbb{Z}$, the operator $L_n : h_{\gamma,n}^s \to h_{\gamma,n}^s$ defined by

$$L_n \, u(r)e^{in\theta} = K * u(r)e^{in\theta} + icn \, u(r)e^{in\theta}$$

is invertible. Moreover,

$$\|L_n u\|_{h_{\gamma,n}^s} \leq nC(\gamma)\|u\|_{h_{\gamma,n}^s} \quad \text{and} \quad \|L_n^{-1} f\|_{h_{\gamma,n}^s} \leq \frac{\bar{C}(\gamma)}{n} \|f\|_{h_{\gamma,n}^s},$$

where $C(\gamma)$ and $\bar{C}(\gamma)$ are positive constants.

Proof. First consider the case of $\gamma \in \mathbb{N} \cup \{0\}$. Because the kernel is a radial function, Lemma 3.6 shows that the operator $K$ maps $h_{n,\gamma}^s \subset h_n$ to the space $h_n$. At the same time, using Remark 2.4 and Plancherel’s theorem, given $u = \bar{u}(r)e^{in\theta} \in h_{n,\gamma}^s$ with Fourier transform $\hat{u} = \bar{u}_n(\rho)e^{in\phi} \in h_{n,s}$, we have that for some generic constant $C > 0$,

$$C(1 + n^s)\|\bar{u}\|_{h_{n,\gamma}^s} = \|u\|_{H_n^s} = \|\hat{u}\|_{H_n^s} = C(1 + n^s)\|\bar{u}_n\|_{h_{n,s}}.$$  

The results of the lemma then follow, if we show that the symbol $\hat{K}(\rho) + icn$, its inverse, and all their derivatives are uniformly bounded as functions of $\rho \in \mathbb{R}$.

From Hypothesis 3.1 we know that as a function of $\rho = |\xi|$, the symbol $\hat{K}(\xi) = \hat{K}(|\xi|)$ is analytic on a strip $\Omega \subset \mathbb{C}$, so that there exists a subdomain $\tilde{\Omega} \subset \Omega \subset \mathbb{C}$ where $\hat{L}_n = \hat{K}(\rho) + icn$ is also analytic. Lemma 3.3 then shows that this same symbol satisfies

$$\hat{K}(\rho) = \frac{-M(\rho)\rho^2}{1 + \rho^2},$$

where $M(\rho)$ is an analytic function that, together with its inverse and all its derivatives, is uniformly bounded on $\Omega \subset \mathbb{C}$. Therefore, if we restrict $\rho \in \mathbb{R}$, then

$$|\hat{L}_n(\rho)|^2 \leq \sup_{\rho \in \mathbb{R}} \left( \frac{-M(\rho)\rho^2}{1 + \rho^2} \right)^2 + (cn)^2 < C + (cn)^2$$

and

$$|\hat{L}_n(\rho)|^2 \geq \inf_{\rho \in \mathbb{R}} \left( \frac{-M(\rho)\rho^2}{1 + \rho^2} \right)^2 + (cn)^2 > (cn)^2$$

for some constant $C$. As a result, we also find that $|\hat{L}_n^{-1}(\rho)| < 1/|cn|$.

Straightforward calculations also show that all derivatives $D^\alpha \hat{L}_n(\rho)$ and $D^\alpha \hat{L}_n^{-1}(\rho)$, with $\alpha$ satisfying $\alpha \leq \gamma$, are uniformly bounded. In particular,

$$|D^\alpha \hat{L}_n(\rho)| < C(\gamma) \quad \text{and} \quad |D^\alpha \hat{L}_n^{-1}(\rho)| < C(\gamma)/|cn|^{\alpha + 1},$$

where again $C(\gamma)$ represents a generic constant that depends on $\gamma$.

This proves the results of this lemma for the case of positive integer values of $\gamma$. One can then extend the results to non-integer values of $\gamma$ by interpolation, and to negative values of $\gamma$ by duality.

Armed with the results from Lemma 3.7 and Lemma 3.8 we are now ready to derive our normal form.
4. Normal Form

In this section we derive a normal form for showing the existence of rotating wave solutions, 
\[ U(r, \theta) = U(r, \theta + ct) \], to oscillatory systems with nonlocal coupling. These solutions satisfy the steady state equation,

\[ 0 = K * U - c \partial_\theta U + F(U; \lambda) \quad U \in \mathbb{R}^2, \quad x \in \mathbb{R}^2. \]

with a the reaction term \( F(U; \lambda) \) that satisfies the following assumptions.

1. \( F \) depends only on the variable \( U \) and not its derivatives.
2. \( F(0, \lambda) = 0 \) for all \( \lambda \in \mathbb{R} \), and
3. \( D_U F(0, 0) = A_0 \) has a pair of complex eigenvalues \( \nu = \pm i \omega \).

Our work in this section is split as follows. We first establish the notation we will be using throughout this section. Then, in Subsection 4.1 we look at the above equation and its linearization about the trivial state, \( U = 0 \). We show that there exists an appropriate space \( X \) and a projection \( P: X \rightarrow X_\parallel \) which diagonalizes this operator, splitting it into an invertible and a bounded map. In Subsection 4.2 we expand on the ideas presented in the introduction and start the multiple-scale analysis. In this subsection we also use the projection \( P \) to carry out the Lyapunov-Schmidt reduction and split the steady state equation into a reduced equation and a complementary subsystem. In Subsection 4.3 we show that the nonlinear terms are well defined in the chosen space, \( X \), and prove the existence of solutions to the complementary system using the implicit function theorem. Finally, in Subsection 4.4 we use the reduced equation together with the projection \( P \) to derive our normal form.

**Notation:** As mentioned in the introduction, because the system is close to a Hopf bifurcation and the parameter \( \lambda \) is close to its critical value of zero, we may assume that our solutions exhibit multiple-scales. In other words, letting \( \varepsilon \) denote a small parameter, we may establish fast and slow variables, which we denote by \( r, t \) and \( R = \varepsilon r, T = \varepsilon^2 t \), respectively. In addition, because we are interested in rotating waves, the different time scales can be written directly into the solution, leading to the preliminary ansatz

\[ U(r, \theta) = U(r, \theta + ct) = U(r, \theta + c^* t + \varepsilon^2 \mu t), \]

where we let \( c = c^* + \varepsilon^2 \mu \). The value of \( \mu \) is left as a free parameter and the value of \( c^* \) is chosen so that given any \( 0 \neq n_0 \in \mathbb{Z} \) we have that \( i c^* n_0 = i \omega \), the eigenvalue of the matrix \( A_0 = D_U F(0; 0) \).

In this section we also split the reaction term, \( F(U; \lambda) \), into its linear, \( A \), and nonlinear part, \( \tilde{F}(U; \lambda) \). Our assumptions on \( F \) imply that the map \( A \) depends on the parameter \( \lambda \). When this parameter is near its critical value of \( \lambda = 0 \), we may expand \( A \) and its eigenvalues \( \nu \) as follows,

\[ A = A_0 + \lambda A_1(\lambda), \]

\[ \nu = \nu_0 + \lambda \nu_1(\lambda) \in \mathbb{C}, \]

with \( \nu_0 = \pm i \omega \). Here we also let \( W_1, W_1^* \), denote the right and left eigenvectors of the matrix \( A \) corresponding to the eigenvalue \( \nu = i \omega + O(\lambda) \), and we choose them so that their inner product satisfies \( \langle W_1^*, W_1 \rangle = 1 \). This also leads to the relation

\[ A_1 W_1 = \lambda \nu_1(\lambda) W_1. \]
With the above notation, we may rewrite the steady state equation as follows
\[ 0 = \left( K * U + A_0 U - c^\ast \partial_g U + \left[ -\varepsilon^2 \mu \partial_g U + \lambda A_1(\lambda) U + \tilde{F}(U;\lambda) \right] \right) , \quad N(U_0,\lambda,\mu) \]  \hspace{1cm} (10)

In the next subsection we concentrate on the operator \( L \).

4.1. The Linear Operator. Our goal in this subsection is to determine a base space \( X \) and a splitting, \( X_\| \oplus X_\perp \) such that, given \( U = U_\| + U_\perp \in X \), the operator \( L \) can be written as
\[ LU = \begin{bmatrix} L_\| & 0 \\ 0 & L_\perp \end{bmatrix} \begin{bmatrix} U_\| \\ U_\perp \end{bmatrix} \]
with \( L_\perp : D_\perp \subset X_\perp \rightarrow Y_\perp \) an invertible operator and \( L_\| : D_\| \subset X_\| \rightarrow Y_\| \) a bounded operator.

To motivate our choice of \( X \), we recall again that the convolution operator \( K \) leaves the spaces \( h_n \) invariant. We therefore start by looking at the restriction of the linear operator to these subspaces. That is, we consider
\[ LU_n e^{i n \theta} = (K * A_0 - ic^\ast n \sigma) U_n e^{i n \theta} . \]
Notice that if \( n_0 \) satisfies \( c^\ast n_0 = \omega \), then the matrix \( B_{n_0} = (A_0 - ic^\ast n_0 \sigma) \) has a nontrivial kernel. A short computation also shows that for all other integers, \( n \), the matrices \( B_n = (A_0 - ic^\ast n \sigma) \), have nonzero eigenvalues, \( \nu_{1,2} = -i (c^\ast n \pm \omega) \), which thanks to Lemma \[3.8\] implies that the operators
\[ K * + B_n : h_{n,\gamma}^* \times h_{n,\gamma}^\ast \rightarrow h_{n,\gamma}^* \times h_{n,\gamma}^\ast \]
are invertible. This suggest that we consider the following splitting
\[ U = \underbrace{W_{n,0,1}w_1(r) e^{i n_0 \theta}}_{U_\|} + \underbrace{W_{n,0,2}w_2(r) e^{i n_0 \theta}}_{U_\perp} + \sum_{n \neq \pm n_0} U_n(r) e^{i n \theta} . \]
where \( W_{n,0,1}, W_{n,0,2} \) are the right eigenvectors of \( B_{n_0} \) corresponding to eigenvalues \( \nu = 0 \) and \( \nu = -2i \omega \), respectively. Notice that \( W_{n,0,1} \) is the same as \( W_1 \), the eigenvector associated with the matrix \( A_0 \).

With this information we can define the projection \( P : X \rightarrow X_\| \) given by
\[ PU = \frac{1}{2\pi} \int_0^{2\pi} \langle W_{1,n_0}^*, U \rangle W_{1,n_0} e^{-i n_0 \theta} d\theta + \frac{1}{2\pi} \int_0^{2\pi} \langle W_{1,n_0}^*, U \rangle W_{1,n_0} e^{i n_0 \theta} d\theta , \quad (12) \]
where \( W_{1,n_0}^*, W_{1,n_0}^* \) are the normalized left eigenvectors associated with the zero eigenvalue of the matrices \( B_{n_0} \) and \( B_{-n_0} \). Similarly we have the complementary projection \( (I - P) : X \rightarrow X_\perp \).

Now that we have a vector decomposition for \( U \in \mathbb{R}^2 \), we need to choose a Banach space, \( X = X_\| \oplus X_\perp \), for these functions. Notice that we could let \( X_\| = m_{2,-n_0}^2 \times m_{-2,-n_0}^2 \), where each component is in the direction of \( W_{1,n_0} \) and \( W_{1,n_0} \), respectively, and take \( X_\perp \subset \oplus h_{\gamma,n}^* \times h_{\gamma,n} \). These choices would then allow us to show that, for an appropriate domain \( D \), the linear operator \( L : D \subset X \rightarrow \oplus h_{\gamma,n}^* \times h_{\gamma,n} \) is Fredholm. Roughly speaking, this holds thanks to Lemma \[3.8\] which implies that the operator \( L : D \subset X_\| \rightarrow X_\perp \) is invertible, and thanks to Lemma \[3.7\] which proves that \( L : X_\| \rightarrow h_{\gamma,n}^* \times h_{\gamma,n} \), is Fredholm. We point out that this result is independent
of the value of $\gamma$ and $\sigma$, so that the domain $D$ can be composed of either algebraically decaying
or algebraically growing solutions, and still the operator $L$ would be Fredholm. However, in order
to guarantee that the nonlinearity is well defined in the space $\oplus h_{2,n}^2 \times \oplus h_{2,n}^2$, one then needs to impose
algebraic decay on the elements of $D$ (i.e. pick $\gamma > -1, \sigma - 2 > -1$). As a result, solutions
that are uniformly bounded would be excluded from this domain. In particular rotating spiral waves
with non-vanishing amplitudes would not be part of $D$. To get around this, in what follows we define
spaces that allow us to decompose our solutions into a uniformly bounded part and an algebraically
decaying part.

**The Space $X_\perp$:** We first define the space $H$ as the external direct sum of an algebraically
weighted Sobolev space and the space of twice differentiable periodic functions in the angular vari-
able, $H = H_2^2(\mathbb{R}^2) \oplus H^2([0,2\pi))$. Notice that thanks to Plancherel’s theorem and Remark 2.4 the
following expression defines a norm in this space,

$$\|U\|^2_H = \sum (1 + n^2)^2 \left( \|u_n\|_{h_{2,n}^2}^2 + |a_n|^2 \right).$$

Therefore, using the notation

$$\mathcal{D}_{\gamma,n} = \{ u = \bar{u} + u_0 \mid \bar{u} \in h_{2,n}^2, \ u_0 = ae^{in\theta}, \ a \in \mathbb{C} \},$$

$$\mathcal{D}_{\gamma,n} = h_{2,n}^2 \oplus \text{span}\{e^{in\theta}\}.$$

we may also view $H \subset \oplus \mathcal{D}_{\gamma,n}$. Here we also let

$$\mathcal{H}_{n_0} = \{ u = \bar{u} + u_0 \mid \bar{u} \oplus n \neq n_0 \ h_{2,n}^2, \ u_0 \in H^2([0,2\pi)) \},$$

which is a closed subspace of $H$, and therefore inherits the same norm, $\| \cdot \|_H$.

With the above notation we can then define the space $X_\perp$ as

$$X_\perp = \text{span}\{ W_{n_0,2u_{n_0}}, \bar{W}_{n_0,2u_{-n_0}} \} \oplus (\mathcal{H}_{n_0}, \mathcal{H}_{n_0}), \quad (13)$$

where the vector $W_{n_0,2}$ is given as in (11) and the functions $u_{\pm n_0}$ are in $\mathcal{D}_{\gamma,n_0}$.

As for the domain of $L_\perp$, for $i \in \{1,2\}$ we first let $D_i \subset H$ be the space of smooth functions
closed under the norm

$$\|U_i\|^2_{D_i} = \sum (1 + n^3)^2 \left( \|u_n\|_{h_{2,n}^2}^2 + |a_n|^2 \right).$$

The domain $D_\perp \subset X_\perp$ is then defined through the projection $(\text{Id} - P) : D = D_1 \times D_2 \rightarrow D_\perp$. In
this next lemma we show that the operator $L_\perp : D_\perp \rightarrow Y_\perp = X_\perp$ is invertible.

**Lemma 4.1.** Let $\gamma \in (-1,1)$ and consider the convolution operator, $K$, satisfying Hypothesis 3.1
and 3.2. Then, the operator $L_\perp : D_\perp \rightarrow X_\perp$, defined as

$$L_\perp U = K * U + A_0 U - e^{\ast} \partial_{\theta} U$$

is invertible.

**Proof.** Because the Fourier symbol $\hat{K}$ is radially symmetric, by Lemma 3.6 the operator $L_\perp$ is a
diagonal operator when we view its domain as a subspace of $H \times H \subset \oplus \mathcal{D}_{\gamma,n} \times \oplus \mathcal{D}_{\gamma,n}$. Therefore,
we can focus on how the operator acts on $\mathcal{D}_{\gamma,n} \times \mathcal{D}_{\gamma,n}$. In addition, one notices that for elements
$U_n e^{in\theta} \in (D_\perp \cap \mathcal{D}_{\gamma,n} \times \mathcal{D}_{\gamma,n})$, the operator takes the form

$$L_\perp U_n e^{in\theta} = (K * + B_n) U_n e^{in\theta},$$
where the matrices $B_n = A_0 - ic*n$ have eigenvalues $\nu = i(c*n \pm \omega)$, distinct from zero. Therefore, if without loss of generality we assume that $B_n$ is diagonal, we may focus first on how the operator acts on elements $u \in \delta_{r,\theta} = h^2_{\gamma,n} \oplus \text{span}\{e^{i\omega}\}$.

Letting $u(r, \theta) = \bar{u}(r)e^{i\theta} + ae^{i\theta}$, with $\bar{u} \in h^2_{\gamma,n}$ and $a \in \mathbb{C}$, and defining $L_n u = K*u - i(cn \pm \omega)u$, we may write

$$L_\perp u = L_n \bar{u}(r)e^{i\theta} + L_n ae^{i\theta}.$$  

Lemma 3.8 then shows that the operator $L_n : h^2_{\gamma,n} \rightarrow h^2_{\gamma,n}$ is invertible, and that given $L_n \bar{u}e^{i\theta} = fe^{i\theta}$ we have the following bounds for $\bar{u}$ and $f$,

$$\|f\|_{h^2_{\gamma,n}} = \|L_n \bar{u}\|_{h^2_{\gamma,n}} \leq nC(\gamma)\|\bar{u}\|_{h^2_{\gamma,n}} \quad \text{and} \quad \|\bar{u}\|_{h^2_{\gamma,n}} = \|L^{-1}_\perp f\|_{h^2_{\gamma,n}} \leq \frac{C(\gamma)}{|cn \pm \omega|}\|f\|_{h^2_{\gamma,n}},$$

for some generic constants $C(\gamma)$ and $\bar{C}(\gamma)$.

On the other hand, we can view $ae^{i\theta} \in m^2_{\gamma-2,n}$ with $\gamma < 1$, so that by Lemma 3.7 which shows that $K* : m^2_{\gamma-2,n} \rightarrow h^2_{\gamma,n}$ is Fredholm and therefore bounded, we have that

$$\|K*ae^{i\theta}\|_{h^2_{\gamma,n}} \leq C\|ae^{i\theta}\|_{m^2_{\gamma-2,n}} < C|a|.$$  

We can therefore decompose $L_\perp u$ as,

$$L_\perp u = \left\{ \begin{array}{ll} K* \bar{u}(r)e^{i\theta} - i(cn \pm \omega)\bar{u}(r)e^{i\theta} + K*ae^{i\theta} - i(cn \pm \omega)ae^{i\theta}, & f \in h^2_{\gamma,n} \\ f_0 \in \mathbb{C}, & \end{array} \right.$$  

where, because $\gamma > -1$, there is a clear distinction between elements in $h^2_{\gamma,n}$, which decay algebraically, and those that are bounded. As a result we see that the operator $L_\perp$ maps elements in $\delta_{r,\theta}$ back to elements in $\delta_{r,\theta}$. Moreover, thanks to the bounds just derived,

$$\|L_\perp u\|_{\delta_{r,\theta}} = \|f\|_{h^2_{\gamma,n}} + |f_0| \leq (1 + n)C(\gamma) \left[ \|\bar{u}\|_{h^2_{\gamma,n}} + |a| \right].$$  

Similarly, given $f(r, \theta) = \bar{f}(r)e^{i\theta} + f_0e^{i\theta} \in \delta_{r,\theta}$ we may write

$$L^{-1}_\perp f = L^{-1}_n \bar{f}e^{i\theta} + L^{-1}_n f_0e^{i\theta}$$  

$$L^{-1}_\perp f = L^{-1}_n \bar{f}e^{i\theta} + \left( -\frac{L^{-1}_n K* f_0e^{i\theta}}{-i(cn \pm \omega)} + \frac{L^{-1}_n K* f_0e^{i\theta}}{-i(cn \pm \omega)} \right) + \frac{i(cn \pm \omega)}{-i(cn \pm \omega)}L^{-1}_n f_0e^{i\theta}$$  

$$L^{-1}_\perp f = L^{-1}_n \bar{f}e^{i\theta} - \frac{L^{-1}_n K* f_0e^{i\theta}}{-i(cn \pm \omega)} + \frac{L^{-1}_n K* f_0e^{i\theta}}{-i(cn \pm \omega)}$$  

$$L^{-1}_\perp f = L^{-1}_n \bar{f}e^{i\theta} - \frac{L^{-1}_n K* f_0e^{i\theta}}{-i(cn \pm \omega)} + \frac{f_0e^{i\theta}}{-i(cn \pm \omega)},$$

where we used the definition of $L_n$ in the third line. We now proceed to bound each term in this last equality.

Using Lemma 3.8 one sees that that the first term satisfies

$$\|L^{-1}_n \bar{f}e^{i\theta}\|_{h^2_{\gamma,n}} \leq \frac{C(\gamma)}{|cn \pm \omega|}\|\bar{f}\|_{h^2_{\gamma,n}}.$$
while the second term can be bounded using Lemma 3.7 and the assumption that $\gamma < 1$,

$$
\| L_n^{-1}K * f_0 e^{in\theta} \|_{h_{\gamma,n}^2} \leq \frac{\bar{C}(\gamma)}{|cn \pm \omega|} \| K * f_0 e^{in\theta} \|_{h_{\gamma,n}^2}
$$

$$
\leq \frac{\bar{C}(\gamma)}{|cn \pm \omega|} \| f_0 e^{in\theta} \|_{h_{\gamma,n}^2}
$$

$$
\leq \frac{\bar{C}(\gamma)}{|cn \pm \omega|} |f_0|.
$$

Since third term is just an element in $C$, we can put these bounds together to conclude that

$$
\| L_n^{-1}f \|_{\mathcal{B}_{\gamma,n}} \leq \frac{\bar{C}(\gamma)}{|cn \pm \omega|} (\| f \|_{h_{\gamma,n}^2} + |f_0|).
$$

Finally, if we now take $F = (F_1, F_2) \in X_\perp$ and $U = (U_1, U_2) \in D_\perp$ such that $L_\perp U = F$, we see that for $i \in \{1, 2\}$

$$
\| F_i \|_{\mathcal{H}}^2 = \sum (1 + n^2)^2 \left( \| \bar{\mathcal{F}}_n \|_{h_{\gamma,n}^2}^2 + |f_0,n|^2 \right)
$$

$$
\leq \sum C(\gamma)(1 + n) (1 + n^2)^2 \left( \| \bar{\mathcal{U}}_n \|_{h_{\gamma,n}^2}^2 + |a_n|^2 \right)
$$

$$
\leq C(\gamma) \| U_i \|_{D_i}^2,
$$

and

$$
\| U_i \|_{D_i}^2 = \sum (1 + n^3)^2 \left( \| \bar{\mathcal{U}}_n \|_{h_{\gamma,n}^2}^2 + |a_n|^2 \right)
$$

$$
\leq \sum \frac{C(\gamma)(1 + n^3)^2}{|cn \pm \omega|^2} \left( \| \bar{\mathcal{F}}_n \|_{h_{\gamma,n}^2}^2 + |f_0,n|^2 \right)
$$

$$
\leq C(\gamma) \| F_i \|_{\mathcal{H}}^2
$$

as desired. □

**The Space $X_\parallel$:** We now concentrate on the space $X_\parallel$, which we define as

$$
X_\parallel = \text{span}\{ W_{n_0,1} u_{n_0}, W_{n_0,1} u_{-n_0} \}.  \tag{14}
$$

Here $W_{n_0,1}$ is given as in (11) and the functions $u_{\pm n_0} \in \mathcal{S}_{\delta,n_0}$, with $\delta > 1$. We also define the range of $L_\parallel$ as

$$
Y_\parallel = \text{span}\{ W_{n_0,1} f_{n_0}, W_{n_0,1} f_{-n_0} \},
$$

with $f_{\pm n_0} \in \mathcal{S}_{\delta,n_0}$ and $\delta < 1$. The next lemma shows that the operator $L_\parallel : X_\parallel \rightarrow Y_\parallel$ is bounded.

**Lemma 4.2.** Let $\delta < 1 < \sigma$, and consider the convolution operator, $K$, satisfying Hypothesis $\mathcal{H}$ and $\mathcal{D}_\perp$. Then, the operator $L_\parallel : X_\parallel \rightarrow Y_\parallel$, defined as

$$
L_\parallel U = K * U + A_0 U - c^* \partial_\theta U
$$

is bounded.

**Proof.** By an appropriate change of coordinates we can take $D_\parallel = \mathcal{S}_{\sigma,n_0} \times \mathcal{S}_{\sigma,-n_0}$ and $Y_\parallel = \mathcal{S}_{\delta,n_0} \times \mathcal{S}_{\delta,-n_0}$. Since $c^*n_0 = \omega$, we can then write our operator $L_\parallel$ as

$$
L_\parallel : \mathcal{S}_{\sigma,n_0} \times \mathcal{S}_{\sigma,-n_0} \rightarrow \mathcal{S}_{\delta,n_0} \times \mathcal{S}_{\delta,-n_0}
$$

$$
(u_+, u_-) \mapsto (K * u_+, K * u_-)$$
Thus, without loss of generality we can concentrate on functions \( u \in \mathcal{H}_{\sigma,n_0} = h_{\gamma,n}^2 \oplus \text{span}\{e^{i\eta}\} \).

To simplify notation we write \( n \) instead of \( n_0 \) and consider functions \( u = \bar{u} + u_\theta e^{i\eta} \), with \( \bar{u} \in h_{\gamma,n}^2 \) and \( u_\theta \in \mathbb{C} \). Because \( u_\theta \in \mathbb{C} \), we can view the function \( u_\theta e^{i\eta} \) as an element in \( m_{\delta-2,n}^2 \), with \( \delta < 1 \).

Lemma \ref{lemma:fredholm}, which establishes the Fredholm properties of the operator \( K^* : m_{\gamma-2,n}^2 \rightarrow h_{\gamma,n}^2 \) for general \( \gamma \in \mathbb{R} \), then implies that \( K^* u_\theta e^{i\eta} \in h_{\delta,n}^2 \). This also shows that \( K^* u_\pm \) does not have a bounded component of the form \( a e^{\pm i\eta} \), with \( a \in \mathbb{C} \).

On the other hand, Hypothesis \ref{hyp:decomposition} and \ref{hyp:boundedness} together with Lemmas \ref{lemma:boundedness} and \ref{lemma:decomposition} imply that the Fourier symbol \( \hat{K}(\xi) \), along with all its analytic and uniformly bounded functions. Using Plancherel’s Theorem, a similar analysis as that of Lemma \ref{lemma:boundedness} then implies that \( K^* : h_{\sigma,n}^2 \rightarrow h_{\gamma,n}^2 \) is bounded. At the same time, since \( \sigma > \delta \) we have the inclusion \( h_{\sigma,n}^2 \subset h_{\delta,n}^2 \). This leads to

\[
\|K^* u\|_{\mathcal{H}_{\delta,n}} = \|K^* u\|_{h_{\delta,n}^2} + |0| \\
\leq \|K^* \bar{u}\|_{h_{\delta,n}^2} + \|K^* u_\theta e^{i\eta}\|_{h_{\delta,n}^2} \\
\leq \|K^* \bar{u}\|_{h_{\delta,n}^2} + C\|u_\theta e^{i\eta}\|_{m_{\delta-2,n}^2} \\
\leq C(\|ar{u}\|_{h_{\delta,n}^2} + |u_\theta|),
\]

where Lemma \ref{lemma:fredholm} was used in the third line and the last inequality holds for some generic constant \( C \). The result of the Lemma then follows directly.

\[ \square \]

4.2. Multiple-Scales. In this subsection we continue with the multiple-scale analysis started in the introduction. We assume our solutions depend on fast and slow variables that are independent of each other, derive a hierarchy of three equations, and use the projection \( P \) defined in the previous subsection to split the last equation into a reduced equation and a complementary system.

Assuming fast variables, \( r \) and \( t \), and slow variables, \( R = \varepsilon r \) and \( T = \varepsilon^2 t \), our preliminary ansatz \( U(r, \theta; R; \varepsilon, \mu) = U(r, R; \theta + e^s t + \varepsilon^2 \mu t) \) can be expanded as,

\[ U(r, \theta; R; \varepsilon, \mu) = \varepsilon U_1(\theta, R; \varepsilon, \mu) + \varepsilon^2 U_2(\theta, R; \varepsilon, \mu) + \varepsilon^3 U_3(\theta, R; \varepsilon, \mu). \quad (15) \]

with

\[ U_1(\theta, R; \varepsilon, \mu) = W_1 w(R; \varepsilon, \mu)e^{i\eta_\theta} + \bar{W}_1 \bar{w}(R; \varepsilon, \mu)e^{-i\eta_\theta}. \quad (16) \]

where, using the notation of subsection 4.1, we assume that

\[ U_1 \in X_\| \subset \left[H_\gamma^2(\mathbb{R}^2) \oplus H^2([0, 2\pi])\right]^2 \]

and

\[ U_{2,3} \in D_\bot \subset \mathcal{H} \times \mathcal{H} = \left[H_\gamma^2(\mathbb{R}^2) \oplus H^2([0, 2\pi])\right]^2, \]

with \( 0 < \gamma < 1 < \sigma \). Remark that while \( U_1, U_2 \) depend on the slow coordinate \( R \), we take \( U_3 = U_3(r, \theta; \varepsilon, \mu) \). This mimics the analysis done when using center manifold theory to derive amplitude equations. We are assuming that the term \( U_3 \) evolves faster in the spatial direction than either \( U_1 \) or \( U_2 \).

At this time we also determine how the scaling \( R = \varepsilon r \) affects the operation of convolution with the kernel \( K \). Given that \( L_\gamma^2(\mathbb{R}^2) = \oplus h_{\gamma,n} \), we may assume that \( u(r, \theta) = u_n(\varepsilon r)e^{i\eta_\theta} \), without loss of
generality. Then, using Lemma 2.5 a straightforward calculation shows that the Fourier Transform of this function is \( \mathcal{F}[u_n(\epsilon r)e^{i\theta}] = \hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2 \). Therefore,

\[
(K * u)(r) = \mathcal{F}^{-1}[\hat{K}(\xi)\hat{u}(\xi)] = \mathcal{F}^{-1}[\hat{K}(\rho)\hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2] = \mathcal{P}^{-1}_n[\hat{\tilde{K}}(\rho)\hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2].
\]

More precisely,

\[
(K * u)(r) = \mathcal{P}^{-1}_n[\hat{\tilde{K}}(\rho)\hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2] = \mathcal{P}^{-1}_n[\hat{\tilde{K}}(\rho)\hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2] = \epsilon^2 \mathcal{P}^{-1}_n[\hat{\tilde{K}}(\rho)\hat{u}_n(\rho/\epsilon)e^{i\phi}/\epsilon^2].
\]

where we used the change of coordinates \( P = \rho/\epsilon \) in the third line, and defined \( \hat{\tilde{K}}_\epsilon \) through its Fourier symbol \( \hat{\tilde{K}}_\epsilon(\rho) = \frac{1}{\epsilon^2} \hat{K}(\epsilon \rho) \).

**Taylor Expansion:** Here we look in more detailed at the nonlinearities \( \tilde{F}(U; \lambda) \). If we Taylor expand these terms, we obtain

\[
\tilde{F}(U; \lambda) = MUU + NUUU + \cdots,
\]

where

\[
(MUU)_i = \frac{1}{2!} \partial_{jk} \tilde{F}_i(0) U_j U_k,
\]

\[
(NUUU)_i = \frac{1}{3!} \partial_{jkl} \tilde{F}_i(0) U_j U_k U_l.
\]

To keep the nonlinearities as general as possible, we assume as well that each term in the series depends on the parameter \( \lambda \) and has expansions of the form

\[
M(\lambda) = M_0 + \lambda M_1(\lambda) = M_0 + \epsilon^2 \tilde{\lambda} M_1(\lambda),
\]

\[
N(\lambda) = N_0 + \lambda N_1(\lambda) = N_0 + \epsilon^2 \tilde{\lambda} N_1(\lambda),
\]

**Equating Coefficients:** For convenience, we again recall equation \( 10 \),

\[
0 = K * U - c^* \partial_0 U + A_0 U + \left[ -\mu \partial_0 U + \lambda A_1(\lambda) U + \tilde{F}(U; \lambda) \right].
\]

Inserting the ansatz \( 15 \) into the above equation, letting \( \lambda = \epsilon^2 \tilde{\lambda} \), and collecting terms of equal order in \( \epsilon \), gives us the next three relations.

At O(\( \epsilon \)):

\[
c^* \partial_0 U_1 - A_0 U_1 = 0.
\]

At O(\( \epsilon^2 \)):

\[
c^* \partial_0 U_2 - A_0 U_2 = M_0 U_1 U_1.
\]
And at higher orders:
\[ c^* \partial_\theta U_3 - K * U_3 - A_0 U_3 = -\mu(\partial_\theta U_1 + \varepsilon \partial_\theta U_2 + \varepsilon^2 \partial_\theta U_3) + \tilde{K}_\varepsilon * (U_1 + \varepsilon U_2) \]
\[ + \lambda A_1(\lambda)[U_1 + \varepsilon U_2 + \varepsilon^2 U_3] + \frac{1}{\varepsilon^3} \left[ \bar{F}(U; \lambda) - \varepsilon^2 M_0 U_1 U_1 \right]. \]

We immediately notice that the first equation is satisfied if \( U_1(R) = W_1 w(R)e^{i\nu_0 + \bar{w} R} e^{-i\nu_0} \), where \( W_1 \) is the eigenvector for \( A_0 \) associated with the eigenvalue \( \nu = i\omega \). This definition is consistent with our assumption that \( U_1 \in X_{\|} \). Recall that this implies that in an appropriate coordinate system, \( we^{i\nu_0} \in \mathcal{H}_{\sigma, \pm \nu_0} \subset H_2^2(\mathbb{R}^2) \oplus H^2([0, 2\pi)) \) with \( 1 < \sigma \).

To solve the second equation, notice that the right hand side involves the term
\[ U_1 U_1 = W_1 W_1 w(R)^2 e^{2i\nu_0} + 2W_1 \bar{W}_1 |w|^2 + \bar{W}_1 W_1 |w|^2 e^{-2i\nu_0} \]
Thus we conclude that \( U_2 \) must be of the form
\[ U_2 = V_1 w^2 e^{2i\nu_0} + V_0 |w|^2 + V_{-1} \bar{w}^2 e^{-2i\nu_0}, \]
which leads to the next 3 linear equations for the vectors \( V_1, V_0, V_{-1}, \)
\[ (2i\nu_0 c^* - A_0) V_1 = M_0 W_1 W_1 \]
\[ (-2i\nu_0 c^* - A_0) V_{-1} = M_0 \bar{W}_1 W_1 \]
\[ -A_0 V_0 = 2M_0 W_1 \bar{W}_1. \]

Because \( 0 < \gamma < 1 < \sigma \) the functions \( u = we^{i\nu_0} \in \mathcal{H}_{\sigma, \pm \nu_0} \subset \mathcal{H}_{\gamma, \pm \nu_0} \). Then, Lemma 4.3 in the next subsection shows that terms of the form \( u^2, \bar{u}^2, |u|^2 \), and in fact any power \( u^p \), are in \( \mathcal{H}_{\gamma, \pm \nu_0} \). It then follows that \( U_2 \) is indeed in \( X_{\perp} \).

Finally, we use the projection \( P : X_{\|} \times D_{\perp} \rightarrow X_{\|} \), defined using (12), to split the third equation into the system
\[ 0 = \tilde{K}_\varepsilon * U_1 - \mu \partial_\theta U_1 + \lambda A_1(\lambda) U_1 + \frac{1}{\varepsilon^3} P \left[ \bar{F}(U; \lambda) - \varepsilon^2 M_0 U_1 U_1 \right], \quad (17) \]
\[ 0 = -c^* \partial_\theta U_3 + K * U_3 + A_0 U_3 - \mu(\varepsilon \partial_\theta U_2 + \varepsilon^2 \partial_\theta U_3) + \tilde{K}_\varepsilon * (\varepsilon U_2 + \varepsilon^2 U_3) \]
\[ + \lambda A_1(\varepsilon) [\varepsilon U_2 + \varepsilon^2 U_3] + \frac{1}{\varepsilon^3} (1 - P) \left[ \bar{F}(U; \lambda) - \varepsilon^2 M_0 U_1 U_1 \right]. \quad (18) \]

In the next subsection we show that the last equation defines an operator that satisfies the conditions of the implicit function theorem. As a result solutions, \( U_3, \) to equation (18) exist, and they depend smoothly on \( U_1, \varepsilon, \) and \( \mu \). In Subsection 4.4 we use this information, together with the reduced equation (17) and the projection \( P \), to derive our normal form.

4.3. Implicit Function Theorem: We now look at the right hand side of equation (18) as an operator
\[ G_2(U_1, U_3; \varepsilon, \mu) : X_{\|} \times D_{\perp} \times \mathbb{R}^2 \rightarrow X_{\perp}, \]
(recall that \( U_2 = U_2(U_1) \)) and prove that it satisfies the conditions of the implicit function theorem. As a consequence, we obtain the existence of neighborhoods \( B \subset \mathbb{R}^2 \) and \( \mathcal{U} \subset X_{\|} \), with \((0, \mu^*) \in B \)
and $0 \in U$, and a map $\Psi : U \times B \to D_\|$, such that $U_3 = \Psi(U_1; \varepsilon, \mu)$ satisfies

$$
0 = G_2(U_1, \Psi(U_1; \varepsilon, \mu); \varepsilon, \mu)
$$

$$
0 = D_{U_1} \Psi(0; \varepsilon, \mu)
$$

for all $U_1 \in U$ and all $(\varepsilon, \mu) \in B$.

First, inspecting expression (18) one can check that $G_2$ is smooth in all its variables and that given any $\mu = \mu^*$ it satisfies $G_2(0, 0; 0, \mu^*) = 0$. In addition, the Fréchet derivative of $G_2$ evaluated at $U = 0, \varepsilon = 0, \mu = \mu^*$ is given by

$$
D_{U_1}G_2(0, 0; 0, \mu^*)U = K \ast U + A_0U - c^*\partial_0U,
$$

which is exactly the form of $L_\perp$ stated in Lemma 4.1. Therefore, $D_{U_1}G_2(0, 0; 0) : D_\perp \to X_\perp$ defines an isomorphism. We are left with showing that the operator is well defined. In particular, we need to show that the terms in the expression,

$$
\mathcal{N} = -\bar{\mu}(\varepsilon\partial_0U_2 + \varepsilon^2\partial_0U_3) + \tilde{K}_x * (\varepsilon U_2 + \varepsilon^2 U_3)
$$

$$
+ \bar{\lambda}A_1(\lambda)(\varepsilon U_2 + \varepsilon^2 U_3) + \frac{1}{\varepsilon^3}(I - P) \left[ \tilde{F}(U; \lambda) - \varepsilon^2 M_0U_1U_1 \right].
$$

are in the space $X_\perp$.

First, because $U_2, U_3 \in D_\perp \subset X_\perp$ one can immediately see that all linear terms in the definition of $\mathcal{N}$ are well defined. The results from Lemma 4.3, which we state in the next paragraph, together with the projection $(I - P)$, then show that all other higher order terms $O((\lambda + \mu)(U)^2)$ also map elements in $X_\| \oplus D_\perp \times \mathbb{R}^2$ to elements in $X_\perp$. Notice that Lemma 4.3 provides a more general result than what we need, and in the present argument we are using the fact that $D_\perp \subset X_\perp \subset \mathcal{H} \times \mathcal{H}$, and that $X_\| \subset [H^2_\| (\mathbb{R}^2) \oplus H^2([0, 2\pi])]^2 = \mathcal{M} \times \mathcal{M}$.

**Lemma 4.3.** Let $\gamma, \sigma \in \mathbb{R}$ with $0 < \gamma < 1 < \sigma$ and let $p$ an integer such that $p \geq 2$. Then, the map

$$
\bar{N} : \mathcal{M} \oplus \mathcal{H} \to \mathcal{H}
$$

$$(u_\| + u_\perp) \mapsto (u_\| + u_\perp)^p$$

where $\mathcal{H} = H^2_\| (\mathbb{R}^2) \oplus H^2([0, 2\pi])$ and $\mathcal{M} = H^2_\| (\mathbb{R}^2) \oplus H^2([0, 2\pi])$, is well defined.

**Proof.** Since $\gamma < 1 < \sigma$, the space $\mathcal{M}$ is a subset of $\mathcal{H}$. Therefore, it is enough to show that $\mathcal{H}$ is a Banach algebra. That is, given a function $u \in \mathcal{H}$, we need to show that any power $u^p$, with $p \geq 2$, belongs to this same space. If we let $u = \bar{u} + u_0$, with $\bar{u} \in H^2_\| (\mathbb{R}^2)$ and $u_0 \in H^2([0, 2\pi])$, we obtain the following expression for $u^p$,

$$
u^p = (\bar{u} + u_0)^p = u_0^p + \sum_{k=1}^{p} \binom{p}{k} u_0^{p-k} \bar{u}^k.
$$

Notice that $u_0^p \in H^2([0, 2\pi])$, so that we are left with showing that the rest of the terms in the sum are in $H^2_\| (\mathbb{R}^2)$. Because $u_0^{p-k}$ is a bounded function for all $k \in [1, p] \cap \mathbb{N}$, we only need to show that $\bar{u}^k$ is in $H^2_\| (\mathbb{R}^2)$ for all integers $k \geq 1$. To do this, we first prove that elements in $H^2_\| (\mathbb{R}^2)$ are uniformly bounded.

Since $\bar{u} \in H^2_\| (\mathbb{R}^2)$, thanks to the Sobolev embeddings we have that $|\bar{u}(x)|\langle x \rangle^\gamma \in H^2_\| (\mathbb{R}^2) \subset C_B(\mathbb{R}^2)$. Then, because $\gamma > 0$ we obtain that $|\bar{u}(x)| < \langle x \rangle^{-\gamma} < C$. Therefore, $\bar{u}(x)$ is a uniformly bounded function, and it then follows that $\bar{u}^k \in L^2_\| (\mathbb{R}^2)$ for any $k \geq 1$. 
Similarly, we find that the derivatives $D(\hat{u}^k) = k\hat{u}^{k-1}\hat{u}$ are well defined, since they are the product of a bounded function, $\hat{u}^{k-1}$, with the $L_\gamma^2(\mathbb{R}^2)$ function $D\hat{u}$. As for the second derivatives, $D^2(\hat{u}^{k}) = k(k-1)\hat{u}^{k-2}(D\hat{u}) + k\hat{u}^{k-1}D\hat{u}^2$, this same argument shows that the last term is well defined, since it involves the product of an $L_\gamma^2(\mathbb{R}^2)$ function, $D\hat{u}^2$, with the bounded function $\hat{u}^{k-1}$.

We are left with showing that the expression $(D\hat{u})^2$ is in $L_\gamma^2(\mathbb{R}^2)$. Here we can use the Sobolev embedding, $|D\hat{u}(x)|(x)^\gamma \in H^1(\mathbb{R}^2) \subset L^q(\mathbb{R}^2)$ for $2 \leq q < \infty$, together with Hölder’s inequality to conclude that $\|(D\hat{u})^2\|_{L_\gamma^2}^2$ is bounded. Indeed,

\[
\|(D\hat{u})^2\|_{L_\gamma^2}^2 = \int_{\mathbb{R}^2} |D\hat{u}|^4(x)^{2\gamma} \, dx \\
\leq \left[ \int_{\mathbb{R}^2} (|D\hat{u}|^2(x)^\gamma)^2 \, dx \right]^{1/2} \left[ \int_{\mathbb{R}^2} (|D\hat{u}|^3(x)^{\gamma/3})^2 \, dx \right]^{1/2} \\
\leq \|D\hat{u}\|_{L_\gamma^2(\mathbb{R}^2)} \|D\hat{u}\|_{L_\gamma^2(\mathbb{R}^2)}^3,
\]

where the last inequality holds provided $\langle x \rangle^\gamma/3 < \langle x \rangle^\gamma$, i.e. $\gamma > 0$. This completes the proof. \hfill \Box

4.4. Normal Form: Equation \eqref{eq:17} will give us our normal form. To simplify this expression we determine nonlinear terms up to order $O(\varepsilon^3)$ explicitly. Recall that

\[
\tilde{F}(U; \lambda) = MUU + NUU + \cdots.
\]

Using the notation from the start of this section, we find that

\[
MUU = (M_0 + \varepsilon^2 \lambda M_1(\lambda)) (\varepsilon U_1 + \varepsilon^2 U_2 + \varepsilon^3 U_3)^2 \\
MUU = \varepsilon^2 M_0 U_1 + 2\varepsilon^3 M_0 U_1 U_2 + O(\varepsilon^4)
\]

\[
NUUU = (N_0 + \varepsilon^2 \lambda N_1(\lambda)) (\varepsilon U_1 + \varepsilon^2 U_2 + \varepsilon^3 U_3)^3 \\
NUUU = \varepsilon^3 N_0 U_1 U_1 U_1 + O(\varepsilon^4)
\]

The reduced equation \eqref{eq:17} is then given by

\[
\tilde{K}_\varepsilon * U_1 - \tilde{\mu} \partial_1 U_1 + \tilde{\lambda} A(\lambda) U_1 + P \left[ 2M_0 U_1 U_2 + N_0 U_1 U_1 U_1 + O(\varepsilon(|U_1||U_3| + |U_2 + \varepsilon U_3|^4)) \right] = 0
\]

which after projecting onto the space $X_\parallel$ results in the CGL-type equation

\[
0 = \tilde{K}_\varepsilon * w - \tilde{\mu} n_0 w + \tilde{\lambda} v(\lambda) w + (a_1 + a_2)|w|^2 w + O(\varepsilon |w|^4 w)
\]

(19)

and its complex conjugate. The constants $a_1, a_2$ are found using the expressions for $U_1$ and $U_2$, via the relations,

\[
a_1 = \langle W_1^*, 2M_0(W_1 V_0 + \overline{W}_1 V_1) \rangle, \\
a_2 = \langle W_1^*, N_0(W_1 W_1 \overline{W}_1) \rangle.
\]

We refer to equation \eqref{eq:19}, including all higher order terms, as the normal form.
5. Existence of Solutions and Validity of the Normal Form

In this section we prove the existence of solutions to the normal form, i.e. equation (19). We use this result together with the analysis presented in Section 4 to show the validity of this equation.

Notice that our definition of the normal form includes all higher order terms, including those summarized in the expression $O(\varepsilon |w|^4w)$. Although we don’t have a precise description for them, we can still prove the existence of solutions to equation (19) using the implicit function theorem, provided these higher order terms are all well defined. As shown in Proposition 5.1 this is just a consequence of Lemma 4.3. As a result we are able to establish the existence of solutions to this normal form, and show that they are valid in a neighborhood of $(\varepsilon, \mu) = (0, \mu^*)$, where $\mu^*$ is an arbitrary number different from zero.

The above result, together with the Lyapunov-Schmidt reduction presented in Section 4, then imply the existence of small amplitude solutions to the steady state equation (2). These solutions take the form,

$$U(r, \theta; \varepsilon, \mu) = \varepsilon U_1(\varepsilon r; \varepsilon, \mu) + \varepsilon^2 U_2(\varepsilon r; \varepsilon, \mu) + \varepsilon^3 U_3(\varepsilon r; \varepsilon, \mu).$$

Moreover, they are unique and valid in a small neighborhood of $(\varepsilon, \mu) = (0, \mu^*)$. Consequently, if $w(R; \varepsilon, \mu)$ is a solution to equation (19) and $U$ is a solution to the steady state equation, then the approximation

$$U_1(r, \theta; \varepsilon, \mu) = \varepsilon(W_1 w(\varepsilon r; \varepsilon, \mu)e^{i\alpha(\theta+(e^*+\mu)t)} + \overline{W_1 w}(\varepsilon r; \varepsilon, \mu)e^{-i\alpha(\theta+(e^*+\mu)t)})$$

satisfies

$$\|U - U_1\|_{CB} < \varepsilon^2 U_2 + \varepsilon^3 U_3 \|_{CB} < \varepsilon^2.$$

Here we used the fact that $U_{2,3} \in \mathcal{H} \subset C_B$. Thus, Proposition 5.1 and the Lyapunov-Schmidt reduction of Section 4 also imply the validity of our normal form equation. We summarize these results in the next theorem.

**Theorem 3.** Let $\gamma \in (0, 1)$, $n_0 \in \mathbb{Z}$, and suppose $w(R; \varepsilon, \mu) \in \mathcal{H}_{\gamma,n_0}$ is a solution to equation (19). Then, there exist unique solution $U(r, \theta)$ of the steady state equation (2) and constants $C, \varepsilon_0 > 0$, such that for all $\varepsilon \in (0, \varepsilon_0)$ the estimate

$$\|U(r, \theta) - U_1(r, \theta)\|_{CB} < C\varepsilon^2,$$

with $U_1$ as in (20), holds.

The rest of this section is dedicated to proving Proposition 5.1, which we state next.

**Proposition 5.1.** Given real numbers $\mu^* \neq 0$, $\gamma \in (0, 1)$, and an integer $n$, there exists positive constants $\varepsilon_0, \mu_0$, and a $C^1$ map

$$\Gamma: (-\varepsilon_0, \varepsilon_0) \times (\mu^* - \mu_0, \mu^* + \mu_0) \rightarrow \mathcal{H}_{\gamma,n}$$

such that $w(R; \varepsilon, \mu)$ is a solution to the equation

$$0 = \tilde{K}_\varepsilon w + (\mu^* + \mu)|w|^2w + \lambda w + a|w|^4w + O(\varepsilon |w|^4w).$$

Here $\lambda \in \mathbb{R}, a \in \mathbb{C}$ are nonzero constants, and the Fourier symbol, $\varepsilon^2\hat{\tilde{K}}(\varepsilon \xi) = \hat{K}(\varepsilon \xi)$ satisfies Hypothesis 3.1 and 3.2.
To prove the proposition we first recall
\[ H_{\gamma,n} = \{ u = \bar{u} + u_0 \mid \bar{u} \in h_{\gamma,n}^2, \ u_0 = a e^{in\theta}, \ a \in \mathbb{C} \}, \]
\[ H_{\gamma,n} = h_{\gamma,n}^2 \oplus \text{span}\{ e^{in\theta} \}, \]
and define the operators
\[ L_{\mu,0} : H_{\gamma,n} \mapsto h_{\gamma,n}^0 \oplus \text{span}\{ e^{in\theta} \}, \]
\[ w \mapsto M(0)\Delta w + (\lambda + (\mu^* + \mu)in)w, \]
\[ L_{\mu,\varepsilon} : H_{\gamma,n} \mapsto H_{\gamma,n}, \]
\[ w \mapsto \tilde{K}_\varepsilon * w + (\lambda + (\mu^* + \mu)in)w, \]
which we show below in Lemma 5.2 are invertible and \( C^1 \) with respect to the parameters \( \mu \) and \( \varepsilon \). Notice that in the definition of \( L_{\mu,0} \) we have used the properties of \( \tilde{K}_\varepsilon(\xi) = \hat{K}(\varepsilon \xi)/\varepsilon^2 \), in particular Lemma 3.3, to conclude that when \( \varepsilon = 0 \), the convolution with \( \tilde{K}_\varepsilon \) reduces to the Laplace operator. The constant \( M(0) \), is just the Fourier symbol from Lemma 3.3 evaluated at zero.

Now, preconditioning the normal form with \( L_{\mu,\varepsilon}^{-1} \), we may view the right hand side of equation (21) as an operator \( F : H_{\gamma,n} \times \mathbb{R} \times \mathbb{R} \rightarrow H_{\gamma,n} \), given by
\[ F(w; \varepsilon, \mu) = Iw + L_{\mu,\varepsilon}^{-1} [a|w|^2w + O(\varepsilon|w|^4w)]. \]
The zeros of \( F \) then correspond to solutions of the equation, which we can find using the implicit function theorem.

It is clear that the operator \( F \) satisfies \( F(0; 0, 0) = 0 \), and that its Fréchet derivative \( D_w F(0; 0, 0) = I : H_{\gamma,n} \rightarrow H_{\gamma,n} \) defines an invertible operator. That \( F \) is also well defined follows from Lemma 1.3 and Lemma 5.2. Indeed, Lemma 1.3 shows that all nonlinearities of the form \( |w|^p w^q \), for \( q, p \in \mathbb{N} \), define a bounded map from \( H_{\gamma,n} \) back to itself. On the other hand, Lemma 5.2, which we state and prove next, shows that \( L_{\mu,\varepsilon} \) is not only invertible, but that it is also continuously differentiable with respect to the parameters \( \mu \) and \( \varepsilon \). As a result we also obtain that the operator \( F \) is continuously differentiable with respect to these parameters. We may therefore apply the implicit function theorem, and the results of Proposition 5.1 then follow.

We now concentrate on proving the desired properties of the linear operator \( L_{\mu,\varepsilon} \).

**Lemma 5.2.** Fix \( \mu^* \neq 0, \lambda \neq 0 \in \mathbb{R} \), let \( 0 \neq n \in \mathbb{Z} \), \( \gamma \in (0, 1) \) and take \( \varepsilon, \mu \), to be real numbers. Consider as well the convolution kernel \( \tilde{K}_\varepsilon \), with Fourier symbol \( \varepsilon^2 \hat{K}_\varepsilon(\xi) = \hat{K}(\varepsilon \xi) \) satisfying Hypotheses 3.1 and 3.2. Then, the operator
\[ L_{\mu,0} : H_{\gamma,n} \mapsto h_{\gamma,n}^0 \oplus \text{span}\{ e^{in\theta} \}, \]
\[ w \mapsto M(0)\Delta w + (\lambda + (\mu^* + \mu)in)w, \]
\[ L_{\mu,\varepsilon} : H_{\gamma,n} \mapsto H_{\gamma,n}, \]
\[ w \mapsto \tilde{K}_\varepsilon * w + (\lambda + (\mu^* + \mu)in)w, \]
is invertible, and both \( L_{\mu,\varepsilon} \) and \( L_{\mu,\varepsilon}^{-1} \) are \( C^1 \) with respect to \( \mu \) and \( \varepsilon \).
Proof. Step 1: We first prove that the operators are well defined.

Because the Fourier symbol $\varepsilon^2 \hat{K}_\varepsilon(\xi) = \hat{K}(\varepsilon \xi)$ satisfies Hypotheses 3.1 and 3.2 using Lemma 3.3, one finds that the operators $L_{\mu,\varepsilon}$ and $L_{\mu,\varepsilon}^{-1}$ have Fourier symbols

$$
\hat{L}_{\varepsilon,\mu}(\rho) = M(\varepsilon \rho) \frac{-\rho^2}{1 + \varepsilon^2 \rho^2} + \beta,
$$

$$
\hat{L}_{\varepsilon,\mu}^{-1}(\rho) = \frac{1 + \varepsilon^2 \rho^2}{\beta + \rho^2[\varepsilon^2 \beta - M(\varepsilon \rho)]},
$$

where to simplify notation we have taken $\beta = \lambda + (\mu^* + \mu)\mathrm{in}$.

Hypotheses 3.1 and 3.2 also guarantee that, as functions of $\rho$, these symbols are analytic in a strip $\Omega_\varepsilon \subset \mathbb{C}$ containing the real line. Because these functions converge to a constant as $|\rho| \to \infty$, we can conclude that these symbols, together with all their derivatives, are uniformly bounded in $\rho$, with a constant that depends on the parameter $\varepsilon$ and the weight $\gamma$. Then, a similar analysis as the one presented in Lemma 3.8 and in Lemma 4.1 shows that, for a fixed value of $\varepsilon \neq 0$, both $L_{\mu,\varepsilon}$ and $L_{\mu,\varepsilon}^{-1}$ are isomorphisms in $\mathcal{S}_\gamma,\gamma$.

On the other hand, when $\varepsilon = 0$, the symbols are no longer uniformly bounded. But, since $h^2_{\gamma,\gamma} \subset H^2(\mathbb{R}^2)$ and the operator $\Delta - I : H^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$ is radial and a compact perturbation of $\Delta - I : H^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$, it then follows that

$$
L_{\mu,0} : \mathcal{S}_\gamma,\gamma \to h^0_{\gamma,\gamma} \oplus \text{span}\{e^{in\theta}\}
$$

is Fredholm operator of index zero. Since $u = \tilde{u} + u_0$ with $\tilde{u} \in h^2_{\gamma,\gamma}$ and $u_0 \in \text{span}\{e^{in\theta}\}$ we have that

$$
(\Delta + \alpha)u = (\Delta + \alpha)\tilde{u} + (\Delta + \alpha)u_0.
$$

where $\alpha = (\lambda + (\mu^* + \mu)\mathrm{in})/M(0)$, and we see that only the trivial solution is in the kernel of this operator. Hence, $L_{\mu,0}$ is invertible and $L_{\mu,0}^{-1}$ is bounded.

Step 2: Next, we show that the operators are $C^1$ with respect to the parameter $\varepsilon$.

Looking at the symbols $\hat{L}_{\mu,\varepsilon}$ and $\hat{L}_{\mu,\varepsilon}^{-1}$ one also notice that these are smooth with respect to the parameter $\varepsilon$. It then follows that the corresponding operators are differentiable with respect to $\varepsilon$, and that $\partial_\varepsilon L_{\mu,\varepsilon}$ and $\partial_\varepsilon L_{\mu,\varepsilon}^{-1}$ are defined via the symbols

$$
\partial_\varepsilon \hat{L}_{\varepsilon,\mu}(\rho) = -\rho^2 \left[ \frac{\partial_\varepsilon M(\varepsilon \rho)}{1 + \varepsilon^2 \rho^2} - \frac{2\varepsilon \rho^2 M(\varepsilon \rho)}{(1 + \varepsilon^2 \rho^2)^2} \right],
$$

$$
\partial_\varepsilon \hat{L}_{\varepsilon,\mu}^{-1}(\rho) = -\rho^2 \left[ \frac{-2\varepsilon}{\beta + \rho^2[\varepsilon^2 \beta - M(\varepsilon \rho)]} + \frac{(1 + \varepsilon^2 \rho^2)(2\varepsilon \beta - \partial_\varepsilon M(\varepsilon \rho))}{[\beta + \rho^2[\varepsilon^2 \beta - M(\varepsilon \rho)]]^2} \right].
$$

To check that the corresponding operators are well defined, notice first that because the symbol $M(\varepsilon \rho)$ and all its derivatives are uniformly bounded functions, the operators in the brackets have the same character as $(\Delta - I)^{-1} : L^2(\mathbb{R}^2) \to H^2(\mathbb{R}^2)$. On the other hand, the symbol $-\rho^2$ represents the Laplacian, which we know satisfies $\Delta : H^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$ and $\Delta : M^{2,2}(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$. As
a result we are able to conclude that the operators
\[ \partial_\varepsilon \mathcal{L}_{\mu, \varepsilon} : \mathcal{H}_{\gamma, n} \rightarrow \mathcal{H}_{\gamma, n}, \]
\[ \partial_\varepsilon \mathcal{L}_{\mu, \varepsilon}^{-1} : \mathcal{H}_{\gamma, n} \rightarrow \mathcal{H}_{\gamma, n}, \]
are well defined. Indeed, this follows from picking \( u = \bar{u} + u_0 \in \mathcal{H}_{\gamma, n} \) and viewing \( u_0 \) as an element in the space \( m^2_{-2, n} \subset M^2_{-2}(\mathbb{R}^2) \), with \( \gamma < 1 \). Notice also that the continuity of these last operators with respect to \( \varepsilon \) then follows from Plancherel’s theorem and the continuity of their symbols with respect to \( \varepsilon \).

When \( \varepsilon = 0 \), a similar argument shows that
\[ \partial_\varepsilon \mathcal{L}_{\mu, 0} : \mathcal{H}_{\gamma, n} \rightarrow h^0_{\gamma, n} \oplus \text{span}\{e^{in\theta}\}, \]
\[ \partial_\varepsilon \mathcal{L}_{\mu, 0}^{-1} : h^0_{\gamma, n} \oplus \text{span}\{e^{in\theta}\} \rightarrow \mathcal{H}_{\gamma, n}, \]
are also well defined and continuous with respect to \( \varepsilon \).

**Step 3:** Finally, we show that the operators are \( C^1 \) with respect to the parameter \( \mu \).

It is clear that \( \mathcal{L}_{\mu, \varepsilon} \) is continuously differentiable with respect to the parameter \( \mu \). To show that its inverse has this same property we fix \( \varepsilon \) and use the following notation. We write \( \mathcal{L}_{\mu} = \mathcal{L}(\mu) \) to highlight the dependence of the operator on \( \mu \). Given \( f \in \mathcal{H}_{\gamma, n} \), we let \( w(\mu) \) denote the solution to \( \mathcal{L}_{\mu} w = f \) and we look at the following equality,
\[
 w(\mu + h\mu) - w(\mu) = -\mathcal{L}^{-1}(\mu) [\mathcal{L}(\mu + h\mu) - \mathcal{L}(\mu)] w(\mu + h\mu).
\]
Since the operator \( [\mathcal{L}(\mu + h\mu) - \mathcal{L}(\mu)] = i\mu h n \) is bounded from \( \mathcal{H}_{\gamma, n} \) back to this same space, the above expression then shows that \( \mathcal{L}_{\mu}^{-1} \) is continuous with respect \( \mu \). At the same time, the above equality shows that the derivative of \( \mathcal{L}^{-1}(\mu) \) with respect \( \mu \) is an operator from \( \mathcal{H}_{\gamma, n} \) back to \( \mathcal{H}_{\gamma, n} \), which is also of the form \( -\mathcal{L}^{-1}(\mu)i\mu n \mathcal{L}^{-1}(\mu) \). Because this last operator is the composition of maps that depend continuously on \( \mu \), it is itself also continuous with respect to this parameter.

We finish this section with a few comments regarding the existence of spiral waves. Recall that \( \mu \) is a free parameter that determines the speed of a rotating solution through the relation \( \epsilon = \epsilon^* + \mu = \omega/n_0 + \mu \). In this section we showed that for all sufficient small nonzero \( \mu \), there exists solutions, \( w \), to the normal form (19). However, we point out that not all values of \( \mu \) will give rise to solutions that correspond to spiral waves.

To obtain a spiral wave solution one can view the above normal form as an eigenvalue problem, where one needs to find the solution \( w \) at the same time as the corresponding value of the speed \( \mu \). A similar situation is encountered when showing the existence of target patterns in oscillatory media when an impurity is present. There, the frequency of the waves that emanate from the defect plays the role of the eigenvalue. One approach to rigorously find these target patterns relies on a combination of a matched asymptotics together with the implicit function theorem, see [22]. In this approach, one first shows the existence of target patterns for all values of the frequency that lie on a small interval. Then the matching between the form of the solution in the far field and the shape of the solution at intermediate distances provides an approximation for the value of frequency that is selected (which one can show depends on the strength of the impurity). The results presented in this section then correspond to the first part of this approach, that is showing existence of rotating waves for values of \( \mu \) in a small interval. To find the exact value of the speed \( \bar{\mu} \) that is selected by the system and that generates spiral waves, good first order approximations for the intermediate
and far field forms of the solution are required in order to do the matching. We plan to address this problem in a future paper.

6. Example

In this section we consider the following nonlocal FitzHugh-Nagumo system, posed in \( \mathbb{R}^2 \),

\[
\begin{align*}
  u_t &= K * u + \frac{1}{\tau}(u - u^3 - v) \\
  v_t &= \beta u + \delta.
\end{align*}
\]

Here \( \tau \) is a small positive parameter, \( \beta > 0, \delta \in \mathbb{R} \), and we assume the convolution operator, \( K \), has Fourier symbol

\[
\hat{K}(\xi) = \frac{-D|\xi|^2}{1 + d|\xi|^2}, \quad D,d > 0.
\]

Our goal is to use the methods developed in the previous section, together with a multiple scale analysis, to derive a normal form for rotating solutions.

Set Up: To start off the multiple scale analysis, we first linearize the system about the homogeneous steady state \((u_*, v_*) = (-\delta/\beta, (\delta/\beta)^3 - 3/4)\),

\[
\begin{align*}
  u_t &= K * u + \frac{1}{\tau}((1 - 3u_*^2)u - v - 3u_*^2u^2 - u^3), \\
  v_t &= \beta u.
\end{align*}
\]

Inserting the rotating solution ansatz, \( U(r, \theta, t) = U(r, \theta + ct) \), letting \( \lambda = (1 - 3u_*^2) \), and writing the resulting equations in matrix form, leads to

\[
\begin{bmatrix}
  c \lambda \\
  c \beta
\end{bmatrix}
= \begin{bmatrix}
  K * 0 & 0 \\
  0 & 0
\end{bmatrix}
\begin{bmatrix}
  u \\
  v
\end{bmatrix}
+ \lambda^{-1}
\begin{bmatrix}
  \beta & 0 \\
  0 & \beta
\end{bmatrix}
\begin{bmatrix}
  u \\
  v
\end{bmatrix}
+ \left[\begin{array}{c}
  -\tau ((3u_*^2u^2 + u^3) \\
  0
\end{array}\right].
\]

Using the notation from the previous section, we split the linear terms as

\[
A = A_0 + \varepsilon^2 \lambda A_1
\]

\[
\begin{bmatrix}
  \lambda^{-1} & -\tau^{-1} \\
  \beta & 0
\end{bmatrix}
= \begin{bmatrix}
  0 & -\tau^{-1} \\
  \beta & 0
\end{bmatrix}
+ \varepsilon^2 \begin{bmatrix}
  \lambda^{-1} & 0 \\
  0 & 0
\end{bmatrix}.
\]

Then, the eigenvalues of \( A_0 \) are \( \nu = \pm i\sqrt{\beta/\tau} \), with corresponding right and left eigenvectors,

\[
W_{1,2} = \begin{bmatrix}
  -\tau^{-1} \\
  \pm i\sqrt{\beta/\tau}
\end{bmatrix},
\]

\[
W_{1,2}^* = \frac{1}{2} \begin{bmatrix}
  -\tau \\
  \mp i\sqrt{\tau/\beta}
\end{bmatrix},
\]

which are normalized to guarantee that their inner product, \( \langle W_{1,2}^*, W_{1,2} \rangle = 1 \).

Notice that the nonlinear terms do not depend on the parameter \( \lambda \) and can be written as \( \tilde{F}(U) = MUU + NUUU \) with

\[
MU_U = \langle -3\tau^{-1}u_*u_1v_1, 0 \rangle,
\]

\[
NUU_W = \langle -\tau^{-1}v_1v_1w_1, 0 \rangle,
\]

where \( U, V, \) and \( W \) are generic vector functions such that \( U = (u_1, u_2), V = (v_1, v_2) \) and \( W = (w_1, w_2) \).
As in the general case presented in Section 4 we let \( c = c^* + \mu \), where \( c^* n_0 = \sqrt{\beta/\tau} \) and \( \mu \) is a small parameter. Here we are interested in one-armed spirals, so we consider the case when \( n_0 = 1 \). Again we assume the scalings, \( s = \varepsilon r, \lambda = \varepsilon^2 \lambda, \mu = \varepsilon^2 \mu \) and consider the expansion

\[
U(r, s) = \varepsilon U_1(s) + \varepsilon^2 U_2(s) + \varepsilon^3 U_3(s),
\]

where \( U_1 \in X \parallel \equiv U_2, 3 \in D_1 \). After inserting this ansatz into equation (23) and equating coefficients of different powers of \( \varepsilon \), one finds that

\[
U_1(s) = W_1 w(s) e^{in_0 \theta} + \overline{W}_1 \overline{w}(s) e^{-in_0 \theta},
\]

\[
U_2(s) = V_1 w^2 e^{2in_0 \theta} + V_0 |w|^2 + V_{-1} \overline{w}^2 e^{-2in_0 \theta},
\]

where the vectors \( V_1, V_0, V_{-1} \), satisfy the equations

\[
(2i c^* n_0 - A_0) V_1 = MW_1 W_1 = - \frac{3u_*}{\tau^3} \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

\[
(-2i c^* n_0 - A_0) V_{-1} = M \overline{W}_1 \overline{W}_1 = - \frac{6u_*}{\tau^3} \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

\[
-A_0 V_0 = 2MW_1 \overline{W}_1 = - \frac{6u_*}{\tau^3} \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

They are therefore given by

\[
V_1 = \frac{u_*}{\tau^2} \begin{bmatrix} 2i/\sqrt{\beta\tau} \\ 1 \end{bmatrix}, \quad V_0 = \frac{u_*}{\tau^2} \begin{bmatrix} -6 \\ 0 \end{bmatrix}, \quad V_{-1} = \frac{u_*}{\tau^2} \begin{bmatrix} -2i/\sqrt{\beta\tau} \\ 1 \end{bmatrix}.
\]

**Normal Form:** The analysis of the previous section then shows that the normal form for this system is

\[
\tilde{K}_\varepsilon * U_1 - \tilde{\mu} \partial w U_1 + \tilde{\lambda} A_1(\lambda) U_1 + P \left[ 2MU_1 U_2 + NU_1 U_1 + O \left( \varepsilon (|U_1| U_3| + |U_2 + \varepsilon U_3|) \right) \right] = 0.
\]

Simplifying this equation using the projection \( P \), defined as in (12), then leads to

\[
\tilde{K}_\varepsilon * w - i\mu w + \frac{\tilde{\lambda}}{\tau} w + (a_1 + a_2)|w|^2 w + O(\varepsilon |w|^4 w)
\]

and its complex conjugate. In particular, we have that

\[
a_1 = \langle W_1^*, 2M(W_1 V_0 + \overline{W}_1 V_1) \rangle = \frac{6u_*^2}{\tau^3} \left( 3 - \frac{i}{\sqrt{\beta\tau}} \right),
\]

\[
a_2 = \langle W_1^*, 3N(W_1 W_1 \overline{W}_1) \rangle = -\frac{3}{2\tau^3},
\]

which are found using the expressions of \( U_1 \) and \( U_2 \).

7. Discussion

In this paper, we derived a normal form for systems of equations modeling oscillatory media with nonlocal coupling. Because of their nonlocal nature, one is not able to use standard techniques from spatial dynamics to obtain this amplitude equation. The method we use in this paper relies instead on a combination of Lyapunov-Schmidt reduction and a multiple-scales analysis, which is very similar to the approach taken in the physics literature. Our main contribution has been to set up the equations in an appropriate Banach space, which then allowed us to decomposed the linear part of our system into an invertible operator and a bounded operator. This decomposition is an
essential ingredient for carrying out the Lyapunov-Schmidt reduction, and for arriving at the normal form.

In our analysis we also showed the existence of solutions to the normal form equation. Because this equation is precisely the reduced equation obtained from the Lyapunov-Schmidt reduction, by showing existence of solutions to the normal form we also obtain existence of solutions to the full system. We emphasize that in contrast to other equations that are more commonly referred to amplitude equations, say for example the complex Ginzburg-Landau equation, our normal form equation accounts for all terms that are part of the reduced equation. This includes higher order terms for which we do not have explicit expressions. The point here is that even without explicit knowledge of these terms, we are able to show the existence of solutions to the normal form and to obtain a first order approximation the solutions of the full system. In addition, in contrast to the complex Ginzburg-Landau equation, which is a parabolic equation and requires additional analysis to prove the validity of its approximations, the validity of our normal form follows easily from the Lyapunov-Schmidt reduction.

To obtain the existence of solutions to the reduced equation, we assumed that the speed of these solutions corresponds to a free parameter. More precisely, the rotational speed of solutions appears in the normal form as a the parameter $\mu$. Here we showed that for all values of $\mu$ in a small interval, solutions to the reduced equation exist. However, as already pointed out in Section 5 some solutions of interest, like for example spiral waves, correspond to specific rotating wave solutions whose speed is selected by the system. This means that in order to find these patterns one has to view the normal form as an eigenvalue problem. We remark that this is not a feature of the nonlocal character of the equations, and that a similar result is seen in the case of other oscillatory systems that are well represented by reaction diffusion systems. Indeed, in [35] a center manifold is used to derive a similar normal form for reaction diffusion systems undergoing a Hopf bifurcation. In this reference, spiral wave solutions are shown to exists using spatial dynamics and singular perturbation methods. In particular, it is shown that in the supercritical case there is a family of spiral wave solutions which is parametrized by $\mu$, but that in addition there is one particular solution whose speed is selected by the system. On the other hand, in the subcritical case the system always selects the value of speed. We suspect that similar results holds as well in the nonlocal case and we plan to address this problem using matched asymptotics and the implicit function theorem in future work.

8. Appendix

Lemma. The Fourier Transform maps the spaces

$$h_n = \{ f \in L^2(\mathbb{R}^2) \mid f(z) = g(r)e^{in\theta}, g \in L^2(\mathbb{R}^2) \}$$

back to themselves. In particular, given $f(z) = f(re^{i\theta}) = g(r)e^{in\theta} \in h_n$, then the Fourier transform of these functions can be written as

$$\mathcal{F}[f(z)] = \mathcal{P}_n[g](\rho)e^{in\phi} = \hat{g}(\rho)e^{in\phi},$$

where

$$\mathcal{P}_n[g](\rho) = (-i)^n \int_0^\infty g(r)J_n(\rho r) r \, dr,$$

and $J_n(z)$ is the $n$-th order Bessel function of the first kind. Moreover,

$$\mathcal{F}^{-1}[\hat{f}(w)] = \mathcal{P}_n^{-1}[\hat{g}](r)e^{in\theta} = g(r)e^{in\theta}.$$
with
\[ P_n^{-1}[\hat{g}](r) = i^n \int_0^\infty \hat{g}(\rho) J_n(\rho r) \, d\rho. \]

Proof. First, we notice that because the Fourier Transform, \( \mathcal{F} \), commutes with orthogonal transformations, if \( f \) is a radial function then so is \( \hat{f} \), so that \( h_0 \) maps back to itself under \( \mathcal{F} \).

Next, given \( f \in h_n \cap L^1(\mathbb{R}^2) \), i.e. \( f(z) = e^{i\theta}g(r) \), we want to show that \( \tilde{f}(\rho e^{i\phi}) = e^{in\phi} \tilde{f}(\rho) \), for some radial \( \tilde{f} \). To see why this holds, let \( \psi \) be constant and define \( G(z) = f(re^{i(\theta + \psi)}) \). Then, \( G(z) = e^{in(\theta + \psi)}g(r) = e^{in\psi}f(z) \). Therefore,
\[ \mathcal{F}[G(z)] = \mathcal{F}[e^{in\psi}f(z)] = e^{in\psi} \hat{f}(w). \]

On the other hand, because \( e^{i\psi} \) represents a rotation, and the Fourier Transform commutes with orthogonal transformations,
\[ \mathcal{F}[G(z)] = \mathcal{F}[f(e^{i\psi}z)] = \tilde{f}(e^{i\psi}w). \]

This implies that \( \tilde{f}(e^{i\psi}w) = e^{in\psi} \tilde{f}(w) \) for all \( w \) and all \( \psi \). Letting \( w = \rho \) we obtain the desired result for those \( f \in h_n \cap L^1(\mathbb{R}^2) \). Since \( h_n \cap L^1(\mathbb{R}^2) \) is dense in \( h_n \), we can conclude that \( \mathcal{F} \) maps the spaces \( h_n \) back to themselves.

Finally, given \( f(z) \in h_n \) we have that
\[ \mathcal{F}[f(re^{i\theta})] = \mathcal{F}[g(r)e^{i\theta}] = \frac{1}{2\pi} \int_{\mathbb{R}^2} g(r)e^{i\theta} e^{-i\xi \cdot x} \, dx \]
\[ = \frac{1}{2\pi} \int_0^\infty \int_0^{2\pi} g(r)e^{i\theta} e^{-ir\cos(\theta - \phi)} \, d\theta \, dr \]
\[ = \frac{e^{i\theta}}{2\pi} \int_0^\infty \int_0^{2\pi} g(r)e^{i(\theta - \phi)} e^{-ir\cos(\theta - \phi)} \, d\theta \, dr \]
\[ = \frac{e^{i\theta}}{2\pi} \int_0^\infty g(r) \int_{\phi + \pi}^{\phi + \pi} e^{i(\psi - \pi)} e^{-ir\cos(\psi - \pi)} \, d\psi \, dr \]

where this last integral follows form the change of variables \( \psi = \theta - \phi + \pi \). If we now focus on the inner integral, we notice that because the integrand is \( 2\pi \)-periodic, then
\[ \int_{\phi + \pi}^{\phi + \pi} e^{i(\psi - \pi)} e^{-ir\cos(\psi - \pi)} \, d\psi = \int_0^{2\pi} e^{i(\psi - \pi)} e^{-ir\cos(\psi - \pi)} \, d\psi \]
\[ = \int_0^{2\pi} (-1)^n e^{i\psi} e^{ir\cos(\psi)} \, d\psi \]
\[ = \int_0^{2\pi} (-1)^n \cos(n\psi) e^{ir\cos(\psi)} \, d\psi \]
\[ = 2\pi(-i)^n J_n(\rho r). \]

Where in the last line we used the following definition for the \( n \)-th order Bessel function [12][Eq. 10.9.2]
\[ J_n(z) = \frac{(i)^{-n}}{\pi} \int_0^\pi e^{iz\cos \theta} \cos(n\theta) \, d\theta. \]
Going back,
\[ \mathcal{F}[f(x)] = e^{i\phi} \int_0^\infty 2\pi (-i)^n g(r) J_n(r) e^{i\phi} \, dr \]
\[ = e^{i\phi} (-i)^n \int_0^\infty g(r) J_n(r) e^{i\phi} \, dr \]
\[ = e^{i\phi} P_n[g](\rho) \]

A similar calculation then shows that
\[ P_n^{-1}[\hat{g}] = (i)^n \int_0^\infty \hat{g}(\rho) J_n(\rho) \rho \, d\rho. \]

That the transformations \( P_n \) and \( P_n^{-1} \) are inverses of each other follows from the identity
\[ \int_0^\infty x J_\alpha(ux) J_\alpha(vx) \, dx = \frac{1}{u} \delta(u-v) \]
which holds for \( \alpha > -1/2 \), see for example [3][Sec. 11.2]. \( \square \)

**Lemma 8.1.** Suppose \( f \in M_{\gamma,2}^2(\mathbb{R}^d) \) then \(|f(x)| \leq C\|f\|_{M_{\gamma,2}^2}[|x|^{-(\gamma+d/2)}] \), with \( C \) a generic constant.

**Proof.** Let \((r, \theta) \in (\mathbb{R}^+, \Sigma)\) denote a point in \( \mathbb{R}^d \) in spherical coordinates. Given any \( f \in M_{\gamma,2}^2(\mathbb{R}^d) \), we may find an upper bound for the \( L^2(\Sigma) \) norm of the function \( f(\cdot, R) \), where \( R \in \mathbb{R}^+ \) is a fixed number, as follows.

\[
\|f(\cdot, R)\|_{L^2(\Sigma)}^2 = \int_\Sigma |f(\theta, R)|^2 \, d\theta \\
\leq \int_\Sigma \left( \int_0^\infty |\partial_r f(\theta, r)| \, dr \right)^2 \, d\theta \\
\leq \int_\Sigma \left( \int_0^\infty r^{\alpha+\gamma+1} |\partial_r f(\theta, r)| \, r^{(d-1)/2} \, dr \right)^2 \, d\theta \\
\leq \int_\Sigma \left( \int_0^\infty r^{2\alpha} \, dr \right) \left( \int_0^\infty r^{2(\gamma+1)} |\partial_r f(\theta, r)|^2 \, r^{(d-1)} \, dr \right) \, d\theta \\
\leq CR^{2\alpha+1} \int_\Sigma \left( \int_0^\infty r^{2(\gamma+1)} |\partial_r f(\theta, r)|^2 \, r^{(d-1)} \, dr \right) \, d\theta \\
\]

Where \( C \) is a generic constant, we assumed \( 2\alpha + 1 = -(2\gamma + d) < 0 \), and we used Cauchy-Schwarz inequality on the fourth line. If instead we had that \( 2\alpha + 1 = -(2\gamma + 2) > 0 \), then the above argument can be again carried out, but now the integration in the \( r \) variable would be from zero to \( R \). This shows that
\[
\|f(\cdot, R)\|_{L^2(\Sigma)} \leq CR^{-(\gamma+d/2)} \|\nabla f\|_{L^2_{\gamma+1}^{\gamma\frac{1}{2}}(\mathbb{R}^d)}. \\
\]

On can also repeat the above argument to show that all \( \theta \) derivatives satisfy
\[
\|D_\theta f(\cdot, R)\|_{L^2(\Sigma)} \leq CR^{-(\gamma+1+d/2)} \|D^2 f\|_{L^2_{\gamma+2}^{\gamma\frac{1}{2}}(\mathbb{R}^d)}. \\
\]
We now recall Theorem 5.9 in Adam’s book [1] which shows that given $p > 1$ and $mp > (d - 1)$ then
\[ \|f(\cdot, R)\|_{L^\infty(\Sigma)} \leq C\|f(\cdot, R)\|_{L^p(\Sigma)}^{1-\theta} \|\theta W^m,p(\Sigma)\| \]
with $\theta = (d - 1)/pm$. In our case, $m = 1$ and $p = 2$ leading to
\[ \|f(\cdot, R)\|_{L^\infty(\Sigma)} \leq C\|f(\cdot, R)\|_{L^2(\Sigma)} \left( \|f(\cdot, R)\|_{L^p(\Sigma)} + \sum_{|\beta|<1} \|D_\theta f(\cdot, R)\|_{L^2(\Sigma)} \right)^\theta \]
\[ \leq CR^{-(\gamma+d/2)}\|f\|_{M^2,2(R^d)} \]

\[ \square \]
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