Multiscale equilibration of highly entangled isotropic model polymer melts
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We present a computationally efficient multiscale method for preparing equilibrated, isotropic long chain model polymer melts. As an application we generate Kremer-Grest melts of 1000 chains with 200 entanglements and 25000-2000 beads per chain, which cover the experimentally relevant bending rigidities up to and beyond the limit of the isotropic-nematic transition. In the first step, we employ Monte Carlo simulations of a lattice model to equilibrate the large-scale chain structure above the tube scale while ensuring a spatially homogeneous density distribution. We then use theoretical insight from a constrained mode tube model to introduce the bead degrees of freedom together with random walk conformational statistics all the way down to the Kuhn scale of the chains. This is followed by a sequence of simulations with carefully parameterized force-capped bead-spring models, which slowly introduce the local bead packing while reproducing the larger scale chain statistics of the target Kremer-Grest system at all levels of force-capping. Finally we can switch to the full Kremer-Grest model without perturbing the structure. The resulting chain statistics is in excellent agreement with literature results on all length scales accessible in brute-force simulations of shorter chains.

Polymers exhibit a wide range of characteristic time and length scales. In the case of natural rubber or cis-polyisoprene important static states comprise (i) the Kuhn length, $l_K \approx 1\text{nm}$, characterizing the crossover to the large-scale random-walk behavior, (ii) the tube diameter, $d_T \approx 5\text{nm}$ with $N_{eK} = 24$ Kuhn segments between entanglements, for the onset of entanglement effects, (iii) the coil diameter, $\langle l_c^2 \rangle = l_K L_e \approx 100\text{nm}$, and (iv) the contour length, $L \approx 10\mu\text{m}$ for chains with a typical length of $N_K = 10^4$ Kuhn segments with $Z = N_K / N_{eK} = 390$ entanglements per chain. The spread is even larger between the characteristic time scales (here estimated at $T = 298K$). There are already almost three orders of magnitude between the Kuhn time, $\tau_K \approx 1 \times 10^{-7}\text{s}$, and the entanglement time, $\tau_e \sim 7 \times 10^{-5}\text{s}$ when monomers diffuse over distances comparable to $l_K$ and $d_T$ respectively. The Rouse time of $\tau_R = N_K \tau_K \sim 10^5 \tau_K \sim 10\text{s}$ governs fast processes such as the tension equilibration inside the tube, while the estimated maximal relaxation time is $\tau_{max} = 3\tau_c Z^2 \sim 3\text{h}$.

Different aspects of polymer behavior can be studied with models representing different levels of coarse-graining. For microscopic models, it remains a challenge to prepare well-equilibrated initial states in the long chain limit, since standard simulation methods following the physical dynamics are not able to bridge the gap between the time step and the longest relaxation in the system. Alternative approaches fall into two classes. Variants of the double-bridging algorithm introduce connectivity-altering moves allowing pivot-like moves in dense systems for the equilibration of the large-scale chain structure. Schemes building on the Flory ideality hypothesis and superpose pre-equilibrated chain configurations with the proper large-scale random walk statistics in the simulation box, and gradually remove the local overlap between monomers. This approach can be generalized to a systematic multi-scale approach, which equilibrates density fluctuations and chain conformations from the largest scales down to the monomer or even atomic scale.

Here we follow the latter route in building on our previous work, where we have already used a simple multi-chain lattice model to equilibrate the chain and melt structure beyond the tube scale. The novelty of the present work lies firstly in our use of the constrained mode tube model formalism for the fine-graining step from the lattice to the bead scale, which allows us to minimize lattice artifacts and to extend the method to polymers with higher intrinsic stiffness. Secondly, we have parameterized the intrinsic bending stiffness for an entire family of force-capped bead-spring models such that they can be employed for an iso-configurational introduction of excluded volume interactions. As a result, we are now able to prepare long-chain KG melts for bending rigidities, which cover the entire range from intrinsically flexible chains corresponding to commodity polymers up to and beyond the limit of the isotropic-nematic transition.

The paper is structured as follows: In Section I we provide a more detailed introduction into the problem, review the state of the art and sketch the content of the present work. Section II provides detailed background information on the employed models, methods and the notation. Section III deals with fine-graining from the tube to the Kuhn scale, Section IV with the iso-configurational push-off procedure. In the Results Section V we (i) analyze the conformational properties of the generated KG melts, (ii) compare them to target values and (iii) test if they are stable during subsequent simulations with the full force-field. We finish with a brief conclusion in Section VII.

I. INTRODUCTION AND STATE OF THE ART

A. Modelling polymers on different time and length scales

The choice of the polymer model in a theoretical or computational investigation is largely dictated by the character of...
the target properties of interest. Bulk densities, the temperatures below which materials become glassy, or the ability of polymers to form semi-crystalline phases, depend on specific chemical details at the monomer scale and require atom-scale modeling, see e.g. Refs. [53–55] or at least the inclusion of selected molecular details in models for specific polymer chemistries see e.g. Refs. [56–58] to preserve a certain degree of transferability, and representability.

In contrast, characteristic properties of polymeric systems like the variation of the melt viscosity with the molecular weight of the chains, are controlled by the large-scale conformational statistics and dynamics of long entangled chains. Such properties are universal in the sense that a large number of chemically different systems exhibit identical behavior, if measurements are reported in suitable units such as those related to the Kuhn scale. Universal properties can be studied with generic polymer models like the Kremer-Grest (KG) bead-spring polymer model [59]. Tuning a single parameter controlling the chain stiffness [60–62], the KG model is able to represent the conformational properties of all commodity polymers at the Kuhn scale. Predicting experimental results using computer simulations necessitates the availability of well equilibrated simulation models that accurately capture the conformational properties of real polymer materials.

B. Building melt configurations for bead-spring models

Consider the application of bead-spring models to investigate the dynamics of polymer melts, e.g. Refs. [63–65], of the effect of cross-linking on the structure-property relations of rubber-like materials, e.g. Refs. [66–68], or the viscoelastic response to strain, e.g. Refs. [69–71], or the glass transition e.g. Refs. [72–74]. Clearly their success depends on the ready availability of properly equilibrated melt configurations characterized by 1) local chain conformations in agreement with those measured in shorter chain melts amenable to brute-force equilibration 2) large-scale chain conformations matching the expected and/or extrapolated random walk statistics, 3) the expected and/or extrapolated density of topological entanglements, and 4) the near absence of density fluctuations typical for nearly incompressible bulk polymers. These requirements couple the melt structure at micro-, meso- and macroscopic scales, making it highly non-trivial to generate well equilibrated melts.

As already pointed out in the Introduction, brute force equilibration using a physically realistic dynamics is only computationally feasible for melts of short chains, since polymer dynamics is slow in general and entanglements cause the conformational relaxation time to increase even more drastically. Double bridging Monte Carlo moves [75, 76] offer an attractive alternative. They introduce large-scale conformational changes into MC or hybrid MC/MD simulations [76] by swapping the tails of a pair of chains at a common contact point. For atomistic and (stiffer) bead-spring models, double-bridging moves require a certain amount of softening of the local interactions to have a finite success rate [75]. Some care needs to be taken to ensure that such a modification do not alter the chain statistics. Unfortunately, the computational efficiency of the approach decreases with chain length, since the density of suitable contact points drops as the move alters in general the lengths of the involved chains.

For (by present standards) modest system sizes, it is actually quite feasible to generate viable melt conformations from the random superposition of pre-equilibrated chain configurations in the simulation box [77]. As the random overlap of Lennard-Jones type beads leads to numerical instabilities, this requires a push-off process where the liquid-like bead packing is gradually introduced in simulations with non-diverging pair interactions. With the bead motion during the push-off limited to the monomer scale, the large scale chain statistics remains unaffected. Unfortunately, for longer chains the push-off leads to swelling of the chain conformations at intermediate scales. Auhl et al. [29] addressed this problem by 1) reducing the initial density fluctuations by pre-packaging the chains, 2) using force-capped pair interactions to ensure realistic local bead packing during the push-off, and 3) retaining the full interaction between bonded neighbors to produce the correct local bond statistics. This approach was used to equilibrate melts comprising 80 chains of lengths up to 7000 beads. Moreira et al. [15] improved this method by using a freely-rotating chain model to reproduce the desired chain statistics combined with a push-off process using a feedback control loop and were able to generate melts with 1000 chains of 2000 beads.

C. Multi-scale approaches to building melt configurations

The wide range of relevant time and length scales in polymeric systems makes them natural targets for multi-scale modelling. In particle-based models, the resolution ranges from the atom scale to DPD-like descriptions, where entire chains are represented by one or two soft spheres or ellipsoids [15]. While systematic coarse-graining is an important aspect of the multi-scale view of polymeric systems, the framework also lends itself to fine-graining, i.e. the insertion of additional molecular details into a more coarse-grain model [31].

In the present context, pre-packing and push-off schemes can be generalized to a systematic multi-scale approach, which equilibrates density fluctuations and chain conformations from the largest scales down. Zhang et al. [17] represented the chains in a polymer melt via a hierarchy of soft blob models with matching invariant degrees of polymerization. Each blob model can then be fine-grained to an equivalent lower resolution model until a scale comparable to KG models is reached. The melts generated with this approach were comparable to those of Moreira et al. [15].

D. Improvements introduced in the present work

Figure 1 shows the evolution of 5 randomly chosen chains (in melts composed of 1000 chains, each with 200 entanglements) in the course of the present multi-scale equilibration
procedure. Columns illustrate the different stages of the algorithm, while the target stiffness of the KG chains increases from the top to the bottom row.

In our previous equilibration protocol\cite{20-23}, we used a computationally efficient lattice model\cite{27,82} to equilibrate the large scale structure of the polymer melt. The lattice constant was chosen to match the Kuhn length of the PPA\cite{81} inferred primitive paths, and multiple entanglement segments could occupy the same node in the lattice. We retain this lattice simulation, see leftmost column in Fig. 1. In a second step, we performed a lengthy push-off simulation starting from the lattice melt state using force-capped interactions (fourth column in Fig. 1). The purpose of this second step was to introduce thermal fluctuations below the lattice scale while ensuring a homogeneous spatial density of beads.

The present work introduces two major improvements, which smoothen the transitions between the lattice and bead scales: Firstly, we use theoretical insight from a class of “tube” or random localization models\cite{20-23,27,82} to switch from the lattice model to a chain representation on the Kuhn or bead scale. Constrained mode models represent chain conformations as the sum of a quenched mean conformation and annealed thermal fluctuation. In the original context, the mean conformation can be tentatively identified with the primitive path chains, while the amplitude of the fluctuations defines the “tube” or “sausage” diameter. When applied in a static sense, the formalism can be used to coarse-grain chains to an arbitrary length scale. In the present context, we use it (i) to reduce lattice artifacts in the primitive chain conformations (column 2 in Fig. 1) and (ii) to introduce the bead degrees of freedom together with random walk conformational statistics all the way down to the Kuhn scale of the chains (column 3 in Fig. 1). The resulting initial bead-spring “melting” conformations match the expected chain statistics already at the Kuhn scale and not, as in our original algorithm\cite{16}, only at the tube scale. The operation does not affect the large-scale spatial density distribution, which remains homogeneous above the tube scale.

Secondly, we have carefully parameterized the intrinsic bending stiffness for a family of force-capped KG models such that we can tune models with different levels of force-capping to generate chains with the same target Kuhn length. This iso-configurational push-off effectively avoids introducing distortions of the chain statistics during push-off, when we build up the local chain structure and the liquid-like bead packing. The result is equilibrated starting states for Molecular Dynamics simulations with the full KG potential (column 4 in Fig. 1).

For comparison, the rightmost column in Fig. 1 shows the outcome of the primitive path analysis\cite{81}, which we performed on the final configuration. The figure will be discussed in more detail at the end of the paper.

E. Building equilibrated melt structures for higher resolution models

In the present study we limit our efforts to building well-equilibrated melt configurations on the level of resolution of generic or Kuhn-mapped KG models. While these would be natural intermediate targets for building higher resolution models such as atomic polymer models, additional (and probably model specific) work would be needed to insert chemical details into the present description. For early work on equilibrating atomistic polymer models see e.g. Refs.\cite{27,82} and for later work utilizing multi-scale equilibration methods see e.g. Refs.\cite{11,12,19,83}

II. BACKGROUND, MODELS AND METHODS

Below we summarize known models, theories and methods that form the background of the present work. In sub-sections II A and II B we introduce the KG polymer model and define the force-capped variant, which forms the basis of the present work. Kuhn units are introduced in sub-section II C. Entanglements and primitive path analysis taking chain stiffness into account is introduced in sub-sections II D and II E. Sub-sections II F and II G introduce the lattice model of primitive-path chains, and how we generate bead-spring models based on lattice melt conformations. Finally, we introduce the Rouse and the constrained mode localization models in sub-sections II H and II I. While the present section contains all necessary information for reproducing our work, expert readers may prefer to skip it on first reading. Note that the presentation of the background is structured in the coarse-graining sense from small to large scales, while the actual equilibration proceeds in the fine-graining direction from large to small scales.

A. The Kremer-Grest model

The KG polymer model\cite{58} is a bead-spring model where beads interact via a Lennard-Jones potential truncated at an outer cutoff radius of \( r_c = 2^{1/6} \sigma \) located at the minimum of the potential. This Weaks-Chandler-Andersen\cite{84} (WCA) potential has the functional form

\[
U_{\text{WCA}}(r) = \begin{cases} 
4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 + \frac{1}{4} \right] & r < 2^{1/6} \sigma \\
0 & r \geq 2^{1/6} \sigma 
\end{cases}
\]

(B1)

Bonds are described by the FENE potential

\[
U_{\text{FENE}}(r) = -\frac{kR^2}{2} \ln \left[ 1 - \frac{r^2}{R^2} \right].
\]

With the standard choices of \( \varepsilon = k_B T \), \( R = 1.5 \sigma \) and \( k = 30\varepsilon/\sigma^2 \) the average bond length is given by \( l_b = 0.965 \sigma \). Following Faller and Müller-Plathe\cite{12,19}, we augment the model by a potential
FIG. 1. Visualization of five chains from a melt of 1000 chains of $Z = 200$ entanglements. Rows correspond to varying stiffness $\kappa = -2, 0, 2, 4, 6$ (top to bottom). Columns shows the lattice chain conformations before filtering, the low-pass filtered lattice conformations, the Kuhn scale conformations with thermal fluctuations, the equilibrated KG bead-spring conformations, and finally for comparison the primitive path mesh obtained from the equilibrated melt (left to right).
\[ U(\Theta) = k \varepsilon (1 - \cos \Theta), \]  
\[ \text{for the bond angle } \Theta, \text{ which allows to control the chain stiffness.} \]

KG simulations are performed at a standard bead density of \( \rho_b = 0.85 \sigma^{-3} \) and at a standard temperature of \( k_B T = 1 \varepsilon \)  
Here and below we use subscript “b” to denote bead specific parameters. We use a standard Langevin thermostat with friction \( \Gamma_p = 0.5 m_b \tau^{-1} \) where \( \tau = \sigma \sqrt{m_b / \varepsilon} \) defines the simulation unit of time, and \( m_b \) denotes the bead mass. We integrate the dynamics with a time step of \( \Delta t = 0.01 \tau \) using the Farago/Grønbech-Jensen integrator \(^{23,88,89} \) implemented in the Large Atomic Molecular Massively Parallel Simulator (LAMMPS) code.\(^{88,89} \)

B. Force-capped KG models

Since the WCA potential, Eq. (1), diverges for small inter-particle distances, the full KG model can only be applied to melt conformations displaying the proper liquid-like local bead packing with inter-particle distances larger than \( \sigma \) and bond lengths of the order of \( l_b \).

During push-off, we represent non-bonded interactions via a force-capped version of the WCA potential:\(^{9} \)

\[ U_{WCA,\text{cap}}(r; r_{ci}) = \begin{cases} U_{WCA}(r_{ci})(r - r_{ci}) + U_{WCA}(r_{ci}) & \text{for } r < r_{ci} \\ U_{WCA}(r) & \text{for } r_{ci} \leq r \end{cases} \]

As the inner cutoff distance \( r_{ci} \) approaches the minimum of the LJ-Potential at \( r_c = 2^{1/6} \sigma \), the pair potential for overlapping beads \( U_{WCA,\text{cut}}(0; r_{ci}) \rightarrow 0 \), while for \( r_{ci} \rightarrow 0 \) the potential \( U_{WCA,\text{cap}}(0; r_{ci}) \rightarrow \infty \) corresponding to the original KG model. Hence by changing the inner cut-off we can gradually go from non-interacting beads to the full KG model. Any choice of \( r_{ci} \) corresponds to a force-cap on the repulsive WCA interaction. We regard the inner cutoff distance as a function of energy at overlap \( U_0(r_{ci}) = U_{WCA,\text{cap}}(0; r_{ci}) \), which we refer to below as the force cap. Inverting this relation, we obtain \( r_{ci}(U_0) = 26^{1/6} \sigma / (7 + \sqrt{36 + 13U_0})^{1/6} \).

For bonded monomers the FENE+WCA potentials Eqs. (1) and (2) are replaced by the Taylor expansion

\[ U_{\text{bond}}(r) = 20.2026 + 490.628 (r - l_0)^2 - 2256.76 (r - l_0)^3 + 9685.31 (r - l_0)^4, \]

(4)

with \( l_0 = 0.960897 \sigma \) being the minimum of the potential. This expression provides an excellent approximation for the FENE+WCA bond potential close to the ground scale, while avoiding numerical problems due to the divergence of the WCA potential at \( r = 0 \) and the divergence of the FENE potential at \( r = R \).

There is no need to modify the functional form of the angular potential, Eq. (5).

C. Kuhn model and units

Kuhn\(^{20} \) recognized that the large-scale conformational properties of a polymer can be mapped to an equivalent freely jointed chain model (FJC). Choosing the FJC step length as the Kuhn length

\[ l_K = \frac{\langle R^2 \rangle}{L}, \]

(5)

the model reproduces the mean-square end-to-end distance \( \langle R^2 \rangle \) as well as the contour length \( L \) of the target chains of long chains, \( L \gg l_K \). The corresponding number of Kuhn segments along a chain is

\[ N_K = \frac{\langle R^2 \rangle}{l_K^2} = \frac{L^2}{\langle R^2 \rangle}, \]

(6)

Qualitatively, the Kuhn length is a measure of stiffness with \( c_w = l_K / l_b \) denoting the number of beads per Kuhn segment. In particular, \( l_K \) characterizes the contour length up to which chain sections are essentially straight. Theories\(^2 \) based on Gaussian chain models only apply above the Kuhn scale.

Here and below the subscript “K” denotes quantities defined at the Kuhn scale. For example, \( \rho_K \) denotes the number density of Kuhn segments and the Kuhn time, \( \tau_K \), the time it takes a Kuhn segment to diffuse over a distance of \( l_K \).\(^{23} \) While LJ units \( (\sigma, \varepsilon, \tau, m_b, \ldots) \) define a natural set of units for reporting simulation results for the KG model, universality suggests that choosing Kuhn units \( (l_K, k_B T, \tau_K) \) facilitates the comparison between simulation results, theoretical predictions and experimental results.\(^{10} \) In particular, Kuhn units provide direct access to the small number of dimensionless parameters, which control universal polymeric behavior: the number of Kuhn segments, \( N_K = L / l_K \) as a measure of chain length; the Kuhn number

\[ n_K \equiv \rho_K l_K^3 = \rho_b l_b^3 K, \]

(7)
as a convenient measure of (contour) density; the Flory number,

\[ n_F = n_K N_K^{1/2}, \]

(8)
as a measure of the degree of interpenetration of different polymers in a melt; and the invariant degree of polymerization,

\[ N_p = n_K^2 N_K = n_F^2, \]

(9)
as dimensionless measure of chain length and interpenetration, which we denote with a subscript “p”, because it measures chain extension in units of the diameter

\[ p \equiv \sqrt{\langle R^2 \rangle / N_p} = l_K / n_K \]

(10)
of non-overlapping “packing” blobs with a reduced density of

\[ n_p = \rho_p p^3 = 1. \]

(11)
In melts, the contour length, \( L_p = pN_p \), of the packing blob chain exceeds the physical chain contour length by a factor of \( L_p/L = pN_p/(l_KN_K) = n_K \), because the formulations extrapolates the asymptotic random walk behavior to length scales below the Kuhn length.

**D. Entanglements**

In polymer melts, topological constraints dominate the dynamics of interpenetrating chains beyond a characteristic scale. Following the packing argument \cite{20,22} for flexible chains, the number of Kuhn segments between entanglements can be well described by

\[
N_{eK} = \frac{p_K k_BT}{G_e} = \frac{\alpha^2}{n_K},
\]

(12)

where \( G_e = \frac{5}{2}G_N \) is the entanglement modulus, and \( G_N \) denotes the melt plateau modulus. The right-most expression follows via Eq. (9) from the packing argument \cite{21,22}.

\[
N_{ep} = \alpha^2,
\]

(13)

according to which the number of packing blobs per entanglement is a universal constant and is only valid in the limit of flexible chains e.g. \( n_K < 10 (\kappa < 2.5) \). The entanglement Flory number \( \alpha \) denotes the number of chains per entanglement volume. Experimental results\cite{93} simulation data\cite{63} and a geometric argument\cite{21} for the local pairwise\cite{93} entanglement of Gaussian chains suggest \( \alpha = \frac{d^4}{r^4} = 18 \pm 2 \).

Uchida et al.\cite{55} developed an empirical expression for \( N_{eK} \) that also captures the behavior in the limit of stiff chains. For \( \alpha = 18.0 \), the number of Kuhn segments between entanglements can be stated concisely as\cite{93}

\[
N_{eK}(\kappa) = x^2 \left( 1 + x^2 + x^4 \right)^{\frac{1}{2}} \]

(14)

with \( x = \alpha/n_K(\kappa) \).

Previously we performed a detailed Kuhn scale characterization of the KG mode\cite{63}; in particular we provided empirical expressions for the functions \( l_K(\kappa) \), \( n_K(\kappa) \), and \( N_{eK}(\kappa) \) valid for stiffnesses \( 1 \leq \kappa \leq 2.5 \). We will return to this point in the Results section below, where we provide updated expressions for these functions valid for the range \( -2 \leq \kappa \leq 6 \).

**E. Primitive-path analysis**

To estimate the entanglement length \( N_{eK} \) from a KG melt, we apply Primitive Path Analysis\cite{81,197} with corrections to account for stiff chains\cite{63}. The PPA algorithm proceeds as follows: 1) the ends of all chains are pinned in space, 2) local intramolecular pair interactions are disabled, and 3) the energy is minimized. Minimization pulls the chains taught to minimize the bond energy thus producing a unique primitive-path mesh. Since we retain inter molecular pair interactions different chains are unable to pass through each other, thus preserving entanglements. In the original PPA algorithm all intra molecular interactions were disabled, however, this removes self-entanglements between segments far removed along a chain. It also removed entanglements of a chain with images of itself due to periodic boundary conditions. Hence we only disable intra molecular interactions up chemical distances of 20 bonds along the chain. This allows the chain to shrink to its PPA contour length, while preserving distant self-entanglements. Other PPA algorithms have also been proposed see e.g.\cite{60,69}. These algorithms have been shown to measure a topological entanglement length which differs from the rheological entanglement length by about a factor of two\cite{65}.

To obtain the entanglement length in Kuhn units \( N_{eK} \) from the PPA analysis, we note the contour length of the chains before PPA is \( L = l_KN_K = l_KZN_{eK} \), while after PPA the contour length has shrunk to \( L_{pp} = l_KZ \), where \( l_K \) denotes the average spatial distance between entanglements. To account for chain stiffness, we assume the spatial distance is described by a WLC model\cite{100}

\[
(l_{eK})^2 = \langle R(N_{eK}; l_K)^2 \rangle \approx l_K^2 N_{eK} (1 - [1 - \exp(-2N_{eK})]/[2N_{eK}])^{1/2}.
\]

The WLC expression reduce to the random walk limit \( l_{eK}^2 = l_K^2 N_{eK} \) for \( N_{eK} \gg 1 \) corresponding to loosely entangled flexible chains, while in the limit \( N_{eK} \ll 1 \) it converges to the Semenov expression for tightly entangled chains.\cite{55} Hence the relation between the number of Kuhn segments between entanglements and the PPA observable \( L_{pp} \) is given by

\[
\left( \frac{L_{pp}}{L} \right)^2 = \frac{2N_{eK} + \exp(-2N_{eK}) - 1}{2N_{eK}^2}.
\]

(15)

We numerically solve this equation for a given \( L_{pp} \) to estimate the number of Kuhn segments between entanglements \( N_{eK} \), for loosely entangled chains it reduces to the classical estimator of the entanglement length\cite{81}. Noting that the mean-square end-to-end vector is \( \langle R^2 \rangle = \langle l_K^2 \rangle = l_K^2 = a_{pp}L_{pp} \), we obtain an expression for the Kuhn length of the primitive path mesh as

\[
a_{pp}(\kappa) = l_K N_{eK}^{1/2} \left[ 1 - \frac{1}{2N_{eK}} \left( 1 - e^{-2N_{eK}} \right) \right]^{-1/2}.
\]

(16)

We note that the standard random walk expression \( a_{pp}^2 = l_K^2 N_{eK} \) is only valid for \( N_{eK} \gg 1 \) corresponding to loosely entangled chains. In the limit of stiff chains, \( a_{pp} \sim l_K \) and \( N_{eK} \sim 1 \), chains are tightly entangled.

**F. A lattice model for a melt of primitive chains**

As a starting point for our fine-graining procedure in Ref.\cite{105} we chose a simple lattice model\cite{63}

\[
H = \frac{1}{2c \langle \rho \rangle} \sum_s (\rho_s - \langle \rho \rangle)^2
\]

(17)
which penalizes fluctuations in the occupation numbers $\rho_s$ of different sites $s$ of a simple cubic lattice to equilibrate the melt structure above the entanglement scale. Identifying the lattice parameter with the PPA Kuhn length is somewhat arbitrary but intuitive as we essentially simulate melts of freely jointed primitive chains. Each primitive chain segment corresponds to $N_{ck}$ Kuhn segments and in the packing limit we expect on average $\langle \rho \rangle = \alpha \approx 18$ entanglement segments per site. In particular, we expected nearly unperturbed random walk statistics from the screening of soft excluded volume interactions in a model with multiple occupied sites.

When we used simulated annealing to minimize density fluctuations, we observed that chains nevertheless had a weak tendency to stretch. To counter this effect we added the second term to the Hamiltonian

$$H = \frac{1}{2c\alpha} \sum_s (\rho_s - \langle \rho \rangle)^2 + d(N_{FB} + N_{FF}) \tag{18}$$

which provides an energy penalty for consecutive pairs of steps in the same direction (FF - “Forward-Forward”) or in opposite directions (FB - “Forward-Backwards”) and thus ensures random walk chain statistics at large scales as the temperature is reduced. The compressibility is denoted $c$, and we set $c = d = 1$ during our simulations.

Simulated annealing is performed by reducing the temperature from $T = 100$ to 0.001 in 20 stages. For each stage we attempt 50 moves per degree of freedom, that is one sweep comprises $50M(Z + 1)$ attempts. As Monte Carlo moves, we use pivot[11], crank shaft, reptation, double bridging, and randomize moves with equal probability. The three first are standard lattice MC moves and are accepted with a Metropolis criterion. In contrast to off-lattice models, double bridging moves do not change the energy and can always be accepted. The randomize move builds a completely new random chain conformation accounting for the bias against subsequent steps along the same axis. Hence it is accepted with a Metropolis criterion taking into account only the energy change due to density fluctuations.

G. Choosing lattice-compatible chain and system sizes

Having identified the lattice constant of our coarse grain lattice model with the Kuhn length of the primitive paths, Eqs (16)[27] and [14], the linear dimension of our simulation box is necessarily an integer multiple of $a_{pp}$:

$$L_{box} = na_{pp} \quad \text{with} \quad n \in \mathbb{N}^+$$

A consequence, the total volume of the simulation box has to fulfill the relation

$$V \equiv (na_{pp})^3 = \frac{N_{b,\text{tot}}}{\rho_b},$$

with $N_{b,\text{tot}} = c_{\alpha}(\kappa)N_{ck}(\kappa)ZM$ being the total number of beads in the melt. Given a target system size defined in terms of a target number $M_{\text{target}}$ of chains, we obtain from this relation the best integer approximation of the lattice size $n$. To avoid variations in the final bead density, we then choose the actual number of chains and beads as

$$M = \text{Round} \left[ \frac{a_{pp}^4 \kappa \rho_b n}{c_{\alpha}N_{ck}Z} \right] \tag{19}$$

$$N_b = \frac{\rho_b (na_{pp})^3}{M}. \tag{20}$$

Here we have generated 33 systems from $\kappa = -2$ to 6 in steps of 0.25, Tab. II shows the details of the KG models and systems for integer values of the stiffness. For all systems, we observed a variation $M/M_{\text{target}}$ in the range of 88 – 113% and $N_b/N_{b,\text{target}}$ in the range of 88 – 109%.

H. The Rouse model

In a melt the chain statistics beyond the Kuhn scale can be described using a Gaussian chain model[2103]

$$H = \frac{1}{2} k \sum_{\langle i,j \rangle} (\mathbf{r}_i - \mathbf{r}_j)^2 \tag{21}$$

where $\mathbf{r}_i$ denotes the instantaneous monomer positions and $\langle i,j \rangle$ denotes unique connected pairs of monomers. For a formulation on the Kuhn scale with $N_K$ segments, the strength of the harmonic springs connecting nearest-neighbor beads along the chain is given by

$$k_K = 3N_K k_B T \left( \langle R^2 \rangle \right) = \frac{3k_B T}{l_K^2}. \tag{22}$$

The Rouse model is easily solved in Fourier space. Defining the Rouse modes $u_{p\alpha}$ where the mode index $p = 0, \ldots, N_K$ and the Cartesian index $\alpha = x, y, z$. The transformation to Rouse modes is a matrix product using the standard Fourier convention,

$$u_{p\alpha} = Q_{pi} r_{i\alpha} \tag{23}$$

$$Q_{pi} = \sqrt{\frac{2 - \delta_{p0}}{N_K}} \cos \left( \left[ i + \frac{1}{2} \right] \frac{\pi p}{N_K} \right),$$

the back transformation to a real space node coordinates is given by the transposed matrix

$$r_{i\alpha} = Q_{\alpha p} u_{p\alpha} \tag{24}$$

$$Q_{\alpha p} = Q_{pi}.$$ 

In contrast to the node degrees of freedom, Rouse modes are decoupled. Writing $H = \sum_p \sum_{\alpha} H_{p\alpha}$, the 1D mode-space Hamiltonian has the simple form

$$H_{p\alpha} = \frac{1}{2} k_p u_{p\alpha}^2$$
with the spring constant of the \( p \)’th Rouse mode

\[
k_p = 4kK \sin^2 \left( \frac{\pi p}{2N_\ell} \right)
\]

(25)

\[
\approx \pi^2 kK \left( \frac{p}{N_\ell} \right)^2
\]

(26)

and mean-square mode amplitudes given by equipartition:

\[
\langle u^2_{p\alpha} \rangle = \frac{k_B T}{k_p}.
\]

(27)

I. Constrained mode “tube” models

Variants of the Warner-Edwards tube model\cite{20,21,22,23,101} are based on a real space Hamiltonian

\[
H = \frac{1}{2} k \sum_{\langle ij \rangle} (\mathbf{r}_i - \mathbf{r}_j)^2 + \frac{1}{2} \ell \sum_i (\mathbf{r}_i - \mathbf{R}_i)^2.
\]

The additional term describes springs of strength \( \ell \) connecting each segment to a “randomly quenched” pinning position \( \mathbf{R}_i \), and causing chains to become localized in space. The chain mean positions can then be identified with an instantaneous “tube” axis or the primitive chain conformation, while the amplitude of the fluctuations around the mean positions define a “tube” diameter. Transformation to Fourier/Rouse modes\cite{21,22,23,102} yields again a simple 1D Hamiltonian for decoupled modes,

\[
H_{p\alpha} = \frac{1}{2} k_p u^2_{p\alpha} + \frac{1}{2} \ell (u_{p\alpha} - v_{p\alpha})^2,
\]

where \( v_{p\alpha} \) denotes the Rouse/Fourier-transformed pinning positions \( \mathbf{R}_i \). Completing the square, the mode Hamiltonian is

\[
H_{p\alpha} = \frac{1}{2} (k_p + \ell) \delta u^2_{p\alpha} + \frac{1}{2} \frac{k_p}{\ell} U^2_{p\alpha},
\]

where the mean mode excitations \( U_{p\alpha} = [\ell/(k_p + \ell)] v_{p\alpha} \) and the fluctuations \( \delta u_{p\alpha} = u_{p\alpha} - U_{p\alpha} \) around the mean excitations. In particular,

\[
\langle U^2_{p\alpha} \rangle = \frac{k_B T \ell}{k_p (k_p + \ell)} = \gamma_p \frac{k_B T}{k_p}
\]

(28)

\[
\langle \delta u^2_{p\alpha} \rangle = \frac{k_B T}{k_p + \ell} = (1 - \gamma_p) \frac{k_B T}{k_p}
\]

(29)

\[
\langle u^2_{p\alpha} \rangle = \langle U^2_{p\alpha} \rangle + \langle \delta u^2_{p\alpha} \rangle = \frac{k_B T}{k_p}
\]

(30)

with

\[
0 \leq \gamma_p = \frac{\ell}{k_p + \ell} \leq 1
\]

(31)

so that the ensemble average of the chain statistics remains equal to the “annealed” statistics of free Rouse chains. In the weak localization limit, \( \ell \to 0 \) and \( \gamma_p \to 0 \), the amplitudes of the quenched mean excitations vanish, \( \langle U^2_{p\alpha} \rangle \to 0 \), with the fluctuations \( \langle \delta u^2_{p\alpha} \rangle \to k_B T/k_p \) becoming equal to those of free chains. In the strong localization limit, \( \ell \to \infty \) and \( \gamma_p \to 1 \), the amplitude of the remaining thermal fluctuations drops to zero, \( \langle \delta u^2_{p\alpha} \rangle \to 0 \), as the chains become rigidly quenched in mean conformations, whose statistics is equal to the statistics of free chains, \( \langle U^2_{p\alpha} \rangle \to k_B T/k_p \).

Defining the (1D) tube diameter \( d^2_{T\alpha} \) via the fluctuations of a 1D chain as

\[
d^2_{T\alpha} = \frac{1}{N} \sum_{p=1}^{N} \langle \delta u^2_{p\alpha} \rangle,
\]

using Eq. (26) and replacing the sum by an integral in the continuum limit \( N_\ell \gg 1 \), one finds\cite{20,21,22,23,102}:

\[
d^2_{T\alpha} = \frac{1}{N} \int_0^\infty dp \frac{k_B T}{k_p + \ell} = \frac{k_B T}{2\sqrt{k_\ell}},
\]

(32)

and hence for the 3D tube diameter

\[
d^2_T = 3d^2_{T\alpha} = \frac{3k_B T}{2\sqrt{k_\ell}},
\]

(33)

since fluctuations along the three Cartesian directions are uncorrelated.

III. METHOD DEVELOPMENT I: FINE-GRAINING FROM THE TUBE TO THE KUHN SCALE

To generate the target KG melts, we start by randomly placing \( M \) primitive chains of \( Z \) entanglement segments on the lattice followed by simulated annealing simulations as described in Sect. II. The temperature profile and energies are shown for a melt with \( Z = 200 \) and \( M = 1000 \) chains in Fig. 2. During the annealing process both the conformation and density energy contributions drop by nearly two orders of magnitude.
During the annealing process we monitor the large-scale chain conformations via the mean square end-to-end vector: \( \langle \hat{R}^2 \rangle = a_{pp}^2 Z \). The local chain statistics is characterized by the average angle between subsequent bonds \( \langle \cos \theta \rangle = (N_{FF} - N_{FR}) / (Z - 2) \), represented in terms of Flory’s \( c_w \equiv (1 + \langle \cos \theta \rangle) / (1 - \langle \cos \theta \rangle) = 1 \) for a random walk. We observe that both observables stay at the expected random walk target values. The chain configurations resulting from the process are illustrated in the leftmost column in Fig. 1. What is missing in the lattice melt conformations are the fluctuations of the microscopic chain degrees of freedom \( ^{12,20,21} \). Below we show how to systematically add these fluctuations using the constrained mode formulation \(^{22,23}\) of the Warner-Edwards “tube” localization model \(^{20,21}\), which we have briefly summarized in Sec. II A. The idea is 1) to identify the instantaneous primitive chain conformations from the lattice model with quenched mean conformations from the localization model, 2) to infer the stiffness, \( \ell \), of the localizing springs in Eq. (29), and 3) to generate the missing fluctuations from Eq. (29) when fine-graining from the tube to the Kuhn scale.

A. Statistics of the mean conformations in the constrained mode localisation model

Due to linearity of the Rouse transformation and the additivity of the Rouse mode amplitudes \( U_{\alpha} \) for the primitive chain and \( \delta u_{\alpha} \) for the fluctuations around it, the real space coordinates of each chain can also be split along equivalent lines:

\[
\begin{align*}
R_{\alpha} &= Q_{ip} U_{\alpha} \\
\delta r_{\alpha} &= Q_{ip} \delta u_{\alpha} \\
r_{\alpha} &= R_{\alpha} + \delta r_{\alpha} \\
&= Q_{ip} (U_{\alpha} + \delta u_{\alpha}) \\
&= Q_{ip} u_{\alpha}
\end{align*}
\]

By construction, the conformations of a Gaussian chain model are random walks. Assuming discretization on the Kuhn scale, the mean-square-internal distances are given by

\[
\langle (r_i - r_j)^2 \rangle = l_K^2 n,
\]

where \( n = |i - j| \) is the chemical distance between the \( i \)th and \( j \)th Kuhn segment. To derive the conformational statistics of the primitive chain, we note that mean modes are uncoupled and given by the constrained mode formulation as

\[
\langle U_{\alpha} U_{\alpha'} \rangle = \frac{k_B T}{k_p} \times \frac{\ell}{k_p + \ell} \delta_{\alpha \alpha'},
\]

hence the 1D chain statistics is can be expressed using Eq. (34) and expressed as

\[
\langle (R_{i\alpha} - R_{j\alpha})^2 \rangle = \int_0^\infty dp \langle U_{\alpha}^2 \rangle (Q_{ip}^2 + Q_{jp}^2 - 2Q_{ip}Q_{jp}) .
\]

After simplifications, the 3D mean chain conformations are described by

\[
\frac{\langle (R_i - R_j)^2 \rangle}{l_K^2 n} = 1 - f(y),
\]

where \( f(y) = [1 - e^{-y}] / y \) and \( y(n) = l_K^2 n / (2d_T^2) \) is the reduced chemical distance. In the limit of large chemical distances, \( y_n \gg 1 \), the second term can be neglected and the chain statistics is dominated by the quenched part. In the opposite limit, the primitive chain conformations are locally rod-like with a step length of

\[
\langle (R_i - R_j)^2 \rangle \approx \frac{l_K^2 n^2}{4d_T^2} \equiv b_{pp}^2 n^2.
\]

Using the definition \( L_{pp} = b_{pp} N_K \) and the relation \( a_{pp} L_{pp} = l_K^2 N_K \), we obtain the relation between the Kuhn length of the mean chain conformations and the tube diameter as

\[
a_{pp} = 2d_T .
\]

Finally, we note that as a corollary of Eqs. (37) and (38), the mean-square fluctuations in the distance around the primitive chain mean distance are given by

\[
\frac{\langle (\delta r_i - \delta r_j)^2 \rangle}{l_K^2 n} = f(y).
\]

B. Constrained mode localisation models for KG melts

In the case of KG melts, the spring constant, Eq. (22), of a Gaussian chain model resolved at the Kuhn scale is

\[
k_K(\kappa) = k_K (l_K(\kappa)) = \frac{3k_B T}{l_K^2(\kappa)} .
\]

Combining Eqs. (33) and (39), the strength of the confinement spring given by

\[
\ell_K(\kappa) = \ell_K (l_K(\kappa), a_{pp}(\kappa)) = 12 \frac{k_B T}{a_{pp}(\kappa)} l_K^2(\kappa) .
\]

The wave-length dependent degree of confinement of the Rouse modes can be expressed as

\[
y_{\alpha}(\kappa) = \left( 1 + \frac{\pi^2 a_{pp}^4(\kappa) \ell_{\alpha}^4}{4l_K^4(\kappa) N_K} \right)^{-1} \approx \frac{4Z^2}{\pi^2 \ell_{\alpha}^2 + 4Z^2} ,
\]

where the latter expression is derived using the approximation \( a_{pp}^2 = l_K^2 N_{eK} \) and hence is only valid in the flexible chain limit. The cross-over mode number \( y_{\alpha} = 0.5 \) depends on the number of entanglement segments as \( p \approx 0.64Z \). Since we know \( l_K(\kappa) \) and \( a_{pp}(\kappa) \) for KG models, we can use Eqs. (41) and (42) to derive a constrained mode model that matches the conformational properties on and above the Kuhn scale of a target KG model.

C. Analysis of the primitive chain conformations from the lattice model

We uniformly decorate each lattice chain conformation with \( N_K = N_K Z \) Kuhn segments. Let \( R_{i\alpha} \) denote the on-lattice
the strength, Eq. (42), of the confinement springs chosen as $\ell_K (l_K(\kappa), a_{pp}(\kappa))$ (top) and $\ell_K (l_K(\kappa), 2a_{pp}(\kappa))$ (bottom). Lattice mean-square amplitude $K_p (\langle U_{\text{pat}}^{\text{on}} \rangle^2)$ (blue line), off-lattice mean-mean amplitude $K_p (\langle U_{\text{pat}}^{\text{off}} \rangle^2)$ (green line), target mean-square amplitude $\gamma_p$ (black line). Also shown is the fluctuation spectrum $K_p (\delta_{\text{pat}}^2)$ (red line) and the filter function $f_p$ Eq. (43) (orange line). The mode specific scaling constant is $K_p = k_p / k_B T$.

FIG. 3. Reduced mode spectrum for the melt with $\kappa = 0$ with the strength, Eq. (42), of the confinement springs chosen as $\ell_K (l_K(\kappa), a_{pp}(\kappa))$ (top) and $\ell_K (l_K(\kappa), 2a_{pp}(\kappa))$ (bottom). Lattice mean-square amplitude $K_p (\langle U_{\text{pat}}^{\text{on}} \rangle^2)$ (blue line), off-lattice mean-mean amplitude $K_p (\langle U_{\text{pat}}^{\text{off}} \rangle^2)$ (green line), target mean-square amplitude $\gamma_p$ (black line). Also shown is the fluctuation spectrum $K_p (\delta_{\text{pat}}^2)$ (red line) and the filter function $f_p$ Eq. (43) (orange line). The mode specific scaling constant is $K_p = k_p / k_B T$.

The blue symbols in Figure 3 show the reduced variances of the lattice amplitudes $\frac{K_p}{k_B T} (\langle U_{\text{pat}}^{\text{on}} \rangle^2)$ (averaged over all $M$ chains and three Cartesian directions). They are in good qualitative agreement with the theoretical expectation from the constrained mode “tube” model (Eq. (28) with $\ell_K (a_{pp}(\kappa))$ from Eq. (42), black line in the top panel). In particular, the suppression of fluctuations relative to the full Rouse spectrum occurs on the expected length scale.

To reduce lattice and decoration artifacts at short wave-lengths, we filter the lattice modes by rescaling them as

$$U_{\text{pat}}^{\text{off}} = f_p U_{\text{pat}}^{\text{on}}.$$

with a mode cutoff $c = \langle U_{\text{pat}}^2 \rangle$ for a weakly constrained mode with $\gamma_{\text{pat}} = 0.01$.

When choosing the theoretical $\langle U_{\text{pat}}^2 \rangle$ in Eq. (43) using the confinement springs $\ell_K (l_K(\kappa), a_{pp}(\kappa))$ corresponding to the Kuhn length of the primitive paths, Eq. (42), the filtered ensemble of off-lattice primitive chain conformations is obvi-
ously in perfect agreement with the target statistics with only minor deviations being visible for \( p > 100 \) where fluctuations dominate the spectrum (top panel in Fig. 3). However, visual inspection of the primitive chain conformations (top left panel in Fig. 4) shows that the original lattice is still clearly visible.

Choosing a larger scale (i.e. using weaker localization springs \( \ell_K(\kappa, \lambda, a_{pp}(\kappa)) \) with \( \lambda > 1 \)) removes lattice artifacts more thoroughly (Fig. 4), while preserving perfect agreement of the mode spectrum with the redefined target statistics (bottom panel in Fig. 3). However this obviously comes at the expense of reintroducing density fluctuations on scales, on which they had already been suppressed in the lattice model. Here we have opted to proceed with a smoothing factor of \( \lambda = 2 \) to minimize the effect of lattice artifacts.

We also note in passing that our choices of \( a_{pp} \) as the lattice parameter and a decoration \( N_K = ZN_K \) for consistent stiffness. This can be shown by calculating the mean-square distance \( \langle R^2 \rangle = a_{pp}^2 Z = l_K^2 N_K / \left( 1 - \frac{1}{2N_K} \right) \). In the limit of loosely entangled chains \( N_K \gg 1 \) the denominator is one and hence the Kuhn conformations match the target chain statistics. However in the limit of tightly entangled chains \( N_K \ll 1 \), the denominator is \( \sim N_K \) and hence the decorated conformations are effectively stretched. We could fix this by choosing \( l_K^2 N_K \) as lattice spacing, however, we retained the choice since rescaling by Eq. (43) effectively compresses the stiff chain conformations to match the target statistics.

As a final validation, Fig. 5 compares the mean-square internal distances for the rescaled primitive chain conformations to the theoretical expectation, Eq. (38). The agreement is observed to be excellent. In future work, it might be worthwhile to explore if we have erred on the side of caution in the sense that the removal of the lattice artifacts could be trusted to the subsequent push-off phase of the algorithm, and furthermore to explore the optimal design of the lattice model and -parameter for removal of density fluctuations at shorter scales than the tube scale.

D. Introducing fluctuations at the Kuhn scale

To obtain chain conformations with proper fluctuations all the way down to the Kuhn scale we add fluctuations \( \delta u_{p\alpha} \) to the primitive chain Rouse modes,

\[
u_{p\alpha}^{\text{off}} = U_{p\alpha}^{\text{off}} + \delta u_{p\alpha}, \tag{45}\]

where the fluctuation amplitudes \( \delta u_{p\alpha} \) are chosen from a Gaussian distribution with zero mean and a variance given by Eq. (29). Note that the chosen strength of the localization springs, \( \ell_K \), has to be consistent between rescaling, Eq. (33), and the addition of noise, Eq. (45).

The center-of-mass mode \( (p = 0) \) is treated separately:

\[
u_0^{\text{off}} = U_0^{\text{on}} + \xi_0, \tag{46}\]

where \( \xi_0 \) is an uniform random number from \([-a_{pp}/2, a_{pp}/2]\) corresponding to a random shift of the lattice cell.

Fig. 3 shows the reduced spectra of the fluctuations around the primitive chain, \( \frac{k_B T}{k_B} \langle \delta u_{p\alpha}^2 \rangle \), for the above example. They are negligible at small mode numbers / large scales (\( p < 35 \) for \( \kappa = 0 \), where the chain fluctuations are dominated by the primitive chain component. At large mode numbers / small scales the additional fluctuations provide the required complement to reach Gaussian statistics on all scales down to the Kuhn scale.

Finally the chain Rouse modes from Eq. (45) are converted back to real space conformation

\[r_{p\alpha}^{\text{off}} = Q_{p\alpha} u_{p\alpha}^{\text{off}}.\]

The resulting Kuhn scale conformations match the primitive chain conformations from the lattice model at scales above the tube scale, while having random walk statistics all the way down to Kuhn scales. They are thus much closer to the target statistics than the bead-decorated lattice chains from which we used to initiate the push-off in our previous equilibration protocol (Fig. 10 in Ref. 16).

IV. Method Development II: A quasi-static push-off procedure for introducing the local chain structure and bead packing

In a second step we perform a push-off with a sequence of force-capped KG force fields. Ref. 13 describes how establishing the local bead packing reduces the remaining density fluctuations at the tube scale. Here we address the challenge of how to adjust the value of the intrinsic bending stiffness, Eq. 3, for changing levels of force-capping such that the emerging average chain structure always remains on target. To fully control the conformational fluctuations, we perform the push-off at constant \( k_B T = 1 \epsilon \) and make no use of energy minimization.

A. The Kuhn length of KG models

For stiff chains with \( \kappa > 2 \) the Kuhn length of Kremer-Grest models is essentially controlled by the intrinsic bending potential, Eq. (5) of Ref. 12:

\[l_K^{(0)}(\kappa) = l_{b} \begin{cases} 2\kappa + e^{-2\kappa} - 1 \frac{1 - e^{-2\kappa}}{1 - e^{-2(\kappa + 1)}} & \text{if } \kappa \neq 0 \\ 1 & \text{if } \kappa = 0 \end{cases} \tag{46}\]

which asymptotically reduces to the simple relation \( l_K = l_{b}(2\kappa - 1) \) (Fig. 6). For more flexible chains, there are important corrections due to the excluded volume interactions between non-bonded beads. Because the bending angle is limited by the repulsive WCA interaction between the next-nearest neighbor beads along the chain, \( l_k \) never decreases below \( 1.58\sigma \) even when negative values of \( \kappa \) would favor back-folding.

Accounting for the direct interactions between next-nearest neighbor beads along the chain,\(^{29}\) is not enough for a quantitative description, since there are also indirect effects from the liquid-like bead packing. We have previously characterized
the dependence of the Kuhn length of KG chains on the intrinsic stiffness parameter $\kappa$ via the empirical expression:

$$l_K = l_K^0(\kappa) + \delta l_K$$

with

$$\delta l_K(\kappa) = 0.7276\sigma \times (1 + \tanh(0.002\kappa^3 - 0.469\kappa + 0.214))$$

For validation consider Fig. 6 where we show our own data from Ref.\textsuperscript{53}, together with recent results from Dietz and Hoy\textsuperscript{10}, who studied KG melts of constant chain length $N_b = 400$ and stiffness varying from $\kappa = 0$ up to 5.5. We observe excellent agreement of their results with Eqs. (47) and (48) for all $\kappa$-values up to the isotropic-nematic transition. Faller et al.\textsuperscript{59} estimated that the transition is located at $l_K \approx 10\sigma$ corresponding to $\kappa \approx 4.7$. We have performed simulations of oligomer melts suggesting the transition is located at $\kappa = 5.25$.

**B. The Kuhn length of force-capped KG models**

Here we have performed corresponding extensive brute force hybrid MD/MC simulations of force-capped KG model systems with $U_0/\epsilon = 0.025, 0.25, 1, 2.5, 10, \infty$ for $\kappa$ values in the range from $-3$ up to 3 for a range of chain lengths up to $N_K = 80$. During the MD simulations we performed double bridging moves to accelerate the equilibration.\textsuperscript{76} In contrast to the full KG model,\textsuperscript{10} double bridging remains efficient in our force-capped models. The computational effort invested in these simulations is about 52 core years (0.45M core hours).

We have characterized the resulting Kuhn length using the methods described in Ref.\textsuperscript{53}. They are shown in the inset of Fig. 6. Not surprisingly, force-capped excluded volume interactions have weaker but qualitatively similar effects compared to the full WCA interactions in the KG model.

For numerical ease, we have generalized Eq. (48) using yet another auxiliary force cap parameter, $W(U_0) = U_0^{\kappa/6}/[1 + U_0^{\kappa/6}]$, which maps the force cap range $[0 : \infty]$ onto the interval $[1 : 1]$. As shown by the excellent agreement between all simulation data and the correspondingly colored lines in Fig. 6, $\delta l_K$ is well described by the empirical expression

$$\delta l_K(\kappa, W(U_0)) = 0.3638\sigma \times (1 - \tanh(-5.481W^3 - 3.870W + 2.318)) \times (1 + \tanh(0.002\kappa^3 - 0.469\kappa + 0.214))$$

Having an empirical expression for the Kuhn length, we also have produced an equation for the number of beads per Kuhn length $c_\infty(\kappa) = [l_K^0(\kappa) + \delta l_K(\kappa,1)]/l_b$ of the full KG model.

**C. Renormalized bending stiffness for force-capped KG models**

In particular, we can numerically solve the equation

$$l_K(\kappa, 1) = l_K(\kappa', W(U_0))$$

which defines the renormalized stiffness $\kappa'(\kappa, U_0)$ required for any force-capped KG model to match the Kuhn length and large-scale chain statistics of a full KG model with stiffness $\kappa$. This relation enables us to perform an iso-configurational push-off.

**D. Starting configurations for simulations at the bead scale**

To introduce the Kremer-Grest force field into fluctuation augmented melt configurations derived from our lattice...
model, we place \( N_b \) beads along the chain with a uniform bead density per Kuhn segment. Being derived from a Gaussian chain model discretized at the Kuhn scale, the bead-decorated conformations do not display a realistic KG chain structure at the bead scale. By construction, the bonds lengths strongly fluctuate and there are kinks every \( c_w \) beads between rod-like chain sections. Nevertheless, the chains follow the target statistics on average. Fig. 7 shows the mean-square spatial distances, \( \langle (\vec{r}_i - \vec{r}_j)^2 \rangle \), between monomers as a function of their contour distance, \( l_b |i - j| \) for the resulting bead-decorated conformations, where we have properly rescaled the data to collapse results for chains with different intrinsic stiffness. At large length scales (\( L \gg l_K \)) we observe random walk statistics with the desired Kuhn lengths in agreement with our expected target statistics. Locally (\( L \ll l_K \)) the conformations display rod-like chain statistics due to the decoration of Kuhn segments with several beads. Comparing Fig. 7 and 8, we note that the cross over from rod-like to random-like behavior occurs at \( L \sim l_K \) for the Kuhn scale chain conformations while it occurs at \( L \sim a_{pp} \) for the mean chain conformations.

E. Reducing density fluctuations with strongly force-capped WCA interactions

Our starting states are characterized by frequent and strong overlaps between beads. To remove these, we perform push-off simulations with our force-capped KG models at increasing levels of force-capping. The push-off procedure is divided into four distinct phases of different duration.

The three panels of Figure 8 monitor the evolution of the distribution of local densities and of the bond lengths during the push-off. Furthermore, we follow the emergence of liquid structure via the radial distribution functions for non-bonded pairs of beads. Our starting states (dashed magenta lines) exhibit enormous density fluctuations and the typical correlations of Gaussian chains.

The first phase of the push-off consists of a sequence of short runs with strongly force-capped (i.e. relatively soft) WCA interactions. Each stage is run for \( 10^4 \) steps with a friction of \( \Gamma = 5m_b \tau^{-1} \), and with the appropriately readjusted stiffness \( \kappa (\kappa, U_0) \) to preserve the large-scale chain statistics.

The first push-off iteration with \( U_0 = 0 \varepsilon \) (red line), locally rearranges bead positions to establish the typical bond lengths around \( l_b = 0.97\sigma \) of the KG model. Note that this distribution remains essentially unchanged during the further stages of the push-off procedure and subsequent runs with the full KG force field. In the absence of interactions between non-bonded beads there is no effect on the local density fluctuations. The pair-correlation function \( g(r) \) is weakly affected via the modification of distances to second and third nearest-neighbor beads along the chains.

The subsequent push-off runs with force caps of \( U_0 = 1, 2, 5 \varepsilon \) drastically reduce the local density fluctuations. For \( U_0 = 5 \varepsilon \) the probability of two beads to approach each other to a distance \( r < \sigma \) is already significantly reduced. However, \( g(r) \) does not yet display the typical first neighbor shell peak.
of liquid-like bead packing.

F. Re-equilibrating the chain statistics at an intermediate level of force-capping

The red lines in Fig. 9 show the mean-square internal distances, \( \langle |\vec{r}_i - \vec{r}_j| \rangle^2 \), of monomers as a function of their contour distance, \( l_b|i-j| \), after the first phase of the push-off. The chain statistics at large scales remains unaffected and locally the chains can equilibrate to the target statistics. However, a small amount of chain swelling develops at intermediate scales.

We chose to reequilibrate the chain and melt structure at \( U_0 = 5\epsilon \), because (i) local density fluctuations are sufficiently suppressed, (ii) the intrinsic bead friction is low in the absence of caging within a well-established first neighbor shell, and (iii) the chains can still freely pass through each other exhibiting Rouse dynamics.

The equilibration simulations were run at friction \( \Gamma = 0.5m_b\tau^{-1} \). To monitor the progress of the evolution of target properties during push-off we prefer a parametric representation of time in terms of monomer mean-square displacements, \( g_1(t) = \langle (r_i(t) - r_i(0))^2 \rangle \), relative to the wavelength of the remaining density inhomogeneities on the tube scale, \( a_{pp}^2 \). As shown in Fig. 9, the perturbations at intermediate scales equilibrate, when monomers diffuse over the entanglement scale. In particular, this local reequilibration is sufficient to reestablish the target statistics on all length scales.

As the entanglement length is another sensitive measure of the equilibration of polymer melts, we show in Fig. 10 the evolution of \( \kappa \) during push-off. To perform PPA in these systems we first have to quench the topological structure by introducing the full KG force field via a quick push-off. Compared to the corresponding Fig. 11 for our previous equilibration protocol, the inferred entanglement lengths now remain nearly constant throughout the push-off. We take this as further evidence for the utility of our improved fine-graining of the tube to the Kuhn scale. On closer inspection, the entanglement length nevertheless grows by approximately 30% for standard KG melts with \( \kappa = 0 \), while we observe essentially no evolution during push-off for the stiff chain melts with \( \kappa \geq 2 \). This observation is in good qualitative agreement with the larger disturbances of the chain statistics at intermediate scales reported for flexible chains in Fig. 9 and the observations in Ref. 145. For all melts, we observe again that the equilibrium entanglement length appears to be established, when monomers have diffused over the entanglement scale.

We conclude that push-off simulations reaching \( g_1(t) = a_{pp}^2 \) are sufficient to establish equilibrium chain statistics and entanglement length, when the systems were previously equilibrated down to the entanglement scale using the lattice model. In terms of MD steps, this corresponds to relatively modest simulations of \( 2.4 \times 10^6 \) steps each, respectively, for \( \kappa = 2, 0, 2, 4, 6 \). The non-monotonous behavior is surprising, since \( a_{pp} \) depends only weakly on the chain stiffness. We attribute this to the effective friction that depends on the bead interactions and local melt structure. These data suggests that the friction is minimal around \( \kappa \sim 2 \) for the force capped model, while previously it was observed that dynamics for the full KG model accelerates with increasing chain stiffness. At large stiffnesses a transition from isotropic to nematic order is expected, and this might explain why the friction increases for the stiffest melts.

G. Establishing the local bead packing with weakly force-capped WCA interactions

In the third step of the push-off protocol we rapidly raise the force cap in five additional stages as \( U_0 = 10, 20, 50, 75, 100\epsilon \) during a sequence of runs of \( 10^4 \) MD steps each and at a friction of \( \Gamma = 5m_b\tau^{-1} \). Again we use a force-cap readjusted chain stiffness \( \kappa'(\kappa, U_0) \) that keeps the Kuhn length constant during the push-off process. As shown in Fig. 8 this further re-
duces the local density fluctuations, while generating the typical liquid-like local bead packing of KG models. In particular, the minimal distance between any bead pair increases from zero up to approximately $0.8\sigma$ for the largest force cap.

H. Switching to the full KG model

During the final phase of the push-off we switch to the full KG force field.

In a first step we replace the $U_0 = 100\varepsilon$ force-capped interaction with the full WCA interactions, but retain the polynomial bonding potential Eq. (4). We perform a simulation of $10^5$ MD steps with maximal displacement spatial displacement of 0.05 during a time step. Within 100 steps we observe that the minimal distance between any bead pair increases to approximately $0.86\sigma$ as expected for the KG force field. In a second step, we replace the polynomial bond potential with the FENE bond potential, and perform an additional $5 \times 10^4$ MD steps. The heat produced by changing the force-cap is removed by the Langevin thermostat. The maximal temperature increase observed during the entire push-off process is less than 10%.

V. RESULTS

Below we analyze the conformational properties of highly entangled KG bead-spring melts, which we have generated with our revised multiscale equilibration procedure composed of three steps: 1) a Monte Carlo equilibration of a simple and computationally efficient lattice model for the melt structure above the entanglement scale (Sec. II F), 2) the application of a new random localization theory-based procedure for reducing lattice artifacts and adding fluctuations all the way down to the Kuhn scale (Sec. III), and 3) the execution of a series of Molecular Dynamics simulations for bead-spring chains with force-capped WCA interactions and carefully parameterized intrinsic bending rigidities to slowly introduce the liquid-like bead packing characteristic of Kremer-Grest melts (Sec. IV).

In Fig. 1 we document the evolution of the conformation of randomly chosen chains during this procedure. Each row of the figure corresponds to a different value of the bending parameter $\kappa$. The chosen values cover the entire range from experimentally relevant bending rigidities$^{[11]�}$ up to and beyond the limit of the isotropic-nematic transition$^{[30]}$. We generated melts of approximately $M_{\text{target}} = 1000$ chains with effective chain lengths of $Z_{\text{target}} = 200$ entanglements. Since the number of beads per entanglement segment varies from 149 for the most flexible melts ($\kappa = -2$) down to 10 for the stiffest melts ($\kappa = 6$), this correspond to $N_b = 25000-2000$ beads per chain and to total system sizes of 24.4M down to 1.4M beads. The precise characteristics of the generated melts are listed in Table I, the choices for the number of chains in the systems and the exact number of beads per chain follow from the considerations in Sec. III C.

The left-most column of Fig. 1 shows the lattice melts conformations where each chain is shifted by a random cell vector. We observe interpenetrating random walk chains as expected for a melt. The density of beads is kept constant, which effectively results in lattices with a smaller number of nodes for increasing chain stiffness. The second column shows the mean conformations produced after mode rescaling of the lattice conformations. Artifacts due to the lattice structure are completely removed. The third column shows bead-spring chains after adding thermal fluctuations all the way down to the Kuhn scale. The fluctuations strongly contribute to the conformations for the flexible melts (top), while for the stiff melts the Kuhn scale chain conformations are similar to the mean conformations. The fourth column shows the KG melt conformations after the push-off, which only affects the local packing.

In the following, we compare measures of the chain statistics in the generated melts to target values from the literature, check their invariance during longer simulations with the full KG force field.

A. Mean-square internal distances

Figure 11 shows the mean-square internal distances of the chains in our generated melts compared to literature results. This is an ideal way to check if we reproduce the target statistics at all length scales. We observe excellent agreement both with our own previous melt conformations as well as those generated by Dietz and Hoy. At large length scales the melt statistics are also in excellent agreement with the target Kuhn length$^{[63]}$. To check the equilibration of the present melts we performed equilibrium simulations up to the entanglement time to look for signs of changes in the melt structure. Fig. 12 shows the evolution of the mean-square internal distances. We observe essentially no change, except for $\kappa = 5$ and 6 where
TABLE I. The Kuhn number $n_K$ was calculated using Eq. (7), the Kuhn length $l_K$ was estimated using Eqs. (40-48), the Kuhn length of the primitive paths $a_{pp}$ was calculated using Eq. (16), and the entanglement length $N_{eK}$ was estimated using Eq. (14). The Kuhn and entanglement times are calculated using Eqs. (25,33,63) of Ref. 22. Both time scales depend on an empirical relation for the bead friction valid within $-1 \leq \kappa \leq 2$ by * we denote extrapolated values. The radius of gyration is given by $R_g^2 = \frac{I_K N_K}{6}$.

| $\kappa$ | $n_K$ | $l_K/\sigma$ | $c_m$ | $a_{pp}/\sigma$ | $N_{eK}$ | $\tau_K/\tau$ | $\tau_e/\tau$ | $M/M_{target}$ | $Z/Z_{target}$ | $N_b/10^3$ | $M \times N_b/10^6$ | $L_{box}/R_g$ | $n$ |
|------|------|-------------|-----|-------------|------|-------------|-------------|--------------|-------------|----------|----------------|-------------|------|
| -2   | 2.13 | 1.61        | 1.67| 13.93       | 72.6 | 4.95        | 27400       | 0.98         | 1.06        | 25.81    | 25.22     | 3.80         | 22 |
| -1   | 2.27 | 1.66        | 1.72| 13.52       | 62.0 | 5.36        | 23000       | 0.99         | 1.09        | 23.24    | 22.96     | 3.80         | 22 |
| 0    | 2.80 | 1.85        | 1.91| 12.31       | 37.8 | 6.94        | 13400       | 1.00         | 1.16        | 16.73    | 16.80     | 3.84         | 22 |
| 1    | 4.69 | 2.39        | 2.48| 9.97        | 15.0 | 13.6        | 3870        | 0.93         | 1.11        | 8.30     | 7.76      | 3.70         | 21 |
| 2    | 9.99 | 3.49        | 3.62| 8.19        | 5.42 | 38.9        | 954         | 1.04         | 0.93        | 3.63     | 3.76      | 3.64         | 20 |
| 3    | 20.9 | 5.05        | 5.23| 8.33        | 2.46 | 113*        | 484*        | 1.09         | 0.85        | 2.19     | 2.39      | 3.35         | 17 |
| 4    | 38.4 | 6.84        | 7.09| 9.65        | 1.44 | 275*        | 439*        | 0.92         | 0.88        | 1.80     | 1.66      | 2.81         | 13 |
| 5    | 62.4 | 8.72        | 9.04| 11.37       | 0.98 | 565*        | 484*        | 0.99         | 0.95        | 1.68     | 1.65      | 2.57         | 11 |
| 6    | 92.8 | 10.63       | 11.02| 13.23      | 0.75 | 1020*       | 557*        | 0.88         | 0.99        | 1.63     | 1.43      | 2.25         | 9  |

FIG. 12. Evolution of mean-square internal distances during an equilibrium simulation (colored lines denoting $t' = 0.05$ (red), 0.1 (green), 0.2 (blue), 0.5 (magenta), and 1 (black) for $\kappa = -1, \ldots, 6$.

FIG. 13. Evolution of binder cumulants for the equilibrated melts with $\kappa = -2, -1, 0, 1, 2, 3, 4, 5, 6$ (solid lines colored green, red, blue, magenta, orange, indigo, maroon, turquoise, dark green, respectively) compared to cumulants sampled at the end of the equilibrium simulation shown in Fig. 12 (dashed lines with matching colors).

there is a small drop in the chain statistics in the asymptotic plateau, which perhaps is due to the onset of local nematic ordering.

B. Beyond second moments

The equilibration procedure as well as most of our quality control were based on the analysis of second moments of the internal distance distributions. Having Gaussian chain statistics well above the Kuhn length is obviously of primary importance for claiming our melts are equilibrated. However, the related example of building melts of crumpled rings should serve as a warning, that the second moment is only a necessary, but not a sufficient condition for concluding that we have the desired distribution of equilibrium chain statistics. Short of inspecting the complete internal distance distribution functions, we have analyzed the Binder Cumulants as a measure of their deviation from Gaussian statistics. The sampled Binder Cumulant for internal distances (BCID) is defined as

$$BCID(n) = 1 - \frac{\langle R_a^n \rangle}{3 \langle R_a^n \rangle}$$

where the averages are over all three Cartesian components $R_a$ of the internal distances between beads for fixed chemical distance. For Gaussian distributed stochastic variable $X$, $\langle X^4 \rangle = 3 \langle X^2 \rangle^2$, hence the Binder Cumulant is zero in this case.

Figure 13 shows that our conformations obey Gaussian chain statistics above the Kuhn scale. At local scales we observe deviations. This is to be expected since due to the local rod-like chain structure and liquid packing of beads of the KG model. We note that while virtually all theories are based on Gaussian chain model real polymers are made up of monomers with a finite size and with a local liquid-like packing. In this sense, the KG model is a more realistic representation of real chemical polymers than most theoretical models.
C. Primitive path analysis of the generated melts

So far we have focused on single chain observables characterizing the structure of individual chains. The microscopic topological state of entangled polymer systems sensitively depends on how different chains mutually interpenetrate and its characterisation provides a sensitive measure of chain equilibration. The right-most column in Fig. 1 shows the primitive path mesh obtained from primitive path analysis of the equilibrated melt. The stiffer the chains, the smaller the effect of applying primitive path analysis, since the entanglement length decreases with increasing $\kappa$ (Fig. 14).

Fig. 14 compares the entanglement lengths of our present melts to literature data. We observe excellent agreement with our previous data and those from Dietz and Hoy for $\kappa \leq 4$. Similarly to the values for the Kuhn length shown in Fig. 6 we observe some small deviations for the stiffest melts close to the isotropic to nematic transition at $\kappa = 5.25$. There is no notable evolution of the entanglement length during the equilibrium simulation (no shown).

It might be worthwhile to explore to what extent the primitive path chain conformations match the primitive chain conformations shown in Fig. 1 for flexible chains, and how to generalize the constrained mode model to include bending modes relevant for describing fluctuations of stiff chains. This would be a further step towards generating equilibrium primitive path meshes ab-initio. However, this is beyond the scope of the present paper.

VI. DISCUSSION

Having described the method and having demonstrated its effectiveness in generating plausibly equilibrated samples of highly entangled isotropic model polymer melts, we now turn to the required computational effort and the question, how to put our data and methods to best use.

A. Computational effort

To help the reader appreciate the utility of the method, we estimate the brute-force equilibration/disentanglement times for the $Z = 200$ and $\kappa = 0$ systems to be $2.6 \times 10^{11}$ years. With a time step of $\delta t = 0.01\tau$ and $M = 1000$ chains this corresponds to $4.3 \times 10^{50}$ particle updates for the system we generate here. Assuming the simulation is run on a workstation. The major computational effort is the push-off process, which requires $0.8 - 2.4M$ integration steps. The wall time required for such a simulation depends on system size and the number of nodes used to perform the simulations. However, this is a modest computational effort compared to previous methods. For comparison, Moreira et al. used about 8.6M steps83 of varying duration to equilibrate 1000 chains of length 2000 matching the smallest systems equilibrated here. For comparison, double-bridging augmented brute-force simulations with softened Kremer-Grest models call for substantially longer simulation times for much shorter chains. Auhl et al. performed a series of simulations employing about $5 \times 10^7$ integration steps84 to equilibrate $M = 500$ chains of $N = 500$ beads. Dietz and Hoy10 recently equilibrated melts $M = 1000$ chains of $N = 400$ beads for varying stiffnesses using simulations up to $10^8$ MD steps.

B. Multiscale equilibration of long-chain melts

Multiscale equilibration proceeds from large to small scales. For the largest scales, we have retained our original choice10 of a lattice model, while Zhang et al.11 employ a hierarchical blob-based description. For both approaches, the total computational effort for the multiscale equilibration of long-chain polymer melts is dominated by the equilibration of the local chain and melt structure during the last fine-graining step. In the present case, this is the isomorphic push-off which we terminate once beads have moved over a spatial distance $g_1(t) = a_{pp}^2$, of the order of the resolution of the lattice model.

This observation has several implications: Most importantly and in marked contrast to the physical dynamics or double-bridging83, the necessary computer time for multiscale equilibration of long chain melts becomes independent of chain length. Secondly and in spite of the overhead for
treating the large scale models, the approach essentially becomes advantageous for the shortest chain lengths resolved by the coarse-grain descriptions (i.e., in the present case, beyond a few entanglement lengths). Thirdly, efforts for speeding up the equilibration are probably best concentrated on the critical (and in our experience most delicate) final step.

C. Fine-graining to the Kuhn scale

In Ref. we generated the initial bead-spring conformations for the push-off by simply decorating the lattice conformations with equidistantly placed beads. While this procedure preserves the conformational statistics and the chain packing at large scales, the resulting bond lengths are extremely compressed when compared to the target system. As a consequence, the initial relaxation of these states by energy minimisation was prone to perturb the chain structure on intermediate scales.

Here we have shown how to generate lattice-derived Gaussian chain conformations, which are discretized at the Kuhn scale. This has the advantage that the resulting bead-spring conformations exhibit the proper average chain contour length in addition to preserving the large scale structure. We have achieved this by switching to mode space and adapting the constrained mode formalism for rubber-elastic systems to the present problem. In particular, we identify the quenched (mean) configurations with the primitive chain lattice conformations. This allows us to (i) filter out lattice artifacts and (ii) add contour length and bending fluctuations down to the Kuhn scale. Our results show that the resulting conformations can be used without further precautions as starting states for our push-off procedure for KG melts. We believe that the procedure would be equally useful for the transition to other mildly coarse-grain or even atomistic models.

D. Isoconfigurational force-capped KG models

As a methodological improvement geared towards applications of the (stiffness modulated [Faller]) KG model[19] we have improved and extended the range of our parameterization of “isoconfigurational” force-capped KG models with suitably renormalized bending stiffnesses, Eqs. (47), (49) and (50). In particular, we now cover the entire range of Kuhn numbers \( n_k = \rho a k_b^2 \in \{2, 100\} \) for isotropic polymer melts ranging from experimentally relevant bending rigidities up to and beyond the limit of the isotropic-nematic transition.

Employing the present family of force-capped KG models in brute-force equilibration runs is always computationally more efficient than the use of the full KG model (Fig. 6 in Ref. [10]), since the computational effort for the final switch to the full KG potential is negligible. For chains below the entanglement length the speed-up of the order of two due to the smaller effective bead friction may be of little relevance, but for longer chains the possibility of chain crossing assures that the maximal relaxation time increases only like \( N^2 \) as in the Rouse model as opposed to \( N^{3+\alpha} \) for entangled KG chains. Moreover, LAMMPS allows to accelerate the equilibration via double-bridging moves so that the present families of potentials can be used along the lines of the recent work of Dietz and Hoy[10]. LAMMPS scripts for performing the present push-off simulations will be made available on our website [http://polymer.zqex.dk/], but a systematic analysis of the effectiveness of the double-bridging algorithm as a function of chain length and at different levels of force-capping is beyond the scope of the present work.

E. Fine-graining to the atomic scale

As in our previous work[11] we have focused on Kuhn-scale mapped KG models as a minimal microscopic description of commodity homopolymer melts in the spirit of standard textbooks of polymer physics[21-23]. We also think of the resulting melt configurations as suitable starting points for further fine-graining to an atomistic description. Note, however, that this remains to be shown in practice and that it is by no means necessary to include a generic description on the Kuhn scale into the employed hierarchy of models. Ref.[19] demonstrates that multiscale equilibration can proceed all the way down to the atomic scale through more material-specific coarse-grain models.

F. Choosing the length scales for the crossover between the different models

Our lattice model and the blob model of Zhang et al.[17,19] are much simpler and computationally more efficient than the more microscopic target models. This raises the question, down to which scales one should use these descriptions in multiscale equilibration schemes. A full investigation is beyond the scope of the present work, but some insight can be gained by analyzing the issue on a scaling level.

Given that our models and methods are fully compatible with those from Refs.[17,18] we stick to a lattice notation. Be \( a \) the lattice constant and \( \langle R^2 \rangle = a^2 n_a \) the mean-square end-to-end distance of a \( N_a \)-step lattice chain representing a target polymer. From the number density of lattice chain segments, \( \rho_a = \rho \chi N_a \), follows the dimensionless number of chain segments per lattice site, \( n_a = \rho_a a^3 = \rho \chi \langle R^2 \rangle^{3/2}/N_a^{1/2} = (N_P/N_a)^{1/2} \). In terms of available physical length scales, one can plausibly associate the lattice constant \( a \) with (a multiple of) the Kuhn length[19], the packing length[14] and the entanglement length[10]. We have not done so here, but we note that one can easily extend the idea of multiscale equilibration to chains of arbitrary length by defining a hierarchy of more and more coarse-grain models indexed \( n = 0, 1, 2, \ldots \) for any such choice of \( a \) with lattice constants \( a^{(n)} = 2^n a \), segment numbers \( N_a^{(n)} = 2^{-2n} N_a \) and reduced densities \( n_a^{(n)} = 2^n n_a \).

First consider a lattice (or blob) scale equal to a multiple of the Kuhn scale, \( a = \bar{a}_K l_K \). In this case, the average number of segments occupying a lattice site is proportional to the
Kuhn number, \( n_a = \alpha_K n_K \), i.e. \textit{a priori} we have to study a different (hierarchy of) lattice models for each target material. In contrast, choosing the lattice (or blob) scale equal to a fixed multiple of the packing length, \( a = \alpha_p p \), the average number of segments occupying a lattice site \( n_a = \alpha_p n_p = \alpha_p \), i.e. \textit{all} target materials can be studied using a universal (hierarchy of) coarse-grain models.\(^{17,18}\) We have used this method to generate sample melt configurations for chain stiffnesses \( \kappa = -2 \) up to 6 ranging from values corresponding to the most flexible experimental systems\(^{1,10,11}\) to the onset of the nematic-isotropic transition. With the transition located around \( \kappa \approx 5.4\),\(^{13}\) the conformations we generated for the largest \( \kappa \) values should probably be regarded as metastable isotropic melt states and not true equilibrium melt states. All melts are composed of \( M \approx 1000 \) chains of an effective chain length of \( Z \approx 200 \) entanglements per chain. The number of beads per chain varies between \( N = 25000 \) and \( N = 2000 \) for the highest stiffness. The resulting melt structures show excellent agreement with literature values for the Kuhn scale. Finally, we switch to a bead-spring representation and implement a push-off process using a sequence of force-capped KG models to arrive at viable starting conformations for simulations with the full Kremer-Grest polymer model.\(^{53}\) To avoid the introduction of artifacts in this stage, we have carefully parameterized the bending stiffness to be employed for each level of force-capping so as to always reproduce the Kuhn length of the target KG model.

Choosing smaller values of \( \alpha_K \) or \( \alpha_p \) is promising, as one might hope to terminate the subsequent, computationally expensive push-off runs once beads have moved over the correspondingly reduced lattice scale, \( g_1(t) = a^2 \). For more dilute target systems, Refs.\(^{17,18,30}\) worked with a lattice scale \( a = l_K \) equal to the Kuhn scale, which offers the added benefit that the lattice chains have the same (average) contour length as the target chains and can be conveniently converted with the beads of the off-lattice model. In the present work we have nevertheless retained our original choice\(^{17,18,30}\) to define the lattice model on the entanglement scale. The original reason for this choice was that excluded volume interactions are no longer fully screened\(^{17,18,30}\) when the number \( n_a \) of overlapping chain segments per lattice site approaches unity. The coarse-grain models lose much of their elegance and simplicity, if additional work is required to preserve the target relation \( \langle R^2 \rangle = a^2 N_a \) or if one has to perform a parameterization of the relation between the asymptotic Kuhn length and the model parameters along the lines of Ref.\(^{11}\). This seems inevitable on the packing scale, where \( a = p \) and \( n_a = n_p = 1 \), and might still be an issue on the packing scale, where for commodity polymers \( n_a = n_K \) falls into the range of \( n_K \in [2, 10] \).\(^{11}\)

The second reason to continue to work on the entanglement scale was that we think it interesting\(^{10,19}\) to study isotropic polymer melts over the full range of intrinsic stiffnesses up to and beyond the onset of the isotropic-nematic transition around \( n_K \approx 100 \). For the present purposes it would probably be possible to employ a universal large scale model with a fixed resolution of \( a = \alpha p \) along the lines of Refs.\(^{17,19}\) However, one would need to test, if the push-off protocol can deal with the unphysical chain contour lengths and the random walk statistics of the lattice chains below the target Kuhn scale. Alternatively, one could remove these artifacts using the methods from Sec.\(^{[1]}\) at the price of reintroducing density fluctuations on scales up to the Kuhn scale. Our choice to identify the lattice scale with the Kuhn length of the primitive paths, \( a = \alpha_p p \), allowed as to avoid these complications, because it assures\(^{58}\) that the lattice constant reduces to the Kuhn length \( l_K \) of the chains in an uncritical limit, where \( n_K \geqslant 1 \).

## VII. SUMMARY AND CONCLUSION

We have presented an effective, computationally efficient multi-scale equilibration process for long chain polymer melts resolved at the Kuhn scale using the Kremer-Grest model.\(^{17,18}\) Our method proceeds from large to small scales and uses three distinct polymer models to represent the chains. We start out by equilibrating our melts above the tube scale using a computationally very efficient Monte-Carlo lattice model. Each step of the primitive lattice chains corresponds to an entanglement segment and multiple segments are allowed to occupy the same lattice site. We use simulated annealing Monte Carlo to progressively penalize density fluctuations without introducing deviations from the target random walk chain statistics. To fine-grain the primitive chain lattice conformations to the Kuhn scale we switch to (Rouse) mode space. In the context of tube models for rubber elastic systems long wavelength modes beyond the entanglement scale are quenched while short wavelength modes are free to fluctuate. Here we identify the quenched (mean) configurations with the primitive chain lattice conformations and use a constrained mode formalism\(^{22,23}\) to (i) filter out lattice artifacts and (ii) add contour length and bending fluctuations down to the Kuhn scale. Finally, we switch to a bead-spring representation and implement a push-off process using a sequence of force-capped KG models to arrive at viable starting conformations for simulations with the full Kremer-Grest polymer model.\(^{53}\) To avoid the introduction of artifacts in this stage, we have carefully parameterized the bending stiffness to be employed for each level of force-capping so as to always reproduce the Kuhn length of the target KG model.

In future work, it would be interesting to explore, if we one can preserve the simple form of the lattice model for resolutions approaching the Kuhn scale and to further reduce the CPU time for the isconfigurational push-off. Furthermore, it is straightforward to generalize both the lattice and constrained mode models to (mixtures of) chains of arbitrary connectivities. We expect the present approach to be applicable with minor modifications in all cases where the systems reach thermal equilibrium and where topological constraints do not affect static properties. This may be particularly fruitful in the case of entangled star and branched polymers, where the physical relaxation times become exponentially longer than for linear chains.\(^{51,12}\) As a counterexample, we note that the
multiscale generation of melts of non-concatenated ring polymer melts or solutions requires special methods. \[241\]

To end on a note of caution, no number of successful validations of a multiscale equilibration procedure precludes the discovery of deviations in the analysis of additional, more refined observables (for a recent example see Refs. \[241\] on generating ring melts). In the case of long-chain homopolymer melts suitable candidates for further comparisons might be the analysis of intra-chain knots and of long-range correlations in the bond orientational correlation function. \[13\]

Given that brute-force MD equilibration for the present chain lengths requires of the order of $10^6$ more CPU time, we may have to accept this uncertainty for the foreseeable future and resign ourselves to revising the equilibration procedure whenever shortcomings are identified.

A. Data Availability

All the data that support the findings of this study are available from the corresponding author upon reasonable request. Researchers interested in analyzing our long chain melts or in using them as starting conformations for their own simulations can find equilibrated melt conformations of $M = 1000$ and $Z = 200$ for integer and half-integer values of the stiffness parameter $\kappa$ at Zenodo at http://doi.org/10.5281/zenodo.7034881. We have generated a similar but smaller set of melts with $M = 500$ and $Z = 100$ which are also openly available at Zenodo at http://doi.org/10.5281/zenodo.7319837.
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