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NEW RESULTS ON VARIANTS OF COVERING CODES IN SIERPIŃSKI GRAPHS
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Abstract. In this paper we study identifying codes, locating-dominating codes, and total-dominating codes in Sierpiński graphs. We compute the minimum size of such codes in Sierpiński graphs.
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1. Introduction and notations

1.1. Sierpiński graphs. Motivated by topological studies from [26, 29] graphs $S(n, k)$ have been introduced in [22] and named Sierpiński graphs in [23]. In the book [27] these graphs are called Klavžar-Milutinović graphs. For $n \geq 2$ and $k \geq 3$, the graph $S(n, k)$ is defined on the vertex set $\{0, 1, 2, \ldots, k - 1\}^n$ (see Figure 1 for $S(3, 3)$ and $S(2, 4)$), where two different vertices $(i_1, i_2, \ldots, i_n)$ and $(j_1, j_2, \ldots, j_n)$ are adjacent if and only if there exists an index $h$ in $\{1, 2, \ldots, n\}$ such that

(i) $i_t = j_t$, for $t = 1, \ldots, h - 1$;
(ii) $i_h \neq j_h$; and
(iii) $i_t = j_h$ and $j_t = i_h$ for $t = h + 1, \ldots, n$.

A vertex of the form $(i, i, \ldots, i)$ of $S(n, k)$ is called an extreme vertex, all other vertices of $S(n, k)$ are called inner vertices. The extreme vertices of $S(n, k)$ are of degree $k - 1$ while the degree of the inner vertices is $k$. Note also that there are exactly $k$ extreme vertices in $S(n, k)$, and that $S(n, k)$ has $k^n$ vertices. Let $u = (i_1, i_2, \ldots, i_n)$ be an arbitrary vertex of $S(n, k)$. We denote by $K(u)$ the $k$-clique induced by vertices of the form $(i_1, i_2, \ldots, i_{n-1}, j)$, $1 \leq j \leq k$. Notice that the neighbourhood of an extreme vertex $u$ is $K(u) \setminus \{u\}$, and that an inner vertex $u$ has only one neighbour that does
Figure 1. The Sierpiński graphs $S(3,3)$ and $S(2,4)$, together with the corresponding vertex labelings. The extreme vertices of $S(3,3)$ are $(0,0,0)$, $(1,1,1)$ and $(2,2,2)$, whereas the extreme vertices of $S(2,4)$ are $(0,0)$, $(1,1)$, $(2,2)$, and $(3,3)$. Notice that each inner vertex $u$ has exactly one neighbour outside the $k$-clique $K(u)$, and that the set of edges $\{uv \text{ edge of } S(n,k) \mid K(u) \neq K(v)\}$ is a matching. These properties will be extensively used in the sequel.

Notice that the Sierpiński graph $S(n,k)$ can be constructed inductively as follows. We start the construction with a $k$-clique, that can be seen as the Sierpiński graph $S(1,k)$. To construct $S(2,k)$, one has to make $k$ copies of the $k$-clique, that will be connected to each other with an edge set in 1-to-1 correspondence with the edges of a $k$-clique. By repeating this procedure, we can then recursively construct $S(n,k)$ by connecting $k$ copies of $S(n-1,k)$ with a set of $k(k-1)/2$ edges (see Figure 2).

Sierpiński graphs $S(n,3)$ coincide with the so-called Tower of Hanoi graphs, which are studied in details in the forthcoming book [16]. Another family of graphs related to Sierpiński graphs are the so-called Sierpiński gasket graphs, where all edges which are themselves maximal cliques are contracted. Some more variations of graphs that can be obtained from Sierpiński graphs have been considered in the papers [18, 24, 33]. Recently generalized Sierpiński graphs have been introduced in [13]. They are defined in a similar way as Sierpiński graphs, the difference lying in the fact that the starting graph can be any graph and not just a clique.
Extending the result about the existence of 1-perfect codes in the Tower of Hanoi graphs from [9] and [25], it has been shown in [23] that 1-perfect codes exist for all graphs $S(n, k)$. More precisely it is shown in [23] that

$$\gamma(S(n, k)) = \begin{cases} k \cdot \frac{k^{n-1}+1}{k+1}, & \text{if } n \text{ is even} \\ \frac{k^n+1}{k+1}, & \text{if } n \text{ is odd} \end{cases}$$

where $\gamma(G)$ denotes the domination number of a graph $G$. This result has been further generalized in [1], where all existing $(a, b)$-codes of Sierpiński graphs have been characterized. Sierpiński graphs have also been studied for $L(2, 1)$-labelings [12], crossing numbers [24], and different types of colorings [20, 21].

In this note we compute the minimum size of identifying codes, locating-dominating codes, and total-dominating codes in Sierpiński graphs.

1.2. Codes in graphs. In a simple undirected graph $G$, let $d(u, v)$ denote the minimum number of edges of a path having $u$ and $v$ as extremities. Let $C$ be a subset of vertices of $G$, we call $C$ a code of graph $G$. For a vertex $u$ of $G$, let us denote $I(u, C) = \{v \in C \mid d(u, v) \leq 1\}$. We say that $C$ covers a vertex $u$ if we have $I(u, C) \neq \emptyset$. In other words, $C$ covers $u$ if and only if we either have $u \in C$, or there exists $v \in C$ such that $u$ and $v$ are neighbours. The code $C$ is said to totally cover a vertex $u$ if we have $I(u, C) \setminus \{u\} \neq \emptyset$. We say that $C$ separates two distinct vertices $u, v$ if $I(u, C) \neq I(v, C)$.
The code $C$ is a covering code (or a dominating code) of $G$ if $C$ covers all the vertices of $G$. It is a total-dominating code of $G$ if it totally covers all the vertices of $G$. It is an identifying code if it is a covering code of $G$ that separates all pairs of distinct vertices of $G$. It is a locating-dominating code if it is a covering code of $G$ that separates all pairs of distinct vertices of $G$, where neither of the vertices of a pair belongs to $C$. This terminology is standard, see [8] for more about covering codes and [28] for a bibliography of problems about identifying codes and locating-dominating codes.

Many papers in the recent literature deal with these codes considered in regular structures, such as hypercubes [5, 10, 31], lattices [2, 3, 6, 17], cycles [4, 7, 15, 19, 32, 34], and Cartesian products of graphs [14, 30]. In the present paper we propose to address the computation of the minimum cardinality of such codes in Sierpiński graphs.

2. Identifying codes in Sierpiński graphs

Theorem 2.1. The minimum cardinality of an identifying code in a Sierpiński graph $S(n, k)$ is $k^{n-1}(k - 1)$.

Proof. We shall first prove that for any identifying code $C$ of $S(n, k)$, we have $|C| \geq k^{n-1}(k - 1)$. For each inner vertex $u$ of $S(n, k)$, let $m(u)$ denote the unique neighbour of $u$ which does not belong to $K(u)$. For each $k$-clique $K$ of $S(n, k)$, let us consider the set $M(K) = \{m(u) \mid u \text{ is an inner vertex of } K\}$. Clearly, the $M(K)$’s are all disjoint, and the number of such sets is $k^{n-1}$. Now, by way of contradiction, assume that there exist two inner vertices $u, v$ of a given $k$-clique $K$ such that $m(u)$ and $m(v)$ do not belong to $C$. Then $u$ and $v$ would not be separated, a contradiction. Moreover, if $K$ contains an extreme vertex, all the vertices of $M(K)$ must be in $C$ to separate the extreme vertex from the other vertices of $K$. Hence, for each $k$-clique $K$, there are at least $k - 1$ vertices of $M(K)$ that belong to $C$. Since there are $k^{n-1}$ sets $M(K)$, and they are all disjoint, this implies that the cardinality of $C$ is at least $k^{n-1}(k - 1)$.

Now, observe that if $n = 2$, then the set of inner vertices of $S(2, k)$ is an identifying code of $S(2, k)$, of cardinality $k(k-1)$. Hence the minimum cardinality of an identifying code of $S(2, k)$ is $k(k - 1)$. Now let us consider the general case $S(n, k)$, with $n \geq 2$. Let $C$ be the subset of vertices of $S(n, k)$ such that, for any subgraph $S$ of $S(n, k)$ which is isomorphic to $S(2, k)$, the vertices of $S$ that belong to $C$ are exactly the inner vertices of $S$. It is easy to see that $C$ is an identifying code of $S(n, k)$, of cardinality $k^{n-1}(k - 1)$.
3. Locating-dominating codes in Sierpiński graphs

Theorem 3.1. The minimum cardinality of a locating-dominating code in a Sierpiński graph $S(n, k)$ is $\frac{k^{n-1}(k-1)}{2}$.

Proof. Let us first show that if $C$ is a locating-dominating code of $S(n, k)$, then $|C| \geq \frac{k^{n-1}(k-1)}{2}$. Let $C$ be a locating-dominating code. We call an edge $uv$ a crossing edge if it is a maximal clique itself, that is to say $K(u) \neq K(v)$. The set of crossing edges is a matching and each inner vertex belongs to exactly one crossing edge. Consider now the following partition $\mathcal{P}$ of the vertices of $S(n, k)$: Each extreme vertex is itself a part of $\mathcal{P}$ and each pair of vertices $\{u, v\}$ forming a crossing edge is a part of $\mathcal{P}$. For each vertex $u$ of $S(n, k)$, let $P(u)$ be the set of $\mathcal{P}$ containing $u$.

By way of contradiction, assume that there exist two vertices $u, v$ of a given $k$-clique $K$ such that $P(u) \cup P(v)$ contains no element of $C$. Then $u$ and $v$ are not in the code and not separated, a contradiction. Hence, for any $k$-clique $K$, at least $k-1$ sets among the $k$ sets of $\mathcal{P}$ containing one vertex of $K$ must contain a vertex of $C$. A set of $\mathcal{P}$ can contribute to at most two different $k$-cliques and there are $k^n - 1$ $k$-cliques. Therefore, $|C| \geq \frac{k^{n-1}(k-1)}{2}$.

Now, let us consider any code $C$ such that for each $k$-clique $K$, $k-1$ of the sets of $\mathcal{P}$ containing a vertex of $K$ contain at least one vertex of $C$. It is easy to see that if this code $C$ is such that each $k$-clique of $S(n, k)$ contains at least one vertex of $C$, then $C$ is a locating-dominating code of $S(n, k)$. One can construct such a code $C$ of cardinality $\frac{k^{n-1}(k-1)}{2}$ with the following process.

- For $n = 2$, consider any code $C$ with exactly one vertex on each crossing edge and at least one vertex on each clique. To construct such a code, one can for example take an hamiltonian cycle of $K_k$, and for the corresponding crossing edge (there is a natural bijection between the crossing edges of $S(2, k)$ and the edges of a $k$-clique), take every second vertex. Clearly, this code has size $\frac{k(k-1)}{2}$.
- For $n \geq 3$, on each subgraph $S$ of $S(n, k)$ which is isomorphic to $S(2, k)$, we put in the code $C$ the vertices of $S$ corresponding to the previous code of $S(2, k)$. There are $k^{n-2}$ such (disjoint) subgraphs $S$, hence, $C$ has size $\frac{k^{n-1}(k-1)}{2}$.
4. Total-dominating codes in Sierpiński graphs

Theorem 4.1. Let $\gamma_t(G)$ denote the minimum cardinality of a total-dominating code in a graph $G$. Then we have

$$\gamma_t(S(n, k)) = \begin{cases} k^{n-1}, & \text{if } k \text{ is even} \\
 k^{n-1} + 1, & \text{if } k \text{ is odd} \end{cases}.$$ 

Proof. We first show that in any subgraph isomorphic to $S(2, k)$, at least $k$ vertices must belong to a total-dominating code. Let $S$ be a subgraph isomorphic to $S(2, k)$ and let $C$ be a total-dominating code of $S(n, k)$. If all the $k$-cliques of $S$ contain at least one vertex of $C$, then we are done. Hence, let us assume that there is a $k$-clique $K$ of $S$ containing no vertex of $C$. This implies that $K$ does not contain any extreme vertex. Then each vertex $u$ of $K$ has exactly one neighbour $m(u)$ that is not in $K$, and must therefore be in $C$. In addition, at least one neighbour of $m(u)$, which is in $K(m(u))$, must also be in $C$. Each other $k$-clique of $S$ must then contain at least two vertices of $C$. Hence $S$ contains at least $2(k - 1) \geq k$ vertices of $C$, and we are done. This proves that the cardinality of a total-dominating code is greater than or equal to $k^{n-1}$.

Now we distinguish two cases. First let $k$ be an even number. Let $C$ be the set of vertices of $S(2, k)$ induced by a perfect matching of $K_k$, such that vertices $(i, j)$ and $(j, i)$ of $S(2, k)$ belong to $C$ if and only if edge $\{i, j\}$ of $K_k$ belongs to the perfect matching. Set $C$ covers all vertices of $S(2, k)$, and since any vertex from $C$ has also a neighbour from another clique which is also in $C$, then the set $C$ is a total-dominating code. Hence $C$ is a minimum total-dominating code of $S(2, k)$. Using the same arguments for each copy of $S(2, k)$ in $S(n, k)$ it follows that $\gamma_t(S(n, k)) = k^{n-1}$, when $k$ is even. Note that since each vertex of a total-dominating code $C$ must be a neighbour of another vertex of $C$, then all minimum total-dominating codes can be constructed in such a way.

When $k$ is odd, it is impossible to find a total-dominating code of $k^{n-1}$ vertices intersecting each $k$-clique exactly once. Indeed, in this case, each vertex of $C$ would be neighbour to exactly one another vertex of $C$. Hence there would be a perfect matching running on an odd number of vertices, which is impossible. Hence, when $k$ is odd, the cardinality of a total-dominating code is greater than or equal to $k^{n-1} + 1$.

Let us first consider the case $n = 2$. To construct a minimum total-dominating code, we can similarly take a maximum matching of $K_k$, and build set $C$ in the same way as in the previous case. In this case one $k$-clique of $S(2, k)$ is not dominated by $C$ and we must add two of its vertices to $C$ to get a minimum total-dominating code. This gives altogether one additional vertex in $C$ compared to the size of $C$ in the even case.
For \( n = 3 \) we choose in each copy of \( S(2, k) \) inside \( S(3, k) \), a subset of vertices induced by a maximum matching of \( K_k \) and put them in the set \( C \). For a \( k \)-clique that is not dominated, we choose the extreme vertex of \( S(2, k) \) and put it in set \( C \). We can choose \( k \)-cliques belonging to different copies of \( S(2, k) \) so that they induce a maximum matching in \( K_k \), and choose corresponding extreme vertices and put them into \( C \). Similarly as in the case \( n = 2 \), one \( k \)-clique remains which has only one vertex in \( C \) and therefore we must add one more vertex from this \( k \)-clique to \( C \) in order to get a minimum total-dominating code of \( S(3, k) \). By iteratively repeating this procedure we construct a minimum total-dominating code of \( S(n, k) \), for any given \( n \geq 4 \). Therefore it follows that \( \gamma_t(S(n, k)) = k^{n-1} + 1 \), when \( k \) is odd.

5. Remarks

Foucaud et al. [11] propose the following conjecture about an upper bound of the cardinality of a minimum identifying code of a given graph in terms of its number of vertices and maximum degree. We recall that two adjacent vertices are said to be twins if they have the same neighbourhood. A graph having no twins is said twin-free. A graph admits an identifying code if and only if it is twin-free.

**Conjecture 5.1** ([11]). For every connected twin-free graph \( G \) of maximum degree \( \Delta \geq 3 \), the minimum cardinality of an identifying code of \( G \) is less than or equal to \( \left\lceil \frac{|V(G)| - |V(G)|}{\Delta(G)} \right\rceil \).

From the results of this paper it follows that Sierpiński graphs attain this bound. It might be interesting to consider another families of graphs attaining this bound that might be constructed in a similar manner as Sierpiński graphs or to provide a counterexample to the given conjecture.
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