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Abstract
This paper describes the multimodal deep learning system proposed for SemEval 2022 Task 5: MAMI - Multimedia Automatic Misogyny Identification. We participated in both Subtasks, i.e. Subtask A: Misogynous meme identification, and Subtask B: Identifying type of misogyny among potential overlapping categories (stereotype, shaming, objectification, violence). The proposed architecture uses pre-trained models as feature extractors for text and images. We use these features to learn multimodal representation using methods like concatenation and scaled dot product attention. Classification layers are used on fused features as per the subtask definition. We also performed experiments using unimodal models for setting up comparative baselines. Our best performing system achieved an F1 score of 0.757 and was ranked 3rd in Subtask A. On Subtask B, our system performed well with an F1 score of 0.690 and was ranked 10th on the leaderboard. We further show extensive experiments using combinations of different pre-trained models which will be helpful as baselines for future work.

1 Introduction
Internet and social media sites have played an integral role in bringing people together by providing a simple yet effective way of communication. Over recent times, internet memes have become a popular choice for sharing sentiment on the internet. A meme is an approach, concept, idea, or style that spreads through social media within a society, often to express a trend, topic, or significance represented by it (Peirson and Tolunay, 2018). Memes shared on the internet are often harmless and used to express humour; however, recent trends have increased their usage to spread hate or cause social unrest (Lippe et al., 2020). Hate speech and, in particular, hate against women has seen an exponential rise in social media platforms (Pamungkas et al., 2020). Misogyny, a subset of hate-speech (Safi Samghabadi et al., 2020), is defined as hate or prejudice against women, which can be manifested in numerous ways, including social exclusion, sex discrimination, hostility, patriarchy, male privilege, belittling of women, disenfranchisement of women, violence against women, and sexual objectification (Anzovino et al., 2018). Women have a strong presence online, particularly on Instagram and Twitter. Women use social media multiple times a day compared to men (Fersini et al., 2020). This makes it extremely important to identify and remove such content to make the internet safer for women.

Efforts have been made to identify misogynous textual content on social media (Anzovino et al., 2018) (Fersini et al., 2018b) (Pamungkas et al., 2020) (Hewitt et al., 2016), however, no efforts have been made to identify the misogynous content spanning multiple modalities like memes. Memes are uniquely multimodal and convey information using images and text. The multimodal nature of memes allows them to combine harmless texts/images into misogynist memes when used together. This poses an exciting challenge as memes require joint language and visual understanding to infer their true meaning. SemEval 2022 Task 5: MAMI (Fersini et al., 2022) draws attention to the problem of identifying misogynous memes and further identifying the type of misogyny. The task provides a dataset of misogynist memes and its type. Both images and the corresponding text was available as a source of information; the text content of the provided dataset was in English.

Our proposed system for both subtasks uses the late fusion of visual and textual features obtained from pre-trained models. We use separate pre-trained models for each modality, i.e. text and image, and fuse the features to learn multimodal representation for memes. We experimented with simple concatenation of image and
text features; and scaled dot product attention (Vaswani et al., 2017), followed by a convolution layer to learn multimodal features. Once multimodal features are learnt, we stack classification layers on them as per the subtask requirements. We also performed extensive experiments using a single modality (text/image) to set up comparative baselines. We used ViT (Vision Transformer) for image feature extraction. We experimented with various PLMs for textual feature extraction like Bidirectional Encoder Representations from Transformers (BERT), Robustly Optimized BERT Pretraining Approach (RoBERTa), MPNet, and Decoding-enhanced BERT with disentangled attention (DeBERTa).

The results of unimodal experiments showed that text-only models had a superior performance than image-only models. We experimented with feature concatenation and scaler dot product attention for multimodal models. Feature concatenation led to only minor performance gains. In case of scaler dot product attention, choice of query ($Q$) (Vaswani et al., 2017) turned out to be an essential factor. Our experiments showed that image features as query performed significantly well for all models and outperformed all unimodal and concatenation baselines. Our best performing model was a voting ensemble of attention based multimodal models and achieved an F1 score of 0.757 with a 3rd rank on the official leaderboard for Subtask A. For Subtask B we used BERT and ViT based attention model, which performed well, attaining an F1 score of 0.690 and 10th rank on the leaderboard. Our code available at GitHub \(^1\) for method replicability.

2 Background

Identifying misogynous content is critical to making the internet accessible and safe for women. In recent times there has been an exponential rise in hateful content and, in particular, the phenomenon of hate against women on social media (Pamungkas et al., 2020) (Hewitt et al., 2016). There have been previous attempts to identify hate/toxic content on social media platforms ((Zampieri et al., 2020) (Zampieri et al., 2019) (Sharma et al., 2021a) (Pavlopoulos et al., 2021) but none deal specifically with identifying the hate against women. The first benchmark dataset to identify misogynous content was proposed in (Anzovino et al., 2018). The task and the papers of AMI@Evalita 2018 (Fersini et al., 2018a) and AMI@IberEval2018 (Fersini et al., 2018b) highlight the difficulties and barriers involved in automatically identifying misogynist content on social media. Workshop on Trolling, Aggression and Cyberbullying (TRAC) shared task (Kumar et al., 2020) contained a subtask to identify gender-based identification of hateful content.

There has been a rise in multimodal content over the internet in the form of memes. Most efforts to identify toxic and misogynous content consider only the textual content. Due to the rapid increase of multimodal content, efforts have been made to analyse it. Memotion analysis (Sharma et al., 2020a) aimed to perform sentiment analysis on internet memes. It involved identifying offensive sentiment as part of its Subtasks. (Sharma et al., 2020b) used a feature fusion model using LSTMs, GRUs with attention and attained the best results in identifying offensive memes. Hateful memes challenge (Kiela et al., 2020) aimed to study and identify the hateful nature of internet memes. Analysing memes is an intrinsically difficult task as it requires multimodal reasoning capable of understanding textual and visual features. The common strategy used in analysing memes involved learning features for each modality and then fusing the features to represent joint features. Work done in (Pranesh and Shekhar, 2020) uses the simple concatenation of text and visual features for meme sentiment analysis. (Lippe et al., 2020) used early fusion models like LXMERT (Tan and Bansal, 2019), UNITER (Chen et al., 2020) uses Transformer (Vaswani et al., 2017) architecture and neural attention to learn joint representation.

Social media provides a platform for numerous people to express and share their thoughts. Misogyny which can be simplified as hate or prejudice against women, is on the rise in social media platforms. Hence, it is crucial to identify and remove such content from the internet. Attempts have been made to identify hateful/toxic and misogynist content on the internet, but none focuses on multimodal

| Type     | Misogynous | Not misogynous | Total |
|----------|------------|----------------|-------|
| Train    | 4742       | 4758           | 9500  |
| Validation | 258      | 242            | 500   |
| Test     | 500        | 500            | 1000  |

Table 1: Dataset Statistics for Subtask A

\(^1\)https://github.com/04mayukh/R2D2-at-SemEval-2022-Task-5-MAMI
content like memes. SemEval 2022 Task 5: MAMI - Multimedia Automatic Misogyny Identification (Fersini et al., 2022) aims to study the misogynist nature of memes and is divided into two subtasks which we define as:

Subtask A: Given a labelled dataset D of internet memes and their text, the objective of the task is to learn a classification function that can predict if a meme is misogynous or not.

Subtask B: Given a labelled dataset D of internet memes and their text, the objective of the task is to learn a multilabel classification function that can predict the type of misogyny $M$ for a given misogynous meme, where $M \in \{\text{stereotype, shaming, objectification and violence}\}$.

Dataset Statistics: The dataset for the task consisted of internet memes and their textual content. For Subtask A, the memes were labelled as misogynous/non-misogynous. Misogynous memes from Subtask A were further labelled into the type of misogyny. Subtask B involved recognising the type of misogyny from overlapping categories like stereotype, shaming, objectification, and violence. We also split the provided dataset into train and validation sets for training and evaluating the models before using them to make predictions on the test set. Table 1 and Table 2 show the dataset statistics for Subtask A and Subtask B.

### 3 System Overview

#### 3.1 Pre-trained Models:

Finetuning (Qiu et al., 2020) pre-trained language models has become a popular approach in the deep learning community (Sharma et al., 2021b). It is a form of transfer learning that utilizes models trained on enormous amounts of unannotated text data to learn general-purpose representations. These models are then finetuned on downstream tasks. In recent times there has been a rapid rise in pre-trained models in Natural Language Processing (NLP). The knowledge from these models can be easily transferred to tasks where small amounts of data are present, making them extremely useful. The maximum of these PLMs like BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), MPNet (Song et al., 2020), DeBERTa (He et al., 2021) are based on transformers. Pre-trained models used in computer vision mostly rely on convolutional networks. Architectures like classic ResNet (He et al., 2016) have attained state of the art performance in large scale image recognition tasks (Kolesnikov et al., 2020) (Xie et al., 2020). Recently the transformer architecture has also been used in computer vision and performs at par with convolutional networks (Touvron et al., 2021) (Dosovitskiy et al., 2021) (Bao et al., 2022). The use of transformers in computer vision has also led to multimodal pre-trained models (Kim et al., 2021) (Li et al., 2019) (Tan and Bansal, 2019). Pre-trained models provide an efficient and scalable way to use large-scale learning to simple downstream tasks efficiently. Next, we describe the pre-trained models used in our multimodal system.

#### 3.2 Brief overview of Pre-trained models:

Vision Transformer (ViT): ViT (Dosovitskiy et al., 2021) was proposed by Google and aimed to use the transformer architecture with minimal changes to computer vision tasks. Transformers use sequences to process data and cannot process grid-structured data. The images in the transformer were converted into smaller image patches and used as sequences. Trainable positional encodings were used to retain positional information of smaller image patches. These positional encodings help to learn the relationship between smaller image patches. Finally, the whole model is pre-trained as a classification task on the ImageNet dataset (Russakovsky et al., 2015).

BERT: It stands for Bidirectional Encoder Representations from Transformers (Devlin et al., 2019) is a PLM based on the transformer architecture. It is pre-trained on text corpus using Masked Language Modelling (MLM) and Next Sentence Prediction (NSP) objective.

RoBERTa: A Robustly Optimized BERT Pre-training Approach (Liu et al., 2019) was developed by Facebook. They used the BERT architecture.
with few modifications and obtained better performance. They used dynamic masking in their pre-
training and removed the NSP objective. They also trained the model using a larger batch size with
more data for longer durations.

MPNet: MPNet (Song et al., 2020) was pro-
poused by Microsoft. Most language models are pre-
trained using either MLM or permuted language
modelling objectives. MPNet makes the best of
both permuted language modelling and MLM. It
proposed a unified view of MLM and permuted lan-
guage modelling by splitting and rearranging the
tokens into predicted and non-predicted parts. It
uses MLM to see the positional information of com-
plete sentences and permuted language modelling
to model dependency among predicted tokens.

DeBERTa: DeBERTa stands for decoding-
enhanced BERT with disentangled attention (He
et al., 2021), was proposed by Microsoft and out-
performed human performance on the SuperGlue
benchmark (Wang et al., 2019). It used disen-
tangled attention where two vectors are used, one to
represent the content and the other to store the po-
sitional information. Attention weights are calcu-
lated using disentangled matrices on their content
and relative positions. It also uses an enhanced
mask decoder during pre-training to incorporate
absolute positions while predicting masked tokens.

3.3 Unimodal models (baselines):

Meme classification is an intrinsically complex
problem due to textual and visual cues. Memes can
convey a message using image, text, or both,
thus requiring textual, visual, and multimodal un-
derstanding. We first modelled misogyny detection
using purely unimodal approaches to form compar-
itive baselines as part of our experiments. BERT,
RoBERTa, MPNet, DeBERTa were used for meme
text classification, and ViT was used for meme im-
age classification. The unimodal baselines were
also helpful in understanding the predictive power
of text vs image features. We experimented with
unimodal models only for Subtask A.

3.4 Multimodal models:

The multimodal nature of memes makes it ex-
tremely difficult to understand their true meaning.
They may contain a combination of completely
different visual and textual content, which, when
joined, turn out to be misogynist in nature. To un-
derstand this multimodal nature of memes, we used
two different techniques to join visual and textual
representations to learn multimodal features, which
we will discuss next.

Feature concatenation: To learn jointly from
image and text features, we used late fusion to con-
catenate the features learnt by image and text pre-
trained models. Concatenated features are then fed
to the final classification layer to label the meme
as misogynistic (Subtask A) or identify the type
of misogyny (Subtask B). The image and text pre-
trained models are jointly finetuned with the classi-
fication layer using the classification objective.

Attention-based feature fusion: Attention has
been widely used in various NLP tasks. It forms
the critical component of transformer architecture.
The main idea behind attention is to learn repre-
sentation for a given feature based on its relative
relevance with respect to other features. We use the
same idea to learn joint image-text features using
attention mechanism. We use scalar dot product
attention (Vaswani et al., 2017) which uses con-
cept of queries($Q$), keys($K$), and values($V$) and is
defined as:

$$
\text{Attention}(Q, K, V) = \text{softmax}(QK^T / \sqrt{d_k})V
$$

where dimension of $Q$ and $K$ is $(N, d_k)$, dimen-
sion of $V$ is $(N, d_v)$, and $N$ is sequence length.
The output of the attention step has the dimension of
$(N, d_v)$, which represent the context vectors. The
language and vision models we used both utilised
transformer architecture. As we know, transform-
ers work with data sequences, which helped us get
highly localised feature representations, allowing
us to use attention to fuse visual and text features.
The features from pre-trained text models represent
the information corresponding to input tokens. The
visual features from ViT represent information cor-
responding to $N \times N$ patches from the input image.
We use the dot product attention defined above on
these set of features to learn the multimodal repre-
sentation.

Another essential aspect of scalar dot product
attention is the choice of query and key during
attention. In transformers, self-attention is calcu-
lated, which makes this choice trivial. However,
while using attention on visual and text features, it
is essential to note that attention is not commuta-
tive. Therefore, we performed experiments using
both visual and textual features as the query para-
meter in attention. The context vectors obtained
from the attention layer were then passed through
a one-dimensional convolution layer to learn final
multimodal features. These features were finally flattened and fed to the final classification layers. Figure 1 shows the architecture diagram of our attention based multimodal model using image features as query.

3.5 Classification layers and finetuning:

We finetuned the unimodal text models by stacking a simple dense and batch normalisation layer followed by a one-neuron classifier on top of features learnt by pre-trained models. We used the features from [CLS] token in the case of BERT and RoBERTa and start the token(<s>) in the case of MPNet and DeBERTa. For ViT we used the [class] token, which is taken as image representation. We pass the joint visual and text features through a batch normalisation and simple dense layer followed by a one-neuron classifier for multimodal models. Visual and text models along with concatenation/attention layer were wrapped into a single model for finetuning multimodal models.

4 Experimental setup

4.1 Pre-processing images and texts

Text: We used the ekphrasis (Baziotis et al., 2017) library for text pre-processing. It normalises time, date, numbers to a standard format and corrects misspelt words. Chatwords are commonly used in memes, so we converted them into their full forms. PLMs need text to be tokenised before it can be fed to them. We used Hugging Face’s (Wolf et al., 2020) implementation of Fast tokenisers2 for each pre-trained model.

Image: Images need to be pre-processed before being fed to ViT. We first resized the image to 224 × 224. We also divided the pixel values by 255 to bring them within a range of 0-1. Finally, the images were normalised using the mean and standard deviation of 0.5 across all channels.

4.2 Task-wise model definition:

Subtask A: We experimented with unimodal and multimodal techniques. Our unimodal baselines used BERT, RoBERTa, MPNet, DeBERTa for text and ViT for images. We extracted the features from these models and passed them through a dense layer with 32 neurons, followed by a batch normalisation layer. Finally, we used a classification layer with a single neuron and sigmoid activation to label the input as misogynous/not misogynous. For multimodal models, we experimented with concatenation as well as attention using BERT and ViT initially. We passed the fused features through a batch normalisation and dense layer consisting of 64 neurons, followed by a single neuron classification and sigmoid activation. Further, we experimented using a combination of RoBERTa, MPNet, and DeBERTa with ViT using attention mechanism (image features as query). The one-dimensional convolution layer in multimodal models used 32 filters with a kernel size of 30 and stride 15.

Subtask B: We used only the multimodal models using concatenation and attention to learn multimodal features. Subtask B was a multilabel task where a misogynous meme could belong to more than one category: stereotype, shaming, objectification, and violence. We trained a single model to classify the memes into the given categories. We created a multi-branch model where each branch tries to predict if meme belongs to one of the given categories. The branch takes the independent text

---

2Hugging Face’s Fast Tokenizers
and visual features fused using simple concatenation or a combination of attention and 1-D Convolution. The fused multimodal features for each branch are then passed through a 32-neuron dense layer, batch normalisation layer and finally through a single neuron classification layer with sigmoid activation.

4.3 Hyperparameters and training:
We developed our models using TensorFlow\(^3\), Keras\(^4\) (Chollet et al., 2015) and Hugging Face’s\(^5\) implementation of transformer\(^6\) (Wolf et al., 2020) models. The models were trained using GPU/TPU on Google Colab. We fixed the sequence length to 80 tokens across both subtasks for text modality. Sequences greater or shorter than 80 tokens were accordingly truncated or padded. We used their base versions for all PLMs; for ViT we used the base model with the patch size of 16 × 16 and input image size of 224 × 224. Finetuning was performed using Adam (Kingma and Ba, 2015) optimiser against a binary cross-entropy loss. We experimented with learning rates ranging from 2e-5 to 5e-5 with a batch size of 128 for TPU and 16 for GPU. Finetuning was done for ten epochs, and weights corresponding to the best results on the validation set were used to make predictions on the test set. For Subtask A, we finetuned the entire dataset containing misogynous as well as non-misogynous memes. For Subtask B, we trained the model only on misogynous memes to identify the type of misogyny. For evaluation on the test set, we used a hierarchical approach where we made predictions only on samples predicted as misogynous from the best performing model on Subtask A.

4.4 Evaluation metric:
Subtask A used the macro-averaged F1 score to evaluate the model’s performance. F1 scores were calculated individually for each class and then averaged to give the Macro F1 score. For Subtask B, the weighted-average F1 measure is used as the evaluation metric. F1 scores are computed for each label, and then the weighted average is computed based on true instances belonging to each label category.

5 Results and Analysis
Table 3 and Table 4 contain the results of our models for Subtask A and Subtask B. In Subtask A our best performing model was a voting ensemble of attention (image as a query) models trained with different seed values attaining an F1 score of 0.757 and was ranked 3\(^{rd}\) on the leaderboard. Figure 2 shows the confusion matrix for our ensemble model. In Subtask B we used a hierarchical model. We made predictions only for samples classified as misogynous by our best performing ensemble model on Subtask A. Our BERT + ViT model using attention (image as a query) performed best with an F1 score of 0.690 and was ranked 10\(^{th}\) on the leaderboard.

Table 3 contains a comparative analysis of unimodal vs multimodal techniques we used as part of our experiments for Subtask A. If we compare unimodal models, we can see that text-based models have better performance than the image-based models on both development and test sets. It points to the possibility that text present in memes is a prominent factor in identifying misogynous content. DeBERTa outperforms other models by a considerable margin among text models, performing almost equivalent to the multimodal concatenation model. For multimodal models, we performed initial sets of experiments using BERT and ViT over different methods of fusing the modalities. The simple concatenation worked well and provided a slight improvement when compared to unimodal

---

\(^3\)https://www.tensorflow.org/

\(^4\)https://keras.io

\(^5\)https://huggingface.co

\(^6\)https://huggingface.co/transformers
| Model               | Type              | Development |               |               |               | Test |               |               |               |
|--------------------|-------------------|-------------|---------------|---------------|---------------|-----|---------------|---------------|---------------|
|                    | Precision*        | Recall*     | Precision     | Recall        | F1             | Precision* | Recall*       | Precision     | Recall        |
| BERT               | .813              | .831        | .829          | .830          | .810           | .618      | .786          | .662          | .650          | .643          |
| RoBERTa            | TEXT ONLY         | .813        | .792          | .836          | .815           | .657      | .518          | .830          | .630          | .624          | .620          |
| MPNet              |                   | .821        | .835          | .836          | .836           | .645      | .712          | .666          | .660          | .659          |
| DeBERTa            |                   | .850        | .792          | .834          | .835           | .665      | .734          | .684          | .682          | .681          |
| ViT                | IMAGE ONLY        | .792        | .665          | .744          | .740           | .737      | .609          | .820          | .658          | .637          | .624          |
| ViT + BERT         | Concatenation     | .860        | .835          | .858          | .857           | .646      | .852          | .714          | .692          | .684          |
| ViT + BERT         | Attention(QUERY-Text) | .802  | .659          | .748          | .741           | .739      | .618          | .920          | .731          | .676          | .685          |
| ViT + BERT         | Attention(QUERY-Image) | .921  | .711          | .857          | .851           | .684      | .736          | .735          | .723          | .719          |
| ViT + MPNet        |                   | .930        | .725          | .846          | .833           | .829      | .700          | .822          | .742          | .734          | .732          |
| ViT + RoBERTa      | Attention(QUERY-Image) | .928  | .698          | .836          | .820           | .814      | .700          | .822          | .742          | .735          | .733          |
| ViT + DeBERTa      |                   | .949        | .725          | .857          | .842           | .837      | .683          | .824          | .731          | .721          | .718          |
| ENSEMBLE           | NA                |             |               |               |               |           |               |               |               |

Table 3: Experimental results on development and test set for Subtask A. Metrics for misogynist class are represented using * after the metric name.

| Model               | Type               | F1 Stereotype | F1 Shaming | F1 Objectification | F1 Violence | F1 Weighted Avg. |
|--------------------|--------------------|---------------|------------|--------------------|-------------|-----------------|
|                    | Dev                | Test          | Dev        | Test               | Dev         | Test            |
| BERT + ViT         | Concatenation      | .658          | .652       | .710               | .636        | .741            | .605          | .752          | .722          | .710          | .672          |
| BERT + ViT         | Attention(QUERY – Image) | .648      | .666       | .663               | .67          | .745            | .708          | .747          | .711          | .696          | .690          |

Table 4: Experimental results on development and test set for Subtask B.

Our next set of experiments used scaler dot product attention using BERT and ViT. As we can see from the results, the choice of query(\(Q\)) played a crucial role in calculating the multimodal features using attention. BERT + ViT model using text features as query performed poorly when compared to concatenation and best performing textual models. However, when we use the same architecture and change the query(\(Q\)) term to image features, there is a significant gain that outperforms all other models. The attention mechanism uses queries(\(Q\)), keys(\(K\)) and values(\(V\)) to calculate the context vectors. We can observe from the formula defined in section 3 that while the query(\(Q\)) and key(\(K\)) is used to calculate attention weights, the final features are a linear combination of attention weights over the values(\(V\)). Our experiments using unimodal models showed that textual features perform better than visual features, almost as good as concatenation based multimodal models. Using image features as a query allows us to preserve the textual features which are used as values(\(V\)) while modelling the correlation between images and text using query-key matching. This might be one of the possible reasons for the better performance of attention-based models with image features as query. We performed further experiments using only attention-based fusion with image features as queries(\(Q\)). We used MPNet, RoBERTa, and DeBERTa with ViT, which outperformed all unimodal and multimodal baselines. For Subtask B, we experimented with only concatenation and attention methods and found that attention (image as a query) performed better than concatenation.

6 Conclusion

This paper describes our approach for SemEval 2022 Task 5: MAMI - Multimedia Automatic Misogyny Identification. We propose a dot product attention-based mechanism for learning multimodal representation from independent text/image features. Our work also describes a comprehensive set of experiments using unimodal/multimodal models using different pre-trained models. Our system performed well, attaining 3rd rank on Subtask A and 10th in Subtask B. Our experiments highlight the non-commutative nature of dot product attention, with the choice of the query being a critical design decision. Our results showed that textual features dominate over image features in multimodal understanding. In the future, we would like to explore more on how attentions learn multimodal features and further compare the role of individual modalities in multimodal tasks.
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