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ABSTRACT

We investigate the three-state majority-vote model with noise on scale-free and regular networks. In this model, an individual selects an opinion equal to the opinion of the majority of its neighbors with probability $1 - q$ and opposite to it with probability $q$. The parameter $q$ is called the noise parameter of the model. We build a network of interactions where $z$ neighbors are selected by each added site in the system, yielding a preferential attachment network with degree distribution $k^{-\lambda}$, where $\lambda \sim 3$. In this work, $z$ is called growth parameter. Using finite-size scaling analysis, we show that the critical exponents associated with the magnetization and magnetic susceptibility add up to unity when a volumetric scaling is used, regardless of the dimension of the network of interactions. Using Monte Carlo simulations, we calculate the critical noise parameter $q_c$ as a function of $z$ for the scale-free networks and obtain the phase diagram of the model. We find that the critical noise is an increasing function of the growth parameter $z$, and we define and verify numerically the unitary relation $\upsilon$ for the critical exponents by calculating $\beta/\bar{\nu}$, $\gamma/\bar{\nu}$ and $1/\bar{\nu}$ for several values of the network parameter $z$. We also obtain the critical noise and the critical exponents for the two and three-state majority-vote model on cubic lattices networks where we illustrate the application of the unitary relation with a volumetric scaling.

Introduction

Regular networks and random graphs have been used to study and describe the topology of diverse systems investigated in condensed matter physics, but they do not represent several behaviors of real networks found in nature. Using complex networks, physicists studied a wide variety of physical systems such as the internet, the world wide web, the cellular networks, Protein-protein interaction networks, the scientific collaboration network, airline networks, economic and financial markets, among others. Many real systems are ordered in networks that present a universality of topology, showing the same architectures of assembly. One of the most investigated kinds of networks present in real-world systems are the scale-free networks or Barabási-Albert networks. These networks can be built by starting with an initial number of interconnected nodes, and newly added nodes have a higher probability to attach to the more connected nodes in a mechanism known as preferential attachment. In this process, highly connected nodes acquire more links than those that have fewer connections, yielding sites with a high number of connections, or hubs of the network. The degree distribution of these networks presents a power-law decay with exponent $\lambda \sim 3$. In Fig. 1 we illustrate the preferential attachment algorithm for a network where each newly added site connects to others with growth parameter $z = 3$.

The three-state majority-vote model with noise defined on a regular square lattice is a system of spins, where each one is allowed to be on three states only. In this three-state model, each spin assumes the state of the majority of its neighboring spins with probability $(1 - q)$ and the opposite state with probability $q$, which is known as the noise parameter of the model. The increase of the parameter $q$ promotes the formation of opposite opinion configurations in the model, and $q$ acts as a social temperature, disordered the opinion system. When the social interactions of the model are modeled on a regular square lattice network, it presents an order-disorder phase transition at the critical value $q_c \sim 0.118$ for the noise parameter.

In this work, we investigate the influence of a network with preferential attachments on the three-state majority-vote model...
We conjecture that this relation is universal regardless of the network of social interactions. We also perform simulations for the three-state majority-vote model in cubic networks that confirms our results and obtain the critical noise for this system and its critical exponents.

This work is organized as follows. In section II we describe the non-equilibrium three-state majority-vote model with noise, the network construction process and introduce the relevant quantities used in our simulations. Section III contains our results in complex and regular networks, along with a discussion. In section IV we present our conclusions and final remarks.

The Model

The Barabási-Albert Network

The three-state majority-vote model with noise consists in a set of spin variables \( \{ \sigma_i \} \) with \( i = 1, 2, \ldots, N \), where each spin can assume one of the values \( \sigma = 1, 2, \text{ or } 3 \), representing the opinion for an individual. We place the individuals in the nodes of a scale-free network with \( N \) sites. In this context, we build our network from a core of \( z \) fully connected nodes, where we add new nodes - one at a time - with \( z \) free links which will be connected by preferential attachment to the existing nodes of the network. In other words, the probability \( \Pi(k_i) \) that a link of the new node \( j \) connects to node \( i \) depends on the degree \( k_i \) of the node \( i \). Thus, for Barabási–Albert networks with linear preferential attachment we write

\[
\Pi(k_i) = \frac{k_i}{\sum_j k_j}, \tag{1}
\]

where the summation is equal to the total number of existing links in the network. We keep adding nodes to the network until it reaches a total of \( N \) sites, where a double connection to the same site is forbidden.

In Fig. 2 we show a Barabási–Albert network representation for \( N = 100 \) sites with growth parameter \( z = 5 \) (left). Note that some nodes have a high number of connections, despite the average small value of connections, or degree, per site in the network. We also present the histogram of the degree of the nodes for networks with \( N = 20000 \) nodes and different values of the growth parameter \( z \) (right). We verify that our scale-free networks present the characteristic power-law decay with exponent \( \lambda \sim 3 \), even for different values of the average degree per node \( z \) as expected.

Dynamics and Numerical Quantities

The dynamics of the system consists in a generalization for three states of the two-state majority-vote model. For each randomly selected spin \( \sigma_i \) we determine the opinion of the majority of the spins that are linked to it. With probability \( 1 - q \) the selected spin adopts the same opinion of the majority of its neighbors, and with probability \( q \) adopts one opposite opinion. In the case of a tie between all the three states, the selected spin \( \sigma_i \) changes to any opinion with the same probability equal to \( 1/3 \). For the case of a tie between two majority opinions, \( \sigma_i \) assumes one of these tied opinions with probability \( (1 - q)/2 \), and the minority with probability \( q \). Finally, for the case of a single majority opinion, \( \sigma_i \) assumes one of the two minority opinions with equal probability \( q/2 \), and the majority with probability \( 1 - q \). That is, if \( n_\alpha \) is the number of neighbors of the spin \( \sigma_i \) in a given state \( \alpha = 1, 2, 3 \), we can write the following probabilities for \( \sigma_i \) to assume the opinion 1:

\[
P(1|n_1 > n_2, n_3) = 1 - q, \quad P(1|n_1 = n_2 > n_3) = (1 - q)/2, \quad P(1|n_1 < n_2 = n_3) = q,
\]

\[
P(1|n_1, n_2 < n_3) = q/2, \quad P(1|n_1 = n_2 = n_3) = 1/3. \tag{2}
\]
Figure 2. A Barabási-Albert network representation for \( N = 100 \) nodes with \( z = 5 \) (left), and the degree distribution histogram \( P(k) \) for a single network of size \( N = 20000 \) and \( z = 1, 2, 5, 10 \) and \( 20 \) (right). The straight line is a guide to the eye and has slope corresponding to the network’s predicted degree exponent of decay \( \lambda \sim 3 \).

These transition rules present the \( C_3 \) symmetry with respect to the simultaneous change of all opinions, and the probabilities for the other states \( \sigma = 2 \) and \( 3 \) are obtained by the symmetry operations of the \( C_3 \) group. The total number of individuals connected to \( \sigma_i \) is \( n = n_1 + n_2 + n_3 \). The probability \( q \) is the noise parameter of the model and all probabilities satisfy

\[
P(1|...) + P(2|...) + P(3|...) = 1.
\]

(3)

To investigate the critical behavior of the three-state majority-vote model, we first calculate the average opinion, defined in analogy to the three-state Potts model

\[
m = (m_1^2 + m_2^2 + m_3^2)^{1/2},
\]

(4)

whose normalized components are given by

\[
m_\alpha = \sqrt{\frac{3}{2}} \left[ \frac{1}{N} \sum_{i=1}^{N} \delta(\alpha, \sigma_i) - \frac{1}{3} \right],
\]

(5)

where the sum is over all sites in the network of social interactions and \( \delta(\alpha, \sigma_i) \) is the Kronecker delta function. In this way, to study the critical behavior of the model we consider the magnetization \( M \), the magnetic susceptibility \( \chi \), and the Binder’s fourth-order cumulant \( U \) defined by

\[
M(q, z, N) = \langle \langle m_i \rangle \rangle_c,
\]

(6)

\[
\chi(q, z, N) = N \left[ \langle \langle m_i^2 \rangle \rangle_c - \langle \langle m_i \rangle \rangle_c^2 \right],
\]

(7)

\[
U(q, z, N) = 1 - \frac{\langle \langle m_i^4 \rangle \rangle_c}{3 \langle \langle m_i^2 \rangle \rangle_c^2},
\]

(8)

where \( q \) is the noise parameter, \( z \) is the growth parameter of the network, \( N \) is the total number of sites, \( \langle \langle ... \rangle \rangle_t \) denotes time averages taken in the stationary regime and \( \langle \langle ... \rangle \rangle_c \) stands for configurational averages. The critical behavior of the model is investigated by performing computer simulations and using finite-size scaling analysis.

The three-state majority-vote model evolves in time according to the probability rules given by Eqs. (2) and eventually reaches a steady state that can be of two types. For \( q = 0 \) the system exhibits an ordered steady state characterized by the predominance of individuals in one of the possible opinions. Assuming that \( \sigma = 1 \) for all sites, one can write \( m_1 = \sqrt{2/3} \), \( m_2 = m_3 = -1/\sqrt{6} \) and \( m = 1 \), yielding \( M = 1 \) for \( q = 0 \). The upper limit for \( q \) is obtained when the probability of a given spin agreeing with the majority of its neighbors is equal to the probability of it agreeing with any of the other two minority states, thus \( 1 - q = q/2 \Rightarrow q = 2/3 \). In this case, any state \( \sigma = 1, 2 \) or \( 3 \) can be found with equal probability [Eqs. (2)], leading to \( m_1, m_2, m_3 \approx 0 \) and \( M = 0 \) for \( q = 2/3 \) in the thermodynamic limit \( N \rightarrow \infty \).
We perform Monte Carlo simulations on Barabási-Albert networks with sizes ranging from $N$.

**Discussion and Results**

**Monte Carlo Simulations**

We perform Monte Carlo simulations on Barabási-Albert networks with sizes ranging from $N = 1000$ to $20000$. For each value of the pair $q$ and $z$, we set all spins to point to one opinion, i.e., $\sigma_i = 1$ for all $i$ in the network. We next select a randomly chosen individual and update its opinion in accordance with the rules given by Eqs. (2). A Monte Carlo step (MCS) is accomplished after updating all $N$ spins. We skip $10^5$ MCS in the simulation to overcome transients and allow the system to reach a steady state. The time averages were estimated from the next $2 \times 10^5$ MCS and we generated at least 100 independent random samples in order to calculate the configurational averages. Starting from different initial opinion configurations, we find that the final steady state of the system falls into becoming ordered or disordered, depending on $q$, $z$ and $N$. In the ordered phase the majority of opinions are found in one of the possible states $1$, $2$ or $3$. In the disordered phase, the three opinions are equally distributed in the network of social interactions.

In Fig. 3 we illustrate the effect of the network of interactions with preferential attachment in the consensus (order) of the system. We plot the magnetization $M(q,z,N)$, the susceptibility $\chi(q,z,N)$ and the Binder’s fourth-order cumulant $U(q,z,N)$ as a function of the noise parameter $q$ for $N = 20000$ and $z = 2, 3, 4, 5, \ldots, 10$. We find that for small values of the noise parameter $q$ the system presents an ordered state where $M(q,z,N) > 0$. Increasing $q$ the magnetization will continuously decrease to zero near a critical value $q_c$ denoting the second-order phase transition of the system. The magnetic susceptibility $\chi(q,z,N)$ exhibits a peak near the critical value of the noise parameter $q_c$ where the transition occurs, also denoted by the rapid decrease of the Binder’s fourth-order cumulant $U(q,z,N)$. These results show that the critical noise parameter $q_c$ that drives the system to a disordered state is an increasing function of the growth parameter of the network $z$.

Next we consider the finite-size effects on our measured quantities. In Fig. 4 we show the (a) magnetization $M(q,z,N)$, (b) the susceptibility $\chi(q,z,N)$ and (c) the Binder’s fourth-order cumulant $U(q,z,N)$ versus the noise parameter $q$ for $z = 10$ and different system sizes $N$. Note that $M(q,z,N) \neq 0$ for high values of the noise parameter $q$ due to finite-size effects. The susceptibility $\chi(q,z,N)$ exhibits a sharper peak as we increase the system size and the position of its maximum in the horizontal axis depends on $N$. Thus, we write the pseudocritical noise as $q_c(z,N)$. In Fig. 4(c) we show the Binder’s fourth-order cumulant $U(q,z,N)$ as a function of $q$ for different system sizes. The critical noise parameter for the system $q_c(z)$ can be estimated as the point where the curves of $U(q,z,N)$ for different sizes $N$ intercept each other. We estimate for this set of parameters $q_c = 0.513(1)$.

Figure 5(a) shows the dependence of the Binder’s fourth-order cumulant on the noise parameter $q$ for $z = 5$ and different values of $N$. Note that the curves with different system sizes intercept when $0.43 < q < 0.44$. Figure 5(b) shows a magnification of the Binder cumulant data and a third order polynomial fit in the region near the curve interception, where the critical noise does not depend on the system size and is found to be $q_c = 0.4326(4)$. We calculate the cumulant $U(q,z,N)$ for other $z$ values and in Fig. 5(c) we show the phase diagram obtained for the three-state majority-vote model on Barabási-Albert networks. The
orange region denotes the ordered phase of the system, where one of the three opinions is the majority state of the system. In this result, the error bars are smaller than the thickness of the line.

**The Unitary Relation and Scaling Results**

To obtain the critical exponents in complex networks, we propose that near the critical noise \( q_c \) the correlation length \( \xi \) scales with the actual volume of the system\(^{25,26} \) as

\[
\xi \sim N. \tag{9}
\]

Thus, the pseudocritical noise \( q_c(N) \), the magnetization \( M(q,z,N) \), the susceptibility \( \chi(q,z,N) \), and the Binder cumulant \( U(q,z,N) \) satisfy the finite-size scaling relations

\[
q_c(N) = q_c + bN^{-1/\nu}, \tag{10}
\]

\[
M(q,z,N) = N^{-\beta/\nu} \tilde{M}(\varepsilon N^{1/\nu}), \tag{11}
\]

\[
\chi(q,z,N) = N^{\gamma/\nu} \tilde{\chi}(\varepsilon N^{1/\nu}), \tag{12}
\]

\[
U(q,z,N) = \tilde{U}(\varepsilon N^{1/\nu}), \tag{13}
\]

where \( \varepsilon = q - q_c \) is the distance to the critical noise, \( b \) is a constant, and \( \tilde{M}, \tilde{\chi}, \) and \( \tilde{U} \) are scaling functions that only depend on the scaled variable \( x = \varepsilon N^{1/\nu} \). For regular networks, we recall that \( N = L^d \), where \( d \) is the effective dimension of the network and \( L \) is an effective linear size of the system. In this case, we obtain for the magnetization and for the magnetic susceptibility

\[
M(q,z,N) = L^{-d\beta/\nu} \tilde{M}(\varepsilon N^{1/\nu}), \tag{14}
\]

\[
\chi(q,z,N) = L^{d\gamma/\nu} \tilde{\chi}(\varepsilon N^{1/\nu}). \tag{15}
\]
Figure 5. (Color online) (a) The Binder’s fourth-order cumulant $U(q, z, N)$ as a function of the noise parameter $q$ for the three-state majority-vote model in Barabási-Albert networks with $z = 5$ for several values of the system sizes. From top to bottom we have $N = 20000, 15000, 10000, 5000, 2000$ and $1000$. In (b) we exhibit the details of the interception for different system sizes and a cubic fit for the data points in this region. Within the accuracy of the data, all curves intersect at $q_c = 0.4326(4)$. (c) Phase diagram of the three-state majority-vote model on Barabási-Albert networks. The orange region denotes the phase where the system presents an order or a global majority opinion. The solid line is just a guide to the eye.

We use the notation $\bar{\nu}$ instead of $\nu$ since we changed the correlation length scaling relation from the usual linear scaling $\xi \sim L$ to the volumetric scaling $\xi \sim L^d$. In this case, the hyperscaling relation now reads $2\beta d / \bar{\nu} + \gamma d / \bar{\nu} = d$. Thus, we obtain

$$\frac{2\beta}{\bar{\nu}} + \frac{\gamma}{\bar{\nu}} = 1,$$

regardless of the effective dimension $d$ of the network. This result allows us to remark that the hyperscaling relation cannot be used to estimate the dimension of these networks when using the volumetric scaling $\xi \sim L^d$, in contrast to the results of previous studies. Nevertheless, the unitary relation (Eq. 16) was verified in these works for random graphs and scale-free networks. In this context, we rewrite the unitary relation by denoting a new exponent upsilon $\upsilon$, defined as

$$\upsilon \equiv \frac{2\beta}{\bar{\nu}} + \frac{\gamma}{\bar{\nu}},$$

where we conjecture that $\upsilon = 1$ for any network under the condition of the volumetric scaling of Eq. (9). In this work, we denote the equation $\upsilon = 1$ as the unitary relation for critical exponents. We validate the consistency of this result according to the comparison with the numerical findings for the critical exponents $\beta / \bar{\nu}$ and $\gamma / \bar{\nu}$ for regular and complex networks.

By calculating the logarithm of Eqs. (10), (11) and (12) at the critical point $q_c$, we obtain an explicit relation involving the critical exponents, the measured quantities and the system volume $N$

$$\ln[q_c(N) - q_c] \sim -\frac{1}{\bar{\nu}} \ln N,$$

(18)

$$\ln[M(q, z, N)] \sim -\frac{\beta}{\bar{\nu}} \ln N,$$

(19)

$$\ln[\chi(q, z, N)] \sim -\frac{\gamma}{\bar{\nu}} \ln N,$$

(20)

and we use the Equations (18), (19) and (20) to obtain the critical exponents of the system.

Figure 6 shows the logarithm of the (a) magnetization, of the (b) susceptibility and of the distance between the pseudocritical noise and the critical noise $[q_c(N) - q_c]$ versus the logarithm of the volume of the system $N$, where $q$ is set to be equal...
Table 1. The critical noise $q_c$, the critical exponents $\beta/\nu$, $\gamma/\nu$ and $1/\nu$, and the unitary relation $\nu$, for the three-state majority-vote model on Barabási-Albert networks with growth parameter $z$.
We conclude that the critical exponents with linear and volumetric scalings relate by the unitary relation
\[ \gamma / \nu = \beta / \nu. \]

Figure 7. (Color online) Plot of the unitary line \( y = -0.96(1) x + 1.02(1) \) estimated by the linear fit of the relation between the critical exponents \( \beta / \nu \) and \( \gamma / \nu \) for several values of the growth parameter \( z \).

To confirm the validity of our statements, we performed Monte Carlo simulations for the majority-vote model with two and three states on regular square lattices and on cubic networks. We also obtain the critical noise and the critical exponents for the three-state majority-vote model defined on Barabási-Albert networks and on the Erdős–Rényi random graphs belong to different universality classes when the volumetric scaling \( \xi \sim N \) is used.\(^{18}\)

Unitary Relation on Regular Networks

To confirm the validity of our statements, we performed Monte Carlo simulations for the majority-vote model with two and three states on regular square lattices and on cubic networks. We also obtain the critical noise and the critical exponents for the three-state majority-vote model in cubic networks.

For the three-state majority-vote model on cubic networks with \( L = 10, 20, 30 \) and 40, with periodic boundary conditions. We use \( 3 \times 10^5 \) MCS to averages our quantities, \( 10^5 \) MCS as thermalization time and we generated 100 independent random samples in order to calculate the configurational averages. Figure 9 shows the our results for the (a) magnetization \( M(q,L) \), the (b) susceptibility \( \chi(q,L) \) and the (c) Binder cumulant \( U(q,L) \) versus the noise parameter \( q \), where \( N = L^3 \). We observe some familiar results such as \( M(q,L) \to 0 \) for \( q > q_c \), with \( L \to \infty \), and \( \chi(q,L) \) that also exhibits a sharper peak as we increase \( L \). From Binder parameter, we find the critical noise of the model \( q_c = 0.2523(2) \).

By performing numerical simulations for the majority-vote model with two and three states on regular square lattices and on cubic networks we build the Table 2 with the critical exponents for the magnetization and susceptibility. We also obtain unitary relation \( \nu \) and effective dimension \( d \) obtained for each model with volumetric \( (\xi \sim N) \) and linear \( (\xi \sim L) \) scalings, respectively. We conclude that the critical exponents with linear and volumetric scalings relate by \( \beta / \nu = \frac{d}{d} \beta / \nu \) and \( \gamma / \nu = \frac{d}{d} \gamma / \nu \), as expected by recalling that \( \xi \sim L^d \).

| Network | States \((Q)\) | \( q_c \) | \( \beta / \nu \) | \( \gamma / \nu \) | \( \nu \) | \( \beta / \nu \) | \( \gamma / \nu \) | \( d \) |
|---------|-------------|----------|---------------|---------------|---------|---------------|---------------|-------|
| Square  | 3           | 0.118(1) | 0.067(1)      | 0.90(1)       | 1.03(1) | 0.134(1)      | 1.80(1)       | 2.07(1) |
| Square  | 2           | 0.075(1) | 0.062(1)      | 0.87(1)       | 0.99(1) | 0.124(1)      | 1.74(1)       | 1.99(1) |
| Cubic   | 3           | 0.2523(1)| 0.197(5)      | 0.64(1)       | 1.03(2) | 0.33(1)       | 2.41(1)       | 3.07(3) |
| Cubic   | 2           | 0.1761(3)| 0.154(2)      | 0.70(1)       | 1.01(1) | 0.461(7)      | 2.11(1)       | 3.03(2) |

Table 2. The critical noise \( q_c \), the critical exponents volumetrically rescaled for \( \xi \sim L^d \), the unitary relation \( \nu \), the regular critical exponents \( \beta / \nu \) and \( \gamma / \nu \), and the effective dimension \( d \) when \( \xi \sim L \) for the majority-vote model with two and three states on regular networks.
Figure 8. (Color online) Data collapse for (a) the magnetization $M(q,z,N)$, (b) the magnetic susceptibility $\chi(q,z,N)$ and (c) the Binder’s fourth-order cumulant $U(q,z,N)$ for $N = 1000, 2000, 3000, 5000, 10000, 15000$ and $20000$ with $z = 14$. Here, we used $\beta/\nu = 0.3$, $\gamma/\nu = 0.44$ and $1/\nu = 0.45$.

In Figure 10 we plot the logarithm of the magnetization and magnetic susceptibility show the critical exponents obtained for the majority-vote model with two and three states on square lattice and cubic networks with the volumetric scaling. Our results confirms that the unitary relation holds for this model on these networks, and it points that the effective dimension obtained by previous works with the majority-vote model on random graphs and on Barabási-Albert networks might be not equal to unity.\textsuperscript{18,22,23,27}

Conclusion and Final Remarks

We have obtained the phase diagram and critical exponents of the three-state majority-vote model with noise on Barabási-Albert networks. We verified that the second-order phase transition occurs in for networks with growth parameter $z > 1$, where the critical exponents $\gamma/\nu$ and $1/\nu$ decrease with $z$, while $\beta/\nu$ increases. We also find that the critical noise $q_\text{c}$ is an increasing function of the growth parameter $z$. By assuming that near criticality the correlation length $\xi$ scales with the actual volume of the system $\xi \sim N$, we found that the hyperscaling relation leads to unity, regardless the effective dimension of the network of interactions. Nevertheless, using Monte Carlo simulations we verified the unitary relation $\nu = 1$ for all values of the growth parameter $z$ investigated. The unitary relation was also confirmed for the majority-vote model with two and three states on regular square lattices and cubic networks, with well defined effective dimensions.

We remark that obtaining the effective dimension for some complex networks - such as the random graphs and the Barabási-Albert networks - using the relations between critical exponents remains as a task to perform, although other methods and scalings have been successfully developed.\textsuperscript{28,29} Our results, may suggest and allow future research using other finite-size scaling relations, such as some power-law with a characteristic length instead. We also suggest using the unitary relation and the unitary line as tests and confirmation for the criticality of systems with complex interactions of unknown effective dimension or clearly defined linear size.
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