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Abstract
The territorial capital approach is used to investigate the economic development of regions in Ukraine in an empirical model. In addition to ‘traditional’ models of regional development, potentially important variables for economic growth, such as elements of social and societal capital (e.g., trust, corruption, non-profit organizations, libraries), are included. Furthermore, the effects of the military conflicts in Ukraine on regional development are described. The empirical results suggest that—while there are no clear-cut effects of all elements of the territorial capital—some interesting variables are of significant importance for the regional development in Ukraine. For instance, strengthening the cultural and social, as well as institutional capital as parts of the overall governance structure, may have positive effects on regional development equal to those originating from hard infrastructure, such as roads and railroads. The results also indicate that—besides the devastating effects of the military conflicts—there is a range of options for public policies supporting territorial capital. These policies include the provision and implementation of robust legal frameworks to increase trust and to reduce corruption, the support of educational efforts and the institutions of civil society, and the promotion of local (i.e. municipal) investments in the framework of a foundational economy.
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1 Introduction and background

There is a long debate on the determinants of regional economic and social development as numerous theories and models are still turning up. In recent years, the concept of territorial capital has gained importance in analyzing regional development (e.g., Benassi et al. 2021; Fratesi and Perucca 2019, 2020; Morretta 2021; Romão and Neuts 2017). The basic idea behind the concept is that the standard assumptions about the importance of, for instance, productive capital, human capital, accessibility, infrastructure, and land, are complemented by indicators describing social capital (e.g., existence of local libraries), innovativeness (e.g., patents), and societal aspects such as trust, corruption, and intensity of social relations.

According to Camagni and Capello (2008), territorial capital considers the impacts of different factors on territorial assets: tangible goods, intangible goods and mixed goods (see also Camagni 2008). The researchers argue that the main function of capital is, in general, to improve the efficiency and productivity of economic activities at the local level. In this sense, the territorial capital approach is focused on the supply-side of the economy, contrary to Keynesian models that put their emphasis on aggregate demand (cf. Camagni 2008). The latter might be justified for predicting the development of a country’s entire economy, but clearly has limits in regard to local and/or regional economies. As Capello (2007) argues, the territorial capital approach is not only useful to statically ascertain the potential determinants of regional development—eventually to suggest economic policies in order to support the productive capacity and innovativity of a region—but also to forecast dynamically the regional economic development.

Empirically, the concept makes use of a much broader data base than other approaches by including several elements of ‘capital’ that are often not easily commensurable, or are not regularly reported in the national accounting systems on a regular (e.g., annual) basis for regions or territories.

Tóth (2017) points out that territorial capital is a broad consideration and integration of local (endogenous) resources which could be used effectively in order to enhance regional competitiveness. The author emphasizes that the territorial capital concept, while conceptually well-defined, is also a broad concept that has to be made operational for an empirical test. Camagni and Capello (2008) identify the following elements of territorial capital that account for the macroeconomic, institutional, and socio-economic and demographic driving forces for analyzing and predicting regional development (Capello 2007):

- Public goods and services;
- intermediate, mixed-rivalry tangible goods;
- private fixed capital and toll goods;
- social capital;
- relational capital;
- human capital;
The territorial capital approach has been used for a limited variety of regions and countries. However, there are only a few papers on the empirical validity of the territorial capital approach for Central and Eastern European transition countries. Notable exceptions include Tóth (2017) and Jóna (2015a) for Hungary (see Sect. 2). In regard to the regional development in Ukraine, no such studies are available. While the lack of studies for Ukraine is an important motivation of this paper by itself, the regional development in Ukraine is an especially interesting case study. First, the ongoing military conflicts and the occupation of Ukrainian territory by Russia that led to sanctions of the European Union (Council of the European Union 2020) poses economic hardship to the neighboring regions. Second, Ukraine has undertaken efforts for a closer political and economic cooperation with the European Union. However, critics have argued that weak institutions and governance, and corruption are still serious problems. Therefore, this paper specifically addresses the growth differences between regions in Ukraine owing to weak governance and the military conflicts in the framework of the territorial capital concept.

The aim of this paper is thus to investigate the determinants of regional economic development of the Ukrainian regions in this framework. The validity of the territorial capital concept is tested in a panel setting, with 27 Ukrainian administrative regions (25 oblasts, Autonomous Republic of Crimea, and two cities with special status: Kyiv and Sevastopol) and over a period of observation from 2003 to 2018 (for the Autonomous Republic of Crimea and city of Sevastopol, data are available from 2003 to 2013). The following research questions are dealt with:

- Which variables of the territorial capital concepts determine the development of the regions in Ukraine?
- How do variables associated with institutions and governance frameworks, such as corruption, affect regional development?

The results of this paper infer that some of the key variables of the territorial capital theory do indeed explain the economic development of regions in Ukraine. However, the changing size and significance of the coefficients in the econometric estimations infer that there is no clear-cut explanation for the different developments of the economies in the various regions. However, elements of the social and institutional capital seem to be important predictors of regional development in Ukraine. For instance, lower crime rates are clearly beneficial for regional development.

The structure of the paper is as follows: A brief literature review on empirical tests of the territorial capital approach is presented in Sect. 2. Descriptive and econometric results are presented and discussed in Sect. 3, while in Sect. 4, the results are summarized and conclusions are drawn.
2 Empirical evidence on the territorial capital approach: a short overview

It should be noted that there are many publications devoted to the study of the concept of territorial capital and of the peculiarities of its influence on regional development. This brief literature review deals with empirical studies on the territorial capital approach, and starts out with some papers dealing with European regions in different countries, before reviewing studies on Italian regions. Central and Eastern European countries are included afterwards.

However, empirical studies that investigate the significance of the territorial capital approach in Central and Eastern Europe are rare. On a broader European level, Fratesi and Perucca (2019) explored the influence of territorial capital on the economic growth of EU15 regions in the context of the European Union’s cohesion policies. Based on the analysis, the authors find that some forms of capital that are exclusive to the territorial capital approach have had a positive impact on the socio-economic state of regions. They also emphasize the complementary linkages between territorial capital and regional policy, which is important for regions with different levels of economic development (see also Fratesi and Perucca 2014; Bachtrögler et al. 2019).

In regard to economic shocks, Fratesi and Perucca (2019, 2020) analyzed the role of territorial capital for the resilience of EU regions to cope with the economic crisis that emerged in 2007 and 2008. For this purpose, groups of regions are identified, depending on the initial endowments of territorial capital. The authors find that the resilience of the regions in regard to contractive economic shocks correlates substantially with the available territorial assets.

In some studies, the development and impact of territorial capital might be observed in different directions, depending on the countries, regions, and periods investigated. For example, Romão and Neuts (2017) ascertained the effects of territorial capital, local resources, and tourism specialization, on the sustainable development of selected European regions. The results show that unfavorable socio-economic tendencies might take place in regions with rich natural resources and a specialized tourism sector. The main reason for the weak regional performance is the emphasis the tourism sector places on mass consumer products and services, which have in addition also low value. Therefore, for a correct assessment of the situation, it is necessary to take into account not only quantitative, but also qualitative characteristics of territorial capital.

Many single-country papers prominently focus on Italian regions. Lo Cascio et al. (2019) examined the effects of several forms of assets related to the territorial capital on the economic state of Italian provinces from 1999 to 2014. By applying a spatial Durbin model, the authors discover that the majority of the chosen variables exhibits positive effects on the economic development at the regional level. However, these effects seem to be somewhat different before and during the periods of crisis.

In regard to the asymmetric effects of territorial capital, Mazzola et al. (2018) investigated the influence of various components of territorial capital on the
economic growth of Italian provinces before and after periods of crises (for local Italian growth, see also Perucca 2014). While human capital has a strong impact on the economic performance at the regional level during crisis and non-crisis periods, cultural and natural capital play an essential role on a few indicators (GDP and export growth) in the period of a crisis. Other components of territorial capital affect the economic growth of provinces only when not in the periods of crises.

Barzotto et al. (2016) investigated how essential the territorial capital approach is in terms of the location and the effective operation of Italian multinational corporations. The results indicate that the territorial capital positively affects the values and performances of the companies by making a significant contribution to their long-term rise and recognition worldwide.

In regard to studies on Eastern European countries, Jóna (2015a) analyzed various factors that influence the increase of the territorial capital of Hungarian sub-regions. While socio-economic proximity has a strong effect on the accumulation of territorial capital, socio-cultural proximity in particular creates conditions for its more stable accumulation. In order to ensure the effective accumulation of this form of capital, the paper stresses that a close co-ordination between the regional economic actors and the network structure’s capacities is necessary.

Fábián and Tóth (2014) placed their research focus on cultural capital as an important element of territorial capital, by using data on Hungarian micro-regions. Employing multivariate statistical methods, the researchers distinguished several types of regions by investigating various cultural attributes. Taking into account these regional differences, the empirical investigation confirms that the cultural characteristics of micro-regions affect the economic development of these regions.

Dodescu et al. (2018) examined the effects of the different forms of territorial capital on the economic performance of Romanian counties. Based on structural equation modeling, the results indicate that the elements of territorial capital do not have an equal effect on regional development. While economic and infrastructure capital contribute to Romania’s regional growth, human and institutional capital have only a limited influence on the economic growth of Romanian counties. Interestingly, social capital is negatively correlated with their economic performance.

In another Hungarian paper, Jóna (2015b) took into consideration the peculiarities of the rapid growth of territorial capital and its influence on the state of the economy of Hungarian micro-regions during the period from 2004 until 2010. By applying spatial econometrics, the author found that the rapid increase of territorial capital causes negative changes at the country’s regional level. Besides, such excessive growth reduces the effects of infrastructural capital and social capital.

In regard to this paper, the brief literature review revealed that there are various studies that confirm the usefulness of the territorial capital approach for analyzing regional economic development. However, there are also clear limitations to this approach since the empirical literature is somewhat ambiguous in regard to the significance and the direction of influence of the different forms of territorial capital on the regional development. More specifically, while the papers reviewed here all consider the territorial capital approach to be useful, the empirical applications as well as methods and countries are hugely diverse. This is mostly due to the lack of
consistent data, which is of particular significance in transition countries (see also Sect. 3.1). Furthermore, most studies including this paper use a structural equation estimation of a regional growth or development model (e.g., production function approach), while other possible approaches include, e.g., more data driven methods such as simultaneous equations, or VAR (vector autoregression) and VEC (vector error-correction) models. In regard to transition countries, a further limitation is also the availability of robust economic and social data. As will be described below, high inflation rates, and a potentially large shadow economy, pose specific problems. This paper utilizes the best available data provided by the State Statistics Service of Ukraine. However, the limitations of data reliability could not be solved in this paper. In order to provide results as robust as possible, the paper presents various specifications of the estimation, and two types of panel estimations (fixed and random effects).

Concludingly, only a few European countries and regions have been studied within this framework so far. The following sections provide an empirical assessment of the influence of territorial capital on regional development in Ukraine.

3 Descriptive and econometric results

3.1 Descriptive results

The territorial capital approach, as reviewed in Sect. 2, includes a broad range of elements and methods (e.g., infrastructure, social/cultural capital) to describe and analyze the economic development of regions. The regional per-capita GDP (GRP, Gross Regional Product), the regional economic growth (measured as the growth rate of GRP at constant prices), and the employment ratio (total employment as a ratio to the regional population) are included as dependent variables in the statistical analysis. Table 1 contains a short description of the variables used in the estimations, and a column denoting the expected sign of the coefficient in the estimations (serving as the respective baseline hypotheses). The explanatory variables include, on the one hand, control variables denoting the size of the population, population density, and regional exports of goods to other countries.

On the other hand, for the study of regions in Ukraine, six different categories of the territorial capital are used, based on the review of papers in Sect. 2, as well as the elements of the territorial capital concept presented above (e.g., Capello 2007). However, owing to the limitations in regard to the availability of data, the various dimensions (elements) of territorial capital had to made operational by a limited number of variables. The dimensions of territorial capital are labelled according to, e.g., Tóth (2017). (1) The public capital (transport infrastructure) is approximated and made operational by means of the density of roads and railtracks (length of infrastructure per square km). Of course, the public capital includes other forms of capital as well besides transportation infrastructure. However, data on energy, telecommunication, and utilities are not available on the regional level in a standardized form for the observation period of this paper. (2) The cultural capital includes heterogenous variables, such as the number of
| Variable | Description |
|----------|-------------|
| **Dependent variables** |  |
| GRP<sub>it</sub> | Gross regional product (GRP), per capita, in the ith Ukrainian region; constant 2010 prices (UAH) |
| GGRP<sub>it</sub> | Change of gross regional product (GRP<sub>it</sub>), per capita, in the ith Ukrainian region; constant 2010 prices (UAH), from \( t-1 \) to \( t \) (%) |
| EMPL<sub>it</sub> | Employment rate (ratio of employed to total population, %) |
| **Explanatory variables (general variables)** |  |
| POP<sub>i</sub> | Population of region \( i \) at \( t \) |
| POPCONC<sub>i</sub> | Concentration of population in most densely populated areas in Ukraine |
| EXPORT<sub>i</sub> | Exports (value of exported goods and services, UAH, constant 2010 prices, per capita) |
| **Explanatory variables (elements of territorial capital)** |  |
| Public capital (transport infrastructure) | ROADDENSi<sub>t</sub> Density of roads (km roads per km\(^2\)) |
| RAILDENSi<sub>t</sub> | Density of rail tracks (km roads per km\(^2\)) |
| Cultural capital | LIBRARIESi<sub>t</sub> Libraries (no., per capita) |
| VISITORSi<sub>t</sub> | Visitors (tourists, both private and business) (no., per capita) |
| VISITNIGHTi<sub>t</sub> | Visitors staying overnight in the region (no. of overnight stays, per capita) |
| Physical capital (private) | FIXEDASSETSi<sub>t</sub> Fixed assets (thsd. UAH, per capita, constant 2010 prices) |
| CAPINV<sub>i</sub> | Capital investments (thsd. UAH, per capita, constant 2010 prices) |
| CAPINVLOCAL<sub>i</sub> | Capital investments funded by the regional and local governments (thsd. UAH, per capita, constant 2010 prices) |
| CAPINVBANKS<sub>i</sub> | Capital investments funded by bank loans and other loans (thsd. UAH, per capita, constant 2010 prices) |
| Human capital | GRADUATESi<sub>t</sub> No. of graduates (college, university education) (ratio to total population, %) |
| POP20_24i<sub>t</sub> | Population aged 20 to 24 years (ratio to total population, %) |
Table 1 (continued)

| Variable                                | Description                                              | Sign |
|-----------------------------------------|----------------------------------------------------------|------|
| Institutional/relational and social capital |                                                           |      |
| CHARIT<sub>t</sub>                       | Charitable organizations (per capita)                    | +    |
| NPO<sub>t</sub>                          | Non-profit institutions (per capita)                     | +    |
| CRIME<sub>t</sub>                        | Reported crimes (per capita)                             | −    |
| CORRUPTION<sub>i</sub>                   | Share of the population having faced or experienced corruption in 2018 (%) | −    |
| Entrepreneurial/relational capital      |                                                          |      |
| PROTDOD<sub>t</sub>                      | Protected documents and patents (per capita)              | +    |

*a* Hypothesized (expected) sign of the coefficient of the respective variable (i.e., direction of influence of the variable denoting territorial capital on economic development)

*t* = period from 2003 to 2018; *i* = 27 regions in Ukraine
libraries, visitors, and overnight stays. (Unfortunately, other variables denoting cultural capital could not made operational for this paper). (3) The (private) physical capital is denoted by the stock of capital, i.e., fixed assets (e.g., machinery), and by the amount of capital invested. The means of the funding of investments include the financing by bank loans and local/regional governments, alternative to financial commitments by the central government and international investors. (4) The variables denoting human capital include the age distribution of the population in a simplified version (i.e., the ratio of adults aged 20–24 to the total population), and the number of graduates of colleges and universities. (5) The institutional capital (governance) includes the number of charities and non-profit organizations, as well as reported cases of crime, and corruption as perceived by citizens. (The latter variable is not available on a regional level, while data is available for each year of the observation period for the whole of Ukraine). (6) The extent to which intellectual property may play a role in regional development is operationalized by the number of protected documents (e.g., patents) as part of the entrepreneurial and relational capital.

The six forms of capital are regarded as important parts of the territorial capital of the respective Ukrainian regions. The choice of the (operational) variables to be accounted for in the econometric estimations is varied in the scientific literature. For instance, Mazzola et al. (2018) included a variable denoting the accessibility to the local and regional labor markets as an element of territorial capital (labeled public capital in this paper) in their study on Italian regions. The availability of regional data often restricts the use of more comprehensive and detailed information. However, in this paper, the number of NGOs and perceived corruption are used as additional variables that are not included in the study by Mazzola et al. (2018). The paper written by Fratesi and Perucca (2019) also includes several variables that are not included in this paper. For instance, the authors account for the number of IP addresses as an element of private capital. Again, this paper includes fixed assets and the number of graduates. In turn, these variables are not included by Fratesi and Perucca (2019) in their paper. It seems that the empirical literature that takes up the territorial capital approach is not consistent in accounting for all of the possible elements of the territorial capital which, as originally developed by Camagni (2008), is often and mostly owing to data problems and lack of standardization of the various elements of the territorial capital.

Data problems are particularly serious in transition countries, as data are often missing due to a short observation period or breaks in the time series or relevant variables (cf. Weyerstrass 2008; Weyerstrass et al. 2001; Welte 2013; Getzner and Moroz 2020). In addition, Ukraine suffers from the annexation and occupation of Crimea and the Eastern provinces (regions) by Russian forces, as well as from the ongoing armed conflicts.

From an empirical point of view, this paper uses a common specification of models linking the regional performance variables (\( y_{it} \)) to a vector of explanatory variables (\( x_{it} \)). Following the denotation of Mazzola et al. (2018), the specification of the fixed effects model to be estimated is:
\[ y_{it} = \gamma_i + \beta x_{it-1} + \eta_i, \]  

with \( \gamma_i \) denoting the fixed effects specific to each region, and \( \eta_i \) the error term. For the random effects model, \( \gamma_i \) is replaced by \( \delta_i = \lambda + \gamma_i \), where \( \gamma_i \) is a stochastic variable (with zero mean, constant variance, and no correlation with the error term). \( \beta \) denotes the parameters to be estimated, and \( x_{it-1} \) are the explanatory variables (forms of territorial capital described above and in Table 1).

The model specification of Eq. (1) assumes that changes of the explanatory variables do not immediately influence the dependent variables (e.g., economic growth), but that there is a lag of 1 year. It has to be noted further that all the variables (except the variables denoted in percentages) are included in their natural logs. As the data are drawn from heterogenous regions, the Eq. (1) is estimated in a panel setting using both the longitudinal as well as the cross-section characteristics of the data, correcting for heteroscedasticity by cross-section weights. The lag length was tested in several specifications, and a short lag length resulted in the best statistical fit. However, increasing the lag length transforms the estimations rather to a cross-sectional analysis than a panel data set-up.

The paper is based on data and publications available from the State Statistics Service of Ukraine and its website (www.ukrstat.gov.ua). The data on 27 Ukrainian regions are normalized in order to take into consideration the size of the regions, and they are also adjusted for inflation (on the basis of the GDP deflator) that changed substantially during the observation period, which was from 2003 to 2018. For the 2014–2018 period, the data on the temporarily occupied territories of the Autonomous Republic of Crimea and Sevastopol (city) were and still are not available. Data on the Donetsk and Luhansk regions are available for enterprises, institutions and organizations which submitted reports to the state statistics bodies regarding the same period of time. Regional data on corruption are used from the USAID/ENGAGE anti-corruption poll (Ilko Kucheriv Democratic Initiatives foundation 2018).

Figure 1 contains an overview of the per-capita GRP in regions of Ukraine at current prices (2017). The mean GDP per capita in Ukraine amounts to approx. UAH 70,000 (corresponding to approx. USD 2500). However, some regions have a significantly higher per-capita income than others (see Fig. 1).

Figure 2 presents data on GRP per capita at current prices in 2017, calculated as the deviation from the Ukrainian mean of UAH 70,000 per capita. It should be noted that the highest level of this indicator was observed in the capital city of Ukraine, Kyiv (339.8% of the Ukrainian GDP), followed by Poltava oblast (151.3%) and Dnipropetrovsk oblast (138.3%). Also, this indicator was higher than the country’s average in Kyiv oblast (128.2%) and Zaporizhzhya oblast (107.2%). These regions are in the leading position in the country’s economic development, demonstrating the developed industrial production, sectoral diversification and a large service sector. Furthermore, these data reveal the great regional disparities in Ukraine in regard to per-capita income. It is noteworthy that there does not seem to be a significant spatial correlation among regions, since some regions with a high GRP have neighbouring regions with a below-average GRP, while the other regions have a quite similar GRP to that of their neighbours.
Fig. 1 Gross regional (national) product, per capita, 2017 (current prices). Source: Own draft and calculations based on data from the State Statistics Service of Ukraine

Fig. 2 GRP per capita in 2017 (% of the average country’s level, at current prices). Source: Own draft and calculations based on data from the State Statistics Service of Ukraine
For all the other regions, this indicator was below its national average. Its minimum value was observed in Luhansk oblast (19.8%) as a result of the ongoing military conflict, significant destruction of the region’s economic infrastructure and the occupation by pro-Russian forces. The available data indicate that many regions with a below-average income are also located in the Western parts of Ukraine, including, for instance, Chernivtsi oblast (44.9%), Zakarpattya oblast (48.7%), and Ternopil oblast (54.9%). Historically, this situation can be explained by a less efficient industrial sector, as well as the constant migration of the skilled working-age population to other countries. While the low indicator’s rate in Donetsk oblast (56.1%) can be explained by the same reasons as for Luhansk oblast (the military conflict, destruction of the region’s economy, and its partial occupation by pro-Russian forces), economic development of Kherson oblast (64.8%) was substantially limited due to its border with the Russian-occupied Crimean Peninsula.

The annual average changes of GRP per capita (at constant 2010 prices) in the period from 2003 to 2017 are given in Fig. 3. The highest economic growth was observed in Kyiv oblast, Kyiv (the capital city of Ukraine), and Vinnytsya oblast, for which the indicator’s values were 3.9%, 2.8%, and 2.8%, respectively. In the Eastern and Western parts of Ukraine, several regions also experienced a continuous economic growth over the observation period, namely, Cherkasy oblast (2.5%), Poltava oblast (2.4%), and Dnipropetrovsk oblast (2.1%) in the East, and Zhytomyr oblast (2.0%), Ternopil oblast (2.0%), and Khmelnytskyi oblast (1.8%), as well as the two regions bordering the European Union, Lviv oblast (2.2%) and Volyn oblast (2.1%) in the West.
For the Luhansk (−10.3%) and Donetsk oblasts (−6.0%), instead of an increase, the GRP growth rate dropped to a negative value corresponding to a significant economic contraction as a consequence of the military conflicts and the destruction of the regions’ economic infrastructures. The rather low growth rates of GRP per capita in some Southern regions (Zaporizhzhya, Odesa, and Mykolaiv oblasts) may also be linked to their proximity to the occupied Crimean Peninsula and the consequent need for the economic reorientation of these regions and towns. In general, the average growth rates have to be interpreted with caution, since the Ukrainian economy has experienced significant short-term upward and downward trends, especially following the 2008/2009 economic and financial crisis. Furthermore, average rates do not account for the substantial spatial disparities between regions.

3.2 Econometric results

3.2.1 Testing the characteristics of the relevant panel time series

The empirical estimation of Eq. (1) described above is based on a range of assumptions. For instance, the analysis of the time series, in general, requires the individual data to be stationary (i.e., mean-reverting), or otherwise to be co-integrated with potential explanatory variables. As a first step of the econometric analysis of this paper, the characteristics of the time series of the variables are explored by means of panel unit-root tests.

Table 2 presents the results of a panel stationarity test of the first dependent variable, per-capita gross regional product (GRP$_{it}$). The results of the descriptive and graphical analysis in Sect. 3.1 are confirmed by the unit-root tests, because the various test statistics clearly indicate there is a stationary time series, as the hypothesis of the existence of a unit root is rejected ($H_0$: unit root).
Similar results can be derived by testing the stationarity of the two other dependent variables, economic growth (GGRP<sub>it</sub>) and the employment ratio (EMPL<sub>it</sub>). For both variables, H<sub>0</sub> is rejected at any reasonable level of significance, inferring that both time series are integrated of order 1 (Tables 3, 4).

Owing to restrictions of space, only selected tests of stationarity are presented. More information can be sent by the authors upon request.

---

Table 3  Panel unit-root tests (variable: GGRP<sub>it</sub>). Source: Own calculations, 2019

|                      | Levels            | 1st difference       |
|----------------------|-------------------|-----------------------|
|                      | Individual effects| Individual effects, individual linear trends | Individual effects |
|                      | Statistic         | Prob                  | Statistic         | Prob                  | Statistic         | Prob                  |
| Common unit root processes assumed |                  |                       |                     |                       |                     |                       |
| Levin, Lin & Chu t<sup>*</sup> | -17.114           | 0.000                 | -15.817            | 0.000                 | -28.436            | 0.000                 |
| Breitung t-stat       | -5.998            | 0.000                 | -6.689             | 0.000                 |                     |                       |
| Individual unit root processes assumed |                  |                       |                     |                       |                     |                       |
| Im, Pesaran & Shin W-stat | -11.536           | 0.000                 | -6.689             | 0.000                 | 487.142            | 0.000                 |
| ADF—Fisher Chi-square | 218.908           | 0.000                 | 148.835            | 0.000                 | 523.306            | 0.000                 |
| PP—Fisher Chi-square  | 304.109           | 0.000                 | 265.257            | 0.000                 |                     |                       |
| Period                | 2003–2018         |                       |                     |                       |                     |                       |
| n (observations)      | 316               |                       |                     |                       | 289                 |                       |
| N (cross sections)    | 27                |                       |                     |                       |                     |                       |

H<sub>0</sub>: unit-root

Table 4  Panel unit-root tests (variable: EMPL<sub>it</sub>). Source: Own calculations, 2019

|                      | Levels            | 1st difference       |
|----------------------|-------------------|-----------------------|
|                      | Individual effects| Individual effects, individual linear trends | Individual effects |
|                      | Statistic         | Prob                  | Statistic         | Prob                  | Statistic         | Prob                  |
| Common unit root processes assumed |                  |                       |                     |                       |                     |                       |
| Levin, Lin & Chu t<sup>*</sup> | -5.075            | 0.000                 | -12.700            | 0.000                 | -22.116           | 0.000                 |
| Breitung t-stat       | 1.658             | 0.000                 |                     |                       |                     |                       |
| Individual unit root processes assumed |                  |                       |                     |                       |                     |                       |
| Im, Pesaran & Shin W-stat | -1.056            | 0.145                 | -4.851             | 0.000                 | 362.490            | 0.000                 |
| ADF—Fisher Chi-square | 85.012            | 0.000                 | 112.116            | 0.000                 | 369.891            | 0.000                 |
| PP—Fisher Chi-square  | 94.627            | 0.000                 | 159.023            | 0.000                 |                     |                       |
| Period                | 2003–2018         |                       |                     |                       |                     |                       |
| n (observations)      | 370               |                       |                     |                       | 343                 |                       |
| N (cross sections)    | 27                |                       |                     |                       |                     |                       |

H<sub>0</sub>: unit-root

Similar results can be derived by testing the stationarity of the two other dependent variables, economic growth (GGRP<sub>it</sub>) and the employment ratio (EMPL<sub>it</sub>). For both variables, H<sub>0</sub> is rejected at any reasonable level of significance, inferring that both time series are integrated of order 1 (Tables 3, 4).

Of the numerous explanatory variables of the territorial capital assumed to influence economic development, Table 5 presents the panel unit-root tests for the
population of the Ukrainian regions (POP_{it}). The hypothesis (H_0) of a unit root in the data can clearly be rejected at reasonable levels of significance. Table 6 presents similar tests for (international) exports (EXPORT_{it}). The unit-root tests are inconclusive for the variable in levels, but clearly suggest stationarity in its first difference.

Besides tests on stationarity, selected variables were tested to establish if there was co-integration—the existence thereof facilitates a straightforward estimation of...
the empirical model described above. As one of the various possibilities to check on the existence of co-integration, Table 7 presents a joint panel co-integration test of four main variables hypothesized to form significant parts of a territorial capital model of economic development for the regions in Ukraine. Several test statistics clearly reject $H_0$ of no co-integration, depending on assumptions about the autoregressive processes underlying the time series, and the inclusion of trends in the co-integrating equation.

3.2.2 Results of the fixed and random effects models

To estimate the territorial capital model according to Eq. (1), the time series tests of stationarity and co-integration generally indicate that a rather standard econometric approach is reasonable. Table 8 presents a comprehensive territorial capital estimation of two indicators of regional economic development, regional per-capita GRP ($\text{GRP}_{it}$), and economic growth ($\text{GGRP}_{it}$). The estimations for both variables include either fixed or random effects.

The fixed effects estimation presented as Est. 1 in Table 8 first of all shows that $\text{GRP}_{it}$ differs between regions based on population and the density of the population. It seems that smaller regions (measured by the size of the population) and some cities that have their own constitutional status—ceteris paribus—exhibit a higher GRP. This correlation is highly significant. However, the variable denoting the density of the population is only weakly significant, similar to the effect of exports on GRP. Interestingly, the levels of GRP do not seem to be significantly related to physical infrastructure, such as roads and railtracks in this estimation. However, the elements of cultural capital, such as the number of libraries, or the appeal of a region to visitors as an indicator of the attractiveness to tourists enjoying cultural goods and services, among other motives to visit an area, both exhibit a significant and positive influence on GRP. Furthermore, the stock of capital (fixed assets) as part of the (private) physical territorial capital is less determining for economic development than the capital investments (as flows) undertaken in the previous period.

The variables denoting human and institutional capital turn out to be significant explanatory variables as well. On the one hand, regions with a younger population exhibit a higher per-capita GRP. On the other hand, the number of charities and non-profitmaking organizations are correlated to the gross regional product in interesting ways. If the number of charities is correlated with households having an income above average, the highly positive coefficient can be explained by this connection. Furthermore, in regions with a smaller average income, non-profit organizations are needed more to support or replace state institutions. Thus, non-profit organizations are able to operate effectively and provide various services even in limited economic conditions, identifying and filling the available regional niches. Finally, crime and the number of protected documents (including patents) do not seem to determine GRP in this estimation. The explanatory power of the whole model is high, which is, in general, usual for such specifications of time-series models.

In Est. 2 the results are presented of a random effects model, which is of less statistical quality than that of the model with fixed effects. As in the fixed effects model, the estimation again exhibits significant coefficients for the variables
| Alternative hypothesis: common AR coefficients | Statistic | Prob | Statistic (weighted) | Prob. (weighted) | Statistic | Prob | Statistic (weighted) | Prob. (weighted) |
|------------------------------------------------|-----------|------|----------------------|------------------|-----------|------|----------------------|------------------|
| v-Statistic                                     | 0.335     | 0.369| −1.832               | 0.967            | 0.265     | 0.395| −3.837               | 0.999            |
| rho-Statistic                                   | 2.377     | 0.991| 1.405                | 0.920            | 5.465     | 0.988| 4.050                | 0.998            |
| PP-Statistic                                    | −2.237    | 0.013| −4.690               | 0.000            | −0.471    | 0.318| −5.101               | 0.000            |
| ADF-Statistic                                   | −3.448    | 0.001| −4.941               | 0.000            | −5.839    | 0.000| −5.059               | 0.000            |
| Alternative hypothesis: individual AR coefficients |           |      |                      |                  | 5.909     | 0.979|                      |                  |
| rho-Statistic                                   | 3.687     | 0.999|                      |                  | −5.724    | 0.000|                      |                  |
| PP-Statistic                                    | −4.600    | 0.000|                      |                  | −3.546    | 0.001|                      |                  |
| ADF-Statistic                                   | −3.643    | 0.001|                      |                  |           |      |                      |                  |
| Period                                          | 2003–2018 |      |                      |                  |           |      |                      |                  |
| n (observations)                                | 432       |      |                      |                  |           |      |                      |                  |
| N (cross sections)                              | 27        |      |                      |                  |           |      |                      |                  |

H₀: No cointegration
Table 8 Determinants of gross regional product (GRP$_{it}$; in UAH, constant 2010 prices, per capita) and economic growth (GGRP$_{it}$ in %) based on the territorial capital approach. Source: Own calculations, 2020

| Explanatory variables | Dependent variables |
|-----------------------|---------------------|
|                       | GRP$_{it}$          | GGRP$_{it}$         |
|                       | Est. 1              | Est. 2              | Est. 3              | Est. 4              |
|                       | Coef           | t-stat | Prob | Coef           | t-stat | Prob | Coef           | t-stat | Prob | Coef           | t-stat | Prob |
| Constant              | 67.908          | 4.162  | ***  | 0.367          | 0.628  |       | 1.273          | 0.252  |       | 0.954          | 2.869  | ***  |
| POP$_{it}$            | −4.057          | −3.869 | ***  | −0.016         | −0.939 |       | 0.271          | 1.052  |       | −0.014         | −0.824 |       |
| POPCONC$_{it}$        | −7.245          | −1.935 | *    | 0.069          | 1.258  |       | 1.214          | 1.064  |       | 0.076          | 1.473  |       |
| EXPORT$_{it-1}$       | 0.030           | 1.965  | *    | 0.005          | 0.417  |       | −0.007         | −0.501 |       | 0.014          | 1.484  |       |
| ROADDENS$_{it-1}$     | 0.672           | 0.758  |       | 0.033          | 1.464  |       | −0.757         | −1.215 |       | 0.046          | 2.463  | **   |
| RAILDENS$_{it-1}$     | −0.186          | −0.726 |       | −0.009         | −0.396 |       | −0.135         | −0.508 |       | −0.017         | −0.878 |       |
| LIBRARIES$_{it-1}$   | 0.183           | 3.161  | ***  | 0.108          | 5.152  | ***  | 0.101          | 2.296  | **   | 0.108          | 5.378  | ***  |
| VISITORS$_{it-1}$     | 0.067           | 4.663  | ***  | 0.019          | 1.695  |       | 0.062          | 3.188  | ***  | −0.019         | −1.424 |       |
| FIXEDASSETS$_{it-1}$  | 0.005           | 0.228  |       | −0.033         | −1.819 |       | 0.025          | 3.163  | ***  | 0.032          | 3.932  | ***  |
| CAPINV$_{it-1}$       | 0.018           | 13.067 | ***  | 0.029          | 13.208 | ***  | 0.025          | 26.055 | ***  | 0.029          | 13.193 | ***  |
| POP20–24$_{it-1}$     | 0.069           | 4.419  | ***  | 0.031          | 3.703  | ***  | 0.025          | 3.163  | ***  | 0.032          | 3.932  | ***  |
| CHARTIT$_{it-1}$      | 0.330           | 4.353  | ***  | 0.028          | 1.177  |       | 0.083          | 1.691  | *    | 0.021          | 0.970  |       |
| NPO$_{it-1}$          | −0.414          | −4.891 | ***  | −0.076         | −2.502 | **   | −0.113         | −2.749 | ***  | −0.058         | −1.988 | **   |
| CRIME$_{it-1}$        | −0.033          | −1.649 |       | 0.053          | 2.395  | **   | 0.048          | 2.282  | **   | 0.053          | 2.417  | **   |
| PROTDOC$_{it-1}$      | −0.001          | −0.102 |       | 0.006          | 0.859  |       | −0.001         | −0.292 |       | 0.007          | 1.037  |       |

Fixed/random eff: FE/RE
AR-term included: AR(1)***/Lagged dep. var.***
Period: 2003–2018
No. of periods incl: 11/12
Table 8 (continued)

| Explanatory variables | Dependent variables | Est. 1 | Est. 2 | Est. 3 | Est. 4 | t-stat | Prob | t-stat | Prob |
|-----------------------|---------------------|--------|--------|--------|--------|--------|------|--------|------|
|GRP<sub>t</sub>        | GGRP<sub>t</sub>    |        |        |        |        |        |      |        |      |
| Coef                  | Coef                |        |        |        |        |        |      |        |      |
| t-stat                | t-stat              |        |        |        |        |        |      |        |      |
| Prob                  | Prob                |        |        |        |        |        |      |        |      |

Panel EGLS (estimated generalized least squares), cross-section weights (FE).

* * *<sup>p</sup> < 0.1
** * * *<sup>p</sup> < 0.05
*** * * *<sup>p</sup> < 0.01

n (observations) 278 305 278 305
N (cross sections) 27 305 27 305
Adj. <i>R</i><sup>2</sup> 0.985 0.967 0.897 0.437
S.E. of regression 0.062 0.067 0.072 0.072
F-stat 432.317*** 589.459*** 59.662*** 16.753***
DW stat 1.894 1.529 2.050 1.481
denoting, e.g., the number of visitors, capital investments, the age of the population, and the number of charity organizations. However, the general population variables become insignificant. The extent to which crime is problematic seems to be a moderately significant explanatory variable.\(^2\) In the comparison of Est. 1 and Est. 2, the results suggest that the fixed effects model of Est. 1 seems to be more robust.

The economic growth (GGRP\(_{it}\)) is tested in Est. 3 and 4 of Table 8. The explanatory power of the estimations is generally lower compared to the estimations described above, as expected. The fixed effects model in Est. 3 includes variables that are determining the regional income as well, such as the number of libraries (per capita), capital investments, the age structure of the population, and the number of non-profit organizations. However, the values of the fixed assets exhibit a negative correlation with regional growth, which can be reasonably argued by the growth rate being higher—ceteris paribus—in regions with a catch-up process, starting at lower levels of infrastructure and regional income. Similar to Est. 2, the number of crimes is positively correlated with economic growth. This may either be interpreted in terms of a lower starting point of economic development, or in regard to the volume of illegal transactions in times of rapid economic growth. Both interpretations, however, would warrant a further investigation, and point to institutional and governance problems in Ukraine.

Est. 4 of Table 8 presents the results of a random effects estimation. While some of the explanatory variables are significant as well, and basically exert a similar influence on economic growth, the road density seems to influence GGRP\(_{it}\) as an additional explanatory variable. However, the explanatory power of the random effects model is again less than that of the fixed effects model.

As a further set of estimations testing the territorial capital approach, Table 9 presents both a fixed and a random effects model for the level of employment (measured as a ratio of employment to the total population). Est. 5 supports the existence of a positive correlation of cultural capital (e.g., libraries), and the age structure of the population, with economic development. However, a number of interesting signs of the estimated coefficients can be detected. First of all, it seems that the variables that denote a measure of productivity (e.g., the number of patents) are negatively correlated with employment. Second, the number of crimes exerts a negative influence on employment. The latter result suggests that—while illegal activities and transactions lead to higher per-capita income—employment as recorded in official statistics is negatively influenced by crimes.

The random effects model presented in Est. 6 is, again, of lesser statistical quality than the fixed effects model, and shows some counter-intuitive correlations between the explanatory variables and the level of employment.

In the appendix to this paper (see Table 10), the results of additional fixed effects models are presented for the regional indicators of per-capita income

---

\(^2\) The size of the shadow economy, and the number of crimes, are usually interpreted as indicators of the strength of governance and robustness of institutions facilitating increased income and economic development. However, the size of an economy measured by GDP has also been found to correlate with illegal transactions originating from crimes in gravity models ascertaining illegal money flows (cf. Ferwerda et al. 2020).
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(GRP$_{it}$) and economic growth (GGRP$_{it}$). Without going into detail here, owing to limitations of space, some additional channels of effects may be detected:

- The origin of capital investments (local governments and banks) seems to have a small effect on regional development.
- Perceived corruption, and the number of graduates in a region, are not significant predictors of income and economic growth.

### Table 9

Determinants of employment (EMPL$_{it}$; employment ratio to total population). Source: Own calculations, 2020

| Explanatory variables | EMPL$_{it}$ |
|-----------------------|-------------|
|                       | Est. 5      | Est. 6      |
|                       | Coef | $t$-stat | Prob | Coef | $t$-stat | Prob |
| Constant              | 2.427 | 0.129 | 2.73 | 3.151 | *** |
| POP$_{it}$            | 1.423 | 1.337 | −0.064 | −1.527 |
| POPCONC$_{it}$        | −1.503 | −0.266 | 0.186 | 1.337 |
| EXPORT$_{it-1}$       | 0.021 | 0.626 | 0.069 | 3.075 | *** |
| ROADDENS$_{it-1}$     | −3.311 | −1.950 | * | 0.020 | 0.395 |
| RAILDENS$_{it-1}$     | 1.224 | 2.065 | ** | 0.021 | 0.394 |
| LIBRARIES$_{it-1}$    | 0.559 | 3.009 | *** | 0.224 | 4.414 | *** |
| VISITORS$_{it-1}$     | 0.068 | 2.099 | ** | 0.174 | 6.662 | *** |
| FIXEDASSETS$_{it-1}$  | −0.033 | −0.665 | 0.033 | 0.939 |
| CAPINV$_{it-1}$       | −0.002 | −0.789 | −0.011 | −2.184 | ** |
| POP20_24$_{it-1}$     | 0.08 | 3.05 | *** | 0.053 | 2.698 | *** |
| CHARIT$_{it-1}$       | −0.005 | −0.031 | −0.078 | −1.353 |
| NPO$_{it-1}$          | 0.12 | 0.798 | −0.16 | −2.281 | ** |
| CRIME$_{it-1}$        | −0.197 | −4.162 | *** | 0.133 | 2.608 | *** |
| PROTDOC$_{it-1}$      | −0.041 | −2.605 | *** | 0.021 | 1.226 |

Fixed/random eff | FE | RE
AR−term included | AR(1)*** | Lagged dep. var.***
Period | 2003–2018
No. of periods incl | 11 | 12
n (observations) | 278 | 305
N (cross sections) | 27 | 27
Adj. $R^2$ | 0.902 | 0.699
S.E. of regression | 0.124 | 0.156
F-stat | 63.169*** | 48.152***
DW stat | 1.760 | 1.333

Panel EGLS (estimated generalized least squares), cross-section weights (FE). ***$p<0.01$, **$p<0.05$, *$p<0.1$
Finally, visitors staying overnight seem to be correlated to regional income (GRP).

4 Discussion, summary and conclusions

According to our findings, the elements of territorial capital have different degrees of influence on the economic performance of Ukrainian regions. The research results show that people and their activities (directly or indirectly, i.e., through human capital and cultural capital) largely determine the gross regional product of each region (level of GRP). The results also indicate that capital investments and the number of charities have a substantial positive influence on regional per-capita GRP, while non-profit organizations are negatively correlated with its level.

A somewhat different situation is observed regarding the influence of chosen variables on GRP growth. In contrast to the previous case, we do not detect any influence of the size and density of the population in regard to the increase of GRP. However, similar to regional per-capita GRP, there is a significantly positive impact of the share of the population aged 20–24, and of capital investments on regional growth. Besides, there is a negative correlation of fixed assets and charity and non-profit organizations with the rise of GRP.

The influence of the size and density of population is not found to be significant in regard to the level of employment. The results also indicate that the share of the young population and the number of libraries have a significant positive impact on the employment ratio. At the same time, the strong negative effect of patents and crimes on employment has been identified.

Thus, it can be concluded that human capital has the highest positive influence on the economic performance of Ukrainian regions among the elements of territorial capital, as considered in this paper. It is also found that there is a favourable effect of cultural capital, as well as (private) physical capital in some cases, on regional development. The obtained results indicate that transport infrastructure only has a limited influence, or no influence at all, on the economic state of regions. While cultural and physical capital exert the expected influence on regional GDP, transport infrastructure is of less importance as the variations between regions and over time are not large enough. While institutional and relational and social capital demonstrate mixed effects on the regional economy, entrepreneurial capital seem to have no detectable influence on the regional economic development.

This paper has a number of limitations that reduce the validity of the empirical estimations. On the one hand, there are numerous problems with the reliability of the data. For instance, data on those regions that are affected by military conflicts are not available, or are not reliable. On the other hand, the availability of the data poses a restriction to the application of the full conceptual model of the territorial
capital approach according to, e.g., Camagni and Capello (2008) or Tóth (2017). Some of the estimations may also suffer from multi-collinearity since the single elements of the territorial capital approach are not independent explanatory variables, but are determined in joint (policy) frameworks. However, our empirical estimations indicate that some of the elements of territorial capital are in fact correlated with the development of regions in Ukraine.

From a methodological point of view, the empirical framework chosen for this paper may also lack the option to simultaneously estimate bidirectional influences of the various variables about the regional development in Ukraine. For instance, fixed assets may also be determined by GDP growth in an endogenous growth model. Corruption, the number of patents, and NGOs, might also be influenced by economic development.

The territorial capital approach presents an opportunity to analyze the strengths of these regions in Ukraine and weaknesses in detail, and to improve the understanding of developments of the regional economy. Besides the rebuilding of the economies affected by the military conflicts, the results of this paper bear a number of regional and economic policy conclusions, for instance, in regard to the importance of the elements of the territorial capital of the regions. The results suggest that there is no clear-cut effect of the territorial capital approach on regional development. However, the approach enriches the existing models of regional development, especially those emphasizing the importance of the supply-side of the economy.

The results of this paper also point to the importance of public policies in supporting these elements of territorial capital. These policies include the provision and implementation of robust legal frameworks to increase trust and to reduce corruption. Ukraine has made various efforts to improve governance structures. However, the indices of corruption are still worrisome.

In addition, the support of educational efforts and the institutions of the civil society, and the promotion of local (municipal) investments in the sense of a foundational economy are further important fields of economic policies. In regard to the effects of the military conflicts in the Eastern parts of Ukraine, the results once again show that such conflicts destroy the foundations of economic development by degrading both physical as well as intangible territorial capital.

**Appendix**

See Table 10.
Table 10 Determinants of gross regional product (GRP<sub>t</sub>; in UAH, constant 2010 prices, per capita) and economic growth (GGRPR<sub>t</sub>, in %) based on the territorial capital approach, additional specifications. Source: Own calculations, 2020

| Explanatory variables | Dependent variables | Est. 7 | Est. 8 | Est. 9 | Est. 10 | Est. 11 | Est. 12 | Est. 13 | Est. 14 |
|-----------------------|--------------------|-------|-------|-------|-------|-------|-------|-------|-------|
|                       | GRP<sub>t</sub>    |       |       |       |       |       |       |       |       |
|                       | Coef               | t-stat | Prob  | Coef  | t-stat | Prob  | Coef  | t-stat | Prob  |
| Constant              | 41.75              | 2.389 ** | 0.052 | 35.156 | 2.194 ** | 0.073 | 0.205 | 208.718 | 6.753 *** | 4.279 | 0.808 | 70.924 | 3.852 *** | 1.504 | 0.297 |
| POP<sub>t</sub>       | −2.343             | −2.143 ** | 0.033 | −0.208 | −0.599 | −1.791 | −1.972 ** | 0.017 | 0.933 | −14.045 | −6.715 *** | 0.067 | 0.255 | −4.14 | −3.409 *** | 0.218 | 0.852 |
| POPCONC<sub>t</sub>   | −2.294             | −0.48 | 0.763 | 0.43 | −1.985 | −0.632 | 0.077 | 1.693 * | 0.937 | 0.76 | −6.601 | −1.713 * | 1.345 | 1.174 |
| EXPORT<sub>t</sub>−1 | −0.018             | −0.911 | 0.033 | −0.351 | −0.43 | 0.043 | 2.74 ** | 0.415 | 0.494 | −0.823 | −1.219 | 0.283 | 0.318 | −0.667 | −1.064 |
| ROADDEN-S<sub>t−1</sub> | 0.783 | 0.725 | −0.442 | −0.44 | −0.351 | −0.43 | 0.043 | 2.74 ** | 0.415 | 0.494 | −0.823 | −1.219 | 0.283 | 0.318 | −0.667 | −1.064 |
| RAILDEN-S<sub>t−1</sub> | −0.141 | −0.437 | 0.21 | 0.512 | −0.536 | −2.039 ** | −0.035 | −1.693 * | −0.144 | −0.591 | −0.062 | −0.217 | −0.23 | −0.867 | −0.165 | −0.623 |
| LIBRARIES<sub>t−1</sub> | 0.211 | 3.141 *** | 0.166 | 2.634 *** | 0.17 | 3.299 *** | 0.06 | 3.077 *** | 0.18 | 3.305 *** | 0.129 | 3.000 *** | 0.19 | 3.154 *** | 0.099 | 2.236 ** |
| VISITORS<sub>t−1</sub> | 0.096 | 5.371 *** | 0.045 | 2.792 *** | 0.071 | 4.853 *** | 0.063 | 4.365 *** | 0.063 | 4.365 *** | 0.01 | −0.781 | 0.022 | 2.278 ** | 0.001 | 0.088 |
| VISIT-NIGHTS<sub>t−1</sub> | −0.209 | −7.762 *** | −0.215 | −6.968 *** | 0.014 | 0.602 | −0.02 | −1.615 | 0.002 | 0.087 | −0.061 | −3.048 *** | 0.028 | 1.066 | −0.062 | −3.193 *** |
| FIXEDASSETS<sub>t−1</sub> | 0.037 | 3.631 *** | 0.016 | 1.314 | 0.018 | 12.822 *** | 0.031 | 20.254 *** | 0.017 | 12.539 *** | 0.029 | 20.234 *** | 0.02 | 14.162 *** | 0.029 | 27.395 *** |
| CAPINV<sub>t−1</sub> | 0.011 | 1.979 ** | −0.001 | −0.079 | 0.006 | 3.445 *** | −0.014 | −1.245 | 0.108 | 6.581 *** | 0.008 | 1.381 * | 0.015 | 0.476 | −0.001 | −0.057 |
| GRADUATES<sub>t−1</sub> | 0.006 | 3.445 *** | −0.014 | −1.245 | 0.108 | 6.581 *** | 0.008 | 1.381 * | 0.015 | 0.476 | −0.001 | −0.057 | 0.061 | 3.564 *** | 0.023 | 3.015 *** |
| CAPINVLO <sub>t−1</sub> | 0.037 | 3.631 *** | 0.016 | 1.314 | 0.018 | 12.822 *** | 0.031 | 20.254 *** | 0.017 | 12.539 *** | 0.029 | 20.234 *** | 0.02 | 14.162 *** | 0.029 | 27.395 *** |
| CAPINVBANK <sub>t−1</sub> | 0.011 | 1.979 ** | −0.001 | −0.079 | 0.006 | 3.445 *** | −0.014 | −1.245 | 0.108 | 6.581 *** | 0.008 | 1.381 * | 0.015 | 0.476 | −0.001 | −0.057 |
| POP20_24<sub>t−1</sub> | 0.006 | 3.445 *** | −0.014 | −1.245 | 0.108 | 6.581 *** | 0.008 | 1.381 * | 0.015 | 0.476 | −0.001 | −0.057 | 0.061 | 3.564 *** | 0.023 | 3.015 *** |
| Explanatory variables | Dependent variables |  |
|----------------------|---------------------|--|
|                      | GRP<sub>i</sub>   | GGRP<sub>i</sub>   | GRP<sub>i</sub>   | GGRP<sub>i</sub>   | GRP<sub>i</sub>   | GGRP<sub>i</sub>   | GRP<sub>i</sub>   | GGRP<sub>i</sub>   | GRP<sub>i</sub>   | GGRP<sub>i</sub>   |
|                      | Est. 7             | Est. 8             | Est. 9             | Est. 10            | Est. 11            | Est. 12            | Est. 13            | Est. 14            |                      |
| Coef                 | t-stat             | Prob               | Coef                 | t-stat             | Prob               | Coef                 | t-stat             | Prob               | Coef                 | t-stat             | Prob               | Coef                 | t-stat             | Prob               | Coef                 | t-stat             | Prob               |
| CHARIT<sub>i-1</sub>| 0.065              | 0.66               | −0.094              | −1.19              | 0.251              | 3.387               | ***                  | 0.036              | 1.708               | **                   | 0.026              | 0.504               | 0.353              | 4.508               | ***                  | 0.069              | 1.439               |
| NPO<sub>i-1</sub>   | 0.042              | 0.376              | −0.039              | −0.516             | −0.352             | −4.456               | ***                  | −0.053             | −2.185              | **                   | −0.235             | −2.526               | −0.09              | −1.963               | *                    | −0.496             | −5.875               | ***                  | −0.112             | −2.694               |
| CRIME<sub>i-1</sub>| −0.049             | −1.916             | *                    | −0.01              | −0.304             | −0.332               | 0                     | −0.07              | −3.767               | ***                  | 0.009              | 0.42                | −0.049             | −2.428               | **                    | 0.047              | 2.222               | ***                  |
| CORRUPTION<sub>i</sub>| 0.009              | 1.364              | 0.022               | 2.001              | *                   | 0.003               | 0.574               | 0.001              | 0.136               | 0.003               | 0.535               | 0.001              | −0.075              | 0.003               | −0.526              | 0.001              | 0.011               |
| AR−term included    | AR(1)*            | AR(1)**            | AR(1)**             | AR(1)**           | AR(1)**           | AR(1)**             | AR(1)**           | AR(1)**           | AR(1)**             | AR(1)**           | AR(1)**             | AR(1)**           | AR(1)**           | AR(1)**           | AR(1)**           | AR(1)**           | AR(1)**           |
| FE                   | 0.980              | 0.259              | 0.981               | 0.634              | 0.981              | 0.64                | 0.749               | 0.986              | 0.898               | 0.986              | 0.898               | 0.986              | 0.898               | 0.986              | 0.898               | 0.986              | 0.898               |
| Adj R<sup>2</sup>    | 0.069              | 3.311***           | 5.311***            | 9.421***          | 3.505***          | 3.527***            | 3.515***          | 21.197***         | 467.224***         | 60.662***         | 21.197***         | 467.224***         | 60.662***         | 21.197***         | 467.224***         | 60.662***         | 21.197***         |
| SE of regression     | 1.932             | 1.932              | 1.932               | 1.932             | 1.932             | 1.932               | 1.932             | 1.932             | 1.932               | 1.932             | 1.932               | 1.932             | 1.932               | 1.932             | 1.932               | 1.932             | 1.932               |
| F-stat               | 325.743***         | 325.743***         | 325.743***          | 325.743***        | 325.743***        | 325.743***          | 325.743***        | 325.743***        | 325.743***          | 325.743***        | 325.743***          | 325.743***        | 325.743***          | 325.743***        | 325.743***          | 325.743***        | 325.743***          |
| DW stat              | 1.968             | 2.097              | 2.097               | 2.097             | 2.097             | 2.097               | 2.097             | 2.097             | 2.097               | 2.097             | 2.097               | 2.097             | 2.097               | 2.097             | 2.097               | 2.097             | 2.097               |

Panel EGLS (estimated generalized least squares), fixed effects with cross-section weights, except * (the variable CORRUPTION<sub>i</sub> functions as a cross-section specific constant). Period: 2003–2018; No. of periods included: 11; n (observations): 278; N (cross sections): 27. *** p<0.01, ** p<0.05, * p<0.1
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