Variational inference of latent state sequences using Recurrent Networks
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Abstract

Recent advances in the estimation of deep directed graphical models and recurrent networks let us contribute to the removal of a blind spot in the area of probabilistic modelling of time series. The proposed methods i) can infer distributed latent state-space trajectories with nonlinear transitions, ii) scale to large data sets thanks to the use of a stochastic objective and fast, approximate inference, iii) enable the design of rich emission models which iv) will naturally lead to structured outputs. Two different paths of introducing latent state sequences are pursued, leading to the variational recurrent auto encoder (VRAE) and the variational one step predictor (VOSP). The use of independent Wiener processes as priors on the latent state sequence is a viable compromise between efficient computation of the Kullback-Leibler divergence from the variational approximation of the posterior and maintaining a reasonable belief in the dynamics. We verify our methods empirically, obtaining results close or superior to the state of the art. We also show qualitative results for denoising and missing value imputation.

1 Introduction

Probabilistic modelling enables a wide range of tasks which are of central interest in data processing, with outlier detection, synthesis, missing value imputation and denoising being the most relevant. The data generating distribution of sequences $x_{1:T} \in S^*$ over some space $S$ is usually modelled as a product over the individual time steps $t$, i.e.

$$p(x_{1:T}) = \prod_{t=1}^{T} p(x_t|x_{1:t-1}),$$

(1)

where the individual factors on the right hand side are represented by an adequate model.

In the simplest cases, the individual factors of Equation (1) are factorised Bernoulli or Gaussian distributions. While still being a reasonable approximation in many cases, treating the different components of each $x_t$ as independent in such a way is an invalid assumption in many fields. Domains such as vision, audio and robotics notoriously feature problems with complex relations between the observed variables.

This can be overcome as distributions of arbitrary complexity can be chosen for each $x_t$. As long as it can be parametrised by a finite set of sufficient statistics, the outputs of some model can be identified with these statistics to represent the distribution of interest. The most common example along these lines is that of mixture density outputs [5] which have also been used with recurrent neural networks (RNNs) for sequential data in general [25] and in the context of probabilistic modelling [9]. This

1We define $x_{1:0} := \emptyset$. 


approach comes at a cost, which is the additional parameters necessary. In the most extreme case, that of a mixture of multivariate Gaussians with full covariance matrices, it grows quadratically in the number of output dimensions.

Arguably the use of distributions for \( x_t \) which have many different maxima and allow higher-order correlations in the individual components is promising. A novel approach using continuous latent variables, stochastic gradient variational Bayes (SGVB), has been put forward independently by [17] and [23] to represent complex, nonlinear dependencies between distinct components of the observed variables for the static case. As opposed to many competing approaches, such as deep belief networks [15] and generative stochastic networks [4], a proper objective function, obtaining independent samples and efficient estimation of the marginal likelihood is possible.

We will apply SGVB to two different introductions of latent variables in \( p(x_{1:T}) \) making use of RNNs as the building blocks. Our method retains many of the useful properties of neural networks. Their discriminative nature makes it possible to model rich distributions, i.e. those which are parametrizable by a finite set of statistics (e.g. the exponential family) and mixtures thereof. We can rely on a broad range of optimisation and regularisation methods. Additionally, neural networks have shown to be applicable to a wide range of data. Another central contribution is that of using Wiener processes as priors for the latent states, which represent a good trade-off between expressiveness and tractability.

1.1 Related Work

Recurrent neural networks have regained interest recently, achieving competitive results in the areas of natural language processing [9, 18], speech recognition [11] and handwriting recognition [10]. Simultaneously, the theoretical efforts have lead to a better understanding of the learning dynamics [20] and the options of making RNNs more powerful have improved by means of architecture, learning and regularization [20, 13, 1] [3]. A practical variational approach for RNNs has been described by [8], albeit it focuses on variational learning of the parameters.

Using RNNs for probabilistic time series modelling is often done with a combination of a model tailored towards static data with an RNN as its preprocessor, e.g. [6]. Based on graphical models, [19] tackles the problem from an energy-based model perspective. In all approaches, a prevalent problem are costly inferences either based on gradient-based optimization, heuristics such as beam search or Markov chain Monte Carlo. To circumvent this, learning a model for fast approximate inference is an old idea [14] which has been applied in miscellaneous settings recently [24, 12, 23, 17].

Many formulations of state-space models based on Gaussian processes exist, of which we want to not a variational technique [7]. The only drawback is that of a lack of flexibility in the design of emission models, since the restrictions of Gaussian processes are inherited.

2 Preliminaries

In this section we will recap the basis of our method. We will first describe the used model family, that of recurrent neural networks and then the estimator, stochastic gradient variational Bayes (SGVB).

2.1 Recurrent Neural Networks

Given an input sequence \( x = (x_1, \ldots, x_T), x_t \in \mathbb{R}^\kappa \) we compute the output sequence of a simple RNN \( y = (y_1, \ldots, y_T), y_t \in \mathbb{R}^\omega \) via an intermediary hidden state layer \( h = (h_1, \ldots, h_T), h_t \in \mathbb{R}^\gamma \) by recursive evaluation of the following equations:

\[
\begin{align}
  h_t &= f_h(x_t W_{\text{in}} + h_{t-1} W_{\text{rec}} + b_{\text{hidden}}), \\
  y_t &= f_y(h_t W_{\text{out}} + b_{\text{out}}),
\end{align}
\]

The set of adaptable parameters is given by \( \theta = \{ W_{\text{in}}, W_{\text{rec}}, W_{\text{out}}, b_{\text{hidden}}, b_{\text{out}} \} \).

We found it beneficial to use fast dropout in conjunction with RNNs (FD-RNNs) [11] for this work. Fast dropout is a deterministic approximation of the dropout regularization technique [16] in which
each of the network’s units is described by its expectation and variance. This accounts for the output units as well, leading to an alternative of modelling the output variance as another response variable \[ \mathcal{L} \].

Adaptation of the network’s behaviour can be done by optimizing a loss function with respect to the network’s parameters with gradient-based schemes. Consider a data set of finite size, i.e. \( D = \{ (x_{1:T}^{(i)}) \}_{i=1} \) on which the loss operates. In a setting as in Equation (1), this will be given by \( \mathcal{L}_{OSP}(\theta) = - \sum_{i=1}^{T} \sum_{t=1}^{T} \log p(x_t|x_{1:t-1}) \), which is the negative log-likelihood of the data.

### 2.2 Stochastic Gradient Variational Bayes

Stochastic gradient variational Bayes was introduced independently by [23] and [17]. For this paper, we will review the method briefly in order to introduce notation. We are interested in modelling the data distribution \( p(x) \) we will review the method briefly in order to introduce notation. We are interested in modelling the data distribution \( p(x) \) with the help of unobserved latent variable \( z \) represented as a directed graphical model, i.e. \( p(x) = \int p(x|z)p(z)dz \). The integral is in general intractable, which is why we will use a variational upper bound on the negative log-likelihood for learning.

\[
- \log p(x) = - \log \int p(x|z)p(z)dz \tag{4}
\]

\[
= - \log \int \frac{q(z)}{q(z)} p(x|z)p(z)dz \tag{5}
\]

\[
\leq KL(q(z)||p(z)) - \mathbb{E}_{z~q}[\log p(x|z)] =: \mathcal{L}. \tag{6}
\]

where \( KL(q||p) \) denotes the Kullback-Leibler divergence between two distributions \( q \) and \( p \). Interestingly, \( q(z) \) can be chosen to be an arbitrary distribution. In fact, it can even be conditioned on \( x \) itself, i.e. we can chose \( q(z|x) = f(x) \). In this case, we call \( q \) the recognition model since it allows for fast approximate inference of the latent variables \( z \) given the observed variables \( x \). The generating model is \( p(x|z) \). Note that \( q \) is a variational approximation of \( p(z|x) \), which cannot be found in closed form general.

Both the recognition and the generating model can be chosen arbitrarily in their computational form with the possibility to represent probability distributions as outputs and stochastic training being the only requirements. In order to minimise the upper bound of the negative log-likelihood \( \mathcal{L} \) with numerical means, it is convenient to chose multilayer perceptrons. In that case we write \( p(x|z, \theta^g) \) and \( q(z|x, \theta^r) \) to make the dependency on the respective parameter sets explicit. Learning good parameters can then be done by performing stochastic optimization of \( \mathcal{L} \) with respect to both \( \theta^r \) and \( \theta^g \). The expectation term is then approximated by single draws from \( q \) in each training step.

Designing a model is then done by the following steps: (1) Choice of a prior \( p(z) \) over the latent variables. (2) Choice of recognition model \( q(z|x, \theta^r) \). The Kullback-Leibler divergence between the prior and the recognition model has to be tractable and efficient to compute. (3) Choice of a generating model \( p(x|z, \theta^g) \), which is mostly given by the type of data under investigation.

We want to stress that even if \( p(z) \) follows a distribution with a single maximum (e.g. a Gaussian) and factorises, the induced \( p(x) \) will generally be multi-modal. First note that to introduce dependencies between the components of \( x \), the map \( f : z \mapsto x \) has merely to be a rotation. For introducing new modes, an informal argument is more involved. Let \( x \in \mathcal{X}, z \in \mathcal{Z} \) and \( f \) be a parametrised universal approximator (such as an MLP or an RNN). If \( f \) is smooth, arbitrary connected subsets \( X_k \subset \mathcal{X} \) will be mapped to arbitrary connected subsets \( Z \subset \mathcal{Z} \). This allows changes in volume and hence probability density, possibly giving rise to new maxima of the probability landscape.

### 3 Methods

Extending SGVB to sequences requires an appropriate factorisation of Equation (1) along with a sensible introduction of latent variables. Further, adequate choices for the recognition model, the generating model and the prior on the latent state sequences are necessary.

The design of the recognition and generating model depend on the exact factorisation chosen. Some feedback exists as well, as the range of models available can also influence the factorisation. The
generating model is required to turn samples from the prior into samples from the data generating distribution. This suggests a trade off: a richer prior which can represent many of the sequence’s aspects locally in time, will make the task of the generating model easier. Still, we need to be able to compute the KL divergence in Equation (6). As an extreme case, consider a very simple prior which factorises over time steps, e.g. independent standard Normals. In this case, the prior will only represent the “updates” and the generating model is required to keep a memory by itself. More so, the consequences of $z_t = z_k, t \neq k$ on $x_{1:T}$ will be very different and depend on the complete sequence $z_{1:T}$, which introduces a much tighter coupling between the different $z_t$. Therefore we advocate the use of priors which are as expressive as possible while still being tractable.

This section serves the introduction of two different types of latent variables in factorisations of Equation (1). We will then discuss a suitable compromise for the choice of prior.

### 3.1 Variational Recurrent Auto Encoder

Consider a model where the sequence of latent states $z_{1:T}$ is a first-order Markov chain and completely connected to each of the observed variables $x_{1:T}$. The graphical model is depicted in Figure 1 (b).

While sampling in this model is possible via ancestral sampling, about any other inference task is hard: given a single observation $x_t$, all of the $z_{1:T}$ become coupled. A successfull application of Markov chain Monte Carlo is doubtful due that strong coupling.

SGVB on the other hand is a promising candidate: approximate inference of the latent states can be done efficiently, given we are using a powerful recognition model. Further, we are rather free in the choice of generating model. Yet, a rich model will take off burden from the latent state sequences and the recognition model, as argued above.

A suitable framework for mapping a sequence to another sequence of equal length is that of bidirectional recurrent neural networks [25] using fast dropout, which we employ in the generating and the recognition model. The computational graph is shown in Figure 1 (a).

This model can thus be perceived as a static variational auto encoder where both the encoder (i.e. recognition model) and the decoder (i.e. generating model) are recurrent networks and the prior $p(z_{1:T})$ has a temporal structure. The lower bound then is as follows:

$$-\log p(x_{1:T}) \leq KL(q(z_{1:T})||p(z_{1:T})) - \mathbb{E}_{z_{1:T} \sim q}[\log p(x_{1:T}||z_{1:T})] =: \mathcal{L}_{VRAE},$$

where we have merely added the time indices to the latent variables of Equation (6).

### 3.2 Variational One Step Predictor

A downside of the VRAE is that it is not suitable to online settings, since we need access to $x_{t+1:T}$ when we want to reason about $x_t$. Hence, the variational one step predictor (VOSP) is about making
predictions using the past only. Creating a hybrid between the variational auto encoder [17] and a standard one step prediction RNN, we let the already observed past \( x_{1:t-1} \) deterministically flow into the prediction of \( x_t \).

For the computational architecture, we make use of a recurrent recognition model. To reflect the use of an RNN, we introduce additional latent variables \( h_t \) which act as a summary of the already observed sequence \( x_{1:t} \) and have a Dirac distribution with infinite mass at a single point. For the generating model we use a multilayer perceptron which takes the recognition models hidden state \( h_t \) and the latent variable \( z_t \) as an input. We did not consider using an RNN as generating model. The relation between \( x_t \) and \( h_{t-1} \) is already deterministic, and introducing a dependency on \( z_{1:t-1} \) would only add uncertainty.

The objective function used is then derived as follows:

\[
- \log p(x_{1:T}) = - \log \prod_{t=1}^{T} p(x_t|x_{1:t-1})
\]

\[
= - \log \prod_{t=1}^{T} \int_{h_t} p(x_t|h_t, x_{1:t-1}) dh_t
\]

\[
= - \log \prod_{t=1}^{T} p(x_t|h_t),
\]

where we have used the fact that \( x_t \) is conditionally independent of \( x_{1:t-1} \) given \( h_t \) and \( h_t \) is following a Dirac distribution. We then introduce a set of latent variables \( z_{1:T} \) which we marginalise over. Assuming that each \( x_t \) is conditionally independent of \( z_{1:t-1} \) and \( z_{t+1:T} \) given \( z_t \) lets us arrive at

\[
- \log p(x_{1:T}) = - \log \int_{z_{1:T}} p(z_{1:T}) \prod_{t=1}^{T} p(x_t|h_t, z_t) dz_{1:T}.
\]

We then obtain a variational upper bound by use of Jensen’s inequality:

\[
- \log p(x_{1:T}) = - \log \int_{z_{1:T}} \frac{q(z_{1:T})}{p(z_{1:T})} p(z_{1:T}) \prod_{t=1}^{T} p(x_t|h_t, z_t) dz_{1:T}
\]

\[
\leq KL(q(z_{1:T})||p(z_{1:T})) - \mathbb{E}_{z_{1:T} \sim q} \left[ \sum_{t=1}^{T} \log p(x_t|h_t, z_t) \right]
\]

\[
=: \mathcal{L}_{\text{VOSP}}.
\]

We show the graphical model and the computational graph in Figure 2.
3.3 Choice of Prior for $z_{1:T}$

In contrast to the static case, the choice of a prior $p(z_{1:T})$ is not so obvious. Ideally, a multivariate Gaussian (MVG) is appealing since these distributions are well understood and computation of quantities of interest, e.g. the Kullback-Leibler divergence in our case, is tractable. A suitable framework for MVGs is that of Gaussian processes (GPs) \[22\] where the prior belief about the latent state sequence can be formulated via an appropriate Kernel function $k$. Let $h^{(i)}_t$ denote the $i$'th component at the $t$'th time step. Then we formally write

$$h^{(i)}_t \sim GP(0, k(t, r)),$$

where the degree by which two states vary together is expressed only in terms of their respective time indices. Consequently, the latent states are jointly distributed as $z_{1:T,i} \sim N(0, \Sigma)$ with $\Sigma_{i,r} = k(t, r)$. Note that the kernel is not restricted to be stationary, which is a reasonable assumption for many data sources.

The Kullback-Leibler divergence between two MVGs $p = N(\mu_p, \Sigma_p)$ and $q = N(\mu_q, \Sigma_q)$ is given by

$$KL(q||p) = \frac{1}{2} \left[ \log \frac{\Sigma_p}{\Sigma_q} - \gamma + \text{trace}(\Sigma_p^{-1}\Sigma_q) + (\mu_p - \mu_q)^T\Sigma_p^{-1}(\mu_p - \mu_q) \right].$$

A computational issue is the quadratic runtime. Even if the necessary inverses and appropriate decompositions are precomputed, costly dot products have to be evaluated. One way to circumvent this issue is to restrict ourselves to covariance structures for which multiplication is easy. This is the case for diagonal and block-diagonal covariances, both of which regretfully are not particularly appealing for modelling time series: the implication is that distinct subsequences of a sequence are independent of each other.

Another approach is to not express our belief about the latent state sequences as $p(z_{1:T})$, but as $p(g(z_{1:T}))$. As long as $g$ is linear, both distributions will maintain Gaussianity. If $g(z_{1:T})$ has a block-diagonal covariance, we can efficiently calculate the Kullback-Leibler divergence in the transformed space, i.e. $KL(q(g(z_{1:T})||x_{1:T})||p(g(z_{1:T})))$.

This framework lets us use a Wiener process as a prior on the latent state sequences. If we are using a Wiener process as a prior on the latent state sequences, for each time index $t$, and obtaining the KL divergence from a white Gaussian will then correspond to direct calculation of the KL divergence from a Wiener process.

4 Experiments on Musical Data

The musical data consist of three\[3\] distinct data sets of piano rolls named “JSBChorales”, “Pianomidi.de”, and “Nottingham”. At each time step, a binary variable is given for 88 different tones, each of which indicates whether that tone is present at that moment. The high dimensionality and the complex interdependencies of notes at a single time step make it an ideal test bed for the evaluation of models that are designed to excel in this situation.

We design a single component of the posterior over observed variables given the latent variables $p(x_{1:T}|z_{1:T})$ in the case of VRAE and $p(x_t|h_{t-1}, z_t)$ to be distributed according to independent Bernoulli distributions. For priors, we use a Wiener process as described in Section 3.3.

The same split into training, validation and test sets as done in the previous publications relying on that benchmark \[20\][3][1] was used.

\[3\]Experiments on the forth data set, “MuseData” did not complete at the time of submission of this article.
4.1 Learning the model parameters

Learning constitutes to the minimisation of the variational upper bounds $L_{\text{VRAE}}$ and $L_{\text{VOSP}}$. To evaluate the performance of the proposed methods we conducted a random search over the possible hyper parameters, using 64 samples for each data set; more details on the learning are given in the supplementary material.

We report the loss of the model on the unsplit testing sequences for which the loss on the splitted validation sequences was lowest. Note that the loss is an upper bound of the negative log-likelihood, in contrast to the results from the other models for which we report the negative log-likelihood.

The VRAE model achieves state-of-the-art performance in two of the three data sets. VOSP does not surpass RNN-Nade, but is still obtaining a significant edge over the one step prediction based RNNs. We give the results in table 1.

4.2 Online Denoising

For a demonstration of denoising we selected the VOSP model and parameters best performing on the “Nottingham” data set. Note that this denoising process is thus purely online, i.e. it only requires data from the past to denoise the present.

In denoising, one is usually interested in the most likely true data $\hat{x}$ giving rise to observed data $x$. A proper probabilistic treatment would then be to select the most likely $\hat{x}$ given the observation $x$ while marginalizing over the latent states $z$, i.e. $\hat{x} = \text{argmax}_{z} \int x p(\hat{x}|z) p(z|x) dz$. To avoid costly operations, we perform two approximations for our denoising method: (a) we find a maximum likelihood estimation of $z$ and (b) we do so using the approximation $q$ instead of the true posterior, i.e.

$$\hat{z} = \text{argmax}_{z} q(z|x),$$
$$\hat{x} = \text{argmax}_{x} p(x|\hat{z}).$$

Qualitative results are shown in Figure 3.

4.3 Missing value imputation

For missing value imputation we selected the best VRAE model and parameters from the “Nottingham” data set as well. We followed a procedure similar to that described by [23]. First, the missing values of $x_{1:T}$ are set to random values between 0 and 1. Then, the following actions are looped over for a fixed number of steps:

1. Select the mode of the recognition model’s approximate posterior $\hat{z}_{1:T} = \text{argmax}_{z_{1:T}} q(z_{1:T}|x_{1:T}),$
2. Select the mode of the posterior over the visibles $\hat{x}_{1:T} = \text{argmax}_{x_{1:T}} p(x_{1:T}|\hat{z}_{1:T}),$
3. Update the missing elements of $x$ with those from $\hat{x}$,

This method does not sample from the conditional of the missing values given the observed ones, but we found it to be an effective and fast method to obtain a point estimate. We show qualitative results in Figure 3.

5 Conclusion

We have presented two different ways of introducing latent variables into time series models. Based on neural networks as the central building blocks and thanks to recent advances in variational learning of directed graphical models, we were able to successfully train them on well established benchmarks. The results obtained place our method among the state of the art. The experiments further confirmed our hypothesis that these models exhibit high performance in structured output settings; this is illustrated by the huge advantage in performance between to the models which treat the outputs as conditionally independent. We further verified the quality of the obtained solutions in the highly practical data processing tasks of missing value imputation and online denoising.
Figure 3: Visualizations of (a) denoising and (b) missing value imputation. *Denoising:* we show two different sequences corresponding to the columns. The first row is the clean data. Each note was turned on with a probability of 0.05. The bottom row shows the denoised song. *Missing value imputation:* We corrupted a single song by removing complete information over a period of eight time steps. Top left: original. Top right: corrupted. Bottom left: recovered. Bottom right: errors.

Table 1: Results on the midi data sets. All numbers except ours are average negative log-likelihoods on the test set. In our case, an upper bound on the negative log-likelihood is obtained. “FD” represents the work of [1]; “plain” and “RNN-NADE” results are from [3] while “Deep RNN” shows the best results from [20]. Only “VRAE”, “VOSP” and “RNN-NADE” do not treat the different components of $x_t$ as conditionally independent given the past $x_{1:t-1}$. This is a possible explanation for the huge gap between them and the other models, which have an array of logistic regression models as their final output layer.

| Data set      | VRAE | VOSP | FD  | plain | RNN-NADE | Deep RNN |
|---------------|------|------|-----|-------|----------|----------|
| Piano-midi.de | < 4.00 | < 6.08 | 7.39 | 7.58 | 7.05 | –          |
| Nottingham    | < 2.00 | < 2.63 | 3.09 | 3.43 | 2.31 | 2.95          |
| JSBChorales   | < 5.53 | < 6.21 | 8.01 | 8.58 | 5.19 | 7.92          |
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Appendix

FD RNNs

We will provide a short review, but urge the reader to consult [1, 29] for more details.

The following calculation of the hidden state and the output sequence are used.

\[
E[a_t] = d_x E[x_t] W_{\text{in}} + d_h E[h_{t-1}] W_{\text{rec}}
\]

\[
V[a_t] = ((1 - d_x)d_x E[x_t]^2 + d_x V[x_t]) W_{\text{in}}^2 + ((1 - d_h)d_h E[h_{t-1}]^2 + d_h V[h_{t-1}]) W_{\text{rec}}^2
\]

\[
E[h_t] = f_h(E[a_t], V[a_t])
\]

\[
V[h_t] = f_h^V(E[a_t], V[a_t])
\]

\[
E[v_t] = d_o E[h_t] W_{\text{out}}
\]

\[
V[v_t] = ((1 - d_o)d_o E[h_t]^2 + d_o V[h_t]) W_{\text{out}}^2
\]

\[
E[y_t] = f_v(E[v_t], V[v_t])
\]

\[
V[y_t] = f_v^V(E[v_t], V[v_t])
\]

The complementary dropout rates are given by \(d_x, d_h, d_o\). The pre synaptic activations of a hidden unit, i.e. before the application of a non linear transfer function are given by \(a_t\). The post synaptic values are referred to as \(h_t\). Likewise, \(v_t\) and \(y_t\) correspond to the pre and post synaptic moments of the output. The application of the transfer functions themselves \(f_h\) and \(f_v\) require special transfer functions \(f_h^E, f_h^V, f_v^E, f_v^V\) which solve the integrals \(f_h^E(a) = \int f(x)N(x|E[a], V[a])dx\) and \(f_v^V(a) = \int (f(x) - f_h^E(x))^2N(x|E[a], V[a])dx\).

Details on Learning

Since overfitting is naturally dealt with by the variational lower bound, we can release the fixed dropout rates of the recognition models and instead integrate them into the set of adaptable parameters \(\theta\), obtaining an effect of learned noise injection instead of regularizers.

The runtime was decreased by organising sequences into chunks of length 100. Sequences shorter than that were prepadded with zeros during the forward propagation, but the corresponding terms of the loss were set to zero to remove any bias.

For optimization, we used \textit{rmsprop} [28], an optimizer which divides the gradient by an exponential moving average of its squares. We found that enhancing \textit{rmsprop} with Nesterov’s accelerated gradient [26] greatly reduces the training time in preliminary experiments.

To initialize the RNNs to stable dynamics we followed the initialization protocol of [27] of setting the spectral radius \(\rho\) to a specific value and the maximum amount of incoming connections of a unit to \(\nu\); we did not find it necessary to centre the inputs and outputs. The effect of not only using the recurrent weight matrix for propagating the states through time but also its element-wise square for advancing the variances can be quantified. We also use the gradient clipping method introduced in [21], with a fixed threshold of 225. We used drop out rates of 0.1 if not specified otherwise.

Hyper parameters

We show the hyper parameters ranges for in Table[2].
Table 2: Hyper parameter ranges and parameter distributions for the musical data sets.

| Hyper parameter   | Choices                                      |
|-------------------|---------------------------------------------|
| #hidden layers    | 1                                           |
| #hidden units     | 200, 400, 600                               |
| Transfer function | tanh                                        |
| Step rate         | 0.01, 0.005, 0.001, 0.0005, 0.00001          |
| Momentum          | 0.0, 0.9, 0.95, 0.99, 0.995                 |
| Decay             | 0.8, 0.9                                    |
| $W_{rec}$         | $\mathcal{N}(0, \sigma^2), \sigma^2 \in \{0.1, 0.01, 0.001, 0.0001\}$ |
| $W_{in}$          | $\mathcal{N}(0, \sigma^2), \sigma^2 \in \{0.1, 0.01, 0.001, 0.0001\}$ |
| $b_h$             | 0                                           |
| $b_y$             | $-0.8$                                      |
| $\rho(W_{rec})$   | 1.0, 1.05, 1.1, 1.2                        |
| $\nu$             | 15, 25, 35, 50 or no                       |