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Abstract—The asymptotic mutual information (MI) analysis for multiple-input multiple-output (MIMO) systems over double-scattering channels has achieved engaging results, but the convergence rates of the mean, variance, and the distribution of the MI are not yet available in the literature. In this paper, we provide the central limit theory (CLT) for the MI and derive the closed-form approximation for the mean and the variance by a new approach—Gaussian tools. The convergence rates of the mean, variance, and the characteristic function are proved to be \(O\left(\frac{1}{N}\right)\) for the first time, where \(N\) is the number of receive antennas. Furthermore, the impact of the number of effective scatterers on the mean and variance was investigated in the moderate-to-high SNR regime with some interesting physical insights. The proposed evaluation framework can be utilized for the asymptotic performance analysis of other systems over double-scattering channels.
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I. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) has been widely considered as a promising technology to achieve high spectral efficiency and wide coverage in wireless communications. The full rank Rayleigh/Rician channel model is widely assumed by most works, which is unfortunately not applicable to systems affected significantly by the spatial correlation and rank-deficiency, e.g., the keyhole/pinhole effect. To overcome this issue, Gesbert et al. proposed the double-scattering channel model, which considers both the spatial correlation and the geometry of the propagation environment. The double-scattering model, represented as the product of two correlated Rayleigh channel matrices, was shown to be able to properly characterize the rank deficiency caused by the keyhole/pinhole effect [2]. The double-scattering model not only takes the conventional models as special cases but also reflects the nature of the cascaded channel in the intelligent reflecting surface (IRS) aided MIMO systems [3]. However, the non-Gaussianity of the double-scattering channel, due to the product of two correlated complex Gaussian matrices, makes the information-theoretic analysis very challenging.

The performance of double-scattering channel has been investigated with innovative results. In [4], Shin and Win gave the diversity order with respect to the numbers of antennas and scatterers. In [5], with the finite-dimension random matrix theory (RMT), an upper bound of the ergodic capacity and an exact expression of the capacity over single keyhole channel were given. The outage probability of double-scattering channels was investigated in [6]. Although finite RMT could provide an exact expression, the computational complexity is very high due to the involvement of special functions, determinant, and integrals. To overcome this issue, the large system approach has been utilized to avoid heavy Monte Carlo simulations and obtain more physical insights. For example, the large RMT method has been used in [7] to prove the central limit theory (CLT) of the mutual information (MI) for single-hop correlated Rayleigh channels and to obtain a strikingly simple approximation for the mean and variance. Similarly, the CLT for the MI of other single-hop channels has been investigated in [8], [9], [10], and [11] by large RMT. Furthermore, it has been shown that the large system approximation works well even for small dimensions [12]. As a result, large RMT has also been utilized for the analysis of double-scattering channels with appealing results for both first-order and second-order analysis.

The first-order analysis: In [13], the uncorrelated double-scattering channel was investigated by the Stieljes transform in RMT and the ergodic mutual information (EMI) per antenna was given by numerical simulations. The explicit deterministic approximation of the EMI for general, correlated, double-scattering channels was first presented in [14] and [12] but only the convergence of the normalized EMI (EMI per antenna) was guaranteed. The approximation can degenerate to the special case of IRS-aided MIMO systems [15], [16] obtained by the replica method. The sum-rate analysis for multi-user systems in double-scattering channels was given in [17], [18], and [19]. The above methods, though capable...
of evaluating the quantities with respect to large random matrices, failed to provide a convergence rate. Furthermore, a rigorous proof regarding the convergence of the EMI without normalization is not available in the literature. In this paper, we will use a new approach, i.e., Gaussian tools, to show the convergence of the EMI and determine the convergence rate.

**The second-order analysis:** In [20], Zheng et al. investigated the CLT of the MI over Rayleigh product channel (independent and identically distributed (i.i.d) double-scattering channel) by a free probability approach and gave the closed-form approximations for the mean and variance when the numbers of transmit and receiver antennas are equal. The CLT of the MI for general, correlated, double-scattering channels was first presented in [21] by the resolvent method in large RMT. Specifically, a CLT was set up for the MI by splitting the randomness into two parts and evaluating the martingale differences. The closed-form deterministic approximation of the variance was also given. However, the following questions remain unanswered: How fast does the distribution of the MI converge to a Gaussian distribution? What are the convergence rates of the mean and the variance when the number of antennas increases? These questions are related to the performance of the Gaussian approximation (CLT) for the MI and the approximation error for the mean and variance of the MI. In other words, although the resolvent method is powerful in proving the Gaussianity, it does not explicitly indicate the convergence speed.

**Motivation:** There have been some interesting works on the analysis of the convergence rate. The most related work is [7], in which RMT was utilized to set up a CLT for the MI of correlated Rayleigh MIMO channels and the convergence rates of the mean and characteristic function were shown to be $O\left(\frac{1}{N}\right)$ by assuming that the number of antennas at the transceivers go to infinity with the same pace. The convergence rate indicates the accuracy of the deterministic approximation for the performance metric and has been investigated for various Gaussian fading channels in [22], [23], and [24] by Gaussian tools. It also provides the guidance on deriving the deterministic approximation, e.g., how many terms do we need to keep to construct an asymptotically tight approximation. In [25], the convergence rate obtained in [7] was used to derive an asymptotically tight approximation for the ergodic rate of a MIMO system with the minimum mean square error (MMSE) receiver. In [26], the convergence rate was also utilized in setting up a CLT for the mutual information density (MID), which is important for the finite blocklength analysis in MIMO Rayleigh channels. In [27], the deterministic equivalent (DE) of the EMI in the low-density spreading (LDS) non-orthogonal multiple access system was given and the accuracy of the DE was validated by showing that the associated convergence rate is inversely proportional to the square sparsity of the LDS codes. Despite the importance of the convergence rate, a related analysis for double-scattering MIMO channels is not available. In this paper, we will use the Gaussian tools to recover the result in [21] and determine the convergence rate, which can be used for the finite blocklength analysis of Rayleigh-product MIMO channels [28] and the secrecy analysis of the IRS-aided MIMO system [29].

**Gaussian tools:** In this paper, we would like to recommend the Gaussian tools as a powerful method for the analysis of double-scattering channels. The Gaussian tools consist of two parts, namely, Nash-Poincaré inequality and the integration by parts formula, which have been widely used in RMT [30], [31]. With Nash-Poincaré inequality, we can evaluate the upper bound of the approximation errors, while by the integration by parts formula, we can convert the expectation of a function of Gaussian random variables to the expectation for the derivative of the function. The Gaussian tools have also been used in the asymptotic analysis of the single-hop MIMO channels. In [7], a CLT for the MI of general correlated Rayleigh channels was given where the convergence rates of the mean and the characteristic function of the MI were also determined. In [22], the deterministic approximation of the EMI over Rician channels was given with a convergence rate. Other applications of the Gaussian tools for single-hop channels can be found in [23] and [25]. A remarkable advantage of the Gaussian tools is their ability to provide a convergence rate. To the best of the authors’ knowledge, there has not been any results regarding the convergence rate of the MI in double-scattering channels. In this paper, we will set up a framework for the asymptotic analysis of double-scattering channels based on the Gaussian tools so that the asymptotic analysis is guaranteed with the convergence rate.

A. Contributions

The main contributions of this paper are summarized as follows.

1) We prove that the convergence rates for the mean and variance of the MI are both $O\left(\frac{1}{N}\right)$, with $N$ being the number of receive antennas, which are not available in the literature. We also show that the convergence rate of the characteristic function is $O\left(\frac{1}{N}\right)$. Based on the CLT, we give an approximation of the outage probability and validate its accuracy by numerical results. The framework involved in the proof can be used for the finite blocklength analysis [28].

2) Based on the CLT, we give the moderate-to-high SNR approximation for the mean and variance of the MI over Rayleigh product channel and analyze the impact of the rank deficiency. Note that only the case with equal number of antennas at the transceivers is considered in [21]. In this paper, the cases with general number of antennas at the transceivers are derived, which is a complement for [21]. The dominating term of the mean and variance for the MI in double-scattering channels is identified, which not only explicitly shows the impact of the number of scatters but also the fact that when the number of scatters goes to infinity, the performance of the double-scattering channel approaches that of the Rayleigh channel.

B. Paper Outline and Notations

The rest of this paper is organized as follows. In Section II, the system model and problem formulation are introduced. In Section III, the main results regarding the first-order (EMI) and second-order (CLT) analysis with the convergence rates
are presented, together with a moderate-to-high SNR approximation, which shows the impact of the number of effective scatterers. Section IV introduces the Gaussian tools and some preliminary results. The rigorous proof of the first-order and second-order analysis is given in Section V and Section VI, respectively. In Section VII, numerical experiments are performed to validate the Gaussianity of the MI and illustrate the approximation performance. Section VIII concludes the paper.

Notations: Matrices and vectors are denoted by the bold, upper case letters and bold, lower case letters, respectively. $\mathbb{E}x$ represents the expectation of $x$ and $\mathbb{P}(\cdot)$ denotes the probability measure. $(\cdot)^*$ represents the conjugate of a complex number. $\mathbb{C}^N$ and $\mathbb{C}^{M \times N}$ denote the space of $N$-dimensional vectors and the space of $M$-by-$N$ matrices, respectively. $A^H$ represents the conjugate transpose of $A$, and the $(i,j)$-th entry of $A$ is denoted by $A_{ij}$. $||A||$ represents the spectral norm of $A$. $\text{Tr}A$ refers to the trace of $A$ if it is square. $I_N$ denotes the identity matrix of size $N$. $\phi(x)$ denotes the cumulative distribution function (CDF) of the standard Gaussian distribution. The complexpartial derivative operators for a complex number $z = x + jy$ with $j = \sqrt{-1}$ are given by $\frac{\partial}{\partial x} = \frac{1}{2}(\frac{\partial}{\partial z} + \frac{\partial}{\partial \bar{z}})$ and $\frac{\partial}{\partial y} = \frac{1}{2j}(\frac{\partial}{\partial z} - \frac{\partial}{\partial \bar{z}})$, where $\frac{\partial}{\partial z}$ and $\frac{\partial}{\partial \bar{z}}$ are standard partial derivatives with respect to $x$ and $y$, respectively. $\delta(\cdot)$ denotes the Kronecker function, i.e., $\delta(0) = 1$ and $\delta(m) = 0$, $m \neq 0$. $x = x - \mathbb{E}x$ denotes the centered form of a random variable $x$ and $\text{Cov}(x, y) = \mathbb{E}xy$ represents the covariance of $x$ and $y$. $\mathcal{O}(\cdot)$ and $\Theta(\cdot)$ denote the big-O and big-theta notations, respectively. Finally, $\overset{\sim}{D}_{N \rightarrow \infty}$ denotes the convergence in distribution.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider a point-to-point MIMO system with $M$ transmit antennas and $N$ receive antennas. The received signal $y \in \mathbb{C}^N$ can be given by

$$y = Hs + n,$$

(1)

where $s \in \mathbb{C}^M$ denotes the transmitted signal with covariance matrix $\text{Ess}^H = W$, $H \in \mathbb{C}^{N \times M}$ represents the channel matrix, and $n \in \mathbb{C}^N$ is the additive white Gaussian noise. The elements of $n$ are i.i.d. and circularly Gaussian random variables with variance $\sigma^2$. As a figure of merit for the performance over coherent MIMO fading channels, the MI is given by [32]

$$C(\sigma^2) = \log \det(I_N + \frac{1}{\sigma^2}HWH^H).$$

(2)

Given $H$ is a random matrix, $C(\sigma^2)$ is a random variable whose statistical properties deserve investigation. Specifically, the first-order and second-order analysis for $C(\sigma^2)$ can be used to evaluate the average throughput and outage probability. In this paper, we assume that only the statistical CSI is available at the transmitter while the perfect CSI is available at the receiver.

B. Channel Model

With statistical CSI, we consider the channel model given by

$$H = \Phi_R^\frac{1}{2}X\Phi_S^\frac{1}{2}Y\Phi_T^\frac{1}{2},$$

(3)

where $\Phi_R \in \mathbb{C}^{N \times N}$, $\Phi_S \in \mathbb{C}^{L \times L}$, and $\Phi_T \in \mathbb{C}^{M \times M}$ represent the correlation matrices at the receiver, the scatterers, and the transmitter, respectively. $X \in \mathbb{C}^{N \times L}$ and $Y \in \mathbb{C}^{L \times M}$ are two random matrices, whose entries are i.i.d. and circularly Gaussian random variables with variances $\frac{1}{L}$ and $\frac{1}{M}$, respectively. The model in (3) is a special Kronecker model with either a random receive correlation matrix or a random transmit correlation matrix. In practice, this model has the following applications.

1. Double-scattering channel: (3) was proposed in [1] to model the correlation at the transceiver and scatterers, and the rank of the channel. The rank-deficiency situation is reflected by the case with $L < \min(M,N)$. Without correlation at the transceivers and scatterers, the double-scattering model degenerates to the Rayleigh product model, also referred to as multi-keyhole channel [33], which is the product of two i.i.d. complex Gaussian matrices. Note that $\Phi_S^\frac{1}{2}$ is a Hermitian matrix for a double-scattering channel.

2. Cascaded Channel in IRS-aided MIMO systems: (3) can also be used to model the cascaded channel in an IRS-aided MIMO system. Under such circumstances, we have $\Phi_S^\frac{1}{2} = \Psi^\frac{1}{2}IRS \Psi^\frac{1}{2} IRS$, where $\Psi^\frac{1}{2} IRS$ and $R^\frac{1}{2} IRS$ denote the transmit and receive correlation matrix of the IRS, respectively, and $\Psi$ represents the phase shifts matrix [15], [21]. In this case, $\Phi_S^\frac{1}{2}$ may not be a Hermitian matrix.1

Given only the statistical CSI at the transmitter, we can assume the covariance matrix of the transmitted signal to be $Q = I_M$. This is because, for any given transmit covariance $W$, we can do the substitution $\Phi_T^\frac{1}{2} = \Phi_T^\frac{1}{2}W\Phi_T^\frac{1}{2}$ to construct a new correlation matrix $\Phi_T^\frac{1}{2}$ at the transmitter such that the evaluation can be converted to the case with an identity transmit correlation matrix. As a figure of merit for the performance over coherent MIMO fading channels, the MI can be given by [32]

$$C(\sigma^2) = \log \det(I_N + \frac{1}{\sigma^2}HWH^H).$$

(2)

Given $H$ is a random matrix, $C(\sigma^2)$ is a random variable whose statistical properties deserve investigation. Specifically, the first-order and second-order analysis for $C(\sigma^2)$ can be used to evaluate the average throughput and outage probability. In this paper, we assume that only the statistical CSI is available at the transmitter while the perfect CSI is available at the receiver.

1Note that this model and the related analysis for IRS-aided systems is only applicable when the statistical CSI is available. The statistical CSI based analysis and design has been widely used in IRS-aided systems [15], [21], [34], [35].
where \( X' = U_R^H X U_S, Y' = V_U^H Y U_T \) and step (a) follows from the identity \( \det(I + AB) = \det(I + BA) \). Given the unitary-invariant attribute of Gaussian random matrices, a Gaussian matrix \( G \) is equivalent to \( G' = U G V \) statistically, where \( U \) and \( V \) are both unitary matrices. Therefore, \( X' (Y') \) are statistically equivalent. Thus, it is equivalent to consider the following channel
\[
H = R^\frac{1}{2} X S^\frac{1}{2} Y T^\frac{1}{2},
\]
where \( R = \text{diag}(r_1, r_2, \ldots, r_N), S = \text{diag}(s_1, s_2, \ldots, s_L), T = \text{diag}(t_1, t_2, \ldots, t_M) \). In this paper, we will investigate the asymptotic distribution of the statistic \( C(\sigma^2) = \log \det(I_N + \frac{1}{\sigma^2} HH^H) \).

D. Assumptions

The results of this paper are developed based on the following assumptions:

**A.1.** \( 0 < \lim_{M \to \infty} \inf_{M \geq 1} \frac{M}{L} \leq \lim_{M \to \infty} \frac{M}{L} < \infty \) and \( 0 < \lim_{M \to \infty} \inf_{M \geq 1} \frac{M}{N} \leq \lim_{M \to \infty} \frac{M}{N} < \infty \),

**A.2.** \( \lim_{M \to \infty} \sup_{M \geq 1} \|R\| < \infty, \lim_{M \to \infty} \sup_{M \geq 1} \|T\| < \infty, \) and \( \lim_{M \to \infty} \sup_{M \geq 1} \|S\| < \infty \),

**A.3.** \( \inf_{M \geq 1} \frac{1}{M} \text{Tr} R > 0, \inf_{M \geq 1} \frac{1}{M} \text{Tr} T > 0, \) and \( \inf_{M \geq 1} \frac{1}{M} \text{Tr} S > 0 \).

**A.1** defines the asymptotic regime considered for the large-scale system, where the dimensions of the system \((M, N, L)\) grow to infinity at the same pace. **A.2** and **A.3** restrict the rank of the correlation matrices so that the extremely low-rank case, i.e., the rank of the correlation matrix does not increase with the number of antennas, will not occur [7, 36].

The product of two random matrices makes it challenging to give an explicit expression for the distribution of the MI. In this paper, we will investigate the asymptotic distribution of the MI for double-scattering channels by setting up a CLT utilizing the Gaussian tools.

### III. MAIN RESULTS

**A. Useful Notations**

Before presenting the main results, we first introduce some notations that will be utilized in this paper.

**The Fundamental System of Equations** The asymptotic mean and variance in the CLT will be induced by the solution of the following system of equations with respect to \((\delta(z), \omega(z), \overline{\omega}(z))\),

\[
\begin{align*}
\delta(z) &= \frac{1}{T} \text{Tr} R \left( zI_N + \frac{M \omega \overline{\omega}(z)}{\delta(z)} R \right)^{-1}, \\
\omega(z) &= \frac{1}{M} \text{Tr} S \left( \frac{1}{\delta(z)} I_L + \overline{\omega}(z) S \right)^{-1}, \\
\overline{\omega}(z) &= \frac{1}{T} \text{Tr} T \left( I_M + \omega(z) T \right)^{-1}.
\end{align*}
\]

For the simplicity of notations, we will omit \( z \) in \((\delta(z), \omega(z), \overline{\omega}(z))\) and use \((\delta, \omega, \overline{\omega})\) in the following derivation. The existence and uniqueness of the positive solution of (6) was proved in [14] by the standard interference function theory, which is widely utilized to show the existence and uniqueness of the solution for such fixed-point equations, e.g., [37], [38]. The fixed-point algorithm for obtaining the solution was given in [39]. It was shown that the complexity of the algorithm is \( \mathcal{O}(\log(\frac{1}{\delta})) \), where \( \varepsilon \) is the accuracy of the solution.

**Resolvent** The resolvent matrix of \( HH^H \) is given by

\[
Q(z) = (zI_N + HH^H)^{-1},
\]

which will be shown to be highly related to the MI in Section V. The following resolvent identity holds true

\[
zQ(z) = I_N - HH^H Q(z).
\]

For simplicity, we will denote \( Q(z) \) as \( Q \) in the following.

**Deterministic Approximations of the Resolvent Matrix** We define the following deterministic matrices

\[
G_R = \left( zI_N + \frac{M \omega \overline{\omega}}{L \delta} R \right)^{-1}, \quad G_S = \left( \frac{1}{\delta} I_L + \overline{\omega} S \right)^{-1},
\]
\[
G_T = (I_M + \omega T)^{-1}, \quad F_S = (I_L + \delta \overline{\omega} S)^{-1} = \frac{1}{\delta} G_S.
\]

\( G_R \) will be shown to be an approximation of \( \mathbb{E} Q(z) \). Related notations induced by \( G_R, G_S, G_T \) are presented in Table 1, which will be used in the following derivation.

**B. First-Order Result**

**Theorem 1:** Given that assumptions **A.1-3** hold true and \((\delta, \omega, \overline{\omega})\) is the positive solution of (6) when \( z = \sigma^2 \), the EMI can be approximated by

\[
\mathbb{E} C(\sigma^2) = \overline{\mathcal{C}}(\sigma^2) + \mathcal{O}\left( \frac{1}{N} \right), \quad \text{where}
\]
\[
\overline{\mathcal{C}}(\sigma^2) = \log \det(I_N + \frac{M \omega \overline{\omega}}{\sigma^2 L \delta} R) + \log \det(I_L + \delta \overline{\omega} S)
\]
\[
+ \log \det(I_M + \omega T) - 2M \omega \overline{\omega}.
\]

**Proof:** The proof of Theorem 1 will be given in Section V.

**Remark 1 (Comparison With Existing Results):** A similar approximation was first proposed in [12, Theorem 2] and [14, Theorem 5] but only the convergence of the normalized MI (MI per receive antenna) was guaranteed. The result about the normalized MI is also consistent with that shown in [15, Corollary 1] and [16, Proposition 1], which were derived by the replica method. The replica method is efficient in determining the deterministic approximation, but can not provide an exact convergence rate. In fact, the convergence rate of the EMI without normalization is not available in the literature. In this paper, by utilizing the Gaussian tools, we derive the approximation of the EMI and obtain a convergence rate. From Theorem 1, we can observe that the error of the deterministic approximation in (11) can be bounded by \( \mathcal{O}(\frac{1}{N}) \). This convergence rate was also validated for single hop Gaussian channels [7], frequency selective channels [23], and Rician channels [22].
Theorem 2 (CLT of the MI): Given the same setting as that in Theorem 1, the asymptotic distribution of the MI over double-scattering channel is Gaussian and the following convergence holds true

\[
\frac{C(\sigma^2) - \overline{C}(\sigma^2)}{\sqrt{V(\sigma^2)}} \xrightarrow{D} N(0, 1),
\]

(12)

where \(\overline{C}(\sigma^2)\) is given in (11). The asymptotic variance \(V(\sigma^2)\) can be expressed as

\[
V(\sigma^2) = -\log(\Delta) - \log(\Delta_S),
\]

(13)

where \(\Delta\) and \(\Delta_S\) are given in Table I. Furthermore, the convergence of the variance is given by

\[
\text{Var}(C(\sigma^2)) = V(\sigma^2) + O\left(\frac{1}{N}\right),
\]

(14)

and the convergence rate of the characteristic function of \(C(\sigma^2)\) is \(O\left(\frac{1}{N}\right)\).

**Proof:** The proof of Theorem 2 will be given in Section VI.

Remark 2 (Non-Gaussian Fading): The \(O\left(\frac{1}{N}\right)\) convergence rate of the asymptotic mean and variance is preserved by the Gaussianity of the two random matrices in (5), and will not hold for the product of non-Gaussian matrices. In [31], the linear spectral statistics (LSS) (mutual information is a special case of LSS by taking \(f(x) = \log(1 + \frac{x}{\sigma^2})\)) of two i.i.d., real, non-Gaussian square matrices was investigated to show the asymptotic Gaussianity of the LSS but the asymptotic mean and variance are related to the fourth-order cumulant of entries of the two matrices, which is zero for Gaussian entries. This phenomenon has also been discovered in single-hop channels. The centered and non-centered non-Gaussian channels were investigated in [9], [10], and [36], respectively. These results indicate that compared with the mean and variance of Gaussian channels, the asymptotic mean and variance of non-Gaussian channels should be amended by terms related to the pseudo-variance and fourth-order cumulant of the complex entries, which are referred to as the bias. Therefore, it is reasonable to make a conjecture that the asymptotic Gaussianity of the MI still holds true for the two-hop non-Gaussian channels where the asymptotic mean and variance of the MI should be amended by adding a bias to the mean and variance derived in Theorem 2. The investigation of the bias for the product of two general non-Gaussian random matrices will be left as a future work.

Remark 3 (Comparison With Existing Results): [20] presented a CLT for the MI over Rayleigh product channel (i.i.d. double-scattering channel) by a free probability approach. The explicit expression for the variance was given for the case with \(N = M\), which is a special case of Theorem 2. Motivated by the thought of splitting the randomness into two parts with respect to two random matrices, [21, Theorem 2] derived the same result by using the resolvent method. However, how fast the distribution of \(C(\sigma^2)\) converges to a Gaussian distribution and how fast the mean and the variance converge to their deterministic approximations are both unknown. In this paper, we recover the result in [21, Theorem 2] and show, for the first time, that the convergence rates of the variance and the characteristic function are \(O\left(\frac{1}{N}\right)\).

Proposition 1: Given assumptions A.1, A.2, A.3, and a \(\sigma^2 > 0\), there exist two positive numbers \(b_{\sigma^2}\) and \(B_{\sigma^2}\) satisfying

\[
0 < b_{\sigma^2} \leq \inf_{N} V(\sigma^2) \leq \sup_{N} V(\sigma^2) \leq B_{\sigma^2} < \infty.
\]

(15)

**Proof:** The proof of Proposition 1 is given in Appendix E.

Remark 4: Proposition 1 indicates that the asymptotic variance \(V(\sigma^2)\) is well-defined for a given \(\sigma^2\).

By Theorem 2, we can obtain a closed form approximation for the outage probability with a given rate \(R\) as

\[
p_{\text{out}}(R) \approx \Phi\left(\frac{R - \overline{C}(\sigma^2)}{\sqrt{V(\sigma^2)}}\right).
\]

(16)

Conversely, given the outage probability \(p_{\text{out}}\), the outage rate, defined by

\[
C_{\text{Pout}} = \sup\{R \geq 0 : \text{Pr}(C(\sigma^2) < R) \leq p_{\text{out}}\},
\]

(17)

can be approximated by \(C_{\text{Pout}} \approx \overline{C}(\rho) + \sqrt{V(\rho)}\Phi^{-1}(p_{\text{out}})\).

Please note that (16) is obtained in the large system regime defined by A.1 and not applicable for the SNR-asymptotic regime [40]. However, the outage probability approximation in (16) can be utilized for the finite-SNR diversity-multiplexing trade-off (DMT) [41] analysis for two-hop channels, which was given in [21].

D. i.i.d Case

To investigate the impact of the rank deficiency, we focus on the i.i.d. channel, i.e., Rayleigh product channel in this section. In this case, the results will only be related to the ratios between the numbers of antennas and scatterers, denoted by \(\eta = \frac{N}{\kappa}\) and \(\kappa = \frac{M}{\kappa}\).

**Proposition 2 (Rayleigh-Product Channel):** Given Assumption A.1, the asymptotic distribution of the MI
over i.i.d. double-scattering channel is Gaussian and the following convergence holds true

$$\frac{C_{iid}(\sigma^2) - \bar{C}_{iid}(\sigma^2)}{\sqrt{V_{iid}(\sigma^2)}} \xrightarrow{\mathcal{D}, N \to \infty} \mathcal{N}(0, 1),$$

where $\bar{C}_{iid}$ and $V_{iid}$ are given by

$$\bar{C}_{iid}(\sigma^2) = M[\log(1 + \omega) - (\eta - \frac{1}{\kappa}) \log(1 - \frac{\omega}{\eta(1 + \omega)}) - \frac{\log(\sigma^2)}{\kappa} - \frac{\log(\omega)}{\kappa} - \frac{2\omega}{1 + \omega}],$$

$$V_{iid}(\sigma^2) = -\log(\Delta_{iid}),$$

with

$$\Delta_{iid} = \frac{(1 + \delta\omega)^2 \delta(\sigma^2 + \frac{k\omega\Delta}{\eta(1 + \delta\omega)})}{\eta\kappa(1 + \delta\omega)}.$$ \hspace{1cm} (20)

Here $\omega$ is the root of the following cubic equation

$$P(\sigma^2) = \omega^3 + \left(2\sigma^2 + \eta\kappa - \eta + 1\right)\frac{\omega^2}{\sigma^2}$$

$$\quad + \left(\frac{\eta\kappa}{\sigma^2} - \frac{2\eta}{\sigma^2} + \frac{1}{\sigma^2}\right)\omega - \frac{\eta}{\sigma^2} = 0,$$ \hspace{1cm} (21)

which satisfies $\omega > 0$ and $\eta + (\eta - 1)\omega > 0$, and

$$\delta = \frac{1}{\sigma^2} \left(\frac{N}{L} - \frac{M\omega}{L(1 + \omega)}\right), \quad \varpi = \frac{1}{1 + \omega}. $$ \hspace{1cm} (22)

**Proof:** Proposition 2 can be obtained by letting $R = I_N$, $S = I_L$, and $T = I_M$ in Theorem 2 and the proof is omitted here.

Remark 5 (From Rayleigh-Product Channel to Single-Rayleigh Channel): In the following, we will show that when $\kappa \to 0$ and $\eta = O(1)$, i.e., the number of scatterers is far larger than the number of antennas, the results in Proposition 2 degenerate to those for the i.i.d. Rayleigh channel. When $\kappa \to 0$, equation (21) becomes

$$\omega^3 + \left(2\sigma^2 + \eta\kappa - \eta + 1\right)\frac{\omega^2}{\sigma^2}$$

$$+ \left(\frac{\eta\kappa}{\sigma^2} - \frac{2\eta}{\sigma^2} + \frac{1}{\sigma^2}\right)\omega - \frac{\eta}{\sigma^2} = 0,$$ \hspace{1cm} (23)

whose positive solution is given by

$$\omega_0 = \frac{\rho(\eta - 1) - 1 + \sqrt{\rho(\eta - 1) - 1}^2 + 4\rho\eta}{2}$$

$$= \frac{\rho(\eta - 1) - 1 + \sqrt{\rho^2(\eta + 1)^2 + 2\rho(\eta + 1) + 1 - 4\rho^2\eta}}{2},$$ \hspace{1cm} (24)

Denote

$$v(\eta, \rho) = \frac{\omega_0}{1 + \omega_0} = \frac{\eta + 1 + \sigma^2 - \sqrt{(1 + \sigma^2 + \eta)^2 - 4\eta}}{2},$$ \hspace{1cm} (25)

which is identical to [42, Eq. (11)]. We can also obtain from (22) that

$$\frac{L\delta_0}{M} = \frac{1}{\sigma^2} \left(\eta - \frac{\omega_0}{1 + \omega_0}\right) \xrightarrow{(a)} \omega_0,$$ \hspace{1cm} (26)

where $(a)$ follows from (23). We can rewrite $\bar{C}_{iid}(\sigma^2)$ as

$$\bar{C}_{iid}(\sigma^2) = M[\log(1 + \omega) - (\eta - \frac{1}{\kappa}) \log(1 - \frac{\omega}{\eta(1 + \omega)})$$

$$+ \frac{\log(\sigma^2)}{\kappa} - \frac{\log(\omega)}{\kappa} - \frac{2\omega}{1 + \omega}],$$

$$V_{iid}(\sigma^2) = -\log(\Delta_{iid}),$$

with

$$\Delta_{iid} \xrightarrow{\kappa \to 0} \frac{\omega_0^2(\sigma^2 + \frac{1}{(1 + \omega_0)^2})}{\eta} - \frac{\omega_0^2}{\eta(1 + \omega_0)^2} - \frac{1}{\eta}.$$ \hspace{1cm} (28)

and $V_{iid}(\sigma^2) \xrightarrow{\kappa \to 0} -\log \left(1 - \frac{v(\eta, \rho)^2}{\eta}\right)$, which is the same as [42, Eq. (13)]. Therefore, when $\kappa \to 0$, the results for the Rayleigh-product channel degenerate to those for the i.i.d. single Rayleigh channel.

**Remark 6 (Extreme Rank-Deficient Case):** Different from Remark 5, here we consider the case when $L$ is finite but $M$ and $N$ go to infinity with the same pace, i.e., $\kappa \to \infty$. Under such circumstances, by analyzing the coefficient of the dominating term $\kappa$ at the LHS of (21), we can obtain $\omega \xrightarrow{\kappa \to \infty} 0$ and

$$\rho \eta \omega - \eta \rho \xrightarrow{\kappa \to \infty} 0,$$ \hspace{1cm} (29)

so that we can obtain the solution of (21) as $\omega_\infty = \kappa^{-1} + \frac{1}{\rho \eta \kappa^2} + O(\kappa^{-3})$ and $\delta_\infty = \frac{\eta\rho}{\kappa} - \frac{1}{\sigma^2} + O(\kappa^{-1})$. In this case, we have

$$\bar{C}_{iid}(\sigma^2) = M[\log(1 + \omega) - (\eta - \frac{1}{\kappa}) \log(1 - \frac{\omega}{\eta(1 + \omega)})$$

$$- \frac{\log(\sigma^2)}{\kappa} - \frac{\log(\omega)}{\kappa} - \frac{2\omega}{1 + \omega}]$$

$$\approx 2L - L \log(\sigma^2) + L \log(\frac{M}{L}) + L \log(\eta) - 2L$$

$$= L \log(\frac{N}{L\sigma^2}).$$ \hspace{1cm} (30)

This indicates that, if $L$ is fixed, increasing $M$ and $N$ will result in an $O(\log(N))$ increase in the ergodic rate. However, we can obtain from (19) that increasing $L$, $M$, and $N$ with the same pace will result in an $O(N)$ increase in the ergodic rate. By plugging $\omega_\infty$ and $\delta_\infty$ into (20), we can evaluate the variance as

$$V_{iid}(\sigma^2) = -\log(\Delta_{iid})$$

$$= -\log(1 - \frac{1 + \eta}{\eta\kappa}) + O(\kappa^{-2}) = O(\kappa^{-1}),$$ \hspace{1cm} (31)
where
\[
\Delta_{\text{iid}} = \frac{(1 + \delta \omega^2)^2 \delta \sigma^2}{\eta \kappa (1 + \delta \omega^2)} = \frac{1}{\eta \kappa (1 + \delta \omega^2)}[\log(1 + \delta \omega^2) - 1] + \mathcal{O}(\kappa^{-2})
\]
(32)

The variance is of order \(\mathcal{O}(\kappa^{-1}) = \mathcal{O}(\frac{1}{\sqrt{L}})\), which vanishes as \(M\) goes to infinity. By Markov’s inequality, we can obtain that for any given positive \(\varepsilon\), there holds true that
\[
P[|C_{\text{iid}}(\sigma^2) - E[C_{\text{iid}}(\sigma^2)]| > \varepsilon] \\
\leq \frac{\text{Var}(C_{\text{iid}}(\sigma^2))}{\varepsilon^2} \xrightarrow{\kappa \to \infty} 0,
\]
which indicates that \(C_{\text{iid}}(\sigma^2)\) converges to its expectation in probability. Therefore, if \(L\) is fixed and \(M, N\) go to infinity with the same pace, \(C_{\text{iid}}(\sigma^2)\) tends to be deterministic.

E. Moderate-to-High SNR Approximation

To investigate the impact of the system dimensions on the mean and variance of the MI, we give the moderate-to-high SNR approximation of the mean and variance for the Rayleigh-product channel by the following proposition.

Proposition 3 (The Impact of the Number of Scatterers): Denote \((S_N, S_L, S_M)\) as the rearranged version of \((N, L, M)\) in the descending order, i.e., \(S_N \geq S_L \geq S_M\) and \(\{S_N, S_L, S_M\} = \{N, L, M\}\). Given \(\rho = \frac{1}{\sqrt{L}}\), the mean \(\overline{C}_{\text{iid}}(\rho^{-1})\) and variance \(V_{\text{iid}}(\rho^{-1})\) of the MI can be approximated by (34) and (35) shown at the bottom of the next page.

Proof: The proof of Proposition 3 is given in Appendix I.

Remark 7: From (34) and (35), we can obtain that the approximations of \(\overline{C}_{\text{iid}}(\rho^{-1})\) and \(V_{\text{iid}}(\rho^{-1})\) are only determined by \(N\) and the ordered \((N, L, M)\). A similar phenomenon was also noticed when investigating the DMT in [43]. We can observe that \(\overline{C}_{\text{iid}}(\rho^{-1})\) grows in \(\mathcal{O}(\log(\rho))\) when \(\rho\) increases and the increasing speed, i.e., the coefficient of \(\log(\rho)\), is determined by \(S_M\), which is the minimum of \((N, L, M)\). The impact of the number of the scatterers can be observed from the dominating term in the mean and variance. When \(S_M = L\), the multiplexing gain is limited by \(L\), and increasing \(N\) and \(M\) will not help. Meanwhile, when \(L > \max\{M, N\}\), large \(L\) does not contribute to the multiplexing gain although it helps for the diversity gain, which agrees with the result in [5, Example 6] and that for the IRS-aided MIMO channel in [21, Theorem 5].

Remark 8 (Comparison Between Rayleigh-Product and Single Rayleigh Channel): The moderate-to-high SNR approximation for the mean and variance of the i.i.d. Rayleigh channels is given by [41, Eq.(13),(14)],
\[
\overline{C}_{\text{Rayleigh}}(\rho^{-1}) \approx U_M \log \left( \frac{\rho N}{U_M} \right) - (U_N - U_M) \log(1 - \frac{U_M}{U_N}),
\]
(36)

where \(U_M = \min\{M, N\}\) and \(U_N = \max\{M, N\}\). From (36), we can observe that the multiplexing gain of the single Rayleigh channel is also limited by the minimum dimension. For the Rayleigh-product channel, when \(L < U_M\), i.e., \(L\) is the smallest among \(N, L, M\), the loss of the ergodic rate due to rank deficiency is reflected by the coefficient \(L\) of the dominating term in (34). When \(L > U_M\), by comparing (34a) and (36), the loss of the ergodic rate is reflected by the \(\mathcal{O}(1)\) term, which is \(S_M(-1 - (\frac{L}{S_M} - 1) \log(1 - \frac{2 \rho}{M})) < 0\) \((f(x) = (\frac{L}{x} - 1) \log(1 - x)\) is an increasing function so that \(f(x) > -1\) when \(0 < x < 1\). When \(L \to \infty\), the loss vanishes and (34a) becomes (36). From the high-order terms, i.e., \(\mathcal{O}(\rho^{-\frac{1}{2}})\) in (34b) and \(\mathcal{O}(\rho^{-\frac{1}{2}})\) in (34c), we can observe that the condition \(S_L = S_M\) will affect the high order behavior, which also happens for the single Rayleigh case.

In fact, according to (25) and (27), (36) can be further written as
\[
\overline{C}_{\text{Rayleigh}}(\rho^{-1}) = \begin{cases} 
U_M \log \left( \frac{\rho N}{U_M} \right) - (U_N - U_M) \log(1 - \frac{U_M}{U_N}) + \mathcal{O}(\rho^{-1}), \ U_M \neq U_N, \\
U_M \log \left( \frac{\rho N}{U_M} \right) + 2 U_M \rho^{-\frac{1}{2}} + \mathcal{O}(\rho^{-1}), \ U_M = U_N,
\end{cases}
\]
(38)

where the case with \(U_M = U_N\) coincides with (34b) when \(L \to \infty\).

For the variance, (37a) and (37b) can be obtained by letting \(\kappa \to 0\) in (35a) and (35b), respectively. When \(L \leq U_M\), the impact of the rank deficiency is reflected by the dominating term, \(-\log(1 - \frac{U_M}{U_N})\). When \(L < U_M\), \(-\log(1 - \frac{U_M}{U_N})\) is reflected by the \(\mathcal{O}(1)\) term, which is \(S_M(-1 - (\frac{L}{S_M} - 1) \log(1 - \frac{2 \rho}{M})) < 0\). When \(L < L_0 < L < U_M\), \(-\log(1 - \frac{U_M}{U_N})\) is reflected by the \(\mathcal{O}(\rho^{-\frac{1}{2}})\) term with \(L_0\). When \(L > U_M\), the Rayleigh-product channel has a larger variance and the increment is \(-\log(1 - \frac{U_M}{U_N})\). When \(M = N\) and \(L > M\), the dominating terms in (35b) and (37b) are the same and the increment of the variance is \(-\frac{1}{2} \log(4(1 - \frac{L}{M}))\). From (35c), we can observe that the maximum variance occurs when \(M = N = L\).

Remark 9: Proposition 3 provides an approximation for the asymptotic mean and variance given by Proposition 2 when the SNR \(\rho\) is high. One may observe from the proof of Theorem 1 and the bound of the error in (185) that the approximation error for the asymptotic mean is \(\mathcal{O}(\rho^{-\frac{1}{2}})\), which is guaranteed to be \(\mathcal{O}(1)\) when \(\frac{1}{\sqrt{L}} = \mathcal{O}(1)\), where \(0 < \varepsilon < 1\). This means that \(E[C_{\text{iid}}(\sigma^2)]\) converges to the high SNR approximations in (34) when \(M, N, L\) go to infinity with the same pace and \(\rho\) grows to infinity with the order \(\mathcal{O}(\rho^{-\frac{1}{2}})\). The approximation works well in the moderate-to-high SNR region, which is validated by simulations in Section VII. Note that there should be bounds better than \(\mathcal{O}(M^{\frac{1}{2\varepsilon}})\) and a larger \(\rho\) may also be shown to be tight.
IV. METHODOLOGY AND PRELIMINARY RESULTS

In this section, we will first present the main technique used in this paper, i.e., the Gaussian tools. Then, we will introduce some preliminary results obtained by this approach that will be useful for the following derivation.

A. Gaussian Tools

The Gaussian tools consist of two parts, i.e., Nash-Poincaré Inequality and the Integration by Parts Formula.

1. Nash-Poincaré Inequality

Denote \( x = [x_1, \ldots, x_N]^T \) as a complex Gaussian random vector satisfying \( E x = 0, \) \( E x x^T = 0, \) and \( E x x^H = \Omega. \) \( f = f(x, x^*) \) is a \( C^1 \) complex function such that both itself and its derivatives are polynomially bounded. Then, the variance of \( f \) satisfies the following inequality, [7, Eq. (18)], [44, Proposition 2.5],

\[
\text{Var}[f(x, x^*)] \leq E[\nabla_x f(x, x^*)^T \Omega \nabla_x f(x, x^*)] + E[\nabla_x f(x, x^*)^T \Omega \nabla_{x^*} f(x, x^*)],
\]

(39)

where \( \nabla_x f(x) = [\partial f/\partial x_1, \ldots, \partial f/\partial x_N]^T \) and \( \nabla_{x^*} f(x) = [\partial f/\partial x_1^*, \ldots, \partial f/\partial x_N^*]^T. \) (39) is referred to as the Nash-Poincaré inequality, which gives an upper bound for functional Gaussian random variables and is widely involved in the error estimation for the expectation of Gaussian matrices. By utilizing this inequality, the authors of [7] and [22] showed that the approximation error of the deterministic approximation for the MI of single-hop MIMO channels is \( O(1/N). \) In this work, we will use this inequality to bound the error between the expectations and their deterministic approximations to obtain the convergence rate of the EMI and characteristic function of Gaussian matrices.

2. Integration by Parts Formula

With the same notations, the integration by parts formula for Gaussian vectors is given by

\[
E[x_i f(x, x^*)] = \sum_{m=1}^N \Omega_{i,m} E[\partial f(x, x^*)/\partial x_m^*].
\]

(40)

If \( \Omega = I_N, \) (40) can be simplified as

\[
E[x_i f(x, x^*)] = E[\partial f(x, x^*)/\partial x_i^*].
\]

(41)

By this formula, the expectation for the product of a Gaussian random variable and a functional Gaussian random variable is converted to the expectation for the derivative of the functional Gaussian random variable.

B. Preliminary Results

We first briefly introduce the boundness of the empirical moments for spectral norm.

**Lemma 1 (The Boundness of the Expectation for Spectral Norm)** [45, Eq.(8)]: Given a fixed integer \( P > 0 \) and a sequence of \( P \times P \) diagonal matrices \( \{D^{(p)}\}, \) \( 1 \leq p \leq P \) with uniformly bounded norm by \( N, \) there holds true that

\[
E[\|X^{(1)} D^{(1)} X^{(2)} D^{(2)} \ldots X^{(P)} D^{(P)} X^{(1)} D^{(1)}\|] \leq K_P,
\]

(42)

where \( X \) is a \( M \times N \) random matrix with i.i.d. entries and \( 0 < \inf_{N>0} M/N \leq M/N \leq \sup_{N>0} M/N < \infty. \) \( K_P \) only depends on \( P. \) Furthermore, the following bound also holds true,

\[
\sup_{N \geq 1} E[\|XX^H/N\|] < \infty.
\]

(43)

**Some Matrix Results**

1. (Trace inequality) If \( A \) is a non-negative matrix, we have

\[
|\text{Tr} AB| \leq \|B\| \text{Tr} A.
\]

(44)

2. (Derivatives of the Resolvent Matrix) Given \( Q \) is the resolvent matrix defined in (7), the related derivatives can be computed by,

\[
\frac{\partial Q[a,b]}{\partial X_{ij}} = -[Q \frac{\partial H H^H}{\partial X_{ij}}]_{a,b},
\]

\[
\frac{\partial Q[a,b]}{\partial Y_{ij}} = -[Q \frac{\partial H H^H}{\partial Y_{ij}}]_{a,b},
\]

\[
\frac{\partial \log \det Q^{-1}}{\partial z} = \text{Tr} Q,
\]

(45)
\[
\frac{\partial \log \det Q^{-1}}{\partial Y_{ij}} = \text{Tr} \left( Q \frac{\partial H H^H}{\partial Y_{ij}} \right) = [T \frac{\partial H H^H}{\partial Y_{ij}}]_{j,i}, \tag{46}
\]

where \( e_i \) represents the unit vector whose \( i \)-th entry is one and all others are zero. \( (45) \) and \( (46) \) can be obtained by the derivative rule of matrix \cite{46}.

By utilizing the Gaussian tools, the following variance control can be set up.

**Proposition 4 (Variance Control):** Given deterministic matrices \( A, B, C, D, E \) such that \( \sup_N \max \{ ||A||, \|B\|, \|C\|, \|D\|, ||E|| \} < U < \infty \) and \( Z = R^2 X S^2 \) as defined in \( (5) \), the following holds true

\[
\text{Var}(\text{Tr} A X B Y C Y D^H E Q Z) = O\left( \frac{\mathcal{P}_2(\frac{1}{U})}{z^2} \right), \tag{47}
\]

\[
\text{Var}(\text{Tr} A X B Y C Y D^H E Q F Q) = O\left( \frac{\mathcal{P}_2(\frac{1}{U})}{z^4} \right), \tag{48}
\]

\[
\text{Var}(\text{Tr} A X B Y C Y D^H E Q Z Z^H Q) = O\left( \frac{\mathcal{P}_2(\frac{1}{U})}{z^4} \right), \tag{49}
\]

where \( \mathcal{P}_i(\cdot) \) denotes an \( i \)-degree polynomial with positive coefficients, which are independent of \( N, L, M, \) and \( z \).

**Proof:** The proof of Proposition 4 is given in Appendix A.

**Remark 10:** \( \mathcal{P}(\frac{1}{z}) \) is introduced to handle the integral over the approximation error in the following proof and analyze the order of \( z \).

**V. First-Order Approximation: Expectation for the MI**

In this section, we will give a detailed proof of the main result regarding the EMI over double-scattering channels using the Gaussian tools. The proof includes three steps:

A. Convert the evaluation of the MI to that of the expectation for the trace of the resolvent.

B. Given an approximation for the expectation of the trace of the resolvent with the convergence rate \( O\left( \frac{1}{N} \right) \).

C. Return to evaluate the EMI.

**A. From MI to the Trace of the Resolvent**

The expectation of the MI can be written as \cite{22} and \cite{36}

\[
\mathbb{E} \mathbb{C}(\sigma^2) = \int_{\sigma^2}^{\infty} \frac{N}{z} - \mathbb{E} \text{Tr} \left( z I_N + H H^H \right)^{-1} \, dz = \int_{\sigma^2}^{\infty} \frac{N}{z} - \mathbb{E} \text{Tr} Q(z) \, dz. \tag{50}
\]

Thus, the problem turns to be the evaluation of the expectation for the trace of the resolvent \( \mathbb{E} \text{Tr} Q(z) \).

**B. The Evaluation of \( \mathbb{E} \text{Tr} Q \)**

In this step, we will show that \( \mathbb{E} \text{Tr} Q \) can be approximated by \( \text{Tr} \mathcal{G}_R \), where \( \mathcal{G}_R \) is given in \( (9) \). For that purpose, we first introduce the auxiliary quantities as follows:

\[
\alpha_\omega = \frac{\text{Tr} S(\frac{1}{\alpha_\delta} I_L + \alpha_\omega S)}{M}, \quad \alpha_\sigma = \frac{\text{Tr} T G T}{M},
\]

\[
\mathcal{G}_{R,\alpha} = \left( z I_N + \frac{\alpha_\omega}{\alpha_\delta} R \right)^{-1}, \quad \mathcal{G}_{S,\alpha} = \left( \frac{1}{\alpha_\delta} I_L + \alpha_\sigma S \right)^{-1},
\]

\[
\mathcal{G}_{T,\alpha} = (I_M + e_\omega T)^{-1}, \quad F_{S,\alpha} = \mathcal{G}_{S,\alpha} \alpha_\delta.
\]

The idea here is to utilize \( \text{Tr} \mathcal{G}_{R,\alpha} \) as the intermediate approximation between \( \mathbb{E} \text{Tr} Q \) and \( \mathbb{E} \text{Tr} \mathcal{G}_R \).

**Sketch of the proof:** The proof involves two steps:

1) In the first step, by utilizing the resolvent identity \( (8) \), the integration by parts formula \( (40) \), and the variance control given in Proposition 4, we show that for any matrix \( A \) with bounded spectral norm, there holds true that

\[
\mathbb{E} \text{Tr} A Q = \mathbb{E} \text{Tr} A \mathcal{G}_{R,\alpha} + O\left( \frac{1}{N} \right).
\]

2) In the second step, we will use the Montel’s theorem to show that \( \text{Tr} A \mathcal{G}_{R,\alpha} \) can be further approximated by

\[
\text{Tr} A \mathcal{G}_{R,\alpha} = \text{Tr} A \mathcal{G}_{R} + O\left( \frac{1}{N} \right).
\]

By steps 1) and 2), we can conclude that

\[
\mathbb{E} \text{Tr} A Q = \mathbb{E} \text{Tr} A \mathcal{G}_R + O\left( \frac{1}{N} \right).
\]

1) **Step 1, A Weak Approximation of \( \mathbb{E} \text{Tr} A Q \)**: The approximation of \( \mathbb{E} \text{Tr} A Q \) can be obtained by \( \mathcal{G}_{R,\alpha} \) according to the following lemma.

**Lemma 2:** Given that \( A.1-A.3 \) hold true and \( A \) is a deterministic matrix whose spectral norm is uniformly bounded by \( N \), the following approximation holds true

\[
\mathbb{E} \text{Tr} A Q = \mathbb{E} \text{Tr} A \mathcal{G}_{R,\alpha} + O\left( \frac{1}{N} \right), \tag{52}
\]

where \( \mathcal{G}_{R,\alpha} \) is given in \( (51) \).

**Proof:** The proof of Lemma 2 is given in Appendix C.

The approximation \( \text{Tr} A \mathcal{G}_{R,\alpha} \) involves the expectations of \( \alpha_\delta \) and \( e_\omega \), which have not been given explicitly. In next step, \( \text{Tr} A \mathcal{G}_{R,\alpha} \) will be further approximated by a deterministic expression.

2) **Step 2, A Deterministic Approximation of \( \text{Tr} A \mathcal{G}_{R,\alpha} \)**: In this step, \( \text{Tr} A \mathcal{G}_{R,\alpha} \) will be further evaluated so that the ultimate approximation can be expressed with respect to \( R, S, T \) and \( z \). To this end, we have the following Lemma.

**Lemma 3:** Given the same settings as Lemma 2, the following approximation for \( \text{Tr} A \mathcal{G}_{R,\alpha} \) holds true

\[
\text{Tr} A \mathcal{G}_{R,\alpha} = \text{Tr} A \mathcal{G}_R + O\left( \frac{1}{N} \right), \tag{53}
\]

where \( \mathcal{G}_R \) is given in \( (9) \).

**Proof:** The proof of Lemma 3 is given in Appendix D.

Therefore, by Lemma 2 and Lemma 3, we can approximate \( \mathbb{E} \text{Tr} A Q \) as follows. Given \( \mathbb{E} \text{Tr} A Q \approx \text{Tr} A \mathcal{G}_{R,\alpha} \) and \( \text{Tr} A \mathcal{G}_{R,\alpha} \approx \text{Tr} A \mathcal{G}_R \), we have \( \mathbb{E} \text{Tr} A Q \approx \text{Tr} A \mathcal{G}_R \) by the following theorem.

**Theorem 3:** Given assumptions \( A.1-A.3 \) and \( (\delta, \omega, \sigma) \) as the unique positive solution of the system of equations \( (6) \), there holds true that for any \( A \) with bounded spectral norm,

\[
\mathbb{E} \text{Tr} A Q = \mathbb{E} \text{Tr} A \mathcal{G}_R + O\left( \frac{1}{N} \right). \tag{54}
\]
Remark 11: Theorem 3 indicates a $O(\frac{1}{N})$ convergence rate of $\mathbb{E} \text{Tr} \mathbf{A} \mathbf{Q}$, which follows from Nash-Poincaré inequality and the variance control. Such a convergence rate coincides with that of the single Rayleigh model [7]. The convergence rate $O(\frac{1}{N})$ in (54) is essential in setting up the CLT for the MID to perform the finite-block length analysis of large MIMO systems [26], [28].

From Theorem 3, we can obtain that 
\[ \mathbb{E} \text{Tr} \mathbf{Q} = \text{Tr} \mathbf{G}_R + O(\frac{1}{N}), \]
(55)

Remark 12: [15, Corollary 2] showed the convergence of the expectation for Stieltjes transform by the replica method but the convergence rate was missing. Also, whether the convergence of the expectation for the trace of the resolvent holds true remains unclear. In this paper, the approximation of the trace of the resolvent is recovered by the Gaussian tools and the convergence rate is determined with rigorous justification. In particular, Theorem 3 shows that the deterministic approximation is a good approximation for the trace of the resolvent. Such a convergence rate for the resolvent also holds for the MI. In fact, from the proof of above conclusions, the convergence rate $O(\frac{1}{N})$ can be further written as $O(\frac{1}{N^{\frac{1}{2}}})$ when $z$ is bounded away from zero.

C. Back to Evaluate $C(z)$: Proof of Theorem 1

We will prove $\overline{C}(\sigma^2)$ shown in (11) is the deterministic approximation for the EMI. For that purpose, we first rewrite (11) as 
\[ \overline{C}(z) = -N \log(z) + \log(\text{det}(\mathbf{I}_N + \frac{M \omega \mathbf{R}}{L \delta})) + \log(\text{det}(\mathbf{I}_L + \mathbf{R} \mathbf{S})) + \log(\text{det}(\mathbf{I}_M + \omega \mathbf{T} - 2M \omega \mathbf{R})) \]
\[ = -N \log(z) + f(z, \delta, \omega, \mathbf{S}). \]
(56)

By the definition of $\delta$, $\omega$ and $\mathbf{S}$, we can observe that 
\[ \frac{\partial f}{\partial \delta} = \frac{\partial f}{\partial \omega} = \frac{\partial f}{\partial z} = 0, \]
(57)

which indicates that 
\[ \frac{d\overline{C}(z)}{dz} = -N \frac{z}{z} + \frac{\partial f}{\partial z} + \frac{\partial f}{\partial \delta} \frac{\delta}{\partial z} + \frac{\partial f}{\partial \omega} \frac{\omega}{\partial z} + \frac{\partial f}{\partial z} \frac{\omega}{\partial z} \]
\[ = -N \frac{z}{z} + \text{Tr} \left( z \mathbf{I}_N + \frac{M \omega \mathbf{R}}{L \delta} \right)^{-1}. \]
(58)

As a result, 
\[ \overline{C}(\sigma^2) = \int_{\sigma^2}^{\infty} \left( \frac{N}{z} - \text{Tr} \mathbf{G}_R(z) \right) \frac{dz}{z}. \]
(59)

According to Theorem 3, there holds true that 
\[ \mathbb{E} \text{Tr} \left( z \mathbf{I}_N + \mathbf{H}^H \mathbf{H} \right)^{-1} = \text{Tr} \mathbf{G}_R(z) + \varepsilon(z), \]
where $|\varepsilon(z)| \leq \frac{\mathcal{P}(\frac{1}{2})}{2N}$. Since $\mathcal{P}(\frac{1}{2})$ is integrable on $(\sigma^2, \infty)$, we can obtain 
\[ \mathbb{E}C(\sigma^2) = \int_{\sigma^2}^{\infty} \frac{N}{z} - \mathbb{E} \text{Tr} \left( z \mathbf{I}_N + \mathbf{H}^H \mathbf{H} \right)^{-1} \frac{dz}{z} \]
\[ = C(\sigma^2) - \int_{\sigma^2}^{\infty} \varepsilon(z) dz = C(\sigma^2) + O\left( \frac{1}{N} \right). \]
(60)

VI. SECOND-ORDER ANALYSIS: PROOF OF THE CLT

In this section, we present a detailed proof of the CLT in Theorem 2 by investigating the characteristic function of the MI. As there are many computations involved in the proof, we first present some approximation rules.

A. Necessary Quantities and Their Approximations

We define the following quantities about the resolvents $\kappa$ and $\mu$ will be referred to as the first-order trace-of-resolvents-related quantities because there is only one $\mathbf{Q}$ in the expression. $\Gamma$, $\chi$, $\Upsilon$, and $\zeta$ will be named as the second-order trace-of-resolvents-related quantities due to the order of the $\mathbf{Q}$. For brevity, we introduce the notation $O_z(A) = O_{\mathbb{E} \text{Tr} A \mathbf{Q}}$. All the quantities can be approximated by their deterministic approximations with error $O_z(\frac{1}{N^2})$ by the following two lemmas.

Lemma 4 (Approximations of the First-Order Trace-of-Resolvents-Related Quantities): Given $\mathbf{A}, \mathbf{B}, \mathbf{C}$ hold true and $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are deterministic matrices with bounded norm, the following approximations can be obtained 
\[ \kappa(\mathbf{A}, \mathbf{B}, \mathbf{C}) = \frac{1}{L} \text{Tr} \mathbf{A} \mathbf{R} \mathbf{G}_R \frac{1}{M} \text{Tr} \mathbf{S}^2 \mathbf{B} \mathbf{F} \mathbf{S} \]
\[ \times \frac{1}{M} \text{Tr} \mathbf{T}^2 \mathbf{C} \mathbf{G}_R + O_z\left( \frac{1}{N^2} \right), \]
(62)

\[ \mu(\mathbf{A}, \mathbf{B}) = \frac{1}{L} \text{Tr} \mathbf{A} \mathbf{R} \mathbf{G}_R \frac{1}{M} \text{Tr} \mathbf{S}^2 \mathbf{B} \mathbf{F} \mathbf{S} + O_z\left( \frac{1}{N^2} \right). \]
(63)

The approximations for $\chi(\mathbf{A}, \mathbf{B}), \zeta(\mathbf{A}, \mathbf{B}), \Gamma(\mathbf{A}, \mathbf{B}, \mathbf{C})$, and $\Upsilon(\mathbf{A}, \mathbf{B}, \mathbf{C})$ are given in (64) to (67), as shown at the bottom of the next page.

Proof: The proof of Lemma 4 is similar to the derivation of $\mathbb{E} \text{Tr} A \mathbf{Q}$, and is given in Appendix F.

Lemma 5 (Approximations of the Second-Order Trace-of-Resolvents-Related Quantities): Given the same settings as Lemma 4, the following approximations can be obtained where 
\[ \chi = \frac{1}{\mathcal{D}_S} \left[ \frac{1}{\mathcal{D}_S} + \frac{M \mathcal{I}_S}{\mathcal{D}_S \mathcal{D}_S^*} \right] + O_z\left( \frac{1}{N^2} \right), \]
\[ \zeta = \frac{\mathcal{P}_S, \mathcal{M}_S^*}{\mathcal{D}_S^2} + O_z\left( \frac{1}{N^2} \right). \]
(68)
Proof: The proof of Lemma 5 is given in Appendix G.

Remark 13 (Potential Applications): The evaluations in Lemma 4 and Lemma 5, which are shown to have an $O(\frac{1}{N^2})$ convergence rate, are useful in the analysis of other systems over double-scattering channel. In fact, many performance evaluation problems are ultimately converted to the resolvents related computation, e.g., channels matrix inversion based techniques including the MMSE receiver and RZF precoding. For example, the challenge for evaluating the EMI of a MIMO system with the MMSE receiver [25] was the computation of the sum of variances for the diagonal entries of the resolvent matrix. In [47], the evaluation of the ergodic sum rate of a single-cell large-scale multiuser MIMO system with RZF precoding over Rician fading was converted to the computation of the second-order trace of the resolvents. Similar evaluations for double-scattering channels can be resolved by Lemma 5, which can also be used for the evaluations of other systems, e.g., the CLT for the SNR of minimum variance distortionless response (MVDR) filters [45] and the CLT for the SINR of the MMSE receiver [48].

B. Proof of Theorem 2

Let $z = \sigma^2$ and define $I(z) = C(z) + Nz = \log \det(zI_N + HH^H)$. There holds true that $I'(z) = C(z)$. In the following, we will show the asymptotic Gaussianity of the MI over double-scattering channel by investigating the characteristic function of $C(\sigma^2)$, which is given by

$$\Psi(u, z) = E[e^{tu[I(z) - \mathbb{E}[I(z)]]}] = E[e^{tu[I(z)]}] = \Phi(u, z),$$

(69)

where $\Phi(t, z) = e^{tu[I(z)]}$. To show the asymptotic Gaussianity, we need to show that the characteristic function (69) converges to the Gaussian distribution, i.e.,

$$\Psi(u, z) \xrightarrow{N \to \infty} e^{-\frac{(u(z))^2}{2}},$$

(70)

where $V(z)$ represents the asymptotic variance. Due to the difficulty in handling the logarithm of a determinant in $C(\sigma^2)$, we will first turn to handle the derivative of (69) with respect to $z$,

$$\frac{\partial \Psi(u, z)}{\partial z} = j\mu \mathbb{E} \text{Tr} Q \Phi(u, z) - \frac{\partial V(z)}{2\partial z} u^2 \Psi(u, z) + O(\frac{1}{\sqrt{N}}),$$

(72)

which is related to the trace of the resolvent. Now if we can show the convergence of the derivative,

$$\frac{\partial \Psi(u, z)}{\partial z} = j\mu \mathbb{E} \text{Tr} Q \Phi(u, z) - \frac{\partial V(z)}{2\partial z} u^2 \Psi(u, z) + O(\frac{1}{\sqrt{N}}),$$

(72)

we will be able to prove the characteristic function by solving the differential equation in (72) and obtain

$$\Psi(u, z)e^{v(z)^2} = 1 - \int_{z}^{\infty} \mathcal{O}(\frac{1}{\sqrt{N}})dV(z)$$

(73)

so that $\Psi(u, z) \xrightarrow{N \to \infty} e^{-\frac{(u(z))^2}{2}}$. Finally, the CLT will be concluded from the convergence of the characteristic function.

The proof includes four main steps, which are

1) We first show that $\frac{\partial \Psi(u, z)}{\partial z}$ can be represented as a linear combination of $\mathbb{E} \text{Tr} \mathbf{Q} \Phi(u, z)$ and $\mathbb{E} \text{Tr} \mathbf{Z}^H \mathbf{Q} \Phi(u, z)$ and the quantities we introduced in Section VI-A.

2) By using the approximations for the necessary quantities in Section VI-A, we give the approximations for $\mathbb{E} \text{Tr} \mathbf{R} \mathbf{Q} \Phi(u, z)$ and $\mathbb{E} \text{Tr} \mathbf{Z}^H \mathbf{Q} \Phi(u, z)$. Finally, the approximation of $\frac{\partial \Psi(u, z)}{\partial z}$ with $O(\frac{1}{N})$ error will be given.

3) From the convergence of the derivative $\frac{\partial \Psi(u, z)}{\partial z}$, we will show that (72) holds true and further prove (70). Based on the evaluation of $\frac{\partial V(z)}{\partial z}$, we will determine the asymptotic variance $V(z)$.

4) We will conclude the CLT by the convergence of the characteristic function.

5) Finally, we prove that the convergence rate of the variance is $O(\frac{1}{N^2})$.

1) Step 1, Decomposition of $\frac{\partial \Psi(u, z)}{\partial z}$: According to the derivative rules in (46), the derivative of the characteristic function with respect to $z$ is given by

$$\frac{\partial \Psi(u, z)}{\partial z} = j\mu \mathbb{E} \text{Tr} \mathbf{Q} \Phi(u, z).$$

(74)

We will first focus on the evaluation of $\mathbb{E} \text{Tr} \mathbf{H}^H \mathbf{Q} \Phi(u, z)$ so that we can obtain $\mathbb{E} \text{Tr} \mathbf{Q} \Phi(u, z)$ by the resolvent identity (8).

According to the integration by parts formula with respect to $Y_{p,j}$ and (46), the following identity holds true,

$$\mathbb{E}[ \text{Tr} \mathbf{Y}^H \mathbf{Z} \mathbf{Q} _{j,i} ]_{p,j} = \sum_p \mathbb{E}[ \text{Tr} \mathbf{Y}^H ]_{j,i} [\mathbf{Z}^H \mathbf{Q} _{i,j} ]_{p,j} \Phi(u, z)$$

$$= \sum_p \mathbb{E} \{ \frac{1}{M} \text{Tr} \mathbf{Y}^H \mathbf{Z} \mathbf{Q} _{i,j} \} [\mathbf{Z}^H \mathbf{Q} _{i,j} ]_{p,j} \Phi(u, z)$$

$$= \mathbb{E} \{ \frac{1}{M} j \text{Tr} \mathbf{Y}^H \mathbf{Z} \mathbf{Q} _{i,j} \} \Phi(u, z)$$

(75)
By adding \( e_{\omega T} \mathbb{E}[\mathbf{T}^\top \mathbf{Y}^\top \mathbf{Z}^\top \mathbf{Q}]_{i,q} \mathbf{Y}^\top_{i,q} \Phi(u, z) \), multiplying \( \mathbf{G}_{T, \alpha} \mathbf{Y}^\top \mathbf{Z}^\top \mathbf{Q} \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z), \) and summing over \( j \), we can obtain
\[
\mathbb{E}[\mathbf{M}^\top \mathbf{H} \mathbf{Q} \mathbf{Z}^\top \mathbf{Q}]_{i,q} \mathbf{Y}^\top_{i,q} \Phi(u, z) = \frac{1}{M} \mathbb{E} \left[ \mathbf{Z}^\top \mathbf{H} \mathbf{Q} + \mathbf{Z}^\top \mathbf{H} \mathbf{Z}^\top \mathbf{Q} \right] \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z),
\]
which can be handled similarly to obtain
\[
\begin{align*}
\mathbb{E}[\mathbf{Z}^\top \mathbf{Y}^\top \mathbf{H} \mathbf{Q}]_{i,q} \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z) &= \frac{1}{M} \mathbb{E} \left[ \mathbf{Z}^\top \mathbf{Y}^\top \mathbf{H} \mathbf{Q} \right]_{i,q} \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z), \\
\mathbb{E}[\mathbf{Z}^\top \mathbf{H} \mathbf{Q} \mathbf{Z}^\top \mathbf{Q}]_{i,q} \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z) &= \frac{1}{M} \mathbb{E} \left[ \mathbf{Z}^\top \mathbf{H} \mathbf{Q} \mathbf{Z}^\top \mathbf{Q} \right]_{i,q} \{i,q\} \mathbf{Y}^\top_{i,q} \Phi(u, z).
\end{align*}
\]
By far, only $\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)$ remains unknown in (84). By multiplying $r_i$ on both sides of (79) and summing over $i$, we can obtain the following equation with respect to $\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)$,

\[
\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z) = (T_{\mathbf{R}} \mathbf{R} G_{R, \alpha} - \mathbb{E} \text{Tr} \mathbf{R} Q) \mathbb{E}(u, z) + K_R \mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z) + K_{\mathbf{R}} + \mathbb{E} \text{Tr} \mathbf{R} Q \Phi(u, z) + [\omega M \mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)]
\]

where

\[
K_L = \frac{\alpha}{L} \kappa(R^2 G_{R, \alpha}, S^2 F_{S, \alpha}, T^2)
\]

and $\Delta$ is given in Table I. Furthermore, $|E_1| = |T_{\mathbf{R}} \mathbf{R} G_{R, \alpha} - \mathbb{E} \text{Tr} \mathbf{R} Q| \mathbb{E}(u, z) = O_z(1)$ holds true by Lemma 3. By moving $E_2$ to the LHS of (86), $\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)$ can be represented by

\[
\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z) = \frac{\left(1 + \alpha M \mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)\right) \mathbb{E}(u, z)}{\Delta} + O_z(1)
\]

By (88), the evaluation of $\frac{\partial \Phi(u, z)}{\partial z}$ is finally converted to the evaluation of the quantities related to $\Gamma$ and $Y$. Following the definition of $\delta$, $\omega$, and $\varpi$, we first introduce some useful equations that will be widely used in the derivation as follows

\[
\omega = \frac{\nu_{S, I}}{\delta} + \varpi, \quad \varpi = \nu_{T, I} + \omega \nu_{T},
\]

\[
\nu_S = \frac{\eta S, I}{\delta} + \varpi, \quad \nu_T = \nu_{T, I} + \omega \nu_{T},
\]

By Lemma 5, $\lambda$ can be approximated by (90), shown at the bottom of the next page. (90a) follows from (67). (90b) is obtained by plugging (65) and (68) into (90a). (90c) follows by applying (89c) to the third term of (90b). (90d) is obtained by $\nu_S - \varpi = \delta^{-1} \nu_{S, I} - \delta^{-1} \varpi$. By (64) and (66), we can obtain the evaluations of $X_2$ and $X_3$ below

\[
X_2 = -\Gamma(R^2 G_{R, \alpha}, S^2 F_{S, \alpha}, T^2 G_{T})
\]

\[
= \nu_T \left[\frac{\nu_{S, I}^2}{\delta} + \frac{\delta}{\delta S} \nu_{T, I} + \frac{\nu_{T, I}^2}{\delta S} + \nu_T \nu_{S, I} + O_z(\frac{1}{N^2})\right]
\]

By substituting (88) into (84), we can obtain

\[
\mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z) = \frac{K_L}{\Delta} (X_1 + X_2 + X_3 + X_4)
\]

It is easy to observe that the only difference between $X_1$ and $X_1$ is the order of $\mathbf{R}$, which is 0.5 in $W_1$ and 1.5 in $X_1$. Therefore, $W_1$ is given by

\[
W_1 = \frac{\omega M \mathbb{E} \text{Tr} \mathbf{R} \Phi(u, z)}{\Delta} + \nu_T \nu_{S, I} + \frac{\nu_{T, I}^2}{\delta S} + \nu_T \nu_{S, I} + O_z(\frac{1}{N^2})
\]

Similarly, we can obtain $W_2$ as

\[
W_2 = -\nu_T \left[\frac{\nu_{S, I}^2}{\delta} + \frac{\delta}{\delta S} \nu_{T, I} + \frac{\nu_{T, I}^2}{\delta S} + \nu_T \nu_{S, I} + O_z(\frac{1}{N^2})\right]
\]

\[
W_2 = -\nu_T \left[\frac{\nu_{S, I}^2}{\delta} + \frac{\delta}{\delta S} \nu_{T, I} + \frac{\nu_{T, I}^2}{\delta S} + \nu_T \nu_{S, I} + O_z(\frac{1}{N^2})\right]
\]
The differences between \( W_3, W_4 \) and \( X_3, X_4 \) come from \( \kappa \). Therefore, \( W_3 \) and \( W_4 \) can be written as

\[
W_3 = -\frac{\nu_{R,1,1}^2 \nu_{I,1}^2}{\delta S} \left[ -\frac{M \nu_{R,1} \nu_{S,1} \nu_{I,1}^2}{L^2 \delta^2 S} \right] \\
+ \frac{\eta_{S,1} \nu_{I,1}^2}{\delta S} \left( 1 - \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 S} \right) \left( \frac{1}{\Delta S} \nu_S + \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 \delta S} \eta_{I,1} \nu_S \right) \\
+ \frac{\nu_{R,1} \nu_{S,1} \nu_{I,1}^2}{L^2 \delta^2 S} \left( 1 - \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 S} \right) \left( \frac{1}{\Delta S} \nu_S + \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 \delta S} \eta_{I,1} \nu_S \right) \\
= -\frac{M \eta_{R,1} \nu_{S,1} \nu_{I,1}^2}{L \Delta} \left[ -\frac{\nu_{R,1} \nu_{S,1} \nu_{I,1}^2}{L^2 \delta^2 S} \right] + \frac{\eta_{S,1} \nu_{I,1}^2}{\delta S} \left( 1 - \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 S} \right) \left( \frac{1}{\Delta S} \nu_S + \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 \delta S} \eta_{I,1} \nu_S \right) \\
= -\frac{M \eta_{R,1} \nu_{S,1} \nu_{I,1}^2}{L \Delta} \left[ -\frac{\nu_{R,1} \nu_{S,1} \nu_{I,1}^2}{L^2 \delta^2 S} \right] + \frac{\eta_{S,1} \nu_{I,1}^2}{\delta S} \left( 1 - \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 S} \right) \left( \frac{1}{\Delta S} \nu_S + \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 \delta S} \eta_{I,1} \nu_S \right). 
\]

(99)

The \( \eta_{R,1} \) related terms which only come from \( W_1 \) and \( W_2 \) are given as

\[
-\frac{M \eta_{R,1} \nu_{S,1} \nu_{I,1}^2}{L \Delta} \left( \frac{1}{\Delta S} \nu_S + \frac{M \nu_{S,1} \nu_{I,1}^2}{L^2 \delta S} \eta_{I,1} \nu_S \right). 
\]

(100)

Therefore, (94) can be rewritten as

\[
\mathbb{E} \text{Tr} \Phi(u, z) = ju \Omega \Phi(u, z) + \mathcal{O}(\frac{1}{N}) 
\]

(101)

where

\[
\Omega = \frac{K_1(X_{1,1} + X_{1,2})}{\Delta} + \frac{1}{\Delta} (W_1 + W_2 + W_3 + W_4) \\
- W_{1,1} - W_{2,1}) + W_{1,1} + W_{2,1}. 
\]

(102)

Thus, we can obtain

\[
\frac{\partial \Psi(u, z)}{\partial z} = ju \mathbb{E} \text{Tr} \Phi(u, z) = -u^2 \Omega \Psi(u, z) + \mathcal{O}(\frac{1}{N}). 
\]

(103)

3) Step 3, Convergence of the Characteristic Function and Identification of the Asymptotic Variance: In this step, we prove the convergence of the characteristic function and show that \( V(z) = -\log(\Delta) - \log(\Delta S) \) is the asymptotic variance. For that purpose, we first compute \( \frac{\partial V(z)}{\partial z} \) by the chain rule. The derivatives of \( \delta, \omega, \overline{\omega} \) can be obtained by the solution

\[
X_1 = -\frac{M}{L} Y(R^2 \mathbf{G}_{R,a}, S^2 \mathbf{F}_{S,a}, \mathbf{T}^2) = -\frac{M}{L} \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90a)

\[
= -\frac{M}{L} \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90b)

\[
= -\frac{M}{L} \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90c)

\[
= -\frac{M}{L} \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90d)

\[
X_4 = \frac{M}{L \Delta S} \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90e)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90f)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90g)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90h)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90i)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90j)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90k)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90l)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90m)

\[
= \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] \left[ \nu_{R,1} \nu_{S,1} \nu_{I,1} \nu_{I,1}^2 \right] + \mathcal{O}(\frac{1}{N^2}) 
\]

(90n)
of the following system of equations,

\[
P \begin{bmatrix} \delta' \\ \omega' \end{bmatrix} = \begin{bmatrix} 1 - \frac{\nu_S \nu_R}{L^2} & \frac{\nu_S}{\nu_T} \\ 0 & \frac{1}{\nu_T} \end{bmatrix} \begin{bmatrix} \nu_S \\ \nu_T \end{bmatrix} \begin{bmatrix} \omega' \\ \delta' \end{bmatrix} = \begin{bmatrix} -\nu_R \delta I \\ 0 \end{bmatrix},
\]

(104)

which can be derived by taking derivative on both sides of the fundamental equation (6). Given \(|P| = \Delta \Delta_S, \delta', \omega', \zeta'| can be determined as,

\[
\delta' = -\frac{\nu_R \delta I}{\Delta}, \quad \omega' = -\frac{\nu_R \nu_S \nu_R}{\delta^2 \Delta \Delta_S}, \quad \zeta' = \frac{\nu_R \nu_S \nu_R \nu_T}{\delta^2 \Delta \Delta_S}.
\]

(105)

By the chain rule, we can obtain the following derivatives,

\[
\left( \frac{M \omega}{L^2} \right)' = \frac{\delta' + \nu_R \nu_S}{L^2} = M \omega \frac{\nu_S \nu_R \nu_T}{L^2 \Delta},
\]

\[
- \frac{M \nu_S \nu_T \nu_R \nu_T}{L^2 \Delta \Delta_S} = \frac{\nu_R \nu_S \nu_T}{\Delta},
\]

\[
u'_R = -2 \eta_R \left( \frac{M \omega}{L^2} \right)' - 2 \eta_R \nu_R = -2 \eta_R \nu_R \frac{\nu_S \nu_R \nu_T}{\Delta} - 2 \eta_R \nu_R.
\]

(106a)

\[
\nu'_S = \frac{2 \nu_S \nu_T \nu_R}{\delta^2 \Delta} + \frac{2 \eta_R \nu_S \nu_R \nu_T}{\Delta \Delta S \delta^2},
\]

(106b)

\[
\nu'_T = \frac{2 \nu_R \nu_S \nu_T \nu_R}{\Delta S \delta^2},
\]

(106c)

\[
u'_S, \nu'_I = -\frac{2 \nu_S \nu_T \nu_R}{\delta^2 \Delta} - \frac{2 \nu_R \nu_S \nu_T \nu_R}{\Delta \Delta S \delta^2}.
\]

(106d)

Therefore, \(dV(z)\) can be computed as

\[
dV(z) = \frac{dV(z)}{dz} = -\frac{\Delta' \Delta_S + \Delta_S \Delta}{\Delta S} = -\frac{1}{\Delta S} \left[ -\frac{\Delta S \nu_R}{L^2} \right] - \frac{M \nu_R \nu_T \nu_R'}{L^2} - (1 - \frac{M \omega}{L^2}) \nu_S \nu_T + \frac{M \nu_R \nu_T \nu_R'}{L^2} - \frac{3 \nu_S \nu_T \nu_R}{L^2} \nu_T - \frac{M \nu_R \nu_T \nu_R}{L^2} \nu_T
\]

\[
= Z_1 + Z_2 + Z_3 + Z_4 + Z_5 + Z_6.
\]

(107)

To show (72), we only need to compare \(\sum_{i=1}^{6} Z_i \) and \(\Omega\) in (102). First, \(Z_1\) can be further decomposed as

\[
Z_1 = -\frac{1}{\Delta S} \left[ 2 \Delta S \theta R \nu_R I + 2 \Delta S \theta R \nu_R I \right] = Z_{1,1} + Z_{1,2}.
\]

(108)

By evaluation in (90) and (91), we have

\[
\frac{(X_{1,1} + X_{2,1}) K_I}{\Delta} = -\frac{M \omega^2 \nu_R \nu_R}{L^2 \Delta^2} - \frac{M \nu_S \nu_T \nu_R}{L^2 \Delta S \Delta} + O(\frac{1}{\Delta S}) + O(\frac{1}{\Delta^2})
\]

\[
= \frac{2 \theta R \Delta S \nu_R I}{\Delta S \Delta} + O(\frac{1}{\Delta S}) = 0.5 Z_{1,1} + O(\frac{1}{\Delta S^2}),
\]

(109)

where step (a) in (109) follows from (89e). By (95) and (96), we have

\[
W_{1,1} + W_{2,1} = -\frac{M \nu_S \nu_T \nu_R}{L^2 \Delta} - \frac{M \nu_S \nu_T \nu_R}{L^2 \Delta S \Delta} + O(\frac{1}{\Delta S^2}),
\]

(110)

We can thus determine \(Z_1\) from (109) and (110). Next, we will handle \(Z_5 + Z_4\). First, notice that

\[
\nu_S + \frac{M \nu_S^2 \nu_R}{L^2 \Delta \Delta S \Delta} = \nu_S \left( 1 - \frac{M \omega}{L^2} \right) \nu_R
\]

\[
\frac{1}{\Delta} \left( \frac{M \nu_S \nu_T \nu_R \nu_T}{L^2 \Delta S \Delta} - \frac{M \nu_S \nu_T \nu_R}{L^2 \Delta S} + \frac{M \nu_R \nu_T}{L^2 \Delta S} \right)
\]

\[
\frac{\nu_S (1 - \frac{M \omega}{L^2} \nu_R)}{\Delta} + M \nu_R \nu_T \frac{\nu_R \nu_T}{L^2 \Delta \Delta S}.
\]

(111a)

(111b)

(111a) can be obtained by applying the definition of \(\Delta\) to \(\nu_S\) and applying (89a) to one \(\nu_S\) in \(\frac{M \omega}{L^2} \nu_R\). (111b) follows from (89b) and the definition of \(\Delta_S\). By (111), (96), and (97), we have the following

\[
\frac{1}{2} (W_{2,3} + W_{3,4} + W_{3,2})\]

shown at the bottom of the next page. Here, (112b) is obtained by applying (89d) to combine the second and third terms of (112a). (112c) follows from (106d). (112d) can be obtained by comparing (112c) with (107). Now we handle \(Z_6\). By (96) and (97), we can obtain

\[
\frac{1}{\Delta} (W_{2,3} + W_{3,4} + W_{3,2})
\]

\[
- \frac{\nu_S}{\delta^2 \Delta} \frac{2 \eta_R \nu_S \nu_T \nu_R}{\Delta \Delta S \delta^2} + O(\frac{1}{\Delta S})
\]

\[
= \frac{1}{2 \Delta S \Delta} \left( 1 - \frac{M \nu_S \nu_S \nu_T \nu_R}{L^2 \Delta S} \right) + O(\frac{1}{\Delta S^2})
\]

\[
= 0.5 Z_3 + O(\frac{1}{\Delta S^2}),
\]

(113)

where step (a) in (113) follows from (106c). By (95), (98), and (106e), \(Z_2\) can be handled by

\[
\frac{1}{\Delta} (W_{1,4} + W_4) \frac{M \nu_S \nu_T \nu_R \nu_T \nu_R}{L^2 \Delta S \Delta S} + \frac{M \nu_S \nu_T \nu_R \nu_T \nu_R}{L^2 \Delta S \Delta S} + O(\frac{1}{\Delta S})
\]

\[
= \frac{M \nu_S \nu_T \nu_R \nu_T \nu_R}{2 \Delta S \Delta S S} + O(\frac{1}{\Delta S^2}) = 0.5 Z_2 + O(\frac{1}{\Delta S^2}).
\]

(114)

By the evaluations in (95) and (97), we can handle \(Z_6\) in (115), shown at the bottom of the next page. (115b) results from applying (89b) and (89e) to the first term and third term of (115a), respectively. (115c) and (115d) follow from (105) and (106a), respectively. Therefore, by comparing (102) and (107), we can obtain

\[
\frac{\partial V(z)}{\partial z} = 2 \Omega + O(\frac{P(z)}{\Delta S^2}).
\]

(116)
After integration, we can obtain

\[
\Psi(u, z) e^{\frac{V(z)^2}{2}} = 1 - \int_{-\infty}^{\infty} O\left( \frac{P(1/2)e^{V(z)^2}}{2Nz^2} \right) dx.
\]

Therefore, we have

\[
\Psi(u, z) = e^{-\frac{V(z)^2}{2}} - e^{-\frac{V(z)^2}{2}} \int_{-\infty}^{\infty} O\left( \frac{P(1/2)e^{V(z)^2}}{2Nz^2} \right) dx.
\]

By the lower bound for \( \Delta \) in Eq. (190) included in the proof of Proposition 1, we know that there exists a constant \( F \) independent of \( z \) such that \( V(z) \leq 2 \log(1 + \frac{1}{x}) \), which indicates that

\[
\int_{-\infty}^{\infty} O\left( \frac{P(1/2)e^{V(z)^2}}{2Nz^2} \right) dx \leq e^{2x^2 \log(1 + \frac{1}{x})} \int_{-\infty}^{\infty} O\left( \frac{P(1/2)}{2Nz^2} \right) dx = O\left( \frac{1}{(1+\frac{1}{x})^2} P(\frac{1}{2}) \right).
\]

Let \( \Psi_c(u, z) = e^{\eta c N(C(\sigma^2) - EC(\sigma^2))} \). According to the inequality \(|e^{x} - 1| = 2\sin(\frac{x}{2}) \leq |x|\), we can obtain that

\[
|\Psi_c(u, z) - \Psi(u, z)| = |E\Psi_c(u, z)(1 - e^{-\eta c N(C(\sigma^2) - EC(\sigma^2))})|
\]

\[
\leq \left| u(\overline{C}(\sigma^2) - EC(\sigma^2)) \right| = O\left( \frac{u}{N} \right).
\]

Therefore, by (121), we have

\[
\Psi_c(u, z) \xrightarrow{N \to \infty} \Psi(u, z) \xrightarrow{N \to \infty} e^{-\frac{V(z)^2}{2}}.
\]

(123) also indicates that \( V(z) = -\log(\Delta) - \log(\Delta_S) \) is the asymptotic variance.

4) Step 4: From the Convergence of the Characteristic Function to CLT: The proof is mainly motivated by [7, Proposition 6]. Here we introduce the subscript for \( c_N(z) \) and \( V_N(z) \) since they depend on \( M, N, \) and \( L \). We first prove the tightness of \( c_N(z) - c_N(z) \) in Proposition 1. By the upper bound for \( V_N(z) \) in Proposition 1, we can find a small \( x > 0 \) such that

\[
\frac{1}{x} \int_{-x}^{x} (1 - e^{-\frac{V_N(z)}{2}}) du \leq \varepsilon.
\]

Then, by the convergence of the characteristic function in (123) and the dominated convergence theorem, we can obtain that for a given \( \varepsilon \), there holds true

\[
\frac{1}{x} \int_{-x}^{x} [1 - \Psi_c(N(u, z))] du - \frac{1}{x} \int_{-x}^{x} (1 - e^{-\frac{V_N(z)}{2}}) du \leq \varepsilon.
\]

when \( N \) is large enough. Inequalities (124) and (125) indicate that

\[
\frac{1}{x} \int_{-x}^{x} [1 - \Psi_c(N(u, z))] du \leq 2\varepsilon.
\]

According to [49, Eq. 26.22 in Theorem 26.3], the following inequality holds true for a real random variable \( A \) with characteristic function \( \Psi_A(u) \),

\[
\mathbb{P}(\left| A \right| \geq \frac{a}{\varepsilon}) \leq \frac{1}{\varepsilon} \int_{-\infty}^{\infty} \left[ 1 - \Psi_A(u) \right] du.
\]
By taking $A = C_N(\sigma^2) - \overline{C}_N(\sigma^2)$ in (127) and combining the result with (126), we have

$$P(|C_N(z) - \overline{C}_N(z)| \geq \frac{2}{\sigma^2}) \leq 2\varepsilon, \quad (128)$$

for a large $N$, which indicates the tightness of $C_N(z) - \overline{C}_N(z)$. By Proposition 1, we have $V_N(z) \geq m_N > 0$ to conclude that $\frac{C_N(z) - \overline{C}_N(z)}{\sqrt{V_N(z)}}$ is tight. Therefore, we can find a subsequence $p_N$ such that $\frac{C_N(z) - \overline{C}_N(z)}{\sqrt{V_N(z)}}$ converges. Since $V_N(z)$ belongs to a compact set, we can find a subsequence $q_N$ from $p_N$ such that $V_N(z) \rightarrow v > 0$. According to (123), there holds true that $C_N(z) - \overline{C}_N(z) \rightarrow 0$ as $N \rightarrow \infty$.

$$N(0, v) \text{ or equivalently } \frac{C_N(z) - \overline{C}_N(z)}{\sqrt{V_N(z)}} \rightarrow N(0, 1). \quad (129)$$

According to Corollary of [49, Theorem 25.10], there holds true

$$C_N(z) - \overline{C}_N(z) \rightarrow 0, \quad (130)$$

By far, we conclude the proof of the CLT.

5) Step 5, Convergence Rate of the Variance: To determine its convergence rate, we evaluate the variance by the following approach

$$\text{Var}(C(\sigma^2)) = \int_{\sigma^2}^\infty - \frac{d\text{Cov}(I(z), I(z))}{dz} dz = -2 \int_{\sigma^2}^\infty E \text{ Tr } Q I(z) dz. \quad (131)$$

The term in the integral can be handled by the same approach used in step 2) and step 3) to tackle $E \text{ Tr } Q \Phi(u, z)$. Specifically, the same approximation of the variance and the convergence rate $O\left(\frac{1}{N}\right)$ can be obtained with the following approximation. By the resolvent identity (8), we have

$$E \text{ Tr } Q I(z) = \frac{1}{z} E \text{ Tr } Q H H I(z) + \frac{N}{z} E I(z) = \frac{1}{z} E \text{ Tr } Q H H I(z). \quad (132)$$

Then, we can utilize the integration by parts formula to evaluate $E \text{ Tr } Q H H I(z)$. Given $\frac{\partial \Phi(u, z)}{\partial z} = \frac{\partial I(z)}{\partial z} \Phi(u, z)$, the evaluation of $E \text{ Tr } Q H H I(z)$ is similar to that for the characteristic function. Following the lines from (75) to (80), the dominating term in the approximation error can be given by

$$\frac{1}{M} |E \text{ Tr } Z Z H Q | \gamma(z) - E \text{ Tr } Z Z H Q |I(z)\gamma| \leq \frac{1}{M} E \left|\frac{1}{2} \left|E \text{ Tr } Z Z H Q |I(z)\gamma| \right|^2 (a) \right| O\left(\frac{1}{N}\right), \quad (133)$$

where $\gamma = \text{ Tr } G_{R, \alpha} Z F_{S, \alpha} Y T^2 G_{T, \alpha} Y Z Z H Q$ and step (a) follows from the following analysis. By Cauchy-Schwarz inequality, we have

$$E \left|\frac{1}{2} \left|E \text{ Tr } Z Z H Q |I(z)\gamma| \right|^2 \right| O\left(\frac{1}{N}\right) \rightarrow \frac{1}{N} \int_{\sigma^2}^\infty \frac{E^2 |I(z)|^2 - E^2 |I(z)|^4}{E^2 |I(z)|^4} \, dz. \quad (134)$$

Given $\text{Var}(x) = E|x|^2 - (E x)^2$, we have

$$E \frac{1}{2} |E \text{ Tr } Z Z H Q |I(z)\gamma| \leq E \frac{1}{2} |E \text{ Tr } Z Z H Q |I(z)\gamma| \leq E \frac{1}{2} |E \text{ Tr } Z Z H Q |I(z)\gamma|. \quad (135)$$

By the approach in the proof of Proposition 4, we can obtain that

$$ \text{Var}(C(\sigma^2)) = \int_{\sigma^2}^\infty - \frac{dV(z)}{dz} + \varepsilon V(z) \, dz = V(z) + O\left(\frac{1}{N}\right). \quad (137)$$

VII. SIMULATION

A widely used correlation model for the linear array with uniformly distributed angle spreads is considered in [50] and [51]. The $(i, j)$-th entry of the correlation matrix for double-scattering MIMO channels can be given by [12] and [19]

$$[\Phi(\mu, \theta, d, n)]_{i,j} = \frac{1}{n} \sum_{m=-\frac{n-1}{2}}^{\frac{n-1}{2}} \exp \left(-j2\pi(i-j)d \cos \left(\frac{\pi}{2} + \frac{m\theta}{n-1} + \mu\right)\right), \quad (138)$$

where $\mu + \frac{m\theta}{n-1}$ denotes the uniform angle spread between the scatterers and the antennas. $d$ represents the antenna spacing and $n$ represents the number of antennas or scatterers. The correlation matrices for the receiver, transmitter, and scatterer are denoted as $\Phi_R = \Phi(\mu, \theta_R, d_R, N)$, $\Phi_T = \Phi(\mu, \theta_T, d_T, M)$ and $\Phi_S = \Phi(\mu, \theta_S, d_S, L)$, respectively, where the parameters are set as $\mu = \frac{\pi}{2}$, $\theta_R = \theta_T = \frac{\pi}{2}$, $\theta_S = \frac{\pi}{2}$, $d_R = d_T = 0.5$ m, $d_S = 2$ m.

In Fig. 1, the normal quantile-quantile-plots (QQ-plots) for the standardized $C(\sigma^2)$, i.e., $\frac{C(\sigma^2) - \overline{C}(\sigma^2)}{\sqrt{\text{Var}(\sigma^2)}}$, based on $10^5$ independent realizations are depicted with different dimensions.
The results verified the Gaussianity for all the dimensions. To further validate the Gaussianity of the standardized $C(\sigma^2)$, Kolmogorov-Smirnov test (KS test) [52] and Shapiro-Wilk test (SW test) [53] are performed with the significant level $\alpha = 0.05$. The p-values of the two tests are given in Table II. The numbers of samples for the two tests are $10^4$ and $5 \times 10^3$, respectively. From Table II, we can observe that when $N > 9$, the p-values are larger than $\alpha = 0.05$, which indicates the Gaussianity of the standardized $C(\sigma^2)$.

In Fig. 2, the outage probability for a given rate is depicted with $N = M = 17$, $L = 9, 13, 17$, and SNR = 5, 10 dB.

It can be observed that the approximation in (16) is accurate. The outage probability increases as the number of effective scatterers decreases, which indicates that less scatterers lead to worse reliability performance.

In the following, we will use $(N, L, M)$ to distinguish the cases with different dimensions for brevity. For example, $(N, L, M) = (32, 64, 16)$ represents the case with $N = 32$, $L = 64$, and $M = 16$. The moderate-to-high SNR range (typically 10 dB or higher [54]) considered here is 20 to 50 dB. Fig. 3 illustrates the high-SNR approximation for the EMI shown in (34) versus SNR with various settings of $(N, L, M)$. The Monte Carlo simulations are generated by $10^6$ realizations. The cases with unequal $N, L, M$ and equal $N, L, M$ are shown in Fig. 3a and Fig. 3b, respectively. Fig. 3 validates the accuracy of the approximations in (34). It can be observed from Fig. 3a that the slopes, determined by $S_M \log(\rho)$ according to (34a), are same for the four cases. This indicates that the multiplexing gain is determined...
by the minimum of \( N, L, \) and \( M \), which agrees with the analysis in Remark 7. For the rank-deficient case when \( L \) is the smallest, \( L \) limits the multiplexing gain. In Fig. 3a, as predicted by (3a), the approximations and simulation values for case 1 \((32, 64, 16)\) and case 2 \((32, 16, 64)\) are overlapped. In Fig. 3b, it can be observed that case 2 \((32, 64, 32)\) and case 4 \((64, 32, 32)\) have the same slope, which agrees with the result in (34b). Case 1 \((32, 16, 32)\) and case 3 \((16, 32, 32)\), corresponding to (34a), have a smaller slope compared with case 2 and case 4. (34c) is validated by case 5 \((32, 32, 32)\) in Fig. 3b. Furthermore, a larger \( N \) results in a higher EMI, which validates the impact of the \( \log(N) \) term in (34).

Fig. 4 depicts the high-SNR approximations of the variance in (35) versus SNR with the same settings as that for Fig. 3. It can be observed from Fig. 4a that when \( M, N, L \) are unequal, the variance increases slowly with the SNR since the dominating term is \( O(1) \) in (35a). Case 2 and case 4 in Fig. 4b validate (35b). In Fig. 4b, the variance of case 5 with \( M = N = L \) increases with the highest speed, which agrees with (35c).

VIII. CONCLUSION

In this paper, we evaluated the asymptotic distribution of the MI over double-scattering channels by large RMT when the number of antennas and the number of scatterers go to infinity with the same pace. By utilizing the Gaussian tools, we derived a closed-form deterministic approximation of the EMI and the variance of the MI with a guaranteed convergence rate \( O(\frac{1}{N}) \). By computing the characteristic function of the MI, we showed that the distribution of the MI converges to a Gaussian distribution with the same convergence rate. Besides the new results in terms of the convergence rates, moderate-to-high SNR approximation also revealed interesting physical insights for double-scattering and IRS-aided MIMO channels. Furthermore, the developed framework can be applied to more involved channel models, such as IRS-aided MIMO channels with line-of-sight (LoS) link or MIMO product channels with an arbitrary number of Gaussian matrices.

APPENDIX A

PROOF OF PROPOSITION 4

Proof: Let \( f(X, Y) = \text{Tr} AXBYCYHDXHEQ \). By Nash-Poincaré Inequality (39) and the derivative formula (45), the variance of \( f \) can be bounded by (139), shown at the bottom of the next page. The first term \( W_1 \) at the end of (139) has the following bound,

\[
W_1 = \frac{2}{L} \text{Tr} B^HBYCYHDXHEQAA^HQE^HXYC^HYH \leq E\|B^2YCYHDXHE^2XYD^HYC\|^2 \frac{2}{L} \text{Tr} QA^2Q \leq E\|B^2YCYHDXHE^2XYD^HYC\|^2 \frac{2NU^2}{Lz^2}
\]
$\leq \frac{2NU^6}{Lz^2}\mathbb{E}\|XE^2X^H\|\|YCY^H\|^2 \leq \frac{2NU^6K}{Lz^2}$, \hspace{1cm} (140)

where \((b)\) follows from (42) and (43) and \(K\) is a constant. The order of \(z\) in \(W_i, i = 1, 2, \ldots, 8\) coincides with the times of \(Q\) occurring in the term. \(140\) indicates that \(W_1\) is a \(O(\frac{1}{z^2})\) term. We can also obtain that \(W_2, W_3, W_4, W_5, W_6, W_7, W_8\) are \(O(\frac{1}{z^2})\) terms. Similarly, \(W_3, W_4, W_7, W_8\) are \(O(\frac{1}{z^2})\) terms. Therefore, we have

$$\text{Var}(\text{Tr } \mathbf{A} \mathbf{X} \mathbf{B} \mathbf{Y} \mathbf{C} H^H \mathbf{D} H^H) = O(\frac{P_2}{z^2})$$

which concludes the proof of (47). (48) and (4) can be obtained by similar lines, which are omitted here. \(\square\)

**APPENDIX B**

**THE BOUNDNESS OF THE INTERMEDIATE APPROXIMATIONS**

The boundness of the spectral norm for \(G_{R,\alpha}, G_{T,\alpha}, G_{S,\alpha}\), and \(F_{S,\alpha}\) can be guaranteed by the following lemma.

**Lemma 7:** Given that A.1 to A.3 hold true and \(t_{\max}, s_{\max}\), and \(t_{\max}\) are the spectral norms of \(R, S, T\), respectively, the following bounds hold true when \(z > 0\),

$$\frac{N\tau}{L(z + r_{\max}s_{\max}t_{\max})} \leq \delta \leq \frac{N \tau r_{\max}}{Lz},$$

$$\frac{\omega}{\delta} \leq \frac{Ls_{\max}}{M}, \ \frac{\omega}{\delta} \leq t_{\max}, \ e \omega \leq \frac{N \tau r_{\max}s_{\max}}{zL},$$

$$\frac{1 + \frac{N \tau r_{\max}s_{\max}t_{\max}}{L}}{Lz} \leq \alpha \omega \leq \frac{N \tau r_{\max}s_{\max}}{Mz},$$

$$\frac{M(L(z + r_{\max}s_{\max}t_{\max}) + s_{\max}t_{\max})}{N\tau} \leq \alpha \omega \leq \frac{N \tau r_{\max}s_{\max}}{Mz},$$

where \(\tau = \frac{\text{Tr } \mathbf{R}}{\text{Tr } \mathbf{S}}, \ \omega = \frac{\text{Tr } \mathbf{S}}{\text{Tr } \mathbf{T}}, \ t = \frac{\text{Tr } \mathbf{T}}{\text{Tr } \mathbf{R}}\).

**Proof:** By the upper bound following from the trace inequality (44), we have

$$\alpha \omega = \frac{\text{E} \frac{\text{Tr } \mathbf{RQ}}{L}}{\frac{N \tau r_{\max}}{Lz}} \leq \frac{N \tau r_{\max}}{Lz},$$

Similarly, we can obtain two upper bounds for \(\frac{\omega}{\omega}\) and \(\varpi\). The lower bound of \(\delta\) can be derived by plugging the upper bounds for \(\frac{\omega}{\omega}\) and \(\varpi\) into the expression of \(\delta\) in (6). Now, we turn to evaluate the lower bound for \(\alpha \omega\), which follows from the inequalities below,

$$\text{E} \frac{\text{Tr } \mathbf{RQ}}{L} = \sum_{i=1}^{N} \frac{r_i}{L(z + \lambda_{\mathbf{H}}h_{i,j})},$$

$$\geq \frac{N \tau r_{\max}}{L(z + r_{\max}{E} \text{Tr } \mathbf{HH}^H / \text{Tr } \mathbf{R})},$$

where \((a)\) and \((b)\) follow from the convexity of the function \(f(x) = \frac{1}{x + \tau}\) and Jensen’s inequality. By the trace inequality (44), we have

$$e \omega \leq \frac{\text{E} \frac{\text{Tr } \mathbf{Z}^H}{zM}}{\frac{N \tau r_{\max}s_{\max}}{zM}},$$

The bounds for \(e\omega\) and \(\alpha \omega\) can be obtained by plugging (45) into their definitions. \(\square\)

By Lemma 7, we can show that the matrices \(G_{R,\alpha}, G_{T,\alpha}, G_{S,\alpha}\), and \(F_{S,\alpha}\) have bounded spectral norm.

**APPENDIX C**

**PROOF OF LEMMA 2**

**Proof:** In the following, we will show that \(\text{E} \text{Tr } \mathbf{A} \mathbf{Q}\) can be approximated by \(\text{Tr } \mathbf{A} \mathbf{G}_{R,\alpha}\), which depends on \(e\omega\) and \(\alpha \omega\), with the approximation error \(O(\frac{1}{z})\). By the proof, we can also obtain that \(e \omega = \frac{\text{Tr } \mathbf{SG}_{S,\alpha}}{zM} + O(\frac{1}{z})\). To this end, we first evaluate \(\text{E} \text{Tr } \mathbf{HH}^H \mathbf{Q}\) and then \(\text{E} \text{Tr } \mathbf{Q}\) by the resolvent identity (8). By using the integration by parts formula (40) on \(\mathbf{Y}^*_{p,j}\), we have

$$\text{E}[\mathbf{Z}^H]p,k[Z]_{i,j}[\mathbf{Y}^*_{p,j}]_{i,j}[\mathbf{Y}^*_{p,j}]_{p,j} = \frac{1}{M} \int \frac{\partial [\mathbf{Z}^H]p,k[Z]_{i,j}[\mathbf{Y}^*_{p,j}]}{\partial \mathbf{Y}^*_{p,j}}$$

$$= \frac{1}{M} \int \delta(p - q) \text{E}[\mathbf{ZH}]p,k[Z]_{i,j}$$

$$= \frac{1}{M} \sum_{k=1}^{M} \sum_{h=1}^{M} \frac{[\mathbf{C}^H]p,k[Z]_{i,j}[\mathbf{D}^H]p,k[Z]_{i,j} + [\mathbf{D}^H]p,k[Z]_{i,j}[\mathbf{C}^H]p,k[Z]_{i,j}}{[\mathbf{D}^H]p,k[Z]_{i,j}[\mathbf{D}^H]p,k[Z]_{i,j}}$$

$$= W_1 + W_2 + W_3 + W_4 + W_5 + W_6 + W_7 + W_8$$

(139)
By summing over subscript $p$, we can obtain

$$E[\mathbf{1}_j \mathbf{Y}^H \mathbf{Z}^H \mathbf{Q}_{j,k} | \mathbf{Z}_{i,q} \mathbf{Y}^T]_{q,j} = \mathbb{E}[\mathbf{Y}^H \mathbf{Z}^H \mathbf{Q}_{j,k} | \mathbf{Z}_{i,q} \mathbf{Y}^T]_{q,j}$$

Adding the term $\frac{1}{M} \mathbb{E}[\mathbf{Y}^H \mathbf{Z}^H \mathbf{Q}_{j,k} | \mathbf{Z}_{i,q} \mathbf{Y}^T]_{q,j}$ on both sides of (147) and dividing both sides by $1 + \epsilon R_f$, the following equation can be obtained by summing over $j$,

$$E[\mathbf{Y}^T \mathbf{H}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}] = \alpha_\omega E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$$

Similarly, with the integration by parts formula, we can obtain

$$E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}] = \sum_m E[\mathbf{Z}^H \mathbf{Q}_{m,k} | \mathbf{Z}_{i,q}]$$

So, we have

$$E[\mathbf{Y}^T \mathbf{H}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}] = \alpha_\omega E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$$

By substituting (149) into (148) to replace $E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$, and dividing both sides of (148) by $1 + \epsilon R_f$, we have

$$E[\mathbf{Y}^T \mathbf{H}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}] = \frac{\epsilon R_f}{L} E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$$

Therefore, summing over $q$ and utilizing the resolvent identity (8), we have

$$\delta(i - k) - \epsilon R_f | \mathbf{Z}_{i,q} | \mathbf{Y}^H \mathbf{Q}_{i,k} = \frac{\epsilon R_f}{L} \mathbb{E}[\mathbf{Z}^H \mathbf{Q}_{i,k}]$$

where $\epsilon_{i,k} = \sum_q \epsilon_{1,q,i,k} + \epsilon_{2,q,i,k}$. Thus, we have

$$E[\mathbf{Q}_{i,k}] = \frac{\epsilon R_f}{L} \mathbb{E}[\mathbf{Q}_{i,k}]$$

where $\epsilon_{1,i,k} = -\epsilon_{i,k} \frac{\epsilon R_f}{L} \mathbb{E}[\mathbf{Q}_{i,k}]$. Therefore, for any deterministic matrix $\mathbf{A}$ with bounded norm, there holds true that

$$E[\mathbf{A} \mathbf{Q}] = \mathbb{E}[\mathbf{A} \mathbf{G}_{R\alpha} + \epsilon A]$$

where

$$\epsilon A = \sum_{i,k} \epsilon_{i,k} \mathbb{E}[\mathbf{A}, \mathbf{Q}_{i,k}]$$

Next, we will show that $\epsilon_A$ is of order $O(\frac{1}{N^2})$ by the variance control in Proposition 4. Noticing that \(\|G_{R\alpha}\| \leq \frac{1}{2}\), by Cauchy-Schwarz inequality and $\text{Var}(\mathbb{E}[\mathbf{Q}_{i,k}]) \leq \frac{1}{N^2}$, the following bound holds true

$$|\mathbb{E}[\mathbf{A} \mathbf{Q}]| \leq \frac{\alpha_\omega}{L} \mathbb{E}[\mathbf{Q}_{i,k}]$$

where $\mathbb{E}[\mathbf{Q}_{i,k}]$ is a polynomial defined in Proposition 4. Step (a) follows from the variance control in Proposition 4. Similarly, we can obtain $\epsilon_{A,2} = O(\frac{1}{N^3})$. Therefore, for a given $\epsilon$, we can obtain $\epsilon_A$ is a $O(\frac{1}{N^2})$ term and

$$\mathbb{E}[\mathbf{A} \mathbf{Q}] = \mathbb{E}[\mathbf{A} \mathbf{G}_{R\alpha} + \epsilon A]$$

From the definition of $G_{R\alpha}$ in (51), we know that $G_{R\alpha}$ depends on $\epsilon_\omega$ and $\alpha_\delta$, which have not been determined yet. We will make a further step to evaluate $\epsilon_\omega$. By replacing $E[\mathbf{Y}^T \mathbf{H}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$ with (150) in (149), we have

$$E[\mathbf{Y}^T \mathbf{H}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}] = \alpha_\omega E[\mathbf{Z}^H \mathbf{Q}_{q,k} | \mathbf{Z}_{i,q}]$$

where $\epsilon_\omega = C(\mathbb{E}[\mathbf{Q}_{i,k}] + \mathbb{E}[\mathbf{Q}_{i,k}])$. and $z_\omega = \mathbb{E}[\mathbf{Q}_{i,k}]$. It thus follows from the definition of $\epsilon_\omega$ in (51) that $\epsilon_\omega = C(\frac{1}{N^2})$.

**Appendix D**

**Proof of Lemma 3**

Lemma 2 provides an approximation for $\mathbb{E}[\mathbf{A} \mathbf{Q}]$ depending on $\epsilon_\omega$ and $\alpha_\delta$, and an approximation for $\epsilon_\omega$ depending on $\alpha_\omega$. Before start the proof of Lemma 3, we make a further step by giving the following lemma, which provides the approximation of $\epsilon_\omega$ and $\alpha_\omega$ depending only on $\alpha_\delta$.

**Lemma 8:** Let $(\beta_\omega, \beta_\omega)$ be the solution for the system of the equations

\[
\begin{align*}
\beta_\omega &= \frac{1}{M} \mathbb{E}[\mathbf{S}(\frac{1}{\alpha_\delta} \mathbb{I}_L + \beta_\omega \mathbb{S}^{-1})] \\
\beta_\omega &= \frac{1}{M} \mathbb{E}[\mathbf{T}(\frac{1}{\alpha_\delta} \mathbb{I}_M + \beta_\omega \mathbb{T})^{-1}].
\end{align*}
\]

Then there holds true that $\alpha_\omega = \beta_\omega + O(\frac{1}{N^2})$, $\epsilon_\omega = \beta_\omega + O(\frac{1}{N^2})$, and $\alpha_\omega = \beta_\omega + O(\frac{1}{N^2})$. 
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Proof: Denoting $G_{S,\beta} = \left( \frac{1}{\alpha} I_L + \beta S \right)^{-1}$ and $G_{T,\beta} = \left( I_M + \beta_T T \right)^{-1}$, we can obtain

$$\alpha - \beta = \frac{\text{Tr} \, S \, G_{S,\alpha}}{M} - \frac{\text{Tr} \, S \, G_{S,\beta}}{M} = \gamma_{\alpha,\beta} (\alpha - \beta) + \varepsilon,$$

where $\gamma_{\alpha,\beta} = \frac{1}{M} \text{Tr} \, S^2 \, G_{S,\alpha} \, G_{S,\beta} / M \text{Tr} \, T^2 \, G_{T,\alpha} \, G_{T,\beta}$ and $\varepsilon = \frac{1}{M} \text{Tr} \, S^2 \, G_{S,\alpha} \, G_{S,\beta} / M \text{Tr} \, T^2 \, G_{T,\alpha} \, G_{T,\beta} (\omega - \alpha) = O(\frac{2(1 + \delta)}{M}).$ By the boundedness of $||S||$, $||T||$ and the boundedness of the intermediate approximations shown by Lemma 7 in Appendix B, we have

$$\gamma_{\alpha,\beta} = \frac{1}{M} \text{Tr} \, S^2 \, G_{S,\alpha} \, G_{S,\beta} / M \text{Tr} \, T^2 \, G_{T,\alpha} \, G_{T,\beta} < \frac{L_{\text{max}}^2 \omega^2 \alpha^2}{M} < \frac{N^2 L_{\text{max}}^2 \omega^2 \alpha^2}{M L^2},$$

when $z \in \left( \sqrt{\frac{2N^2 L_{\text{max}}^2 \omega^2 \alpha^2}{M L}}, \infty \right)$, which indicates that

$$\alpha - \beta = \frac{1}{1 - \gamma_{\alpha,\beta}} < 2 \varepsilon = O(\frac{1}{M}).$$

Next we only need to establish the convergence for $z \in (0, \sqrt{\frac{2N^2 L_{\text{max}}^2 \omega^2 \alpha^2}{M L}})$. To achieve this goal, we will use a standard argument relying on Montel’s theorem, which is widely used in RMT (see e.g., [7], [22], [55]), and establish the convergence in $(0, \infty)$. $\alpha(z)$ and $\beta(z)$ are both functions with respect to $z \in (0, \infty)$ since $\alpha_0$ is determined by $z$. The sequence of functions $\alpha_0, N(z) - \beta_0, N(z)$ can be extended to the set $z \in \mathbb{C} / \mathbb{R}^-$, and $|\alpha_0, N(z) - \beta_0, N(z)| \leq 2N M_{\text{max}} \omega z$, where dist(·, ·) represents the Euclidean distance. We can conclude that on each compact subset of $\mathbb{C} / \mathbb{R}^-$, holomorphic functions $\alpha_0, N(z) - \beta_0, N(z)$ are uniformly bounded. By Montel’s theorem (the normal family theorem), the sequence of functions $\alpha_0, N(z) - \beta_0, N(z)$ is compact and there exists a subsequence which converges uniformly on each compact subset to an analytic function, which is 0 when $z \in \left( \sqrt{\frac{2N^2 L_{\text{max}}^2 \omega^2 \alpha^2}{M L}}, \infty \right)$ and thus it will be zero in $\mathbb{C} / \mathbb{R}^-$. The entire sequence $\alpha_0, N(z) - \beta_0, N(z)$ converges to zero on each compact subset of $\mathbb{C} / \mathbb{R}^-$. Then, for any $A$ with bounded spectral norm, there holds true that

$$\frac{1}{M} \text{Tr} \, A G_{S,\alpha} = \frac{1}{M} \text{Tr} \, A G_{S,\beta} = \frac{1}{M} \text{Tr} \, A G_{S,\beta} S(\omega - \beta) = o(1).$$

However, Montel’s theorem only indicates the convergence for $z \in (0, \sqrt{\frac{2N^2 L_{\text{max}}^2 \omega^2 \alpha^2}{M L}})$ but does not guarantee the convergence rate $O(\frac{1}{\sqrt{z}})$. The convergence rate will be obtained by the following analysis. By (163), we have

$$\gamma_{\alpha,\beta} = \frac{1}{M} \text{Tr} \, S^2 \, G_{S,\alpha} / M \text{Tr} \, T^2 \, G_{T,\alpha} + o(1) = \gamma + o(1).$$

We also have the following bound for $\gamma_{\beta,\beta}$,

$$1 = \frac{\beta_{\omega} \beta_{\omega}}{\beta_{\omega}} = \frac{\frac{1}{\omega} \text{Tr} \, S \, G_{S,\beta} + \frac{1}{\omega} \text{Tr} \, S^2 \, G_{S,\beta}}{M \beta_{\omega}} \geq \frac{\text{Tr} \, T G_{T,\beta}^2 + \frac{1}{\omega} \text{Tr} \, T^2 \, G_{T,\beta}^2}{M \beta_{\omega}} \geq \gamma + \frac{\text{Tr} \, S \, G_{S,\alpha} / M \beta_{\omega}}{M \alpha_{\omega} \beta_{\omega} \beta_{\omega}}.$$

Meanwhile, by Cauchy-Schwarz inequality, we can obtain

$$\frac{\text{Tr} \, S G_{S,\beta}^2}{M} \geq M \beta_{\omega}^2 / \text{Tr} \, S,$$

$$\frac{\text{Tr} \, T G_{T,\beta}^2}{M} \geq M \beta_{\omega}^2 / \text{Tr} \, T,$$

$$\beta_{\omega} \geq \frac{\text{Tr} \, S \left( \frac{1}{\omega} I_L + \beta S \right)}{M \text{Tr} \left( I_M + \beta_T T \right)}.$$

Therefore, by Lemma 7 and assumptions A1 to A3, there holds true

$$\frac{1}{\Delta S,\beta} \leq \frac{L M_{\text{max}}}{\text{Tr} \, S \text{Tr} \, T} (1 + N L z \omega_{\beta})^2 < \infty,$$

where $\Delta S,\beta = 1 - \frac{1}{M} \text{Tr} \, S^2 \cdot G_{S,\beta} / M \text{Tr} \, T^2 \cdot G_{T,\beta} = 1 - \gamma_{\beta,\beta,\beta}$. By (163), (165) and (166), we know that $\Delta S,\beta$ converges uniformly on a compact set, so there exists $N_0$ such that when $N > N_0$,

$$\frac{1}{\Delta S,\alpha} = 1 - \gamma_{\alpha,\beta} \leq \frac{L M_{\text{max}}}{\text{Tr} \, S \text{Tr} \, T} \times (1 + N L z \omega_{\beta})^2 = \frac{2(1 + k_{S,1})^2}{N^2 z \omega_{\beta}^2}.$$

Therefore, when $N$ is large enough, we can further obtain

$$|\alpha - \beta| = O(\frac{2(1 + k_{S,1})^2}{N^2 z \omega_{\beta}^2}) = \frac{P_2(\frac{1}{z})}{N^2 z \omega_{\beta}^2}.$$

This concludes $\omega_{\beta} = \beta_{\omega} + O(\frac{P(\frac{1}{z})}{N^2 z})$, $\omega_{\alpha} = \alpha_{\omega} + O(\frac{P(\frac{1}{z})}{N^2 z})$, and $\omega_{\alpha} = \beta_{\omega} + O(\frac{P(\frac{1}{z})}{N^2 z})$. In fact, we can also bound $1 - \gamma_{\alpha,\beta}$ as

$$1 - \frac{\omega_{\beta}}{\omega_{\beta}} \text{Tr} \, T^2 \cdot G_{T,\alpha} \cdot G_{T,\beta} + \frac{\omega_{\beta}}{M \omega_{\beta}} \text{Tr} \, T^2 \cdot G_{T,\alpha} \cdot G_{T,\beta} \geq \frac{\text{Tr} \, T \cdot G_{T,\alpha} \cdot G_{T,\beta}}{M \omega_{\beta}} \geq \frac{1}{(1 + N L z \omega_{\beta})^2} \text{I}_M.$$

Now, we prove Lemma 3.

Proof: We first show $\omega_{\delta} = \delta + O(\frac{1}{\sqrt{z}})$. By Lemma 8, we know that $\omega_{\delta}, \omega_{\alpha}$ and $\omega_{\beta}$ can be approximated based on only $\alpha_{\delta}$. Meanwhile, by the steps in the proof of Lemma 8, we have

$$\beta_{\omega} - \omega = \frac{\text{Tr} \, S G_{S,\beta} G_{S}(\alpha_{\delta} - \delta)}{M \delta_{\alpha} \delta_{\delta}} = \frac{\beta_{\omega} - \omega}{M \delta_{\alpha} \delta_{\delta}} \geq \frac{1}{1 + N L z \omega_{\beta}} \text{I}_M.$$

$$\beta_{\omega} - \omega = \frac{\text{Tr} \, T G_{T,\beta}^2 G_{T}(\alpha_{\delta} - \delta)}{M \delta_{\alpha} \delta_{\delta}} = \frac{\beta_{\omega} - \omega}{M \delta_{\alpha} \delta_{\delta}} \geq \frac{1}{1 + N L z \omega_{\beta}} \text{I}_M.$$
According to (172) in the proof of Lemma 8, we can replace \( \alpha_\omega \) and \( \alpha_\bar{\omega} \) with \( \beta_\omega \) and \( \beta_{\bar{\omega}} \), respectively, which only introduces the error \( O\left( \frac{P_S(z)}{N^2 z^2} \right) \). Therefore, we have

\[
\alpha_\delta - \delta = \frac{M \text{Tr} R^2 G_{R,\omega} G_{R}}{2} \frac{\omega \omega}{\delta \alpha_\delta} (\alpha_\delta - \delta) - \frac{M \text{Tr} R^2 G_{R,\omega} G_{R} \frac{\alpha_\delta}{\delta \alpha_\delta}}{2} (\alpha_\omega - \bar{\omega}) - \frac{M \text{Tr} R^2 G_{R,\omega} G_{R} \frac{\omega \omega}{\delta \alpha_\delta} (\alpha_\delta - \delta)}{2} - \frac{M \text{Tr} R^2 G_{R,\omega} G_{R}}{2} \frac{1}{M} \text{Tr} S G_S G_{S,\beta} \\
\times \frac{1}{M} \text{Tr} T G_T G_{T,\beta} \frac{\alpha_\delta - \delta}{\alpha_\delta} + O\left( \frac{P_1(z)}{z} \frac{P_3(z)}{N^2 z^2} \right) + O\left( \frac{P_2(z)}{N^2 z^2} \right),
\]

(174)

from which we can obtain the expression of \( \alpha_\delta - \delta \). Given \( z_0 = \max\left( \sqrt{\frac{2 z_{\max}^2 \sigma_{\max}^2}{z}}, \sqrt{\frac{2 z_{\max} \sigma_{\max}}{z}} \right) \) and \( z \in (z_0, \infty) \), we have

\[
\frac{M \text{Tr} R^2 G_{R,\omega} G_{R} \omega \omega}{\delta \alpha_\delta} \frac{\alpha_\delta}{2} \leq \frac{N^2 \sigma_{\max} \omega_{\max} \omega_{\max}}{2 L z^2} \leq \frac{1}{2},
\]

(175)

where (a) follows from (152) in Lemma 7. Then we can obtain \( \Delta_\alpha > 0 \) so that

\[
|\alpha_\delta - \delta| = \frac{O\left( \frac{P_1(z)}{N^2 z^2} \right)}{\Delta_\alpha} = O\left( \frac{P_3(z)}{N^2 z^2} \right),
\]

(176)

where

\[
\Delta_\alpha = 1 - \frac{M}{2} \frac{\text{Tr} R^2 G_{R,\omega} G_{R} \omega \omega}{\delta \alpha_\delta} + \frac{M}{2} \frac{\text{Tr} R^2 G_{R,\bar{\omega}} G_{R} \frac{\omega \omega}{\delta \alpha_\delta}}{2} \text{Tr} S G_S G_{S,\beta} + \frac{1}{M} \frac{\text{Tr} T G_T G_{T,\beta}}{2} \text{Tr} S G_S G_{S,\beta}
\]

Next, we will show the convergence for \( z \in (0, z_0) \) by similar lines in the proof of Lemma 8. We have \( |\alpha_\delta, N(z) - \delta_N(z)| = \frac{2}{\text{dist}(z, R)} \) so that \( \alpha_\delta, N(z) - \Delta_N(z) \) is a normal family. By Montel’s theorem, we have \( \alpha_\delta, N(z) - \Delta_N(z) \) converges to zero so that

\[
\frac{1}{M} \text{Tr} A G_{\omega} + \frac{1}{M} \text{Tr} A G_{\bar{\omega}} = o(1)
\]

(177)

for \( z \in \mathbb{C} \setminus \mathbb{R} \), where \( A \) has a bounded norm. Let \( A = R^2 G_{R} \), we have

\[
\frac{1}{M} \text{Tr} R^2 G_{R,\omega} G_{R} = \frac{1}{M} \text{Tr} R^2 G_{R,\bar{\omega}} G_{R} + o(1),
\]

where \( \nu_{\omega} \) is given in Table 1. Similarly, for \( \beta_\omega \) and \( \beta_{\bar{\omega}} \), we have

\[
\beta_\omega - \omega = \text{Tr} S G_S G_{S,\beta} (\alpha_\delta - \delta) = o(1),
\]

(178)

and \( \beta_{\bar{\omega}} - \bar{\omega} = o(1) \), such that

\[
\frac{\text{Tr} B G_{S,\beta}}{M} = \frac{\text{Tr} B G_{S,\beta}}{M} + o(1),
\]

and

\[
\frac{\text{Tr} C G_{S,\beta}}{M} = \frac{\text{Tr} C G_{S,\beta}}{M} + o(1),
\]

where \( B \) and \( C \) are deterministic matrices with bounded spectral norm. By setting \( B = S G_{S} \) and \( C = T G_T \), we have

\[
\frac{1}{M} \text{Tr} S G_S G_{S,\beta} = \nu_{S,1} + o(1),
\]

where \( \nu_{S,1} \) is the largest eigenvalue of \( S \) and \( \nu_{S,1} > o(1) \). Therefore, we can obtain

\[
\Delta_\alpha = 1 - \frac{M \omega \nu_{\omega}}{L \delta^2} + \frac{M \nu_{\omega} \nu_{\omega}}{L \delta^2} + o(1) = \Delta + o(1).
\]

(179)
By Lemma 7 and (187) to (189), $\Delta_v(z)$ can be lower bounded by
\[
\Delta_v(z) \geq \frac{z\nu_{R,I}(1 - \nu_{S} \nu_T)}{\delta} \geq \frac{zL \omega \varpi}{N^p \Lambda} \geq \frac{zL}{N^p \Lambda \delta^2} \left(1 + \frac{N_r \max \max \max}{N^p} \right)
\]
By assumptions A.2 and A.3 (inf $r > 0$, inf $\pi > 0$, and inf $\varpi > 0$), we can obtain that there exists $m_z$ such that
\[
\inf_{N} \Delta_v(z) \geq m_z > 0.
\]
Then, we will show that $\sup N \Delta_v(z) \leq M_z < 1$. By the upper bounds in Lemma 7, we can obtain
\[
\frac{z\nu_{R,I} \nu_{S} \nu_T}{\delta} \geq \frac{z\nu_{R,I} \nu_{S} \nu_T}{\delta} \geq \frac{z\nu_{R,I} \nu_{S} \nu_T}{M^2} \left(1 + \frac{N_r \max \max \max}{N^p} \right)^2
\]
By A.1, A.2 and A.3, it is easy to verify $0 < L_z < 1$. By (192), $\Delta_v(z)$ can be upper bounded as
\[
\Delta_v(z) = -\frac{z \nu_{R,I} \nu_{S} \nu_T}{\delta} + \frac{M \nu_{R,I} \nu_{S} \nu_T}{\delta} \leq 1 - \frac{z \nu_{R,I} \nu_{S} \nu_T}{\delta} \leq 1 - L_z < 1.
\]
where the inequality (a) follows from $\frac{\nu_{R,I}}{\delta} \leq \omega$ and $\nu_{S} \nu_T \leq \varpi$. By assumptions A.1 and A.2, we can conclude that there exists a $M_z > 0$ such that
\[
\sup N \Delta_v(z) \leq M_z < 1.
\]
Therefore, there exist two positive numbers $b_{\sigma_2}$ and $B_{\sigma_2}$ satisfying
\[
0 < b_{\sigma_2} \leq \inf N V(\sigma^2) \leq \sup N V(\sigma^2) \leq B_{\sigma_2} \leq \infty.
\]

**APPENDIX F**

**PROOF OF LEMMA 4**

*Proof:* By using the integration by parts formula (40) on $X_{m,i}$, and following the lines from (148), we can obtain
\[
E[T_{\nu} Y^H S^H X^H R^H Q A X B | i, q, [Y C]_q, i] = E \sum_{m} T_{\nu} Y^H | m [S^H X^H R^H Q A X B]_m, q, [Y C]_q, i
\]
\[
= E \sum_{m} T_{\nu} Z Z^H | [H^H Q A X B]_q, i, [Y C]_q, i
\]
\[
= \frac{1}{M} \text{Tr} Z Z^H Q [H^H Q A X B]_q, i, [Y C]_q, i
\]

By using the integration by parts formula (40) on $X_{m,i}$, we have
\[
E[S^H X^H R^H Q A X B | i, i] = E \sum_{m} T_{\nu} Y^H S^H X^H R^H Q A X B | m, q | A X B | q, i
\]
\[
= E \sum_{m} \frac{1}{L} [A]_q, m [S^H B]_i, [R^H Q]_m, q
\]
\[
= \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q
\]
\[
= \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q
\]
\[
= \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q
\]

If we let $C = T_{\nu}$ and plug (197) into (196), we can obtain
\[
E[YTY^H S^H X^H R^H Q A X B | q, q] = E \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q + \varepsilon_{T,q},
\]
where $\varepsilon_{T,q} = -\varepsilon_{Cov}(T_{\nu} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q) - \frac{1}{L} \text{Cov}(T_{\nu} Z Z^H Q [H^H Q A X B | S, q, q])$.

By summing over $q$ and utilizing the variance control in Lemma 4, we have
\[
\mu(A, B) = \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q + O_5 \left( \frac{1}{N^2} \right)
\]
\[
\kappa(A, B, C) = \frac{1}{M} \text{Tr} T_{\nu} C C^T \frac{1}{L} \text{Tr} [R^H Q]_i, [S^H B]_i, [R^H Q]_m, q \times \text{Tr} S^H B S + O_5 \left( \frac{1}{N^2} \right)
\]

which proves (62). $\square$

**APPENDIX G**

**PROOF OF LEMMA 5**

*Proof:* In this section, we use $O \left( \frac{1}{N^2} \right)$ to represent $O \left( \frac{1}{N^2} \right)$, which can be verified by similar lines in Section F. Furthermore, we consider the more general evaluations $\gamma(A, B, C, M) = \frac{1}{L} \text{Tr} A X B Y Q M Q M$ and $\zeta(A, B, M) = \frac{1}{M} \text{Tr} A X B Z Y Q M Q M$. In particular, we have $\gamma(A, B, C, R) = \gamma(A, B, C)$ and $\zeta(A, B, R) = \zeta(A, B)$. 

where

\[ \varepsilon_{H,q,i} = - \text{Cov}(\frac{\text{Tr} \frac{Z^H Q}{M}}{\text{M}}, [H^H QAXB]_{i,q}|T_{q,i}) \]

and \((a)\) can be obtained according to lines from (75) to (76). Summing over \( i \), we can obtain

\[ \mathbb{E}[\text{YCH}^H QXX^H QAXB]_{i,q} = \mathbb{E}\{ \frac{\text{Tr} CT^2 G_{T,a}}{M} [Z^H QXZ^H QAXB]_{i,q} \}
- \frac{1}{M} \text{Tr} QXX^H QXX^H [YCTG_{T,a} H^H QAXB]_{i,q} \} + \varepsilon_{H,q}, \]

(202)

where \( \varepsilon_{H,q} = - \text{Cov}(\frac{\text{Tr} \frac{Z^H Q}{M}}{\text{M}}, [YCTG_{T,a} H^H QAXB]_{i,q}) \).

By summing over \( q \) and utilizing Lemma 4, we can obtain

\[ \Gamma(\mathbf{A}, \mathbf{B}, \mathbf{C}) = \frac{\text{Tr} CT^2 G_{T} \chi(\mathbf{A}, \mathbf{B})}{M}
- \frac{\text{Tr} AR_2 G_{R}}{M} \frac{\text{Tr} BS_2 F_S}{M} \chi + \varepsilon_T, \]

(203)

where \( \varepsilon_T \) comes from the substitution of \( G_{T,a} \) by \( G_{T} \) and the covariance term \( \varepsilon_{H,q} \) and can be handled similarly as (158) to obtain \( \varepsilon_T = O(\frac{1}{N^2}) \). This proves (66).

Similarly, by utilizing the integration by parts formula on \( X_{i,q}^* \), we can obtain

\[ \mathbb{E}[\text{YCH}^H QXX^H QAXB]_{i,q} = \mathbb{E}\{ \frac{\text{Tr} \frac{Z^H Q}{M}}{\text{M}}, [Z^H X^H X]_{i,q} \}, \]

\[ = \mathbb{E}\{ \frac{\text{Tr} RQ}{L} [\text{YCH}^H QXX^H QAXB]_{i,q} \}
- \frac{1}{L} \text{Tr} RQXX^H Q[Z^H X^H X]_{i,q} + \frac{1}{L} \text{Tr} AR_2 QXX^H Q[Z^H X^H B]_{i,q} \}
 \]

\[ = \mathbb{E}\{ a_3 \text{YCTG}_{T,a} H^H QAXB_{S,S} \}
- \frac{\text{Mz}}{L} \text{Cov}(\text{Tr} \frac{Z^H Q}{M}, [YCTG_{T,a} H^H QAXB]_{i,q}) + \alpha_{A}^{2} [Z^H QAXB_{S,S}]_{i,q} \]

(204)

where

\[ \varepsilon_{S,q} = - \text{Cov}(\frac{\text{Tr} RQ}{M}, [\text{YCH}^H QXX^H QAXB]_{i,q}) \]

\[ - \text{Cov}(\frac{\text{Tr} 3^{2} QXX^H QAXB}{M}, [\text{YCTG}_{T,a} H^H QAXB]_{i,q}), \]

\[ + \text{Cov}(\text{Tr} \frac{Z^H QXX^H QAXB}{M}, [\text{YCTG}_{T,a} H^H QAXB]_{i,q}), \]

\[ + \text{Cov}(\text{Tr} \frac{Z^H QXX^H QAXB}{M}, [\text{YCTG}_{T,a} H^H QAXB]_{i,q}). \]

(205)

Step (b) in (204) can be obtained by: 1. letting \( C = T^2 \) and \( B \) be \( BS \) in (202). 2. Replacing \( E[S Y CH^H QXX^H QAXB]_{i,q} \) in (204) and multiplying both sides by \([G_{S,S,a}]_{q,q}\). According to (205), and by replacing \( G_{T,a} \) and \( F_{S,a} \) with \( G_{T} \) and \( F_{S} \) respectively, \( \chi(\mathbf{A}, \mathbf{B}) \) can be represented by

\[ \chi(\mathbf{A}, \mathbf{B}) = \frac{\chi_{\mathbf{A}}}{\mathbf{B}} \delta \text{Tr} \frac{AR_2 G_{R}}{M} \frac{S_{B} F_{B}}{M} \]

\[ + \frac{\delta \text{Tr} AR_2 G_{R} S_{B} F_{B}}{M} \chi + \varepsilon_{T}, \]

where \( \varepsilon_{Z} = \frac{1}{M} \sum_{q} \varepsilon_{S,q} = O(\frac{1}{N^2}) \), which follows from the variance control. \( \varepsilon_{Z} \) originates from the computation of \( \mu(\mathbf{A}, \mathbf{B}, \mathbf{C}) \) and the result of substituting \( G_{R,a}, G_{S,a} \) by \( G_{R}, G_{S} \), respectively, which is also of the order \( O(\frac{1}{M}) \) by Theorem 3. Specially, by letting \( \mathbf{A} = R^2 \) and \( \mathbf{B} = S^2 \) in (206), \( \chi \) can be further expressed as

\[ \chi = \frac{1}{1 - \nu S_{T}} (\nu S_{T} + \frac{M P_{S,T} \xi}{L \delta^2}) + O(\frac{1}{N^2}). \]

(207)

B. \( \zeta(\mathbf{A}, \mathbf{B}, \mathbf{C}) \) and \( \zeta(\mathbf{A}, \mathbf{B}, \mathbf{M}) \)

By the analysis in Appendix G-A, we also have the following relation

\[ \mathbb{E}[\text{YCH}^H QXX^H QAXB]_{i,q} = \mathbb{E}\{ - \frac{1}{M} \text{Tr} RQXX^H Q[Z^H X^H X]_{i,q} \}
- \frac{1}{M} \text{Tr} RQXX^H Q[Z^H X^H B]_{i,q} \}
+ \frac{1}{M} \text{Tr} CT^2 G_{T,a} [Z^H QXX^H QAXB]_{i,q} \}
\]

\[ = \mathbb{E}\{ a_3 \text{YCTG}_{T,a} H^H QAXB_{S,S} \}
- \frac{\text{Mz}}{L} \text{Cov}(\text{Tr} \frac{Z^H Q}{M}, [\text{YCTG}_{T,a} H^H QAXB]_{i,q}) + \alpha_{A}^{2} [Z^H QAXB_{S,S}]_{i,q} \]

(208)

where

\[ \varepsilon_{R} = - \text{Cov}(\frac{\text{Tr} Z^H Q}{M}, [\text{YCTG}_{T,a} H^H QAXB]_{i,q}). \]

By summing over \( q \) and Lemma 4, we can obtain

\[ \zeta(\mathbf{A}, \mathbf{B}, \mathbf{C}) = \frac{\text{Tr} CT^2 G_{T} \zeta(\mathbf{A}, \mathbf{B}, \mathbf{M})}{M}. \]
where \( \varepsilon_T = O(\frac{1}{\sqrt{N}}) \), which comes from the substitution of \( G_{T,\alpha} \) by \( G_T \) and the covariance terms \( \varepsilon_{R'H,q} \). This concludes the proof of (67) by letting \( M = R \).

Similarly, we also have

\[
E[Z^H QMQR_{T,q}]_{i,i} = \frac{1}{L} \text{Tr} AR^2 QMQ[S^2]_{i,q} + \frac{1}{L} \text{Tr} QQ_{T,q} S^2 [B,F,\alpha]_{q,q} + \frac{1}{L} \text{Tr} QQ_{T,q} S^2 [B,F,\alpha]_{q,q} + \varepsilon_S, q.
\]

(210)

where

\[
\varepsilon_{Z^H} = -\text{Cov}(\frac{1}{L} \text{Tr} RR_{T,q} [S^2]_{i,q}) + \text{Cov}(\frac{1}{L} \text{Tr} ZZ^H Q, [YCTG_{T,q} S^2]_{i,q}).
\]

(211)

Step (c) in (210) can be obtained by replacing \( E[S^2]_{i,q} \) in (210) with (208). Therefore, we have

\[
\zeta(A, B, M) = \frac{\text{Tr} S^2 \text{BF} \text{S}}{L} \text{Tr} AR^2 QMQ
\]

\[
+ \frac{\delta \zeta(R^2, S^2, M)}{L} \text{Tr} AR^2 G_R \text{Tr} BS^2 F_S^2
\]

\[
- \frac{E \text{Tr} QR_{QM}}{L} \text{Tr} AR^2 G_R \text{Tr} BS^2 F_S^2 + O_z(1/N^2).
\]

(212)

Letting \( A = R^\frac{1}{2} \) and \( B = S^\frac{1}{2} \) in (212), we can obtain

\[
\zeta(R^\frac{1}{2}, S^\frac{1}{2}, M) = \frac{\nu_S \nu_T}{L^2} \text{Tr} QMQ + O_z(1/N^2).
\]

(213)

By plugging (213) into (212) and substituting \( M \) by \( R \), we can rewrite (212) as

\[
\zeta(A, B, M) = \text{Tr} S^2 B G_{S} \text{Tr} AR^2 Q R Q
\]

\[
- \frac{\nu_T}{L^2} \text{Tr} AR^2 G_R \text{Tr} BS^2 G_{S}^2 \text{Tr} QR_{QM} + O_z(1/N^2).
\]

(214)

It follows from (213) and (214) that, if we can obtain the evaluation of \( \frac{1}{L} \text{Tr} QR_{QM} \), we will be able to finish all the evaluations in Lemma 5. Next, we will evaluate \( \frac{1}{L} \text{Tr} QR_{QM} \).

C. The Evaluation of \( \frac{1}{L} \text{Tr} QR_{QM} \)

By the identity \( A - B = B(B^{-1} - A^{-1})A \), we have

\[
\frac{1}{L} \text{Tr} MQR_{Q} = \frac{1}{L} \text{Tr} MQR_{Q} - \frac{1}{L} \text{Tr} MQR_{R} \]

\[
+ \frac{M \omega_{\mathcal{R}}}{L} \text{Tr} MQR_{R} \text{RR} - \frac{1}{L} \text{Tr} MQR_{R} \text{HH}^H Q
\]

\[
= \text{Tr} R G_{R} R M G_{R} R + R_{1} + R_{2} + O_z(1/N^2).
\]

(215)

By (208), we have

\[
R_2 = -\frac{M}{L} \text{Tr} G_{R} R^T S^2, T^T, M
\]

\[
= -\frac{M \omega_{\mathcal{R}}}{L^2} \text{Tr} QMQ^2 G_R - \frac{M \omega_{\mathcal{R}}}{L^2} \text{Tr} QMR + \frac{1}{L^2} \text{Tr} QMQ^2 G_R
\]

\[
+ \frac{M \omega_{\mathcal{R}}}{L^2} \text{Tr} QMQ^2 + \frac{1}{L^2} \text{Tr} QMR^2 + O_z(1/N^2).
\]

(216)

Plugging (216) into (215) and noticing \( R_{1} = S \), we can obtain

\[
\frac{1}{L} \text{Tr} QMQ = \text{Tr} R G_{R} R M G_{R} R + O_z(1/N^2).
\]

(217)

D. Return to Evaluate to \( \zeta(A, B) \) and \( \chi(A, B) \)

According to (206), (207), (213), and (217), we can obtain the deterministic approximation for \( \chi(A, B) \) in (218), shown at the bottom of the next page, which proves (64). Furthermore, it follows from (212), (213) and (217) that

\[
\zeta(A, B) = \text{Tr} AR^2 G_R \text{Tr} S^2 B G_{S} \text{Tr} QR_{QM}
\]

\[
- \frac{\nu_T}{L^2} \text{Tr} AR^2 G_R \text{Tr} BS^2 G_{S}^2 \text{Tr} QR_{QM} + O_z(1/N^2).
\]

(219)

which concludes the proof of (65), \( \zeta \) can be obtained by letting \( M = R \) in (219) and (217) and \( \chi \) can be obtained according to (207). This completes the proof of (68).

\[ \square \]

APPENDIX H

PROOF OF LEMMA 6

Proof: By substituting the product of \( s_q \) and \( \nu_q \) to replace the last term in (77), subtracting (149), and summing over \( q \) and \( i \), we can obtain the evaluation for \( \frac{1}{L} \text{Tr} Z^H \Phi(u, z) \) in (220), shown at the bottom of the next page, where the \( O_z(1/N^2) \) on the RHS of step (a) follows from the approximation of \( \text{Tr} Z^H \Phi \) in the last term of the first line. Step (b) follows from Lemma 4 by evaluating \( \frac{1}{L} \text{Tr} Z^H \Phi(u, z) \). The evaluation of \( \text{Tr} Z^H \Phi(u, z) \) can be obtained by moving \( \nu s T^H \text{Tr} Z^H \Phi(u, z) \) to the LHS of (220).

\[ \square \]
Proof: There are eight cases concerned. Case 1 to Case 3 include scenarios when \( M, N, L \) are pairwise unequal. Case 4 to Case 6 represent the cases when only one of \( M, N, \) and \( L \) are equal. Case 7 considers \( M = N = L \). We further summarize the 7 cases above to the 3 cases, labeled by \( a, b, \) and \( c \) in (34) and (35). In the following proof, \( C(\sigma^2) \) and \( V(\sigma^2) \) refer to the i.i.d case.

Case 1: \( \eta > 1 \) and \( \kappa < 1 \). (\( M \) is the smallest.)

We can first obtain the high-SNR approximation for \( \omega \).

In this case, by observing the dominating terms in (21), we know \((\eta - 1)(\kappa - 1)\rho \omega^2, (\eta \kappa - 2\eta + 1)\rho \omega, \) and \(-\eta \rho \) are negative terms since the coefficients of these terms are negative. Meanwhile, these terms should be compensated by positive terms \( \omega^3, \omega^2, \) and \( \omega \) so that the equality holds. First, \( \omega \) is not \( O(1) \), otherwise \( \Omega(\rho) \) terms will not be compensated. If \( \omega \) has a higher order than \( \rho \), i.e., \( \omega = \Theta(\rho^{1+\varepsilon}) \), the LHS of (21) will grow to infinity since \( \omega^3 = \Theta(\rho^{3+3\varepsilon}) \), \( \varepsilon > 0 \), which can not be compensated by the negative terms. Therefore, \( \omega^3 \) is the highest-order positive term and should be compensated by the highest-order negative, i.e., \((\eta - 1)(\kappa - 1)\rho \omega^2 \).

Therefore, we have \( \omega = \Theta(\rho) \) and \( \omega = -(\eta - 1)(\kappa - 1)\rho + O(1) \). \( \delta \) can be obtained by the approximation of \( \omega \) in (22). This approach is also applicable for other cases and we will omit the detailed analysis. \( C(\rho^2) \) can be approximated by (221), shown at the bottom of the next page. The approximation for \( V(\rho^2) \) can be obtained by plugging the approximations of \( \omega \) and \( \delta \) into (31) and is given by

\[
V(\rho^{-1}) = -\log((1-\kappa)(1-1/\eta)) + O(\rho^{-1}).
\] (222)

When \( \eta < 1 \), i.e., \( M > N, \omega \) should be \( O(1) \), due to the constraint \((\eta - 1)\omega + \eta > 0 \). The dominating term is \( (\eta - 1)(\kappa - 1)\omega^2 + (\eta \kappa - 2\eta + 1)\omega - \eta \rho \omega \) and \( \omega \) can be obtained by letting the coefficient of \( \rho \) be zero so that \( \omega \in \{1_{\kappa}^{-1}, 1_{\eta}^{-1}\} \).

Case 2: \( \eta < 1 \) and \( \eta \kappa < 1 \). \( (N \) is the smallest.)

In this case, \( \omega = 1_{\kappa}^{-1} + o(1) \) is not feasible since \((\eta - 1)\omega + \eta < 0 \). Therefore, we have the approximations \( \omega = 1_{\eta}^{-1} - 1_{\eta}^{-1}(1-\eta)\rho + O(\rho^{-2}) \) and \( \delta = (1-\eta)^{-1}(1_{\kappa}^{-1} - 1_{\eta}^{-1}) + O(\rho^{-1}) \). Then, we can obtain the approximation for \( C(\rho^2) \) in (223), shown at the bottom of the next page, and the approximation for \( V(\rho^2) \) as

\[
V(\rho^{-1}) = -\log((1-\kappa)(1-1/\eta)) + O(\rho^{-1}).
\] (224)

Case 3: \( \eta > 1 \) and \( \kappa > 1 \) or \( \eta < 1 \) and \( \eta \kappa > 1 \). \( (L \) is the smallest.)

We first consider \( \eta > 1 \) and \( \kappa > 1 \), i.e., \( N > M \) and \( M > L \). In this case, we have the approximations \( \omega = 1_{\kappa}^{-1} + O(\rho^{-1}) \) and \( \delta = (\eta - 1)\rho + O(\rho^{-2}) \). The approximation of \( C(\rho^2) \) is given in (225), shown at the bottom of the next page and the approximation of \( V(\rho^2) \) is given by

\[
V(\rho^{-1}) = -\log((1 - 1/\eta)(1 - 1/\kappa)) + O(\rho^{-1}).
\] (226)
Now we consider $\eta < 1$ and $\eta \kappa > 1$, i.e., $M > N$ and $N > L$. By the analysis before Case 2, we have $\omega = O(1)$. If $\omega = - \frac{\eta}{\kappa - 1}$, then $\delta = (1 - \eta)^{-1} \left( \frac{1}{\eta} - 1 \right) + o(1) < 0$ for large $\rho$, which is impossible. Therefore, $\omega = \frac{1}{\kappa - 1} + O(\rho^{-1})$ and the result for this case coincides with that with $\kappa > 1$ and $\kappa > 1$

Case 4: $\eta = 1$ and $\kappa \neq 1$. In this case, (21) becomes $\omega^3 + 2\omega^2 + (1 + \kappa \eta - \rho)\omega - \rho = 0$. The approximations of $\omega$ and $\delta$ are given by

$$
\omega = \begin{cases} \sqrt{(1 - \kappa)\rho} + \left[ \frac{2}{(1 - \kappa)^2} - 1 \right] + O(\rho^{-\frac{1}{2}}), & \kappa < 1, \\
\frac{1}{\kappa - 1} + O(\rho^{-1}), & \kappa > 1, 
\end{cases}
$$

$$
\delta = \begin{cases} \frac{\kappa \rho^{\frac{1}{2}}}{\sqrt{1 - \kappa}} - \frac{\kappa}{2(1 - \kappa)^2} + O(\rho^{-\frac{1}{2}}), & \kappa < 1, \\
(\kappa - 1)\rho + O(1), & \kappa > 1. 
\end{cases}
$$

The approximations for $\mathcal{C}(\rho^{-1})$ are given in (229) and (230), shown at the bottom of the next page for $\kappa < 1$ and $\kappa > 1$, respectively. The approximations for the variance with $\kappa < 1$ and $\kappa > 1$ can be obtained by

$$
V(\rho^{-1}) = \frac{\log(\rho)}{2} - \log(\sqrt{1 - \kappa}) - \frac{(\kappa - 1)\rho^{\frac{1}{2}}}{(1 - \kappa)^{\frac{3}{2}}} 
$$

$$
+ \log(\frac{\kappa}{1 - \kappa}) - \frac{\kappa\rho^{\frac{1}{2}}}{(1 - \kappa)^{\frac{3}{2}}} + O(\rho^{-1}) 
$$

$$
= \frac{1}{2} \log(\frac{\rho}{4(1 - \kappa)}) + \frac{(1 - 2\kappa)\rho^{\frac{1}{2}}}{(1 - \kappa)^{\frac{3}{2}}} + O(\rho^{-1}),
$$

and

$$
V(\rho^{-1}) = -2\log(1 - \frac{1}{\kappa}) + O(\rho^{-1}).
$$

Case 5: $\kappa = 1$ and $\eta \neq 1$.

When $\kappa = 1$, (21) becomes $\omega^3 + 2\omega^2 + (1 - \rho\eta + \rho)\omega - \rho = 0$. In this case, the approximations of $\omega$ and $\delta$ are given by

$$
\omega = \begin{cases} \sqrt{(\eta - 1)\rho} + \left[ \frac{1}{(\eta - 1)^2} - \frac{1}{2} \right] + O(\rho^{-\frac{1}{2}}), & \eta > 1, \\
\frac{1}{\sqrt{\eta - 1}} - \frac{1}{\eta} + O(\rho^{-1}), & \eta < 1, 
\end{cases}
$$

$$
\delta = \begin{cases} (\eta - 1)\rho + \frac{\rho^{\frac{1}{2}}}{\sqrt{\eta - 1}} + O(1), & \eta > 1, \\
\frac{1}{\sqrt{\eta - 1}} + O(\rho^{-1}), & \eta < 1. 
\end{cases}
$$

The approximations for $\mathcal{C}(\rho^{-1})$ are given in (235) and (236), shown at the bottom of the next page for $\eta > 1$ and $\eta < 1$, respectively. The approximation for the variance with $\eta > 1$ and $\eta < 1$ can be obtained by

$$
V(\rho^{-1}) = -\log(2(1 - \eta)) - \frac{3\rho^{\frac{1}{2}}}{2(\eta - 1)^{\frac{3}{2}}} + \frac{\rho^{\frac{1}{2}}}{2(\eta - 1)^{\frac{3}{2}}} 
$$

$$
+ \frac{1}{2} \log(\eta - 1) + \frac{\rho^{\frac{1}{2}}}{2(\eta - 1)^{\frac{3}{2}}} + \frac{\rho^{\frac{1}{2}}}{2(\eta - 1)^{\frac{3}{2}}} 
$$

$$
+ \frac{1}{2} \log(\frac{\rho\eta^{2}}{4(\eta - 1)}) + \frac{(\eta - 2)\rho^{\frac{1}{2}}}{(\eta - 1)^{\frac{3}{2}}} + O(\rho^{-1})
$$

$$
= \frac{1}{2} \log(\frac{\rho\eta}{4(1 - \eta)}) + \frac{(1 - \frac{2}{\eta})(\rho)^{\frac{1}{2}}}{(1 - \frac{1}{\eta})^{\frac{3}{2}}} + O(\rho^{-1}),
$$

and

$$
V(\rho^{-1}) = -2\log(1 - \eta) + O(\rho^{-1}),
$$

respectively.

Case 6: $\eta \kappa = 1$ and $\eta \neq 1$.
When $\eta = 1$, (21) becomes $\omega^3 + [2 + (2 - \eta - \frac{1}{3})\rho]\omega^2 + (1 - 2\eta\rho + 2\rho)\omega - \rho = 0$. In this case, the approximations of $\omega$ and $\delta$ are given by

$$
\omega = \begin{cases} 
(\eta + \frac{1}{6} - 2\rho) + O(1), & \eta > 1, \\
\frac{\eta}{1-\eta} - \frac{\eta}{(1-\eta)^2} + \frac{1}{2(1-\eta)^2} + O(\rho^{-1}), & \eta < 1, 
\end{cases}
$$

and

$$
\delta = \begin{cases} 
(1 - \frac{1}{3})\rho + O(1), & \eta > 1, \\
\frac{\rho}{(1-\eta)^2} - \frac{1}{2(1-\eta)^2} + O(\rho^{-1}), & \eta < 1. 
\end{cases}
$$

The approximations for $\mathcal{C}(\rho^{-1})$ are given in (241) and (242), shown at the top of the next page for $\eta > 1$ and $\eta < 1$, respectively. In this case, the variances for $\eta > 1$ and $\eta < 1$ can be evaluated by

$$
V(\rho^{-1}) = -\log(1 - \frac{1}{\eta}) + \log \left( \frac{\eta}{\eta - 1} \right) + O(\rho^{-1}) = -2\log(1 - \frac{1}{\eta}) + O(\rho^{-1}).
$$

and

$$
V(\rho^{-1}) = -2(1 - \eta) \log(1 - \eta) + \frac{2(2 - \eta)\rho^{-\frac{1}{2}}}{2(1-\eta)^2} + 2\log(1 - \frac{1}{\eta}) + O(\rho^{-1}) - \log((1 - \eta)) + \frac{\rho}{2(1-\eta)^2} + O(\rho^{-1}) = \frac{1}{2} \log(\frac{\rho}{(1-\eta)^2}) + \frac{(2 - \frac{1}{\eta})\rho^{-\frac{1}{2}}}{(1-\eta)^2} + O(\rho^{-1}).
$$

Case 7: $\eta = 1$ and $\eta = 1$. In this case, (21) becomes $\omega^3 + 2\omega^2 + \omega - \rho = 0$ and the approximations of $\omega$ and $\delta$ are given by

$$
\omega = \rho^{\frac{1}{2}} - \frac{2}{3} + O(\rho^{-\frac{1}{2}}),
$$

$$
\delta = \rho^{\frac{1}{2}} - \frac{\rho^2}{3} + O(1).
$$

The approximations for $\mathcal{C}(\rho^{-1})$ and $V(\rho^{-1})$ are given by

$$
\mathcal{C}(\rho^{-1}) = M\log(\frac{\rho}{e^2}) + 3M\rho^{-\frac{1}{2}} + O(\rho^{-\frac{3}{2}}),
$$

and

$$
V(\rho^{-1}) = \frac{2\log(\rho)}{3} - \log(3) + \frac{4\rho^{-\frac{1}{2}}}{3} + O(\rho^{-\frac{3}{2}}).
$$

Given the ordered version $(S_N, S_L, S_M)$ of $N, L, M$, we can summarize the results on $\mathcal{C}(\rho^{-1})$ in (221), (223), (225), (236), (230), and (241) for the case $S_L \neq S_M$ as

$$
\mathcal{C}(\rho^{-1}) = S_M\log\left(\frac{\rho N}{e^2 S_M}\right) - (S_N - S_M)\log(1 - \frac{S_M}{S_N}) - (S_L - S_M)\log(1 - \frac{S_M}{S_L}) + O(\rho^{-1}),
$$

which concludes (34a). When $S_L = S_M$ and $S_N \neq S_M$, (229), (235) and (242) can be summarized as

$$
\mathcal{C}(\rho^{-1}) = S_M\log\left(\frac{\rho N}{S_M e^2}\right) - (S_N - S_M)\log(1 - \frac{S_M}{S_N}) + 2S_M\left(\frac{N\rho}{S_M e^2}\right) + O(\rho^{-1}),
$$

which concludes (34b). The result for the case with $S_L = S_M = S_N$ is given in (247), which concludes (34c). The approximations for the variances can also be summarized similarly to conclude (35a) to (35c).
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\[
C(\rho^{-1}) = M[\eta \log(\rho) + (1 - \eta) \log(\rho) + (1 - \eta) \log(\eta + 1/\eta - 2) - 2 + \eta \log(\eta) + O(\rho^{-1})]
= M[\log(\rho/e^2) + (1 - \eta) \log(\eta + 1/\eta - 2) + \eta \log(\eta)] + O(\rho^{-1}) = M[\log(\rho/e^2) - 2(M - N) \log(1 - 1/\eta) + O(\rho^{-1})]
\]
\[
C(\rho^{-1}) = M[\eta \log(\rho) - \log(1 - \eta) - \eta \rho^{-\frac{1}{2}} \log(1 - \eta) - \eta \log(\eta + 1/\eta - 2) - 2 + 2\eta + 2\eta \rho^{-\frac{1}{2}} + \eta \log(\eta) + O(\rho^{-1})]
= N \log(\rho/e^2) - (N - M) \log(1 - \eta) + \frac{2N \rho^{-\frac{1}{2}}}{\sqrt{1 - \eta}} + O(\rho^{-\frac{1}{2}})
\]
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