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Abstract

We present the notion of a filtered bundle as a generalisation of a graded bundle. In particular, we weaken the necessity of the transformation laws for local coordinates to exactly respect the weight of the coordinates by allowing more general polynomial transformation laws. The key examples of such bundles include affine bundles and various jet bundles, both of which play fundamental roles in geometric mechanics and classical field theory. We also present the notion of double filtered bundles which provide natural generalisations of double vector bundles and double affine bundles. Furthermore, we show that the linearisation of a filtered bundle – which can be seen as a partial polarisation of the admissible changes of local coordinates – is well defined.
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1 Introduction

Graded bundles, as defined by Grabowski and Rotkiewicz [9], offer a very concise and workable notion of a ‘non-negatively graded manifold’. The general theory of graded manifolds in our understanding was first formulated by Voronov in [21], though we we must also mention the works of Kontsevich [13], Mehta [14], Roytenberg [19] and Severa [20], where various notions of a \(\mathbb{Z}\)-graded supermanifold appear. They play an ever increasing rôle in pure mathematics and mathematical physics.

Loosely, a graded bundle is a fibre bundle for which the base coordinates are assigned a weight of zero and the fibre coordinates are assigned a weight taking non-zero integer values. The transformation laws for the local coordinates are polynomial in non-zero weight coordinates and preserve the weight.

There are many and natural examples of graded bundles, for instance vector bundles and higher tangent bundles. The latter were the motivation for developing a higher-order Lagrangian formalism for other graded bundles [3]. Note also that there is a one-to-one association between vector bundles and graded bundles of degree one, i.e., fibre bundles for which we assign a weight of one to the fibre coordinates and a weight of zero to the base coordinates. From the definition, changes of fibre coordinates must be polynomial in the fibre coordinates and preserve the weight, thus they are linear. However, it is clear that this notion does not cover all the polynomial bundle structures of interest in geometric mechanics and classical field theory. In particular, jets of sections of a fibre bundle do not always form graded bundles, but instead we have a more general filtered transformation law for the local coordinates. That is, while one can still work with coordinates that are assigned a weight, the transformation rules do not preserve the weight ‘on the nose’, but also include terms of lower weight. We will in due course define carefully what we will refer to as filtered bundles, taking jets of sections of a fibre bundle as our cardinal example. The degree of a filtered bundle is defined as the highest weight of the homogeneous local coordinates employed on the said filtered bundle. From the polynomial bundle structure the degree is well defined globally. We can as well consider filtered manifolds just not requiring that we deal with a fibration with typical \(\mathbb{R}^N\)-fibers.

Affine bundles also provide simple examples of filtered bundles: we can assign a weight of one to the fibre coordinates and zero to the base coordinates. However, the transformation laws for the fibre coordinates are not strictly linear and so the weight is not exactly preserved. Thus, affine bundles are not vector bundles, however one always has the associated model vector bundle.

In a similar way, given any filtered bundle it is possible to canonically associate with it a graded bundle, and then via splitting this graded bundle we arrive at a Whitney sum of vector bundles (i.e., a split graded bundle). More than this, we have an isomorphism between the filtered bundle and the associated graded bundle, however this isomorphism is nearly never canonical. One should of course be reminded of the famous Bachelor–Gawȩdzki theorem on the splitting of (real) supermanifolds. However, the situation for filtered bundles is far less technical. In a natural sense, filtered bundles are related to graded bundles in a way similar to how filtered algebras are related to graded ones.

As we shall show, associated with a filtered bundle is a very particular tower of affine bundles. This is very similar to the case for graded bundles. One should of course keep in mind the tower of affine bundles associated with jet bundles. It is clear that not all towers of affine bundles arise from the underlying structure of a filtered bundle. In this paper we uncover a simple characterisation of towers of affine bundles that are associated with a filtered bundle. Our methodology using filtered bundles in part simplifies the identification of jet bundles using an inductive process. In particular, we have clear criterion for identifying filtered bundles, or really that a given tower of affine bundles is what we will call filterisable. That is, via a refinement of the bundle atlas we obtain a filtered bundle.

It is quite natural to consider multiple filtered bundles as polynomial bundles with several compatible filtered structures. A very specific example is that of filtered-linear bundles, where we have a filtered structure, of degree \(k\) say, and a linear or vector bundle structure that are compatible in a sense we will make clear. Natural examples of filtered-linear structures include tangent bundles of filtered bundles. More general multiple filtered bundles include jet bundles of filtered bundles, for example. The reader should of course keep in mind double and \(k\)-fold vector bundles.

The notion of the linearisation of a graded bundle was first explored in [2], and is possible due to the non-negatively graded nature of homogeneous local coordinates and their admissible transformation laws. It turns out that the linearisation of a filtered bundle is also well defined and enjoys similar functorial properties as the linearisation of a graded bundle. In particular, we have a functor from the category of filtered bundles of degree \(k\) to the category of filtered-linear bundles of degree \(k−1\), we will make these notions precise in due course. Jets of sections of a fibre bundle give natural and well studied examples of filtered bundles. However, to our knowledge, the notion of linearising a jet bundle has not appeared in previous literature. The consequences and applications of linearisation in the context of jet bundles...
applied to geometric mechanics and classical field theory are to date completely unexplored.

We remark that in physics one has to confront affine structures in order to obtain frame (gauge) independent theories, see for example [5, 17]. Passing from affine-objects to vector-objects is interpreted as fixing some observer or fixing a gauge. Double vector bundles have also proven fundamental to geometric mechanics, and in a similar vain double affine bundles have been employed in this setting, see [10]. Moreover, jet bundles are the natural geometric framework for discussing partial differential equations and classical field theories. The language of filtered bundles may well prove useful in this context. However, we leave the applications of filtered and multi-filtered structures for potential future publications.

Arrangement: In Section 2 we remind the reader of the definitions of a polynomial bundle and a graded bundle. In that section we define weighted polynomial algebras as these will be essential in defining filtered bundles. It is in Section 3 that we give the notion of filtered bundles and explore their basic structure. In Section 4 we define and make initial study of double and multiple filtered bundles. In particular in this section we discuss the linearisation of a filtered bundle.

2 Preliminaries

2.1 Polynomial bundles

Definition 2.1 (Adapted from [1] and [22]). A polynomial bundle is a fibre bundle \( \pi : B \rightarrow M \) in the category of smooth manifolds with typical fibre \( \mathbb{R}^N \) (for some \( N \)) such that the admissible transformation laws for the fibre coordinates are polynomial in the fibre coordinates.

Examples of polynomial bundles are numerous and include, vector bundles, graded bundles, various jet bundles and more general Weil bundles (see for example [12]).

2.2 Graded manifolds and graded bundles

Let us briefly recall the key components of the theory of graded bundles. We will consider smooth manifolds explicitly, although the statements in this subsection generalise to the supercase (cf. [21]).

An important class of graded manifold are those that carry a non-negative grading. We will require that this grading is associated with a smooth action \( h : \mathbb{R} \times F \rightarrow F \) of the monoid \( (\mathbb{R}, \cdot) \) of multiplicative reals on a manifold \( F \), a homogeneity structure in the terminology of [9]. This action reduced to \( \mathbb{R}_{>0} \) is the one-parameter group of diffeomorphism integrating the weight vector field, thus the weight vector field is in this case \( h \)-complete [6] and only non-negative integer weights are allowed. Thus the algebra \( \mathcal{A}(F) \subset C^\infty(F) \) spanned by homogeneous functions is \( \mathcal{A}(F) = \bigoplus_{i \in \mathbb{N}} \mathcal{A}^i(F) \), where \( \mathcal{A}^i(F) \) consists of homogeneous functions of degree \( i \).

For \( t \neq 0 \) the action \( h_t \) is a diffeomorphism of \( F \) and, when \( t = 0 \), it is a smooth surjection \( \tau = h_0 \) onto \( F_0 = M \), with the fibres being diffeomorphic to \( \mathbb{R}^N \). Thus, the objects obtained are particular kinds of polynomial bundles \( \tau : F \rightarrow M \), i.e. fibrations which locally look like \( U \times \mathbb{R}^N \) and the change of coordinates (for a certain choice of an atlas) are polynomial in \( \mathbb{R}^N \). For this reason graded manifolds with non-negative weights and \( h \)-complete weight vector fields \( \Delta \) are also known as graded bundles [9].

Remark 2.2. A proof of the equivalence of monoid actions of \( (\mathbb{R}, \cdot) \) on supermanifolds and non-negatively graded supermanifold can be found in [11].

Example 2.3. If the weight is constrained to be either zero or one, then the weight vector field is precisely a vector bundle structure on \( F \) and will be generally referred to as an Euler vector field.

Example 2.4. Consider a manifold \( M \) and \( d = (d_1, \ldots, d_k) \), with positive integers \( d_i \). The trivial fibration \( \tau : M \times \mathbb{R}^d \rightarrow M \), where \( \mathbb{R}^d = \mathbb{R}^{d_1} \times \cdots \times \mathbb{R}^{d_k} \), is canonically a graded bundle with the homogeneity structure \( h^d \) given by \( h_t(x,y) = (x, h^d_t(y)) \), where

\[
\begin{align*}
&h^d_t(y_1, \ldots, y_k) = (t \cdot y_1, \ldots, t^k \cdot y_k), \quad y_i \in \mathbb{R}^{d_i}.
\end{align*}
\]

Theorem 2.5. (Grabowski-Rotkiewicz [9]) Any graded bundle \((F, h)\) is a locally trivial fibration \( \tau : F \rightarrow M \) with a typical fiber \( \mathbb{R}^d \), for some \( d = (d_1, \ldots, d_k) \), and the homogeneity structure locally equivalent to the one in Example 2.4 so that the transition functions are graded isomorphisms of \( \mathbb{R}^d \). In particular, any graded space is diffeomorphically equivalent with \((\mathbb{R}^d, h^d)\) for some \( d \). The algebras \( \mathcal{A}(\mathbb{R}^d) \) are examples of canonical graded polynomial algebras (cf. [7]).
The sequence \( \mathbf{d} = (d_1, \ldots, d_k) \) we call the rank of the graded bundle \( F \). It follows that on a general graded bundle, one can always pick an atlas of \( F \) consisting of charts for which we have homogeneous local coordinates \((x^A, y^a_w)\), where \( w(x^A) = 0 \) and \( w(y^a_w) = w \) with \( 1 \leq w \leq k \), for some \( k \in \mathbb{N} \) known as the degree of the graded bundle. Note that, according to this definition, a graded bundle of degree \( k \) is automatically a graded bundle of degree \( l \) for \( l \geq k \). However, there is always a minimal degree. It will be convenient to group all the coordinates with non-zero weight together, as these form a basis of the function algebra of the graded bundle. The index \( i \) should be considered as a “generalised index” running over all the possible weights. The label \( w \) in this respect largely redundant, but it will come in very useful when checking the validity of various expressions. The local changes of coordinates respect the weight and hence are polynomial for non-zero weight coordinates. A little more explicitly, the changes useful when checking the validity of various expressions. The local changes of coordinates respect the weight in this respect largely redundant, but it will come in very useful when checking the validity of various expressions. The local changes of coordinates respect the weight and hence are polynomial for non-zero weight coordinates. A little more explicitly, the changes of local coordinates are of the form

\[
x^A' = x^A(x),
\]

\[
y^a_w' = y^a_w T_b^a(x) + \sum_{w_1 + \cdots + w_n = w} \frac{1}{n!} y^{b_1}_{w_1} \cdots y^{b_{n}}_{w_n} T_{b_{n-1}} T_{b} (x),
\]

where \( T_b^a \) are invertible and the \( T_{b_{n-1}} T_{b} \) are symmetric in lower indices. For every \( \mathbf{d} \) we can consider the Lie group \( \text{GGL}(\mathbf{d}) \) of graded isomorphisms of \( \mathbb{R}^d \), i.e. diffeomorphisms of \( \mathbb{R}^d \) of the form

\[
y^a_w = y^a_w T_b^a(x) + \sum_{w_1 + \cdots + w_n = w} \frac{1}{n!} y^{b_1}_{w_1} \cdots y^{b_{n}}_{w_n} T_{b_{n-1}} T_{b} (x).
\]

The group \( \text{GGL}(\mathbf{d}) \) acts tautologically on \( \mathbb{R}^d \). The proof of the following is completely parallel to that for the case of a vector bundle.

**Theorem 2.6.** Any graded bundle \( F \) of rank \( \mathbf{d} \) is a bundle associated with a principal bundle \( P \to M \) of the Lie group \( \text{GGL}(\mathbf{d}) \). The principal bundle \( P \) is the frame bundle of \( F \), i.e. the bundle of graded isomorphisms of the fibers of \( F \to M \) with \( \mathbb{R}^d \).

Importantly, a graded bundle of degree \( k \) admits a sequence of surjections

\[
F = F_k \xrightarrow{\tau_k} F_{k-1} \xrightarrow{\tau_{k-1}} \cdots \xrightarrow{\tau_2} F_2 \xrightarrow{\tau_2} F_1 \xrightarrow{\tau_1} F_0 = M,
\]

where \( F_1 \) itself is a graded bundle over \( M \) of degree \( l \) obtained from the atlas of \( F_k \) by removing all coordinates of degree greater than \( l \) (see the next paragraph).

Note that \( F_1 \to M \) is a linear fibration and the other fibrations \( F_l \to F_{l-1} \) are affine fibrations in the sense that the changes of local coordinates for the fibres are linear plus an additional additive terms of appropriate weight. The model fibres here are \( \mathbb{R}^n \).

A homogeneity structure is said to be regular if

\[
\frac{d}{dt} \bigg|_{t=0} h_t(p) = 0 \quad \Rightarrow \quad p = h_0(p),
\]

for all points \( p \in F \). Moreover, if homogeneity structure is regular then the graded bundle is of degree 1 and we have a vector bundle structure. The converse is also true and so \( \tau_1 : F_1 \to M \) is a vector bundle. It is an amazing fact that all the structure of a vector bundle can be encoded in a regular homogeneity structure, (see [8]).

**Example 2.7.** The principal canonical example of a graded bundle is the higher tangent bundle \( T^k M \); i.e. the \( k \)-th jets (at zero) of curves \( \gamma : \mathbb{R} \to M \).

Morphisms between graded bundles necessarily preserve the weight. In other words morphisms relate the respective homogeneity structures, or equivalently morphisms relate the respective weight vector fields. Evidently, morphisms of graded bundles can be composed as standard maps between smooth manifolds and so we obtain the category of graded bundles, which we denote as \( \text{GrB} \). The full subcategory of graded bundles of a given minimal degree \( k \in \mathbb{N} \) will be denoted as \( \text{GrB}[k] \).
2.3 Filtered polynomial algebras

Recall that a (real) graded polynomial algebra is understood as an algebra isomorphic to the polynomial algebra $A(R^d)$ with the $\mathbb{N}$-gradation induced from the homogeneity structure of $R^d$. Such algebras can be also characterised as commutative real algebras $A$ freely generated by a finite set of generators (indeterminants) \{${X^I}_w$\}, where $I$ is a (multi-)index and $w \in \mathbb{N} \setminus \{0\}$ is a label that describes the weight:

$$w({X^I}_w) = w.$$

We will refer to these generators (indeterminants) as homogeneous (or weighted) generators. The weight of a homogeneous monomial is simply the sum of the weight of the indeterminants that make up the monomial and the concept of a homogeneous polynomial is clear. The algebra $A$ is therefore canonically graded, $A = \bigoplus_{i=0}^{\infty} A^i$.

Remark 2.8. One could of course consider the homogeneous indeterminants to be supercommutative by assigning them some independent Grassmann parity. For simplicity and applications in mind we consider only strictly commutative indeterminants.

Definition 2.9. A weighted polynomial in the indeterminants \{${X^I}_w$\} is a finite sum of monomials in the said weighted indeterminants. The degree of a weighted polynomial is the maximal weight of the monomials (with non-zero coefficients) that make up the weighted polynomial.

Any polynomial $P \in A$ is then of the form

$$P = \sum_{n \in \mathbb{N}} \frac{1}{n!} X^{I_1}_{w_1}X^{I_2}_{w_2} \cdots X^{I_n}_{w_n} P_{I_n \cdots I_2 I_1},$$

where the coefficients are taken to be symmetric, i.e.,

$$P_{I_n \cdots I_2 I_1 L M \cdots I_2 I_1} = P_{I_n \cdots I_2 I_1 L M \cdots I_2 I_1} \in \mathbb{R}.$$

The degree of any weighted polynomial is given by

$$\text{deg}(P) = \max(w_1 + w_2 + \cdots + w_n) \in \mathbb{N},$$

over all the non-zero monomials that make up the polynomial.

Example 2.10. Consider the weighted indeterminants \{${X_1}, {X_2}$\} of degree 1 and 2, respectively. The monomial $X_1X_2$ is of weight 3, while the monomial $X_1X_2X_1 = X_2X_1X_2$ is of weight 4, so that the polynomial $X_1X_2 + X_1X_2$ is of degree 4.

In the obvious way the (weighted) degree of a polynomial defines an $\mathbb{N}$-filtration in the algebra of polynomials given by

$$\{0\} \subset A_0 \subset A_1 \subset A_2 \subset \cdots \subset A,$$

where the filtration is given by the degree of the weighted polynomials. That is we have

$$A = \bigcup_{n \in \mathbb{N}} A_n,$$

where $A_n$ is the subspace of $A$ spanned by polynomials of degree $\leq n$,

$$A_n = \bigoplus_{i=0}^{n} A^i,$$

and

$$A_n \cdot A_m \subset A_{n+m}.$$

Any graded polynomial algebra is therefore canonically filtered. Moreover, this filtration is connected, i.e., the part $A_0$ is $\mathbb{R}$. The pair consisting of the polynomial algebra with this filtration will be called a filtered polynomial algebra. Note that any filtration defines the graded algebra

$$\text{Gr}(A) = \bigoplus_{i=0}^{\infty} A_{i+1}/A_i$$

and it is clear that that the graded algebra associated with the filtration on a graded polynomial algebra $A$ is isomorphic as a graded algebra (this isomorphism depends on the choice of homogeneous generators) with $A$. Actually we have the following (cf. [7]).
Proposition 2.11. Any connected \( \mathbb{N} \)-filtration \( \{A_i\}_{i \in \mathbb{N}} \) in a polynomial algebra \( A = \mathbb{R}[z^1, \ldots, z^N] \) gives a filtered algebra isomorphic to \( \mathcal{A}(\mathbb{R}^d) \) for some \( d = (d_1, d_2, \ldots, d_r) \).

Proof. The proof is completely parallel to that of [7, Proposition 1]: we successively construct homogeneous generators adding at the \((i+1)\)-th step a basis of \( A_{i+1}/(A_{i+1} \cap \langle A_i \rangle) \), where \( \langle A_i \rangle \) is the subalgebra generated by \( A_i \). In particular,
\[
d_{i+1} = \dim (A_{i+1}/(A_{i+1} \cap \langle A_i \rangle)).
\]

\( \square \)

3 Filtered Bundles

3.1 The definition of a filtered bundle

Heuristically, we think of a filtered bundle as a graded bundle for which we have now weakened the admissible coordinate transformations to no longer preserve the weight exactly, but instead we can include polynomial terms that are of lower order in weight.

Definition 3.1. A filtered bundle \( \pi : \mathcal{F} \longrightarrow M \), is polynomial bundle for which the adapted fibre coordinates are assigned non-zero weights in \( \mathbb{N} \), the base coordinates are assigned weight zero, and the admissible changes of coordinates respect the degree as weighted polynomials. The degree \( k \) of a filtered bundle is the maximum weight of the coordinates, and the rank of a filtered bundle of degree \( k \) is a sequence \( d = (d_1, \ldots, d_k) \), where \( d_i \) is the number of coordinates of degree \( i \).

In clearer terms, this means that on any filtered bundle \( \mathcal{F} \) one has adapted local coordinates
\[
\left( \begin{array}{c}
0 \\
X_w^I
\end{array} \right),
\]
where \((1 < w \leq k)\) and the admissible changes of local coordinates are graded affine
\[
x^a' = x^a(x), \quad X_w^I' = \sum_{w_1 + \cdots + w_n \leq w} \frac{1}{n!} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} T_{J_n \cdots J_2} T_{J_1}(x). \quad (3.1)
\]
Note that the transformation laws are almost identical to that of a graded bundle (2.2), except that we now include terms that are not homogeneous in weight but of lower order. As the transformation law are invertible, the matrix in the above describing the linear term is invertible. This allows us to define the polynomial function algebra \( \mathcal{A}(\mathcal{F}) \) as the algebra of smooth functions on \( \mathcal{F} \) that are polynomial in the coordinates \( X_w^I \). It is important to note that this algebra is canonically filtered, \( \mathcal{A}(\mathcal{F}) = \cup_i \mathcal{A}_i(\mathcal{F}) \).

Remark 3.2. It is clear directly from the definition that filtered bundle of rank \( d \) is a bundle associated with a principal bundle with the structure group \( \text{FGL}(\mathbb{R}^d) \) of filtered automorphisms of \( \mathbb{R}^d \), i.e. the group of diffeomorphisms of \( \mathbb{R}^d \) of the form
\[
X_w^I' = \sum_{w_1 + \cdots + w_n \leq w} \frac{1}{n!} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} T_{J_n \cdots J_2} T_{J_1}. \quad (3.2)
\]

Remark 3.3. In other words, we have an \( \mathbb{N} \)-filtration in the structure sheaf corresponding to a fibration of filtered polynomial algebras (filtered polynomial algebra bundle). This fibration is locally trivial, i.e. it is of the form \( U \times \mathcal{A}(\mathbb{R}^d) \) for some \( d \), and the transition functions in our atlas are of the form \( \mathcal{A}(\mathcal{F}) \), i.e. consist of automorphisms of filtered polynomial algebras. The space of sections of this bundle gives exactly polynomial function algebra \( \mathcal{A}(\mathcal{F}) \).

Remark 3.4. We use the nomenclature filtered bundle to be consistent with the notion of a graded bundle. In particular, we insist that (collectively) the non-zero weight coordinates can take all ‘values’ in \( \mathbb{R}^p \) and not just in some subset thereof. The underlying structure of a polynomial bundle is vital in our definition of a filtered bundle, as it is for the definition of a graded bundle. If we do not insist that the collective fiber coordinates fill the whole of \( \mathbb{R}^p \), then we work with a more general geometric object which we can call a filtered manifold. Note that Morimoto [10] has defined a notion of a filtered manifold as a manifold with a particular filtration of distributions (i.e., substructures of the tangent bundle), such a notion is distinct from ours. The notion presented here should not be confused with the notion of a filtered vector bundle.
Example 3.5. All graded bundles—specifically vector bundles and higher tangent bundles—are examples of filtered bundles.

Example 3.6. Affine bundles $\pi : A \to M$ admit adapted coordinates $(x^\alpha, X^\alpha)$ and the admissible changes of fibre coordinates are of the form

$$X^\alpha' = X^\beta T^\alpha_\beta (x) + T^\alpha (x).$$

Thus, if we assign weight zero to the base coordinates and weight on $e$ to the fibre coordinates we clearly have a filtered bundle of degree one.

Example 3.7. The fundamental example is that of a jet manifold of sections of a fibre bundle. Let $\pi : E \to M$ be a fibre bundle in the category of smooth manifolds. Then the $k$-th jet manifold of sections $J^kE$ is naturally a filtered bundle. A little more specifically, let $J^k_*E$ denote the set of equivalence classes of sections of $E$ that at $x \in M$ are in contact to order $k$. That is, elements of this set are sections of $E$ for which all the partial derivatives up to and including order $k$ all agree at the point $x$ (see for example [12] pages 124-125 for details). We then define

$$J^kE := \bigcup_{x \in M} J^k_*E.$$ 

The filtered bundle structure is best described using natural local coordinates, and it is well known that the admissible changes of coordinates are of the form (3.1). For clarity, let us initially restrict attention to first jets. If we equip $E$ with adapted coordinates $(x^\alpha, y^\alpha, z^\beta, w^\gamma_{cd})$, then the first jet $J^1E$ comes with naturally inherited coordinates $(x^\alpha, y^\alpha, z^\beta)$. The coordinate transformations here are

$$x'^\alpha = x'^\alpha (x), \quad y'^\alpha = y'^\alpha (x, y), \quad z'^\alpha = \left( \frac{\partial x^b}{\partial x^c} \right) \left( \frac{\partial}{\partial x^b} + z^\beta \frac{\partial}{\partial y^\beta} \right) y'^\alpha (x, y).$$

Clearly these transformation laws are filtered if we make the assignment of weight

$$\left( \begin{array}{c} x \\ 0 \\ y \\ 0 \\ z \end{array} \right).$$

The second order jet bundle $J^2E$ similarly comes equipped with natural local coordinates $(x^\alpha, y^\alpha, z^\beta, w^\gamma_{cd})$, where the transformation for the coordinates $w$ is

$$w'^{\alpha'}_{\alpha'} = \left( \frac{\partial x^c}{\partial x^\alpha} \right) \left( \frac{\partial}{\partial x^c} + z^\beta \frac{\partial}{\partial y^\beta} + w^\gamma_{cd} \frac{\partial}{\partial z^\gamma_{cd}} \right) w^{\alpha'} (x, y, z).$$

To make the filtered structure clear, we can symbolically write the transformation laws for $z$ and $w$ as

$$z' = z \frac{\partial y'}{\partial y} + \frac{\partial y'}{\partial x},$$

$$w' = w \frac{\partial y'}{\partial y} + z \frac{\partial^2 y'}{\partial y \partial y} + z \frac{\partial^2 y'}{\partial x \partial y} + \frac{\partial^2 y'}{\partial x \partial x},$$

by suppressing indices and forgetting $x'$. It is then clear that we do indeed have a filtered bundle structure by assigning $w^\gamma_{cd}$ weight 2. Similar considerations show that any $J^kE$ comes with the natural structure of a filtered bundle.

Remark 3.8. One has to stress that the jet bundle $J^kE$ as a filtered bundle is the bundle over $E$. In the theory of jet bundles, in the connection with iterated jets, the jet bundle $J^kE$ is considered also as a bundle over $M$. Of course it leads to different understanding of iterated bundles $J^k(J^rE)$. In this paper we will consequently understand $J^kE$ as a bundle over $E$. Of course one take into account the additional structure of fibration $E \to M$ and consider filtered bundles over fibered manifolds but it is outside of the scope of this paper.

Example 3.9. Let us consider a general filtered bundle of degree 2, which we will denote as $F_{[2]}$. We can employ local coordinates

$$\left( \begin{array}{c} x^\alpha \\ Y^\alpha \\ Z^\alpha \\ Z^\alpha \end{array} \right),$$

and the admissible changes of fibre coordinates are of the form

$$Y'^\alpha = Y^\beta T^\alpha_\beta (x) + T'^\alpha (x), \quad Z'^\alpha = Z^\beta T^\alpha_\beta (x) + \frac{1}{2!} Y^\alpha Y^\beta T^\alpha_\beta (x) + Y^\alpha T^\alpha (x) + T'^\alpha (x).$$
Because we are dealing with ‘filtered’ changes of coordinates rather than ‘graded’ changes of coordinates it is clear that we cannot encode the structure of a filtered bundle in a smooth action of the monoid of reals: a homogeneity structure in the language of \([6, 8, 9]\). This seems to be an obstacle to a clear global understanding of a filtered bundle.

Directly from the admissible changes of coordinates we see that for any filtered bundle of degree \(k\) we have, like in the case of a graded bundle, a tower of affine fibrations

\[
F := \mathcal{F}_k \rightarrow \mathcal{F}_{k-1} \rightarrow \cdots \rightarrow \mathcal{F}_1 \rightarrow \mathcal{F}_0 := M. \tag{3.3}
\]

In particular, we have an affine bundle \(\tau_0^1 : \mathcal{F}_1 \rightarrow M\).

The weighted polynomial algebra \(A(F)\) has a module structure over \(C^\infty(M)\). Let us denote by \(A_l(F)\) the subalgebra of \(A(F)\) locally generated by monomials of weight \(\leq l\). Then we have the filtration of algebras

\[
C^\infty(M) = A_0(F) \subset A_1(F) \subset \cdots \subset A_k(F) = A(F),
\]
dual to the tower \([3, 9]\).

**Example 3.10.** Continuing Example [3, 7] it is well known that associated with any jet manifold \(J^kE\) of sections of a fibre bundle \(\pi : E \rightarrow M\), there is a tower of affine fibrations given by reducing the order of contact of the sections

\[
J^kE \rightarrow J^{k-1}E \rightarrow J^{k-2}E \rightarrow \cdots \rightarrow J^1E \rightarrow J^0E := M.
\]

An important observation is the following.

**Theorem 3.11.** The vector bundle models of the affine fibrations \(v(\mathcal{F}_{\{i\}}) \rightarrow \mathcal{F}_{\{i-1\}}\) are not arbitrary vector bundles over \(\mathcal{F}_{\{i-1\}}\), but are pull-back bundles of certain vector bundles \(\sigma_i : V_i \rightarrow M\), \(i = 1, \ldots, k\).

\[
v(\mathcal{F}_{\{i\}}) = (\tau_0^1)^*(V_i). \tag{3.4}
\]

**Proof.** The transition functions in the vector bundle \(v(\mathcal{F}_{\{i\}})\) are linear parts of the transition functions \([3, 1]\), thus

\[
X^I_w = X^I_w T^I_w(x).
\]

This means that we can identify all linear fibers over a fiber of \(\tau_0^1 : \mathcal{F}_{\{i\}} \rightarrow M\) over \(x \in M\) as \(V_i(x)\) and view the vector bundle \(v(\mathcal{F}_{\{i\}})\) as the pull-back bundle of \(V_i\).

\[\square\]

### 3.2 The category of filtered bundles

A morphism between filtered bundles is a morphisms of polynomial bundles that respects the weight of (generally locally non-homogeneous) polynomials. Let us employ local coordinates \((x^\alpha, X^I_w)\) and \((y^\alpha, Y^I_w)\) on \(\mathcal{F}_{\{k\}}\) and \(G_{\{l\}}\) respectively, then a morphism

\[
\phi : \mathcal{F}_{\{k\}} \rightarrow G_{\{l\}},
\]

is locally of the form

\[
\phi \circ Y^I_w = \phi \circ (x^\alpha), \quad \phi \circ Y^I_w = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{n!} X^I_{w_1} X^I_{w_2} \cdots X^I_{w_n} \phi_{I_{w_1} \cdots I_{w_n}}(x). \tag{3.5}
\]

Evidently filtered bundles and their morphisms form a category, where the morphisms are composed as smooth maps between manifolds. We will denote this category as \(\text{FilB}\). If we wish to restrict attention to filtered bundles of some given fixed degree, say \(k\), then we write \(\text{FilB}[k]\) for the obvious full subcategory.

The category of filtered bundles has some interesting subcategories.

1. Affine bundles form a full subcategory of \(\text{FilB}\) – moreover we have an equivalence of categories between \(\text{FilB}[1]\) and the category of affine bundles \(\text{AffB}\).

2. Graded bundles form a subcategory, but not a full subcategory of \(\text{FilB}\) – local homogeneity is exactly preserved.

3. Jet bundles form a subcategory, but not a full subcategory of \(\text{FilB}\).

**Proposition 3.12.** Each projection in the tower \([3, 4]\) is a morphism of filtered bundles, and thus, any composition of the projections is a morphism in the category of filtered bundles.

**Proof.** This follows directly from the local description of filtered bundles. \(\square\)
3.3 Duality

We have already recognised (see Remark 3.3) filtered polynomial algebra bundles as associated with filtered bundles. Of course, they are infinite-dimensional objects but a corresponding differential geometry can be easily developed and we can view them as objects dual to filtered bundles, exactly like bundles of graded polynomial algebras are regarded as objects dual to graded bundles (see [7]). In other words, the object $F^*$ dual to a filtered bundle $F$ is the filtered polynomial algebra $\text{Hom}_{f-alg}(F, \mathbb{A})$ bundle whose fibers are filtered morphisms $F_x \to \mathbb{A}$, where $\mathbb{A} = \mathbb{A}(\mathbb{R}) = \mathbb{R}[\epsilon]$ is the filtered algebra of polynomials on $\mathbb{R}$. Note that here we view $\mathbb{A}$ as a merely filtered space.

As the whole duality theory is completely parallel to that in the case of graded bundles (see [7]), we skip the details here. Let us only mention that the original filtered bundle $F$ can be reconstructed from the filtered polynomial algebra bundle $\mathbb{F} = F^*$ as the manifold $\text{Hom}_{f-alg}(\mathbb{F}, \mathbb{A})$ of filtered algebra homomorphisms $F_x \to \mathbb{A}$. The space of such homomorphisms for $\mathbb{F} = F^*$ just consists of evaluations at points of $F$ and carries canonically a structure of a filtered bundle. Here we view $\mathbb{A}$ as a filtered (polynomial) associative algebra. In other words the duality comes from morphisms into $\mathbb{A}$, but $\mathbb{A}$ is for the passage $F \to F^*$ viewed as a pure filtered space, and for the passage $F^* \to F$ as a filtered algebra. The proof of the following is completely parallel to that for [7, Theorem 2].

**Theorem 3.13.** The associations $F \to \text{Hom}_{f}(F, \mathbb{A})$ and $\mathbb{F} \to \text{Hom}_{f-alg}(\mathbb{F}, \mathbb{A})$ induce associations of the corresponding morphisms an establish an equivalence between the categories of filtered bundles and the category of filtered polynomial algebra bundles.

3.4 Bachelor– Gawędzki like-theorems

**Proposition 3.14.** There exists a canonical functor from the category of filtered bundles to the category of graded bundles which takes a filtered bundle $F$ of degree $k$ and produces a graded bundle $\text{Gr}(F)$ of degree $k$, which isomorphic to $F$ as a merely filtered bundle.

**Proof.** We will prove the existence of such a functor by explicit construction. The idea is that from an atlas of filtered bundle of degree $k$ we an associate an atlas of a graded bundle of degree $k$ by dropping the inhomogeneous pieces of the transition functions. On $F_{(k)}$ we employ natural local coordinates $(x^a, X^I_w)$ together with the fibre transformation law

$$X^I_w' = \sum_{w_1 + \cdots + w_n = w} \frac{1}{n!} X^{J_1}_{w_1} X^{J_2}_{w_2} \cdots X^{J_n}_{w_n} T_{J_1 \cdots J_n} (x).$$

We then define the associated graded bundle, $F_k$ say, by defining local coordinates $(x^a, y^I_w)$ together with the fibre transformation law

$$y^I_w = \sum_{w_1 + \cdots + w_n = w} \frac{1}{n!} y^{I_1}_{w_1} y^{I_2}_{w_2} \cdots y^{I_n}_{w_n} T_{I_1 \cdots I_n} (x). \tag{3.6}$$

The only thing that one has to verify is that the cocycle condition remains true. However, this follows directly as the composition of graded affine transformations is again a graded affine transformation, and moreover any condition on such transformations can be examined order-by-order in weight (this is tightly related to the fact that we have a very particular tower of affine fibrations). Importantly, the lower order inhomogeneous terms in the transformation laws do not effect the cocycle condition for the homogeneous terms – this can easily be seen as terms of a given weight cannot be sent to terms of a higher weight under graded affine transformations. This means that disregarding the inhomogeneous terms in the transformations laws does not effect the cocycle condition for the remaining homogeneous terms.

In this way we build a graded bundle atlas for $F_k$, which is still a species of polynomial bundle. As a matter of formality, we will denote the association of a graded bundle with a filtered bundle as

$$\text{Gr}(F_{(k)}) = F_k.$$

Consider a morphism $\phi : F_{(k)} \to G_{(l)}$ between filtered bundles (not necessarily of the same degree). We then define $\text{Gr}(\phi)$ in terms of local coordinates by once again dropping the inhomogeneous pieces, see 3.3. It is now a simple matter to see that the functorial properties are respected:

- Clearly $\text{Gr}(1_F) = 1_{\text{Gr}(F)}$, and so identities are respected.
\begin{itemize}
  \item $\text{Gr}(\psi \circ \phi) = \text{Gr}(\psi) \circ \text{Gr}(\phi)$, where $\psi : \mathcal{G} \to \mathcal{H}$, follows from the fact that in local coordinates morphisms are polynomials in the fibred coordinates and respect the degree.
\end{itemize}

Thus, we obtain a functor $\text{Gr} : \text{FilB} \to \text{GrB}$, which can be restricted to the subcategories of filtered bundles and graded bundles both of degree $k \in \mathbb{N}$.

To show that $\text{Gr}(\mathcal{F}_{(k)})$ is isomorphic with $\mathcal{F}_{(k)}$ as a filtered bundle, we will show that we can find local coordinates $(x^a, y^b_k)$ on $\mathcal{F}_{(k)}$ which transform as in \eqref{2}. We can do it passing to the graded algebra $\text{Gr}(\mathcal{A}(\mathcal{F}_{(k)}))$ associated canonically with the filtered algebra $\mathcal{A}(\mathcal{F}_{(k)})$. Let us recall that the graded associative algebra associated with the filtration $\mathcal{A} = \bigcup_i \mathcal{A}_i$ is the graded space

$$\text{Gr}(\mathcal{A}) = \mathcal{A}_0 \oplus \bigoplus_i (\mathcal{A}_{i+1}/\mathcal{A}_i)$$

with the obvious induced associative algebra structure. In our situation, the space $\mathcal{A}_{i+1}/\mathcal{A}_i$ is the space of sections of a finite-dimensional vector bundle and the canonical map $\mathcal{A} \to \text{Gr}(\mathcal{A})$ is an isomorphism of filtered algebras. It is easy to see that $\text{Gr}(\mathcal{A}(\mathcal{F}_{(k)}))$ is the polynomial algebra of functions on $\text{Gr}(\mathcal{F}_{(k)})$, so in every coordinate chart of $\mathcal{F}_{(k)}$ we can choose homogeneous coordinates which, according to $\mathcal{A} \simeq \text{Gr}(\mathcal{A})$ correspond to global homogeneous functions on $\text{Gr}(\mathcal{F}_{(k)})$.

\begin{remark}
The association $\mathcal{F}_{(k)} \to \text{Gr}(\mathcal{F}_{(k)})$ of a graded bundle with a filtered bundle is unambiguous in the sense that the functor described above is canonical. What is non-canonical is the isomorphism $\mathcal{F}_{(k)} \simeq \text{Gr}(\mathcal{F}_{(k)})$ which depends on the choice of ‘homogeneous coordinates’.

It is important to note that the canonical functor $\text{Gr}$ does not give an equivalence of categories, simply because it is not faithful. That is, as we drop parts of the initial transformation laws for the local coordinates on the filtered bundle, there is no way to recover them from the associated graded bundle. Namely, it is clear that we could have $\text{Gr}(\phi) = \text{Gr}(\psi)$ for morphisms $\phi, \psi : \mathcal{F}_{(k)} \to \mathcal{F}_{(k)}$ which are different. It is enough that they have the same ‘highest order’ terms.

\begin{example}
Consider an automorphism $\phi \neq Id$ of the filtered bundle $\mathbb{R}^{(1,1)}$ with coordinates $y, z$ of degree, respectively, 1 and 2:

$$\phi(y, z) = (y, z + y).$$

It is clear that $\text{Gr}(\phi) = Id$.

In fact the existence of a canonical functor provides a partial Bachelor–Gawędzki like-theorem. We have found coordinates on a graded bundle associated with coordinates on a filtered bundle and a diffeomorphism between the two bundles – the diffeomorphism in these special coordinates is simply the identity. That is, we can make the direct identification ‘$X = y$’ and understand the filtered bundle and graded bundle to be the same as manifolds. Thus we have the following theorem.

\begin{theorem}[Partial Bachelor–Gawędzki like-theorem]
Any filtered bundle of degree $k$ is isomorphic, but non-canonically, to a graded bundle of degree $k$.
\end{theorem}

As any filtered bundle is isomorphic to a graded bundle and, in turn, any graded bundle is isomorphic to a graded vector bundle (a Whitney sum of vector bundles), i.e., a split graded bundle \cite{2}, we have the following theorem.

\begin{theorem}[Bachelor–Gawędzki like-theorem]
Any filtered bundle is non-canonically isomorphic to a split graded bundle.
\end{theorem}

\begin{example}
Sometimes a filtered bundle is canonically partially split, that is we have a canonical graded bundle structure. For example, consider the manifold $J^0_t(\mathbb{R}^p, M)$, elements of which are known as $(p, 2)$-velocities. One can uncover the filtered structure here by considering local coordinates that are inherited from local coordinates on $M$. Thus, it is natural to consider coordinates $(x^{a, b}_\mu, x^{c}_{\nu \lambda}, x^{d}_{\mu \lambda})$, where $\mu \in [1, p]$, $\nu = \lambda$, and $\nu + \lambda$. The admissible changes of local coordinates are of the form

$$x^{a'}_\mu = x^{a''}_\mu(x),$$

$$x^{b'}_{\nu \lambda} = x^{b'}_{\nu \lambda} + 2! x^{b'}_{\nu \lambda} x^{d}_{\nu \lambda} \left( \frac{\partial^2 x^{d}}{\partial x^{a} \partial x^{b}} \right),$$

Thus we can now treat $\mu \in [1, p]$ as the label defining the weight. That is, we assign weight zero to $x^a$, $\mu$ to $x^b_\mu$ and $\nu + \lambda$ to $x^{b'}_{\nu \lambda}$. With this assignment of weight we obtain a graded bundle of degree $2p$. Almost identical considerations show that $J^0_t(\mathbb{R}^p, M)$ is a graded bundle of degree $kp$, and in particular $T^*M := J^0_t(\mathbb{R}, M)$ is canonically a graded bundle of degree $k$.

\end{example}
3.5 Towers of affine bundles vs filtered bundles

**Definition 3.20.** A tower of fibre bundles of height \( k \)

\[
B := B_k \xrightarrow{\tau_k} B_{k-1} \xrightarrow{\tau_{k-1}} \cdots \xrightarrow{\tau_2} B_2 \xrightarrow{\tau_1} B_1 \xrightarrow{\tau_1} B_0 =: M ,
\]

is said to be an *affine tower* of height \( k \) if each level \( B_i \xrightarrow{\tau_i} B_{i-1} \) is an affine bundle.

**Example 3.21.** An affine tower of height zero is just a manifold \( B_0 =: M \).

**Example 3.22.** An affine tower of height 1, \( \tau_1 : B_1 \rightarrow M \) is just a ‘standard’ affine bundle over \( M \). Thus we make the identification \( B_1 \cong F_{(1)} \) via the obvious assignment of weight to the fibre coordinates.

**Example 3.23.** A filtered bundle of degree \( k \) leads to an affine tower of height \( k \); see (3.3).

Clearly, a typical affine tower does not come from a filtered bundle.

**Definition 3.24.** An affine tower of height \( k \) is said to be a *filterable tower* if it is isomorphic to a tower of a filtered bundle, i.e., there exists a bundle isomorphism \( \varphi : B_k \rightarrow F_{(k)} \) (over the same base \( B_0 \cong F_{(0)} := M \) commuting with all the projections \( \tau_i \) in the towers).

Note that we do not expect any such isomorphism to be unique nor in any way canonical.

It is completely clear that an affine tower is filterable if and only if it admits a *filtered atlas*, i.e., an atlas with local coordinates constructed from coordinates in \( M \) and affine coordinates \( y \) in the fibers of \( \tau_w : B_w \rightarrow B_{w-1} \), viewed as coordinates of degree \( w \), such that the transition functions are weighted polynomials respecting the degree in the sense that coordinates of degree \( \leq i \) can be written as polynomials of weight \( \leq i \) with respect to the other set of coordinates.

**Example 3.25.** A general affine tower of height 2, \( B_2 \rightarrow B_1 \rightarrow M \) admits adapted local affine coordinates \( (x^\alpha, y^\beta, z^\gamma) \) and the admissible changes of coordinates are of the form

\[
x^\alpha' = x^\alpha(x), \quad y^\beta' = y^\beta T^\beta_\gamma(x) + T^\beta(x), \quad z^\gamma' = z^\gamma T^\gamma_\alpha(x, y) + T^\gamma(x, y).
\]

Note that we have no further conditions on the coordinate transformations in general – by comparison with (3.3) we see that these structures are more general than filtered bundles (also see (3.3)). We can find a filtered atlas for the tower if we can choose coordinates so that \( T^\alpha_\beta \) depends only on \( x \) and \( T^\alpha(x, y) \) is of degree \( \leq 2 \), i.e. a quadratic polynomial with respect to \( y \).

The question of how to recognise a filterable tower, which is an important step with identifying jet bundles, can be addressed *inductively* level-by-level. At the first level there is nothing much to do. We have a standard affine bundle \( B_1 = F_{(1)} \) and so by definition we are given an atlas consisting of charts adapted to the fibre bundle structure that consist of coordinates \( (x^\alpha, X^i_1) \), such that the admissible changes of coordinates are of the form

\[
x^\alpha' = x^\alpha(x), \quad X^i_1' = X^i_1 T^i_j(x) + T^i_j(x).
\]

Thus, we can canonically assign a weight of zero to the base coordinates \( x \) and one to the affine fibre coordinates \( X_1 \). The important observation is that within the space of functions on \( B_1 = F_{(1)} \), due to the existence of the privileged charts, there are the functions that are weighted polynomials with respect to the weight of the fibre coordinates (see Definition 2.9).

Now consider the second level \( B_2 \rightarrow F_{(2)} \), which by assumption is an affine bundle. Then \( B_2 \simeq F_{(2)} \) if and only if there exists an atlas of \( B_2 \) consisting of charts adapted to the fibre bundle structure that consist of coordinates \( (x^\alpha, X^i_1, X^2_1) \), such that the admissible changes of coordinates are as above, together with

\[
X^i_1' = X^i_1 T^i_m(x, X_1) + T^i_m(x, X_1),
\]

such that:

1. \( T^i_m(x, X_1) = T^i_m(x) \), i.e. we have *degree zero* weighted polynomials with respect to the weight of \( X_1 \);

2. \( T^i_m(x, X_1) \) are *degree two* weighted polynomials with respect to the weight of \( X_1 \).
We thus naturally assign a weight of two to the coordinates $X_2$ and obtain a filtered bundle.

The situation for the third level is clear. The essential step is that we now have a well-defined notion of weighted polynomials on $B_2 \simeq F_{[2]}$ and so can make sense of weighted polynomials of any integer degree, specifically zero and three. That is, on the affine bundle $B_3 \to F_{[2]}$, we require the existence of local coordinates such that the non-linear term in the affine changes of coordinates are weighted polynomials of degree 3. Then naturally we can assign a weight of 3 to the respective fibre coordinates, and so we can make the identification $B_3 \simeq F_{[3]}$. And then we continue this process until we reach the top level. This then reduces the question to the study of an affine bundle over a filtered bundle and the existence of a ‘reduced’ or ‘refined’ atlas compatible with the lower filtered structure.

**Theorem 3.26.** A tower of affine fibrations $[3,7]$ is filterable if and only if, for $i = 2, \ldots, k$, the model vector bundle $\psi_i : V_i \to B_{i-1}$ of the model fibre of the affine bundle $\tau_i : B_i \to B_{i-1}$ is the pull-back bundle $(\tau_{i-1})^* V_{i-1}$ of a certain vector bundle $V_{i-1} \to B_{i-1}$ for all $i = 2, \ldots, k$. Here, $\tau_{i-1} : B_{i-1} \to B_0 = M$ is the canonical projection of $B_{i-1}$ onto $M$.

**Proof.** This is a necessary condition according to Theorem 5.11. As for sufficiency we can proceed inductively, choosing a section of the affine bundle $\tau_i : B_i \to B_{i-1}$ (which always exists as the fibres are contractible), we can identify $B_i$ with the fibres of $\tau_i$. The transition functions in fibers of $\tau_i : B_i \to B_{i-1}$ are the linear parts of the affine transition functions in fibers of $\tau_i : B_i \to B_{i-1}$, so the tower is filterable if we can choose the coefficients of these linear transformations depending only on $x \in B_{i-1}$. This mean exactly that the identification of affine fibers determined by the coordinate system survives along fibers of the projection $B_{i-1} \to M$ under the changes of coordinates.

In other words, the vector bundle $\psi_i : V_i \to B_{i-1}$ must be the pull-back along the projection $B_{i-1} \to M$ of a vector bundle $V_i$ over $M$.

**Theorem 3.27.** A filterable tower of affine fibrations determines the filtered bundle up to an isomorphism.

**Proof.** According to our version of Bachelor–Gawędzki’s theorem 5.18 any filtered bundle associated with a filterable tower of affine fibrations is isomorphic to a graded vector bundle $V \oplus_M \cdots \oplus_M V_k$ for some vector bundles $V_i$ over $M$. The proof of Theorem 5.20 shows that $V_i$ satisfies the condition

$$\psi_i : V_i \to B_{i-1} : (\tau_{i-1})^* V_i.$$ But this determines $V_i$ up to isomorphisms if only $B_i$ is given.

**Example 3.28.** It is well known that for smooth maps between two manifolds $M$ and $N$ that

$$\tau_k^{k-1} : J^k(M, N) \to J^{k-1}(M, N)$$

is an affine bundle whose model vector bundle is the pullback of $TN \otimes S^kT^*M$ over $J^{k-1}(M, N)$ (see [12, Proposition 12.11]). Thus, the tower of affine bundles

$$J^k(M, N) \to J^{k-1}(M, N) \to \cdots \to J^1(M, N) \to J^0(M, N) := N \times M,$$

is, via Theorem 5.24, filterable. In consequence, via Theorem 5.24, $J^k(M, N)$ is a filtered bundle. From Example 5.7, taking a trivial bundle we see that $J^1(M, N) \simeq TN \otimes T^*M$ and so we canonically have a vector bundle at the lowest level (this can of course be deduced in several different ways).

**Counter Example 3.29.** Let $M$ be an $m+n$ dimensional smooth manifold. Then for any $n$-dimensional submanifold $N \subset M$ we can define $|N|_k^k$ as the $k$-th jet of $N$ at $x \in M$. That is, we consider the set of $n$-dimensional submanifolds of $M$ that are in contact to order $k$ at $x$. This can be defined using local parametrisations $\psi : \mathbb{R}^n \to M$ of $N$ and $\psi' : \mathbb{R}^n \to N'$ such that $\psi(0) = \psi'(0)$, and then considering the jets of these maps at zero (see for example [12, page 124]). We then define the $k$-jet of submanifolds of $M$ as

$$J^k_M(M) := \bigcup_{x \in M} J^k_M(x),$$

where $J^k_M(x) := \{|N|_k^k \mid x \in M\}$. It is well known that there is a series of bundle structures here given by reducing the order of contact

$$\tau^k_n : J^k_n(M) \to J^m_n(M),$$
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for \( l < m \leq k \). Here we define \( J^0_n(M) := M \) as standard. In particular, we have affine fibre bundle structures
\[
\tau^l_{l-1} : J^l_n(M) \longrightarrow J^{l-1}_n(M),
\]
provided \( l > 1 \). The \( l = 1 \) case needs special attention,
\[
\tau^1_0 : J^1_n(M) \longrightarrow M.
\]
It is not too hard to see that the fibration \( \tau^1_0 \) is isomorphic to the Grassmann bundle of \( n \)-dimensional subspaces of \( T^1 M \). In particular, there is no affine structure of the fibration \( \tau^1_0 \). Thus, the tower of fibre bundles
\[
J^k_n(M) \xrightarrow{\tau^k_{k-1}} J^{k-1}_n(M) \xrightarrow{\tau^{k-1}_{k-2}} \cdots \xrightarrow{\tau^1_0} J^1_n(M) \xrightarrow{\tau^0_0} J^0_n(M) := M.
\]
is not a tower of affine fibrations and so \( J^0_n(M) \) is not canonically a filtered bundle.

### 4 Multiple structures and linearisation

#### 4.1 Filtered-linear bundles

**Definition 4.1.** A **filtered-linear bundle** is a vector bundle in the category of filtered bundles.

**Remark 4.2.** Via ‘categorical nonsense’ we know that we can reverse the definition and consider a monoid of reals \( (\mathbb{R}, \cdot) \) on a manifold (see [43] and [3] [9]). In this way we understand a filtered-linear bundle as a filtered bundle in the category of vector bundles.

The most economical way to define a vector bundle is in terms of a regular action of the multiplicative monoid of reals \( (\mathbb{R}, \cdot) \) on a manifold, that is we drop the regularity condition.

Thus, on any filtered-linear bundle we can find natural coordinates adapted to the structure
\[
\left( \frac{x^n}{(0,0)}, \frac{X^J}{(u,0)}, \frac{Y^\Sigma}{(u,1)} \right),
\]
\((0 \leq u \leq k)\) where we have denote the filtered degree and the natural weight as coordinates on a vector bundle, together with the transformation law for the linear coordinates
\[
Y^a_u = \sum_{w_0 + w_1 + \cdots + w_n \leq u} \frac{1}{n!} Y^\Sigma_{w_0} X^{J_1}_{w_1} X^{J_2}_{w_2} \cdots X^{J_n}_{w_n} T_{J_n} \cdots T_{J_1} Y^\Sigma (x).
\]

We take the coefficients to be symmetric in the \( J \)’s.

**Remark 4.3.** Filtered-graded bundles can similarly be defined as a filtered bundle equipped with a smooth action of the multiplicative monoid of reals that acts as morphisms of filtered bundles for all ‘time’ \( t \in \mathbb{R} \). This is quite consistent with the understanding of double vector bundles given in [3].

Given an arbitrary filtered bundle \( \mathcal{F}_{\{k\}} \) of degree \( k \) its tangent bundle \( T\mathcal{F}_{\{k\}} \) naturally inherits natural coordinates
\[
\left( \frac{x^n}{(0,0)}, \frac{X^J}{(u,0)}, \frac{\delta X^J}{(u,1)} \right),
\]
The transformation law of the fibre coordinates are
\[
\delta x^n = \delta x^b \frac{\partial x^n}{\partial x^b}; \tag{4.1}
\]
\[
\delta X^J_w = \sum_{w_0 + w_1 + \cdots + w_n \leq u} \frac{1}{(n-1)!} \delta X^{J_1}_{w_1} X^{J_2}_{w_2} \cdots X^{J_n}_{w_n} T_{J_n} \cdots T_{J_1} X^J (x);
\]
\[
+ \sum_{w_0 + w_1 + \cdots + w_n \leq u} \frac{1}{n!} X^{J_1}_{w_1} X^{J_2}_{w_2} \cdots X^{J_n}_{w_n} \delta x_a \frac{\partial}{\partial x^a} T_{J_n} \cdots T_{J_1} X^J (x).
\]

We will refer to the inherited filtered structure on the tangent bundle as the **tangent lift** of the filtered bundle. A simple observation based on the above transformation laws is the following.
Proposition 4.4. Given an arbitrary filtered bundle, $\mathcal{F}_{(k)}$ there exists a tower of fibre bundle structures

$$
\begin{array}{cccc}
\mathcal{T}\mathcal{F}_{(k)} & \mathcal{T}\mathcal{F}_{(k-1)} & \cdots & \mathcal{T}\mathcal{F}_{(1)} \\
\downarrow & \downarrow & \cdots & \downarrow \\
\mathcal{F}_{(k)} & \mathcal{F}_{(k-1)} & \cdots & \mathcal{F}_{(1)} \\
\end{array}
$$

where the horizontal arrows are filtered bundle structures and the vertical arrows are vector bundle structures.

Another simple observation based on the transformation laws (4.1) is the following.

Proposition 4.5. The tangent functor $\mathcal{T}$ and the canonical functor $\text{Gr}$ commute.

In simpler terms, we end up with the same filtered-linear bundle independently of the order in which we apply the tangent and canonical functor (up to natural isomorphisms).

Passing to the cotangent bundle we encounter a complication. As the ‘momentum’ associated with a given coordinate transform as derivatives, it is clear that the naturally inherited fibre coordinates on the cotangent bundle of a filtered bundle have negative weight. Thus we leave the category of filtered bundles. The solution to this problem is to consider the phase lift as first defined for graded bundles in [6]. Essentially the phase lift is a shift in the weight of the momenta by $+k$, assuming we have a filtered bundle of degree $k$. We will always use this phase shift when dealing with cotangent bundles of filtered and graded bundles. Thus on $\mathcal{T}^*\mathcal{F}_{(k)}$ we can employ natural coordinates

$$(x^a_W, X^I_w, Y^\Sigma_u, P^k_j, (k-w, 1)).$$

The transformation laws for the momenta can easily be derived and the readers can quickly convince themselves that we do indeed not leave the category of filtered bundles (upon ignoring the vector bundle structure).

There are several interesting substructures of the cotangent bundle of a filtered bundle. Of potential interest for Hamiltonian mechanics is the Mironian (see [15] for the classical case)

$$\tau: \mathcal{T}^*\mathcal{F}_{(k)} \rightarrow \text{Mi}(\mathcal{F}_{(k)}),$$

where we (locally) define the Mironian using local coordinates

$$(x^a, Y^\Sigma_u, P^k_j, (k-w, 1)).$$

Remark 4.7. While there is an analogous tower of fibre bundle structures associated the cotangent bundle of a filtered bundle, and indeed any filtered-linear bundle, the tower is not simply given by that of proposition (4.4) (or proposition (4.6)) upon the replacement $\mathcal{T} \mapsto \mathcal{T}^*$. 
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Another example of a filtered-linear bundle is provided by the dual of the vertical bundle $V^*\mathcal{F}_k$, which is not a substructure of $T^*\mathcal{F}_k$, but rather a quotient of it. Natural local coordinates on the dual vertical bundle are
\[
\left(\frac{x^a}{(0,0)}, \frac{X^I}{(w,0)}, \frac{\psi^{k-w+1}}{(k-w+1,1)}\right),
\]
and the admissible changes of linear coordinates can be deduced from the invariant pairing
\[
\delta X^I_w \psi^{k-w+1}.
\]
The assignment of the bi-weight is chosen, like in the case of the cotangent bundle, in order for us not to leave the category of filtered bundles.

**Example 4.8.** Let us consider $V^*\mathcal{F}_{\{2\}}$, which we endow with local coordinates
\[
\left(\frac{x^a}{(0,0)}, \frac{Y^\alpha}{(1,0)}, \frac{Z^I}{(2,0)}, \frac{\psi_j}{(2,1)}, \frac{\chi_i}{(1,1)}\right).
\]
The transformation laws for the linear coordinates can be deduced from the invariant pairing
\[
\delta Y^\alpha \psi_j + \delta Z^i \chi_i,
\]
and after some straightforward algebra we arrive at
\[
\psi_{j'} = T_{\beta'}^{\alpha'} \psi_{\alpha} - \left(Y^{\gamma} T_{\beta'}^{\alpha'} T_{\alpha'\gamma'} j'_{j'} + T_{\beta'}^{\alpha'} T_{\alpha'j'} j'_{j'} \right) \chi_i,
\]
\[
\chi_{i'} = T_{i'}^{j'} \chi_i.
\]
Clearly these changes of coordinates are consistent with our assignment of the bi-weight and the expected filtration.

From the definition of a filtered-linear bundle, the notion of a morphism between filtered-linear bundles is clear: we have smooth morphisms as polynomial bundles that respect both the additional structures. Evidently, under the standard composition of smooth maps we obtain the category of filtered-linear bundles, which we denote as FilLB. Clearly we have the obvious forgetful functor FilLB $\rightarrow$ FilB given by forgetting the linear structure. If we restrict attention to filtered-linear bundles where the filtered structure is of degree $k$, then we obtain the full subcategory of filtered-linear bundles of degree $k$, which we denote as FilLB[$k$]. Again, we have the obvious forgetful functor FilLB[$k$] $\rightarrow$ FilB[$k$].

### 4.2 Linearisation

One of the most useful features of the multiple graded bundles is the possibility of playing with weight vector fields. Since linear combination of weight vector fields with positive integer coefficients is again a weight vector field, we can use these new weights to analyze the structure of the bundle. We can also use negative integer coefficients if all the resulting weights are positive. This mechanism was used in [2] to define linearisation of a graded bundle, and in [3] iteration of the linearisation was used to define the full linearisation of a graded bundle. In case of weighted linear bundles we do not have weight vector fields for both structures, but the nature of transformation laws still makes it possible to shift weights in a filtered part of the bundle. Indeed let us use the coordinates
\[
\left(\frac{x^a}{(0,0)}, \frac{X^I_w}{(w,0)}, \frac{Y^\Sigma_u}{(u,1)}\right),
\]
adapted to the structure of a filtered-linear bundle. The admissible transformations of coordinates are of the form
\[
x'^a = x'^a(x),
\]
\[
X'^I = \sum_{u_1 + \cdots + u_n \leq w} \frac{1}{n!} X_{u_1}^{J_1} X_{u_2}^{J_2} \cdots X_{u_n}^{J_n} T_{J_n \cdots J_2 J_1} \psi^k \cdot \psi^k(x),
\]
\[
Y'^\Sigma = \sum_{u_0 + u_1 + \cdots + u_n \leq u} \frac{1}{n!} Y_{u_0}^\Sigma X_{u_1}^{J_1} X_{u_2}^{J_2} \cdots X_{u_n}^{J_n} T_{J_n \cdots J_1} \chi^k \cdot \chi^k(x).
\]
We can now shift the “filtered weight” by adding the “linear weight”, i.e. we have

\[
\begin{pmatrix}
  x^a \\
  Y^i_w \\
  Z_k^n
\end{pmatrix}_{(w,0)} \begin{pmatrix}
  Y^i_{w+1} \\
  \delta Y^i_w \\
  \delta Z_k^n
\end{pmatrix}_{(w+1,1)}
\]

The first two rows of the above coordinate transformation equations remain unchanged. In the transformation rules for linear coordinates \( Y^I_w \), a linear coordinate has to appear exactly once in every monomial, therefore the total weight of every monomial increases by one, so does the weight of the new linear coordinate. The transformation rules are therefore consistent with the new filtered weight assignment. Let us note that we can also decrease the filtered weight of the linear coordinates if the initial filtered weight of all the linear coordinates is strictly positive. This is the case of a filtered linear bundle \( \mathcal{VF} \) for any filtered bundle \( \mathcal{F} \). Let us now distinguish the coordinates with the highest weight \( k \)

\[
(x^a, Y^I_w, Z_k^n), \quad 1 \leq w < k.
\]

On \( \mathcal{VF} \) we have natural coordinates

\[
\begin{pmatrix}
  x^a \\
  Y^I_w \\
  Z_k^n \delta Y^i_w \\
  \delta Z_k^n
\end{pmatrix}_{(w,0)} \begin{pmatrix}
  Y^i_{w-1} \\
  \delta Y^i_{w-1} \\
  \delta Z_k^{n-1}
\end{pmatrix}_{(w-1,1)}
\]

Decreasing the filtered weight by linear weight we get

\[
\begin{pmatrix}
  x^a \\
  Y^I_w \\
  Z_k^n \delta Y^i_w \\
  \delta Z_k^n
\end{pmatrix}_{(w,0)} \begin{pmatrix}
  Y^i_{w+1} \\
  \delta Y^i_w \\
  \delta Z_k^{n+1}
\end{pmatrix}_{(w+1,1)}
\]

**Definition 4.9.** The linearisation of the filtered bundle \( \mathcal{F} \) of degree \( k \) is a filtered-linear bundle \( \mathcal{I}(\mathcal{F}) \) which is the second term \( (\mathcal{VF})_{k-1} \) in the tower of fibrations \( \mathcal{VF} \) for filtered structure of the filtered-linear bundle \( \mathcal{VF} \) with shifted filtered weight.

Natural coordinates in \( \mathcal{I}(\mathcal{F}) \) are then

\[
\begin{pmatrix}
  x^a \\
  Y^I_w \delta Y^i_w \\
  Z_k^n \delta Y^i_w \\
  \delta Z_k^n
\end{pmatrix}_{(w,0)} \begin{pmatrix}
  Y^i_{w+1} \\
  \delta Y^i_{w+1} \\
  \delta Z_k^{n+1}
\end{pmatrix}_{(w+1,1)}
\]

with admissible transformations of the form

\[
x^a' = x^a(x),
\]

\[
Y^I_w' = \sum_{w_1 + \cdots + w_n \leq w} \frac{1}{n!} Y_{w_1}^J_1 Y_{w_2}^J_2 \cdots Y_{w_n}^J_n T_{J_1 \cdots J_n} J'_I(x),
\]

\[
\delta Y^i_w' = \sum_{1 \leq w_1 + \cdots + w_n \leq w} \frac{1}{(n-1)!} \delta Y_{w_1}^J_1 Y_{w_2}^J_2 \cdots Y_{w_n}^J_n T_{J_1 \cdots J_n} J'_I(x),
\]

\[
\delta Z_k^n' = \delta Z_k^n \delta Y^i_w(x) + \sum_{1 \leq w_1 + \cdots + w_n \leq k} \frac{1}{(n-1)!} SY_{w_1}^J_1 Y_{w_2}^J_2 \cdots Y_{w_n}^J_n R_{J_1 \cdots J_n} J'_I(x).
\]

which means that \( \mathcal{I}(\mathcal{F}) \) is a filtered-linear bundle with filtered order \( k - 1 \). By convention, if the actual (minimal) degree of \( \mathcal{F} \) is \(< k \), then the above procedure of linearisation in degree \( k \) stops at \( \mathcal{VF} \), as there are no coordinates of degree \( k \) to be removed.

It is easy to see that the tower of fibrations associated to the filtered structure of \( \mathcal{I}(\mathcal{F}) \) is

\[
\mathcal{I}(\mathcal{F}) \rightarrow \mathcal{I}(\mathcal{F}_{k-1}) \rightarrow \cdots \rightarrow \mathcal{I}(\mathcal{F}_{2}) \rightarrow \mathcal{I}(\mathcal{F}_{1})
\]

Note that the filtered degree of \( \mathcal{I}(\mathcal{F}_{1}) \) is \( i - 1 \).

**Remark 4.10.** Heuristically, one should view the linearisation of a filtered bundle as a partial polarisation of the admissible changes of local coordinates. That is, we adjoin new coordinates in a natural way as to linearise part of the polynomial changes of fibre coordinates. The new coordinates essentially come from applying the tangent functor and then reducing the resulting structure.

**Example 4.11.** Let \( \pi: \mathbb{A} \rightarrow M \) be an affine bundle, i.e., filtered bundle of degree 1. The model vector bundle will be denoted by \( \mathcal{V}(\mathbb{A}) \). There is the canonical isomorphism \( \mathcal{V}(\mathbb{A}) \cong \mathbb{A} \times_M \mathcal{V}(\mathbb{A}) \). If coordinates in \( \mathbb{A} \) are \( (x^a, X^I) \), then coordinates on \( \mathcal{V}(\mathbb{A}) \) are \( (x^a, X^I, \delta X^I) \), where coordinates \( \delta X^I \) carry double filtered-linear weight \((1,1)\). After weight shifting the only coordinates with filtered weight equal to \( 1 \) are \( X^I \) in fibers of the affine bundle \( \mathbb{A} \). Projection \( \mathbb{A} \times_M \mathcal{V}(\mathbb{A}) \rightarrow \mathbb{I}(\mathbb{A}) \) coincides with the projection on the second factor, i.e., \( \mathbb{I}(\mathbb{A}) = \mathcal{V}(\mathbb{A}) \). In other words, the linearisation of an affine bundle is its vector bundle model.
Remark 4.12. Note that Example 4.11 shows that, on the contrary to graded case, there is no canonical
embedding of the filtered bundle $\mathcal{F}$ into its linearisation.

From the definition/construction of the linearisation and Example 4.11 we arrive at the following
observation.

**Proposition 4.13.** Canonically associated with the linearisation of any filtered bundle of degree $k$ is the
following ladder of fibre bundle structures,

$$
\begin{array}{cccc}
\mathcal{F}_{(k)} & \mathcal{F}_{(k-1)} & \cdots & \mathcal{F}_{(1)} \\
\mathbf{1}(\mathcal{F}_{(k)}) & \mathbf{1}(\mathcal{F}_{(k-1)}) & \cdots & \mathbf{1}(\mathcal{F}_{(1)}) = \nu(\mathcal{F}_{(1)}) \\
\mathcal{F}_{(k-1)} & \mathcal{F}_{(k-2)} & \cdots & \mathcal{F}_{(1)} = M =: F_{[0]}
\end{array}
$$

where the vertical arrows are vector bundle structures, and the horizontal arrows are general filtered
bundle structures.

**Example 4.14.** Continuing Example 3.7 we examine the linearisation of the jet bundle $J^2E$, where $\pi : E \to M$ is fibre bundle. Recall that $J^2E$ can be equipped with adapted local coordinates $(x^a, y^\alpha, z^\beta, w^\gamma_{cd})$, where as a filtered bundle the coordinates $(x, y)$ on $E$ are of weight zero, while $z$ and $w$ are of weight 1 and 2, respectively. Following the ‘recipe’ for the construction of the linearisation, we see that $\mathbf{1}(J^2E)$ comes with naturally induced coordinates

$$(x^a_0, y^\alpha_0, z^\beta_0, \delta z^\gamma_0, \delta w^\gamma_{cd}).$$

The admissible changes of the ‘new’ coordinates can be deduced directly by taking derivatives and shown
to be

$$
\begin{align*}
\delta z^\gamma_{a'} &= \left(\frac{\partial x^b}{\partial x^a}\right) \left(\delta z^\gamma_{b'} \frac{\partial}{\partial y^b}\right) y^{a'}(x, y), \\
\delta w^{\gamma}_{cd} &= \left(\frac{\partial x^f}{\partial x^a}\right) \left(\delta z^\gamma_{d'} \frac{\partial}{\partial y^d} + \delta w^{\gamma}_{e'd'} \frac{\partial}{\partial z^e_d}\right) z^{f'}(x, y, z) \\
&+ \left(\frac{\partial z^e}{\partial x^a}\right) \delta z^\gamma_{e'} \left(\frac{\partial x^b}{\partial x^a} \frac{\partial^2}{\partial x^b \partial y^l} - \left(\frac{\partial x^d}{\partial x^a} \frac{\partial}{\partial x^d} \frac{\partial}{\partial x^c} \frac{\partial x^f}{\partial x^l} \frac{\partial}{\partial y^l}\right) \frac{\partial}{\partial y^l}\right) y^{a'}(x, y).
\end{align*}
$$

We have the following commutative diagram of fibrations:

$$
\begin{array}{cccc}
\mathbf{1}(J^2E) & \nu(\mathbf{1}E) \\
\mathbf{1}(J^1E) & \nu(\mathbf{1}E) \\
\mathbf{J^1E} & \mathbf{E}
\end{array}
$$

where the vertical arrow are vector bundle structures, while the horizontal arrows are general filtered
bundle structures. Note that $\mathbf{1}(\mathbf{J^1E}) = \nu(\mathbf{J^1E})$ from Example 4.11.

**Remark 4.15.** As far as we know, the linearisation of jet bundles $J^kE$, other than the first jet bundle
where we have $\mathbf{1}(\mathbf{J^1E}) = \nu(\mathbf{J^1E})$, has not appeared in the previous literature. It is certainly our opinion
that this construction deserves further study.

Similarly to the case of the linearisation of graded bundles we have the following theorem

**Theorem 4.16.** The linearisation of a filtered bundle can be considered as a functor

$$1 : \text{FilB}[k] \to \text{FilLB}[k - 1],$$

from the category of filtered bundles of degree $k$ to the category of filtered-linear bundles of degree $k - 1$.  
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Proof. The action of linearisation on an object in \( \text{FilB}[k] \) – by construction – produces an object in \( \text{FilB}[k-1] \). The only thing we have to prove is that for every morphism \( \phi : \mathcal{F}_k \to \mathcal{F}_k' \) there exists a unique morphism of the filtered-linear bundles \( I(\phi) : I(\mathcal{F}_k) \to I(\mathcal{F}_k') \). We do this via explicit construction. It is clear that we can apply the vertical tangent functor \( V \) to the morphism \( \phi \). What we get is a morphism of filtered-linear bundles \( V\mathcal{F}_k \) and \( V\mathcal{F}_k' \). Indeed using adapted coordinates with distinguished highest weight \( (x^\alpha, X^I, Z^\mu) \) in \( \mathcal{F}_k \) and \( (x^\alpha, X^I, Z^\mu) \) in \( \mathcal{F}_k' \) we can express \( \phi \) in the following form

\[
\tilde{x}^i \circ \phi(x) = \phi^i(x),
\]

\[
\tilde{X}^P \circ \phi(x, X) = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{n!} X_{w_1}^l \cdots X_{w_n}^l \Phi_{I_n} X_{I_{l_1}}^l P(x),
\]

\[
\tilde{Z}^\mu \circ \phi(x, X, Z) = Z^\mu \Phi_\alpha (x) + \sum_{w_1 + \cdots + w_n \leq k} \frac{1}{n!} X_{w_1}^l \cdots X_{w_n}^l \Xi_{I_n} X_{I_{l_1}}^l \mu(x).
\]

Applying \( V \) we get the expressions for linear coordinates

\[
\delta \tilde{X}^P \circ \phi(x, X, X, \delta X) = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{(n-1)!} \delta X_{w_1}^l \cdots X_{w_n}^l \Phi_{I_n} X_{I_{l_1}}^l P(x),
\]

\[
\delta \tilde{Z}^\mu \circ \phi(x, X, Z, \delta X, \delta Z) = \delta Z^\mu \Phi_\alpha (x) + \sum_{w_1 + \cdots + w_n \leq k} \frac{1}{(n-1)!} \delta X_{w_1}^l \cdots X_{w_n}^l \Xi_{I_n} X_{I_{l_1}}^l \mu(x).
\]

The only place where there appear coordinates \( Z^\mu \) of highest weight is in the expression for \( \tilde{Z}^\mu \circ \phi(x, X, Z) \), so we can drop coordinates \( \tilde{Z}^\mu \) and simultaneously obtaining an expression for a map from \( I(\mathcal{F}_k) \) to \( I(\mathcal{F}_k') \). This map we define to be \( I(\phi) \). From the coordinate expression we see that \( I(\phi) \) is indeed a morphism of filtered-linear bundles. It is easy to see that \( I(\text{id}_{\mathcal{F}}) = \text{id}_{I(\mathcal{F})} \) and \( I(\phi \circ \psi) = I(\phi) \circ I(\psi) \). The latter follows from the appropriate property of the vertical tangent functor. Thus the linearisation satisfies all the necessary properties to be a functor.

**Example 4.17.** Let \( \varphi : \mathcal{A} \to \mathcal{B} \) be a morphism of filtered bundles of degree 1, i.e. an affine bundle morphism. Then the linearisation \( I(\varphi) \) is just the linear part of \( \varphi \), i.e. the morphism \( \nu(\varphi) : \nu(\mathcal{A}) \to \nu(\mathcal{B}) \) of the model vector bundles.

An observation here is that since morphism \( \phi \) gives rise to a tower of morphisms

\[
\mathcal{F}(k) \longrightarrow \mathcal{F}(k-1) \cdots \longrightarrow \mathcal{F}(1) \longrightarrow M
\]

\[
\varphi(k) \equiv \varphi \quad \varphi(k-1) \quad \varphi(1) \quad \varphi = \phi
\]

its linearisation gives rise to the tower of filtered-linear morphisms

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

\[
I(\varphi(k)) \equiv I(\varphi) \quad I(\varphi(k-1)) \quad I(\varphi(1)) \quad I(\varphi) = I(\phi)
\]

\[
I(\mathcal{F}(k)) \longrightarrow I(\mathcal{F}(k-1)) \cdots \longrightarrow I(\mathcal{F}(1)) \longrightarrow M
\]

4.3 Double and multiple filtered structures

The idea of a double filtered bundle is clear. We have a polynomial bundle equipped with two independent, but compatible, filtered structures. That is we can find an atlas consisting of local coordinates of the form

\[
(x^\alpha, Z^A_{(u,v)}),
\]

where we understand the label

\[
(u,v) \in [0, k] \times [0, l] \setminus (0,0).
\]

The admissible changes of the fibre coordinates are of the form

\[
Z^A_{(u,v)} = \sum_{u_1 + u_2 + \cdots + u_n \leq u} \frac{1}{n!} Z^B_{(u_1,v_1)} Z^B_{(u_2,v_2)} \cdots Z^B_{(u_n,v_n)} T B_n \cdots B_2 B_1 A(x).
\]
We will adopt the notation $\mathcal{F}_{[k,l]}$ for a general double filtered bundle of bi-degree $(k,l)$. The order of the bi-degree is important and taken as an intrinsic part of the definition of double filtered bundle.

From the coordinate transformations we arrive at the following observation which generalises the tower, as well as Proposition 4.3 and Proposition 4.6.

**Proposition 4.18.** Given an arbitrary double filtered bundle, $\mathcal{F}_{[k,l]}$ there exists a grid of affine fibre bundle structures

\[
\begin{array}{cccc}
\mathcal{F}_{[k,1]} & \mathcal{F}_{[k-1,1]} & \cdots & \mathcal{F}_{[k,2]} \\
\mathcal{F}_{[k-1,2]} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots \\
\mathcal{F}_{[1,1]} & \cdots & \cdots & \cdots \\
\mathcal{F}_{[0,1]} & \cdots & \cdots & \cdots \\
\end{array}
\]

**Example 4.19.** Double affine bundle $\mathbf{A}$ in the sense of is a double filtered bundle with bi-degree $(1,1)$. Let $I_i$, $i = 1, 2$, denote linearisations with respect to the first and the second affine (filtered) structure. The bundles $I_1(\mathbf{A})$ and $I_2(\mathbf{A})$ are both filtered-linear bundles isomorphic to $\Phi(\mathbf{A})$ and $\Phi(\mathbf{A})$ respectively. Applying then linearisation functor to the remaining filtered structure we get two canonically isomorphic double vector bundles $I(\Phi(\mathbf{A})) \simeq I(\Phi(\mathbf{A}))$.

A nice construction which provides a huge list of examples of double filtered bundles is the following theorem.

**Theorem 4.21.** For any filtered bundle $\mathcal{F}_{[1]} \to M$ of degree $1$, the jet bundle $J^k(\mathcal{F}_{[1]})$ is canonically a double filtered bundle of bi-degree $(l,k)$. The first bundle structure is over $M$, the second is over $\mathcal{F}_{[1]}$.

**Proof.** Let us introduce coordinates $(x^a, Y^I_w)$ adapted to the structure of filtered bundle in $\mathcal{F}_{[1]}$. It means that the admissible coordinate transformations are of the form

\[
x'^a = x^a(x),
\]

\[
Y'^I_w = \sum_{w_1+\cdots+w_n \leq w} \frac{1}{n!} Y^I_{w_1} Y^{J_2}_{w_2} \cdots Y^{J_n}_{w_n} T_{J_n}^{J_1} \cdots J_2 J_1 Y'^I(x).
\]

The most straightforward way to prove that $J^k(\mathcal{F}_{[1]})$ is a double filtered bundle of bi-degree $(k,l)$ would be to just write down the transformation rules for jet coordinates and show explicitly that they respect the bi-weight. For the first jet it follows from the Leibniz rule for the partial derivative $Y_w \mapsto Y_w^I$, we have

\[
Y'^I_{w;w'} = \sum_{w_1+\cdots+w_n \leq w} \frac{1}{n!} Y^I_{w_1} Y^{J_2}_{w_2} \cdots Y^{J_n}_{w_n} T_{J_n}^{J_1} \cdots J_2 J_1 \frac{\partial}{\partial x^b} \frac{\partial x^b}{\partial x^a}.
\]

We can see in the above equation that both weights are conserved, the first weight is at most $w$ in both components while the jet weight is zero in first and one in the second component.

For higher jets the transformation rules become long, therefore we have to change the notation. Jet coordinates will be denoted by $Y^I_{w;\beta}$ where $\beta$ is the multi-index of length $m = \dim M$. The order of the
jet equals $|\beta| = \beta^1 + \cdots + \beta^m$ and each $\beta^a$ denotes the number of derivatives with respect to $x^a$. With this notation the transformation rule for jet coordinates will be the following

$$Y'_{w';\beta'} = \sum_{w_1 + \cdots + w_n \leq w} \sum_{\alpha_1 + \cdots + \alpha_n = \alpha, \ |\alpha| \leq |\beta'|} Y_{w_1,\alpha_1} J_{w_2,\alpha_2} \cdots J_{w_n,\alpha_n} S_{\alpha_1;\cdots;\alpha_n}^{\alpha_1;\cdots;\alpha_n} f_{J_n \cdots J_1;\beta}(x).$$

The condition $|\alpha| \leq |\beta'|$ means that the jet weight is conserved, while the condition $w_1 + \cdots + w_n \leq w$ assures that the first weight is conserved.

The operation of jet prolongation may be applied also to morphisms with usual limitations that have nothing to do with the filtered structure: one can apply jet prolongation when it can be assured that a morphism maps sections into sections, i.e. when the induced morphism of base manifolds is a diffeomorphism.

**Theorem 4.22.** Let $\phi: F_{\phi} \rightarrow F_{\phi}'$ be a morphism of filtered bundles covering a diffeomorphism on the bases, then its jet prolongation $J^k \phi$ is a morphism of double filtered bundles $J^k F_{\phi}$ and $J^k F_{\phi}'$ of bidegrees $(l, k)$ and $(m, k)$ respectively.

**Proof.** We start with the special case of a morphism over the identity on a base manifolds. It means in particular that both filtered bundles are over the same base manifold. The filtered property is clear from the coordinate expression. Let $\phi: F_{\phi} \rightarrow F_{\phi}'$ be a morphism of filtered bundles over the identity. Using coordinates $(x^a, X^b)$ in $F_{\phi}$ and $(x^a, Y^b_P)$ in $F_{\phi}'$ we can express $\phi$ locally

$$Y^P_P \circ \phi = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{n!} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} \Phi_{J_n \cdots J_1}^{J_1} P(x).$$

For jet coordinates of order $r \leq k$ we get the expression

$$Y^P_{(u;\alpha)} \circ J^k \phi = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{n!} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} \frac{\partial^{|\beta|+1} \Phi_{J_n \cdots J_1}^{J_1} P(x)}{\partial x^{\beta_n+1}}.$$

Both weights in the above expressions are conserved.

For more general case of a morphism over a diffeomorphism we shall have local expressions for $\phi$ (using base coordinates $(x^a)$ in $M$ and $(y^b)$ in $M'$)

$$y^a \circ \phi = \phi^a(x),$$

$$Y^P_P \circ \phi = \sum_{w_1 + \cdots + w_n \leq u} \frac{1}{n!} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} \Phi_{J_n \cdots J_1}^{J_1} P(x).$$

The jet coordinates transform in more complicated way

$$Y^P_{(u;\beta)} = \sum_{w_1 + \cdots + w_n \leq u} \sum_{\alpha_1 + \cdots + \alpha_n = \alpha, \ |\alpha| \leq |\beta|} X_{w_1}^{J_1} X_{w_2}^{J_2} \cdots X_{w_n}^{J_n} \Psi_{J_n \cdots J_1;\beta}(x),$$

where $\Psi_{J_n \cdots J_1;\beta}(x)$ is an appropriate sum of derivatives of functions $\Phi_{J_n \cdots J_1}^{J_1} P(x)$ multiplied by matrix elements of the derivative of the inverse of base diffeomorphism. Again it is clear from the local expressions that both weights are conserved.

From the general theory of jet bundles we know that jet prolongations of bundle morphism satisfy the conditions $J^k (\phi \circ \psi) = J^k \phi \circ J^k \psi$ and $J^k (id_M) = id_{J^k M}$

**Example 4.23.** The first jet bundle of an affine bundle, $J^1(F_{(x)})$, naturally comes with the structure of a double filtered bundle. More specifically, we can employ (standard) local coordinates $(x^a, Y^\alpha, Y^b_\beta)$,
which we can assign bi-weight \((0,0), (1,0)\) and \((1,1)\) respectively. The admissible changes of coordinates are

\[
x^{a'} = x^a(x), \quad Y^{\alpha'} = Y^\beta T_\beta^{\alpha'}(x) + T^\alpha(x),
\]

\[
Y^{a'} = \left( \frac{\partial x^b}{\partial x^{a'}} \right) Y^\beta T_\beta^{a'}(x) + \left( \frac{\partial x^b}{\partial x^{a'}} \right) Y^\gamma \frac{\partial T_\gamma^{a'}}{\partial x^b}(x) + \left( \frac{\partial x^b}{\partial x^{a'}} \right) \frac{\partial T^\alpha}{\partial x^b}(x).
\]

Clearly, these coordinate transformations are filtered.

**Example 4.24.** Let \(E \to M\) be a fibre bundle in the category of manifolds. The the \(r\)-th order jets of sections \(J^r(E)\) of the jet bundle \(J^r E \to M\) naturally comes with the structure of a double filtered bundle of bi-degree \((k, r)\). More specifically, \(J^r(E)\) is a double filtered bundle of bi-degree \((1, 1)\) and can be equipped with natural local coordinates

\[
\left( \frac{x^a}{(0,0)}, \frac{y^a}{(0,0)}, X^a_{(1,0)}, Y^a_{(0,1)}, Z^a_{(1,1)} \right).
\]

The admissible changes of coordinates are of the form

\[
x^{a'} = x^a(x),
\]

\[
y^{a'} = y^a(x, y),
\]

\[
X^{a'}_{b'} = \left( \frac{\partial x^c}{\partial x^{b'}} \right) \left( \frac{\partial x^d}{\partial x^{a'}} + X^c_{\gamma} \frac{\partial y^\gamma}{\partial y^a} \right) y^{b'}(x, y),
\]

\[
Y^{a'}_{c'} = \left( \frac{\partial x^c}{\partial x^{a'}} \right) \left( \frac{\partial y^d}{\partial y^{a'}} + Y^c_{\delta} \frac{\partial y^\delta}{\partial y^a} \right) y^{c'}(x, y),
\]

\[
Z^{a'}_{d'c'} = \left( \frac{\partial x^c}{\partial x^{a'}} \right) \left( \frac{\partial y^d}{\partial y^{a'}} + Z^c_{\epsilon} \frac{\partial y^\epsilon}{\partial y^a} \right) X^{a'}_{c'}(x, y, X),
\]

which by quick inspection are double filtered.

**Example 4.25.** Given any filtered bundle the jet manifold \(J_0(R^p, F_{(k)})\) is canonically a double filtered bundle. More specifically, we can employ naturally induced coordinates

\[
(x^a, X^J_{(w,0)}, x^b_{(0,\lambda)}, X^J_{(w,\lambda)}),
\]

where \(0 < w \leq k\) and \(0 < \lambda \leq p\). The transformation laws for the coordinates follows from example 4.24, specifically we have

\[
X^J_{(w,\lambda)} = \sum_{w_1 + \cdots + w_n \leq w} \frac{1}{(n-1)!} X^J_{(w_1, \lambda)} X^J_{(w_2, 0)} \cdots X^J_{(w_n, 0)} T_{J_n \cdots J_1} J^J,
\]

\[
+ \sum_{w_1 + \cdots + w_n \leq w} \frac{1}{n!} X^J_{(w_1, 0)} X^J_{(w_2, 0)} \cdots X^J_{(w_n, 0)} x^a(\lambda, 0) \frac{\partial}{\partial x^a} T_{J_n \cdots J_1} J^J.
\]

Clearly we have a double filtered bundle structure, albeit one of the structures is split. The choice of coordinates here induces the obvious (partial) splitting

\[
J_0(R^p, F_{(k)}) \simeq \bigoplus_p T F_{(k)}.
\]

The notion of higher \(n\)-tuple filtered bundles is clear in terms of local coordinates. That is we have a polynomial bundle equipped with local coordinates that can simultaneously be assigned an \(n\)-tuple weight, and the changes of local coordinates are filtered with respect to each weight. As a matter of notation we will denote a general \(n\)-tuple filtered bundle as \(F_{(k_1, k_2, \cdots, k_n)}\) to indicate the assignment of the multi-weight to the local coordinates.

**Example 4.26.** Double vector bundles (see [13]) are examples of double filtered bundles. Similarly, \(n\)-tuple vector bundles and \(n\)-tuple graded bundles are examples of \(n\)-tuple filtered bundles.
Example 4.27. Repeated jets of sections of a vector bundle \( J^{k_1} J^{k_2} \cdots J^{k_n}(E) \) (cf. Remark 4.28) naturally comes with the structure of an \( n \)-tuple filtered bundle.

Example 4.28. Repeated application of the linearisation functor to a filtered bundle \( \mathcal{F} \) of degree \( k \) leads to a \( k \)-tuple vector bundle \( L(\mathcal{F}) = L(\cdots L(\mathcal{F}) \cdots) \), which we can view as a \( k \)-tuple filtered bundle. In this way, we obtain a total linearisation (polarisation) functor as in [4].

Proposition 4.29. There is an equivalence between the category of \( n \)-tuple filtered bundles of the form \( \mathcal{F}_{(1,\ldots,1)} \) and the category of \( n \)-affine bundles (cf. [10]). In particular, filtered bundles of the form \( \mathcal{F}_{(1,1)} \) are precisely double affine bundles.

Proof. Let us just concentrate on the \((1,1)\) case as this is illustrative enough to establish the general case. Let us employ local coordinates \((x^\alpha, Y^{(1,0)}_I, Z^{(0,1)}_{J'}, W^{(1,1)}_{A'})\) on a general double filtered bundle \( \mathcal{F}_{(1,1)} \). The admissible changes of local coordinates are of the form

\[
x^\alpha' = x^\alpha(x), \quad Y^{(1,0)}_I' = Y^{(1,0)}_I T_I Y'(x) + T_I' x, \quad Z^{(0,1)}_{J'} = Z^{(0,1)}_{J'} T_J Z'(x) + T_J' x, \quad W^{(1,1)}_{A'} = W^{(1,1)}_{A'} T_B W'(x) + T_B' x,
\]

which in accordance with [10, Theorem 2.1] provide an adapted coordinate system on a double affine bundle. Morphisms of double affine bundles are ‘affine’ and thus in one-to-one correspondence with respective morphisms of double filtered bundles. \(\square\)

Remark 4.30. An observation here is that, following example \( J^1 \mathcal{F}_{(1)} \) is a double affine bundle.

As a matter of formality, let us denote the category of \( n \)-tuple filtered bundles by \( FilB^n \). More specifically, when each filtered bundle structure is of degree \( k_i \) \((1 \leq i \leq n)\) we will denote the corresponding full subcategory as \( FilB^n[k_1, k_2, \ldots, k_n] \). Morphisms in these categories are morphisms as polynomial bundles that preserve the filtered structures, in local coordinates this meaning is clear.

By passing to a total weight, i.e., sum the individual weights, any \( n \)-tuple filtered bundle can be considered as a filtered bundle – coordinate changes that respect the multi-weight also respect the total weight. It is easy to see that this process is functorial: again anything that respects the multi-weight also respect the total weight. These considerations lead to the following observation.

Proposition 4.31. There is a functor

\[
\text{Totw} : FilB^n[k_1, k_2, \ldots, k_n] \longrightarrow FilB[k_1 + k_2 + \cdots + k_n],
\]

that is constructed by passing from the assignment of a multi-weight to the assignment of a total weight of the local coordinates in any adapted atlas.

For example, any double affine bundle can be considered as a filtered bundle of degree 2. A similar observation can be made of a double vector bundle, which can always be considered as a graded bundle of degree 2.
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