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Abstract. For a given finite index inclusion of strongly additive conformal nets $B \subset A$ and a compact group $G < \text{Aut}(A,B)$, we consider the induction and the restriction procedures for twisted representations. Let $G' < \text{Aut}(B)$ be the group obtained by restricting each element of $G$ to $B$. We introduce two induction procedures for $G'$-twisted representations of $B$, which generalize the $\alpha^\pm$-induction for DHR endomorphisms. One is defined with the opposite braiding on the category of $G'$-twisted representations as in $\alpha^-$-induction. The other is also defined with the braiding, but additionally with the $G$-equivariant structure on the Q-system associated with $B \subset A$ and the action of $G$. We derive some properties and formulas for these induced endomorphisms in a similar way to the case of ordinary $\alpha$-induction. We also show the version of $\alpha\sigma$-reciprocity formula for our setting. In particular, we show that every $G$-twisted representation is obtained as a subobject of both plus and minus induced endomorphisms. Moreover, we construct a relative braiding operator and show that this construction gives the braiding in the category of $G$-twisted representations of $A$. As a consequence, we show that our induction procedures give a way to capture the category of $G$-twisted representations in terms of algebraic structures on $B$.

1. Introduction

In the Haag–Kastler framework of quantum field theory, a chiral components of 2D conformal field theory are described by a conformal net on the unit circle $S^1$. A conformal net $\mathcal{A}$ is defined to be a map $I \mapsto \mathcal{A}(I)$ from the set of open intervals of $S^1$ to that of von Neumann algebras. These von Neumann algebras are considered as algebras of observables and required to satisfy certain axioms. We have a natural notion of representations of $\mathcal{A}$, and the representation theory plays an important role in the study of conformal nets. By the Doplicher–Haag–Roberts theory [10,11], it turns out that every representation is equivalent to
a localized transportable endomorphism (called a DHR endomorphism) and \( \text{Rep}(A) \) has a structure of a braided C*-tensor category.

For a given conformal net, we can consider its extensions and subnets. Let \( B \) a conformal net and \( A \) an extension. This gives us a net of subfactors \( \{ B(I) \subset A(I) \} \). In the article [23], general theory of nets of subfactors has been developed. By applying their results, the extension \( A \) is completely characterized by a commutative Q-system (or standard C*-Frobenius algebra objects) \( \Theta = (\theta, w, x) \) in \( \text{Rep}(B) \). We also have induction and restriction procedures for representations of \( B \) and \( A \). The induction procedure is called the \( \alpha \)-induction, and the restriction procedure is called the \( \sigma \)-restriction, respectively. The notions of \( \alpha \)-induction and \( \sigma \)-restriction were first introduced in [23] and studied with examples in [30], and then further developed in [5–7]. For a DHR endomorphism \( \lambda \) of \( B \), \( \alpha^\pm \lambda \) is given as an extension of \( \lambda \) to \( A \). The endomorphism \( \alpha^\pm \lambda \) is defined with the Q-system \( \Theta \) and the braiding on \( \text{Rep}(B) \).

If we have a finite group \( G < \text{Aut}(A) \), we can construct a subnet by taking its fixed point net \( A^G \). A net obtained in this way is called an orbifold. Orbifolds of conformal nets and their representations have been studied in [31] and [18,25]. To study the categorical structure of \( \text{Rep}(A^G) \) more systematically, Müger introduced the category of \( G \)-twisted representation \( G^{-} \text{Loc} A \) for a strongly additive conformal net \( A \) in [27]. (To be more precise, the \( G^{-} \text{Loc} A \) was introduced for more general net of factors on \( \mathbb{R} \).) In the following, we only consider strongly additive conformal nets. This category is a full subcategory of \( \text{End}(A^\infty) \), where \( A^\infty \) denotes the global algebra on \( \mathbb{R} \), and consists of \( g \)-localized transportable endomorphisms for every \( g \in G \) as its objects, in addition to DHR endomorphisms (for more details, see [27] or Sect. 3 of this article).

In the same article [27], it has been shown that \( G^{-} \text{Loc} A \) has a structure of braided \( G \)-crossed category, which is a monoidal category with a \( G \)-braiding, a group action of \( G \), and a certain kind of braiding (see Definition 2.11). We note that the definition of \( G^{-} \text{Loc} A \) makes sense when \( G \) is an infinite group and \( G^{-} \text{Loc} A \) also has a structure of braided \( G \)-crossed category. When \( G \) is a finite group, the relation between \( G^{-} \text{Loc} A \) and \( \text{Rep}(A^G) \) was clarified in [27]: There exists a braided equivalence \( (G^{-} \text{Loc} A)^G \cong \text{Rep}(A^G) \). Moreover, there exists an equivalence of braided \( G \)-crossed categories \( \text{Rep}(A^G) \times \text{Rep}(G) \cong G^{-} \text{Loc} A \) (see [27], for notations and terminology which are not explained here). Thus, the study of \( G^{-} \text{Loc} A \) leads to the study of \( \text{Rep}(A^G) \).

In this article, we consider a situation that we have a given finite index inclusion of strongly additive conformal nets \( B \subset A \) and a compact group \( G < \text{Aut}(A) \) which preserves \( B \) globally. We emphasize that we do not assume the finiteness of \( G \) here. Let us denote by \( G' < \text{Aut}(B) \) the group obtained by restricting each element of \( G \) to \( B \). For such a situation, it is natural to study the relation between the categories \( G^{-} \text{Loc} A \) and \( G'^{-} \text{Loc} B \). An orbifold net \( A^G \subset A \) gives us an example of such a situation. In this case, we have \( G' = \{ e \} \) and \( G'^{-} \text{Loc} B \) is the same as \( \text{Rep}(B) \).

Our question is how to capture the braided \( G \)-crossed category \( G^{-} \text{Loc} A \) in terms of the algebraic structure on \( B \). To answer this, we make the following observation. The category \( G'^{-} \text{Loc} B \) and the Q-system \( \Theta \) associated with
$B \subset A$ are not enough to recover the category $G - \text{Loc}A$, since in general $G'$ does not remember the original group $G$. Considering an orbifold example where $G' = \{e\}$, this observation is obvious.

Let us then consider the case where the restriction of $G$ to $B$ is injective and hence we have $G \cong G'$. Even if $G \cong G'$, one cannot determine the position of $G$ in $\text{Aut}(A)$ only from $G'$ in general. In other words, we need an additional information to determine how the action of $G = G'$ on $B$ extends to $A$. For our purpose, it is desirable to describe $G$ and its position in $\text{Aut}(A)$ by some algebraic structure related to $B$. In [3], it has been shown that there is a one-to-one correspondence between extensions of the action of $G = G'$ on $B$ and $G$-equivariant structures on the Q-system $\Theta$ corresponding to $B \subset A$ under the assumptions that $G$ is finite and both $B$ and $A$ are completely rational. Hence, we can use $G$-equivariant Q-system structure as a desired algebraic structure related to $B$ if at least the stated assumptions are satisfied.

In fact, we can generalize the above correspondence to our setting, where we assume neither the finiteness of $G$, $G \cong G'$, nor the complete rationality. We summarize $G$-equivariant Q-system structures and prove the above fact in Sect. 2.4 where we treat a single subfactor rather than a net of subfactors for simplicity. Related to extensions of group actions, we also mention the work [2] where a similar problem has been studied when $A$ is obtained as a crossed product of $B$ by a compact group dual.

We now turn to our problem of how to capture the braided $G$-crossed category $G - \text{Loc}A$ in terms of $B$. Using $G$-equivariant Q-system structure and the braiding, we introduce two types of induced endomorphisms for objects in $G' - \text{Loc}B$. These induced endomorphisms are defined by similar formulas as $\alpha$-induced endomorphisms. One is defined only with the opposite braiding on $G' - \text{Loc}B$ and the Q-system $\Theta$, but the other is defined with the braiding on $G' - \text{Loc}B$, the Q-system $\Theta$, and the $G$-equivariant structure on $\Theta$ as explained above. We study their properties and derive some formulas as in the case of $\alpha$-induction. We will see that many statements for $\alpha$-induction have natural translations for our setting. As a result, we can obtain a description of the braided $G$-crossed category $G - \text{Loc}A$ using induced endomorphisms of $G' - \text{Loc}B$.

Let us state our results in more detail. Before that, we quickly summarize our notations and definitions here (for more detail, see Sect. 3 and 4 of this article). For $g \in G$, we write $g' \in G'$ the image of $g \in G$ under the canonical surjection $G \to G'$. Let us denote by $\Delta_B^g(I_0)$ the full subcategory of $G' - \text{Loc}B$ consisting of endomorphisms which are $g'$-localized in some interval $I_0$. We use similar notations for $A$. We first introduce two types of induced endomorphisms for $\rho \in \Delta_B^g(I_0)$ as stated before and denote by $\alpha_{\rho, +}$ and $\alpha_{\rho, -}$, respectively (Definition 4.4). They are defined as elements of $\text{End}(A_\infty)$. The following theorem shows that one can characterize the $g$-localized endomorphisms of $A$ in terms of induced endomorphisms of $B$. This theorem generalizes the well-known property of ordinary $\alpha$-induced endomorphisms.

**Theorem A.** Let $g \in G$ and $\beta \in \text{End}(A_\infty)$. 

(i) If $\beta$ is a subobject of both $\alpha^{g_+}_\lambda$ and $\alpha^-_\mu$ for some $\lambda, \mu \in \Delta^g_B(I_0)$ by isometries in $\mathcal{A}(I_0)$. Then we have $\beta \in \Delta^g_A(I_0)$.

(ii) Conversely, if $\beta \in \Delta^g_A(I_0)$, then $\beta$ is a subobject of $\alpha^{g_+}_\lambda$ and $\alpha^-_\mu$ for some $\lambda, \mu \in \Delta^g_B(I_0)$.

The statement (i) of Theorem A is proved in Theorem 4.14. To see (ii) of Theorem A, we have to study the $\sigma$-restricted endomorphisms of $g$-localized endomorphism of $\mathcal{A}$. We can show that the version of $\alpha^{g_+}_\sigma$-reciprocity formula holds in our case and (ii) of Theorem A is obtained as a corollary of this formula (Corollary 4.21). In fact, we can take as $\lambda = \mu = \sigma_\beta$ in (ii) of Theorem A.

In our next main result, we consider the braiding of $G - \text{Loc}\mathcal{A}$. Let $\beta, \delta \in \text{End}(\mathcal{A}_\infty)$. Suppose that there exist $g, h \in G$, $\lambda \in \Delta^g_B(I_0)$ and $\mu \in \Delta^h_B(I_0)$ such that $\beta$ is a subobject of $\alpha^{g_+}_\lambda$ and $\delta$ is a subobject of $\alpha^-_\mu$. For such a pair, we can construct a relative braiding operator $c^+_r(\beta, \delta)$ as in [7]. Thanks to the (ii) of Theorem A, one can consider this relative braiding operator for all pairs of homogeneous objects in $G - \text{Loc}\mathcal{A}$. The following theorem shows that it is equal to the braiding operator of $G - \text{Loc}\mathcal{A}$.

**Theorem B.** Let $g, h \in G$, $\beta \in \Delta^g_A(I_0)$, and $\delta \in \Delta^h_A(I_0)$. Then, we have

$$c^+_r(\beta, \delta) = c^+(\beta, \delta)$$

where $c^+(\beta, \delta)$ denotes the braiding on $G - \text{Loc}\mathcal{A}$.

The above two theorems show that we can completely describe the braided $G$-crossed category structure of $G - \text{Loc}\mathcal{A}$ in terms of the braided $G'$-crossed category structure of $G' - \text{Loc}\mathcal{B}$, the Q-system $\Theta$, and the $G$-equivariant structure on $\Theta$ using the induction procedures we introduced.

This article is organized as follows. In Sect. 2, we start from some preliminaries on C*-tensor categories of endomorphisms, subfactors, and Q-systems. We then discuss $G$-equivariant structures on Q-systems. We also recall the definition of braided $G$-crossed categories. In Sect. 3, we collect some preliminaries on conformal nets and its twisted representations. For later applications, we give proofs of some statements on twisted representations. In Sect. 4, we introduce the induced endomorphisms for twisted representations and study their properties in a similar strategy as the case of $\alpha$-induction. We explain our setting and notations in Sect. 4.1. Then, we define two induced endomorphisms for an object in $G' - \text{Loc}\mathcal{B}$ in Sect. 4.2. In the rest of this article, we study their properties. We first summarize basic properties and study intertwiner spaces between induced endomorphisms. We also discuss the relation to $\sigma$-restriction and derive a version of the $\alpha_\sigma$-reciprocity formula. Finally, we show that the $G$-crossed braiding of $G - \text{Loc}\mathcal{A}$ is recovered from the $G'$-crossed braiding of $G' - \text{Loc}\mathcal{B}$. 
2. Preliminaries

2.1. C*-tensor Categories of Endomorphisms

In this subsection, we review the C*-tensor category structure of endomorphisms of type III factors and related terminologies. We refer the reader to [28, Chapter 2] for the basics of C*-tensor categories. By a C*-tensor category \( \mathcal{C} \), we always assume that \( \mathcal{C} \) is strict, closed under finite direct sums and subobjects. We also assume that the tensor unit \( 1 \in \mathcal{C} \) is simple, i.e., \( \text{End}(1) = \mathbb{C} \).

For our purpose, we also consider homomorphisms between type III factors in addition to endomorphisms. Let \( N, M \) be type III factors and \( \rho, \sigma : N \to M \) a pair of homomorphisms. (Unless otherwise said, the notion of a homomorphism means a unital \( * \)-preserving homomorphism.) The space of intertwiners from \( \rho \) to \( \sigma \) is defined by

\[
\text{Hom}(\rho, \sigma) = \{ t \in M : t\rho(n) = \sigma(n)t \text{ for all } n \in N \}.
\]

Clearly, \( \text{Hom}(\rho, \sigma) \) is a \( \mathbb{C} \)-linear space. We write \( \langle \rho, \sigma \rangle := \dim \text{Hom}(\rho, \sigma) \) for its dimension. The concatenation product of intertwiners \( t_1 \in \text{Hom}(\rho_1, \rho_2) \) and \( t_2 \in \text{Hom}(\rho_2, \rho_3) \) is defined by the multiplication of operators \( t_2 \circ t_1 := t_2 \cdot t_1 \in \text{Hom}(\rho_1, \rho_3) \). The tensor product of homomorphisms \( \rho : N \to M, \sigma : L \to N \) is the composition \( \rho \otimes \sigma := \rho \circ \sigma = \sigma \rho \). Let \( \rho_1, \sigma_1 : N \to M \) and \( \rho_2, \sigma_2 : L \to N \) be homomorphisms. The tensor product of intertwiners \( t_1 \in \text{Hom}(\rho_1, \sigma_1) \) and \( t_2 \in \text{Hom}(\rho_2, \sigma_2) \) is

\[
t_1 \otimes t_2 := t_1 \rho_1(t_2) = \sigma_1(t_2) t_1 \in \text{Hom}(\rho_1 \rho_2, \sigma_1 \sigma_2).
\]

With these structures, one can consider a \( 2 \)-\( \mathbb{C} \)-category \( \mathcal{C} \) whose objects are a set of type III factors \( \mathcal{C} = \{ N, M, \ldots \} \), the \( 1 \)-morphisms are homomorphisms, and the \( 2 \)-morphisms are intertwiners. If one considers the case \( \mathcal{C} = \{ N \} \), the set of endomorphisms of \( N \), denoted by \( \text{End}(N) \), has a C*-tensor category structure.

Remark 2.1. If \( A \subset \mathcal{B}(\mathcal{H}) \) is a unital \( * \)-subalgebra of \( \mathcal{B}(\mathcal{H}) \) on some Hilbert space, one can view \( \text{End}(A) \) as a \( \mathbb{C} \)-linear monoidal category with positive \( * \)-operation as above. Note that \( \text{End}(A) \) is not a C*-tensor category in general.

We call \( \rho : N \to M \) irreducible if \( \text{Hom}(\rho, \rho) = \rho(N)' \cap M = \mathbb{C} \cdot 1_M \). Two homomorphisms \( \rho, \sigma : N \to M \) are called unitarily equivalent if there exists a unitary \( u \in \text{Hom}(\rho, \sigma) \). The equivalence class of \( \rho \) is called a sector and denoted by \( [\rho] \). The direct sum of a finite family of homomorphisms \( \{ \rho_i : N \to M \}_{i=1}^n \) is

\[
\bigoplus_{i=1}^n \rho_i := \sum_{i} s_i \rho_i(\cdot) s_i^* \]

where \( s_i \) are isometries in \( M \) with \( \sum_i s_i s_i^* = 1 \). Note that the direct sum is defined up to unitary equivalence. A homomorphism \( \sigma \) is called a subobject of \( \rho \), denoted by \( \sigma \preceq \rho \), if there exists an isometry \( s \in \text{Hom}(\sigma, \rho) \).

A homomorphism \( \overline{\rho} : M \to N \) are said to be a conjugate of \( \rho : N \to M \) if there is a pair of intertwiners \( R \in \text{Hom}(\text{id}_N, \overline{\rho}\rho) \) and \( \overline{R} \in \text{Hom}(\text{id}_M, \overline{\rho}\rho) \).
satisfying the following conjugate equation:
\[(1_\rho \otimes R^*) \cdot (\overline{R} \otimes 1_\rho) \equiv \rho(R^*) \overline{R} = 1_\rho, \quad (2.1a)\]
\[(1_\pi \otimes \overline{R}^*) \cdot (R \otimes 1_\pi) \equiv \overline{\rho(R^*)} R = 1_\pi. \quad (2.1b)\]

The statistical dimension \(d_\rho\) of \(\rho\) is defined by the minimum of the numbers \(\|R\| \cdot \|\overline{R}\|\) over all solutions. A solution \((R, \overline{R})\) of the conjugate equation is called standard if \(\|R\| = \|\overline{R}\| = d_\rho^{1/2}\). The conjugate and the standard solution are unique up to unitary in the following sense: If \(\rho' : M \rightarrow N\) and \((R', \overline{R}')\) is another standard solution of the conjugate equation for \(\rho\) and \(\rho'\), then there exists a unitary \(u \in \text{Hom}(\overline{\rho}, \overline{\rho'})\) such that
\[R' = (u \otimes 1_\rho) \cdot R \equiv uR \quad \text{and} \quad \overline{R}' = (1_\rho \otimes u) \cdot \overline{R} \equiv \rho(u)\overline{R}. \quad (2.2)\]

For the convenience, we set \(d_\rho = \infty\) if \(\rho\) does not have a conjugate. It is well known [20,21] that the statistical dimension is equal to the square root of the minimum index [17] of \(\rho(N) \subset M\):
\[d_\rho = [M : \rho(N)]^{1/2}.\]

**2.2. Subfactors and Q-systems**

We briefly review the notion of Q-systems introduced by Longo [22] and its relation to subfactors.

**Definition 2.2.** Let \(C\) be a C*-tensor category. A triple \(\Theta = (\theta, w, x)\) with \(\theta \in C\) and intertwiners \(w \in \text{Hom}(\text{id}_N, \theta)\) and \(x \in \text{Hom}(\theta, \theta \otimes \theta)\) is called a Q-system in \(C\) if it satisfies
\[(x \otimes 1_\theta)x = (1_\theta \otimes x)x, \quad \text{(associativity)}\]
\[(w^* \otimes 1_\theta)x = (1_\theta \otimes w^*)x = 1_\theta. \quad \text{(unit law)}\]

and
\[w^*w = \sqrt{d_\theta} \cdot 1_{\text{id}}, \quad \text{and} \quad x^*x = \sqrt{d_\theta} \cdot 1_{\theta}. \quad \text{(standardness)}\]

A Q-system is called irreducible if \(\dim \text{Hom}(\text{id}_N, \theta) = 1\).

Two Q-systems \(\Theta = (\theta, w, x)\) and \(\Theta' = (\theta', w', x')\) in \(C\) are called equivalent, if there is a unitary \(u \in \text{Hom}(\theta, \theta')\) such that
\[x'u = (u \otimes u)x, \quad (2.3)\]
\[w' = uw. \quad (2.4)\]

We call such unitary a unitary isomorphism of Q-systems.

**Remark 2.3.** (i) It seems that there is no agreement on the definition of Q-systems. In some literatures, the triple as above is called a standard Q-system.

(ii) A Q-system \((\theta, w, x)\) automatically satisfies the Frobenius property [24]:
\[(1_\theta \otimes x^*) \circ (x \otimes 1_\theta) = x \circ x^* = (x^* \otimes 1_\theta) \circ (1_\theta \otimes x).\]

Thus, \((\theta, w, x)\) is a standard C*-Frobenius algebra object in \(C\).
Let $N \subset M$ be a finite index type III subfactor with the inclusion map $\iota : N \hookrightarrow M$. Then, $N \subset M$ gives a Q-system in $\text{End}(N)$ as follows. Since we assume $[M : N] < \infty$, there is a conjugate $\overline{\iota} : M \to N$ of $\iota$. Let $w \in \text{Hom}(\text{id}_N, \overline{\iota})$ and $v \in \text{Hom}(\text{id}_M, \overline{\iota})$ be a standard solution of the conjugate equation Eq. (2.1) for $\iota$ and $\overline{\iota}$. Then, it is easily checked that the triple $\Theta = (\theta, w, x)$ with
\[
\theta := \overline{\iota} \in \text{End}(N), \quad w \in \text{Hom}(\text{id}_N, \theta), \quad x := \overline{\tau}(v) \equiv 1_{\tau} \otimes v \otimes 1_{\iota} \in \text{Hom}(\theta, \theta^2),
\] (2.5)
is a Q-system. If $N \subset M$ is irreducible, then the corresponding Q-system $\Theta$ is also irreducible. The endomorphism $\theta$ is called the dual canonical endomorphism of $N \subset M$. (The endomorphism $\overline{\iota} \iota \in \text{End}(M)$ is called the canonical endomorphism of $N \subset M$.) The map $E(\cdot) = \frac{1}{d_{\iota}} w^* \overline{\tau}(\cdot) w : M \to N$ gives a conditional expectation from $M$ to $N$. By using the conjugate equation, it is easily seen that we have the following formula
\[
m = d_{\iota} \cdot E(mv^*)v, \quad \text{for } m \in M,
\] (2.6)
and hence, we have $M = Nv$.

Remark 2.4. Using the conjugate equation, it is also easily seen that $nv = 0$ implies $n = 0$ for $n \in N$ (cf. [5, Lemma 3.8]).

Remark 2.5. Let $\iota' : M \to N$ be another choice of a conjugate of $\iota$ and $(w', v')$ a standard solution of the conjugate equation for $\iota$ and $\iota'$. We denote by $\Theta' = (\theta' = \iota' \iota, w', x' = \overline{\tau}(v'))$ the corresponding Q-system as above. Since the conjugate and the associated standard solution is unique up to unitary, there exists a unitary $u \in \text{Hom}(\overline{\iota}, \iota')$ satisfying
\[
w' = uw, \quad v' = \iota(u)v = uv,
\] (2.7)
as in Eq. (2.2). One can check that $u = u \otimes 1_{\iota} \in \text{Hom}(\theta, \theta')$ is a unitary isomorphism of Q-systems from $\Theta$ to $\Theta'$.

Conversely, starting from an irreducible Q-system $\Theta$ in $\text{End}(N)$, one can construct an irreducible overfactor $M \supset N$ such that $\Theta$ is a Q-system obtained as above [22] (also cf. [4]). Therefore, there is a one-to-one correspondence between irreducible Q-systems in $\text{End}(N)$ up to equivalence and irreducible finite index subfactors $N \subset M$ up to conjugation.

2.3. Braided C*-tensor Categories and $\alpha$-induction

Let $\mathcal{C}$ be a C*-tensor category. A family of natural isomorphisms $\{\varepsilon(\lambda, \mu) : \lambda \otimes \mu \to \mu \otimes \lambda\}_{\lambda, \mu \in \mathcal{C}}$ is called a braiding on $\mathcal{C}$ if it satisfies the usual hexagon identities (cf. [13]). In this article, we always assume that each $\varepsilon(\lambda, \mu)$ is a unitary. For a braiding $\{\varepsilon(\lambda, \mu)\}_{\lambda, \mu \in \mathcal{C}}$, its opposite braiding is defined by $\varepsilon^-(\lambda, \mu) = \varepsilon(\mu, \lambda)^*$ and the family $\{\varepsilon^-(\lambda, \mu)\}_{\lambda, \mu \in \mathcal{C}}$ is also a braiding on $\mathcal{C}$. We also write $\varepsilon^+(\lambda, \mu) \equiv \varepsilon(\lambda, \mu)$. A C*-tensor category equipped with a braiding is called a braided C*-tensor category.

A Q-system $\Theta = (\theta, w, x)$ in a braided C*-tensor category $\mathcal{C}$ is said to be commutative if it satisfies $\varepsilon(\theta, \theta)x = x$. 

A braiding on a $C^*$-tensor category $\mathcal{C}$ is called non-degenerate if the Müger center
\[ \mathcal{C} \cap \mathcal{C}' = \{ \lambda \in \mathcal{C} : \varepsilon(\lambda, \mu)\varepsilon(\mu, \lambda) = 1_{\mu \otimes \lambda} \text{ for all } \mu \in \mathcal{C} \} \]
is trivial, i.e., each object in $\mathcal{C} \cap \mathcal{C}'$ is a finite direct sum of tensor unit. A rigid braided $C^*$-tensor category $\mathcal{C}$ is called unitary modular tensor category if there are only finitely many inequivalent irreducible objects and its braiding is non-degenerate.

Let $N \subset M$ be a finite index type III subfactor and $\mathcal{C}$ a braided $C^*$-tensor category realized as a full and replete subcategory of $\text{End}(N)$. Suppose that the dual canonical endomorphism $\theta = \piu$ of $N \subset M$ is in $\mathcal{C}$. For $\lambda \in \mathcal{C}$, its $\alpha$-induction is defined by
\[ \alpha^\pm_\lambda = \tau^{-1} \circ \text{Ad}(\varepsilon^\pm(\lambda, \theta)) \circ \lambda \circ \tau \in \text{End}(M). \] (2.8)
The notion of $\alpha$-induction was first introduced in [23] and further studied in [30] and [5–7] for nets of subfactors.

2.4. Group Actions on Subfactors and $G$-equivariant Q-systems

Let us fix a group $G$ in this subsection. We summarize a relation between group actions on subfactors and $G$-equivariant structure on the associated Q-systems.

We first recall some terminologies. By a strict action of $G$ on a strict monoidal category $\mathcal{C}$, we mean a group homomorphism $\gamma : G \to \text{Aut}_{\text{strict}}(\mathcal{C}), g \mapsto \gamma_g$, where $\text{Aut}_{\text{strict}}(\mathcal{C})$ denotes the group of all strict monoidal automorphisms of $\mathcal{C}$.

For simplicity, we give the following definitions under certain strictness conditions for both categories and group actions.

**Definition 2.6.** Let $\gamma$ be a strict $G$-action on a strict monoidal category $\mathcal{C}$. A $G$-equivariant object is a pair $(X, z)$ consisting of an object $X \in \mathcal{C}$ and a family of isomorphisms $z = \{ z_g : \gamma_g(X) \to X \}_{g \in G}$ such that the following diagram
\[ \gamma_g(\gamma_h(X)) \xrightarrow{\gamma_g(z_{gh})} \gamma_g(X) \xrightarrow{z_g} X \] (2.9)
commutes for all $g, h \in G$.

For two $G$-equivariant objects $(X, z)$ and $(X', z')$, a morphism $f : X \to X'$ is called a $G$-equivariant morphism if the following diagram
\[ \gamma_g(X) \xrightarrow{z_g} X \xrightarrow{f} X' \] (2.10)
commutes for all $g \in G$. 
We now consider the C*-tensor category of endomorphisms. Let $N$ be a type III factor and $\beta$ an action of $G$ on $N$. Then, $\beta$ induces a strict action $\gamma$ of $G$ on $\text{End}(N)$ by
\[
\gamma_g(\rho) = \beta_g \circ \rho \circ \beta_g^{-1} \quad \text{for } \rho \in \text{End}(N),
\]
\[
\gamma_g(s) = \beta_g(s) \quad \text{for } s \in \text{Hom}(\rho, \sigma).
\]
Let $\Theta = (\theta, w, x)$ be a Q-system in $\text{End}(N)$. Then, $g(\Theta) := (\gamma_g(\theta), \gamma_g(w), \gamma_g(x))$ is also a Q-system in $\text{End}(N)$. Assume that there exists a family of unitaries $z = \{ z_g : \gamma_g(\theta) \to \theta \}_{g \in G}$. If $z_g$ is a unitary isomorphism of Q-system for each $g \in G$ and the pair $(\theta, z)$ is a $G$-equivariant object, then we call $(\Theta, z)$ a $G$-equivariant Q-system.

Suppose that we have also an extension $M$ of $N$ such that $N \subset M$ is a finite index type III subfactor. Let $\Theta = (\theta = \tau, w, x = \tau(v))$ be a Q-system in $\text{End}(N)$ associated with $N \subset M$. We will see below that there exists a one-to-one correspondence between the following two.

- actions of $G$ on $M$ which extend $\beta$ (or equivalently, actions of $G$ on the subfactor $N \subset M$ which act as $\beta$ on $N$).
- families of unitaries which define $G$-equivariant Q-system structures on $\Theta$.

**Remark 2.7.**

(i) We note that such a correspondence has been established in [3, Section 6] for finite index inclusions of completely rational conformal nets and finite automorphism groups (see Sect. 3 for conformal nets). In the same article, $G$-equivariant algebra structures on algebra objects in tensor categories (not necessarily C*) have been studied to understand spontaneous symmetry breaking under anyon condensation and the general theory developed there is used to prove the above result.

If we try to translate their arguments, we need to assume the finiteness of $G$ and the injectivity of the map $\beta : G \to \text{Aut}(N)$. To drop these assumptions, we use a slightly explicit arguments as below.

(ii) As mentioned in the introduction, extensions of group actions have been also studied in [2] when an inclusion is given as a crossed-product by a compact group dual where the finite index assumption is not needed.

We first see that one can construct a structure of $G$-equivariant Q-system from an extension of group action.

**Lemma 2.8.** Under the assumptions as above, suppose that we have an action $\tilde{\beta}$ of $G$ on $M$ which extends $\beta$, i.e., $\tilde{\beta}_g \tau = \tau \beta_g$ for all $g \in G$. For each $g \in G$, we define $z_g \in N$ by the unique element satisfying
\[
\tilde{\beta}_g(v) = z_g^* v.
\]
Then, the following holds:

(i) $z_g \in \text{Hom}(\beta_g \tau, \tau \beta_g)$
(ii) $z_g$ is a unitary isomorphisms of Q-systems from $g(\Theta)$ to $\Theta$.
(iii) $(\theta, z)$ is a $G$-equivariant object in $\text{End}(N)$ with strict action $\gamma$ of $G$ where $z$ denotes the family of unitaries $\{ z_g : \gamma_g(\theta) \to \theta \}_{g \in G}$.
In particular, $(\Theta, z)$ is a $G$-equivariant $Q$-system in $\text{End}(N)$.

Moreover, the above $G$-equivariant $Q$-system structure only depends on $N \subset M$ and $\tilde{\beta}$ in the following sense: Let $\Theta' = (\theta', \tau', w', x' = \tau'(v'))$ be another $Q$-system associated with $N \subset M$ and $u \in \text{Hom}(\tau, \tau')$ be a unitary as in Remark 2.5. We denote by $z' = \{z'_g : \gamma_g(\theta') \to \theta\}_{g \in G}$ the corresponding family of unitaries as above. Then, $u$ is a $G$-equivariant morphism from $(\theta, z)$ to $(\theta', z')$.

**Remark 2.9.** Some parts of (i) and (ii) have been essentially observed in [1, Lemma 6.1.1] and its proof. For the readers’ convenience, we give the proof of all statements here.

**Proof.** We first claim that $\tau_g := \beta_g \tau \tilde{\beta}_g^{-1} : M \to N$ is a conjugate of $\tau$ and $(w_g, v_g) := (\beta_g(w), \tilde{\beta}_g(v))$ is a standard solution for $\tau$ and $\tau_g$ for each $g \in G$. Using the fact that $(w, v)$ is a standard solution of conjugate equation for $\tau$ and $\tau$, one can check this claim by direct computation. By Remark 2.5, there exists a unitary $u_g \in \text{Hom}(\tau_g, \tau)$ such that $\tau u_g v_g = v$ and $u_g w_g = w$. Moreover, $u_g = u_g \otimes 1_t \in \text{Hom}(\tau_g t, \theta)$ is a unitary isomorphism of $Q$-system from $(\tau_g t, w_g, \tau_g(v_g))$. Since $u_g^* v = v_g \equiv \tilde{\beta}_g(v) = z_g^* v$ and $u_g, z_g \in N$, we have $z_g = u_g$ by Remark 2.4. In particular, $z_g$ is a unitary.

(i) Since $z_g = u_g \in \text{Hom}(\beta_g \tau \tilde{\beta}_g^{-1}, \tau)$, we get $z_g \in \text{Hom}(\beta_g \tau, \tau \tilde{\beta}_g)$ by composing $\tilde{\beta}_g$ from the right.

(ii) We note that the $Q$-system $(\tau_g t, w_g, \tau_g(v_g))$ obtained from the conjugate $\tau_g : M \to N$ and the standard solution $(w_g, v_g)$ is equal to $g(\Theta)$. In fact, we have

\[ \tau_g t = \beta_g \tau \tilde{\beta}_g^{-1} t = \beta_g \tau \tilde{\beta}_g^{-1} = \gamma_g(\theta), \]
\[ w_g = \beta_g(w) = \gamma_g(w), \]
\[ \tau_g(v_g) = \beta_g \tilde{\beta}_g^{-1}(\tilde{\beta}_g(v)) = \beta_g(\tau(v)) = \beta_g(x) = \gamma_g(x). \]

Since $z_g = u_g = u_g \otimes 1_t$ is a unitary isomorphism of $Q$-system from $(\tau_g t, w_g, \tau_g(v_g))$ to $\Theta$, we obtain the statement.

(iii) It suffices to show $z_{gh} = z_g \gamma_g(z_h) \equiv z_g \beta_g(z_h)$ for every $g, h \in G$. To see this, we have

\[ z_{gh}^* v = \tilde{\beta}_{gh}(v) = \tilde{\beta}_g(z_h^* v) = \beta_g(z_h^* v) \]

Thus, we get $z_{gh} = z_g \beta_g(z_h)$ by Remark 2.4.

(iv) For every $m \in M$, we have

\[ \text{Ad}(z_g) \circ \beta_g \circ \tau(m) = \tau \circ \tilde{\beta}_g(m), \]

where we used the intertwining property (i). (This computation also implies the well-definedness of the formula.) Applying $\tau^{-1}$ to both sides, we get $\tilde{\beta}_g(m) = \tau^{-1} \circ \text{Ad}(z_g) \circ \beta_g \circ \tau(m)$. 


Finally, we prove the last statement. Let \( g \in G \). We compute \( \tilde{\beta}_g(v') \) in two ways:
\[
\tilde{\beta}_g(v') = z'^*_g v' = z'^*_g uv,
\]
\[
\tilde{\beta}_g(v') = \tilde{\beta}_g(uv) = \beta_g(u) z'^*_g v.
\]
Thus, we get \( z'^*_g u = \beta_g(u) z'^*_g = \gamma_g(u) z'^*_g \) and hence \( z'_g \gamma_g(u) = u z_g \), which implies the commutativity of the diagram (2.10). This proves the statement. \( \square \)

We then see the converse direction.

**Lemma 2.10.** Under the assumptions as above, suppose that we have a family of unitaries \( z = \{ z_g : \gamma_g(\theta) \to \theta \} \) which gives a structure of a \( G \)-equivariant \( Q \)-system on \( \Theta \). Then, the map \( G \ni g \mapsto \tilde{\beta}_g \in \text{Aut}(M) \) defined by
\[
\tilde{\beta}_g = \tau^{-1} \circ \text{Ad}(z_g) \circ \beta_g \circ \tau
\]
gives a well-defined group action of \( G \) on \( M \) which extends the action \( \beta \) on \( N \).

**Proof.** The well-definedness of \( \tilde{\beta}_g \) and the claim that \( \tilde{\beta}_g \) is an extension of \( \beta_g \) for each \( g \in G \) have been shown in [1, Proposition 6.1.3] under a similar setting. To see that \( \tilde{\beta} \) is a group homomorphism, for \( g, h \in G \) we have
\[
\tilde{\beta}_g \circ \tilde{\beta}_h = \tau^{-1} \circ \text{Ad}(z_g) \circ \text{Ad}(z_h) \circ \beta_g \circ \beta_h \circ \tau
= \tau^{-1} \circ \text{Ad}(z_g z_h) \circ \beta_g \circ \beta_h \circ \tau
= \tau^{-1} \circ \text{Ad}(z_{gh}) \circ \beta_{gh} \circ \tau = \tilde{\beta}_{gh},
\]
where we used \( z_{gh} = z_g \gamma_g(z_h) = z_g \beta_g(z_h) \). \( \square \)

### 2.5. Braided \( G \)-crossed Categories

Let \( G \) be a group. We recall the notion of braided \( G \)-crossed categories and introduce its “opposite” braiding. For simplicity, we only give the definition with strictness assumption.

**Definition 2.11.** A **strict \( G \)-crossed category** is a strict monoidal category \( \mathcal{F} \) equipped with the following structure:

- There is a full subcategory \( \mathcal{F}_{\text{hom}} \subset \mathcal{F} \) of homogeneous objects.
- \( \mathcal{F}_{\text{hom}} \) is \( G \)-graded, in the sense that there is a map \( \partial : \mathcal{F}_{\text{hom}} \to G \) such that \( \partial(X \otimes Y) = \partial X \cdot \partial Y \) and \( \partial X = \partial Y \) if \( X \cong Y \). We define the full subcategories \( \mathcal{F}_g \) by \( \mathcal{F}_g = \mathcal{F}_{\partial^{-1}(g)} \).
- There is a strict \( G \)-action \( \gamma \) on \( \mathcal{F} \) such that \( \gamma_g(\mathcal{F}_h) \subset \mathcal{F}_{ghg^{-1}} \).

If \( \mathcal{F} \) is additive, we require that every object in \( \mathcal{F} \) is a finite direct sum of objects in \( \mathcal{F}_{\text{hom}} \), i.e., \( \mathcal{F} = \bigoplus_{g \in G} \mathcal{F}_g \). The \( G \)-grading is said to be **full** if the image of \( \partial \) is equal to \( G \).

A **\( G \)-crossed braiding** (or simply **braiding**) on a strict \( G \)-crossed category \( \mathcal{F} \) is a family of isomorphisms
\[
c(X, Y) : X \otimes Y \to \gamma_g(Y) \otimes X,
\]
defined for all \( g \in G \), \( X \in \mathcal{F}_g \) and \( Y \in \mathcal{F} \) satisfying following identities:
(i) (Naturality) For all \( g \in G, X, X' \in \mathcal{F}_g, Y, Y' \in \mathcal{F}, s \in \text{Hom}(X, X'), \) and \( t \in \text{Hom}(Y, Y') \), we have
\[
c(X', Y') \circ (s \otimes t) = (\gamma_g(t) \otimes s) \circ c(X, Y). \tag{2.12}
\]

(ii) (Covariance) For all \( g \in G, X \in \mathcal{F}_{\text{hom}}, \) and \( Y \in \mathcal{F}, \) we have
\[
\gamma_g(c(X, Y)) = c(\gamma_g(X), \gamma_g(Y)). \tag{2.13}
\]

(iii) For all \( g, h \in G, X \in \mathcal{F}_g, Y \in \mathcal{F}_h, \) and \( Z \in \mathcal{F}, \) we have
\[
c(X \otimes Y, Z) = (c(X, \gamma_h(Z)) \otimes 1_Y) \circ (1_X \otimes c(Y, Z)), \quad \tag{2.14a}
c(X, Y \otimes Z) = (1 \otimes c(X, Z)) \circ (c(X, Y) \otimes 1_Z). \tag{2.14b}
\]

A strict \( G \)-crossed category equipped with a \( G \)-crossed braiding is called a **strict braided \( G \)-crossed category**.

Let \( \mathcal{F} \) be a braided \( G \)-crossed category. Using Eq. (2.14), one can show a version of the Yang-Baxter equation: For all \( g, h \in G, X \in \mathcal{F}_g, Y \in \mathcal{F}_h, \) and \( Z \in \mathcal{F}_{\text{hom}}, \) we have
\[
(c(\gamma_g(Y), \gamma_g(Z)) \otimes 1_X) \circ (1 \otimes c(X, Z)) \circ (c(X, Y) \otimes 1_Z) \\
= (1 \otimes c(X, Y)) \circ (c(X, \gamma_h(Z)) \otimes 1_Y) \circ (1_X \otimes c(Y, Z)). \tag{2.15}
\]

We note that the identity component \( \mathcal{F}_e \) is closed under the tensor product and restriction of a \( G \)-crossed braiding on \( \mathcal{F}_e \) gives an ordinary braiding. We also note that the strict action \( \gamma \) of \( G \) preserves \( \mathcal{F}_e \). We refer the reader to the book [29] for the basics of braided \( G \)-crossed categories.

For the later use, we introduce the “opposite” version of \( G \)-crossed braiding. We define \( c^-(X, Y) \) by
\[
c^-(X, Y) := c(Y, \gamma_{h^{-1}}(X))^{-1} : X \otimes Y \to Y \otimes \gamma_{h^{-1}}(X) \tag{2.16}
\]
for all \( X \in \mathcal{F}_{\text{hom}} \) and \( Y \in \mathcal{F}_h \). Using the identities in the definition of \( G \)-crossed braiding, one can check that the family \( \{c^-(X, Y)\} \) satisfies the following identities:

(i) (Naturality) For all \( h \in G, X, X' \in \mathcal{F}_{\text{hom}}, Y, Y' \in \mathcal{F}_h, s \in \text{Hom}(X, X'), \) and \( t \in \text{Hom}(Y, Y') \), we have
\[
c^-(X', Y') \circ (s \otimes t) = (t \otimes \gamma_{h^{-1}}(s)) \circ c^-(X, Y). \tag{2.17}
\]

(ii) (Covariance) For all \( g \in G \) and \( X, Y \in \mathcal{F}_{\text{hom}}, \) we have
\[
\gamma_g(c^-(X, Y)) = c^-(\gamma_g(X), \gamma_g(Y)). \tag{2.18}
\]

(iii) For all \( h, k \in G, X \in \mathcal{F}_{\text{hom}}, Y \in \mathcal{F}_h, \) and \( Z \in \mathcal{F}_k, \) we have
\[
c^-(X \otimes Y, Z) = (c^-(X, Z) \otimes 1_{\gamma_{h^{-1}}(Y)}) \circ (1_X \otimes c^-(Y, Z)), \tag{2.19a}
c^-(X, Y \otimes Z) = (1_Y \otimes c^-(\gamma_{h^{-1}}(X), Z)) \circ (c^-(X, Y) \otimes 1_Z). \tag{2.19b}
\]

Note that \( c^- \) is not a \( G \)-crossed braiding. We will write \( c^+(X, Y) \equiv c(X, Y) \) for the original \( G \)-crossed braiding.
3. Conformal Nets and Twisted Representations

3.1. Conformal Nets

Let $S^1 \subset \mathbb{C}$ be the unit circle, which is identified with the one-point compactification of the real line $\mathbb{R} \cup \{ \infty \}$ by the Cayley transform $\mathbb{R} \ni x \mapsto z = \frac{i - x}{i + x}$ where $\infty$ corresponds to $-1 \in S^1$. We denote the Möbius group by $\text{Möb}$. This group is isomorphic to $\text{PSU}(1, 1)$, which acts naturally on $S^1 \subset \mathbb{C}$.

We denote by $I$ the set of proper intervals (or simply intervals) of $S^1$, i.e., open, connected, non-dense, and non-empty subsets of $S^1$. For any subset $E \subset S^1$, we denote by $E'$ the interior of $S^1 \setminus E$.

Definition 3.1. A local Möbius covariant net on $S^1$ is a quadruple $(A, U, \mathcal{H}, \Omega)$ (simply denoted by $A$), where $\mathcal{H}$ is a Hilbert space, $\Omega \in \mathcal{H}$ is a unit vector corresponding to the vacuum, $U$ is a strongly continuous unitary representation of $\text{Möb}$, and $A$ is a map

$$I \ni I \mapsto A(I) \subset \mathcal{B}(\mathcal{H})$$

from the set of proper intervals to von Neumann algebras on $\mathcal{H}$, with the following properties:

(i) (Isotony) For any pair of intervals $I_1, I_2 \in \mathcal{I}$, if $I_1 \subset I_2$, then $A(I_1) \subset A(I_2)$.

(ii) (Locality) For any pair of intervals $I_1, I_2 \in \mathcal{I}$, if $I_1 \cap I_2 = \emptyset$, then $[A(I_1), A(I_2)] = \{0\}$,

where brackets denote the commutator.

(iii) (Möbius covariance) For any $g \in \text{Möb}$ and $I \in \mathcal{I}$, we have

$$U(g)A(I)U(g)^* = A(gI).$$

(iv) (Positive energy condition) The generator of the one-parameter rotation subgroup of $U$ has a positive spectrum.

(v) (Vacuum) $\Omega$ is the unique $U$-invariant vector (up to phase) and cyclic for the von Neumann algebra $\bigvee_{I \in \mathcal{I}} A(I)$.

If $A$ also satisfies the following diffeomorphism covariance in addition to the above axioms, it is called a conformal net:

(vi) (Diffeomorphism covariance) The representation $U$ of Möb extends to a projective unitary representation of $\text{Diff}^+(S^1)$ such that for all $I \in \mathcal{I}$

$$U(g)A(I)U(g)^* = A(gI), \text{ for all } g \in \text{Diff}^+(S^1),$$

$$U(g)xU(g) = x, \text{ for all } x \in A(I), g \in \text{Diff}^+(I'),$$

where $\text{Diff}^+(S^1)$ denotes the group of orientation preserving diffeomorphism of $S^1$ and $\text{Diff}^+(I')$ the subgroup of $\text{Diff}^+(S^1)$ consisting of those $g$ such that $g(z) = z$ for all $z \in I$.

Let $A$ be a local Möbius covariant net. We collect some properties of $A$ which automatically follow from the above axioms:
• (Irreducibility) [16] The von Neumann algebra $\bigvee_{I \in \mathcal{I}} \mathcal{A}(I)$ is equal to $\mathcal{B}(\mathcal{H})$.
• (Reeh–Schlieder property) [14] The vacuum vector $\Omega$ is cyclic and separating for each local algebra $\mathcal{A}(I)$, $I \in \mathcal{I}$.
• (Bisognano–Wichmann property) [8,15] For every $I \in \mathcal{I}$, there exists a one-parameter subgroup $\{\Lambda_I(t)\} \subset \text{Möb}$ which fixes the boundary points of $I$ such that
  \[ \Lambda_I^\dagger t = U(\Lambda_I(-2\pi t)) \]
  where $\Delta_I$ denotes the modular operator associated to the pair $(\mathcal{A}(I), \Omega)$.
Moreover, the modular conjugation $J_I$ associated with the pair $(\mathcal{A}(I), \Omega)$ has also a geometric meaning.
• (Haag duality) [8,15] Each local algebra $\mathcal{A}(I') = \mathcal{A}(I)'$ for any $I \in \mathcal{I}$.
• (Additivity) [14] If a family of intervals $\{I_i \in \mathcal{I}\}$ and an interval $I \in \mathcal{I}$ satisfies $I \subset \bigcup_i I_i \in \mathcal{I}$, then we have $\mathcal{A}(I) \subset \bigvee_i \mathcal{A}(I_i)$.
• (Factoriality) (see, e.g., [15]) Each local algebra $\mathcal{A}(I)$ is a type $\text{III}_1$ factor.

We then recall some extra properties of a local Möbius covariant net. The net $\mathcal{A}$ is said to be strongly additive if we have $\mathcal{A}(I_1) \vee \mathcal{A}(I_2) = \mathcal{A}(I)$ for any two adjacent intervals $I_1, I_2 \in \mathcal{I}$ obtained by removing a single point from an interval $I \in \mathcal{I}$. We say that $\mathcal{A}$ has the split property if $\mathcal{A}(I_1) \vee \mathcal{A}(I_2)$ is naturally isomorphic to $\mathcal{A}(I_1) \otimes \mathcal{A}(I_2)$ for any pair of intervals $I_1, I_2 \in \mathcal{I}$ with disjoint closures.

**Definition 3.2.** ([19]). A local Möbius covariant net $\mathcal{A}$ is called completely rational if it is strongly additive, fulfills the split property and its $\mu$-index $\mu_{\mathcal{A}}$ is finite, where
  \[ \mu_{\mathcal{A}} = [\mathcal{A}(I_2) \vee \mathcal{A}(I_4)' : \mathcal{A}(I_1) \vee \mathcal{A}(I_3)] \]
  for $I_1, I_3 \in \mathcal{I}$ two intervals with $\overline{I_1} \cap \overline{I_3} = \emptyset$ and $I_2, I_4 \in \mathcal{I}$ the two components of $(I_1 \cup I_3)'$ (which does not depend on the choice of intervals).

### 3.2. Subnets

Let $(\mathcal{A}, U, \mathcal{H}, \Omega)$ be a local Möbius covariant net. A Möbius covariant subnet $\mathcal{B}$ of $\mathcal{A}$ is a map
  \[ \mathcal{I} \ni I \mapsto \mathcal{B}(I) \subset \mathcal{A}(I) \]
which associates with each $I \in \mathcal{I}$ a von Neumann subalgebra $\mathcal{B}(I)$ of $\mathcal{A}(I)$, satisfying the following
  \[ \mathcal{B}(I_1) \subset \mathcal{B}(I_2) \quad \text{if} \quad I_1 \subset I_2, \]
  \[ U(g)\mathcal{A}(I)U(g)^* = \mathcal{A}(gI) \quad \text{for all} \quad g \in \text{Möb}, \quad I \in \mathcal{I}. \]

We write $\mathcal{B} \subset \mathcal{A}$ to indicate that $\mathcal{B}$ is a Möbius covariant subnet of $\mathcal{A}$.

Let $\mathcal{H}_B$ be the closure of $\bigvee_j \mathcal{B}(I)\Omega$. Then, $\mathcal{H}_B$ is $U$-invariant and the restriction of $\mathcal{B}$ to $\mathcal{H}_B$ gives a local Möbius covariant net on $\mathcal{H}_B$. The restriction map $\mathcal{B}(I) \ni b \mapsto b|_{\mathcal{H}_B}$ is injective since $\Omega$ is separating for $\mathcal{B}(I)$, so we will often identify $\mathcal{B}$ with its restriction to $\mathcal{H}_B$.

By the Möbius covariance, the index $[\mathcal{A}(I) : \mathcal{B}(I)]$ does not depend on the interval $I \in \mathcal{I}$ and will be denoted by $[\mathcal{A} : \mathcal{B}]$. By [9, Corollary 2.6], $\mathcal{B}(I)' \cap \mathcal{A}(I) = \mathbb{C}$ for all $I \in \mathcal{I}$ if $[\mathcal{A} : \mathcal{B}] < \infty$. 

3.3. Automorphism Groups and Orbifolds

Let $\mathcal{A}$ be a local Möbius covariant net. The *automorphism group* of $\mathcal{A}$ is defined by

$$\text{Aut}(\mathcal{A}) = \{ g \in U(\mathcal{H}) \mid g\mathcal{A}(I)g^{-1} = \mathcal{A}(I) \text{ for all } I \in \mathcal{I} \text{ and } g\Omega = \Omega \},$$

where $U(\mathcal{H})$ denotes the group of unitaries on $\mathcal{H}$. We consider $\text{Aut}(\mathcal{A})$ as a topological group with the topology induced by the strong operator topology of $B(\mathcal{H})$. By definition, every $g \in \text{Aut}(\mathcal{A})$ gives an automorphism $\text{Ad}(g)|_{\mathcal{A}(I)}$ of each local algebra $\mathcal{A}(I)$. It is easy to see that every element of $\text{Aut}(\mathcal{A})$ commutes with the representation $U$ of $\text{Möb}$ by using the Bisognano–Wichmann property. If $\text{Ad}(g)|_{\mathcal{A}(I)} = \text{id}_{\mathcal{A}(I)}$ for some interval $I \in \mathcal{I}$, then we have $g = e \equiv 1_{\mathcal{H}}$ by the Reeh–Schlieder property.

If $\mathcal{B} \subset \mathcal{A}$ is a Möbius covariant subnet, we define the subgroup $\text{Aut}(\mathcal{A}, \mathcal{B}) < \text{Aut}(\mathcal{A})$ by

$$\text{Aut}(\mathcal{A}, \mathcal{B}) = \{ g \in \text{Aut}(\mathcal{A}) : g\mathcal{B}(I)g^{-1} = \mathcal{B}(I) \text{ for all } I \in \mathcal{I} \}.$$ 

Note that every $g \in \text{Aut}(\mathcal{A}, \mathcal{B})$ preserves $\mathcal{H}_\mathcal{B} = \bigvee J \mathcal{B}(I)\Omega$ and its restriction on $\mathcal{H}_\mathcal{B}$ gives an element of $\text{Aut}(\mathcal{B})$.

Let $G < \text{Aut}(\mathcal{A})$ be a subgroup. Then, the map $I \ni I \mapsto \mathcal{A}^G(I) \subset \mathcal{A}(I)$ gives a Möbius covariant subnet where $\mathcal{A}^G(I) = \{ x \in \mathcal{A}(I) \mid gxg^{-1} = x \text{ for all } g \in G \}$. We will denote this subnet by $\mathcal{A}^G$. If $G$ is finite, $\mathcal{A}^G$ is also completely rational and $\mu_{\mathcal{A}^G} = |G|^2 \mu_{\mathcal{A}}$ [31, Theorem 2.6].

3.4. Twisted Representations

We will review the notion of $g$-localized endomorphisms (or $g$-twisted representations) and the braided $G$-crossed category $G – \text{Loc}\mathcal{A}$ introduced by Müger [27]. We also give proofs of some statements needed in the later analysis.

To consider the notion of $g$-localized endomorphisms, we will work on the real line $\mathbb{R} \cong S^1 \setminus \{-1\}$ instead of the whole unit circle $S^1$. Let us denote $\mathcal{J}$ the set of *proper intervals*(or simply *intervals*) of $\mathbb{R}$, i.e., non-empty bounded connected open subsets of $\mathbb{R}$. For $I, J \in \mathcal{J}$, we write $I < J$ (resp. $I > J$) if $I \subset (-\infty, \inf J)$ (resp. $I \subset (\sup J, +\infty)$). We write $I^\perp = \mathbb{R} \setminus I$. We will view $\mathcal{J}$ as a subset of $\mathcal{I}$ under the identification $\mathbb{R} \cong S^1 \setminus \{-1\}$.

Let $\mathcal{A}$ be a strongly additive local Möbius covariant net on $S^1$. By the strongly additive assumption, $\mathcal{A}$ satisfies the Haag duality on $\mathbb{R}$: We have

$$\mathcal{A}(I) = \mathcal{A}(I^\perp)' = \left( \bigvee_{J \in \mathcal{J}, J \subset I^\perp} \mathcal{A}(J) \right)'$$

for any $I \in \mathcal{J}$. We denote by $\mathcal{A}_\infty$ the *-algebra defined by

$$\mathcal{A}_\infty := \bigcup_{I \in \mathcal{J}} \mathcal{A}(I).$$
Note that we do not take any closures here. In the following, we will view \( \text{End}(\mathcal{A}_\infty) \) as a \( \mathbb{C} \)-linear monoidal category as explained in Remark 2.1.

Let \( g \in \text{Aut}(\mathcal{A}) \). We denote by \( \beta_g \) the corresponding automorphism on each local algebra \( \mathcal{A}(I) \). An endomorphism \( \rho \in \text{End}(\mathcal{A}_\infty) \) is called \textit{\( g \)-localized in \( I \)} if it satisfies the following:

\[
\rho(x) = x \quad \text{for all } J < I \text{ and } x \in \mathcal{A}(J), \\
\rho(x) = \beta_g(x) \quad \text{for all } J > I \text{ and } x \in \mathcal{A}(J).
\]

If \( \rho \) is \( g \)-localized in \( I \) and \( J \supset I \), then \( \rho \) is also \( g \)-localized in \( J \). An endomorphism \( \rho \in \text{End}(\mathcal{A}_\infty) \) is called \textit{\( g \)-localized} if it is \( g \)-localized in some interval. A \( g \)-localized endomorphism \( \rho \) is called \textit{transportable} if for every \( J \in \mathcal{J} \), there exists a unitary \( U \in \mathcal{A}_\infty \) such that \( \tilde{\rho} = \text{Ad}(U) \circ \rho \) is \( g \)-localized in \( J \in \mathcal{J} \).

For simplicity of notations, we shall denote by \( \Delta_{\mathcal{A}}^g(I) \) (resp. \( \Delta_{\mathcal{A}}^g \)) the full subcategory of \( \text{End}(\mathcal{A}_\infty) \) consisting of those \( \rho \) that are \( g \)-localized in \( I \) (resp. \( g \)-localized) and transportable.

**Remark 3.3.**
(i) In [27], the notion of a \( g \)-localized endomorphism is defined for a net of factors on \( \mathbb{R} \) with slightly general assumptions. In this article, we only consider a case that the underlying net is obtained from a strongly additive local Möbius covariant net.

(ii) If \( g = e \equiv 1_\mathcal{H} \), the category \( \Delta_{\mathcal{A}}^g \) is the same as the category of DHR endomorphisms of \( \mathcal{A} \) [10,11]. They are equivalent to the category of representations of \( \mathcal{A} \) (cf. [27, Theorem 2.31]) and so an element of \( \Delta_{\mathcal{A}}^g \) corresponds to a representation of \( \mathcal{A} \). For a general element \( g \in \text{Aut}(\mathcal{A}) \), a \( g \)-localized endomorphism is also called a \textit{\( g \)-twisted representation}.

If \( \rho \in \Delta_{\mathcal{A}}^g(I) \), then the Haag duality on \( \mathbb{R} \) implies \( \rho(\mathcal{A}(I)) \subset \mathcal{A}(I) \) [27, Lemma 2.12] and one can consider \( \rho \) as an element of \( \text{End}(\mathcal{A}(I)) \). In general, if \( \rho, \sigma \in \text{End}(\mathcal{A}_\infty) \) preserve \( \mathcal{A}(I) \) for some \( I \in \mathcal{J} \), one can consider \( \rho \) and \( \sigma \) as elements of \( \text{End}(\mathcal{A}(I)) \) and consider the intertwiner space between them in \( \mathcal{A}(I) \). In such a situation, we will write

\[
\text{Hom}_{\mathcal{A}(I)}(\rho, \sigma) := \{ t \in \mathcal{A}(I) \mid t\rho(x) = \sigma(x)t \text{ for all } x \in \mathcal{A}(I) \}.
\]

An element of \( \text{Hom}_{\mathcal{A}(I)}(\rho, \sigma) \) is called a \textit{local intertwiner} from \( \rho \) to \( \sigma \). When we consider the intertwiner space in \( \mathcal{A}_\infty \), we also write

\[
\text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) := \text{Hom}(\rho, \sigma) \equiv \{ t \in \mathcal{A}_\infty \mid t\rho(x) = \sigma(x)t \text{ for all } x \in \mathcal{A}_\infty \}
\]

if we want to emphasize the underlying algebra. An element of \( \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \) is called a \textit{global intertwiner}. In general, the spaces of local and global intertwiners do not coincides.

**Lemma 3.4.** Let \( g, h \in \text{Aut}(\mathcal{A}) \). For \( \rho \in \Delta_{\mathcal{A}}^g(I) \) and \( \sigma \in \Delta_{\mathcal{A}}^h(I) \), the following holds:

(i) If \( g = h \), then we have

\[
\text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) = \text{Hom}_{\mathcal{A}(I)}(\rho, \sigma) \subset \mathcal{A}(I).
\]

(ii) If \( g \neq h \), then there is no unitary in \( \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \). 

(iii) If the closed subgroup generated by \( g \) and \( h \) is compact, then we have
\[
\text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \subset \mathcal{A}(I).
\]

**Proof.** (i) It was proved that \( \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \subset \mathcal{A}(I) \) holds in [27, Lemma 2.13]. Hence, \( \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \subset \text{Hom}_{\mathcal{A}(I)}(\rho, \sigma) \) follows by restricting \( \rho \) and \( \sigma \) to the local algebra \( \mathcal{A}(I) \). As in the proof of [5, Lemma 2.4], one can prove \( \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \supset \text{Hom}_{\mathcal{A}(I)}(\rho, \sigma) \) using the strong additivity of \( \mathcal{A} \).

(ii) The statement follows from [27, Remark 2.7].

(iii) Let \( t \in \text{Hom}_{\mathcal{A}_\infty}(\rho, \sigma) \). Since \( \rho(x) = \sigma(x) = x \) for \( x \in \mathcal{A}(I_-) \) with \( I_- < I \), by the Haag duality we have \( t \in \mathcal{A}(J) \) for some interval \( J \) such that \( \inf J = \inf I \). If \( J \subset I \), we get \( t \in \mathcal{A}(I) \) which is the desired conclusion. In the following, we assume \( J \supset I \) and set \( J_1 = J \setminus \bar{I} \). Hence, \( I \) and \( J_1 \) are adjacent interval obtained by removing a single point from \( J \). Let \( \mathcal{B} = \mathcal{A}^{(g, h)} \) be the fixed point net by the closed subgroup \( (g, h) \) generated by \( g \) and \( h \), which is a compact group by our assumption. For \( x \in \mathcal{B}(J_1) \), we have \( tx = t\beta_g(x) = \beta_h(x)t = xt \). Thus, we get \( t \in \mathcal{A}(J) \cap \mathcal{B}(J_1)' \).

Since \( \mathcal{B} \subset \mathcal{A} \) is a strongly additive pair in the sense of [32], we have \( \mathcal{A}(J) \cap \mathcal{B}(J_1)' = \mathcal{A}(I) \) and hence \( t \in \mathcal{A}(I) \).

\( \square \)

**Remark 3.5.** If \( \mathcal{A} \) has the split property, then the group \( \text{Aut}(\mathcal{A}) \) is compact [12] and the condition in (iii) always holds. It is known that the split property is automatic for a conformal net [26].

We now turn to the definition of the category \( G - \text{Loc}\mathcal{A} \). In the following, let us fix a compact subgroup \( G < \text{Aut}(\mathcal{A}) \).

**Definition 3.6.** The category \( G - \text{Loc}\mathcal{A} \) is defined to be the full subcategory of \( \text{End}(\mathcal{A}_\infty) \) whose objects are finite direct sums of \( G \)-localized transportable endomorphisms of \( \text{End}(\mathcal{A}_\infty) \), i.e. \( \rho \in G - \text{Loc}\mathcal{A} \) if and only if there exist \( g_i \in G \), \( \rho_i \in \Delta^g_{\mathcal{A}_i} \), and isometries \( s_i \in \mathcal{A}_\infty \) satisfying \( \sum_i s_i \rho_i s_i^* = 1 \) such that
\[
\rho(\cdot) = \sum_i s_i \rho_i(\cdot) s_i^*.
\]

The category \( G - \text{Loc}\mathcal{A} \) is a \( \mathbb{C} \)-linear category with simple unit, finite direct sums and subobjects. By (i) and (iii) of Lemma 3.4, \( G - \text{Loc}\mathcal{A} \) is in fact a \( C^* \)-tensor category. It has a structure of strict \( G \)-crossed category in the sense of Definition 2.11 [27, Proposition 2.10]: By (ii) of Lemma 3.4 and definition of \( G - \text{Loc}\mathcal{A} \), \( (G - \text{Loc}\mathcal{A})_g = \Delta^g_{\mathcal{A}} \) gives a \( G \)-braiding on \( G - \text{Loc}\mathcal{A} \). The strict action of \( G \) is given by
\[
\gamma_g(\rho) = \beta_g \circ \rho \circ \beta_g^{-1} \text{ for } \rho \in \text{End}(N),
\]
\[
\gamma_g(s) = \beta_g(s) \text{ for } s \in \text{Hom}(\rho, \sigma).
\]

Moreover, \( G - \text{Loc}\mathcal{A} \) has a \( G \)-crossed braiding and becomes a braided \( G \)-crossed category [27, Proposition 2.17]. For the later use, we explain its construction below. We first recall the following key lemma [27, Lemma 2.14].
Lemma 3.7. Let $I_1, I_2 \in \mathcal{J}$ be intervals such that $I_1 < I_2$. For every $g, h \in G$, $\rho_1 \in \Delta^g_A(I_1)$ and $\rho_2 \in \Delta^h_A(I_2)$, we have

$$\rho_1 \otimes \rho_2 = \gamma_g(\rho_2) \otimes \rho_1.$$

Let $\rho \in \Delta^g_A(I)$ and $\sigma$ be $G$-localized in $J$. Choose an interval $I_- < J$. By the transportability, there is a unitary $U_{\rho; I, I_-} \in \mathcal{A}_\infty$ such that $\tilde{\rho} = \text{Ad}(U_{\rho; I, I_-}) \circ \rho \in \Delta^g_A(I_-)$. Note that we have $\tilde{\rho} \otimes \sigma = \gamma_g(\sigma) \otimes \tilde{\rho}$ by the above lemma. Then, the braiding operator $c(\rho, \sigma)$ is defined by the composite

$$c(\rho, \sigma) : \rho \otimes \sigma \xrightarrow{U_{\rho; I, I_-} \otimes 1_\sigma} \tilde{\rho} \otimes \sigma = \gamma_g(\sigma) \otimes \tilde{\rho} \xrightarrow{1_{\gamma_g(\sigma) \otimes U_{\rho; I, I_-}^{-1}}} \gamma_g(\sigma) \otimes \rho,$$

namely we define $c(\rho, \sigma) = \gamma_g(\sigma)(U_{\rho; I, I_-}^*)U_{\rho; I, I_-}$ and $c(\rho, \sigma) = \gamma_g(\sigma)(U_{\rho; I, I_-}^*)U_{\rho; I, I_-}^{-1}$. Note that $c(\rho, \sigma)$ is a unitary by its construction. It was shown [27, Proposition 2.17] that $c(\rho, \sigma)$ does not depend on the choice of an interval $I_-$ and a unitary $U_{\rho; I, I_-} \in \mathcal{A}_\infty$ as long as they satisfy conditions stated above.

Remark 3.8. On the full subcategory $\Delta^e_A$, the $G$-crossed braiding $c(\rho, \sigma)$ coincides with the ordinary DHR braiding $\varepsilon(\rho, \sigma)$ by its construction.

We give another formula for the $G$-crossed braiding for later applications.

Lemma 3.9. Let $\rho \in \Delta^g_A(I)$ and $\sigma \in \Delta^h_A(I)$. Suppose that $I_+ \in \mathcal{J}$ is an interval with $I_+ > I$ and $U_{\sigma; I, I_+} \in \mathcal{A}_\infty$ is a unitary such that $\tilde{\sigma} = \text{Ad}(U_{\sigma; I, I_+}) \circ \sigma \in \Delta^h_A(I_+)$. Then, the composite

$$\gamma_g(U_{\sigma; I, I_+}^*)\rho(U_{\sigma; I, I_+}) : \rho \otimes \sigma \xrightarrow{1_{\rho} \otimes U_{\sigma; I, I_+}} \rho \otimes \tilde{\sigma} = \gamma_g(\tilde{\sigma}) \otimes \rho \xrightarrow{\gamma_g(U_{\sigma; I, I_+}^*) \otimes 1_{\rho}} \gamma_g(\sigma) \otimes \rho$$

is equal to $c(\rho, \sigma)$.

Proof. Taking an interval $I_- < I$ and a unitary $U_{\rho; I, I_-} \in \mathcal{A}_\infty$ such that $\tilde{\rho} = \text{Ad}(U_{\rho; I, I_-}) \circ \rho \in \Delta^g_A(I_-)$, we have $c(\rho, \sigma) = \gamma_g(\sigma)(U_{\rho; I, I_-}^*)U_{\rho; I, I_-}$ as explained above. To simplify the notations, we write $U_1 = U_{\rho; I, I_-}$ and $U_2 = U_{\sigma; I, I_+}$. Since $I_- < I < I_+$, we have $\tilde{\rho}(U_2^*) = \beta_g(U_2^*) = \gamma_g(U_2^*)$ and $\gamma_g(\tilde{\sigma})(U_1^*) = U_1^*$. Using these two identities and the intertwining properties of $U_1$ and $U_2$, we compute

$$c(\rho, \sigma) \cdot \left( \gamma_g(U_{\sigma; I, I_+}^*)\rho(U_{\sigma; I, I_+}) \right)^* = \gamma_g(\sigma)(U_1^*)U_1 \rho(U_2^*) \gamma_g(U_2) = \gamma_g(\sigma)(U_1^*) \tilde{\rho}(U_2^*) U_1 \gamma_g(U_2) = \gamma_g(U_2^*) \gamma_g(\tilde{\sigma})(U_1^*) U_1 \gamma_g(U_2) = \gamma_g(U_2^*) U_1^* U_1 \gamma_g(U_2) = 1.$$

Thus, we get the equality $c(\rho, \sigma) = \gamma_g(U_{\sigma; I, I_+}^*)\rho(U_{\sigma; I, I_+})$, which completes the proof.

\[\square\]

4. $\alpha$-Induction for Twisted Representations

This section is a main part of this article.
4.1. Assumptions and Notations
Suppose that we have a given local Möbius covariant net $\mathcal{A}$ and its Möbius covariant subnet $\mathcal{B} \subset \mathcal{A}$. We assume that both $\mathcal{A}$ and $\mathcal{B}$ are strongly additive and the index $[\mathcal{A} : \mathcal{B}]$ is finite. We also assume that we have a given compact subgroup $G < \text{Aut}(\mathcal{A}, \mathcal{B})$. We denote by $G'$ the subgroup of $\text{Aut}(\mathcal{B})$ obtained by restricting each element of $G$ to $\mathcal{H}_\mathcal{B}$. We write $g'$ the image of $g \in G$ under the canonical surjection $G \to G'$. We use the following notations for the group actions on these nets and corresponding categories of twisted representations: We denote by

- $\tilde{\beta}_g$ the action of $g \in G$ on each local algebra $\mathcal{A}(I)$ of $\mathcal{A}$.
- $\tilde{\gamma}_g$ the action of $g \in G$ on the category $G - \text{Loc}\mathcal{A}$.
- $\beta_{g'}$ the action of $g' \in G'$ on each local algebras $\mathcal{B}(I)$ of $\mathcal{B}$.
- $\gamma_{g'}$ the action of $g' \in G'$ on the category $G' - \text{Loc}\mathcal{B}$

Since the action $\gamma_g$ of $g \in G$ on $G - \text{Loc}\mathcal{A}$ naturally extends to $\text{End}(\mathcal{A}_{\infty})$, we also denote by $\gamma_g$ this extension. We will write $c^+(\lambda, \mu) \equiv c(\lambda, \mu)$ for the $G'$-crossed braiding of $G' - \text{Loc}\mathcal{B}$ and $c^-(\lambda, \mu)$ for its opposite as explained in Sect. 2.5.

4.2. Definition of Induction
Let $\iota: \mathcal{B}_\infty \hookrightarrow \mathcal{A}_\infty$ and $\iota_I: \mathcal{B}(I) \hookrightarrow \mathcal{A}(I)$ be the inclusion maps. Since restriction of $\mathcal{B} \subset \mathcal{A}$ to $\mathcal{J}$ is a finite index standard net of subfactors in the sense of [23], the results in the same article imply the following.

**Proposition 4.1.** Let $\mathcal{B} \subset \mathcal{A}$ as above. For every $I \in \mathcal{J}$, there exists a homomorphism $\tau: \mathcal{A}_\infty \to \mathcal{B}_\infty$, $w \in \mathcal{B}(I)$ and $v \in \mathcal{A}(I)$ satisfying the following:

(i) For every $J \in \mathcal{J}$ with $J \supset I$, $\tau|_{\mathcal{A}(J)}$ is a conjugate of $\iota_J$ and $(w, v)$ is a standard solution of conjugate equation for $\iota_J$ and $\tau|_{\mathcal{A}(J)}$.

(ii) $\tau$ acts identically on $\mathcal{B}(I)' \cap \mathcal{A}_\infty$.

If $\tilde{I} \in \mathcal{J}$ is another choice of an interval and $\tau'$ and $(w', v')$ are the corresponding homomorphism and operators, then there exists a unitary in $u \in \mathcal{B}_\infty$ satisfying

$$u \in \text{Hom}(\tau, \tau'),$$
$$w' = uw, \quad v' = \iota(u)v.$$

In the following, let us fix an arbitrary interval $I_0 \in \mathcal{J}$ and a homomorphism $\tau: \mathcal{A}_\infty \to \mathcal{B}_\infty$ as in Proposition 4.1. Note that we have $\theta = \tau \in \Delta_\mathcal{B}(I_0)$. We denote by $(w, v)$ the corresponding standard solution. In the following, we will drop subscripts for $\iota$ if no confusion arise. We denote by $\Theta = (\theta = \iota, w, x = \tau(v))$ a Q-system associated with the subfactor $\mathcal{B}(I_0) \subset \mathcal{A}(I_0)$. We note that the same formula defines a Q-system associated with $\mathcal{B}(I) \subset \mathcal{A}(I)$ for every $I \in \mathcal{J}$ with $I \supset I_0$. We denote by $z = \{z_g: \gamma_g'(\theta) \to \theta\}_{g \in G}$ the $G$-equivariant structure of $\Theta$ associated with the action of $G$ on $\mathcal{B}(I_0) \subset \mathcal{A}(I_0)$ as in Lemma 2.8. For the convenience, we collect relevant properties under notations of this section:

$$\tilde{\beta}_g \circ \iota = \iota \circ \beta_{g'},$$
for all $g \in G$, 

(4.1)
Lemma 4.2. For $g \in G$ and $\lambda \in \Delta_{B}^{q'}(I_{0})$, we have
\[
\text{Ad}(z_{g}c^{+}(\lambda, \theta)) \circ \lambda \circ \tau(v) = \theta(c^{+}(\lambda, \theta)^{*}z_{g})\tau(v),
\]
\[
\text{Ad}(c^{-}(\lambda, \theta)) \circ \lambda \circ \tau(v) = \theta(c^{-}(\lambda, \theta)^{*})\tau(v).
\]

Proof. For the first identity, it suffices to show that
\[
\theta(z_{g}c^{+}(\lambda, \theta))z_{g}c^{+}(\lambda, \theta)\lambda(\tau(v)) = \tau(v)z_{g}c^{+}(\lambda, \theta).
\]
Using the properties of the braiding Eq. (2.12) and Eq. (2.14), and the property of $z_{g}$ Eq. (4.5), we compute
\[
\theta(z_{g}c^{+}(\lambda, \theta)) \cdot z_{g}c^{+}(\lambda, \theta)\lambda(\tau(v)) = \theta(z_{g})z_{g} \cdot \gamma_{g}(\theta)(c^{+}(\lambda, \theta)) \cdot c^{+}(\lambda, \theta)\lambda(\tau(v))
\]
\[
= \theta(z_{g})z_{g}c^{+}(\lambda, \theta^{2})\lambda(\tau(v))
\]
\[
= \theta(z_{g})z_{g}\gamma_{g'}(\tau(v))c^{+}(\lambda, \theta)
\]
\[
= \theta(z_{g})z_{g}\beta_{g'}(\tau(v))c^{+}(\lambda, \theta)
\]
\[
= \tau(v)z_{g}c^{+}(\lambda, \theta)
\]
and we get the desired identity. The second identity is obtained similarly by using only the properties of the opposite braiding Eqs. (2.17) and (2.19). \qed

Let $I \supset I_{0}$ be an interval. For $n \in B(I)$, we have
\[
\text{Ad}(z_{g}c^{+}(\lambda, \theta)) \circ \lambda \circ \tau(n) = \text{Ad}(z_{g}c^{+}(\lambda, \theta)) \circ \lambda \circ \theta(n) = \theta \circ \lambda(n),
\]
\[
\text{Ad}(c^{-}(\lambda, \theta)) \circ \lambda \circ \tau(n) = \text{Ad}(c^{-}(\lambda, \theta)) \circ \lambda \circ \theta(n) = \theta \circ \lambda(n).
\]
where we used $z_{g}c^{+}(\lambda, \theta), c^{-}(\lambda, \theta) \in \text{Hom}(\lambda\theta, \theta\lambda)$. Since $A(I) = B(I)v$, we have the following corollary.

Corollary 4.3. For $g \in G$ and $I \supset I_{0}$ and $\lambda \in \Delta_{B}^{q'}(I_{0})$, we have
\[
\text{Ad}(z_{g}c^{+}(\lambda, \theta)) \circ \lambda \circ \tau(A(I)) \subset \tau(A(I)),
\]
\[
\text{Ad}(c^{-}(\lambda, \theta)) \circ \lambda \circ \tau(A(I)) \subset \tau(A(I)).
\]
We now give the definition of induced endomorphisms of twisted representation.
**Definition 4.4.** For \( g \in G \) and \( \lambda \in \Delta^g_B(I_0) \), we define the two endomorphisms of \( \text{End}(\mathcal{A}_\infty) \) by

\[
\alpha_{\lambda}^{g;+} = \tilde{t}^{-1} \circ \text{Ad}(z_g c^+(\lambda, \theta)) \circ \lambda \circ \tilde{t}, \\
\alpha_{\lambda}^{-} = \tilde{t}^{-1} \circ \text{Ad}(c^-(\lambda, \theta)) \circ \lambda \circ \tilde{t}.
\]

**Remark 4.5.** (i) By Corollary 4.3, \( \alpha_{\lambda}^{g;+} \) and \( \alpha_{\lambda}^{-} \) preserve \( \mathcal{A}(I) \) if \( I \supset I_0 \) and one can consider them as elements of \( \text{End}(\mathcal{A}(I)) \).

(ii) If \( g = e \), then the endomorphisms as above are equal to usual \( \alpha \)-induced endomorphisms. If \( g \neq e \) but \( g' = e \), then the above \( \alpha_{\lambda}^{-} \) is still equal to the usual \( \alpha^{-} \)-induced endomorphism \( \alpha_{\lambda}^{-} \). The endomorphism \( \alpha_{\lambda}^{-} \) is defined by using only the opposite braiding, but \( \alpha_{\lambda}^{g;+} \) is defined by using the braiding and the \( G \)-equivariant structure.

### 4.3. Basic Properties of Induced Endomorphisms

In this subsection, we will see some basic properties of induced endomorphisms. By Eq. (4.6), \( \alpha_{\lambda}^{g;+} \) and \( \alpha_{\lambda}^{-} \) are extensions of \( \lambda \), i.e., \( \alpha_{\lambda}^{g;+} \circ \iota = \iota \circ \lambda \) and \( \alpha_{\lambda}^{-} \circ \iota = \iota \circ \lambda \). These two extensions satisfy

\[
\alpha_{\lambda}^{g;+}(v) = c^+(\lambda, \theta)^* z_g^* v, \quad \alpha_{\lambda}^{-}(v) = c^-(\lambda, \theta)^* v, \quad (4.7)
\]

by Lemma 4.2. Since we have \( \mathcal{A}(I) = \mathcal{B}(I)v \) for \( I \supset I_0 \), these properties characterize the induced endomorphisms.

In the following, we will derive some formulas using the properties of the braiding and the \( G \)-equivariant structure \( z \). We first see the multiplicativity.

**Proposition 4.6.** Let \( g, h \in G \). For every \( \lambda \in \Delta^g_B(I_0) \) and \( \mu \in \Delta^h_B(I_0) \), we have

\[
\alpha_{\lambda}^{g;+} \circ \alpha_{\mu}^{h;+} = \alpha_{\lambda \mu}^{gh;+}, \\
\alpha_{\lambda}^{-} \circ \alpha_{\mu}^{-} = \alpha_{\lambda \mu}^{-},
\]

in \( \text{End}(\mathcal{A}_\infty) \).

**Proof.** The two formulas can be checked by direct computation. For the first formula, we compute

\[
\alpha_{\lambda}^{g;+} \circ \alpha_{\mu}^{h;+} = \tilde{t}^{-1} \circ \text{Ad}(z_g c^+(\lambda, \theta) ) \circ \lambda \circ \text{Ad}(z_h c^+(\mu, \theta)) \circ \mu \tilde{t} \\
= \tilde{t}^{-1} \circ \text{Ad}(z_g c^+(\lambda, \theta) z_h (\lambda c^+(\mu, \theta))) \circ \lambda \mu \circ \tilde{t} \\
= \tilde{t}^{-1} \circ \text{Ad}(z_g c^+(\lambda, \gamma_h(\theta)) \lambda (c^+(\mu, \theta))) \circ \lambda \mu \circ \tilde{t} \\
= \tilde{t}^{-1} \circ \text{Ad}(z_g c^+(\lambda \mu, \theta)) \circ \lambda \mu \circ \tilde{t} \\
= \alpha_{\lambda \mu}^{gh;+},
\]

where we used the properties of braiding Eq. (2.12) and Eq. (2.14), and Eq. (4.4). The second formula can be checked in a similar way by using the properties of the opposite braiding Eqs. (2.17) and (2.19). \( \square \)

We next see the covariance property of induced endomorphisms.
Proposition 4.7. Let $g, k \in G$ and $\lambda \in \Delta^g_2 (I_0)$. Then, we have
\[
\bar{\gamma}_k (\alpha^g_\lambda) = \alpha^{kgk^{-1};+}_\lambda, \\
\bar{\gamma}_k (\alpha^\lambda) = \alpha^-_{\gamma_k(\lambda)},
\]
in $\text{End}(A_\infty)$.

Proof. Let $I \in \mathcal{J}$ such that $I \supset I_0$. We will see that the two formulas hold on $A(I)$. Since $\alpha^{g;+}_\lambda$ and $\alpha^\lambda$ act as $\lambda$ on $B(I)$, it is easily seen that the desired formulas hold on $B(I)$. Thus, it suffices to see that $\bar{\gamma}_k (\alpha^{g;+}_\lambda) (v) = \alpha^{kgk^{-1};+}_{\gamma_k(\lambda)} (v)$ and $\bar{\gamma}_k (\alpha^\lambda) (v) = \alpha^-_{\gamma_k(\lambda)} (v)$, because $A(I) = B(I)v$.

We first see the equality for the first one. The left-hand side is computed as
\[
\bar{\gamma}_k (\alpha^{g;+}_\lambda) (v) = \bar{\beta}_k \circ \alpha^{g;+}_\lambda \circ \bar{\beta}_k^{-1} (v) \\
= \bar{\beta}_k \circ \alpha^{g;+}_\lambda (z_{k^{-1}}^*) v \\
= \bar{\beta}_k (\lambda (z_k^*) c^+ (\lambda, \theta)^* z_{g}^* v) \\
= \bar{\beta}_k (c^+ (\lambda, \gamma_{k^{-1}} (\theta))^* \beta_{g'} (z_{k^{-1}}^*) z_{g}^* v) \\
= c^+ (\gamma_{k'} (\lambda, \theta)^* \beta_{k'g'} (z_{k^{-1}}^*) z_{g}^* v),
\]
where we used the definition of $z$, Eq. (4.2), the properties of braiding Eq. (2.12) and Eq. (2.13). On the other hand, the right-hand side is
\[
\alpha^{kgk^{-1};+}_{\gamma_k(\lambda)} (v) = c^+ (\gamma_{k'} (\lambda, \theta)^* z_{g}^* ),
\]
Since $z_{gk^{-1}} = z_k \beta_{k'} (z_{gk^{-1}}) = z_k \beta_{k'} (z_{g} \beta_{g'} (z_{k^{-1}})) = z_k \beta_{k'} (z_{g} \beta_{k'g'} (z_{k^{-1}}))$ by using Eq. (4.4) repeatedly, we get the desired equality.

We next see the equality for the second one. The left-hand side is computed as:
\[
\bar{\gamma}_k (\alpha^\lambda) (v) = \bar{\beta}_k \circ \alpha^-_\lambda \circ \bar{\beta}_k^{-1} (v) \\
= \bar{\beta}_k \circ \alpha^-_\lambda (z_{k}^*) v \\
= \bar{\beta}_k (\lambda (z_k^*) c^- (\lambda, \theta)^* v) \\
= \bar{\beta}_k (c^- (\lambda, \gamma_{k^{-1}} (\theta))^* z_{k^{-1}}^* v) \\
= c^- (\gamma_{k'} (\lambda, \theta)^* \beta_{k'} (z_{k^{-1}}^*) z_{k}^* v) \\
= c^- (\gamma_{k'} (\lambda, \theta)^* v),
\]
where we used Eqs. (4.2), (4.7), the properties of opposite braiding Eqs. (2.17), and (2.18). Moreover, we used $1 = z_{k'k^{-1}} = z_k \beta_{k'} (z_{k^{-1}})$ in the last line. On the other hand, the right-hand side is $\alpha^-_{\gamma_k(\lambda)} (v) = c^- (\gamma_{k'} (\lambda, \theta)^* v)$ by Eq. (4.7) and we also get the desired equality. \qed

We then see the localization properties of induced endomorphisms. The following proposition says that $\alpha^{g;+}_\lambda$ is $g$-localized in a left half-line and $\alpha^\lambda$ is localized in a right half-line.
Proposition 4.8. Let $\lambda \in \Delta_{B}^{q'}(I_0)$ and $I \in \mathcal{J}$.

(i) If $I > I_0$, then we have $\alpha_{\lambda}^{q;+}(m) = \tilde{\beta}_g(m)$ for all $m \in \mathcal{A}(I)$.

(ii) If $I < I_0$, then we have $\alpha_{\lambda}^{q;+}(m) = m$ for all $m \in \mathcal{A}(I)$.

Proof. (i) We use an explicit form of $c^+(\lambda, \theta)$ as in Eq. (3.2). Pick an interval $I_- \in \mathcal{J}$ with $I_- < I_0$ and a unitary $U \in B_{\infty}$ such that $\tilde{\lambda} = \text{Ad}(U) \circ \lambda \in \Delta_{B}^{q'}(I_-)$. Then, $c^+(\lambda, \theta)$ is given by $c^+(\lambda, \theta) = \gamma_g(\theta)(U^*) \cdot U$. We note that $U \in A(\tilde{J})$ as long as $\tilde{J} \supset I_- \cup I_0$.

Let $I > I_0$ and $m \in \mathcal{A}(I)$. Pick an interval $J \in \mathcal{J}$ such that $I \cup I_0 \subset J$ and $I_- < J$. Then, we have $\tilde{\tau}(m) \in A(J)$. Since $\tilde{\lambda}$ is $g$-localized in $I_-$, we have $\tilde{\lambda} \circ \tilde{\tau}(m) = \beta_g \circ \tilde{\tau}(m)$. Hence, we compute

$$
\begin{align*}
\alpha_{\lambda}^{q;+}(m) &= \tau^{-1} \circ \text{Ad}(z_g c^+(\lambda, \theta)) \circ \lambda \circ \tilde{\tau}(m) \\
&= \tau^{-1} \circ \text{Ad}(z_g \cdot \gamma_g(\theta)(U^*) \cdot U) \circ \lambda \circ \tilde{\tau}(m) \\
&= \tau^{-1} \circ \text{Ad}(z_g \cdot \gamma_g(\theta)(U^*)) \circ \tilde{\lambda} \circ \tilde{\tau}(m) \\
&= \tau^{-1} \circ \text{Ad}(\theta(U^*) z_g) \circ \beta_g \circ \tilde{\tau}(m) \\
&= \tau^{-1} \circ \text{Ad}(\theta(U^*)) \circ \tilde{\tau} \circ \tilde{\beta}_g(m) \\
&= \text{Ad}(\iota(U^*)) \circ \tilde{\beta}_g(m).
\end{align*}
$$

Since $\iota(U^*)$ and $\tilde{\beta}_g(m) \in \mathcal{A}(I)$ commute by the locality of $\mathcal{A}$, we get $\alpha_{\lambda}^{q;+}(m) = \tilde{\beta}_g(m)$.

(ii) As in the proof of (i), we use an explicit form of $c^-(\lambda, \theta) = c^+(\theta, \lambda)^*$. By Lemma 3.9, $c^+(\theta, \lambda)$ is given as follows. Taking an interval $I_+ \in \mathcal{J}$ with $I_+ > I_0$ and a unitary $u \in B_{\infty}$ such that $\tilde{\lambda} = \text{Ad}(u) \circ \lambda \in \Delta_{B}^{q'}(I_+)$, we have $c^+(\theta, \lambda) = U^* \theta(U)$. Thus, we get $c^-(\lambda, \theta) = \theta(U^*) U$. Using this formula, one can check the statement as in the proof of (i). \hfill \Box

Moreover, two induced endomorphisms are localizable in any half-line as below. Let us fix an arbitrary interval $\tilde{I} \in \mathcal{J}$. Starting from $\tilde{I}$, we choose a homomorphism $\tau' : A_{\infty} \to B_{\infty}$ and $(w', v')$ as in Proposition 4.1. Let $u \in \text{Hom}(\tilde{I}, \tau')$ be a unitary as in the same proposition. Then, $\Theta = (\theta' = \tau' \iota, w', x' = \tau'(v'))$ is a $\mathbb{Q}$-system equivalent to $\Theta$ via unitary isomorphism $u = u \otimes 1_{\iota}$ in $\text{Hom}(\theta, \theta')$. We denote by $z'$ the corresponding $G$-equivariant structure.

Let $g \in G$ and $\lambda \in \Delta_{B}^{q'}(I_0)$. By the transportability of $\lambda$, there exists a unitary $U \in B_{\infty}$ such that $\tilde{\lambda} = \text{Ad}(U) \circ \lambda \in \Delta_{B}^{q'}(\tilde{I})$. We temporarily denote by $\tilde{\alpha}_{\lambda}^{q;+}$ and $\tilde{\alpha}_{\lambda}^{q;+}$ the induced endomorphisms defined in terms of $\theta'$ and $z'$.

Lemma 4.9. Under the notations as above, $\alpha_{\lambda}^{q;+}$ (resp. $\alpha_{\lambda}^{-}$) and $\tilde{\alpha}_{\lambda}^{q;+}$ (resp. $\tilde{\alpha}_{\lambda}^{-}$) are unitarily equivalent in $\text{End}(A_{\infty})$.

Proof. We only show the plus case. The minus case can be checked in the similar way. By Lemma 2.8, we get $z'_g \gamma_g'(u) = u z_g$ and we have

$$
u^* z'_g \alpha_{\lambda}^{q;+}(\tilde{\lambda}, \theta') U \lambda(u) = \nu^* u z_g \gamma_g'(u^*) c^+(\tilde{\lambda}, \theta') U \lambda(u)$$

...
where we used the naturality of braiding Eq. (2.12) in the second line and the intertwining property of $z_g$ in the third line. Using this, we have

$$\alpha^{g;+}_\lambda = \tau^{-1} \circ \text{Ad}(z'_g c^+(\tilde{\lambda}, \theta')) \circ \tilde{\lambda} \circ \tau$$

$$= \tau^{-1} \circ \text{Ad}(u^* z'_g c^+(\tilde{\lambda}, \theta') U(\lambda(u)) \circ \lambda \circ \tau$$

$$= \tau \circ \text{Ad}(\theta(U) z_g c^+(\lambda, \theta)) \circ \lambda \circ \tau$$

$$= \text{Ad}(\iota(U)) \circ \alpha^{g;+}_\lambda,$$

which completes the proof. \qed

4.4. Intertwiner Spaces of Induced Endomorphisms

We now study the intertwiner spaces between induced endomorphisms using essentially the same strategy as [5]. By the locality of $A$, we have the following lemma [23] (also cf. [5, Lemma 3.4]), which implies the commutativity of the Q-system $\Theta = (\theta, w, x, \tau(v))$.

Lemma 4.10. We have

$$c^+(\theta, \theta) \tau(v) = c^-(\theta, \theta) \tau(v) = \tau(v),$$

$$c^+(\theta, \theta) v^2 = c^-(\theta, \theta) v^2 = v^2.$$

In the subsequent analysis, we temporarily view $\alpha^{g;+}_\lambda$ and $\alpha^{-}_\lambda$ as elements of $\text{End}(A(I_0))$ and consider local intertwiner spaces. We denote by $\text{Hom}_{B(I_0), A(I_0)}(\iota \lambda, \iota \mu)$ the space of local intertwiners $\{t \in A(I_0) : t u \lambda(n) = \iota \mu(n) t \text{ for all } n \in B(I_0)\}$. The following theorem generalize [5, Theorem 3.9].

Theorem 4.11. Let $g \in G$ and $\lambda, \mu \in \Delta_g^+(I_0)$. Then, we have

(i) $\text{Hom}_{A(I_0)}(\alpha^{g;+}_\lambda, \alpha^{g;+}_\mu) = \text{Hom}_{B(I_0), A(I_0)}(\iota \lambda, \iota \mu)$.

(ii) $\text{Hom}_{A(I_0)}(\alpha^{-}_\lambda, \alpha^{-}_\mu) = \text{Hom}_{B(I_0), A(I_0)}(\iota \lambda, \iota \mu)$.

In particular, we have

$$\langle \alpha^{g;+}_\lambda, \alpha^{g;+}_\mu \rangle_{A(I_0)} = \langle \theta \lambda, \mu \rangle_{B(I_0)} = \langle \alpha^{-}_\lambda, \alpha^{-}_\mu \rangle_{A(I_0)}.$$

Proof. (i) Since $\alpha^{g;+}_\lambda$ and $\alpha^{g;+}_\mu$ act as $\lambda$ and $\mu$ on $B(I_0)$, respectively, we have

$$\text{Hom}_{A(I_0)}(\alpha^{g;+}_\lambda, \alpha^{g;+}_\mu) \subset \text{Hom}_{B(I_0), A(I_0)}(\iota \lambda, \iota \mu).$$

Let $t \in \text{Hom}_{B(I_0), A(I_0)}(\iota \lambda, \iota \mu)$. We set $s := \tau(t) \in \text{Hom}_{B(I_0)}(\theta \lambda, \theta \mu)$. Since $A(I_0) = B(I_0) v$, it suffices to show that $t \alpha^{g;+}_\lambda(v) = \alpha^{g;+}_\mu(v)t$. Applying $\tau$ and by Eq. (4.7), it is equivalent to the equality $s \theta(c^+(\lambda, \theta)^* z_g^*) \tau(v) = \theta(c^+(\mu, \theta)^* z_g^*) \tau(v)s$. By the property of braiding Eq. (2.12) and Eq. (2.14) and the intertwining property of $z_g$, we have

$$c^+(\theta, \theta) \theta(z_g c^+(\lambda, \theta)) = z_g \gamma_g^+(\gamma_g^+ \theta)(\theta(c^+(\lambda, \theta)))$$

$$= z_g c^+(\theta, \lambda, \theta).$$
Using this formula and Lemma 4.10, we now compute
\[ s \theta (c^+ (\lambda, \theta)^* z_g^*) \tau(v) = s \theta (c^+ (\lambda, \theta)^* z_g^*) c^+ (\theta, \theta)^* \tau(v) \]
\[ = sc^+ (\theta \lambda, \theta)^* z_g^* \tau(v) \]
\[ = c^+ (\theta \mu, \theta)^* \gamma_{\theta \lambda} (s) z_g^* \tau(v) \]
\[ = c^+ (\theta \mu, \theta)^* z_g^* \theta(s) \tau(v) \]
\[ = c^+ (\theta \mu, \theta)^* z_g^* \tau(v)s \]
\[ = \theta (c^+(\mu, \theta)^* z_g^*) c^+ (\theta, \theta)^* \tau(v)s \]
\[ = \theta (c^+(\mu, \theta)^* z_g^*) \tau(v)s, \]
and we get the desired equality, which proves the statement.

(ii) Using the properties of opposite braiding, one can prove the statement as in the proof of [5, Lemma 3.5] (or the proof of (i) above).

The last formulas follow from the Frobenius reciprocity, namely there is a linear bijection between \( \text{Hom}_{\mathcal{B}(I_0)}(\lambda, \mu) \) and \( \text{Hom}_{\mathcal{B}(I_0)}(\theta \lambda, \mu) \). Explicitly, two linear maps given by
\[
\text{Hom}_{\mathcal{B}(I_0)}(\lambda, \mu) \ni t \mapsto w^* \tau(t) \in \text{Hom}_{\mathcal{B}(I_0)}(\theta \lambda, \mu), \quad (4.8a)
\]
\[
\text{Hom}_{\mathcal{B}(I_0)}(\theta \lambda, \mu) \ni r \mapsto r(v) \in \text{Hom}_{\mathcal{B}(I_0)}(\iota \lambda, \iota \mu) \quad (4.8b)
\]
are mutually inverse of each other. By (i) and (ii), we get the statement. □

As a consequence of the above theorem, we get the following.

**Corollary 4.12.** Two inductions \( \alpha_{g;+} \) and \( \alpha_- \) define functors from \( \Delta_{g}^I(I_0) \) (considered as a full and replete subcategories of \( \text{End}(\mathcal{B}(I_0)) \)) to \( \text{End}(\mathcal{A}(I_0)) \) which act as the inclusion map on arrows.

**Proof.** The statement follows from the inclusion \( \text{Hom}_{\mathcal{B}(I_0)}(\lambda, \mu) \hookrightarrow \text{Hom}_{\mathcal{B}(I_0)}(\iota \lambda, \iota \mu). \) □

We now consider the global intertwiners between induced endomorphisms. Since all intertwiners which appeared in the proof of Theorem 4.11 are global intertwiners by Lemma 3.4, one can prove the global analogue of Theorem 4.11. We note that maps with exactly the same expression as Eq. (4.8) give a bijection between \( \text{Hom}_{\mathcal{B}_{\infty}}(\lambda, \mu) \) and \( \text{Hom}_{\mathcal{B}_{\infty}}(\theta \lambda, \mu) \). Since we have \( \text{Hom}_{\mathcal{B}(I_0)}(\theta \lambda, \mu) = \text{Hom}_{\mathcal{B}_{\infty}}(\lambda, \mu) \) by Lemma 3.4, this observation leads to the following.

**Proposition 4.13.** Let \( g \in G \) and \( \lambda, \mu \in \Delta_{g}^I(I_0) \). Then, the space of local intertwiners between \( \alpha_{g;+}^\lambda \) and \( \alpha_{g;+}^\mu \) (resp. \( \alpha_-^\lambda \) and \( \alpha_-^\mu \)) coincides with the space of global intertwiners between them.

**4.5. Subsectors of \([\alpha^g_{\lambda;+}]=[\alpha^g_{\lambda}]\)**

Let \( g \in G \). We consider endomorphisms of \( \mathcal{A}_{\infty} \) which are subobjects of both \( \alpha^g_{\lambda;+} \) and \( \alpha^-_{\mu} \) for some \( \lambda, \mu \in \Delta_{g}^I(I_0) \). The goal of this subsection is to show the first part of Theorem A in the introduction, which says such endomorphisms are \( g \)-localized in \( I_0 \) and transportable.
Theorem 4.14. Let $g \in G$ and $\beta \in \text{End}(\mathcal{A}_\infty)$. Suppose that $\beta$ is a subobject of both $\alpha^{g+}_\lambda$ and $\alpha^-_\mu$ for some $\lambda, \mu \in \Delta^g_B(I_0)$ by isometries in $\mathcal{A}(I_0)$. Then, we have $\beta \in \Delta^g_A(I_0)$.

Before the proof of above theorem, we give the following two lemmas.

Lemma 4.15. Let $\lambda \in \Delta^g_B(I_0)$ and $\beta \in \text{End}(\mathcal{A}_\infty)$ such that $\beta$ is a subobject of $\alpha^-_\lambda$ in $\text{End}(\mathcal{A}_\infty)$. Suppose that $\beta$ is a subobject of $\alpha^{g+}_\mu$ in $\text{End}(\mathcal{A}_\infty)$ for some $\mu \in \Delta^g_B(I_0)$. Then, $\beta$ is a subobject of $\alpha^{g+}_\lambda$ in $\text{End}(\mathcal{A}_\infty)$. An analogous statement holds if one interchanges the plus and minus.

Lemma 4.16. Let $\beta_i \in \text{End}(\mathcal{A}_\infty)$ such that $\beta_i$ is a subobject of $\alpha^{g+}_\lambda$ for $\lambda \in \Delta^g_B(I_0)$, $i = 1, 2$. Then, we have

$$\text{Hom}_{\mathcal{B}_\infty, \mathcal{A}_\infty}(\beta_1 \iota, \beta_2 \iota) = \text{Hom}_{\mathcal{A}_\infty}(\beta_1, \beta_2),$$

where $\text{Hom}_{\mathcal{B}_\infty, \mathcal{A}_\infty}(\beta_1 \iota, \beta_2 \iota)$ denotes the space of global intertwiners $\{t \in \mathcal{A}_\infty : t \beta_1 \iota(n) = \beta_2 \iota(n)t \text{ for all } n \in \mathcal{B}_\infty\}$. An analogous statement holds if one interchanges the plus and minus.

The proofs of above two lemmas are given by essentially the same arguments as in the proofs of Lemma 3.1 and 3.2 of [7].

Proof of Theorem 4.14. By our assumption, there exists an isometry $t \in \text{Hom}_{\mathcal{A}_\infty}(\beta, \alpha^{g+}_\lambda)$ such that $t \in \mathcal{A}(I_0)$. We set $\beta^+(\cdot) \equiv \beta(\cdot) = t^* \alpha^{g+}_\lambda(\cdot)t$ and $\beta^-(\cdot) = t^* \alpha^-_\lambda(\cdot)t$.

We first show $\beta^+ = \beta^-$. For every $n \in \mathcal{B}_\infty$, we have

$$\beta^+(n) = t^* \alpha^{g+}_\lambda(n)t = t^* \lambda(n)t = t^* \alpha^-_\lambda(n)t = \beta^-(n),$$

which implies $1 \in \text{Hom}_{\mathcal{B}_\infty, \mathcal{A}_\infty}(\beta^+, \beta^-)$. Since $\beta^+ \prec \alpha^{g+}_\mu$ and $\beta^- \prec \alpha^-_\lambda$, we have $1 \in \text{Hom}_{\mathcal{A}_\infty}(\beta^+, \beta^-)$ by Lemma 4.16 and obtain $\beta = \beta^+ = \beta^-$. We then show that $\beta$ is $g$-localized in $I_0$. For $L_+ \in \mathcal{J}$ with $I_0 < I_+$ and $m \in \mathcal{A}(I_+)$, we have $\alpha^{g+}_\lambda(m) = \tilde{\beta}_g(m)$ by (i) of Proposition 4.8. Since $t$ and $\tilde{\beta}_g(m)$ commute, we get $\beta^+(m) = t^* \alpha^{g+}_\lambda(m)t = t^* \tilde{\beta}_g(m)t = \tilde{\beta}_g(m)$. Similarly, for $L_- \in \mathcal{J}$ with $I_- < I_0$ and $m \in \mathcal{A}(I_-)$, we have $\alpha^-_\lambda(m) = m$ by (ii) of Proposition 4.8 and we obtain $\beta^+(m) = \beta^-(m) = t^* \alpha^-_\lambda(m)t = t^* mt = m$. Therefore we see that $\beta$ is $g$-localized in $I_0$.

Finally, by Lemma 4.9 one can also see that $\beta$ is transportable, which completes the proof.

4.6. $\alpha\sigma$-Reciprocity Formula

We now consider a relation to the restriction procedure. We will generalize the $\alpha\sigma$-reciprocity formula of [5] in Theorem 4.20. As a corollary, we show that every $\beta \in \Delta^g_A(I_0)$ is obtained as a subobject of both $\alpha^{g+}_\lambda$ and $\alpha^-_\mu$ for some $\lambda, \mu \in \Delta^g_B(I_0)$. This is a second part of Theorem A. The arguments below are essentially the same as the case of usual $\alpha$-induction, although some computations become complicated.

We first recall the definition of $\sigma$-restriction [5, 23].
Definition 4.17. For $\beta \in \text{End}(\mathcal{A}_\infty)$, the $\sigma$-restricted endomorphism $\sigma_\beta \in \text{End}(\mathcal{B}_\infty)$ is defined by

$$\sigma_\beta = \tau \circ \beta \circ \iota.$$ 

Let $g \in G$ and $\beta \in \Delta^g_A(I_0)$. It is easy to see that $\sigma_\beta$ is $g'$-localized in $I_0$. One can also prove $\sigma_\beta \in \Delta^g_B(I_0)$ as below. Let $I_1 \in \mathcal{J}$ be an interval. Since $\theta$ and $\beta$ is transportable, we can choose unitaries $u_{\theta;I_0,I_1}, I_1 \in \mathcal{B}_\infty$ and $Q_{\beta;i_0,i_1} \in \mathcal{A}_\infty$ such that $\theta_{I_1} = \text{Ad}(u_{\theta,i_0,i_1}) \circ \theta$ is localized in $I_1$ and $\beta_{I_1} = \text{Ad}(Q_{\beta;i_0,i_1}) \circ \beta$ is $g$-localized in $I_1$.

Proposition 4.18. Under the assumptions as above, we have that $\sigma_{\beta,I_1} = \text{Ad}(u_{\sigma_{\beta},i_0,i_1}) \circ \sigma_\beta$ is $g'$-localized in $I_1$ where

$$u_{\sigma_{\beta};i_0,i_1} = u_{\theta,i_0,i_1} \tau(Q_{\beta;i_0,i_1}).$$ 

Consequently, $\sigma_\beta$ is transportable.

Proof. Let $\tilde{I} \in \mathcal{J}$ be an interval such that $\tilde{I} \subset I_1^\perp$. We note that $\theta_{I_1}$ acts as identity on $\mathcal{B}(\tilde{I})$ since $\theta_{I_1}$ is localized in $I_1$. Let $n \in \mathcal{B}(I_0)$. To see that $\sigma_{\beta,I_1}$ is $g'$-localized in $I_1$, we compute

$$\sigma_{\beta,I_1}(n) = \text{Ad}(u_{\sigma_{\beta},i_0,i_1}) \circ \sigma_\beta(n)$$

$$= \text{Ad}(u_{\theta,i_0,i_1} \cdot \tau(Q_{\beta;i_0,i_1})) \circ \tau \circ \beta \circ \iota(n)$$

$$= \text{Ad}(u_{\theta,i_0,i_1}) \circ \tau \circ \beta_{I_1} \circ \iota(n).$$

If $\tilde{I} < I_1$, then $\beta_{I_1} \circ \iota(n) = \iota(n)$ and we get

$$\text{Ad}(u_{\sigma_{\beta},i_0,i_1}) \circ \tau \circ \beta_{I_1} \circ \iota(n) = \text{Ad}(u_{\theta,i_0,i_1}) \circ \theta(n) = \theta_1(n) = n.$$ 

Also, if $\tilde{I} > I_1$, then $\beta_{I_1} \circ \iota(n) = \tilde{g} \circ \iota(n) = \iota \circ \beta_{g'}(n)$ and we get

$$\text{Ad}(u_{\theta,i_0,i_1}) \circ \tau \circ \beta_{I_1} \circ \iota(n) = \text{Ad}(u_{\theta,i_0,i_1}) \circ \tau \circ \iota \circ \beta_{g'}(n)$$

$$= \text{Ad}(u_{\theta,i_0,i_1}) \circ \theta \circ \beta_{g'}(n)$$

$$= \theta_1 \circ \beta_{g'}(n) = \beta_{g'}(n).$$

This completes the proof. $\square$

We fix intervals $I_- , I_+ \in \mathcal{J}$ such that $I_- < I_0 < I_+$ and choose unitaries $u_{\theta,\pm} = u_{\theta,i_0,i_\pm}$ and $Q_{\beta,\pm} = Q_{\beta,i_0,i_\pm}$ as above. We set $u_{\sigma_{\beta},\pm} = u_{\sigma_{\beta},i_0,i_\pm}$ as in the above Proposition.

Lemma 4.19. Under the assumptions as above, we have

(i) $c^+(\sigma_{\beta}, \theta) = \gamma_{g'}(\theta)(\tau(Q_{\beta,-})) \cdot c^+(\theta, \gamma'_{g}(\theta)) \cdot \tau(Q_{\beta,-}).$

(ii) $c^-(\sigma_{\beta}, \theta) = \theta(\tau(Q_{\beta,+})^*) \cdot c^-(\theta, \theta) \cdot \tau(Q_{\beta,+}).$

Proof. (i) By the definition of the $G$-crossed braiding, we have $c^+(\sigma_{\beta}, \theta) = \gamma_{g'}(\theta)(u_{\sigma_{\beta},-}^*)u_{\sigma_{\beta},-}$. We also have $c^+(\theta, \gamma'_{g}(\theta)) = \gamma_{g'}(\theta)(u_{\theta,-}^*)u_{\theta,-}$. Using these formulas, we compute

$$c^+(\sigma_{\beta}, \theta) = \gamma_{g'}(\theta)(u_{\sigma_{\beta},-}^*)u_{\sigma_{\beta},-}$$

$$= \gamma_{g'}(\theta)(\tau(Q_{\beta,-})u_{\theta,-}^*)u_{\theta,-}(Q_{\beta,-})$$
Let $\gamma_g'(\theta)(\tau(Q^*_\beta,-)) \cdot c^+((\theta, \gamma_g'(\theta)) \cdot \tau(Q_{\beta,-})$.

(ii) Using Lemma 3.9, we have $c^-(\sigma_{\beta}, \theta) = \theta(u^*_{\sigma_{\beta},+})u_{\sigma_{\beta},+}$ and $c^-(\theta, \theta) = \theta(u^*_{\theta,+})u_{\theta,+}$. Using these formulas, one can similarly get the equality. \qed

For $g \in G$, $\lambda \in \Delta^g_B(I_0)$ and $\beta \in \Delta^g_A(I_0)$, we denote by $\text{Hom}_{\mathcal{B}(I_0),\mathcal{A}(I_0)}(\iota \lambda, \beta \iota)$ the space of local intertwiners \{ $t \in \mathcal{A}(I_0) : t \iota \lambda(n) = \beta \iota(n) t$ for all $n \in \mathcal{B}(I_0)$ \}.

**Theorem 4.20.** Let $g \in G$, $\lambda \in \Delta^g_B(I_0)$ and $\beta \in \Delta^g_A(I_0)$. Then, we have the following.

(i) $\text{Hom}_{\mathcal{A}(I_0)}(\alpha^{g,+}_\lambda, \beta) = \text{Hom}_{\mathcal{B}(I_0),\mathcal{A}(I_0)}(\iota \lambda, \beta \iota)$.

(ii) $\text{Hom}_{\mathcal{A}(I_0)}(\alpha^{g,-}_\lambda, \beta) = \text{Hom}_{\mathcal{B}(I_0),\mathcal{A}(I_0)}(\iota \lambda, \beta \iota)$.

In particular, we have the following $\alpha \iota$-reciprocity formula:

\[ \langle \alpha^{g,+}_\lambda, \beta \rangle_{\mathcal{A}(I_0)} = \langle \lambda, \sigma \beta \rangle_{\mathcal{B}(I_0)} = \langle \alpha^{g,-}_\lambda, \beta \rangle_{\mathcal{A}(I_0)} . \]

**Proof.** (i) Since $\alpha^{g,+}_\lambda$ acts as $\lambda$ on $\mathcal{B}(I_0)$, we get $\text{Hom}_{\mathcal{A}(I_0)}(\alpha^{g,+}_\lambda, \beta) \subset \text{Hom}_{\mathcal{B}(I_0),\mathcal{A}(I_0)}(\iota \lambda, \beta \iota)$.

Let $t \in \text{Hom}_{\mathcal{B}(I_0),\mathcal{A}(I_0)}(\iota \lambda, \beta \iota)$. We set $s = \overline{t}(t) \in \text{Hom}_{\mathcal{B}(I_0)}(\theta \lambda, \sigma \beta)$. To see $t \in \text{Hom}_{\mathcal{A}(I_0)}(\alpha^{g,+}_\lambda, \beta)$, it suffices to show

\[ t \alpha^{g,+}_\lambda(v) = \beta(v) t. \]

Applying $\overline{t}$ to the both sides and by Eq. (4.7), it is equivalent to the equality

\[ s \theta(c^+(\lambda, \theta) z^*_g) \overline{t}(v) = \tau \beta(v) s. \]

By the properties of braiding Eqs. (2.12) and (2.14) and the intertwinning property of $z_g$, we have

\[ s \theta(c^+(\lambda, \theta) z^*_g) = c^+(\sigma_{\beta}, \theta) \cdot \gamma_g'(\theta)(s) \cdot z^*_g c^+(\theta, \theta). \]

We now compute

\[ s \theta(c^+(\lambda, \theta) z^*_g) \overline{t}(v) = c^+(\sigma_{\beta}, \theta) \cdot \gamma_g'(\theta)(s) \cdot z^*_g c^+(\theta, \theta) \overline{t}(v) \]

\[ = c^+(\sigma_{\beta}, \theta) \cdot \gamma_g'(\theta)(s) \cdot z^*_g \overline{t}(v) \]

\[ = c^+(\sigma_{\beta}, \theta) \cdot z^*_g \overline{t}(t) \overline{t}(v) \]

\[ = c^+(\sigma_{\beta}, \theta) \cdot z^*_g \overline{t}(v) \overline{t}(t) \]

\[ = c^+(\sigma_{\beta}, \theta) \cdot z^*_g \overline{t}(v) s, \]

where we used Lemma 4.10 in the first line. Using (i) of the previous lemma and Lemma 4.10 again, we continue

\[ c^+(\sigma_{\beta}, \theta) \cdot z^*_g \overline{t}(v) s = \overline{t}(Q^*_\beta,-) c^+(\theta, \gamma_g'(\theta))(\overline{t}(Q_{\beta,-})) \cdot z^*_g \overline{t}(v) s \]

\[ = \overline{t}(Q^*_\beta,-) c^+(\theta, \gamma_g'(\theta))(\overline{t}(Q_{\beta,-})) \cdot z^*_g \overline{t}(v) s \]

\[ = \overline{t}(Q^*_\beta,-) c^+(\theta, \gamma_g'(\theta))(\overline{t}(Q_{\beta,-})) \overline{t}(v) s \]

\[ = \overline{t}(Q^*_\beta,-) \theta(z^*_g) c^+(\theta, \theta) \overline{t}(v) \overline{t}(Q_{\beta,-}) s \]

\[ = \overline{t}(Q^*_\beta,-) \theta(z^*_g) \overline{t}(v) \overline{t}(Q_{\beta,-}) s = \overline{t}(Q^*_\beta,-) z^*_g v Q_{\beta,-} s. \]
Since $z_g^*v = \tilde{\beta}_g(v) = \beta_{I_-}(v) \equiv \text{Ad}(Q_{\beta,I_-}) \circ \beta(v)$, the last line is
\[ \tilde{\iota}(Q_{\beta,I_-}z_g^*vQ_{\beta,I_-})s = \tilde{\iota}\beta(v)s. \]
Thus, we get $s\theta(c^+(\lambda, \theta)z_g^*)\tilde{\iota}(v) = \tilde{\iota}\beta(v)s$, which is the desired equality. Therefore, we showed the equality $\text{Hom}_{A(I_0)}(\alpha^g_\lambda^+, \beta) = \text{Hom}_{B(I_0),A(I_0)}(t\lambda, \beta_\iota)$.

(ii) The statement is checked similarly by using (ii) of the previous lemma.

The last formulas follow from the Frobenius reciprocity, namely there is a linear bijection between $\text{Hom}_{B(I_0),A(I_0)}(t\lambda, \beta_\iota)$ and $\text{Hom}_{B(I_0)}(\lambda, \sigma_\beta)$ by the Frobenius reciprocity. Explicitly, two linear maps given by
\[ \text{Hom}_{B(I_0),A(I_0)}(t\lambda, \beta_\iota) \ni t \mapsto \tilde{\iota}(t)w \in \text{Hom}_{B(I_0)}(\lambda, \sigma_\beta), \tag{4.9a} \]
\[ \text{Hom}_{B(I_0)}(\lambda, \sigma_\beta) \ni r \mapsto v^*\tilde{\iota}(r) \in \text{Hom}_{B(I_0),A(I_0)}(t\lambda, \beta_\iota), \tag{4.9b} \]
are mutually inverses of each other. By (i) and (ii), we get the statement. \hfill \Box

From the proof of last statement, we have the following corollary. This is the second part of Theorem A.

**Corollary 4.21.** Let $g \in G$ and $\beta \in \Delta^g_A(I_0)$. Then we have $v \in \text{Hom}_{A(I_0)}(\beta, \alpha^{g^+}_\sigma)$ and $v^* \in \text{Hom}_{A(I_0)}(\beta, \alpha^{-}_\sigma)$. As a consequence, $\beta$ is a subobject of both $\alpha^{g^+}_\sigma$ and $\alpha^{-}_\sigma$.

**Proof.** Since $\sigma_\beta \in \Delta^g_B(I_0)$ by Lemma 4.18 and $1 \in \text{Hom}_{B(I_0)}(\sigma_\beta, \sigma_\beta)$, we have
\[ v^* \in \text{Hom}_{B(I_0),A(I_0)}(t\sigma_\beta, \beta_\iota). \]
Thus, we have $v \in \text{Hom}_{A(I_0)}(\beta, \alpha^{g^+}_\sigma)$ and $v^* \in \text{Hom}_{A(I_0)}(\beta, \alpha^{-}_\sigma)$. The rest of the statement follows from the fact that $\frac{1}{\sqrt{\text{det}}} \cdot v$ is an isometry. \hfill \Box

We stated Theorem 4.20 and Corollary 4.21 in terms of local intertwiner spaces. As in Sect. 4.4, one can prove the global analogue of them.

### 4.7. Relative Braiding

In this final subsection, we show that Theorem B which says that the braiding of $G - \text{Loc}A$ can be described by the braiding of $G' - \text{Loc}B$ and using induced endomorphisms. We first see the relation between the braiding on $G' - \text{Loc}B$ and induced endomorphisms.

**Lemma 4.22.** Let $g, h \in G$. For every $\rho \in \Delta^g_B(I_0)$, $\lambda, \mu \in \Delta^h_B(I_0)$, and $r \in \text{Hom}_{B(I_0),A(I_0)}(t\lambda, \mu)$, we have the following:

(i) $\tilde{\beta}_g(r)c^+(\rho, \lambda) = c^+(\rho, \mu)\alpha^{g^+}_\rho(r)$.
(ii) $rc^-(\rho, \lambda) = c^-(\rho, \mu)\alpha^-_\rho(r)$.
(iii) $\tilde{\gamma}_h(\alpha^-_\rho(r)c^+(\rho, \lambda)) = c^+(\rho, \mu)r$.

**Proof.** (i) We set $s = \tilde{\iota}(r) \in \text{Hom}(\theta\lambda, \theta\mu)$. Using the properties of braiding Eqs. (2.12) and (2.14), we compute $c(\rho, \theta\mu)\rho(s)$ in two ways:
\[ c^+(\rho, \theta\mu)\rho(s) = \gamma_{g'}(s)c^+(\rho, \theta\lambda) = \beta_{g'}(s)c^+(\rho, \theta\lambda) = \beta_{g'}(s) \cdot \gamma_{g'}(\theta)(c^+(\rho, \lambda)) \cdot c^+(\rho, \theta), \]
and
\[ c^+(\rho, \theta \mu) \rho(s) = \gamma_{g'}(\theta) (c^+(\rho, \mu)) \cdot c^+(\rho, \theta) \rho(s). \]
Thus, we get
\[ \gamma_{g'}(\theta) (c^+(\rho, \mu)) \cdot c^+(\rho, \theta) \rho(s) c^+(\rho, \theta)^* = \beta_{g'}(s) \cdot \gamma_{g'}(\theta) (c^+(\rho, \lambda)). \]
Applying \( \text{Ad}(z_g) \) to the both sides of the above equality, the left-hand side is
\[ z_g \cdot \gamma_{g'}(\theta) (c^+(\rho, \mu)) \cdot c^+(\rho, \theta) \rho(s) c^+(\rho, \theta)^* z_g^* = \theta(c^+(\rho, \mu)) z_g c^+(\rho, \theta) \rho(s) c^+(\rho, \theta)^* z_g^* = \theta(c^+(\rho, \mu)) \cdot \text{Ad}(z_g c^+(\rho, \theta)) \circ \rho(s), \]
and the right-hand side is
\[ z_g \beta_{g'}(s) \cdot \gamma_{g'}(\theta) (c^+(\rho, \lambda)) \cdot z_g^* = z_g \beta_{g'}(s) \cdot \gamma_{g'}(\theta) (c^+(\rho, \lambda)) \cdot z_g^* \]
\[ = \tilde{t} \beta_g(r) z_g \cdot \gamma_{g'}(\theta) (c^+(\rho, \lambda)) \cdot z_g^* \]
\[ = \tilde{t} \beta_g(r) z_g z_g^* \theta(c^+(\rho, \lambda)) \]
\[ = \tilde{t} \beta_g(r) \theta(c^+(\rho, \lambda)), \]
where we used the intertwining property of \( z_g \) Eq. (4.3). Hence, we have
\[ \theta(c^+(\rho, \mu)) \text{Ad}(z_g c^+(\rho, \theta)) \circ \rho(s) = \tilde{t} \beta_g(r) \theta(c^+(\rho, \lambda)). \]
We now apply \( \tilde{t}^{-1} \) to both sides and get the statement.
(ii) The statement follows by using a similar argument to the one in (i).
Set \( s = \tilde{t}(r) \in \text{Hom}(\theta \lambda, \theta \mu) \). Then, we compute \( c^- (\rho, \theta \mu) \rho(s) \) in two ways as before:
\[ c^- (\rho, \theta \mu) \rho(s) = sc^- (\rho, \theta \lambda) = s \theta(c^- (\rho, \lambda)) c^- (\rho, \theta), \]
and
\[ c^- (\rho, \theta \mu) \rho(s) = \theta(c^- (\rho, \mu)) c^- (\rho, \theta) \rho(s). \]
Thus, we get
\[ \theta(c^- (\rho, \mu)) c^- (\rho, \theta) \rho(s) = s \theta(c^- (\rho, \lambda)) c^- (\rho, \theta). \]
Applying \( \tilde{t}^{-1} \), we get the statement.
(iii) Using (ii), we have \( r^* c^- (\gamma_h (\rho), \mu) = c^- (\gamma_h (\rho), \lambda) \alpha_{\gamma_h (\rho)}^\lambda (r^*) \). Taking * and by the covariance property Proposition 4.7, we get \( c^- (\gamma_h (\rho), \mu)^* r = \tilde{\gamma}_h (\alpha^\lambda_\mu) (r) c^- (\gamma_h (\rho), \lambda)^* \). Since \( c^- (\gamma_h (\rho), \lambda)^* = c^+ (\rho, \lambda) \) and \( c^- (\gamma_h (\rho), \mu)^* = c^+(\rho, \mu) \) by the definition of \( c^- \), we get the statement.

Using the above lemma, we have the following commutative relation between induced endomorphisms.

**Proposition 4.23.** Let \( g, h \in G, \lambda \in \Delta_B^g (I_0) \), and \( \mu \in \Delta_B^h (I_0) \). Then, we have
\[ \text{Ad}(c^+(\lambda, \mu)) \circ \alpha^g_\lambda \circ \alpha^-_\mu = \tilde{\gamma}_g (\alpha^-_\mu) \circ \alpha^g_\lambda. \]

**Proof.** Since \( \alpha^g_\lambda \) and \( \alpha^-_\mu \) act as \( \lambda \) and \( \mu \) on \( B \) respectively, the equality holds on \( B \). Thus, it suffices to show that
\[ c^+(\lambda, \mu) \cdot \alpha^g_\lambda \circ \alpha^-_\mu (v) = \tilde{\gamma}_g (\alpha^-_\mu) \circ \alpha^g_\lambda (v) \cdot c^+(\lambda, \mu). \]
We recall that we have $\alpha^{q+}_{\lambda}(v) = c^{+}(\lambda, \theta)z^{*}_{g}v$ and $\alpha^{-}_{\mu}(v) = c^{-}(\mu, \theta)^{*}v = c^{+}(\theta, \mu)v$. Using Proposition 4.7, we also have $\gamma_{g}(\alpha^{-}_{\mu}(v)) = \alpha^{-}_{\gamma_{g}(\mu)}(v) = c^{-}(\gamma_{g}(\mu), \theta)^{*}v = c^{+}(\theta, \gamma_{g}(\mu))v$. Then, the left-hand side is

$$c^{+}(\lambda, \mu) \cdot \alpha^{q+}_{\lambda} \circ \alpha^{-}_{\mu}(v) = c^{+}(\lambda, \mu)\alpha^{q+}_{\lambda}(c^{+}(\theta, \mu)v) = c^{+}(\lambda, \mu)\lambda(c^{+}(\theta, \mu))c^{+}(\lambda, \theta)^{*}z^{*}_{g}v,$$

and the right-hand side is

$$\tilde{\gamma}_{g}(\alpha^{-}_{\mu}) \circ \alpha^{q+}_{\lambda}(v) \cdot c^{+}(\lambda, \mu) = \tilde{\gamma}_{g}(\alpha^{-}_{\mu})(c^{+}(\lambda, \theta)^{*}z^{*}_{g}v) \cdot c^{+}(\lambda, \mu) = \gamma_{g}(\mu)(c^{+}(\lambda, \theta)^{*}z^{*}_{g}) \cdot c^{+}(\theta, \gamma_{g}(\mu))v c^{+}(\lambda, \mu) = \gamma_{g}(\mu)(c^{+}(\lambda, \theta)^{*}z^{*}_{g}) \cdot c^{+}(\theta, \gamma_{g}(\mu))\theta(c^{+}(\lambda, \mu))v.$$

Hence, it is enough to check the equality

$$c^{+}(\lambda, \mu)\lambda(c^{+}(\theta, \mu))c^{+}(\lambda, \theta)^{*}z^{*}_{g} = \gamma_{g}(\mu)(c^{+}(\lambda, \theta)^{*}z^{*}_{g}) \cdot c^{+}(\theta, \gamma_{g}(\mu))\theta(c^{+}(\lambda, \mu)),$$

or equivalently

$$\gamma_{g}(\mu)(z_{g}c^{+}(\lambda, \theta)) \cdot c^{+}(\lambda, \mu)\lambda(c^{+}(\theta, \mu)) = c^{+}(\theta, \gamma_{g}(\mu))\theta(c^{+}(\lambda, \mu))z_{g}c^{+}(\lambda, \theta).$$

To see this, we compute the right-hand side

$$c^{+}(\theta, \gamma_{g}(\mu))\theta(c^{+}(\lambda, \mu))z_{g}c^{+}(\lambda, \theta) = c^{+}(\theta, \gamma_{g}(\mu))z_{g} \cdot c^{+}(\theta, \gamma_{g}(\mu))c^{+}(\lambda, \mu) \cdot c^{+}(\lambda, \theta) = \gamma_{g}(\mu)(z_{g}) \cdot c^{+}(\gamma_{g}(\mu))c^{+}(\lambda, \mu) \cdot c^{+}(\lambda, \theta) = \gamma_{g}(\mu)(z_{g}) \cdot \gamma_{g}(\mu)(c^{+}(\lambda, \theta)) \cdot c^{+}(\lambda, \mu)\lambda(c^{+}(\theta, \mu)),$$

where we used the YBE Eq. (2.15) in the last line. Hence, we get the desired equality, which completes the proof. □

Let $g, h \in G$, $\lambda \in \Delta^{q}_{B}(I_{0})$, and $\mu \in \Delta^{h^{t}}_{B}(I_{0})$. Suppose that we have $\beta, \delta \in \text{End}(\mathcal{A}_{\infty})$ such that $\beta$ is a subobject of $\alpha^{q+}_{\lambda}$ and $\delta$ is a subobject of $\alpha^{-}_{\mu}$. We denote corresponding isometries by $t \in \text{Hom}(\beta, \alpha^{q+}_{\lambda})$ and $s \in \text{Hom}(\delta, \alpha^{-}_{\mu})$. Then, we define the operator

$$c^{+}_{t}(\beta, \delta) = \tilde{\gamma}_{g}(s^{*})\tilde{\gamma}_{g}(\alpha^{-}_{\mu})(t^{*})c^{+}(\lambda, \mu)\alpha^{q+}_{\lambda}(s)\bar{t}.$$

Thanks to the above proposition, we have $c^{+}_{t}(\beta, \delta) \in \text{Hom}(\beta\delta, \tilde{\gamma}_{g}(\delta)\beta)$. Using Lemma 4.22, one can see the following.

**Lemma 4.24.** Under the notations as above, the following holds.

(i) $c^{+}_{t}(\beta, \delta)$ is a unitary.

(ii) $c^{+}_{t}(\beta, \delta)$ does not depend on the choice of $\lambda, \mu$ and isometries $s, t$ in the following sense: If there exist isometries $\bar{t} \in \text{Hom}(\beta, \alpha^{q+}_{\lambda})$ and $\bar{s} \in \text{Hom}(\delta, \alpha^{-}_{\mu})$ for some $\tilde{\lambda} \in \Delta^{q}_{B}(I_{0})$ and $\tilde{\mu} \in \Delta^{h^{t}}_{B}(I_{0})\tilde{m}$, then we have

$$c^{+}_{t}(\beta, \delta) = \tilde{\gamma}_{g}(\bar{s}^{*})\tilde{\gamma}_{g}(\alpha^{-}_{\mu})(\bar{t}^{*})c^{+}(\tilde{\lambda}, \tilde{\mu})\alpha^{q+}_{\lambda}(\bar{s})\bar{t}.$$

**Proof.** (i) The statement can be checked by direct computation as in the proof of [5, Proposition 3.26].
(ii) This statement can also be checked by direct computation as in the proof of [7, Lemma 3.11].

\[ \]

Let \( g, h \in G, \beta \in \Delta^g_A(I_0) \) and \( \delta \in \Delta^h_A(I_0) \). In the rest of this subsection, we will see that \( c^+_r(\beta, \delta) \) coincides with the \( G \)-crossed braiding \( c^+(\beta, \delta) \). We recall that \( \beta \) is a subobject of \( \alpha^g \sigma^+_g \) and \( \delta \) is a subobject of \( \alpha^h \sigma_h \) by Corollary 4.21. By the same corollary, \( c^+_r(\beta, \delta) \) is given by

\[
c^+_r(\beta, \delta) = \frac{1}{(dt)^2} \cdot \tilde{\gamma}_g(v^*) \tilde{\gamma}_g(\alpha_{\sigma^g}) (v^*) c^+(\sigma_{\beta}, \sigma_{\delta}) \alpha^g \sigma^+_g (v) v.
\]

To prove \( c^+_r(\beta, \delta) = c^+(\beta, \delta) \), we need some preparations. Let us fix intervals \( I_\pm \in \mathcal{J} \) such that \( I_- < I_0 < I_+ \). As in Sect. 4.6, we choose unitaries \( u_{\theta, \pm} \in \mathcal{B}_\infty \) and \( Q_{\beta,-}, Q_{\delta,+} \in \mathcal{A}_\infty \) such that \( \theta_{I_\pm} = \text{Ad}(u_{\theta, \pm}) \circ \theta \in \Delta^g_B(I_\pm), \beta_{I_-} = \text{Ad}(Q_{\beta,-}) \circ \beta \in \Delta^g_A(I_-) \) and \( \delta_{I_+} = \text{Ad}(Q_{\delta,+}) \circ \delta \in \Delta^h_A(I_+) \). Then, we have

\[
c^+(\sigma_{\beta}, \theta) = \gamma'_{g'}(\theta)(\tilde{\tau}(Q^*_{\delta,-})) \cdot c^+(\theta, \gamma'_{g'}(\theta)) \tilde{\tau}(Q_{\beta,-}).
\]

by (i) of Lemma 4.9. For the later use, we derive some formulas as below. By Proposition 4.18, we have \( \sigma_{\delta,+} = \text{Ad}(u_{\sigma_{\delta,+}}) \circ \sigma_{\delta} \in \Delta^h_A(I_+) \) with \( u_{\sigma_{\delta,+}} = u_{\theta_+, \tilde{\tau}}(Q_{\delta,+}) \). Using Lemma 3.9, we find

\[
c^+(\sigma_{\beta}, \sigma_{\delta}) = \gamma'_{g'}(u^*_{\sigma_{\delta,+}}) \sigma_{\beta}(u_{\sigma_{\delta,+}})
= \beta_{g'}(\tilde{\tau}(Q_{\delta,+})) \sigma_{\beta}(u_{\theta_+, \tilde{\tau}}(Q_{\delta,+}))
= \beta_{g'}(\tilde{\tau}(Q_{\delta,+})) c^+(\sigma_{\beta}, \theta) \sigma_{\beta} \tilde{\tau}(Q_{\delta,+}).
\]

Moreover, we see

\[
\alpha^g \sigma^+_g (v) v = v \beta(v) = v Q^*_{\beta,-} \beta_{I_-}(v) Q^*_{\beta,-}
= v Q^*_{\beta,-} \beta_{g}(v) Q_{\beta,-} = \tilde{\tau}(Q^*_{\beta,-}) v \beta_{g}(v) Q_{\beta,-}
= \tilde{\tau}(Q^*_{\beta,-}) v z^*_g v Q_{\beta,-} = \tilde{\tau}(Q^*_{\beta,-}) \theta(z^*_g v) v Q_{\beta,-}
\]

and

\[
\tilde{\gamma}_g(\alpha_{\sigma^g}) (v) \tilde{\gamma}_g(v) = \tilde{\gamma}_g(v) \tilde{\gamma}_g(\delta)(v) = \tilde{\beta}_{g}(v) \tilde{\gamma}_g(\delta)(v)
= z^*_g v \beta_{g} \circ \delta \circ \beta_{g}^{-1}(v) = z^*_g v \beta_{g}(Q^*_g, \beta_{I_+} \circ \beta_{g}^{-1}(v) Q_{\delta,+})
= z^*_g v \beta_{g}(Q^*_g, \beta_{g}^{-1}(v) Q_{\delta,+}) = z^*_g \tilde{\tau}(\beta_{g}(Q^*_g, \beta_{g}^{-1}(v) Q_{\delta,+})) v \beta_{g}(Q_{\delta,+})
= \beta_{g'} \tilde{\tau}(Q^*_g, \beta_{g}^{-1}(v) Q_{\delta,+}).
\]

We now prove the Theorem B stated in the introduction.

**Theorem 4.25.** Let \( g, h \in G, \beta \in \Delta^g_A(I_0), \) and \( \delta \in \Delta^h_A(I_0) \). Then, we have

\[
c^+_r(\beta, \delta) = c^+(\beta, \delta)
\]

where \( c^+(\beta, \delta) \) denotes the braiding on \( G - \text{Loc} \mathcal{A} \).

**Proof.** Using the formulas above, we compute

\[
(dt)^2 \cdot c^+_r(\beta, \delta) = \tilde{\gamma}_g(v^*) \tilde{\gamma}_g(\alpha_{\sigma^g})(v^*) c^+(\sigma_{\beta}, \sigma_{\delta}) \alpha^g \sigma^+_g (v) v
= \tilde{\gamma}_g(v^*) \tilde{\gamma}_g(\alpha_{\sigma^g})(v^*) \beta_{g'}(\tilde{\tau}(Q^*_{\delta,+})) c^+(\sigma_{\beta}, \theta) \sigma_{\beta} \tilde{\tau}(Q_{\delta,+}) \alpha^g \sigma^+_g (v) v.
\]
\[ = \tilde{\beta}_g (Q_{\delta,+}^*) v^* v^* g c^+ (\sigma_{\beta}, \theta) \sigma_{\beta} \bar{\iota} (Q_{\delta,-}) \alpha^{q;+}_\theta (v) v \]
\[ = \tilde{\beta}_g (Q_{\delta,+}^*) v^* v^* g c^+ (\sigma_{\beta}, \theta) \sigma_{\beta} \bar{\iota} (Q_{\delta,+}) v \beta (v) \]
\[ = \tilde{\beta}_g (Q_{\delta,+}^*) v^* v^* g c^+ (\sigma_{\beta}, \theta) \iota \beta \bar{\iota} (Q_{\delta,+}) v \beta (v) \]
\[ = \tilde{\beta}_g (Q_{\delta,+}^*) v^* v^* g c^+ (\sigma_{\beta}, \theta) v \beta (v) \beta (Q_{\delta,+}) \]

We will show that the middle part \( v^* v^* g c^+ (\sigma_{\beta}, \theta) v \beta (v) \) is equal to \((d\theta)^2 \cdot 1\). If this is the case, then we have \( c^+ (\beta, \delta) = \tilde{\beta}_g (Q_{\delta,+}^*) \beta (Q_{\delta,+}) = \gamma (Q_{\delta,+}) \beta (Q_{\delta,+}) = c^+ (\beta, \delta) \) by Lemma 3.9, which is the desired statement.

Let us compute
\[
v^* v^* g c^+ (\sigma_{\beta}, \theta) v \beta (v) = v^* v^* g \cdot \gamma \varphi (\theta) (\bar{\iota} (Q_{\beta,-}^*)) \cdot c^+ (\theta, \gamma \varphi (\theta)) \bar{\iota} (Q_{\beta,-}) v \beta (v)\]
\[= v^* v^* g \cdot \gamma \varphi (\theta) (\bar{\iota} (Q_{\beta,-}^*)) \cdot c^+ (\theta, \gamma \varphi (\theta)) \theta (g^* v v Q_{\beta,-})\]
\[= v^* v^* g \cdot \gamma \varphi (\theta) (\bar{\iota} (Q_{\beta,-}^*)) \cdot z^* c^+ (\theta, \theta) v v Q_{\beta,-}\]
\[= v^* v^* \theta (\bar{\iota} (Q_{\beta,-}^*)) c^+ (\theta, \theta) v v Q_{\beta,-}\]
\[= Q_{\beta,-}^* v^* v^* c^+ (\theta, \theta) v v Q_{\beta,-}\]
\[= Q_{\beta,-}^* v^* v^* v v Q_{\beta,-}\]
\[= (d\theta)^2 \cdot 1.\]

This completes the proof. \(\square\)
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