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1. Introduction

Until recently, the modelling of long wave propagation on large scales has been performed in the framework of Nonlinear Shallow Water Equations (NSWE) implemented under various software packages [52]. This model is hydrostatic and non-dispersive [79]. Among popular packages we can mention, for example, the TUNAMI code [40] based on a conservative finite difference leap-frog scheme on real bathymetries. This code has been extensively used for tsunami wave modeling by various groups (see e.g. [91]). The code MOST uses the directional splitting approach [84, 85] and is also widely used for the simulation of tsunami wave propagation and run-up [82, 88]. The MGC package [75] is based on a modified MACCORMACK finite difference scheme [24], which discretizes NSWE in spherical coordinates. Obviously, the MGC code can also work in CARTESIAN coordinates as well. This package was used to simulate the wave run-up on a real-world beach [37] and tsunami wave generation by underwater landslides [4]. Recently the VOLNA code was developed using modern second order finite volume schemes on unstructured grids [22]. Nowadays this code is essentially used for the quantification of uncertainties of the tsunami risk [3].

All numerical models described above assume the wave to be non-dispersive. However, in the presence of wave components with higher frequencies (or equivalently shorter wavelengths), the frequency dispersion effects may influence the wave propagation. Even in 1982 in [60] it was pointed out:

\[ \ldots \text{the considerations and estimates for actual tsunamis indicate that nonlinearity and dispersion can appreciably affect the tsunami wave propagation at large distances.} \]

Later this conclusion was reasserted in [68] as well. The catastrophic Sumatra event in 2004 [80] along with subsequent events brought a lot of new data all around the globe and also from satellites [54]. The detailed analysis of this data allowed to understand better which models and algorithms should be applied at various stages of a tsunami life cycle to achieve the desired accuracy [12, 62]. The main conclusion can be summarized as follows: for a complete and satisfactory description of a tsunami wave life cycle on global scales, one has to use a nonlinear dispersive wave model with moving (in the generation region [18]) realistic bathymetry. For trans-oceanic tsunami propagation one has to include also Earth’s sphericity and rotation effects. A whole class of suitable mathematical models combining all these features was presented in the previous Part III [43] of the present series of papers.

At the present time we have a rather limited amount of published research literature devoted to numerical issues of long wave propagation in a spherical ocean. In many works (see e.g. [27, 39]) Earth’s sphericity is not taken explicitly into account. Instead, the authors project Earth’s surface (or at least a sub-region) on a tangent plane to Earth in some point and computations are then performed on a flat space using a BOUSSINESQ-type (Weakly Nonlinear and Weakly Dispersive — WNWD) model without taking into
account the CORIOLIS force. We notice that some geometric defects are unavoidable in this approach. However, even in this simplified framework the importance of dispersive effects has been demonstrated by comparing the resulting wave field with hydrostatic (NSWE) computations.

In [57] the authors studied the transoceanic propagation of a hypothetical tsunami generated by an eventual giant landslide which may take place at La Palma island, which the most north-westerly island of the Canary Islands, Spain. Similarly the authors employed a WNWD model, but this time written in spherical coordinates with Earth’s rotation effects. However, the employed model could handle only static bottoms. As a result, the initial fields were generated using a different hydrodynamic model and, then, transferred into the WNWD model as the initial condition to compute the wave long time evolution. However, when waves approach the shore, another limitation of weakly nonlinear models becomes apparent — in coastal regions nonlinear effects grow quickly and, thus, the computations should be stopped before the wave reaches the coast. Otherwise, the numerical results may lose their validity. In [57] it was also shown that the wave dispersion may play a significant rôle on the resulting wave field. Namely, NSWE predict the first significant wave hitting the shore, while WNWD equations predict rather an undular bore in which the first wave amplitude is not necessarily the highest [58]. Of course, these undular bores cannot be described in the framework of NSWE [33, 69].

An even more detailed study of tsunami dispersion was undertaken recently [28], where also a WNWD model was used, but the dispersion effect was estimated for several real-world events. The authors came to interesting ‘uncertain’ conclusions:

However, undular bores, which are not included in shallow-water theory, may evolve during shoaling. Even though such bores may double the wave height locally, their effect on inundation is more uncertain because the individual crests are short and may be strongly affected by dissipation due to wave breaking.

It was also noted that near coasts WNWD model provides unsatisfactory results, that is why fully nonlinear dispersive models should be employed to model all stages from tsunami generation to the inundation. The same year a fully nonlinear dispersive model on a sphere including CORIOLIS effect was derived in [51]. However, in contrast to another paper from the same group [31], the horizontal velocity variable is taken as a trace of 3D fluid velocity on a certain surface laying between the bottom and free surface. The proposed model may have some drawbacks. First of all, the well-posed character of the CAUCHY problem is not clear. A very similar (and much simpler) NWOGU’s model [64] is known to possess instabilities for certain configurations of the bottom [56]. We underline also that the authors of [51] did not present so far any numerical simulations with their fully nonlinear model. A study of dispersive and CORIOLIS effects were performed in the WNWD counterpart of their fully nonlinear equations. In order to solve numerically their spherical BOUSSINESQ-type system a CARTESIAN TVD scheme previously described in [73] was generalized to spherical coordinates. This numerical model was implemented as a part of well-known FUNWAVE(-TVD) code [74].
A fully nonlinear weakly dispersive model on a sphere with the depth-averaged velocity variable was first derived in [25]. Later it was shown in [26] that the same model can be derived without using the potential flow assumption. Moreover, this model admits an elegant conservative structure with the mass, momentum and energy conservations. In particular, the energy conservation allows to control the amount of numerical viscosity in simulations. The same conservative structure can be preserved while deriving judiciously weakly nonlinear models as well. Only the expressions of the kinetic energy and various fluxes vary from one model to another. In this way one may obtain the whole hierarchy of simplified shallow water models on a sphere enjoying the same formal conservative structure [76]. In particular, it allows to develop a unique numerical algorithm, which can be applied to all models in this hierarchy by changing only the fluxes and source terms in the numerical code.

In this study we develop a numerical algorithm to model shallow water wave propagation on a rotating sphere in the framework of a fully nonlinear weakly dispersive model, which will be described in the following Section. For numerical illustrations we consider first model problems on the perfect sphere (i.e. the bottom is even). In this way we assess the influence of dispersive, sphericity and rotation effects depending on the propagation distance and on the size of the wave generation region. These methods are implemented in NLDSW_sphere code which is used to produce numerical results reported below.

The present manuscript is organized as follows. The governing equations that we tackle in our study are set in Section 2. The numerical algorithm is described in Section 3. Several numerical illustrations are described in Section 4. Namely, we start with tests over a perfect rotating sphere in Section 4.1. Then, as an illustration of medium scale wave propagation we study the BULGARIAN 2007 tsunami in Section 4.2. On large trans-oceanic scales we simulate the 2010 CHILEAN tsunami in Section 4.3. Finally in Section 5 we outline the main conclusions and perspectives of our study. Some further details on the derivation of the non-hydrostatic pressure equation are provided in Appendix A.

2. Problem formulation

The detailed derivation of the fully nonlinear model considered in the present study can be found in the previous Part III [43]. Here we only repeat the governing equations:

\[(\mathcal{H} R \sin \theta)_t + [\mathcal{H} u]_\lambda + [\mathcal{H} v \sin \theta]_\theta = 0, \quad (2.1)\]

\[(\mathcal{H} u R \sin \theta)_t + [\mathcal{H} u^2 + g \frac{\mathcal{H}^2}{2}]_\lambda + [\mathcal{H} u v \sin \theta]_\theta = g \mathcal{H} h_\lambda - \mathcal{H} u v \cos \theta - F \mathcal{H} v R \sin \theta - \mathcal{G} \lambda - g h_\lambda, \quad (2.2)\]
\[
(H v R \sin \theta)_t + \left[ H u v \right]_\lambda + \left[ \left( H v^2 + g \frac{H^2}{2} \right) \sin \theta \right]_\theta = g H h \theta \sin \theta \\
+ g \frac{H^2}{2} \cos \theta + H u^2 \cos \theta + F H u R \sin \theta + (\mathcal{P}_\theta - \varrho h \theta) \sin \theta, \quad (2.3)
\]

where \( R \) is the radius of a virtual sphere rotating with a constant angular velocity \( \Omega \) around the axis \( O z \) of a fixed CARTESIAN coordinate system \( O x y z \). The origin \( O \) of this coordinate system is chosen so that the plane \( O x y \) coincides with sphere’s equatorial plane.

In order to describe conveniently the fluid flow we choose also a spherical coordinate system \( O \lambda \theta r \) whose origin is located at sphere’s center and it rotates with the sphere. Here \( \lambda \) is the longitude increasing in the rotation direction starting from a certain meridian \( 0 \leq \lambda < 2 \pi \). The other angle \( \theta \) is the complementary latitude \( -\pi/2 < \phi < \pi/2 \). Finally, \( r \) is the radial distance from sphere’s center. The NEWTONIAN gravity force\(^*\) acts on fluid particles and its vector \( g \) is directed towards virtual sphere’s center.

The total water depth \( H \) defined as \( \eta + h > 0 \) is supposed to be small comparing to sphere’s radius, i.e. \( H \ll R \). That is why we can suppose that the gravity acceleration \( g := |g| \) and fluid density \( \rho \) are constants throughout the fluid layer. The functions \( h(\lambda, \theta, t) \) (the bottom profile) and \( \eta(\lambda, \theta, t) \) (the free surface excursion) are given as deviations from the still water level \( \eta_{00}(\theta) \), which is not spherical due to the rotation effect \[43\].

By \( u \) and \( v \) we denote the linear components of the velocity vector:

\[
u_{\text{def}} := R u^1 \sin \theta, \quad v := R u^2, \]

where \( u^1 = \dot{\lambda} \) and \( u^2 = \dot{\theta} \). The CORIOLIS parameter \( F \) defined as \( 2 \Omega \cos \theta \) is expressed through the complementary latitude \( \theta \) and additionally we can assume that

\[
\theta_0 \leq \theta \leq \pi - \theta_0, \quad (2.4)
\]

where \( \theta_0 = \text{const} \ll 1 \) is a small angle. In other words, the poles are excluded from our computations. In practice, it is not a serious limitation since on the Earth poles are covered with ice and no free surface flow takes place there. The quantities \( \mathcal{P} \) and \( \varrho \) are dispersive components of the depth-integrated pressure \( \mathcal{P} \) and fluid pressure at the bottom \( \bar{p} \) respectively:

\[
\mathcal{P} = g \frac{H^2}{2} \varrho = \mathcal{P} - \varrho, \quad \bar{p} = g H - \varrho.
\]

These dispersive components \( \mathcal{P} \) and \( \varrho \) can be computed according to the following formulas \[43\]:

\[
\mathcal{P} = \frac{H^3}{3} \mathcal{R}_1 + \frac{H^2}{2} \mathcal{R}_2, \quad \varrho = \frac{H^2}{2} \mathcal{R}_1 + H \mathcal{R}_2, \quad (2.5)
\]

where

\[
\mathcal{R}_1 := D (\nabla \cdot \mathbf{u}) - (\nabla \cdot \mathbf{u})^2, \quad \mathcal{R}_2 := D^2 h, \quad \mathbf{u} := (u^1, u^2).
\]

\(^*\)Here we understand the force per unit mass, i.e. the acceleration.
To complete model presentation we remind also the definitions of various operators in spherical coordinates that we use:

\[ D \overset{\text{def}}{=} \partial_t + \mathbf{u} \cdot \nabla, \quad \nabla \overset{\text{def}}{=} (\partial_\lambda, \partial_\theta), \quad \mathbf{u} \cdot \nabla \equiv u^1 \partial_\lambda + u^2 \partial_\theta, \]

\[ \nabla \cdot \mathbf{u} \equiv u^1_\lambda + \frac{1}{\mathcal{J}} (\partial u^2)_{\theta}, \quad \mathcal{J} \overset{\text{def}}{=} -R^2 \sin \theta. \]

In the most detailed form, functions \( \mathcal{A}_{1,2} \) can be equivalently rewritten as

\[ \mathcal{A}_1 \equiv (\nabla \cdot \mathbf{u})_t + \frac{1}{R \sin \theta} \left[ u \,(\nabla \cdot \mathbf{u})_\lambda + v \,(\nabla \cdot \mathbf{u})_\theta \sin \theta \right] - (\nabla \cdot \mathbf{u})^2, \]

\[ \mathcal{A}_2 \equiv (D h)_t + \frac{1}{R \sin \theta} \left[ u \,(D h)_\lambda + v \,(D h)_\theta \sin \theta \right], \]

with

\[ \nabla \cdot \mathbf{u} \equiv \frac{1}{R \sin \theta} \left[ u^1_\lambda + (v \sin \theta)_{\theta} \right], \]

\[ D h \equiv h_t + \frac{1}{R \sin \theta} \left[ u h^1_\lambda + v h_{\theta} \sin \theta \right]. \]

The model (2.1) – (2.3) is referred to as ‘fully nonlinear’ one since it was derived without any simplifying assumptions on the wave amplitude [43]. In other words, all nonlinear (but weakly dispersive) terms are kept in this model. So far we shall refer to this model as Fully Nonlinear Weakly Dispersive (FNWD) model. The FNWD model should be employed to simulate water wave propagation in coastal and even in slightly deeper regions over uneven bottoms. Weak dispersive effects in the FNWD model ensure that we shall obtain more accurate results than with simple NSWE. Moreover, the FNWD model contains the terms coming from moving bottom effects [42]. Consequently, we can model also the wave generation process by fast or slow bottom motions [18], thus, allowing to model tsunami waves from their generation until the coasts [22]. In this way we extend the validity region of existing WNWD models [28, 57, 58] by including the wave generation regions along with the coasts where the nonlinearity becomes critical.

Concerning the linear dispersive properties, it is generally believed that models with the depth-averaged velocity can be further improved in the sense of BONA–SMITH [6] and NWOGU [64]. However, nonlinear dispersive wave models tweaked in this way (see e.g. [59]) have a clear advantage only in the linear one-dimensional (1D) situations. For nonlinear 3D computations (especially involving the moving bottom [17]) the advantage of ‘improved’ models becomes more obscure comparing to dispersive wave models with the depth-averaged velocity adopted in our study [9, 77]. Moreover, the mathematical model after such transformations (or ‘improvements’ as they are called in the literature) often looses the energy conservation and GALILEAN’s invariance properties. A successful attempt in this direction was achieved only recently [11].
Equations (2.1) – (2.3) admit also a non-conservative form:

\[ \mathcal{H}_t + \frac{1}{R \sin \theta} \left[ (\mathcal{H} u)_{\lambda} + (\mathcal{H} v \sin \theta)_{\theta} \right] = 0, \]

\[ u_t + \frac{1}{R \sin \theta} u u_{\lambda} + \frac{1}{R} v u_{\theta} + \frac{g}{R \sin \theta} \eta_{\lambda} = \frac{1}{R \sin \theta} \left[ \frac{\mathcal{Q}_\theta}{\mathcal{H}} - \frac{\varrho h_{\lambda}}{R} \right] - \frac{u v}{R} \cot \theta - F v, \]

\[ v_t + \frac{1}{R \sin \theta} u v_{\lambda} + \frac{1}{R} v v_{\theta} + \frac{g}{R} \eta_{\theta} = \frac{\mathcal{Q}_\theta}{R \mathcal{H}} + \frac{u^2}{R} \cot \theta + F u. \]

In the numerical algorithm presented below we use both conservative and non-conservative forms for our convenience.

If in conservative (2.1) – (2.3) or non-conservative (2.6) – (2.8) governing equations we neglect dispersive contributions, i.e. \( \mathcal{Q} \sim 0; \varrho \sim 0 \), then we recover NSWE on a rotating attracting sphere [8]:

\[ \mathcal{H}_t + \frac{1}{R \sin \theta} \left[ (\mathcal{H} u)_{\lambda} + (\mathcal{H} v \sin \theta)_{\theta} \right] = 0, \]

\[ u_t + \frac{1}{R \sin \theta} u u_{\lambda} + \frac{1}{R} v u_{\theta} + \frac{g}{R \sin \theta} \eta_{\lambda} = -\frac{u v}{R} \cot \theta - F v, \]

\[ v_t + \frac{1}{R \sin \theta} u v_{\lambda} + \frac{1}{R} v v_{\theta} + \frac{g}{R} \eta_{\theta} = \frac{u^2}{R} \cot \theta + F u. \]

In order to obtain a well-posed problem, we have to prescribe initially the free surface deviation from its equilibrium position along with the initial velocity field. Moreover, the appropriate boundary conditions have to be prescribed as well. The curvilinear coast-line is approximated by a family of closed polygons and on edges \( e \) we prescribe the wall boundary condition:

\[ u \cdot n \Big|_e = 0, \]

where \( n \) is an exterior normal to edge \( e \). In this way, we replace the wave run-up problem by wave/wall interaction, where a solid wall is located along the shoreline on a certain prescribed depth \( h_w \).

### 3. Numerical algorithm

The system of equations (2.1) – (2.3) is not of CAUCHY–KOVALEVSKAYA’s type, since momentum balance equations (2.2), (2.3) involve mixed derivatives with respect to time and space of the velocity components \( u, v \). We already encountered this difficulty in the globally flat case [46]. A direct (e.g. finite difference) approximation of governing equations would lead to a complex system of fully coupled nonlinear algebraic equations in a very high dimensional space. In the globally flat case [44] it was found out that it
is more judicious to perform a preliminary decoupling\(^*\) of the system into a scalar elliptic equation and a system of hyperbolic equations with source terms [46]. In the present work we realize the same idea for FNWD equations (2.1) – (2.3) on a rotating attracting sphere. Similarly we shall rewrite the governing equations as a scalar elliptic equation to determine the dispersive component of the depth-integrated pressure \(\mathcal{Q}\) and a hyperbolic system of shallow water type equations with some additional source terms. With this splitting we can apply the most appropriate numerical methods for elliptic and hyperbolic problems correspondingly.

The derivation of the elliptic equation for non-hydrostatic pressure component \(\mathcal{Q}\) can be found in Appendix A. Here we provide only the final result:

\[
\left[ \frac{1}{\sin \theta} \left\{ \frac{\mathcal{Q}_\lambda}{\mathcal{H}} - \frac{\nabla \mathcal{Q} \cdot \nabla h}{\mathcal{H} \mathcal{Y}} h_\lambda \right\} \right]_\lambda + \left[ \left\{ \frac{\mathcal{Q}_\theta}{\mathcal{H}} - \frac{\nabla \mathcal{Q} \cdot \nabla h}{\mathcal{H} \mathcal{Y}} h_\theta \right\} \sin \theta \right]_\theta - \hat{\mathcal{K}} \mathcal{Q} = \mathcal{F},
\]

(3.1)

where

\[
\hat{\mathcal{K}} \deftri \mathcal{K}_{00} + \frac{\partial \mathcal{K}_{01}}{\partial \lambda} + \frac{\partial \mathcal{K}_{02}}{\partial \theta},
\]

with

\[
\mathcal{K}_{00} \deftri R^2 \frac{12 (\mathcal{Y} - 3)}{\mathcal{H}^3 \mathcal{Y}} \sin \theta, \quad \mathcal{K}_{01} \deftri \frac{6 h_\lambda}{\mathcal{H}^2 \mathcal{Y} \sin \theta}, \quad \mathcal{K}_{02} \deftri \frac{6 h_\theta}{\mathcal{H}^2 \mathcal{Y}} \sin \theta.
\]

Here we introduced a new variable \(\mathcal{Y}\) defined as

\[
\mathcal{Y} \deftri 4 + \nabla h \cdot \nabla h \equiv 4 + \| \nabla h \|^2.
\]

The scalar product \(\nabla \mathcal{Q} \cdot \nabla h\) can be easily expressed as

\[
\nabla \mathcal{Q} \cdot \nabla h \equiv \frac{1}{R^2} \left\{ \frac{\mathcal{Q}_\lambda h_\lambda}{\sin^2 \theta} + \mathcal{Q}_\theta h_\theta \right\}.
\]

The right hand side \(\mathcal{F}\) is defined as

\[
\mathcal{F} \deftri \left[ \frac{1}{\sin \theta} \left\{ g \eta_\lambda + \frac{2}{\mathcal{Y}} h_\lambda - \Lambda_1 \right\} \right]_\lambda + \left[ \left\{ g \eta_\theta + \frac{2}{\mathcal{Y}} h_\theta - \Lambda_2 \right\} \sin \theta \right]_\theta
\]

\[
\overset{\text{def}}{=} \mathcal{F}_1 = R^2 \left[ \frac{6 \mathcal{Y}}{\mathcal{H}} \sin \theta + \frac{2}{\sin \theta} \left\{ u_\lambda + \left( v \sin \theta \right) \right\}^2
\]

\[
- \left( u v \right) \cot \theta - \left( v^2 \cos \theta \right) \theta,
\]

\[
\overset{\text{def}}{=} \mathcal{F}_2
\]

\(^*\)We underline that this decoupling procedure involves no approximation and the resulting system of equations is completely equivalent to the base model (2.1) – (2.3).
where

\[ \mathcal{Q} = (\Lambda - g \nabla \eta) \cdot \nabla h + \frac{1}{R^2 \sin \theta} \left\{ \frac{u^2}{\sin \theta} h_{\lambda \lambda} + 2uv h_{\lambda \theta} + v^2 h_{\theta \theta} \sin \theta \right\} \]

\[ + h_{tt} + 2 \left\{ \frac{u}{R \sin \theta} h_{\lambda t} + \frac{v}{R} h_{\theta t} \right\}, \]

with vector \( \Lambda \) defined as \( (\Lambda_1, \Lambda_2) \) whose components are

\[ \Lambda_1 := -\left( 2uv \cot \theta + F \cos \theta \right) \sin \theta, \quad \Lambda_2 := u^2 \cot \theta + F \sin \theta. \]

The term \( \mathcal{B} \) contains all the terms coming from bottom motion effects. If the bottom is stationary, then \( \mathcal{B} \equiv 0 \).

The particularity of equation (3.1) is that it does not contain time derivatives of dynamic variables \( \mathcal{H}, u \) and \( v \). This equation is very similar to the elliptic equation derived in the globally flat case [46]. The differences consist only in terms coming from Earth’s sphericity and rotation effects. It is not difficult to show that under total water depth positivity assumption \( \mathcal{H} > 0 \) and condition (2.4), equation (3.1) is uniformly elliptic. In order to have the uniqueness result of the Dirichlet problem for (3.1), the coefficient \( \mathcal{K} \) has to be positive defined [55], i.e. \( \mathcal{K} > 0 \). In the case of an even bottom (i.e. \( h \equiv h_0 = \text{const} \)) the positivity condition takes the following form:

\[ \mathcal{K} = \frac{12 R^2 \sin \theta}{\mathcal{H}^3 \Upsilon} \left[ \Upsilon - 3 - \frac{\Omega^2}{2g} \left\{ \mathcal{H} \sin^2 \theta - \eta_{\theta \theta} \sin(2\theta) + \frac{8\mathcal{H}}{\Upsilon} \cos(2\theta) \right\} \right] > 0, \quad (3.2) \]

where this time the variable \( \Upsilon \) is defined simply as

\[ \Upsilon := 4 + \frac{\Omega^4 R^2}{4g^2} \sin^2(2\theta). \]

Using the values of parameters for our planet, i.e.

\[ R = 6.38 \times 10^6 \text{ m}, \quad \Omega = 7.29 \times 10^{-5} \text{ s}^{-1}, \quad g = 9.81 \text{ m s}^{-2}, \]

and assuming (2.4) along with the fact that the gradient of the free surface elevation \( \eta \) is bounded, one can show that \( \mathcal{K} \gg 1 \). Thus, the condition (3.2) is trivially verified. In this case one can construct a finite difference operator with positive definite (grid-)operator. Theoretically, it is not excluded that for large bottom variations locally the coefficient \( \mathcal{K} \) might become negative. In such cases, the conditioning of the discrete system is worsened and more iterations are needed to achieve the desired accuracy in solving equation (3.1). In the globally flat case the analysis of these cases was performed in [46]. In practice, sometimes it is possible to avoid such complications by applying a prior smoothing operator to the bathymetry function \( h(\lambda, \theta, t) \).
3.1. Numerical scheme construction

The finite difference counterpart of equation (3.1) can be obtained using the so-called integro-interpolation method [49]. In this Section we construct a second order approximation to be able to work on coarser grids for a fixed desired accuracy.

In spherical coordinates we consider a uniform grid with spacings $\Delta \lambda$ and $\Delta \theta$ along the axes $O\lambda$ and $O\theta$ correspondingly. In order to derive a numerical scheme, first we integrate equation (3.1) over a rectangle $ABCD$ depicted in Figure 1(a), with vertices $A$, $B$, $C$ and $D$ being the geometrical centers of adjacent cells. After applying GREEN’s formula to the resulting integral, we obtain:

$$
\oint_{ABCD} \mathbf{F} \cdot \mathbf{d} \lambda \mathbf{d} \theta - \oint_{BC} \mathbf{F}^1 \cdot \mathbf{d} \theta + \oint_{AD} \mathbf{F}^2 \cdot \mathbf{d} \lambda - \oint_{DC} \mathbf{F}^2 \cdot \mathbf{d} \lambda - \oint_{AB} \mathbf{K} \mathbf{Q} \cdot \mathbf{d} \lambda \mathbf{d} \theta = \oint_{ABCD} \mathbf{F} \cdot \mathbf{d} \lambda \mathbf{d} \theta. 
$$

(3.3)

From the double integral on the right hand side we can extract a contour part as well:

$$
\oint_{ABCD} \mathbf{F} \cdot \mathbf{d} \lambda \mathbf{d} \theta = \oint_{BC} \mathbf{F}_1 \cdot \mathbf{d} \theta - \oint_{AD} \mathbf{F}_1 \cdot \mathbf{d} \theta + \oint_{DC} \mathbf{F}_2 \cdot \mathbf{d} \lambda - \oint_{AB} \mathbf{F}_2 \cdot \mathbf{d} \lambda,
$$

where $\nabla \cdot (\cdot) := (\cdot)_\lambda + (\cdot)_\theta$ is the ‘flat’ divergence operator, vectors $\mathbf{F} := (\mathbf{F}_1, \mathbf{F}_2)$, $(\mathbf{F}^1, \mathbf{F}^2)$ with components defined as

$$
\mathbf{F}^1 = \frac{1}{\sin \theta} \left\{ \frac{\mathcal{Q}}{\mathcal{H}} - \nabla \mathcal{Q} \cdot \nabla h \right\}, \quad \mathbf{F}^2 = \left\{ \frac{\mathcal{Q}}{\mathcal{H}} - \nabla \mathcal{Q} \cdot \nabla h \right\} \sin \theta,
$$

$$
\mathbf{F}_1 = \frac{1}{\sin \theta} \left\{ \frac{g \eta_\lambda}{\mathcal{H}} + \frac{\mathcal{Q}}{\mathcal{Y}} h_\lambda - \Lambda_1 \right\}, \quad \mathbf{F}_2 = \left\{ \frac{g \eta_\theta}{\mathcal{H}} + \frac{\mathcal{Q}}{\mathcal{Y}} h_\theta - \Lambda_2 \right\} \sin \theta.
$$

In order to compute approximatively the integrals, we use the trapezoidal numerical quadrature rule along with a second order finite difference approximation of the derivatives in cell centers [34]. As a result one can obtain a finite difference approximation for equation (3.1) with nine points stencil in every internal node of the grid.

In an analogous way one can construct finite difference approximations in boundary nodes adjacent to a non-permeable wall. Let us assume that the node $\mathbf{x}_{j_1, j_2} = (\lambda_{j_1}, \theta_{j_2})$ belongs to the boundary $\Gamma$ lying along a parallel represented with a bold solid line in Figure 1(b). The interior of the computational domain lies in North-ward direction to this parallel. If nodes $\mathbf{x}_{j_1-1, j_2}$ and $\mathbf{x}_{j_1+1, j_2}$ also belong to $\Gamma$, then, the integration contour $ABCD$ is chosen such that vertices $C$ and $D$ coincide with adjacent cell centers (sharing the common node $\mathbf{x}_{j_1, j_2}$) and vertices $A$, $B$ coincide with centers of edges belonging to $\Gamma$ (see again Figure 1(b)). In this case the rectangle side $AB$ belongs completely to the boundary $\Gamma$. That is why boundary conditions for the function $\mathcal{Q}$ have to be used while computing the integrals in the integro-differential equation (3.3).
3.1.1 Boundary conditions treatment

In the present study we consider only the case of wall boundary conditions. In the situation depicted in Figure 1(b) the boundary condition (2.9) becomes simply

\[ v \big|_{\Gamma} \equiv 0. \]

Thanks to equation (2.8), we obtain the following boundary condition for the variable \( \mathcal{Q} \):

\[ \frac{1}{R} \left\{ \mathcal{Q}_\theta - \frac{\rho h h_\theta}{\mathcal{H}} - g \eta_\theta \right\} + \frac{u^2}{R} \cot \theta + F u = 0, \quad x \in \Gamma. \quad (3.4) \]

In Appendix A it is shown that the dispersive component of the fluid pressure at the bottom \( \varrho \) is related to other quantities \( \mathcal{H}, u, v \) and \( \mathcal{Q} \) as

\[ \varrho = \frac{1}{\Upsilon} \left\{ \frac{6 \mathcal{Q}}{\mathcal{H}} + \mathcal{H} \mathcal{Q} + \nabla \mathcal{Q} \cdot \nabla \right\}. \quad (3.5) \]

After substituting the last formula into equation (3.4), the required boundary condition takes the form:

\[ \left\{ \frac{1}{R} \left( \frac{\mathcal{Q}_\theta}{\mathcal{H}} - \nabla \mathcal{Q} \cdot \nabla h \right) - \frac{6 h h_\theta}{R \mathcal{H}^2 Y} \mathcal{Q} \right\} \big|_{\Gamma} = \left\{ \frac{1}{R} \left( g \eta_\theta + \frac{\mathcal{Q}}{Y} h_\theta \right) - \frac{u^2}{R} \cot \theta + F u \right\} \big|_{\Gamma}, \]

or by using some notations introduced above we can simply write a more compact form:

\[ \left\{ \mathcal{F}^2 - \mathcal{K}_0 \mathcal{Q} - \mathcal{F}_2 \right\} \big|_{AB} = 0. \quad (3.6) \]

The last boundary condition is used while approximating the integrals over the rectangle side \( AB \). Consider the double integral in the left hand side of the integro-differential
equation (3.3). It can be approximated as

\[
\iint_{ABCD} \mathcal{K} \varphi \, d\lambda \, d\theta \approx \iint_{ABCD} \mathcal{K}_{00} \varphi \, d\lambda \, d\theta + \left\{ \int_{BC} \mathcal{K}_{01} \, d\theta - \int_{AD} \mathcal{K}_{01} \, d\theta + \int_{DC} \mathcal{K}_{02} \, d\lambda - \int_{AB} \mathcal{K}_{02} \, d\lambda \right\} \varphi(0),
\]

and after introducing the following approximations:

\[
\int_{AB} \mathcal{F}^2 \, d\lambda \approx \mathcal{F}^2(0) \Delta \lambda, \quad \int_{AB} \mathcal{K}_{02} \, d\lambda \approx \mathcal{K}_{02}(0) \Delta \lambda, \quad \int_{AB} \mathcal{F}_2 \, d\lambda \approx \mathcal{F}_2(0) \Delta \lambda,
\]

we come to an important conclusion: all the terms coming from integrals \( \mathcal{F}_{AB} \) vanish thanks to the boundary condition (3.6). Consequently, the implementation of boundary conditions turns out to be trivial in the integro-interpolation method employed in our study. For boundary cells of other types, we use the same method of integro-interpolating approximations to obtain difference equations. As an illustration, in Figure 1(c) we depict another one of the eight possible configurations of angular nodes. Since we write a difference equation for every grid node (interior and boundary), the total number of equations coincides with the total number of discretization points.

### 3.1.2 Computational miscellanea

In the most general case a realistic computational domain for the wave propagation has a complex shape. Generally it is not convex and due to the existence of islands it might be multiply connected. It has some implications for linear solvers that we can use to solve the difference equations described above. First of all, due to the large scale nature of problems considered in this study, we privilege iterative schemes for the sake of computational efficiency. Then, due to geometrical and topological reasons described above, we adopt a simple but efficient method of Successive Over–Relaxation (SOR) [90]. This method contains a free parameter \( \varpi \), which can be used to accelerate the convergence. The optimal value of \( \varpi^* \), which ensures the fastest convergence is in general unknown. This question was studied theoretically for the Poisson equation with Dirichlet boundary conditions in a rectangle [71]. So, in this case the optimal value of \( \varpi^* \) was shown to belong to the interval \((1, 2)\). For example, if the mesh is taken uniform in each side \( \ell \) of a square with the spacing \( h = \frac{\ell}{N} \), then

\[
\varpi^* = \frac{2}{1 + \sin \frac{\pi h}{\ell}}.
\]

If we take \( \ell = 1 \) and \( N = 30 \) we obtain the optimal value \( \varpi^* \approx 1.81 \). Another observation is that in the limit \( N \to +\infty \) the optimal value \( \varpi^* \to 2 \). In our numerical experiments we observed the same tendency: with the mesh refinement the optimal relaxation parameter \( \varpi^* \) for the discretized equation (3.1) approaches 2 as well. In practice, we took the values \( \varpi^* \in [1.85, 1.95] \) depending on the degree of refinement.
For given functions $\mathcal{Q}$ and $\varrho$ the system of conservative equations (2.1) – (2.3) is of hyperbolic type under the conditions (2.4) and water depth positivity $H(x,t) > 0$, $\forall t > 0$. Thanks to this property we have in our disposal the whole arsenal of numerical tools that have been developed for hyperbolic systems of equations [29, 30]. In the one-dimensional case we opted for predictor-corrector schemes [46, 50] with a free scheme parameter $\theta^n_{j_1,j_2}$. A judicious choice of this parameter ensures the TVD property and the monotonicity of solutions at least for scalar equations [47]. Some aspects of predictor-corrector schemes in two spatial dimensions are described in [78]. In the present study we employ the predictor-corrector scheme with $\theta^n_{j_1,j_2} \equiv 0$, which minimizes the numerical dissipation (and makes the scheme somehow more fragile). This choice is not probably the best for hyperbolic NSWE, but for non-hydrostatic FNWD models it works very well due to the inherent dispersive regularization property of solutions. Moreover, on the predictor stage we compute directly the quantities $H$ to the inherent dispersive regularization property of solutions. Moreover, if the bottom is not static, additionally we have to know also the quantities $\mathcal{Q}$, $u$ and $v$ (instead of computing the fluxes) since they are needed to compute the coefficients along with the right hand side $\mathcal{F}$ of equation (3.1).

Let us describe briefly the numerical algorithm we use to solve the extended system of equations (2.1) – (2.3), (3.1) (for more details see also [34, 46]). At the initial moment of time we are given by the free surface elevation $\eta(x,0)$ and velocity vector $u(x,0)$. Moreover, if the bottom is not static, additionally we have to know also the quantities $h_t(x,0)$ and $h_{tt}(x,0)$. These data suffice to determine the initial distribution of the depth-integrated pressure $\mathcal{Q}$ by solving numerically the elliptic equation (3.1). Finally, the dispersive pressure component on the bottom $\varrho$ is computed by a finite difference analogue of equation (3.5). By recurrence, let us assume to we know the same data on the $n^{th}$ time layer $t = t^n$: $H^n$, $u^n$, $\mathcal{Q}^n$ and $\varrho^n$. Then, we employ the predictor-corrector scheme, each time step of this scheme consists of two stages. On the predictor stage we compute the quantities $H^{n+\frac{1}{2}}$, $u^{n+\frac{1}{2}}$ in cell centers as a solution of explicit discrete counterparts of equations (2.6) – (2.8) (with right hand sides taken from the time layer $t^n$). Then, one solves a difference equation to determine $\mathcal{Q}^{n+\frac{1}{2}}$. The coefficients and the right hand side are evaluated using new values $H^{n+\frac{1}{2}}$ and $u^{n+\frac{1}{2}}$. From formula (3.5) one infers the value of $\varrho^{n+\frac{1}{2}}$. All the values computed at the predictor stage $H^{n+\frac{1}{2}}$, $u^{n+\frac{1}{2}}$, $\mathcal{Q}^{n+\frac{1}{2}}$ and $\varrho^{n+\frac{1}{2}}$ are then used at the corrector stage to determine the new values $H^{n+1}$ and $u^{n+1}$. At the corrector stage we employ the conservative form of equations (2.1) – (2.3). In the very last step we compute also the values of $\mathcal{Q}^{n+1}$ and $\varrho^{n+1}$. The algorithm described becomes a spherical analogue of the well-known LAX–WENDROFF scheme if one neglects the dispersive terms.

An important property of the proposed numerical algorithm is its well-balanced character if the bottom is steady (i.e. $\mathcal{B} \equiv 0$) and the sphere is not too deformed (i.e. $\mathcal{K} \geq 0$). In other words, it preserves exactly the so-called ‘lake-at-rest’ states where the fluid is at rest $u^n \equiv 0$ and the free surface is unperturbed $\eta^n \equiv 0$. Then, it can be rigorously shown that this particular state will be preserved in the following layer $t = t^{n+1}$ as well. It is achieved by balanced discretizations of left and right hand sides in the momentum
equations (2.2), (2.3). This task is not a priori trivial since the equilibrium free surface shape is not spherical due to Earth’s rotation effects [43].

4. Numerical illustrations

Currently, there is a well-established set of test problems [81] which are routinely used to validate numerical codes for tsunami propagation and run-up. These tests can be used also for inter-comparison of various algorithms in 1D and 2D [38]. However, currently, there do not exist such (generally admitted) tests for nonlinear dispersive wave models on a rotating sphere. The material presented below can be considered as a further effort to constitute such a database.

4.1. Wave propagation over a flat rotating sphere

Consider a simple bounded spherical domain which occupies the region from 100° to 300° from the West to the East and from −60° to 65° from the South to the North. From now on we use for simplicity the geographical latitude \( \varphi \equiv \frac{\pi}{2} - \theta \) instead of the variable \( \theta \). The considered domain is depicted in Figure 2 and contains a large portion of the PACIFIC OCEAN, excluding, of course, the poles (see restriction (2.4)). The idealization consists in the fact that we assume the (undisturbed) water depth is constant, i.e. \( h \equiv 4 \text{ km} \). The initial condition consists of a GAUSSIAN-shaped bump put on the free surface

\[
\eta (\lambda, \varphi, 0) = \alpha_0 e^{-\rho^2(\lambda, \varphi)},
\]

where \( \rho(\lambda, \varphi) \) is a great-circle distance between the points \((\lambda, \varphi)\) and \((\lambda_0, \varphi_0)\), i.e.

\[
\rho(\lambda, \varphi) \equiv R \arccos \left\{ \cos \varphi \cos \varphi_0 \cos(\lambda - \lambda_0) + \sin \varphi \sin \varphi_0 \right\}.
\]

In our numerical simulations we take the initial amplitude \( \alpha_0 = 5 \text{ m} \), the GAUSSIAN center is located at \((\lambda_0, \varphi_0) = (280^\circ, -40^\circ)\). The parameter \( \varpi \) is chosen from three values \( 8 \times 10^{-10}, 8 \times 10^{-11} \) and \( 8 \times 10^{-12} \text{ m}^{-2} \). It corresponds to effective linear source sizes equal approximatively to \( W_1 \approx 107.3 \text{ km}, W_2 \approx 339 \text{ km} \) and \( W_3 \approx 1073 \text{ km} \) respectively. The effective source size is defined as the diameter of the circle \( S_{10} \) serving as the level-set \( \frac{\alpha_0}{10} \) of the initial free surface elevation \( \eta (\lambda, \varphi, 0) \), i.e.

\[
S_{10} \equiv \left\{ (\lambda, \varphi) \mid \eta (\lambda, \varphi, 0) = \frac{\alpha_0}{10} \right\}.
\]

On the boundary of the computational domain we prescribed SOMMERFELD-type non-radiation boundary conditions [34]. In our opinion, this initial condition has the advantage of being symmetric, comparing to the asymmetric source proposed in [51]. Indeed, if one neglects the EARTH rotation effect (i.e. \( \Omega \equiv 0 \)), our initial condition will generate symmetric solutions in the form of concentric circles drawn on sphere’s surface. If one does
not observe them numerically, it should be the first red flag. In the presence of EARTH’s rotation (i.e. \( \Omega > 0 \)), the deviation of wave fronts from concentric circles for \( t > 0 \) characterizes CORIOLIS’s force effects (see Section 4.1.2).

Oscillations of the free surface were recorded in our simulations by two synthetic wave gauges located in points \( M_1 = (200^\circ, 0^\circ) \) and \( M_2 = (120^\circ, 45^\circ) \) (see Figure 2). All simulations were run with the resolution 6001 \( \times \) 3751 of nodes (unless explicitly stated to the contrary). The physical simulation time was set to \( T = 30 \) h. In our numerical experiments we observed that the CPU time for NSWE runs is about five times less than FNWD computations. Sequential FNWD runs took about 6 days. This gives the first idea of the ‘price’ we pay to have non-hydrostatic effects.

### 4.1.1 Sphericity effects

The effects of EARTH’s sphericity are studied by performing direct comparisons between our FNWD spherical model (2.1) – (2.3) and the same FNWD on the plane (see Part I [44] for the derivation and Part II [46] for the numerics). In the plane case the initial condition was constructed in order to have the same linear sizes \( W_{1,2,3} \) as in the spherical case. Namely, it is given by formula (4.1) with function \( \rho(x, y) \) replaced by the EUCLIDEAN distance to the center \((x_0, y_0)\):

\[
\rho(x, y) = \sqrt{(x - x_0)^2 + (y - y_0)^2}.
\]

The computational domain was a plane rectangle with sides lengths approximatively equal to those of the spherical rectangle depicted in Figure 2. The source was located in the point \((x_0, y_0)\) such that the distance to the South–West corner is the same as in the spherical configuration. Synthetic wave gauges \( M_{1,2} \) were located on the plane in order to preserve...
Figure 3. Synthetic wave gauge records registered in points $M_1 (a-c)$ and $M_2 (d-f)$. FNWD predictions on a sphere are given with dashed lines (1) and the flat model is depicted with the solid line (2). The effective linear source sizes are $W_1 (a,d)$, $W_2 (b,e)$ and $W_3 (c,f)$.

the distance from the source. Moreover, in order to isolate sphericity effects, we turn off EARTH’s rotation in computations presented in this Section, i.e. $\Omega \equiv 0$.

In Figure 3 one can see the synthetic gauge records computed with the spherical and ‘flat’ FNWD models. It can be clearly seen that sphericity effects become more and more important when the source size $W$ increases. We notice also that in all cases the wave amplitudes predicted with the spherical FNWD model are higher than in ‘flat’ FNWD computations. In general, the differences recorded at wave gauge $M_1$ are rather moderate. However, when we look farther from the source, e.g. at location $M_2$ the discrepancies become flagrant — the difference in wave amplitudes may reach easily several times (as always the ‘flat’ model underestimates the wave). The explanation of this phenomenon is purely geometrical. In the plane case the geometrical spreading along the rays starting at the origin is monotonically decreasing (the wave amplitude decreases like $O(r^{-\frac{1}{2}})$, where $r$ is the distance from the source). On the other hand, in the spherical geometry the rays starting from the origin $(\lambda_0, \varphi_0)$ go along initially divergent great circles that intersect...
in a diametrically opposite point to \((\lambda_0, \varphi_0)\) (this point has coordinates \((80^\circ, 40^\circ)\) in our case). As a result, the amplitude first decreases in geometrically divergent areas, but then there is a wave focusing phenomenon when the rays convergent in one point. A few such (divergent/convergent) rays are depicted in Figure 2 with solid lines emanating from the point \((\lambda_0, \varphi_0)\). We intentionally put a wave gauge into the point \(M_2\) close to the focusing area in order to illustrate this phenomenon. Otherwise, the amplification could be made even larger.

Such amplification phenomena should take place, in principle, on the whole sphere. It did not happen in our numerical simulation since we employ SOMMERFELD-type non-radiation boundary conditions. It creates sub-regions which are not attainable by the waves. It happens since the rays emanating from the origin \((\lambda_0, \varphi_0)\) cross the boundary of the computational domain (and, thus, the waves propagating along these rays are lost). To give an example of such ‘shaded’ regions we can mention a neighbourhood of the point \((100^\circ, -60^\circ)\). That is why the wave field loses its symmetry as it can be seen in Figure 2(b): the edges of the wave front get smeared due to the escape of information through the boundaries. On the other hand, in Figure 2(a) we show the free surface profile at earlier times where boundary effects did not affect yet the wave front which conserved a circle-like shape.

We should mention an earlier work \[13\] where the importance of sphericity effects was also underlined. In that work the authors employed a WNWD model to simulate the Indian Ocean tsunami of the 25\textsuperscript{th} December 2004 \[80\]. The computational domain was significantly smaller than in our computations presented above (no more than \(40^\circ\) in each direction). That is why the sphericity effects were less pronounced than in Figure 3. More precisely, \textit{only} 30\% discrepancy was reported in \[13\] comparing to the ‘flat’ computation.

### 4.1.2 Coriolis effects

Let us estimate now the effect of EARTH’s rotation on the wave propagation process. The main effect comes from the CORIOLIS force induced by the rotation of our planet. This force appears in the right hand sides of equations (2.2), (2.3) and (3.1). In Figure 4 we show synthetic wave gauge records (for precisely the same test case and recorded in the same locations \(M_{1,2}\) as described in previous Section 4.1.1) with \((\Omega = 7.29 \times 10^{-5} \text{ s}^{-1})\) and without \((\Omega = 0)\) EARTH’s rotation. We also considered initial conditions of different spatial extents \(W_{1,2,3}\). In particular, we can see that CORIOLIS’s force effect also increases with the source region size. However, EARTH’s rotation seems to reduce somehow wave amplitudes \(\text{i.e.} \) elevation waves are decreased and depression waves are increased in absolute value). We conclude also that CORIOLIS’s force can alter significantly only the waves travelling at large distances.

Numerical simulations on a sphere, which rotates faster than EARTH, show that CORIOLIS and centrifugal forces produce also much more visible effects on the wave propagation. In particular, important residual vortices remain in the generation region and the wave propagation speed is also reduced.
Figure 4. Synthetic wave gauge records registered in points $M_1$ (a – c) and $M_2$ (d – f). FNWD predictions on a sphere with Coriolis’s force are shown with dashed lines (1) and without Coriolis is depicted with the solid line (2). The effective linear source sizes are $W_1$ (a, d), $W_2$ (b, e) and $W_3$ (c, f).

Concerning earlier investigations conducted in the framework of WNWD models, it was reported in [13] that Coriolis’s force may change the maximal wave amplitude up to 15%, in [57] — 1.5 – 2.5% and in [51] — up to 5%. Our results generally agree with these findings for corresponding source sizes. In the latter reference it is mentioned also that Coriolis’s force influence increases with source extent and it retains a portion of the initial perturbation in the source region, thus contributing to the formation of the residual wave field [63].

4.1.3 Dispersive effects

In order to estimate the contribution of the frequency dispersion effects on wave propagation, we are going to compare numerical predictions obtained with the FNWD and (hydrostatic non-dispersive) NSWE models on a rotating sphere*. Both codes are fed with

*We use the same angular velocity $\Omega = 7.29 \times 10^{-5} \text{ s}^{-1}$. 
Figure 5. Zoom on the wave field after $t = 5\ h$ of free propagation over a sphere computed with FNWD (a) and NSWE (b) for the initial condition $W_1$.

the same initial condition (4.2) as described above. In these simulations we use a fine grid with the angular resolution of $40^\circ$ in order to resolve numerically shorter wave components. As it is shown in Figure 5(a), FNWD model generates a dispersive tail behind the main wave front. The tail consists of shorter waves with smaller (decreasing) amplitudes. Obviously, the NSWE model does not reproduce this effect (see Figure 5(b)).

Computations based on the FNWD model show that dispersive effects are more pronounced for more compact initial perturbations. Signals in wave gauges (see Figure 4(a,d)) show that the initial condition of effective width $W_1$ generates a dispersive tail quasi-absent in $W_2$ and inexistent in $W_3$. Another interesting particularity of dispersive wave propagation is the fact that during long distances the maximal amplitude may move into the dispersive tail. In other words, the amplitude of the first wave may becomes smaller than amplitude of waves from the dispersive tail. Moreover, the number of the highest wave may increase with the propagation distance [68]. A similar effect was observed in the framework of WNWD models in [28, 57, 58].

Moreover, the influence of dispersion is known to grow with the traveled distance [2, 72]. It can be also observed in Figure 4. For example, for the initial condition of the size $W_2$, the frequency dispersion effect is not apparent yet on wave gauge $M_1$ (see Figure 4(b), line 1), but it starts to emerge in gauge $M_2$ (see Figure 4(e), line 1). Concerning the source of size $W_1$, here the dispersion becomes to play its rôle even before the point $M_1$. In order to estimate better the distance on which dispersive effects may become apparent, we create additional synthetic wave gauges in points $\{M_i\}_{i=3}^6$, with coordinates $\{(\lambda_i, \varphi_i)\}_{i=3}^6$. The longitude is taken to be that of the source center, i.e. $\lambda_i \equiv \lambda_0 = 280^\circ$, $\forall i \in 3, \ldots, 6$,
Figure 6. Synthetic wave gauge records predicted by FNWD (1) and NSWE (2) spherical models for initial sources of sizes $W_1$ (a – c) and $W_2$ (d – f). Wave gauges are located in $M_3$ (a), $M_4$ (b, d), $M_5$ (c, e) and $M_6$ (f).

while the latitude takes the following values: $\varphi_3 = -35^\circ$, $\varphi_4 = -30^\circ$, $\varphi_5 = -20^\circ$, $\varphi_6 = 0^\circ$. Thus, these wave gauges are located much closer to the source $(\lambda_0, \varphi_0)$ than $M_1$. The recorded data is represented in Figure 6. In panels 6(a – c) one can see that for smallest source $W_1$ the dispersion is already fully developed in gauge $M_5$ (and becomes apparent in gauge $M_4$), i.e. at the distance of $\approx 2200$ km from the source. Indeed, in panel 6(c) the second wave of depression has the amplitude larger than the first wave. One can notice in general that the dispersion always yields a slight reduction of the leading wave (compare with NSWE curves in dash dotted lines (2)). To our knowledge this fact was first reported in numerical simulations in [10]. Concerning the initial condition of size $W_2$, the dispersion does not seem to appear even at the point $M_6$, located $\approx 4400$ km from the source (see Figure 6(d – f)). As a result, we conclude that, at least for tsunami applications, the frequency dispersion effect is mainly determined by the size of the generation region and thus, by the wavelength of initially excited waves. The dispersion effect is decreasing when the source extent increases. A common point between FNWD and NSWE models
is that on relatively short distances the period of the main wave increases and the wave amplitude decreases.

### 4.1.4 Some rationale on the dispersion

In order to estimate approximately the distance $\ell_d$ on which dispersive effects become significant for a given wavelength $\lambda$ we consider a model situation. For simplicity we assume the bottom to be even with constant depth $d$. Let us assume also that wave dynamics is described by the so-called linearized BENJAMIN–BONA–MAHONY (BBM) equation \cite{5, 69}:

$$\eta_t + \psi_0 \eta_x = \nu \eta_{xxx},$$

which can be obtained from linearized FNWD plane model reported in \cite{46}. Here $\psi_0 \coloneqq \sqrt{gd}$ is the linear long wave speed and $\nu \coloneqq \frac{d^2}{6}$. For this equation, the dispersion relation $\omega(\kappa)$, the phase speeds $\nu$ and $\nu_k$, corresponding to the given wavelength $\lambda$ and wavenumber $\kappa$ respectively, are given by the following formulas:

$$\omega(\kappa) = \frac{\psi_0 \kappa}{1 + \nu \kappa^2}, \quad \nu = \frac{\psi_0}{1 + \nu \left(\frac{2\pi}{\lambda}\right)^2}, \quad \nu_k = \frac{\psi_0}{1 + \nu \left(\frac{2\pi}{\lambda_k}\right)^2},$$

where $\lambda_k \coloneqq \frac{2\pi}{\kappa}$.

During the time $t$ the generated wave travels the distance $\ell_d = \nu \cdot t$, while a shorter wave of length $\lambda_k < \lambda$ will travel a shorter distance

$$\ell_k = \nu_k \cdot t = \ell_d \frac{\nu_k}{\nu} < \ell_d.$$  

The difference in traveled distances is a manifestation of the frequency dispersion. Now, we assume that the wavelength of a separated wave is related to $\lambda$ as

$$\lambda_k = \delta \lambda, \quad \delta \in (0, 1),$$

and we assume that by time $t$ the dispersion had enough time to act, i.e.

$$\ell_k = \ell_d - (1 + \delta) \frac{\lambda}{2}.$$  

From this equality we can determine $\ell_d$:

$$\ell_d \left(1 - \frac{\nu_k}{\nu}\right) = \frac{1 + \delta}{2} \lambda,$$

and if we substitute the expressions of phase speeds $\nu$ and $\nu_k$ we obtain:

$$\ell_d \left\{1 - \frac{\psi_0}{\psi_0} \frac{1 + \nu \left(\frac{2\pi}{\lambda_k}\right)^2}{1 + \nu \left(\frac{2\pi}{\lambda}\right)^2}\right\} = \frac{1 + \delta}{2} \lambda.$$
Figure 7. Dependence of the dispersion distance $\ell_d$ on the wavelength for parameter $\delta = 0.33$ and for water depth $d = 1\,\text{km}$ (1), $d = 2\,\text{km}$ (2), $d = 3\,\text{km}$ (3), $d = 4\,\text{km}$ (4), $d = 5\,\text{km}$ (5) and $d = 6\,\text{km}$ (6).

By using the fact that $\lambda_k = \delta \lambda$ we obtain the final expression for the dispersion distance:

$$
\ell_d = \frac{1}{2(1-\delta)} \left[ \lambda + \frac{3}{2\pi^2} \delta^2 \frac{\lambda^3}{d^2} \right] \approx \frac{1}{2(1-\delta)} \left[ \lambda + 0.152 \delta^2 \frac{\lambda^3}{d^2} \right]. \quad (4.3)
$$

The dependence of the dispersive distance $\ell_d$ on the wavelength $\lambda$ is depicted in Figure 7.

Let us mention that an analogue of formula (4.3) was obtained earlier in [60, 68] based on the (linearized) Korteweg–de Vries equation [7, 53].

Numerical application. In order to apply formula (4.3) (and check its validity) to our results, we have to estimate first the generated wavelength $\lambda$ and parameter $\delta$. We saw above that for the initial condition of extent $W_1$ the wave gauge $M_5$ registered a well-separated secondary wave with the period about three times smaller. Thus, we can set $\delta = 0.33$. Concerning the wavelength of the generated wave, in such estimations it is roughly identified with the size of the generated region $W_1$ [51]. Under these assumptions, equation (4.3) gives us the dispersive distance $\ell_d = 1058\,\text{km}$. Thus, we can conclude that dispersive effects should be apparent in wave gauge $M_5$, which is in the perfect agreement with our numerical simulations. Let us take a source region with a larger horizontal extent $W_2$. If we take $\delta = 0.33$ (as above) and $\lambda = 339\,\text{km}$, formula (4.3) gives us $\ell_d = 30\,139\,\text{km}$.

*However, in the general case this approximation might be rather poor [68].
Thus, we conclude that dispersive effects will not be seen even in the farthest wave gauge $M_2$.

**Alternative approaches.** There exist other criteria of the importance of frequency dispersion effects. One popular criterium is the so-called KAJIURA number $K_a$ employed, for example, in [51]:

$$K_a \overset{\text{def}}{=} \left( \frac{6 d}{\ell} \right)^{\frac{1}{3}} \frac{W}{d},$$

where $W$ is the source region width and $\ell$ is the distance traveled by the wave. It is believed that dispersive effects manifest if $K_a < 4$. Let us check it against our numerical simulations. In the case depicted in Figure 6(c) we have $W = 107.3$ km and $\ell = 2200$ km. Thus, $K_a \approx 6 > 4$. According, to KAJIURA’s criterium, the dispersion should not appear yet at the point $M_5$. However, it contradicts clearly our direct numerical simulations shown in Figure 6(c). It was already noticed in [28] that criterium $K_a < 4$ is too stringent. It was proposed instead to use a more sophisticated criterium based on the normalized dispersion time:

$$\vartheta \overset{\text{def}}{=} 6 \sqrt{\frac{g d}{\lambda^3}} \frac{d^2}{\lambda^3} t.$$  

If $\vartheta > 0.1$ the wave propagation is considered to be dispersive. In our simulations $t = 12000$ s. It is the time needed for the wave to travel to the location $M_5$. Thus, in our case $\vartheta \approx 0.18 > 0.1$ and the dispersion should be already visible in location $M_5$ for the source size $W_1$, which is in perfect agreement with our synthetic wave record (see again Figure 6(c)).

In our opinion, the use of the criterium (4.3) based on the dispersion distance $\ell_d$ is preferable, since it gives directly an estimation of the distance, where the dispersive effects will become non-negligible. Outside the circle of radius $\ell_d$ and centered at the source the use of hydrostatic non-dispersive models is not advised.

Let us mention also a few earlier works where the importance of dispersive effects was studied for real-world events using WNWD models. In [32, 39] the SUMATRA 2004 INDIA ocean tsunami was studied and it was shown that in the deep West part of the INDIAN ocean the discrepancy in wave amplitudes reaches 20% (between WNWD and NSWE models). For the same tsunami event the discrepancy of 60% was reported in [13]. Numerical simulations of the TOHOKU 2011 tsunami event reported in [51] confirmed again the difference of 60% between hydrostatic and non-hydrostatic model predictions.

**4.2. Bulgarian 2007 tsunami**

The basin of the BLACK SEA is subject to a relatively important seismic activity and there exists a potential hazard of tsunami wave generation, which may be caused not only by earthquakes, but also by underwater landslides, which can be triggered even by weak seismic events. Geophysical surveys show that large portions of the BLACK SEA continental shelf contain unstable masses [23], which have to be taken into account while
assessing tsunami hazard for the population or and underwater infrastructure. Moreover, some past events are well documented [41].

Some anomalous oscillations of the sea level were registered on the 7th of May 2007 at Bulgarian coasts. In [70] it was conjectured that a landslide may have provoked these oscillations and the authors considered four possible locations of this hypothetical landslide. In all these cases the landslide started at the water depth about 100 m and at the distances of 30 – 50 km from the coast. The suggested volume of the landslide is between 30 and 60 millions of m$^3$. Landslide thickness is about 20 – 40 m. In [70] the authors represented the landslide as a system of interconnected solid blocks which can move along the slope under the force of gravity whose action is compensated by frictional effects. The hydrodynamics was described by NSWE incorporating some viscous effects solved with the Finite Element Method (FEM). For all four considered cases simulations show that the landslide achieves the speed of about 20 m/s in 200 – 300 s after the beginning of the motion. Landslide’s motion stops at the depth around 1000 m after running out about 20 km from its initial position.

The hypothesis of landslide mechanism is studied by confronting numerical predictions with eyewitness reports and coastal wave gauge data. In particular, we know the values of lowest (i.e. negative) and highest amplitudes for seven locations along the coast respectively:

| Location | Lowest Amplitude | Highest Amplitude |
|----------|------------------|-------------------|
| Shabla   | −1.5 m, 0.9 m    |                   |
| Bolata   | −1.3 m, 0.9 m    |                   |
| Dalboka  | −2.0 m, 1.2 m    |                   |
| Kavarna  | −1.8 m, 0.9 m    |                   |
| Balchik  | −1.5 m, 1.2 m    |                   |
| Varna    | −0.7 m, 0.4 m    |                   |
| Galata   | −0.2 m, 0.1 m    |                   |

The comparisons from [70] show that one can seemingly adopt the landslide mechanism hypothesis. However, even the most plausible landslide scenario (among four considered) does not give a satisfactory agreement with all available field data. Moreover, the maximal synthetic amplitudes are shifted to the South (towards EMINE), which was not observed during the real event.

In a companion study [87] the authors investigated also the hypothesis of a meteo-tsunami responsible of anomalous waves recorded on the 7th of May 2007 at Bulgarian coasts. Their analysis showed that the weather conditions could provoke anomalous waves near Bulgarian coasts. The numerical simulations show again a good agreement of maximal amplitudes at some locations, even if we cannot speak yet about a good general
agreement. In particular, numerical predictions seriously underestimate wave amplitudes in Northern parts of the coast such as Shabla and overestimate them in Southern ones (e.g. large waves were not observed in Burgas Bay, but they existed in numerical predictions).

In the present study we continue to develop the landslide-generated hypothesis of anomalous waves. In contrast to the previous study [70], we employ the FNWD model presented above and the landslide will be modeled using the quasi-deformable body paradigm [4]. The driving force was taken as the sum of the gravity, buoyancy, friction and water drag forces acting on elementary volumes. Quasi-deformability property means that the landslide can deform in order to follow complex bathymetry profiles by preserving the general shape (see [4, 20, 21] for more details). However, the deformation process is such that the horizontal components of the velocity vector are the same throughout the sliding body (as in the absolutely rigid case). This model has been validated against experimental data [34] and direct numerical simulations of the free surface hydrodynamics [36]. Moreover, it was already successfully applied to study numerically a real world tsunami which occurred in Papua New Guinea on the 17th of July 1998 [48]. Important parameters, which enter in our landslide model and, thus, that have to be prescribed are:

\( V \): landslide volume
\( C_w \): added mass coefficient
\( C_d \): drag coefficient
\( C_f \equiv \tan \theta^* \): friction coefficient and \( \theta^* \) is the friction angle
\( \gamma \) \( \stackrel{\text{def}}{=} \frac{\rho_s}{\rho_w} > 1 \): ratio between water \( \rho_w \) and sliding mass \( \rho_s \) densities.

The initial shape of the landslide is given by the following formula:

\[
h^0_s(x, y) = \begin{cases} \frac{T}{4} \left[ 1 + \cos \left( \frac{2\pi(x - x_c^0)}{B_x} \right) \right] \cdot \left[ 1 + \cos \left( \frac{2\pi(y - y_c^0)}{B_y} \right) \right], & (x, y) \in \mathcal{D}_0, \\
0, & (x, y) \notin \mathcal{D}_0, \end{cases}
\]

where \( \mathcal{D}_0 = \left[ x_c^0 - \frac{B_x}{2}, x_c^0 + \frac{B_x}{2} \right] \times \left[ y_c^0 - \frac{B_y}{2}, y_c^0 + \frac{B_y}{2} \right] \) is the domain occupied by the sliding mass, \( B_x, B_y \) are horizontal extensions of the landslide along the axes \( Ox \) and \( Oy \) respectively, \( (x_c^0, y_c^0) \) is the position of its barycenter and \( T \) is its thickness.

**Remark 1.** For the sake of notation compactness, in the landslide description above we used CARTESIAN coordinates. This approximation is valid since landslide size is small enough to 'feel' Earth’s sphericity. We place the origin in the left side center of the spherical rectangular computational domain, i.e. in the point \((27^\circ, 43^\circ)\). Then, the local CARTESIAN coordinates are introduced in the following way:

\[
x = R \frac{\pi}{180} (\lambda - 27) \cos \left( \frac{\pi}{180} 43 \right), \quad y = R \frac{\pi}{180} (\varphi - 43).
\]
| Parameter                  | Value          |
|----------------------------|----------------|
| Added mass coefficient, $C_w$ | 1.0            |
| Drag coefficient, $C_d$     | 1.0            |
| Densities ratio, $\gamma$  | 2.0            |
| Friction angle, $\theta^*$  | 1°             |
| Landslide thickness, $T$    | 40 m           |
| Landslide length, $B_x$     | 2500 m         |
| Landslide width, $B_y$      | 2500 m         |
| Landslide volume, $V$       | $62.5 \times 10^6$ m$^3$ |

Table 1. Physical parameters used to simulate the hypothetical landslide motion during Bulgarian tsunami of the 7th of May 2007.

If $(\lambda_c^0, \varphi_c^0)$ are spherical coordinates of the landslide barycenter, then its local Cartesian coordinates $(x_c^0, y_c^0)$ are computed accordingly:

$$x_c^0 = R \frac{\pi}{180} (\lambda_c^0 - 27) \cos \left( \frac{\pi}{180} 43 \right), \quad y_c^0 = R \frac{\pi}{180} (\varphi_c^0 - 43).$$

During the modelling of landslide events in the Black Sea we used the parameters of some historical events [41]. We noticed that the most sensitive parameter is the initial location of the landslide. That is why in the present study we focus specifically on this aspect in order to shed some light on this unknown parameter. In this perspective we chose 40 different initial locations along the Bulgarian coastline which were located mainly at the depth of 200 m, 1000 m and 1500 m. These locations are depicted with black rectangles in Figure 8. Other parameters are given in Table 1. The volume $V$ of the landslide in our simulations is equal to $62.5 \times 10^6$ m$^3$, which is close to the value used in [70]. We notice that there are two competing effects in our problem. If we increase the initial landslide depth, the amplitude of generated waves will be seriously reduced. However, this effect can be compensated by increasing the landslide thickness $T$. In general, the amplitude of waves is proportional to $T$.

In these numerical simulations we use the finest angular resolution (in this section) of 3.75′′, since the domain is relatively compact. It corresponds to the grid of $2881 \times 1921$ nodes. The bathymetry data was obtained by applying bilinear interpolation to data retrieved from “GEBCO One Minute Grid – 2008”. The computational (CPU) time of each run was about 35 h for this resolution. Some information on the wave propagation can be obtained using the so-called radiation diagrams, which represents the spatial distribution of maximal and minimal wave amplitudes* during the whole simulation time. After computing the first 40 scenarios (marked with little black rectangles in Figure 8), we could delimit† the

*Here we mean maximal positive and minimal negative waves with respect to the still water level.
†Here we stress again that the computational domain was the same, but we delimit the search area for the landslide initial position.
Figure 8. Computational domain and the distribution of minimal amplitudes of the waves generated by the optimal landslide (4.4) computed during the first 3 h of the physical propagation time. With black lines we represent iso-values of the bathymetry. With symbols ⋆ we denote coastal towns where we know the maximal and minimal wave amplitudes. Little black rectangles and pluses denote various initial positions of the landslide considered in our study. The green line shows the most probably landslide trajectory. Finally, the little black arrow shows the starting point and direction along the coastline where we record maximal and minimal wave amplitudes.

area where the hypothetical landslide could take place. Then, in the second time, this area was refined with additional 171 initial landslide locations marked with pluses in Figure 8. In this way, by comparing simulation results with available field data, we could choose the most probable scenario of the initial location of the landslide. Finally, we performed the third optimisation cycle in order to determine the most likely landslide thickness $T$. The optimal parameters are given here:

$$\lambda_0^c = 28.7341^\circ, \quad \varphi_0^c = 42.8871^\circ, \quad T = 320 \text{ m}, \quad B_x = B_y = 2500 \text{ m}. \quad (4.4)$$

The radiation diagram for this tsunami event is shown in Figure 8. One can see, in particular, that the radiation of minimal (negative) amplitudes is directed towards the coastal towns where the most significant oscillations of the sea level were observed. We
notice also that in our simulations we do not obtain a two-tongue structure predicted in [70, Figure 2]. However, such radiation diagrams are very sensitive to the initial location of the landslide. For some starting points we observed (as in an earlier work [48]), for example, an abrupt termination of landslide motion, which affected quite a lot the radiation diagram.

Minimal and maximal wave amplitudes recorded along the BULGARIAN coast are shown in Figure 9. The starting point of the path along the coastline is shown with a little black arrow in Figure 8. We mention also that the distance is computed on our grid (thus, the coastline is approximated *in fine* by a polygon). Hence, there might be little discrepancies (in the sense of overestimations) with ‘real-world’ distances. Figure 9 shows an overall good agreement with field data. Moreover, in contrast to the previous study [70], our scenario does not trigger large wave amplitudes in Southern parts of the BULGARIAN coast.

We have to mention that a few other scenarios gave comparable agreement with field data. However, if we look carefully at corresponding landslide trajectories, they all pass through the termination point of the optimal landslide* (4.4). Consequently, we can only suggest to study this area of the BLACK SEA in the perspective to discover eventually the deposits of this past landslide event.

We underline also that the geometrical extensions of the ‘optimal’ landslide (4.4) can be changed without losing too much the good agreement with observations demonstrated in Figure 9. For example, we used the following parameters to trigger a tsunami wave with similar amplitudes in observation points:

\[
\lambda_c^0 = 28.7341°, \quad \varphi_c^0 = 42.8871°, \quad T = 110 \text{ m}, \quad B_x = B_y = 5000 \text{ m}. \quad (4.5)
\]

In general, such modifications may alter seriously the landslide trajectory and velocity. However, in this particular case the new trajectory followed closely the green line depicted in Figure 8.

### 4.2.1 Dispersive effects

The influence of the frequency dispersion in this particular tsunami event will be estimated by computing the absolute and relative\(^\dagger\) differences between radiation diagrams (*i.e.* maximal amplitudes) computed with FNWD and NSWE models. In this way, in Figure 10 we show how the incorporation of non-hydrostatic effects modifies extreme (positive) wave amplitudes. In particular, one can see that relative differences can reach up to 70% in deep parts of the BLACK SEA. We computed differences of radiative diagrams for the nearly-optimal landslide (4.5) (with smaller thickness \( T \)) and it seems that the dispersion plays smaller effect in that case. In general, when there is an abrupt termination of landslide motion, the differences between dispersive and non-dispersive predictions increase. Our computations show also that the period of principal wave components is between 250 – 400 s and waves of maximal (absolute) amplitude do not always come first (in a good

\(^*\)We have to say that even the optimal landslide may move farther if we slightly decrease the friction angle \( \theta^* \).

\(^\dagger\)In the relative difference we divide by the magnitude of the NSWE prediction.
agreement with observations). To save the space we do not provide these numerical results here. The main goal of this Section is to demonstrate that FNWD models can be successfully used to study real world events on all scales from regional to global ones. Even better, today one can successfully perform parametric studies with spherical FNWD models: in order to determine the optimal landslide parameters given in (4.4), we had to run 211 scenarii in total.

### 4.3. Chilean 2010 tsunami

In order to illustrate the application of our spherical FNWD model to a real-world large scale seismically generated tsunami event we consider the CHILEAN tsunami which took place on the 27th of February 2010. Earthquake epicenter was located under the Ocean 117 km to the North from CONCEPCIÓN at the depth of about 35 km below the bottom. This event was estimated to have the seismic moment magnitude $M_w = 8.8$. This
earthquake generated a tsunami wave, which was observed in the whole PACIFIC OCEAN. The most important aspect for us is that this wave was registered at DART buoys. Many scientific works are devoted to the investigation of this particular event. Here we mention a few numerical studies which go along the lines of our own work [1, 67, 89]. Contrary to the catastrophic TOHOKU 2011 event, where researchers had to introduce local landslide hypothesis in order to explain some extreme run-up values [83], CHILEAN 2010 event seems to be purely seismic since the available data on this tsunami can be reproduced fairly well starting from the initial water column disturbances caused by the earthquake solely.

In order to reconstruct the displacement field of the EARTH surface, some authors use GPS data [14, 61, 86]. Later, these seismic scenarii were tested in [1] to confront them with available tsunami field data. The final agreement quality dependent on the chosen scenario. In the present work we consider the fourth alternative proposed by USGS. Earth surface displacements were reconstructed using the celebrated OKADA solution [65, 66]. Then, this displacement was transferred to the free surface as the initial condition for our hydrodynamic computations. This tsunami generation procedure is known as the ‘passive generation’ approach [19, 42]. We would like to mention that there are noticeable discrepancies among all these seismic inversions. Thus, there is an uncertainty in the initial condition for tsunami wave propagation [15–17]. Our choice for the USGS inversion can be explained essentially by the immediate availability of their data through their web site.

The computational domain used in our simulations covers a significant portion of the PACIFIC ocean — \([199^\circ, 300^\circ] \times [-60^\circ, 5^\circ]\). We used a 1’ grid and the bathymetry data was taken from “The GEBCO One Minute Grid — 2008”. The use of finer grids or computation in significantly larger domains does not seem to be feasible with serial codes (see Section 5.2). In order to validate our code we present the comparisons of predicted tsunami waves against three DART buoys: DART–32411, DART–32412 and DART–51406.
Figure 11. The computational domain (a) and the initial wave elevation (b) computed according to USGS inversion of the Chilean 2010 earthquake. Symbol ⋆ on the right panel shows the earthquake epicenter.

The locations of these buoys are shown in Figure 11(a) and the initial condition is represented in Figure 11(b). Comparisons of FNWD predictions against aforementioned DART data is shown in Figure 12. Buoys data was downloaded from the National Oceanic and Atmospheric Administration (NOAA) web site. In the case of DART–32411 and DART–51406 buoys a vertical translation of data was needed to adjust the still water level. One can see an overall good agreement in Figure 12 between our simulation and real-world data. The first oscillations present in DART data for $t < 1$ h do not seem to be related to the studied tsunami event, since the wave did not have enough time to travel from the source region to the observation point. One can see also that synthetic records have somehow smaller amplitudes. It can be related to our choice of the initial condition (USGS) which did not take into account tsunami-related constraints during the inversion process [1].

4.3.1 Dispersive effects

In order to estimate the influence of dispersive effects in this particular tsunami event, we perform two simulations — with FNWD and NSWE models. Moreover, we consider one case with the real bathymetry data and another one with an even bottom of constant $d = 4$ km depth. Radiation diagrams for all these four cases are shown in Figure 13. One can see that FNWD and NSWE predict significantly different radiation diagrams*. The difference becomes even more flagrant in the idealized constant depth case†. Bottom irregularities contribute equally to radiation diagrams even if they fail to alter the maximal

---

*Compare the top panels 13(a, b), which show FNWD result with lower panels 13(c, d) representing NSWE predictions.
†Compare panels 13(b) and 13(d).
Radiation direction (at least in this particular tsunami event). It seems that here the initial condition has the dominant role in shaping the triggered tsunami wave.

In order to highlight the differences between NSWE and FNWD models predictions, we present in Figure 14 the absolute and relative\(^\ast\) differences among the corresponding radiation diagrams. The biggest absolute differences are concentrated along the main radiation direction and NSWE model seems to overestimate substantially the wave amplitude. The picture of relative differences has a much more complex structure even in the idealized case. The largest relative differences attain easily 60\% not only along the main radiation direction, but also to the South from the epicenter. We can only conclude that the frequency dispersion has to be taken into account in this event. However, the dispersion effect may vary with the tsunami initial condition [35]. Consequently, it is not excluded that for other seismic inversions the initial free surface shape may change such that the dispersion will play a more modest role.

\(^\ast\)While computing the relative difference, we divide by the magnitude of the NSWE prediction as we did it above in Section 4.2.1.
Figure 13. The distribution of maximal positive wave amplitudes predicted with FNWD model (a, b) and NSWE (c, d). The real bathymetry data is used in computations (a, c), while the even bottom of constant depth $d = 4$ km is used in (b, d).

5. Discussion

After the numerical developments and illustrations presented above, we finish this manuscript by outlining the main conclusions and perspectives of the present study and this series of papers in general.

5.1. Conclusions

In this work we presented a numerical algorithm to simulate the generation and propagation of long surface waves in the framework of a fully nonlinear weakly dispersive model on a globally spherical domain. Our model includes the rotation effects (CORIOLIS and centrifugal forces) of the EARTH. Using a judicious choice of the still water level, we could ‘hide’ the terms corresponding to the centrifugal force. However, if the still water level is assumed to be spherical, then these terms have to appear in governing equations.
Figure 14. The absolute (a, b) and relative (c, d) differences among radiation diagrams computed according to FNWD and NSWE models on a real bathymetry (a, c) and on an even constant bottom (b, d).

Our numerical method is based on the numerical solution of the extended system, which consists of an elliptic equation to determine the dispersive component $\mathcal{Q}$ of the depth-integrated pressure and of a quasi-linear first order hyperbolic part common with Nonlinear Shallow Water Equations (NSWE). Both parts are coupled via source terms in the right hand of hyperbolic equations. These source terms come from non-hydrostatic effects. Thus, one can use the favourite numerical method for elliptic and hyperbolic problems. For the elliptic part we employed the finite differences, while hyperbolic equations were discretized with a two-step predictor–corrector scheme. On every stage of this scheme we solve both sub-problems.

The performance of the proposed algorithm is illustrated on several test cases. First, we consider an idealized situation of wave propagation over an even bottom. However, in this ideal setting we study the importance of sphericity, rotation, CORIOLIS and dispersion effects. For instance, we showed that the force of CORIOLIS becomes important only on large propagation distances (unless the angular velocity $\Omega$ is increased) and the rotation reduces somehow the maximal positive wave amplitudes (but only positive). The frequency dispersion also appears at rather large distances, but it depends greatly on the size of the initial free surface elevation, i.e. more compact sources generate more dispersive waves.
Contrary to the dispersion, the CORIOLIS effect becomes more important when we increase the generation area.

The question of dispersive effects importance is even more complex, since it can vary with the source size, but also with the source shape (i.e. the initial condition). Consequently, for real-world problems a special investigation is needed in each particular case. It does not seem realistic that using simple criteria today we can select the most pertinent hydrodynamic model. In practical problems the bathymetry profile may have an important effect as well.

In the present study we did not rise the question of the numerical dispersion at all. Here we can mention that for grid resolutions of 40″ and smaller, the numerical dispersion seems to be completely negligible comparing to the physical one (for the initial condition of the horizontal extension $W_1$, for shorter waves the grid spacing has to be further reduced, of course). However, we are not sure that a weakly dispersive model is able to reproduce such waves with acceptable accuracy, without even speaking of the inherent computational complexity on such fine grids.

### 5.1.1 General conclusions

In this series of papers our main goal was to present a unified framework to modelling and numerical simulations of nonlinear dispersive waves. Indeed, in Part I [44] we presented a generalized derivation of dispersive wave models on a plane and the base model contained a free modeling variable — the dispersive component of the horizontal velocity vector. By making special choices of this free variable, we could recover some known and some new models. Then, in Part III [43] the same approach was presented for globally spherical geometries with a similar degree of freedom at our disposal. The derivations on a sphere are more technical but in Part III we really follow the main lines of Part I. Finally, there is a similar interplay between numerical Parts II [46] and IV [45] on the globally flat and globally spherical geometries respectively. The key ingredient in both cases consists in deriving an elliptic equation to determine the dispersive component $\mathcal{P}$ of the depth-integrated pressure. Then, the governing equations are decoupled into an elliptic and hyperbolic parts. For each part we apply the most suitable numerical method. Even if the details are quite different in flat and spherical cases, the philosophy remains invariant. As we hope, the numerical tests presented in Parts with even numbers, are convincing enough to show the operational qualities of the proposed algorithm.

### 5.2. Perspectives

One of the drawbacks of non-hydrostatic FNWD models is the inherent computational complexity. At every time step we have to solve an elliptic equation at least once. Most of runs presented in this study took about a week of CPU time to be completed in serial implementations. Consequently, in the future, we plan to develop a parallel version of the NLDSW_Sphere code in order to be able to handle much faster even higher grid
resolutions. After this step we could try to implement fully nonlinear models with improved linear dispersion relation properties derived in [43]. Another improvement would consist in a better representation of the shoreline. In the current implementation the shoreline is approximated by a polygon with sides parallel to (spherical) coordinate axes. Perhaps, a local mesh refinement could improve this point but it would create other numerical difficulties. Finally, the main point which remains to be solved is the development of a genuine run-up algorithm in the spirit of local analytical in time solutions [50], which takes into account the non-hydrostatic nature of FNWD governing equations.
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A. Derivation of the equation for non-hydrostatic pressure component

In this Appendix we provide the complete derivation of the elliptic equation (3.1) for the dispersive component \( \mathcal{Q} \) of the depth-integrated pressure \( p \). It is convenient to start with the base model (2.1) – (2.3) written in the following equivalent form (see [43] for more details):

\[
(\mathcal{J} \mathcal{H})_t + [\mathcal{J} \mathcal{H} u^1]_\lambda + [\mathcal{J} \mathcal{H} u^2]_\theta = 0, \tag{A.1}
\]

\[
(\mathcal{J} \mathcal{v})_t + [\mathcal{J} \mathcal{v} u^1]_\lambda + [\mathcal{J} \mathcal{v} u^2]_\theta + g \nabla \left( \mathcal{J} \mathcal{H}^2 \frac{\mathcal{H}}{2} \right) = g \frac{\mathcal{H}^2}{2} \nabla \mathcal{H} + \left[ g \mathcal{H} \nabla h + \mathcal{H} \mathcal{S} + \nabla \mathcal{Q} - \varrho \nabla h \right] \mathcal{J}, \tag{A.2}
\]

where \( \mathbf{v} = (v_1, v_2) \) is the covariant velocity vector:

\[
v_1 = (\Omega + u^1) R^2 \sin^2 \theta, \quad v_2 = R^2 u^2. \tag{A.3}
\]

Finally, the vector \( \mathcal{S} = (0, s_2) \) with

\[
s_2 = \left[ 2 \Omega u^1 + (u^1)^2 \right] R^2 \sin \theta \cos \theta.
\]

Equation (A.2) can be rewritten in a non-conservative form:

\[
\mathcal{D} \mathbf{v} = -g \nabla \eta + \frac{\mathcal{Q} - \varrho \nabla h}{\mathcal{H}} + \mathcal{S}, \tag{A.4}
\]
where $\mathcal{D}v \equiv v_t + u \cdot \nabla v$.

As in the globally flat case, we shall express first the dispersive pressure component on the bottom $\varrho$ as a function of $\mathcal{Q}$ and other variables. From definitions (2.5) we have

$$\varrho = \frac{3\mathcal{Q}}{2\mathcal{H}} + \frac{\mathcal{H}}{4} R_2,$$

(A.5)

where the term $R_2$ can be fully expanded:

$$R_2 \equiv \mathcal{D}^2 h \equiv \mathcal{D} (\mathcal{D} h) = (\mathcal{D} h)_t + u \cdot \nabla (\mathcal{D} h) =$$

$$[h_t + u \cdot \nabla h]_t + u \cdot \nabla [h_t + u \cdot \nabla h] = h_{tt} + 2 u \cdot \nabla h_t + u_t \cdot \nabla h + u \cdot \nabla (u \cdot \nabla h).$$

The term $\mathcal{B}$ contains all the terms involving the bottom motion. The last term in $R_2$ can be further transformed* equivalently as

$$u \cdot \nabla (u \cdot \nabla h) = \left[ (u \cdot \nabla) u \right] \cdot \nabla h + u \cdot \left[ (u \cdot \nabla) \nabla h \right].$$

Consequently,

$$R_2 = \mathcal{B} + u_t \cdot \nabla h + \left[ (u \cdot \nabla) u \right] \cdot \nabla h + u \cdot \left[ (u \cdot \nabla) \nabla h \right] \equiv$$

$$\mathcal{B} + (\mathcal{D} u) \cdot \nabla h + u \cdot \left[ (u \cdot \nabla) \nabla h \right],$$

(A.6)

where in component-wise form we have

$$\mathcal{D} u^1 = u_t^1 + u^1 u^1_{\lambda} + u^2 u^1_{\theta},$$

$$\mathcal{D} u^2 = u_t^2 + u^1 u^2_{\lambda} + u^2 u^2_{\theta},$$

$$\mathcal{D} u \cdot \nabla h = (u_t^1 + u^1 u^1_{\lambda} + u^2 u^1_{\theta}) h_{\lambda} + (u_t^2 + u^1 u^2_{\lambda} + u^2 u^2_{\theta}) h_{\theta},$$

$$u \cdot \left[ (u \cdot \nabla) \nabla h \right] = (u^1)^2 h_{\lambda\lambda} + 2 u^1 u^2 h_{\lambda\theta} + (u^2)^2 h_{\theta\theta}.$$

By substituting the last expression in (A.6) into equation (A.5) we obtain

$$\varrho = \frac{3\mathcal{Q}}{2\mathcal{H}} + \frac{\mathcal{H}}{4} \left\{ \mathcal{B} + (\mathcal{D} u) \cdot \nabla h + u \cdot \left[ (u \cdot \nabla) \nabla h \right] \right\}.$$

(A.7)

Now let us express the convective term $\mathcal{D} u$ in terms of $\mathcal{D} v$. According to formulas (A.3), the covariant vector of the velocity $v$ can be rewritten as

$$v = \Omega \mathcal{G} + \mathcal{G} \cdot u,$$

*Indeed,

$$u \cdot \nabla (u \cdot \nabla h) = u^1 \left[ u^1_{\lambda} h_{\lambda} + u^2 h_{\theta} \right]_{\lambda} + u^2 \left[ u^1_{\lambda} h_{\lambda} + u^2 h_{\theta} \right]_{\theta} =$$

$$u^1 u^1_{\lambda} h_{\lambda} + (u^1)^2 h_{\lambda\lambda} + u^1 u^2_{\lambda} h_{\theta} + u^1 u^1_{\theta} h_{\lambda} + u^2 u^2_{\theta} h_{\theta} + u^2 u^1_{\lambda} h_{\lambda} + u^2 u^1_{\theta} h_{\theta} + u^1 (u^1_{\lambda} h_{\lambda} + u^2 h_{\theta})_{\lambda} + u^2 (u^1_{\lambda} h_{\lambda} + u^2 h_{\theta})_{\theta} =$$

$$\left[ (u \cdot \nabla) u \right] \cdot \nabla h + u \cdot \left[ (u \cdot \nabla) \nabla h \right].$$

□
where
\[ G \overset{\text{def}}{=} \begin{pmatrix} g_{11} \\ 0 \end{pmatrix}, \quad G_\theta \overset{\text{def}}{=} \begin{pmatrix} g_{11} & 0 \\ 0 & g_{22} \end{pmatrix}, \]
with \( g_{11}, g_{22} \) being covariant components of the metric tensor on a sphere [43], i.e.
\[ g_{11} = R^2 \sin^2 \theta, \quad g_{22} = R^2. \]

Then, we have
\[ \mathcal{D} v = \Omega \mathcal{D} G + \mathcal{D} (G \cdot u) = u^2 \Omega G_\theta + G \cdot \mathcal{D} u + u^1 u^2 G_\theta = G \cdot \mathcal{D} u + u^2 (\Omega + u^1) G_\theta, \]
where
\[ G_\theta = \begin{pmatrix} 2 R^2 \sin \theta \cos \theta \\ 0 \end{pmatrix}. \]

By inverting equation (A.8), we obtain:
\[ \mathcal{D} u = \mathcal{G}^{-1} \cdot \mathcal{D} v - u^2 (\Omega + u^1) \mathcal{G}^{-1} \cdot G_\theta, \]
and using the non-conservative equation (A.4) we arrive to the required representation:
\[ \mathcal{D} u = \mathcal{G}^{-1} \cdot \left\{ -g \nabla \eta + \frac{\mathcal{G}}{\mathcal{K}} - g \nabla h \right\} + \mathcal{G}^{-1} \cdot \Lambda, \]
with
\[ \mathcal{G}^{-1} = \begin{pmatrix} g_{11} & 0 \\ 0 & g_{22} \end{pmatrix}, \quad g_{11} = \frac{1}{g_{11}} = \frac{1}{R^2 \sin^2 \theta}, \quad g_{22} = \frac{1}{g_{22}} = \frac{1}{R^2}, \]
\[ \Lambda = \begin{pmatrix} \Lambda_1 \\ \Lambda_2 \end{pmatrix} = \mathcal{G} - u^2 (\Omega + u^1) G_\theta = R^2 \sin \theta \cos \theta \left( -\frac{2 u^2 (\Omega + u^1)}{u^1 (2 \Omega + u^1)} \right). \]

Finally, by substituting expression (A.9) into equation (A.7) we obtain:
\[ \varrho = \frac{3 \mathcal{G}}{2 \mathcal{K}} + \frac{\mathcal{K}}{4} \left\{ \nabla \mathcal{G} \cdot \nabla h - \varrho | \nabla h |^2 \frac{1}{\mathcal{K}} + \mathcal{Z} \right\}, \]
where
\[ \nabla \mathcal{G} \cdot \nabla h \equiv g_{11} \mathcal{G}_\lambda h_\lambda + g_{22} \mathcal{G}_\theta h_\theta = \frac{1}{R^2} \left[ \frac{\mathcal{G}_\lambda h_\lambda}{\sin^2 \theta} + \mathcal{G}_\theta h_\theta \right], \]
\[ | \nabla h |^2 \equiv g_{11} h_\lambda^2 + g_{22} h_\theta^2 = \frac{1}{R^2} \left[ \frac{h_\lambda^2}{\sin^2 \theta} + h_\theta^2 \right], \]
\[ \mathcal{Z} \overset{\text{def}}{=} \left[ \Lambda - g \nabla \eta \right] \cdot \nabla h + \mathcal{B} + u \cdot (u \cdot \nabla) \nabla h, \]
\[ \nabla \eta \cdot \nabla h \equiv g_{11} \eta_\lambda h_\lambda + g_{22} \eta_\theta h_\theta = \frac{1}{R^2} \left[ \frac{\eta_\lambda h_\lambda}{\sin^2 \theta} + \eta_\theta h_\theta \right], \]
\[ \Lambda \cdot \nabla h \equiv g_{11} \Lambda_1 h_\lambda + g_{22} \Lambda_2 h_\theta = \cot \theta \left[ -2 u^2 (\Omega + u^1) h_\lambda + u^1 (2 \Omega + u^1) h_\theta \sin^2 \theta \right]. \]
Consequently, the dispersive part of the fluid pressure at the bottom can be expressed in terms of other variables as

$$\varrho = \frac{1}{\Upsilon} \left\{ \frac{6 \Omega}{\mathcal{H}} + \mathcal{H} \mathcal{D} + \nabla \varrho \cdot \nabla h \right\}, \tag{A.10}$$

where we introduced a new dependent variable

$$\Upsilon \overset{\text{def}}{=} 4 + |\nabla h|^2.$$

Now we can proceed to the derivation of an equation for $\varrho$. From definitions (2.5) it follows that

$$\varrho = \frac{\mathcal{H}^3}{12} \mathcal{R}_1 + \frac{\mathcal{H}}{2} \varrho, \tag{A.11}$$

where $\mathcal{R}_1$ was defined as

$$\mathcal{R}_1 \overset{\text{def}}{=} \mathcal{D} (\nabla \cdot u) - (\nabla \cdot u)^2.$$

Let us transform the last expression for $\mathcal{R}_1$ using the definition of the divergence $\nabla \cdot (\cdot)$ and material derivative $\mathcal{D}$ operators

$$\mathcal{D} (\nabla \cdot u) = (\nabla \cdot u)_t + u^1 (\nabla \cdot u)_\lambda + u^2 (\nabla \cdot u)_\theta$$

$$= \nabla \cdot u_t + u^1 \left\{ u^1_\lambda + \left( \frac{\partial u^2}{\partial \theta} \right)_\lambda \right\} + u^2 \left\{ u^2_\lambda + \left( \frac{\partial u^2}{\partial \theta} \right)_\theta \right\}$$

$$= \nabla \cdot u_t + (u^1 u^1_\lambda) - (u^1_\lambda)^2 + (u^2 u^2_\lambda) - u^2_\lambda u^1_\theta + u^1 \left( \frac{\partial u^2}{\partial \lambda} \right)_\theta + u^2 \left[ \left( \frac{\partial u^2}{\partial \theta} \right)_\theta \right]$$

$$= \left( u^1_\lambda \right)_\theta + \left( \frac{\partial u^2}{\partial \theta} \right)_\theta + \left[ u^1 u^1_\lambda + u^2 u^1_\theta \right]_\lambda + \left[ u^1 (\partial u^2)_\lambda \right]_\theta - \left[ u^2 (\partial u^2)_\lambda \right]_\theta$$

$$+ \left[ u^2 (\partial u^2)_\theta \right]_\theta - u^2_\theta \left( \frac{\partial u^2}{\partial \theta} \right)_\theta - (u^1_\lambda)^2 - u^2_\lambda u^1_\theta.$$

It is not difficult to see that terms marked with $(\star_1)$ can be aggregated into $(\mathcal{D} u^1)_\lambda$. Consequently, we have

$$\mathcal{D} (\nabla \cdot u) = (\mathcal{D} u^1)_\lambda + \left( \frac{\partial u^2}{\partial \lambda} \right)_\theta + \left( \frac{\partial u^2}{\partial \theta} \right)_\theta$$

$$+ \left[ \frac{\partial (u^2)_\theta^2}{\partial \theta} \right]_\theta - \left[ \frac{u^2 (\partial u^2)_\theta}{\partial \theta} \right]_\theta - u^2_\theta \left( \frac{\partial u^2}{\partial \theta} \right)_\theta - (u^1_\lambda)^2 - u^2_\lambda u^1_\theta.$$

The terms marked above with $(\star_2)$ give another interesting combination:

$$\left[ \frac{\partial (u^2_\lambda + u^1 u^2_\lambda + u^2 u^2_\lambda)_\theta}{\partial \theta} \right]_\theta \equiv \left( \frac{\partial \mathcal{D} u^2}{\partial \theta} \right)_\theta.$$
According to the definition of the divergence $\nabla \cdot \mathbf{u}$, the term $\star$ can be transformed as
\[
(u^1_\lambda)^2 + \left( \frac{\partial u^2_\lambda}{\partial \lambda} \right)^2 = (\nabla \cdot \mathbf{u})^2 - 2u^1_\lambda \frac{\partial u^2_\lambda}{\partial \lambda}.
\]

Consequently, we can rewrite $\mathcal{D} (\nabla \cdot \mathbf{u})$ using mentioned above simplifications:
\[
\mathcal{D} (\nabla \cdot \mathbf{u}) = (\mathcal{D} u^1)_\lambda + \frac{\partial (\mathcal{D} u^2)_\lambda}{\partial \lambda} - (\nabla \cdot \mathbf{u})^2
\]
\[+ 2u^1_\lambda u^2_\theta + 2u^1_\lambda u^2_\frac{\partial u^2_\theta}{\partial \lambda} + 2u^2_\lambda u^2_\theta \frac{\partial \lambda}{\partial \lambda} + (u^2_\lambda)^2 \frac{\partial \theta}{\partial \lambda} - 2u^1_\lambda u^2_\theta.
\]

Finally, taking into account the fact that $\frac{\partial \lambda}{\partial \lambda} \equiv -\mathcal{D}$, we obtain:
\[
\mathcal{D} (\nabla \cdot \mathbf{u}) = \nabla \cdot (\mathcal{D} \mathbf{u}) - (\nabla \cdot \mathbf{u})^2 + 2 \left( u^1_\lambda u^2_\theta - u^1_\theta u^2_\lambda \right) + 2 u^2_\lambda (u^1_\lambda + u^2_\theta) \cot \theta - (u^2_\lambda)^2.
\]

By assembling all the ingredients together, we obtain the following expression for $\mathcal{R}_1$:
\[
\mathcal{R}_1 = \nabla \cdot (\mathcal{D} \mathbf{u}) - 2 (\nabla \cdot \mathbf{u})^2 + 2 \left( u^1_\lambda u^2_\theta - u^1_\theta u^2_\lambda \right) + 2 u^2_\lambda (u^1_\lambda + u^2_\theta) \cot \theta - (u^2_\lambda)^2.
\]

By substituting the last expression for $\mathcal{R}_1$ into equation (A.11) and using formulas (A.9), (A.10) for $\mathcal{D} \mathbf{u}$ and $\varrho$ correspondingly, we obtain the first version of the required equation for $\varphi$:
\[
\varphi = \frac{3}{12} \left[ \nabla \cdot \left\{ \mathbb{G}^{-1} \cdot (\Lambda - \varrho \nabla \eta + \frac{\nabla \varphi}{\mathcal{H}} - \frac{6 \nabla h}{3 \mathcal{H}} \varphi - \frac{\nabla (\varphi \cdot \nabla h)}{\mathcal{H} - \frac{\nabla h}{\mathcal{H} \mathcal{Y}}} ) \right\} 
\right.
\]
\[\left. - 2 (\nabla \cdot \mathbf{u})^2 + 2 \left( u^1_\lambda u^2_\theta - u^1_\theta u^2_\lambda \right) + 2 u^2_\lambda (u^1_\lambda + u^2_\theta) \cot \theta - (u^2_\lambda)^2 \right]
\[\right. + \frac{3}{2} \left\{ \frac{6 \varphi}{\mathcal{H}} + \mathcal{H} \varrho + \varphi \nabla \cdot \nabla h \right\} .
\]

We can notice that the multiplication of covariant vectors $\Lambda$, $\nabla \eta$, $\nabla \varphi$ and $\nabla h$ by matrix $\mathbb{G}^{-1}$ transforms them into contravariant vectors which enter into the definition of the divergence operator, for example
\[
\nabla \cdot \nabla \eta \overset{\text{def}}{=} \frac{\partial g^{11} \eta_\lambda}{\partial \lambda} + \frac{\partial g^{22} \eta_\theta}{\partial \theta} = \frac{1}{R^2 \sin \theta} \left[ \frac{\eta_{\lambda \lambda}}{\sin \theta} + (\eta_{\theta \lambda} \sin \theta) \right] \equiv \Delta \eta,
\]
\[
\nabla \cdot \Lambda \overset{\text{def}}{=} \frac{\partial g^{11} \Lambda_\lambda}{\partial \lambda} + \frac{\partial g^{22} \Lambda_\theta}{\partial \theta} = \frac{1}{R^2 \sin \theta} \left[ \frac{\Lambda_{1, \lambda}}{\sin \theta} + (\Lambda_{2 \sin \theta}) \right].
\]

We can notice also that the following identity holds:
\[
\nabla \cdot \left[ \frac{6 \nabla h}{\mathcal{H}^2 \mathcal{Y}} \varphi \right] = \frac{6}{\mathcal{H}^2 \mathcal{Y}} \nabla \varphi \cdot \nabla h + 6 \varphi \nabla \cdot \left[ \frac{\nabla h}{\mathcal{H}^2 \mathcal{Y}} \right].
\]

Taking into account the last two remarks, we can rewrite equation (A.12) in a more compact form:
\[
\mathcal{L} \varphi = \mathcal{F}^*, \quad \text{(A.13)}
\]
where the linear operator $\mathcal{L}$ and the right hand side $\mathcal{F}^*$ are defined as

$$
\mathcal{L} \varphi \defeq \nabla \cdot \left\{ \frac{\nabla \varphi}{\mathcal{H}} - \frac{(\nabla \varphi \cdot \nabla h) \nabla h}{\mathcal{H} \mathcal{Y}} \right\} - 6 \varphi \left\{ \frac{2}{\mathcal{H}^3} \frac{\mathcal{Y}}{\mathcal{Y}} - 3 + \nabla \cdot \left[ \frac{\nabla h}{\mathcal{H}^2 \mathcal{Y}} \right] \right\},
$$

$$
\mathcal{F}^* \defeq g \Delta \eta + \nabla \cdot \left\{ \frac{2}{\mathcal{Y}} \nabla h - \Lambda \right\} - 6 \frac{\partial}{\mathcal{H} \mathcal{Y}}
+ 2 \left( \nabla \cdot \mathbf{u} \right)^2 - 2 \left( u_1^1 u_\theta^2 - u_\theta^1 u_\lambda^2 \right) - 2 u^2 \left( u_\lambda^1 + u_\theta^2 \right) \cot \theta + (u^2)^2.
$$

By expanding divergences of covariant vectors, we can express the operator $\mathcal{L}(\cdot)$ through partial derivatives:

$$
\mathcal{L} \varphi \equiv \frac{1}{R^2 \sin \theta} \left\{ \frac{1}{\sin \theta} \left[ \frac{\varphi_\lambda}{\mathcal{H}} - \frac{\nabla \varphi \cdot \nabla h}{\mathcal{H} \mathcal{Y}} h_\lambda \right] + \left[ \frac{\varphi_\theta}{\mathcal{H}} - \frac{\nabla \varphi \cdot \nabla h}{\mathcal{H} \mathcal{Y}} h_\theta \right] \sin \theta \right\}_\lambda
- 6 \mathcal{H} \left\{ \frac{2}{\mathcal{H}^3} \frac{\mathcal{Y}}{\mathcal{Y}} - 3 + \frac{1}{\mathcal{R}^2 \sin \theta} \left[ \frac{1}{\sin \theta} \left( \frac{h_\lambda}{\mathcal{H}^2 \mathcal{Y}} \right) \lambda + \left( \frac{h_\theta}{\mathcal{H} \mathcal{Y}} \sin \theta \right) \right] \right\}.
$$

After multiplying both sides of equation (A.13) by $R^2 \sin \theta$ and switching to linear components of the velocity $u$ and $v$, we obtain the following equation for $\mathcal{F}$:

$$
\mathcal{F} \defeq \left[ \frac{1}{\sin \theta} \left\{ \frac{g_\eta_\lambda}{\mathcal{H}} + \frac{\partial}{\mathcal{Y}} h_\lambda - \Lambda_1 \right\} \right]_\lambda + \left[ \left\{ g_\eta_\theta + \frac{\partial}{\mathcal{Y}} h_\theta - \Lambda_2 \right\} \sin \theta \right]_\theta
- R^2 \left[ \frac{6}{\mathcal{H} \mathcal{Y}} \sin \theta + \frac{2}{\sin \theta} \left\{ u_\lambda + (v \sin \theta)_\theta \right\} \right]^2
- 2 \left( u_\lambda v_\theta - v_\lambda u_\theta \right) - 2 (u v)_\lambda \cot \theta - (v^2 \cos \theta)_\theta.
$$

The quantities $\mathcal{Q}$, $\mathfrak{B}$ and $\Lambda$ are expressed through linear velocity components as

$$
\mathcal{Q} \equiv (\Lambda - g \nabla \eta) \cdot \nabla h + \frac{1}{R^2 \sin \theta} \left\{ \frac{u^2}{\sin \theta} h_{\lambda \lambda} + 2 u v h_{\lambda \theta} + v^2 h_{\theta \theta} \sin \theta \right\} + \mathfrak{B},
$$

$$
\mathfrak{B} \equiv h_{\lambda t} + 2 \left\{ \frac{u}{R \sin \theta} h_{\lambda t} + \frac{v}{R} h_{\theta t} \right\},
$$

$$
\Lambda_1 \defeq - (2 u v \cot \theta + F v R) \sin \theta, \quad \Lambda_2 \defeq u^2 \cot \theta + F u R,
$$

$$
\Lambda \cdot \nabla h \equiv \frac{\Lambda_1 h_{\lambda}}{R^2 \sin^2 \theta} + \frac{\Lambda_2 h_{\theta}}{R^2}.
$$

This concludes naturally the derivation of the elliptic equation (A.14) for the dispersive part of the depth-integrated pressure $\varphi$. 
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**Dispersive shallow water wave modelling. Part IV**

43 / 50
Remark 2. Let us assume that the angular velocity vanishes, i.e. \( \Omega \equiv 0 \). In a vicinity of a fixed admissible point \((\lambda^*, \theta^*)\) we introduce a non-degenerate transformation of coordinates:
\[
x'^\ast \overset{\text{def}}{=} R (\lambda - \lambda^*) \sin \theta^*, \quad y'^\ast \overset{\text{def}}{=} -R (\theta - \theta^*),
\]
along with corresponding velocity components:
\[
u'^\ast \equiv x'^\ast = R \dot{\lambda} \sin \theta \equiv \varsigma u, \quad v'^\ast \equiv y'^\ast = -R \dot{\theta} = -v,
\]
where \( \varsigma \overset{\text{def}}{=} \frac{\sin \theta^*}{\sin \theta} \). By assuming that the considered neighbourhood is small in the latitude, i.e. the quantity \( \varepsilon \overset{\text{def}}{=} |\theta - \theta^*| \ll 1 \) is small. After transforming equation (A.14) to new independent \((x'^\ast, y'^\ast)\) and new dependent \((u'^\ast, v'^\ast)\) variables and neglecting the terms of the order \( O(\varepsilon) \) and \( O(R^{-1}) \) one can obtain the familiar to us elliptic equation for \( \mathcal{O} \) in the globally plane case \([46]\). This fact is a further confirmation of the correctness of our derivation procedure described above.

B. Acronyms

In the text above the reader could encounter the following acronyms:

**BBM:** Benjamín–Bona–Mahony  
**FEM:** Finite Element Method  
**SOR:** Successive Over–Relaxation  
**NOAA:** National Oceanic and Atmospheric Administration  
**NSWE:** Nonlinear Shallow Water Equations  
**FNWD:** Fully Nonlinear Weakly Dispersive  
**WNWD:** Weakly Nonlinear Weakly Dispersive
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