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Abstract—In this paper, we show that a hybrid integrator-gain system (HIGS) is a nonlinear negative imaginary (NNI) system. We prove that the positive feedback interconnection of a linear negative imaginary (NI) system and a HIGS is asymptotically stable. We apply the HIGS to a MEMS nanopositioner, as an example of a linear NI system, in a single-input single-output framework. We analyze the stability and the performance of the closed-loop interconnection in both time and frequency domains through simulations and demonstrate the applicability of HIGS as an NNI controller to a linear NI system.

Index Terms—hybrid integrator-gain systems, (nonlinear) negative imaginary systems, robust control.

I. INTRODUCTION

The hybrid integrator-gain system known as HIGS was introduced in [1] as a nonlinear integrator system to overcome the limitations of Bode’s gain-phase relationship [2]. The HIGS inherits the potential benefits of typical reset control systems such as the Clegg Integrator (CI) [3] and the First Order Reset Element (FORE) system [4] enhancing the phase lag by about 52 degrees compared to a standard integrator, without the common drawbacks of reset systems [1]. This hybrid system alternates between integrator and gain modes instead of resetting the state to zero, which yields a non-smooth but continuous control signal and prevents excitation of higher harmonics induced by reset. The control signal, governed by switching logic, also satisfies a sector constraint that restricts the input-output behavior of the HIGS element and enforces the HIGS input and output to be of equal sign [2].

Control design based on HIGS has found applications in high-precision mechatronic systems for motion tracking [1], [5], [6] and vibration isolation and damping [2], [7], [8]. The HIGS element is exploited in various control configurations with linear controllers. For instance, a HIGS-based PI²D controller is designed and employed in [1] to control a wafer stage system of an industrial wafer scanner. With improved
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phase behavior compared to typical low-pass filters, a HIGS-based second-order low-pass filter is proposed in [5] to achieve a substantial low-frequency disturbance rejection in an industrial wafer scanner. A HIGS element is cascaded with another HIGS element in [2] to construct a HIGS-based band-pass filter for vibration isolation. As discussed in [9], the hybrid integrator-gain system can deal with inherent design limitations in systems that contain an unstable pole by replacing a standard integrator with the HIGS element.

Stability and performance analysis of the closed-loop system with the HIGS is challenging due to the nonlinear nature of the HIGS element. For stability analysis, the closed-loop system is rearranged in Lur’e form where the nonlinearity is isolated from the linear part of the system [1]. Accordingly, the input-to-state stability (ISS) of the closed-loop system is guaranteed based on the detectability of the HIGS element and the circle criterion whereby the sector-boundedness of the nonlinear element along with a loop transformation allows for the application of the passivity theorem [10]. Accordingly, it is assumed that the underlying linear system satisfies the circle-criterion condition which is less stringent than the strictly positive real criterion [11]. In [1], stability analysis of the closed-loop system is transformed to frequency-domain conditions that are graphically verifiable using the frequency response function (FRF) of the linear part of the system in the Lur’e form. The stability conditions in [1] imply that the underlying linear system must be Hurwitz which is not the case with some types of systems. Therefore, a novel frequency-domain stability analysis is proposed in [12] which provides a less conservative stability criterion and incorporates the dynamic nature of the HIGS system. Moreover, less conservative stability conditions are presented in [13] based on a piecewise quadratic Lyapunov function.

Application of the HIGS element to flexible structures with collocated force actuators and position sensors would also be interesting where the underlying system is negative imaginary (NI). NI systems theory was introduced in [14], [15] to address challenges confronting vibration control of flexible structures [16]–[18]. Such systems often have highly resonant dynamics, which makes negative velocity feedback control unreliable. NI systems theory provides an alternative control approach, which uses positive position feedback control. From this point of view, NI systems theory can be regarded as a complement to the positive real (PR) systems.
theory. While a PR system can only have relative degree zero or one, an NI system can have relative degree zero, one, and two [19], [20]. This provides a significant advantage in dealing with systems that have an output entry of relative degree two. In the last decade, NI systems theory has attracted the attention of control theory researchers [21]–[25]. It has been applied in many fields including nano-positioning control [26]–[29] and the control of lightly damped structures [24], [30].

Roughly speaking, a square real-rational proper transfer matrix \( G(s) \) is said to be NI if it is stable and \( jG(j\omega) - G^*(j\omega) \geq 0 \) for all \( \omega \geq 0 \) [14], [15], [21]. A single-input single-output (SISO) linear NI system has a phase between 0 to \(-180{\text{ degrees}}\) for all frequencies \( \omega > 0 \). In other words, a SISO linear NI system has its Nyquist plot below the real axis for all positive frequencies. An NI system can be regarded as a dissipative system, for which the supply rate is the inner product of the system’s input and the derivative of the system’s output [21], [22]. Under mild assumptions, the positive feedback interconnection of an NI system \( G(s) \) and a strictly negative imaginary (SNI) system \( G_x(s) \) is asymptotically stable if and only if the DC loop gain of the interconnection is strictly less than unity; i.e., \( \lambda_{\text{max}}(G(0)G_x(0)) < 1 \) (see [14]).

NI systems theory was extended to nonlinear systems in [31] using the dissipativity property. A system is said to be nonlinear negative imaginary (NNI) if there exists a positive definite storage function \( V(x) \) such that \( \dot{V}(x) \leq u^T \dot{y} \), where \( x, u \) and \( y \) are the state, input and output of the system, respectively (see [32], [33]). Similar to the linear NI systems theory, asymptotic stability can also be achieved for positive feedback interconnected NNI systems. It is shown in [32], [34] that under reasonable assumptions, the interconnection of an NNI system and a nonlinear output strictly negative imaginary (OSNI) system is asymptotic stable. Also, [33] shows that the interconnection of an NNI system and a nonlinear weakly strictly negative imaginary (WSNI) system is asymptotically stable, under a different set of assumptions.

Since the phase of a HIGS is in the range of the phase of a typical SISO NI system, it is natural to ask if a HIGS is an NI system. However, given that the dynamics of a HIGS switch between two regions and the state equation in the gain mode is not a differential equation, a more suitable question is if a HIGS is an NI system. In this paper, we show that a HIGS is indeed an NI system, with a common Lyapunov storage function for both the integrator and the gain modes. Motivated by the stability results of positive feedback interconnected NI systems in [14], [15], [32]–[34], we investigate the control problem of a SISO linear NI system using a HIGS controller. We show, in this paper, that for any linear time-invariant (LTI) NI system with a minimal realization \( (A,B,C) \), there always exists a HIGS such that their positive feedback interconnection is asymptotically stable.

The structure of this paper is as follows: Section III provides essential backgrounds on HIGS and NI systems theory. Section IV provides the main results of the paper, where we show the NNI property of HIGS and present the stability result of the interconnection of a linear NI system and a HIGS. The stability results are illustrated in Section V where the control problem of a MEMS nanopositioner is considered. Section VI concludes the paper.

**Notation:** The notation in this paper is standard. \( \mathbb{R} \) denotes the field of real numbers. \( \mathbb{R}^m \times \mathbb{R}^n \) denotes the space of real matrices of dimension \( m \times n \). \( A^T \) and \( A^* \) denote the transpose and complex conjugate transpose of a matrix \( A \), respectively. \( \lambda_{\text{max}}(A) \) denotes the largest eigenvalue of a matrix \( A \) with real spectrum. \( \mathbb{R}^+ \) is the real part of a complex number. For a symmetric or Hermitian matrix \( P \), \( P > 0 \) (\( P \geq 0 \)) denotes the property that the matrix \( P \) is positive definite (positive semidefinite) and \( P < 0 \) (\( P \leq 0 \)) denotes the property that the matrix \( P \) is negative definite (negative semidefinite).

**II. PRELIMINARIES**

In this section, we briefly describe the HIGS and review the main definitions and results in the theory of linear and nonlinear NI systems.

**A. Hybrid Integrator-Gain System**

A SISO hybrid integrator-gain system, \( \mathcal{H} \) (HIGS) is represented by the following differential algebraic equations (DAEs) [1]:

\[
\begin{align*}
\dot{x}_h(t) &= \omega_h e(t), & (e(t), u(t), \dot{e}(t)) &\in \mathcal{F}_1 \\
\dot{x}_g(t) &= k_b e(t), & (e(t), u(t), \dot{e}(t)) &\in \mathcal{F}_2
\end{align*}
\]

where \( x_h(t), e(t), u(t) \in \mathbb{R} \) denote the HIGS state, input, and output signals, respectively. For convenience, the variables \( x_h(t), e(t), u(t) \) will be denoted as \( x_h, e, u \) in what follows. Here, \( \dot{e} \) is the time derivative of the input \( e \) which is assumed to be continuous and piecewise differentiable. Also, \( \omega_h \in [0, \infty) \) and \( k_b \in (0, \infty) \) represents the integrator frequency and gain value, respectively. These tunable parameters allow for desired control performance. The sets \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \in \mathbb{R}^3 \) determine the HIGS modes of operation; i.e. the integrator and gain modes, respectively. By construction, \( \mathcal{F} = \mathcal{F}_1 \cup \mathcal{F}_2 \) represents the sector \([0, k_b] \) as [1], [7]

\[
\mathcal{F} = \{ (e, u, \dot{e}) \in \mathbb{R}^3 | eu \geq \frac{u^2}{k_b} \},
\]

and \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are defined as

\[
\mathcal{F}_1 := \mathcal{F} \setminus \mathcal{F}_2; \quad \mathcal{F}_2 := \{ (e, u, \dot{e}) \in \mathbb{R}^3 | u = k_b e \text{ and } \omega_h e^2 > k_b e \dot{e} \}.
\]

The HIGS is designed to primarily operate in the integrator mode with zero initial condition and output signal; i.e., \( x_h(0) = 0 \) and \( u(0) = 0 \). A switch to the gain mode is enforced if the corresponding integrator dynamics violate the sector constraint \( (e, u, \dot{e}) \in \mathcal{F} \). On the boundary of the sector \( \mathcal{F} \) where the gain mode is active, \( u(t) \) follows the input behavior and \( e(t) = 0 \) implies \( u(t) = 0 \). At switching instances, from the gain mode to the integrator mode, the initial condition is equal to the value in gain mode to ensure a continuous control signal when switching back to the integrator mode.
B. Frequency Analysis of HIGS

Since the HIGS element contains time-invariant dynamic nonlinearities, it is not possible to obtain the frequency response function of the HIGS using regular frequency-domain Fourier analysis. However, a describing function analysis can be performed to compute the dominant harmonic of the steady-state response of the system to a single-sinusoid using a first-order Fourier series. Thus, a quasi-linear transfer function mapping from the sinusoidal input $\sin(\omega t)$ to HIGS output $u(t)$ can be determined from [2]

$$
D_h(j\omega) = \frac{\omega_h}{j\omega} \left( \frac{\gamma}{\pi} + j \frac{e^{-j2\gamma} - 1}{2\pi} - 4 j \frac{e^{-j2\gamma} - 1}{2\pi} \right) + k_h \left( \frac{\pi - \gamma}{\pi} + j \frac{e^{-j2\gamma} - 1}{2\pi} \right),
$$

(5)

where $\gamma = 2 \arctan \left( \frac{k_h}{\omega_0} \right)$ denotes switching instances. The magnitude and phase of the describing function in (5) is an approximation of the HIGS filter frequency response [7]. According to (5), the HIGS acts as a static gain ($k_h$) at low frequencies since $\gamma = 0$. It approaches $\frac{\omega_h}{j\omega_0} \left( 1 + j \frac{2}{\pi} \right)$ at higher frequencies with the following magnitude and phase [7]

$$
\lim_{\omega \to \omega_0} |D(j\omega)| \approx 1.62 \frac{\omega_h}{\omega_0},
$$

$$
\lim_{\omega \to \omega_0} \angle D(j\omega) \approx -38.1^\circ.
$$

This reveals a phase enhancement of about 52° compared to the linear counterpart. Fig. 1 shows the Bode plot of the HIGS describing function, $D(j\omega)$, where $\omega_0 = \omega_0 |1 + j \frac{2}{\pi}|$ denotes the cut-off frequency.
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Fig. 1: Bode plot of the describing function of a HIGS of the form (1) with $k_h = 1$ and $\omega_h = 600\pi$ rad/s.

C. Negative Imaginary Systems

**Definition 1. (Negative Imaginary Systems) [14], [15], [21]**

A square real-rational proper transfer function matrix $G(s)$ is said to be NI if:

1. $G(s)$ has no poles at the origin and in $\Re[s] > 0$;
2. $j[G(j\omega) - G^*(j\omega)] \geq 0$ for all $\omega \in (0, \infty)$ except for values of $\omega$ where $j\omega$ is a pole of $G(s)$;
3. if $j\omega_0$ with $\omega_0 \in (0, \infty)$ is a pole of $G(s)$, then it is a simple pole and the residue matrix $K_0 = \lim_{s \to j\omega_0} (s - j\omega_0)G(s)$ is Hermitian and positive semidefinite.

**Lemma 1. (NI Lemma) [21]** Let $(A,B,C,D)$ be a minimal realization of an LTI the transfer function matrix $G(s)$ where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times p}$, $C \in \mathbb{R}^{p \times n}$, and $D \in \mathbb{R}^{p \times p}$. Then, $G(s)$ is NI if and only if:

1. $\det(A) \neq 0$, $D = D^T$;
2. There exists a matrix $Y = Y^T > 0$, $Y \in \mathbb{R}^{n \times n}$, such that $AY + YA^T \leq 0$, and $B + AYC^T = 0$.

Recently, the NI property has been generalized to nonlinear systems and the existing stability results have been extended to a nonlinear setting using Lyapunov and dissipativity theories [31]. Accordingly, a nonlinear system is said to be NI if the nonlinear system is passive from the input to the derivative of the output. Here, we highlight the main results on NNI systems. These results are used in the ensuing derivations.

Considering a general nonlinear system [31]

$$
\dot{x} = f(x,u), \quad (6a)
$$

$$
y = h(x), \quad (6b)
$$

where $f : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n$ is a Lipschitz continuous function and $h : \mathbb{R}^n \to \mathbb{R}^p$ is a continuously differentiable function, the following definition describes the NI property of nonlinear systems.

**Definition 2. [31]–[33]** A system of the form (6) is said to be an NNI system if there exists a positive definite continuously differentiable storage function $V : \mathbb{R}^n \to \mathbb{R}$ such that

$$
\dot{V}(x(t)) \leq y(t)^T u(t), \quad \forall t \geq 0.
$$

III. MAIN RESULTS

In this section, we introduce the main results on the NNI property of the HIGS element and the stability of a positive feedback interconnection of the HIGS and a linear NI system.

A. NNI Property of a HIGS

We first show a property of the HIGS (1) in Lemma 2, which is implied by the sector constraint (2). This property will be used later in the stability analysis.

**Lemma 2. Consider a HIGS element with the system model (7). This system satisfies**

$$
e_{x_h} - k_h e^2 \leq 0,
$$

where the equality holds only if $x_h = k_h e$.

**Proof.** Consider the inequality

$$
\left( \sqrt{\frac{1}{k_h} x_h^2} - \sqrt{k_h e} \right)^2 \geq 0,
$$

where equality holds only if $x_h = k_h e$. Therefore,

$$
\frac{1}{k_h} x_h^2 - 2ex_h + k_h e^2 \geq 0.$$


Considering the condition in $\mathcal{F}$ as given in (2), this implies that

$$ex_h - k_h e^2 \leq \frac{1}{k_h} x_h^2 - ex_h \leq 0,$$

where equality holds only at $x_h = k_h e$. \hfill \Box

Considering the HIGS system in (1), the state and output of HIGS are Lipschitz continuous given a real integrable input and its integrable derivative (see Theorem 4.6.1 in [8]). In the following, we show that the HIGS system (1) with input $e(t)$ and output $u(t)$ is NNI.

**Theorem 3.** Consider a SISO hybrid integrator-gain system as in (1), then the HIGS is an NNI system from input $e$ to the output $u$ with a positive definite storage function formulated as

$$V(x_h) = \frac{1}{2k_h} x^2_h$$

satisfying

$$\dot{V}(x_h) \leq u e. \quad (7)$$

**Proof.** The storage function $V(x_h)$ is positive definite since $k_h > 0$. Here, we prove that (7) holds in both integrator and gain modes. Taking the time derivative of $V$, we have that

$$\dot{V}(x_h) = \frac{1}{k_h} x_h \dot{x}_h.$$ 

**Case 1.** The HIGS operates in the integrator mode. In this case, according to (1), we have that $\dot{x}_h = \omega_h e$. Therefore, $V$ is obtained as

$$\dot{V}(x_h) = \frac{1}{k_h} \omega_h e u$$

$$\leq \omega_h e^2 = u e. \quad (8)$$

where the inequality follows from Lemma 2 and the equation $u = x_h$ in (1).

**Case 2.** The HIGS operates in the gain mode. In this case, the system is in the region $\mathcal{F}_2$ as given in (4), where $u = x_h = k_h e$. Therefore,

$$\dot{V}(x_h) = \frac{1}{k_h} k_h e \dot{x}_h = u e. \quad (9)$$

According to (8) and (9), the HIGS is an NNI system. \hfill \Box

**B. Stability of the Closed-loop Interconnection of a Linear NI System and a HIGS**

Consider the interconnection of a SISO linear NI system $G(s)$ and a HIGS as shown in Fig. 2. We analyze the stability of the positive feedback interconnection of a linear NI system and a HIGS in the following.

Consider a minimal realization of the linear NI system $G(s)$ described as follows:

$$\dot{x} = Ax + Bu, \quad (10a)$$

$$y = Cx, \quad (10b)$$

where $x \in \mathbb{R}^n$, $u, y \in \mathbb{R}$ are the state, input and output of the system, respectively. Here, $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$.

![Fig. 2: Closed-loop interconnection of a linear NI system and a HIGS.](image)

**Theorem 4.** Consider a SISO linear NI system $G(s)$ with the minimal realization (10). There exists a HIGS $\mathcal{H}$ of the form (1) such that the closed-loop interconnection of $G(s)$ and $\mathcal{H}$ shown in Fig. 2 is asymptotically stable.

**Proof.** Since (10) is a minimal realization of the linear NI system $G(s)$, then according to Lemma 1 we have that $\det(A) \neq 0$ and there exists $Y = Y^T > 0$, $Y \in \mathbb{R}^{n \times n}$ such that

$$AY + YA^T \leq 0, \quad \text{and} \quad B + AYC^T = 0. \quad (11)$$

Using Lyapunov’s direct method, let the storage function of the closed-loop interconnection be

$$W(x, x_h) = \frac{1}{2} x^T Y^{-1} x + \frac{1}{2k_h} x_h^2 - Cxx_h$$

$$= \frac{1}{2} \left[ x^T \ x_h \right] \left[ Y^{-1} - C \frac{1}{k_h} \right] \left[ x \ x_h \right]. \quad (12)$$

Using Schur Complement theorem, $W(x, x_h) > 0$ for all $(x, x_h) \neq (0, 0)$ if

$$\frac{1}{k_h} - CYC^T > 0. \quad (13)$$

Using (11), we have that $CYC^T = -CA^{-1}B = G(0)$. Then, (13) becomes

$$k_h G(0) < 1.$$  

Using Schur Complement theorem, the positive definiteness of $W(x, x_h)$ also implies that

$$Y^{-1} - k_h C^T C > 0, \quad (14)$$

which is equivalent to the condition in (13) in this case. Taking the time derivative of $W(x, x_h)$ defined in (12), we have

$$\dot{W}(x, x_h) = x^T Y^{-1} \dot{x} + \frac{1}{k_h} x_h \dot{x}_h - Cxx_h - Cx \dot{x}_h$$

$$= (x^T Y^{-1} - x_h C) \dot{x} + \frac{1}{k_h} x_h \dot{x}_h$$

$$= (x^T Y^{-1} - uC) \dot{x} + \frac{1}{k_h} x_h \dot{x}_h$$

$$= (x^T Y^{-1} + uB^T A^{-T} Y^{-1}) \dot{x} + \frac{1}{k_h} x_h \dot{x}_h$$

$$= (x^T A^T + uB^T) (A^{-T} Y^{-1}) \dot{x} + \frac{1}{k_h} x_h \dot{x}_h$$

$$= \frac{1}{2} x^T (A^{-T} Y^{-1} + Y^{-1} A^{-1}) \dot{x} + \frac{1}{k_h} x_h \dot{x}_h, \quad (15)$$

where $x, x_h \in \mathbb{R}^n$ are the state and output of the system, respectively. Here, $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$,
where \( u = x_h \) and \( e = y = Cx \) are also used. We have that

\[
\left( \frac{1}{k_h} x_h - e \right) \frac{dx_h}{dt} = \begin{cases} \frac{1}{k_h} x_h - e & \text{if } (e, x_h, \dot{e}) \in \mathcal{F}_1 \\ \frac{1}{k_h} x_h - e & \text{if } (e, x_h, \dot{e}) \in \mathcal{F}_2 \\ \frac{k_h e^2}{\omega_h} & \text{if } (e, x_h, \dot{e}) \in \mathcal{F}_1 \\ \dot{e} (x_h - k_h e) & \text{if } (e, x_h, \dot{e}) \in \mathcal{F}_2. \end{cases}
\]

(16)

In \( \mathcal{F}_2 \), according to (4), we have that \( x_h = k_h e \). Hence, \( \left( \frac{1}{k_h} x_h - e \right) \frac{dx_h}{dt} = \dot{e} (x_h - k_h e) = 0 \). In \( \mathcal{F}_1 \), according to Lemma 2 we have that

\[ ex_h - k_h e^2 \leq 0, \]

where equality holds only if \( x_h = k_h e \). Therefore, following from (16), we have that

\[ \frac{1}{k_h} x_h - e \frac{dx_h}{dt} \leq 0, \]

and \( \left( \frac{1}{k_h} x_h - e \right) \frac{dx_h}{dt} = 0 \) only if \( x_h = k_h e \). We also have that

\[ \frac{1}{k_h} x_h - e \frac{dx_h}{dt} \leq 0 \]

because \( A^{-T} Y^{-1} + Y^{-1} A^{-1} \leq 0 \) and \( A^{-T} Y^{-1} + Y^{-1} A^{-1} \leq 0 \) according to (11). Therefore, \( W(x, x_h) \leq 0 \) and \( W(x, x_h) = 0 \) only if \( x_h = k_h e \) and \( \dot{x} (A^{-T} Y^{-1} + Y^{-1} A^{-1}) = 0 \). Using LaSalle’s invariance principle, \( W(x, x_h) \) stays at zero only if \( x_h = k_h e \) and \( \dot{x} (A^{-T} Y^{-1} + Y^{-1} A^{-1}) = 0 \). We only consider the case \( x \neq 0 \) in the following because if \( x = 0 \) then \( x_h = k_h e = k_h y = k_h Cx = 0 \). The condition \( x_h \equiv k_h e \) implies that

\[ u \equiv k_h y \equiv k_h Cx, \]

according to the setting of the interconnection \( u = x_h \) and \( e = y = Cx \). In this case, the state equation (10a) of the system \( G(s) \) becomes

\[ \dot{x} = Ax + Bu = Ax + Bk_h Cx = (A + k_h BC)x. \]

(17)

Using (11), we have that

\[ A + k_h BC = A - k_h A^T C = AY (Y^{-1} - C^T C), \]

(18)

which is nonsingular according to (14) and the non-singularity of the matrices \( A \) and \( Y \). Therefore, for any \( x \neq 0 \), we have that \( \dot{x} \neq 0 \) and similarly \( \ddot{x} \neq 0 \). That is, \( \dot{x} \) can never remain zero nor a constant vector. In this case, the condition \( \dot{x} (A^{-T} Y^{-1} + Y^{-1} A^{-1}) \dot{x} \leq 0 \) implies that \( \dot{x} \) must stay in the null space of the matrix \( A^{-T} Y^{-1} + Y^{-1} A^{-1} \). Now we prove that \( W(x, x_h) = 0 \) cannot hold forever. First we prove by contradiction that the HIGS \( \mathcal{H} \) cannot stay in the integrator mode. Suppose \( \mathcal{H} \) is in the integrator mode. Then we have that \( \dot{x}_h = \omega_h e \) according to (1). Since we also have that \( x_h \equiv k_h e \). Then

\[ \dot{x}_h = \omega_h e = k_h e. \]

(19)

Since \( x \) does not remain zero, then according to the observability of the system \( G(s) \), we have that \( e = y \) does not remain zero. Choosing \( \omega_h > 0 \), if (19) holds for a finite time interval \([t_a, t_b]\) where \( t_a < t_b \), then in this time interval,

\[ e(t) = e(t_a) \exp \left( \frac{\omega_h}{k_h} t \right). \]

(20)

This means that \( y = e \) diverges, which contradicts the fact that the closed-loop system in Fig. 2 is Lyapunov stable, as has been proved above by showing \( W(x, x_h) \leq 0 \). This means that if \( W(x, x_h) \equiv 0 \), then \( \mathcal{H} \) cannot stay in the integrator mode. Now we prove that we can always force \( \mathcal{H} \) to exist the gain mode by choosing suitable HIGS parameters. Suppose \( \mathcal{H} \) is in the gain mode, then according to (1), we have that

\[ \omega_h e^2 > k_h e \dot{e}. \]

(21)

This inequality cannot be satisfied over time via satisfying \( e \dot{e} < 0 \) because if so, then \( \dot{V}(x) \leq 0 \) and \( e \dot{e} < 0 \). This implies that the HIGS state \( x_h \) will converge to zero and so will \( x \) because \( x_h = k_h e, e = y \) and the system \( G(s) \) is observable. Therefore, the HIGS \( \mathcal{H} \) in the gain mode will eventually satisfy \( e \dot{e} > 0 \). Since the trajectories of \( e \) and \( \dot{e} \) in gain mode are independent of \( \omega_h \), then we can choose \( \omega_h \) to be sufficiently small in order to violate the condition \( \omega_h e^2 > k_h e \dot{e} \) in \( \mathcal{F}_2 \). Hence, \( \mathcal{H} \) will exist the gain mode and stay in the integrator mode for some finite time. This contradicts the fact that \( \mathcal{H} \) cannot stay in the integrator mode. Therefore, \( W(x, x_h) \equiv 0 \) will be violated and \( W(x, x_h) \) will decrease monotonically until it reaches zero.

IV. ILLUSTRATIVE EXAMPLE: A MEMS NANOPOSITIONER

In this section, we apply the HIGS controller to a MEMS nanopositioner as a linear NI system and demonstrate the applicability of the stability result.

As shown in Fig. 3(a), the 2-DOF MEMS nanopositioner features four electrostatic actuators and on-chip bulk piezoresistive sensors to move the central stage bidirectionally in X- and Y-axis and measure the displacement of the stage, respectively. This device was previously reported in [35], where it was employed as a scanning stage for high-speed atomic force microscopy [36]. Here, we consider the SISO control design problem for the X-axis of the nanopositioner.

Under ideal conditions, a 2-DOF MEMS nanopositioner with collocated actuators and sensors and lightly damped modes can be considered as an NI system [21]. However, due to the fabrication tolerances and signal conditioning circuit used to read the sensor output voltage, the nanopositioner violates the NI system property beyond a certain frequency where the phase exceeds -180 degrees. Fig. 3(b) shows the frequency response function (FRF) of the nanopositioner from actuation to the sensor output. The fundamental resonance frequency of the nanopositioner along X axis is at 3.725 kHz. We observe that the phase drops beyond 4.064 kHz and the system violates the NI property as frequency increases. However, the the frequency response rolls off at the rate of 40dB/decade, and the phase deviation is negligible up to 10kHz. Therefore, the frequency response of the system can be approximated by a second-order NI model. For sake of comparison, both the approximated NI model and the fitted non-NI model are depicted in Fig. 3(b).
Considering the fitted NI model as

\[ G(s) = \frac{5.493 \times 10^8}{s^2 + 541.6s + 5.465 \times 10^8}. \]

The NI property of the system can be verified according to Definition 1. The minimal state space realization of the plant is obtained as

\[
A = \begin{bmatrix}
-547.571 & -1.6676e4 \\
32768 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
128 \\
0
\end{bmatrix}, \\
C = \begin{bmatrix}
0 & 130.9727
\end{bmatrix}, \quad D = 0.
\]

Closed-loop stability of the MEMS nanopositioner in a positive feedback interconnection with the HIGS element can be investigated through Theorem 4.

According to Theorem 4 there exists a HIGS element of the form (1) with \( k_h < 0.9868 \) that guarantees the closed-loop stability when put in a positive feedback loop with the MEMS nanopositioner. Since \( \omega_h \) plays no role in the stability analysis, it can be tuned to achieve the desired performance in time and frequency domains. Accordingly, \( k_h = 0.4939 \) and \( \omega_h = 1.1705 \times 10^4 \text{rad/s} \) are opted for the HIGS. Frequency response of the nanopositioner in closed loop with the HIGS is depicted in Fig. 4. The closed-loop frequency response is obtained using the describing function of the HIGS and the frequency response data (FRD) model of the nanopositioner. We observe that a substantial damping of about 22 dB is achieved at the resonance.

We also simulated the positive feedback interconnection of the HIGS and the identified model of the nanopositioner as shown in Fig. 2. We captured the state trajectories of the plant in closed loop with zero input and an initial condition of \( x_0 = [0.003, 0.024]^T \). The evolution of state trajectories is depicted in Fig. 5. We observe that the states converge to zero which reveals the stability of the positive feedback interconnection of the MEMS nanopositioner and the selected HIGS element. We also applied a unity step as an input disturbance to the system and analyzed its behavior in closed loop with the HIGS. Fig. 6 demonstrates the step response of the MEMS nanopositioner in open loop and with the HIGS element in a positive feedback interconnection.
This paper investigates an application of the hybrid integrator-gain systems to the control of SISO linear NI systems. The NNI property of the HIGS is analyzed using the time-domain definition of NNI systems. The positive feedback interconnection of a HIGS and a linear NI system is also proved to be asymptotically stable. To illustrate the stability results, a HIGS element is designed and applied to the identified model of a MEMS nanopositioner with collocated force actuators and position sensor. Simulation results confirm the closed-loop stability and demonstrate the efficacy of the HIGS element as an NNI controller. Future work will focus on the NNI property of the cascade of HIGS elements and the stability for the interconnection of a linear NI system and the cascaded hybrid system. The control design problem with the HIGS in multiple-input multiple-output framework will be further examined.
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