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1. Introduction

The motor bearing fault diagnosis technology is a comprehensive technology containing a lot of new science and technology contents in the recent\cite{1}. The fundamental principle is to distinguish whether the motor is in faults or runs well according to the various messages generated by the equipment as mechanic and electric in the course of operation. So it can be realized the function that after the detection and analysis of its state parameters, the existing of abnormal is made sure of, the position and cause of fault is
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judged and the future state of motor is forecasted. All these take place in the situation that the motor is in load or without load[2].

Rolling bearing fault is one of the main faults of the motor. Statistics have shown that rolling bearing faults are about the 30%–40% of the total motor faults. The accurate diagnosis of rolling bearing faults can reduce or prevent the accidents[3]. The past bearing fault diagnosis methods such as genetic algorithm and artificial neural network are used to classify the faults effectively. But there are some deficiencies of them. When the scale of problem is large, the performance of genetic algorithm will become worse and time-consuming of the large amount of calculation; motor bearing fault diagnosis based on neural network may affect the results of judgment because it depends on the selection, excessive or inadequate training and slow convergence rate of neural network[4][5]. Therefore, a bearing fault diagnosis method based on Bayesian network is put up. Firstly, the effective parameters which are analyzed from the bearing fault are selected, these parameters are considered as input nodes of Bayesian networks. Secondly, the other nodes and their probability tables of net are set so that the Bayesian network would learn and infer. Finally, faults are determined by the probability of the output nodes of Bayesian network.

2. Selection and extraction of effective parameters of motor bearing faults

After measuring the vibration generated by the rolling bearing, the characteristics of vibration signals could be used to infer the state of rolling bearing. Then the symptom parameters are calculated from the vibration signal. Symptom parameters contain two kinds such as time-domain parameters and frequency-domain parameters. Faults can be judged in the light of symptom parameters with the knowledge of fault diagnosis. And parameters used by fault diagnosis can be divided into dimensional symptom parameters and non-dimensional symptom parameters.

Dimensional symptom parameter is a physical quantity with unit representing the signal amplitude of the average, the valid and the peak values of signals. Non-dimensional symptom parameter is a physical quantity without unit representing the signal size and shape of Skewness and Kurtosis used in statistics. Calculate the following dimensional symptom parameters and non-dimensional symptom parameters according to the measured time-domain signals \(x_i(i = 1 \sim N)\).

2.1. The proposition of distinguishing index (DI)

It is evaluated to identify arbitrary characteristics parameter \(p\) of the two states according to the size of \(DI\) in the follow formula.

\[
DI = \frac{|u_1 - u_2|}{\sqrt{\sigma_1^2 + \sigma_2^2}}
\]

(1)

Here, \(u_1, u_2\) represent the average value correspond to the state 1 and state 2 of every \(p\) and \(\sigma_1, \sigma_2\) represent the corresponding standard variance. The larger the size of \(DI\), the higher the sensitivity of \(p\) to distinguish state 1 and state 2.

2.2. Derivation of DI

The obtained values of symptom parameter \(p\) based on the state 1 and state 2 are \(x_1\) and \(x_2\), respectively. And they follows the normal distribution \(N(u_1, \sigma_1^2)\) and \(N(u_2, \sigma_2^2)\), respectively. Since that if \(|x_2 - x_1|\) becomes larger, the difference between state 1 and state 2 will be more evident. So that \(z = x_2 - x_1\)
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