LIMITATIONS ON THE GINZBURG CRITERION FOR DIRTY SUPERCONDUCTORS

A. Aharony\textsuperscript{a,b,∗}, O. Entin-Wohlman\textsuperscript{b,∗}, H. Bary-Soroker\textsuperscript{b}, and Y. Imry\textsuperscript{b,c}

\textsuperscript{a}Department of Physics, Ben Gurion University, Beer Sheva 84105, Israel
E-mail: aaharony@bgu.ac.il
\textsuperscript{b}Ilse Katz Center for Meso- and Nano-Scale Science and Technology, Ben Gurion University, Beer Sheva 84105, Israel
\textsuperscript{c}Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot 76100, Israel

Received 28 February 2012; accepted 7 June 2012

The contributions of superconducting fluctuations to the specific heat of dirty superconductors are calculated, including quantum and classical corrections to the ‘usual’ leading Gaussian divergence. These additional terms modify the Ginzburg criterion, which is based on equating these fluctuation-generated contributions to the mean-field discontinuity in the specific heat, and set limits on its applicability for materials with a low transition temperature.
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1. Introduction

The superconducting phase transition has been very well described by the Ginzburg-Landau (GL) theory\textsuperscript{1}, which is equivalent to the BCS theory\textsuperscript{2} for temperatures $T$ close to the transition temperature $T_c$. However, both theories use mean fields, and therefore miss the effects of critical fluctuations as $T$ approaches $T_c$. A phenomenological way to estimate the region of validity of these mean-field theories is to calculate a certain effect of the fluctuations, and to require that this effect be small compared to the corresponding mean-field prediction. The relative temperature range for which the mean-field theory breaks down, $t_G \equiv (T - T_c)/T_c$, is called the “Ginzburg region”\textsuperscript{3}.

Here we discuss dirty superconductors, which contain non-magnetic impurities. It is well known that such impurities reduce the superconducting coherence length, while leaving the transition temperature, as well as the density of states, largely unchanged\textsuperscript{2,4}. As a result, although the Ginzburg region is still rather small, it is significantly larger than for the pure superconductors. For $T > T_c$, the superconducting order parameter vanishes, and the GL contribution to the specific heat vanishes. This specific heat has a discontinuity $\Delta C$ at $T_c$. In contrast, the fluctuations in the order parameter generate non-zero contributions $C_{fl}$ to the specific heat even above $T_c$. One common way to estimate the Ginzburg region is then to require that outside of this regime one has $C_{fl} < \Delta C$\textsuperscript{5}. As $T$ approaches $T_c$, $C_{fl}$ diverges in $d < 4$ dimensions as $|t|^{(d-4)/2}$, where $t \equiv \ln(T/T_c) \approx (T - T_c)/T_c$. Keeping only this leading divergent term, one finds $|t_G| \sim (\Delta C/\Lambda^d)^{2/(d-4)}$, where $\Lambda$ is the momentum cutoff, which is the inverse of the relevant size of the fluctuations in space (to be discussed below).

The above result ignores corrections to the leading divergent term in $C_{fl}$. As we discuss below, such corrections arise both from quantum fluctuations and from corrections to the leading ‘static’ contribution. The aim of the present paper is to discuss the effects of these corrections, which become crucial as $\Delta C$ becomes small. In order to derive these corrections, it is important to obtain the full expression for the leading wave-vector and frequency dependent order-parameter correlation functions, and not just the ‘static’ Ornstein-Zernike (OZ)\textsuperscript{6} approximation $\chi(q) \sim 1/(q^2 + \xi^{-2})$ which is used in the ‘standard’ GL theory ($\xi$ is the coherence length). The derivation of this full expression is reviewed in Sec.\textsuperscript{2}. Section\textsuperscript{3} then presents the resulting contributions of the fluctuations to the specific heat, $C_{fl}$, including all the corrections, and Sec.\textsuperscript{4} discusses the consequences for the Ginzburg region. The results are summarized and discussed in Sec.\textsuperscript{5}.
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2. The partition function

We begin by reviewing the microscopic derivation of the free energy which determines the superconducting fluctuations. The Hamiltonian is

\[ \mathcal{H} = \int dr \mathcal{H}(r), \]

with

\[ \mathcal{H}(r) = \sum_{\sigma} \psi_{\sigma}^\dagger(r) \mathcal{H}_0(r) \psi_{\sigma}(r) - V(r) \psi_{\uparrow}^\dagger(r) \psi_{\downarrow}^\dagger(r) \psi_{\uparrow}(r) \psi_{\downarrow}(r), \]

where \( \psi_{\sigma}(r) \) creates an electron with spin \( \sigma \) at \( r \). The interaction \( V(r) \) depends on the spatial coordinate \( r \),

\[ V(r) = \lambda(r)/N(r), \]

where \( \lambda(r) \) is the effective local (dimensionless) electronic coupling, while \( N(r) \) is the local density of states per unit volume and unit energy. The single-particle part of the Hamiltonian \([2]\) reads

\[ \mathcal{H}_0 = -\nabla^2/(2m) + u(r) - \mu, \]

where \( \mu \) is the chemical potential and the disorder potential \( u(r) \) is modeled by point-like non-magnetic scatterers \([7]\).

The following calculation has been given, for quasi-one dimensional rings, in Refs. \([3, 4]\) and \([9]\). However, we repeat it here for the general \( d \)-dimensional case, in order to highlight the origin of the two Matsubara frequencies which generate the slow momentum and frequency variation of the quadratic coefficient in our effective GL theory. The quantum partition function \( Z \) is \([10]\)

\[ Z = \int D\{\psi(\mathbf{r}, \tau), \overline{\psi}(\mathbf{r}, \tau)\} \exp[-S], \]

where the action \( S \) is

\[ S = \int \beta d\mathbf{r} d\tau \left[ \sum_{\sigma} \overline{\psi}_{\sigma}(\mathbf{r}, \tau) \frac{\partial}{\partial \tau} \psi_{\sigma}(\mathbf{r}, \tau) + \mathcal{H}(\mathbf{r}, \tau) \right], \]

and \( \beta = 1/T \) (we use \( h = k_B = 1 \)). Here, the annihilation and creation field operators in the Hamiltonian \([2]\) are replaced by the Grassmann variables \( \psi(\mathbf{r}, \tau) \) and \( \overline{\psi}(\mathbf{r}, \tau) \), respectively.

Applying the Hubbard-Stratonovich transformation to Eq. \([5]\), and integrating the fermionic part of the action, the partition function is cast into the form \([10]\)

\[ Z = \int D\{\Delta(\mathbf{r}, \tau), \Delta^*(\mathbf{r}, \tau)\} \exp[-S], \]

with the action

\[ S = \int \beta d\mathbf{r} \int_0^\beta d\tau \frac{[\Delta(\mathbf{r}, \tau)]^2}{V(r)} - \text{Tr}\left\{ \ln(\beta G^{-1}) \right\}, \]

where \( G^{-1} \) is the inverse \((2 \times 2)\) matrix Green function at equal positions and imaginary times,

\[ G^{-1} = \begin{bmatrix} G_p^{-1} & \Delta \\ \Delta^* & G_h^{-1} \end{bmatrix}, \]

with

\[ G_p^{-1} = -\partial_\tau - \mathcal{H}_0 \]

being the particle inverse Green function, and

\[ G_h^{-1} = -\partial_\tau + \mathcal{H}_0 \]

being the inverse Green function of the holes.

The integration over the bosonic fields in Eq. \([7]\) is carried out using a stationary-phase analysis \([10]\) of the action \( S \). At temperatures above the transition temperature, this amounts to expanding the second term on the right-hand side of Eq. \([8]\) to second order in \( \Delta \) (the first-order contribution to the expansion being zero)

\[ \text{Tr}\{\ln(\beta G^{-1})\} |_{\text{2nd}} = \text{Tr}\left\{ \ln(\beta \begin{bmatrix} G_p^{-1} & 0 \\ 0 & G_h^{-1} \end{bmatrix}) \right\} \]

\[ + \int \frac{d\mathbf{r} d\mathbf{r}' \mathbf{r}' d\tau d\tau'}{\Omega^2} \Pi(\mathbf{r}, \mathbf{r}', \tau - \tau') \Delta(\mathbf{r}', \tau') \Delta^*(\mathbf{r}, \tau), \]

where \( \Omega \) denotes the volume of the system. The first term on the right-hand side of Eq. \([12]\) gives the partition function of noninteracting electrons; the second one represents the contribution of the superconducting fluctuations to that function. Its calculation requires the correlation

\[ \Pi(\mathbf{r}, \mathbf{r}', \tau - \tau') \equiv -\langle G_p(\mathbf{r}, \mathbf{r}', \tau - \tau') G_h(\mathbf{r}', \mathbf{r}, \tau - \tau) \rangle, \]

where \( \langle \ldots \rangle \) indicates averaging over the impurity configurations (see Ref. \([7]\) for details). For the general case, when the material contains several different regions (as e.g. in a double layer \([9]\)), this average depends separately on \( \mathbf{r} \) and on \( \mathbf{r}' \), and the calculation...
becomes difficult. However, for the purposes of the present discussion, it suffices to consider the simplest case, in which the material is homogeneous, and therefore the attractive interaction $V(r) \equiv V$ as well as the density of states $N$ are constant in space. Averaging over the impurities restores homogeneity even in the dirty case, and the spatial dependence of $\Pi$ becomes a function of $r - r'$. Hence,

$$\text{Tr}\{\ln(\beta G^{-1})\}_{2nd} = \sum_{\nu} \sum_{\mathbf{q}} \Pi(\mathbf{q}, \nu) |\Delta(\mathbf{q}, \nu)|^2,$$

(14)

where

$$\Pi(\mathbf{q}, \nu) = \sum_{\mathbf{p}_1, \mathbf{p}_2} \sum_{\omega} \langle G(\mathbf{p}_1 + \mathbf{q}, \mathbf{p}_2 + \mathbf{q}, \omega + \nu) \rangle \times G(-\mathbf{p}_1, -\mathbf{p}_2, -\omega ),$$

(15)

and both Green functions are the particle ones [8], i.e., $G = G_p$. We use the notations $\omega \equiv \omega_m = \pi T(2n + 1)$ for the fermionic Matsubara frequencies, and $\nu \equiv \nu_m = 2\pi Tm$ for the bosonic ones ($n$ and $m$ are integers). Since the phonon-mediated electron-electron attractive interaction is limited to energies within the Debye frequency $\omega_D$ from the Fermi energy, both $|\omega|$ and $|\omega + \nu|$ are bounded by $\omega_D$.

Inserting these results into the expression for the action [see Eq. (14)], the Gaussian fluctuation-induced partition function, $Z_{\Pi,2}$, takes the form

$$Z_{\Pi,2} = \int D\{\Delta(\mathbf{q}, \nu), \Delta^*(\mathbf{q}, \nu)\} e^{-S_2},$$

(16)

with

$$S_2 = \sum_{\mathbf{q}} \sum_{\nu} \Delta^*(\mathbf{q}, \nu) \left( \frac{\beta \Omega}{V} - \Pi(\mathbf{q}, \nu) \right) \Delta(\mathbf{q}, \nu).$$

(17)

The function $\Pi(\mathbf{q}, \nu)$, Eq. (15), is calculated by extending the method employed in Refs. [11 and 12] to include the dependence on $\nu$ and on the wave-vector $\mathbf{q}$. The calculation is valid in the **diffusive limit**, in which $(D/2\pi T)^{1/2}$ is much larger than the mean-free path $l = v_F \tau$ of the relevant metal, where $D = l^2/(d\tau)$ is the diffusion coefficient, $v_F$ is the Fermi velocity and $\tau$ is the mean free time associated with the scattering from the non-magnetic impurities. This is equivalent to the requirement that $2\pi T \tau \ll 1$. Alternatively, we require that $\tau$ be the shortest time in the problem, or that all the energies (including $\omega_D$ and $T$) be smaller than $\hbar/\tau$.

Following the derivation given in Ref. [11], we present the response function $\Pi$ in the form

$$\Pi(\mathbf{q}, \nu) = \sum_{\omega} K(\mathbf{q}, \nu, \omega).$$

(18)

The function $K(\mathbf{q}, \nu, \omega)$ obeys a diffusion equation (with the diffusion constant $D$) due to the scattering by the non-magnetic impurities. It also obeys a Dyson equation, which yields

$$K(\mathbf{q}, \nu, \omega) = \frac{2\pi N\Theta[|\omega + \nu|]}{|2\omega + \nu| + Dq^2},$$

(19)

where $N \equiv \Omega N(0)$ is the density of states per unit energy at the Fermi energy. The appearance of two frequencies in the denominator of Eq. (19) is crucial for the discussion below. These two frequencies result from the appearance of the two Green functions in Eq. (15). Finally, we find

$$S_2 = \beta N \sum_{\mathbf{q}} \sum_{\nu} a |\Delta(\mathbf{q}, \nu)|^2,$$

(20)

where

$$a(\mathbf{q}, \nu, T) = \frac{1}{\lambda} - \frac{1}{\beta N} \Pi(\mathbf{q}, \nu, T).$$

(21)

Since the Debye frequency $\omega_D$ serves as a cutoff on the fermionic Matsubara frequencies $\omega = \pi T(2n + 1)$ in Eq. (19), one finds

$$\frac{1}{\beta N} \Pi(\mathbf{q}, \nu, T) = -\Psi \left( \frac{1}{2} + \frac{\nu}{4\pi T} \right)$$

$$+ \Psi \left( \frac{1}{2} + \frac{\nu}{4\pi T} \right) + 1,$$

(22)

where $\Psi$ is the digamma function.

Equation (20) represents the first term in an effective GL-like expansion of the free energy density in powers of the order parameters $\Delta(\mathbf{q}, \nu)$. The original GL theory [11] was phenomenological, and the coefficient $a$ was written as $a = a'(T - T_c) + c|q|^2$, which is equivalent to the Ornstein-Zernike approximation [6]. This ignored the quantum fluctuations, and was presumed valid very close to $T_c$ and for long wave-lengths.

An expansion which includes quantum fluctuations had $a(\mathbf{q}, \nu, T) = a'(T - T_c) + c|q|^2 + e|\nu|m'/|q|m' [13]$. Such forms (with $m = 1$ and $m' = 0$) can also be obtained from the microscopic expression (21), if one expands that expression to the lowest order in $(T - T_c)$, in $|q|^2$ and in $\nu$. However, it is clear that an expansion of $\Psi$ in $\nu = 2\pi Tm$ is not justified for any $m \neq 0$, and that an expansion in powers of $q$ may also be allowed.
only in a limited range of momenta. Much of the literature restricts itself to the ‘static’ limit, i.e. \( \nu = 0 \), and to the expansion of \( a \) up to order \( q^2 \) [5]. Our purpose here is to investigate the full expression (21), and find deviations from the simpler GL theory.

Within such an effective Ginzburg-Landau theory, the phase transition occurs when the coefficient \( a(q, \nu, T) \) first vanishes as the temperature \( T \) is lowered. Using Eq. (22), this happens for the fluctuation-free “classical”, Landau or mean-field limit, \( q = \nu = 0 \). For \( \omega_D \gg T \), we use the asymptotic limit \( \Psi(z) \sim \ln z \) for large \( z \) and find the transition temperature

\[
T_c = \frac{2\gamma_F}{\pi} \omega_D e^{-1/\lambda}, \tag{23}
\]

where \( \gamma_F = e^{-\Psi(1/2)/4} \) is the Euler constant. This result is consistent with the usual BCS one.

For \( \omega_D \gg T \) (i.e. for small \( \lambda \)), we replace \( 1/\lambda \) in Eq. (21) by Eq. (23). For \( T \) close to \( T_c \), we also denote \( t \equiv \ln(T/T_c) \), and replace \( T \) by \( T_c \) in the denominator of \( Dq^2/(4\pi T) \). Substituting also \( \nu = 2\pi Tm \) we find [5]

\[
a(q, \nu, T) = t + \Psi \left[ \frac{1 + |m|}{2} + \frac{D}{4\pi Tc} q^2 \right] - \Psi \left[ \frac{1}{2} \right]. \tag{24}
\]

This is the expression we shall use in the following calculations. In some expressions below we change notation, \( a(q, \nu, T) \rightarrow a(q, m, T) \).

In the “pure” Landau theory, one keeps only the “classical” term, with \( \Delta_0 \equiv \Delta(q = 0, \nu = 0) \), and one adds the quartic term in the free energy density, of order \( |\Delta_0|^4 \), so that the Landau free energy density has the form

\[
\mathcal{F}_L = -\frac{T}{\Omega} T \ln \mathcal{Z}^0 = TS \approx \mathcal{N}(a_0|\Delta_0|^2 + \frac{1}{2} b|\Delta_0|^4), \tag{25}
\]

where \( \mathcal{Z}^0 \) contains only \( \Delta_0 \) and (for large \( \omega_D \)) \( a_0 = a(0, 0, T) = \lambda^{-1} - \Pi(0, 0, T)/(3\mathcal{N}) \approx t \). Microscopic calculations yield \( b = 7\zeta(3)/(8\pi^2 T^2) \approx b_0/T^2 \), with \( b_0 \approx 0.1 \) [5][14].

For metals, we write the electron energy as \( E = \frac{p^2}{2m} \), and therefore the density of states (per unit volume and unit energy) at the Fermi level is given by 
\( \mathcal{N}(0) = S_d p_F^d/\sqrt{2}\pi E_F \), \( E_F \) and \( p_F \) are the Fermi energy and momentum, \( S_d = A_d/(2\pi^2) \), and \( A_d = 2\pi^d/\Gamma(d/2) \) is the area of the unit sphere in \( d \) dimensions (\( \Gamma \) is the gamma function). Minimizing \( \mathcal{F}_L \) with respect to \( \Delta_0 \), one finds a non-zero \( \Delta_0 \) below \( T_c \) and a jump in the specific heat (per unit volume), from zero to

\[
\Delta C^{(d)} = \mathcal{N}(0)/[bT_c] \approx 10\mathcal{N}(0)T_c = 5S_d p_F^d T_c/E_F. \tag{26}
\]

However, the fluctuations at non-zero wave-vectors and frequencies give important contributions to the specific heat even above \( T_c \), as we discuss next.

3. Specific heat due to fluctuations

Substituting Eq. (20) into Eq. (16) yields a Gaussian integral, with the result

\[
\mathcal{Z}_{\Pi,2} \sim \prod_q \prod_\nu \frac{1}{a(q, \nu, T)}, \tag{27}
\]

where unimportant multiplicative factors have been omitted.

This partition function allows the calculation of the contribution of the fluctuations to various measurable quantities. For example, the contribution to the specific heat (per unit volume) is given in \( d \) dimensions by

\[
C^{(d)} = \frac{\beta^2}{\Omega} \frac{\partial^2 \ln \mathcal{Z}_{\Pi,2}}{\partial \beta^2} = -\frac{\beta^2}{\Omega} \sum_q \sum_\nu \frac{\partial^2 \ln a(q, \nu, T)}{\partial \beta^2}. \tag{28}
\]

Using Eq. (24), with \( t = \ln(T/T_c) \), we find

\[
C^{(d)} = \frac{1}{\Omega} \sum_m \sum_q \left[ \frac{1}{a^2} - \frac{1}{a} \right] = \sum_m S_d \Lambda^d C^{(d)}_m. \tag{29}
\]

Here,

\[
C^{(d)}_m = \Lambda^{-d} \int_0^\Lambda q^{d-1} dq \left[ \frac{1}{a(q, m, t)^2} - \frac{1}{a(q, m, t)} \right], \tag{30}
\]

where \( \Lambda \) is the wave-length cutoff.

In contrast to the ‘standard’ GL theory, the function \( a \) in Eq. (24) grows only logarithmically at large \( |m| \) and \( |q| \). Therefore, both terms in Eq. (30) diverge unless we impose upper cutoffs on the frequencies and on the momenta. As we discuss below, some physical results may be affected by the resulting cutoff dependence. Equation (30) already contains the cutoff \( |q| < \Lambda \). In the diffusive dirty limit, one certainly requires that \( |q| < \nu \), hence \( \Lambda \lesssim 1/\nu \). As discussed in connection with Eq. (15), we require \( |\nu| < \omega_D < 1/\tau \), and therefore \( |m| < M = \omega_D/(2\pi T_c) \). Since we work in a regime where \( T_c \ll \omega_D \) (i.e. small \( \lambda \), see Eq. (23)), \( M \) is rather large. Indeed, Ref. [5] proposes using \( \Lambda = 1/\tau \) and \( M = \omega_D/(2\pi T_c) \) (but then abandons the.
quantum fluctuations altogether). However, since the phonon-mediated attraction arises only for momenta within \( \omega_D/v_F \) from the Fermi momentum, and since \( l = v_F \tau \) and \( \omega_D \ll 1/\tau \), one might argue that we should use \( \Lambda = \min\{1/l, \omega_D/v_F\} \). It should be noted that in principle one has to include also fluctuations with larger wave-lengths, up to the Fermi momentum \( p_F \). It has been known for a long time that the short-range correlations determine the critical behavior of the internal energy \( C \). In the range \( \Lambda < 1/l < q < p_F \), i.e. on distances shorter than the mean free path, the superconducting fluctuations are those of a clean superconductor. Decreasing \( l \) then yields the crossover from the clean to the dirty behavior. We are not aware of such a full calculation, and it certainly goes beyond the scope of the present paper. It is also not clear yet how to deal with the fluctuations in the intermediate range \( \Lambda = \omega_D/v_F < q < 1/l \). As we show below, our main result is not very sensitive to the choice of \( \Lambda \). In any case, our calculation gives a better description of the ‘extremely’ dirty superconductor, when \( \Lambda < 1/l \) or approach \( p_F \).

It is now convenient to switch to dimensionless quantities: \( Q = q/\Lambda, \delta = \Delta l \) and

\[
\gamma = \frac{DA^2}{(4\pi T_c)} = \frac{\delta^2}{(4\pi dT_c)}
\]

\[
= M\omega_D \tau / (2d) = M(\omega_D/E_F)p_F l / (4d) .
\]

In total, the problem is described by three dimensionless numbers, namely \( \delta, \gamma \) and \( M \), which depend on \( \omega_D/T_c, \omega_D/E_F \) and \( p_F l \). With these, we write

\[
a(Q,m,t) \approx t + \Psi \left[ \frac{1 + |m|}{2} + \gamma Q^2 \right] - \Psi \left[ \frac{1}{2} \right]
\]

and

\[
C_m^{(d)} = \int_0^1 Q^{d-1} dQ \left[ \frac{1}{a(Q,m,t)^2} - \frac{1}{a(Q,m,t)} \right].
\]

Note that \( C_m^{(d)} \) depends only on \( t \) and on \( \gamma \).

With upper cutoffs, all the integrals over \( Q \) in Eq. \( (33) \) remain finite, except for the ‘static’ terms with \( m = 0 \). We therefore start with a detailed discussion of the ‘static’ term, \( C_0^{(d)} \). The function \( a(Q,0,t) \) is smallest for small \( |t| \) and \( |Q| \). Defining \( Q_1^2 = 0.001/\gamma \) (the prefactor 0.001 is arbitrary, chosen so that \( \gamma Q^2 \ll 1 \)), we now divide the integration over \( Q \) into two regimes. In the first, for \( 0 < |Q| < Q_1 \), we use the GL-like expansion

\[
a(Q,0,t) \approx t + cQ^2 ,
\]

where

\[
c = \Psi'[1/2] \gamma \equiv \pi^2 \gamma / 2 , \quad (35)
\]

\( \Psi'(z) \) being the derivative of \( \Psi(z) \). Within this approximation, \( \xi = \sqrt{\epsilon^2/\Lambda} = \sqrt{\pi\xi_0/(\delta d)} \) is the correlation length associated with the fluctuations of the Gaussian ‘static’ dirty mode. Here, \( \xi_0 = v_F/T_c \) is the \((T = 0)\) coherence length of the pure superconductor, and we assume \( \xi_0 > l \).

We next write \( C_0^{(d)} = C_0^{(d)} - c \), with \( C_0^{(d)} = C_0^{(d)} - C_0^{(d)} + C_0^{(d)} \). Here and below, the subscript \( c \) stands for ‘correction’. The first term in \( C_0^{(d)} \),

\[
C_0^{(d)} = \int_0^\infty \frac{Q^{d-1} dQ}{(t + cQ^2)^2} = A^d(\delta t - 4)/2 , \quad (36)
\]

represents the leading singular contribution. Here, \( A = I_d/d^2 \) and

\[
I_d = \int_0^\infty x^{d-1} dx / (1 + x^2)^2 = (2 - d)\pi \csc(\pi / 2) / 4
\]

is equal to 0.5 at \( d = 2 \) and to \( \pi / 4 \) for \( d = 1, 3 \). The correction terms include

\[
C_0^{(d)} = \int_{Q_{1}}^{\infty} \frac{Q^{d-1} dQ}{(t + cQ^2)^2} = \frac{Q_{1}^{d-4}}{4 - d} c^2 + \mathcal{O}(t) , \quad (38)
\]

\[
C_0^{(d)} = \int_{Q_{1}}^{\infty} \frac{Q^{d-1} dQ}{a(Q,0,t)^2} = \int_{Q_{1}}^{\infty} \frac{Q^{d-1} dQ}{a(Q,0,0)^2} + \mathcal{O}(t) , \quad (39)
\]

and

\[
C_0^{(d)} = C_0^{(d)} + \int_{Q_{1}}^{\infty} \frac{Q^{d-1} dQ}{a(Q,0,0)^2} + \mathcal{O}(t) , \quad (40)
\]

where \( C_0^{(d)} = \int_{Q_{1}}^{\infty} Q^{d-1} dQ / (t + cQ^2) \). For \( d = 3 \), all the integrals in \( C_0^{(d)} \) converge even at \( t = 0 \). For \( d \leq 2 \), \( C_0^{(d)} \) diverges at \( t = 0 \): \( C_0^{(2)} = \ln[cQ_{1}^2 / t] / 2c \) and \( C_0^{(1)} = \pi / [2(\delta t)^{1/2}] - 1 / (cQ_{1}) \). This term adds a negative singular correction to \( C_0^{(d)} \), causing an increase in \( C_0^{(d)} \) at small \( |t| \). For reasons explained below, we calculate this term for \( t = t_{G} = t_{G,stat}/2^{2/(4 - d)} \) [see Eqs. \( (14) \) and \( (46) \) below]. This value of \( t \) is at the border of the Ginzburg region, where we need to evaluate \( C_0^{(d)} \). For the range of parameters used below,
$C_{0.3}^{(2)}$ turns out to be negligible compared to the total correction term. Both $C_{0,0}^{(2)}$ and $C_{0,0}^{(0)}$ decrease fast from large positive values as $\gamma$ increases towards 0.5, and then decrease much more slowly as $\gamma$ increases above 0.5. For fixed $\omega_D/E_F$ and $p_F l$, $\gamma$ is proportional to $M \sim \omega_D/T_c$ [see Eq. (51)], so that it increases as $T_c$ decreases.

We now turn to the quantum terms, $C_m(\gamma)$ with $m \neq 0$. All these terms have finite non-zero values at $t = 0$. Furthermore, since $\Psi[(1 + |m|)/2] - \Psi[1/2] > 1$ for all $m \neq 0$, the integrand in $C_m$ is always negative, hence $C_m^{(d)} < 0$. At $\gamma = 0$, one has $C_m^{(d)} = 1/\Psi[(1 + |m|)/2] - \Psi[1/2] = \Psi[(1 + |m|)/2] - \Psi[1/2]|^2/d$, which stays between 0.2/d and 0.25/d for $1 \leq m \leq 10$ and then decreases very slowly as $m$ increases. As $\gamma$ increases, $C_m^{(d)}$ decreases slowly. In any case, the sum over $m$ grows as the cutoff $M$ grows (i.e. as $T_c$ decreases), and adds to the correction term in the specific heat,

$$C_c^{(d)} = C_{0,0}^{(d)} - 2 \sum_{m=1}^{M} C_m^{(d)}. \tag{41}$$

At small $T_c$, $M$ is large and (unlike $C_{0,0}^{(d)}$) the total correction term $C_c^{(d)}$ increases with decreasing $T_c$, see Fig. 1.

Writing

$$C_{fl}^{(d)} \approx S_d \Lambda^d \left[ A t^{(d-4)/2} - C_c^{(d)} \right], \tag{42}$$

see Eq. (36), the correction $C_{fl}^{(d)}$ becomes important as one moves away from $T_c$ and $t$ increases. Equation (42) shows that the calculated $C_{fl}^{(d)}$ becomes negative when $t < t_0$, where

$$t_0 \equiv \left( \frac{A}{C_c^{(d)}} \right)^{2/(4-d)} = \left[ \frac{I_d}{C_c^{(d)}} \left( \frac{8d}{\pi} \frac{T_c}{\omega_D} \frac{1}{(\omega_D^2)} \right)^{d/2} \right]^{2/(4-d)} = \left[ \frac{I_d}{C_c^{(d)}} \left( \frac{8d}{\pi} \frac{T_c}{\omega_D} \frac{2E_F}{\omega_D} \frac{1}{(p_F l)} \right)^{d/2} \right]^{2/(4-d)}. \tag{43}$$

This threshold decreases rather fast as $T_c$ decreases. For $d \leq 2$, $C_c^{(d)}$ contains the $t-$dependent term $C_{0,0}^{(d)}$, and one has to solve for $t_0$ iteratively. Since the specific heat should always remain positive, we conclude that the Gaussian approximation becomes questionable at $t < t_0$. In that regime one should add higher order terms to the free energy. As we see below, one never

![Fig. 1. The correction term $C_c^{(d)}$ in the Gaussian specific heat (thick line) and the discontinuity in the Landau specific heat $\Delta C_c^{(d)}/(S_d \Lambda^d)$ (thin line) at $d = 3$ (top) and at $d = 2$ (bottom), for $\omega_D = 400$ K, $E_F = 10^5$ K and $p_F l = 10$. For $C_c^{(2)}$ we used $t = t_G \equiv A/(\pi p_F l) = 0.012$.]

4. The Ginzburg region

The fluctuations become dominant when their contribution to the specific heat $C_{fl}^{(d)}(t)$ becomes comparable to or larger than the mean-field discontinuity $\Delta C_c^{(d)}$ [5]. Comparing Eq. (42) with $\Delta C_c^{(d)}$ gives the so-called Ginzburg criterion,

$$t_G = \left( \frac{\Delta C_c^{(d)}/(S_d \Lambda^d) + C_c^{(d)} \Lambda^d}{A} \right)^{-2/(4-d)}. \tag{44}$$

Since we find that $C_c^{(d)}$ is mostly positive, it causes a decrease in $t_G$, which becomes more and more significant as the fluctuations increase. In this regime, quantum fluctuations may reduce the Ginzburg regime!

Using Eq. (26), together with $\Lambda = \omega_D/v_F$, we find

$$\frac{\Delta C_c^{(d)}}{S_d \Lambda^d} = 5 \left( \frac{2E_F}{\omega_D} \right) \frac{d T_c}{E_F}, \tag{45}$$
which is linear in $T_c$, with a large slope. We now consider the dependence of $t_G$ on the transition temperature $T_c$. Figure 1 shows the dependence of both terms in the denominator of Eq. (44), $C_c^{(d)}$ and $\Delta C^{(d)}/(S_d \Delta^d)$, on $T_c$. At high $T_c$, the correction term is small, and one may neglect is and obtain the ‘usual’ ‘static’ Ginzburg criterion $t_{G, \text{static}}$, see below. However, at low $T_c$ the correction term becomes large, and it cannot be ignored. The two curves in Fig. 1 intercept at crossover temperature $T_x$. Although both $\omega_D$ and $E_F$ are much larger than $T_c$, usually $\omega_D$ is much smaller than $E_F$, and therefore the slope $5(2E_F/\omega_D)^d$ in Eq. (45) becomes quite large at $d = 3$, yielding a relatively small $T_x$. For example, if we use $E_F = 10^5$ K, $\omega_D = 400$ K and $p_F l = 10$, the resulting value for the crossover temperature is $T_x \approx 0.024$ K (see Fig. 1). However, the crossover temperature $T_x$ becomes significantly larger at lower dimensions: At $d = 2$ we find $T_x \approx 1$ K.

Since the cutoff on the momenta enters only via the dimensionless parameter $\gamma$, and since $C_c^{(d)}$ varies slowly with $\gamma$ at large $\gamma$, it turns out that the results for $T_x$ are not very sensitive to the value of the cutoff $\Lambda$. This is true for all $p_F l > 1$ in $d = 3$, and for $p_F l > 2$ at $d = 2$. Therefore, the questions raised above, before Eq. (31), may not be too severe. For $d = 1$ the equations yield $T_x \approx 3$ K, but they also yield $t_{G, \text{static}} \approx 200$, which is certainly beyond the range of the approximations used above. However, the latter value is consistent with Ref. [8], which found very large effects of the quantum fluctuations in one dimension.

For $T_c \gg T_x$ we can neglect the second term in the square brackets in Eq. (44), and reproduce the ‘usual’ static Ginzburg criterion,

$$ t_{G, \text{static}} = \left[ \frac{S_d I_d \Delta^d}{c^d/2 \Delta C^{(d)}} \right]^{2/(4-d)} $$

$$ = \left[ \frac{I_d}{5} \left( \frac{4d}{\pi} \right)^{d/2} \left( \frac{T_c}{E_F} \right)^{(d-2)/2} \frac{1}{(p_F l)^{d/2}} \right]^{2/(4-d)}, \quad (46) $$

as found in many earlier papers [5][15]. Interestingly, $t_{G, \text{static}}$ increases with $T_c$ at $d = 3$, does not depend on $T_c$ at $d = 2$ and decreases with $T_c$ at $d = 1$. Indeed, this approximate expression has been adopted in most of the literature [5]. However, as $T_c$ approaches $T_x$ the square brackets in Eq. (44) increase, and $t_G$ decreases relative to Eq. (46). At $T_c = T_x$ we have $t_G = t_{G, \text{static}}/2^{2/(4-d)}$, as used in the plot of $C_c^{(d)}$ in Fig. 1. Eventually, Eq. (46) is no longer valid for $T_c < T_x$.

For $T_c < T_x$, the square brackets in Eq. (44) are dominated by $C_c^{(d)}$. This means that the difference between the two terms on the right hand side of Eq. (42), which is of order $\Delta C^{(d)}$, is very small. As a result, the solution $t_G$ to the equation $C_c^{(d)} = \Delta C^{(d)}$ becomes very close to $t_0$, where the approach must be abandoned. Since we still have $t_G \gtrsim T_x$, and we must stay above $t_G$, we never encounter the regime $t < t_0$. However, for $T_c < T_x$ the higher order terms in $C_c^{(d)}$ may be important even above the calculated $t_G$.

The ‘static’ $t_{G, \text{static}}$ and corrected (lower) $t_G$ Ginzburg criteria are plotted in Fig. 2. Unfortunately, for the parameters used above the value of $t_G$ at the crossover point $T_x$ for $d = 3$ becomes of order $10^{-10}$, which is not realistic experimentally. In contrast, at $d = 2$ we find $t_G \approx 0.012$, which is quite reasonable. These numbers are proportional to $1/(p_F l)^{d/(4-d)}$, so they increase with increasing disorder.
5. Summary and discussion

Our main result concerns the crossover temperature $T_x$, at which the (classical and quantum) corrections to the leading divergent Gaussian specific heat become equal to the Landau mean-field discontinuity in the specific heat. When the superconducting transition temperature $T_c$ is larger than $T_x$, the Gaussian fluctuations (and especially the quantum ones) cause a (surprising) decrease in the Ginzburg region, by a factor which can be as large as $2^{d/(4-d)}$ [see Eq. (44)]. However, when $T_c$ is smaller than $T_x$, the Landau mean-field discontinuity becomes smaller than the contribution from the fluctuations, so that the Ginzburg criterion implies an almost vanishing Gaussian specific heat. Therefore, one should no longer use the specific heat to deduce the Ginzburg criterion.

In three dimensions we estimate $T_x \approx 0.025$ K, which is rather low. However, $T_x$ increases at lower dimensions, which casts doubts on the use of the ‘standard’ Ginzburg criterion for low transition temperature superconductors in those dimensions.

It should be noted that we derived the Ginzburg criterion above $T_c$, based on the specific heat. Other derivations of the Ginzburg criterion are mainly below $T_c$, e.g. comparing the fluctuations in the order parameter to its average value [15], or comparing the ordering free energy in a coherence volume to $k_B T$ [17]. In Ref. [9] we compared the persistent current due to the Gaussian fluctuations to that generated by the quartic term in the GL free energy. All of these criteria give the same scaling with the basic physical parameters of the problem, but yield different prefactors. Future work should consider the effects of quantum fluctuations on these other criteria.

It should also be noted that similar correction terms arise in all phase transitions (even without the quantum fluctuations). We hope that our paper will stimulate more discussion of such corrections in other cases.
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