There is great interest in using SrTiO$_3$ (STO) as a wide-band-gap semiconductor in novel electronic devices. Owing to recent progress in the epitaxial growth of STO [1], $n$-doped films have been achieved with a carrier mobility as high as 53 000 cm$^2$ V$^{-1}$ s$^{-1}$ at $T = 2$ K [2]. However, room-temperature mobilities are orders of magnitude smaller, around a few cm$^2$ V$^{-1}$ s$^{-1}$, potentially forming a significant limitation in electronic device applications [1] and lending urgency to the investigation of the key material parameters that affect electron transport. Electron mobility and other transport properties depend crucially on the conduction-band structure of STO, which has already been investigated in a number of studies [3–5]. Still, a clear understanding of the transport properties of STO has not yet been established.

Transport properties, conduction mechanisms, and the dependence of mobility on temperature and electron density of STO have been investigated both in single crystal [6] and epitaxially grown samples [7]. Recent experiments based on the measurement of Shubnikov–de Haas oscillations [3,4] in STO thin films yielded effective band masses that are significantly larger than those obtained from band-structure calculations [8]. The mass enhancement was attributed to the strong electron-phonon coupling in STO [3,4]. The effect of electron-phonon interactions has also been discussed in relation to electron mobility. Typically, the rapid decrease of the electron mobility with increasing temperature has been associated with scattering of conduction electrons by polar optical phonon modes [9,10]. The consequences of electron-phonon scattering on the effective mass of electrons in the conduction bands have been studied by analyzing the spectral weight of the experimental optical conductivity [11] and within the context of large-polaron models [12]. More recently, the effect of electron-phonon scattering over a wide temperature range has been investigated for thin films [7]. An analysis based on phenomenological models is consistent with longitudinal optical (LO) phonon scattering determining the room-temperature mobility, while at lower temperatures (between 2 and 200 K), transverse optical (TO) modes were also found to be important.

Here we investigate the vibrational and electronic spectra of STO, as well as their coupling. We find that polar optical mode scattering leads to low mobilities at room temperature. Our analysis provide insights into the mechanisms that could potentially be used to tune the scattering, for instance, by nanostructuring, using epitaxial strain (which was already discussed in the context of effective masses [8]), or by replacing Ti with a heavier transition metal to increase spin-orbit splittings, leading to the possible enhancement of mobility.

Very few first-principles calculations of mobilities including electron-phonon interactions have appeared in the literature, for other materials [13–15]. Obtaining converged scattering rates and transport integrals has been very challenging. Our present work is based on accurate interpolation schemes and was enabled by the use of an analytical model for electron-phonon coupling, which we explicitly justify. These developments allow us to obtain converged results at a reasonable computational cost.

Our calculations are performed with the plane-wave self-consistent field (PWSCF) code of the QUANTUM ESPRESSO package [16], using ultrasoft pseudopotentials [17]. We use the local density approximation (LDA) with the Perdew-Zunger parametrization [18]; we will verify that the use of the LDA provides adequate accuracy for the quantities of interest in this work. Plane-wave basis sets are used to expand wave functions and charge densities, with kinetic energy cutoffs of 50 and 600 Ry, respectively. The phonon spectrum is calculated using density functional perturbation theory (DFPT) as implemented in QUANTUM ESPRESSO [19]. Brillouin-zone (BZ) integrations are performed on an $8 \times 8 \times 8$ special $k$-point grid [20] for self-consistent field calculations. The phonon spectrum is calculated on a $4 \times 4 \times 4$ special point grid, and interpolated along lines connecting special points within the BZ. The splitting of longitudinal and transverse optical modes at $\Gamma$ has been taken into account with the method of Born and Huang [21]. The Fermi integral for the calculation of the conductivity tensor is performed by the BOLTZTRAP code [22].

We consider the cubic phase of SrTiO$_3$, which is the stable phase at room temperature. The optimized lattice parameter is $a_0 = 3.86$ Å, about 1% smaller than experiment [23], as expected from the LDA functional. The LDA band structure is shown in Fig. 1. The valence bands are derived from O $p$ orbitals, while the lowest three conduction bands are derived from the Ti 3$d$ $t_{2g}$ orbitals ($d_{x^2}$, $d_{yz}$, and $d_{zx}$). Due to the localized nature of these Ti 3$d$ orbitals, the conduction bands have low dispersion, leading to high effective masses. As expected, LDA underestimates the band gap, producing an indirect $R$-$\Gamma$ gap of 1.84 eV and a direct $\Gamma$-$\Gamma$ gap of 2.15 eV, compared to the experimental values of 3.25 and
FIG. 1. Calculated band structure of cubic SrTiO$_3$ using the LDA functional.

3.75 eV, respectively [24]. In all other respects, however, LDA produces a reliable band structure. In particular, the shape of the conduction bands and the effective masses are in good agreement with more accurate calculations [8] using the hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE) [25], as can be seen from Table I.

The phonon spectrum obtained from DFPT is shown in Fig. 2. Table II lists the calculated optical phonon frequencies at $\Gamma$, showing good agreement with experimental results. The cubic phase of STO exhibits soft modes, as indicated by the presence of negative frequencies in the phonon spectrum (see Fig. 2). These soft modes are related to structural instabilities associated with the distortions that lead to the low-temperature tetragonal phase of STO. The cubic phase is stabilized at finite temperature through strong anharmonic effects, which are not included in our calculations based on the harmonic approximation. These soft modes are not expected to be important at room temperature and for the types of electron-phonon scattering mechanisms that are considered in the present study.

As a result, only phonons with very small wave vectors are able to scatter electrons. In other words, only long-wavelength phonons contribute to the finite scattering time of the electrons. Anharmonic effects that lead to the stabilization of soft modes could introduce additional electron-phonon scattering channels. These could be important around the temperature at which the tetragonal-to-cubic phase transition occurs (110 K [29]), but this is not the focus of our present study.

For polar crystals, electron-phonon scattering for phonons with small wave vectors ($q$) is dominated by LO mode scattering [30]. It can be analytically shown that LO mode scattering results in electron-phonon coupling matrix elements that have a $1/q$ dependence. Therefore, for electrons in conduction bands near $\Gamma$ at temperatures where LO modes have large occupations, this scattering channel dominates. In this study we use the Fröhlich model [30], which provides a simple but accurate description of LO mode scattering with the electron-phonon coupling matrix elements given by:

$$g_{qv} = \sqrt{\frac{e^2 \hbar \omega_v}{2 \varepsilon_0 V_{\text{cell}} q^2}} \left( \frac{1}{\epsilon_\infty} - \frac{1}{\epsilon} \right),$$

where $\omega_v$ are LO phonon frequencies, $\varepsilon_0$ is the vacuum permittivity, $V_{\text{cell}}$ is the unit cell volume, and $\epsilon_\infty$ and $\epsilon$ are the electronic and static dielectric constants, respectively. In principle, longitudinal acoustic (LA) and TO modes also contribute to electron-phonon scattering. However, for small wave vectors and at temperatures where LO mode occupancy

| $\omega_{LO}$ | $\omega_{TO}$ |
|----------|----------|
| LDA      | Expt.    | LDA      | Expt.    |
| 160      | 171$^a$  | 50       | 42,$^a$ 91$^b$ |
| 449      | 474$^a$  | 170      | 175,$^a$ 170$^b$ |
| 797      | 795$^a$  | 222      | 265$^a$  |
|          |          | 562      | 545,$^a$ 547$^b$ |

$^a$Reference [26].
$^b$Reference [27].

TABLE II. Calculated and experimental longitudinal optical (LO) and transverse optical (TO) phonon frequencies at the $\Gamma$ point, in units of cm$^{-1}$. 

Since the conduction-band minimum is located at $\Gamma$, the Fermi surface for $n$-doped STO is always $\Gamma$ centered. Moreover, for experimentally achievable doping levels ($n < 10^{21}$ cm$^{-3}$), the Fermi surface covers only a small portion of the BZ. The smallness of the Fermi surface then requires a very fine sampling of the BZ. In order to achieve the fine sampling, we have constructed maximally localized Wannier functions [28] and interpolated the band structure of STO to a grid of $50 \times 50 \times 50$ $k$ points. The Fermi surface resulting from the Wannier interpolation for $n = 10^{20}$ cm$^{-3}$ is shown in Fig. 3.

TABLE I. Calculated band masses (in units of electron mass) along the $\Gamma$-$X$ and $\Gamma$-$M$ directions, based on the LDA and the HSE hybrid functional. HSE values were taken from Ref. [8].

|       | $\Gamma$-$X$ | $\Gamma$-$M$ |
|-------|-------------|-------------|
|       | LDA | HSE | LDA | HSE |
| $m_1$ | 6.11 | 6.10 | 0.77 | 0.85 |
| $m_2$ | 0.35 | 0.39 | 0.56 | 0.64 |
| $m_3$ | 0.35 | 0.39 | 0.35 | 0.39 |

FIG. 2. Calculated phonon spectrum of SrTiO$_3$ using the LDA functional.
is sizable, their contribution is much smaller than that of LO modes [30].

Electrons in a state |ψnk⟩ experience a scattering rate due to electron-phonon interactions that can be obtained from Fermi's golden rule as [30]

$$
\tau_{nk}^{-1} = \frac{2\pi}{\hbar} \sum_{q,v,m} |g_{qv}(\mathbf{k},n,m)|^2 (1 - \hat{v}_{nk} \cdot \hat{v}_{nk+q}) \times \left\{ (n_{qv} + f_{m,k+q})\delta(\epsilon_{m,k+q} - \epsilon_{nk} - \hbar\omega_{qv}) + (1 + n_{qv} - f_{m,k+q})\delta(\epsilon_{m,k+q} - \epsilon_{nk} + \hbar\omega_{qv}) \right\},
$$

(2)

where $g_{qv}(\mathbf{k},n,m)$ are electron-phonon coupling matrix elements, the velocities $\hat{v}_{nk}$ are defined below, and $n_{qv}$ and $f_{m,k+q}$ are phonon and electron occupation factors described by Bose-Einstein and Fermi-Dirac distributions, respectively. The delta functions ensure energy conservation. Since the electrons all reside in the vicinity of the Γ point (Fig. 3), only phonons with small wave vectors can satisfy the energy conservation criterion between electronic states. The Fröhlich coupling given by Eq. (1) has no dependence on the electron wave vector $\mathbf{k}$; ignoring the $\mathbf{k}$ dependence of the electron-phonon coupling matrices on the band indices, resulting in all scattering rates between the different conduction bands being equivalent.

The band velocities in Eq. (2) are defined as

$$
v_{nk} = \frac{1}{\hbar} \frac{\partial \epsilon_{nk}}{\partial \mathbf{k}}, \quad \hat{v}_{nk} = v_{nk}/|v_{nk}|.
$$

The velocity factor $(1 - \hat{v}_{nk} \cdot \hat{v}_{nk+q})$ in Eq. (2) is added in an *ad hoc* manner [30] to include the effect of directionality in the transport scattering rate. While the velocity factor has been shown to be crucial in order to obtain the right temperature dependence of resistivity in simple metals [30], we have explicitly checked that it does not produce significant modifications in our calculations for STO; including the factor changes the scattering rate by only $\sim 10\%$.

The electron-phonon matrix elements in Eq. (1) can be evaluated using the calculated LO phonon mode frequencies shown in Table II and the dielectric constants. The optical phonons have a rather flat spectrum (Fig. 2), therefore their dispersion can be ignored. Since $\epsilon \gg \epsilon_{\infty}$ [31], one can ignore the $1/\epsilon$ term. The calculated dielectric constant $\epsilon_{\infty} = 6.34$ is in reasonable agreement with the experimental value of $\epsilon_{\infty} \approx 5.59$ [31]. Evaluating the constants in Eq. (1), we can rewrite it as

$$
g_{qv} = \frac{C_v}{(qa_0/2\pi)}.
$$

(4)

The constants $C_v$ are calculated as $C_1 = 0.0024 \text{ eV}^2$, $C_2 = 0.0066 \text{ eV}^2$, and $C_3 = 0.012 \text{ eV}^2$, where $C_v$ are indexed in order of increasing frequency, as listed in Table II.

Using the electron-phonon coupling matrices of Eq. (4), we obtain the electron-phonon scattering rates from Eq. (2) for the three conduction bands with effective masses listed in Table I. We performed the calculations at 300 K, using a $50 \times 50 \times 50$ grid of $q$ points. The energy-conserving delta functions are replaced by Gaussians with a width of 0.05 eV. The choice of the $q$-point grid and smearing yields an accuracy of 0.02 fs for the calculated scattering times. The resulting scattering rates are shown in Fig. 4 along the high-symmetry directions $\Gamma-X$ and $\Gamma-M$.

Electrons with heavy masses (mass $m_1$) have the lowest scattering rate in most of the BZ, while lighter electrons are scattered more effectively. This result can be understood by investigating the effect of atomic displacements associated with polar optical modes on the band structure. We show in Fig. 5 the displacements of atoms for the highest frequency polar optical mode ($\omega_1 = 797 \text{ cm}^{-1}$). The relative displacements of...
the atoms are obtained from the eigenvectors of the dynamical matrix at \( \Gamma \). In cubic symmetry, the \( d_{xy}, d_{xz}, \) and \( d_{yz} \) orbitals of Ti are in principle equivalent. But when a particular \( \text{LO} \) mode is chosen, e.g., pointing along \( x \), as in Fig. 5, the symmetry is broken and the heavy band becomes the one derived from the \( d_{yz} \) orbital, while the \( d_{xz} \) and \( d_{xy} \) derived bands are lighter. The \( \text{O-atom displacements corresponding to this mode bring} \) the \( \text{O} \) shells and conduction electrons occupying these two \( t_2g \) bands. The strong repulsion results in a scattering rate which is larger for the low-mass band (Fig. 4).

On the other hand, \( \text{O} \) orbitals closer to \( d_{xy} \) and \( d_{xz} \) result in strong repulsion between filled \( \text{O} \) shells and conduction electrons occupying these two \( t_2g \) bands. The strong repulsion results in a scattering rate which is larger for the low-mass band (Fig. 4).

The actual mobility of electrons is determined both by the scattering rates and the effective masses. In order to obtain the room-temperature mobility, we compute the conductivity tensor within Boltzmann transport theory given by \( [30] \)

\[
\sigma_{\alpha\beta} = \frac{2e^2}{V_{\text{cell}}} \sum_{n,k} \tau_{nk} \left( -\frac{\partial f_{nk}}{\partial \epsilon_{nk}} \right) \overline{v}_{nk,\alpha} v_{nk,\beta},
\]

(5)

where \( \alpha \) and \( \beta \) are Cartesian indices. Since \( \text{STO} \) is cubic, the conductivity tensor is diagonal with equal entries. To evaluate Eq. (5), we assume the scattering time \( \tau_{nk} \) is given by its value at \( \Gamma \). This approximation is again justified by the smallness of the region of the BZ occupied by the Fermi surface. We compute the scattering rates and electron mobilities using \( \mu = \sigma / ne \) at 300 K for a range of carrier densities between \( 10^{18} \) and \( 10^{21} \) \( \text{cm}^{-3} \). We find mobilities between 7 and 18 cm\(^2\) V\(^{-1}\) s\(^{-1}\), in good agreement with experimental values [1,2,6,9,10].

The insights provided by our calculations allow us to suggest several routes to achieving enhanced mobilities by engineering materials or using alternative compounds: (1) Equation (2) indicates that electron-phonon scattering is ineffective when the \( \text{LO} \) phonon energy does not match the energy difference between the initial (\( \epsilon_{n,k} \)) and the final band energies (\( \epsilon_{n,k+q} \)). Splitting the bands by an amount that exceeds the \( \text{LO} \) phonon frequencies will reduce the scattering rates and result in an increase in electron conductivity. This is due to the fact that the number of available final states where an electron is scattered by a phonon becomes smaller. Given that the maximum \( \text{LO} \) phonon frequency is around 0.1 eV, such splitting can be achieved by replacing Ti with a heavier transition metal that would yield a splitting due to stronger spin-orbit coupling.

(2) Nanostructuring can be used to exploit quantum confinement and discretize the electronic spectrum with energy differences that do not match phonon frequencies. Similar physics has been discussed in the context of quantum dots, where it is known as the phonon-bottleneck effect [32].

(3) The scattering rate can be reduced by decreasing the number of (nearly) degenerate conduction bands. Perovskites with a conduction band derived from a single orbital, such as \( \text{BaSnO}_3 \), display much higher room-temperature mobilities [33]. Part of this effect is of course due to the fact that in \( \text{BaSnO}_3 \) the conduction band is derived from \( s \) states, providing a smaller effective electron mass; however, the reduction in the number of scattering channels for electrons via optical phonons also contributes significantly to the enhancement in mobility. In order to demonstrate this effect, we have evaluated the scattering rates in Eq. (2) using only a single band (with mass \( m_l \)). We find that the reduction of the number of conduction bands from three to one (assuming a fixed Fermi-level position) yields \( \tau_{3\text{bands}}^{\text{LO}} / \tau_{1\text{band}}^{\text{LO}} \simeq 2.05 \) at \( \Gamma \).

(4) Strain can be used to modify the shape and degeneracy of conduction bands. In fact, a factor of 2–3 increase in mobility was observed under compressive strain in STO at low temperatures [5]. Strain modifies the effective masses [8], which by itself can lead to changes in mobility. In addition, strain can break the degeneracy of the three lowest-energy conduction bands, which scatter differently. The strain that can be achieved by pseudomorphic growth is probably not large enough to split the conduction bands by an amount larger than the \( \text{LO} \) phonon frequency [8], but it can still lead to modest enhancements in mobility. The three lowest-energy conduction bands in STO scatter differently with \( \text{LO} \) phonons, yielding different scattering rates along the BZ (see Fig. 4). Biaxial strain breaks the degeneracy of the bands at \( \Gamma \) and will modify the scattering rates (which in the unstrained case are very similar for the different bands, close to \( \Gamma \)).

(5) Strain also modifies the \( \text{LO} \) phonon frequencies. As can be seen from Eqs. (1) and (2), the scattering rate of electrons from \( \text{LO} \) phonons is proportional to the \( \text{phonon frequency} \) itself. Tensile strain along the atomic displacements of the \( \text{LO} \) modes (see Fig. 5) could lower the force constants and lead to lower frequencies. In addition, lower \( \text{LO} \) phonon frequencies make it harder for electrons to reach the next available conduction band, which acts as an additional mechanism to reduce scattering. Pseudomorphic growth on specific substrates [8] could thus be a powerful tool for engineering mobilities.

In conclusion, we have developed a computationally tractable first-principles methodology for calculating mobilities of polar materials. We have explicitly shown that the room-temperature mobility of electrons in STO is determined by longitudinal optical mode scattering, and provided insights into avenues for improving mobility.
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