Assessing $GW$ approaches for predicting core level binding energies
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Abstract

Here we present a systematic study on the performance of different $GW$ approaches: $G_0W_0$, $G_0W_0$ with linearized quasi particle equation (lin-$G_0W_0$), and quasiparticle self-consistent $GW$ ($qsGW$), in predicting core level binding energies (CLBEs) on a series of representative molecules comparing to Kohn-Sham (KS) orbital energy based results. KS orbital energies obtained using the PBE functional are 20-30 eV lower in energy than experimental values obtained from X-ray photoemission spectroscopy (XPS), showing that any Koopmans-like interpretation of KS core level orbitals fails dramatically. Results from $qsGW$ lead to CLBEs that are closer to experimental values from XPS, yet too large. For the $qsGW$ method, the mean absolute error is about 2 eV, an order of magnitude better than plain KS PBE orbital energies and quite close to predictions from ΔSCF calculations with the same functional, which are accurate within ~1 eV. Smaller errors of ~0.6 eV are found for $qsGW$ CLBE shifts, again similar to those obtained using ΔSCF PBE. The computationally more affordable $G_0W_0$ approximation leads to results less accurate than $qsGW$, with an error of ~9 eV for CLBEs, and ~0.9 eV for their shifts. Interestingly, starting $G_0W_0$ from PBE0 reduces this error to ~4 eV with a slight improvement on the shifts as well (~0.4 eV). The validity of the $G_0W_0$ results is however questionable since only linearized quasi particle equation results can be obtained. The present results pave the way to estimate CLBEs in periodic systems where ΔSCF calculations are not straightforward although further improvement is clearly needed.
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**Introduction**

Core level binding energies (CLBEs), experimentally accessible through X-Ray photoelectron spectroscopy (XPS),\(^1\) provide direct insight into the elemental chemistry of molecules, nanostructures, and solid materials. They contain information about the chemical environment, oxidation state, hybridization, and coordination of a given type of atom in a given sample.\(^2,3\) XPS applied to solid samples is, in addition, surface sensitive and, hence, XPS is broadly used in surface science and catalysis. Here, the assignment of XPS features is not always straightforward and assistance from theoretical calculations becomes necessary as recognized in several reviews.\(^2,4\) For instance, XPS of atomic O on Al(111) exhibit two well defined peaks that one would naively assign to O above and below the surface. However, theoretical analysis reveals that this hypothesis is not consistent with results from \textit{ab initio} cluster model calculations, and these offer indeed an alternative explanation.\(^5,6\)

The landmark paper of Bagus\(^7\) on the application of the Hartree-Fock method defines the variational determination of CLBE as a difference of the total energy between the molecule’s ground state and the cation with a core hole. The resulting procedure is generally known as \(\Delta\)SCF since it implies the difference of two self-consistently determined energies. Because the involved energies are obtained from a variational calculation, it turns out that, for a given method used to obtain the total energy of atoms, molecules or solids, \(\Delta\)SCF constitutes the best possible estimate of CLBEs. The use of Hartree-Fock (HF) to predict CLBEs has an additional advantage since the orbital energies (HF orbital energies or HF-\(\epsilon_s\)) fulfill the Koopman’s theorem\(^8\) and, hence, the core orbital energies provide an estimate of the so-called initial state effects, those already present in the neutral molecule. The difference between the CLBEs estimated from the HF orbital energy and the \(\Delta\)SCF calculation is usually referred to as orbital relaxation energy, and essentially contains the response of the electron density to the presence of the core hole, usually denoted as a final state effect.\(^2,3\) Note, however, that the distinction between initial and final state is applicable to XPS main peaks only, \textit{i.e.}, excluding satellites and multiplets. Nevertheless, one has to point out that Hartree-Fock lacks electron correlation effects, which, although modestly contributing to the CLBEs, would need to be considered. Electron correlation effects can be explicitly included through post-Hartree-Fock methods such as configuration interaction or coupled cluster, or implicitly through the exchange-
correlation potential in density functional theory (DFT) based methods. The latter has
the additional advantage of being easily implemented for periodic systems, which is
very appealing when dealing with solid materials.

In practice, DFT based methods rely on the Kohn-Sham implementation, a
formalism closely resembling Hartree-Fock to the point that upon solving the so-called
Kohn-Sham equations one obtains a set of single particle orbitals (KS orbitals) and
energies (KS orbital energies or KS-εs). However, there are important differences
between HF-εs and KS-εs since the later do not fulfill the Koopmans’ theorem and, in
the case of core states, the numerical values are smaller than the experimental CLBEs.
Although not rigorously supported from theory, it has been claimed that conceptually
HF and KS orbitals are similar.9,10 From this perspective, taking the KS-εs as a measure
of initial state CLBEs will lead to an unphysical positive orbital relaxation energy.11,12
The alternative view, to interpret KS orbitals as an approximation to Dyson orbitals,13,14
which, as such, would contain orbital relaxation, hence seems more physical. This point
of view is developed in detail in the review papers by Ortiz15 and by Ortiz and Öhrn.16

Yet, KS-εs become very useful when aiming at analyzing CLBE shifts (∆CLBE),
that is, the difference between CLBEs for a given element in the system of interest and a
reference value.9 For the 1s core level of carbon atoms for instance, the energy ranges
form 290 to about 300 eV. To distinguish between carbon atoms in similar surroundings
however, an accuracy of the order of 0.1 eV is often needed. Accurate predictions of
CLBEs by means of DFT methods are well possible within a ∆SCF formalism, and
recent work shows that, depending on the functional used, the calculated values are of a
quality similar or superior to those predicted by Hartree-Fock.17,18 However, apart from
the inconvenient dependence on the choice of the functional, it is necessary to point out
that ∆SCF in periodic systems is problematic since it involves the use of charged unit
cells and different, more or less accurate, ways to counteract this have been proposed.
These range from the use of a uniform negative background that may distort the
electron density, to various pseudopotential based approaches19 among which a
common choice is to make use of a pseudopotential extracted from a core ionized
atom20 with concomitant limitations due to constraints in the extent of core electron
density relaxation. Recent work shows that these procedures are useful on determining
∆CLBEs but, unfortunately, fail to predict accurate absolute values of CLBEs.21
A possible way to overcome the difficulties arising from the use of DFT methods to approach CLBEs in periodic systems is to make use of the GW formulation, earlier introduced by Hedin.\textsuperscript{22} The $GW$ method includes many body effects beyond the mean-field description of the electron-electron interaction in DFT via the so-called self-energy, which is non-local and energy dependent and, in a sense, replaces the exchange correlation potential in DFT.\textsuperscript{23,24} Reviewing the $GW$ formalism here is beyond the scope of this letter and the interested reader is addressed to the excellent review of Aryasetiawan and Gunnarsson for detailed information\textsuperscript{25} All available practical implementations of $GW$ have a common feature, the need for large computational resources. This has led to different levels of approximations resulting in various flavors denoted as $G_0W_0$, $GW_0$, eigenvalue self-consistent $GW$, or quasi-particle self-consistent $GW$.\textsuperscript{26} All these approximations convert the KS particles into quasiparticles (qp) with a well-defined physical meaning. In the case of occupied states, the qp energies effectively represent ionization potentials whereas in the case of unoccupied states, they represent electron affinities. In the case of periodic insulators and semiconductors qp from $GW$ calculations provide an accurate estimate of the fundamental band gap of these materials\textsuperscript{27,28} and also of states associated to point defects such as F-centers in simple oxides.\textsuperscript{29,30} Apart from the high computational cost of the $GW$ calculations, one must also point out the dependence of the results with respect to the starting density,\textsuperscript{31} when the results are not obtained from a fully self-consistent approach as is the case in $G_0W_0$, lowest level of this theoretical framework. In particular, it has been suggested that hybrid functionals should provide a better starting point.\textsuperscript{32}

The $GW$ method has also been applied to molecular systems and small clusters.\textsuperscript{33-42} In particular, the $G_0W_0$ level has been applied to 100 molecules (the $GW100$ database)\textsuperscript{43} with excellent performance for the vertical ionization potential; the same database has more recently been used to benchmark different implementations and levels of self-consistency of the theory.\textsuperscript{44,45} The rather good success of $GW$ in predicting the ionization potential of molecular systems strongly suggest that it may as well provide an estimate of the CLBEs in molecules and solids where, as above commented, ASCF calculations are cumbersome. The calculation of CLBEs obviously requires the presence of actual core levels in the calculation. Note, however, that many solid-state codes use pseudopotentials with a frozen core approximation. These make the direct calculation of CLBEs impossible although different approximations have been proposed
to predict ΔCLBEs.\textsuperscript{14} Moreover, one must point out that GW calculations for core levels may be very tricky since describing the self-energy at deep energies requires a full frequency method and solving the quasiparticle equation can be very complicated as discussed later on. The goal of the present work is precisely to investigate the performance of GW on predicting CLBEs using a series of simple molecules, where experimental data and ΔSCF results for several exchange-correlation functionals are available, as a convenient benchmark.

\textbf{Computational details.}

The ground-state calculations are based on density functional theory within the Perdew-Burke-Ernzerhof (PBE)\textsuperscript{46} generalized-gradient approximation (GGA) for the exchange-correlation functional. The molecular data set has been taken from previous work.\textsuperscript{17} The molecular structures have been fully relaxed using the PBE functional and a tight Tier 2 numerical atom-centered orbitals (NAO) basis set\textsuperscript{47-49} using the FHI-aims code.\textsuperscript{47} The quasi-particle calculations are performed with the Turbomole package using the def2-TZVP and def2-QZVP Gaussian basis sets\textsuperscript{50} and extrapolated to the complete basis-set limit.\textsuperscript{51} In addition to electron correlation, relativistic effects also play a role in determining the final value of calculated CLBEs.\textsuperscript{2,12,17} Within the GW method, these can be introduced through various formalisms.\textsuperscript{52,53} Nevertheless, for sake of comparison, relativistic effects have been omitted. We note, however, that the relativistic contribution to the CLBEs is essentially atomic in nature and it increases with the atomic number. For the core levels studied in the present work contribution of relativistic effects to the CLBE vary from 0.13 eV for C to 0.75 eV for F,\textsuperscript{17} increasing along the C–F series.

Different levels of GW calculations have been carried out including the so-called one shot $G_0W_0$ approach, where both the Green’s function $G$ and the screened Coulomb potential $W$ are obtained from an initial electron density arising from a given density functional approach, and the quasi particle self-consistent GW (qsGW), where both $G$ and $W$ are iterated until self consistency is achieved. Clearly, qsGW results do not depend on the starting exchange-correlation functional and this has been numerically verified here. Consequently, qsGW results are taken here as benchmark.\textsuperscript{54,55} Note also that two different implementations of the simpler $G_0W_0$ level are used. Nevertheless, both implementations of $G_0W_0$ and qsGW approaches use the full analytic expression
from the reducible response function for the self-energy and hence the results are obtained from a full frequency method. The difference in the two \( G_0W_0 \) approaches used lies only in how the quasi particle equation is solved. In one case, the quasi particle equation is iteratively solved, in the other, denoted as lin-\( G_0W_0 \), the quasi particle equation is linearized. For the HOMO level the linearized and solved version often give very similar results. For core levels this is not the case. Due to the much larger corrections for core levels, in all molecules studied here the \( G_0W_0@PBE \) self-energy has poles in the region where the quasi particle equation (QPE) needs to be solved to resolve the core-levels. A unique solution hence becomes impossible. The final \( G_0W_0 \) results reported in this work are all obtained from the linearized version, which circumvents this problem. Besides the PBE functional we also report lin-\( G_0W_0 \) starting from PBE0. For the PBE0 starting point the solving the QPE is also not uniquely possible. Only for a HF starting point this becomes feasible, see supplementary information. For a complete description of the \( GW \) implementations including the two \( G_0W_0 \) approaches mentioned above, the reader is referred to the original work on the implementation of \( GW \) in Turbomole\(^{56} \) reporting also result for valence ionization potentials of a broad set of molecules for \( G_0W_0 \), and in Kaplan et al. for qs\( GW \).\(^{57} \)

**Results and discussion**

The set of molecules used to assess the reliability of the different methods considered here consists of \( \text{CH}_4, \text{CF}_4, \text{CO}_2, \text{HCN}, \text{H}_3\text{COCH}_3, \text{H}_3\text{COH}, \text{H}_2\text{O}, \text{NH}_3, \) pyridine, and pyrrole. The calculations are carried out for the C, N, O, and F 1s core levels for which experimental data is available. For reproducibility, all molecular geometries are reported in Table S1 of the supporting information. In addition, Table S2 reports the PBE total energy at the optimized geometry corresponding to the tight Tier 2 NAO basis set. To provide insight into the quality of this basis set Table S2 also reports the PBE total energy, at the same geometry, obtained with Gaussian type orbital (GTO) basis sets of aug-cc-pCVTZ and aug-cc-pCV5Z level of quality,\(^{58,59} \) computed using Gaussian09.\(^{60} \) Inspection of Table S2 clearly shows that the tight Tier 2 NAO basis set quality is even higher than that of aug-cc-pCVTZ and only slightly below aug-cc-pCV5Z.

Table 1 collects the CLBEs for the whole set of molecules as obtained from the different levels of theory together with experimental values taken from the literature.\(^{61,62} \) Nevertheless, one must advert that with the current implementation, fully
analytic frequency treatment and with only a smp parallelism in TURBOMOLE, the calculation for pyridine at the def2-QZVP is not feasible and the corresponding extrapolated result could not be obtained; here the def2-TZVP value is listed instead. A quick inspection of Table 1 shows that, on average, going from KS to lin-$G_0W_0$ to qs$GW$, the calculated results are progressively approaching experiment with best results attained for the qs$GW$ method. A deeper insight into the relative errors is provided in Table 2 showing that the error for each core level is different with a mean absolute error (MAE) larger than 25 eV for the KS-$\epsilon_s$ estimates, about 3-9 eV for $G_0W_0$, and slightly less than 2 eV at the highest qs$GW$ level. These results illustrate that qs$GW$ significantly improves the agreement with experiment as compared to the KS eigenvalues, a result which is in line with previous findings concerning the first ionization potential (HOMO) in molecules.\textsuperscript{43,63} Nevertheless, the accuracy reached by qs$GW$ may not be sufficient to properly interpret XPS experiments. The present results illustrate the difficulties of the $GW$ methods on describing CLBEs. We stress that describing the self-energy at deep energies requires a full frequency method, which makes the calculations quite costly. Also, for CLBEs, $G_0W_0$ starting from the PBE functional faces fundamental problems since the self-energy has poles in the region where the quasiparticle equation is solved giving rise to a multitude of possible solutions. Besides the obvious numerical issues this grossly complicates the physical interpretation. Using the linearized quasiparticle equation solves at least the numerical part of the problem, solutions become numerically stable and unique but accuracy remains poor. In practice, it is more suitable to predict the quasiparticle energies of valence states.\textsuperscript{30} Using a hybrid functional as starting point may remediate this deficiency as shown in valence states comparing to experiment\textsuperscript{31} and also to sc$GW$ calculations.\textsuperscript{64} This is because the core levels are already deeper causing the poles of the self-energy to be deeper in energy as well. Alternatively one can start from the HF density but here the lin-$G_0W_0$ leads to values, which, not surprisingly, are overestimating. The advantage is that in this case the QPE can be solved, the original poles are further away and come up in energy during the self-consistency process. The average over overestimation is however roughly 6 eV (see Table S4); a significant improvement over HF-$\epsilon_s$ again with the correct physical ingredients where final state effects are introduced by the many body terms of the $GW$ approach but a deterioration with respect to $G_0W_0$@PBE0. In the case of the qs$GW$, the poles move deeper as well and, in addition, the contribution of the off-diagonal terms of the self-energy matrix elements make it less sharply peaked.
For CLBEs calculated using the PBE functional and employing a ΔSCF approach the MAE is of ~1 eV, this is larger than the 0.3-0.4 eV corresponding values for calculations at the Hartree-Fock level or using the meta-GGA TPSS functional.\textsuperscript{17} In this sense, the MAE of ~2 eV for the qs\textit{GW} results is really remarkable and puts this method as a good choice to estimate CLBEs, especially in periodic solids. Here one must point out that the qs\textit{GW} result does not depend on the starting point, yet the fact that the accuracy reached is lower than ΔSCF with PBE0 or TPSS functionals\textsuperscript{17} indicates that higher order terms are likely to be needed in the expansion of the screened potential \(W\) and the self-energy.

Finally, it is also important to note that, in most practical cases, one is not interested in the absolute CLBEs but in their shifts with respect to a given reference (ΔCLBE). Taking CH\textsubscript{4}, H\textsubscript{2}O, and NH\textsubscript{3} as references for the C(1s), O(1s), and N(1s), the values for the ΔCLBEs arising from KS-\(\varepsilon_s\), lin-\(G_0W_0\)@PBE, lin-\(G_0W_0\)@PBE0, and qs\textit{GW} are reported in Table 3 and the statistic analysis of errors in Table 4. The later shows that MAE values of 0.7, 0.9, 0.4 and 0.6 eV are found for KS-\(\varepsilon_s\), lin-\(G_0W_0\)@PBE, lin-\(G_0W_0\)@PBE0, and qs\textit{GW} respectively. Note, however, that the experimental ΔCLBE values seldom exceed 10 eV, which makes the relative errors still rather large. Another important feature emerges when comparing calculated and experimental ΔCLBE values. Figure 1 shows that while the trends are well reproduced, there is a significant dispersion with the best values corresponding to lin-\(G_0W_0\)@PBE0, and qs\textit{GW} respectively.

**Conclusions**

A study has been carried out to assess the performance of different \(GW\) approaches in predicting core level binding energies (CLBEs). Results presented for a series of representative molecules allows us to establish some first conclusions.

First, the present calculations agree with previous studies\textsuperscript{9,10} showing that the Kohn-Sham orbital energies cannot be taken as a measure of the CLBEs and they do not represent an estimate of initial state effects. The Kohn-Sham orbital energies are always smaller than experimental CLBEs with differences with respect to experiment in the 20-30 eV range. Interpreting them as approximate initial states would hence imply unphysical positive relaxation energies. In the framework of DFT, initial state effects can be recovered by computing the molecular system with a core hole with the fixed
electron density of neutral molecule as discussed in previous works\textsuperscript{10} and will not be further commented here. The interpretation of the KS-orbitals as approximate Dyson orbitals hence seems more physical especially for core levels.

The most accurate results, as compared to experiment, are obtained at the quasiparticle self-consistent $GW$ level ($qsGW$). Nevertheless, to achieve good agreement with experiment, extrapolation to the complete basis set limit is needed, especially for the absolute CLBE although it may be less problematic for the shifts. In any case, the rather good agreement with experiment evidences that $GW$ is able to largely correct the failure of the KS and HF orbital energies covering a large part of relaxation energy, thus going in the direction of the right-answer for the right-reason.

We find that the $qsGW$ calculated CLBEs are always larger than the experimental values, as expected due to underscreening. The mean absolute error with respect to experiment is reduced to about 2 eV; one order of magnitude smaller than for KS values and close to predictions from variational $\Delta$SCF calculations which, for the PBE functional, are in the 1 eV range. Here it is important to point out that an absolute error of 2 eV on a quantity in the 300-500 eV range implies a percent error of 0.6\% only, which is quite remarkable, and, actually, very similar to the percent error of 0.5\% achieved when considering the $qsGW$ prediction of the first ionization potential.\textsuperscript{43} a somehow larger error (6.5\%) is obtained in the case of lin-G$_0$W$_0$@HF. Note also that adding contribution from relativistic effects will further decrease the $\Delta$SCF error to less than 1 eV. Yet, the error bar of XPS, especially when synchrotron radiation is used, can be as small as 0.1 eV, meaning that further developments are needed. Smaller errors of roughly 0.6 eV are found for the $qsGW$ calculated core level binding energy shifts ($\Delta$CLBE) although these are surprisingly larger than those arising from Kohn-Sham orbital energies. This is an indication that $qsGW$ effects on same core level in different molecules are not equally taken into account.

The simpler $G_0W_0$ and computationally more affordable level of the theory also leads to a significant overall improvement with respect to KS orbital energies. However, starting from the PBE density, the calculated CLBEs are still smaller than experiment evidencing limitations inherent to this level of approximation as commented in the previous section. The absolute mean errors (8.98 and 3.76 eV for the PBE and PBE0 starting points respectively) are significantly larger than the corresponding value for
qsGW but smaller than the one arising from the direct use of KS orbital energies. A paired T-test indeed proves that the differences are significant.

To summarize, CLBEs derived from GW approaches represent a considerable improvement with respect to KS energies although the accuracy reached with the present implementations, even for the qsGW, is still lower than the one obtained from ASCF calculations. The simpler $G_0W_0$ method applied on top of the PBE density also lead to results improved with respect to KS predictions but with too large errors. These errors are considerably reduced when starting the $G_0W_0$ calculations from a density obtained from a hybrid functional. Similar considerations apply to the core level binding energy shifts with rather satisfactory results for the lin-$G_0W_0$@PBE0 and qsGW methods. For practical applications in computational materials science, $G_0W_0$ on top of single point PBE0 density at the PBE optimized structure may provide a practical approach since this will be computationally less demanding than going to the qsGW level and lead to similar accuracy.
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Table S1. Cartesian coordinates of the molecules studied in the present work as optimized FHI-AIMS tight Tier 2 PBE.

Table S2. Total PBE energy (eV) of the molecules studied in the present work with geometries as in Table S1 and corresponding to numerical atomic orbital (NAO) tight Tier 2 basis set using the aims code and using the FHI-AIMS code and to the aug-cc-pCVTZ and aug-cc-pCV5Z gaussian type orbitals (GTO) basis sets as obtained with the Gaussian09 code.

Table S3. Total PBE energy (eV) of the molecules studied in the present work with geometries as in Table S1 as obtained with the def2-VPTZ GTO basis and different codes.

Table S4. CLBEs as obtained from lin-$G_0W_0$@HF.
Table 1. Core level binding energies as obtained from KS, lin-\(G_0W_0\)@PBE, lin-\(G_0W_0\)@PBE0, and quasi particle self-consistent (qs\(GW\)) methods starting from PBE. All values correspond to a linear extrapolation of the def2-TZVP and def2-QZVP results to the complete basis set limit. Experimental values (positive as they correspond to ionization processes) are provided for comparison.

| Core level | Molecule     | KS     | lin-\(G_0W_0\)@PBE | lin-\(G_0W_0\)@PBE0 | qs\(GW\) | Experiment |
|------------|--------------|--------|---------------------|----------------------|----------|------------|
| C(1s)      | CH\(_4\)     | -268.83| -284.10             | -287.82              | -293.54  | 290.90     |
|            | CF\(_4\)     | -277.89| -292.18             | -299.39              | -302.84  | 301.80     |
|            | CO\(_2\)     | -273.69| -287.48             | -294.40              | -298.78  | 297.91     |
|            | HCN          | -270.41| -286.13             | -290.45              | -294.67  | 293.50     |
|            | H\(_3\)COCH\(_3\) | -269.96| -284.99             | -289.14              | -294.13  | 292.30     |
|            | H\(_3\)COH   | -269.96| -286.15             | -291.14              | -294.69  | 292.30     |
|            | Pyrrole      | -268.87| -282.88             | -286.78              | -293.02  | 290.80     |
| O(1s)      | H\(_2\)O     | -510.09| -529.45             | -534.90              | -542.13  | 539.70     |
|            | CO\(_2\)     | -512.42| -530.41             | -536.28              | -542.46  | 541.30     |
|            | H\(_3\)COH   | -510.13| -528.72             | -534.28              | -541.12  | 538.90     |
|            | H\(_3\)COCH\(_3\) | -510.35| -528.15             | -533.24              | -540.77  | 539.03     |
| N(1s)      | NH\(_3\)     | -379.82| -397.04             | -401.75              | -407.84  | 405.60     |
|            | HCN          | -381.18| -397.38             | -402.21              | -408.78  | 406.80     |
|            | Pyridine     | -380.51| -395.24             | -400.66              | -407.4*  | 404.90     |
|            | Pyrrole      | -381.74| -397.10             | -402.31              | -408.11  | 406.10     |
| F(1s)      | CF\(_4\)     | -661.79| -683.19             | -689.26              | -696.15  | 692.40     |

* def2-TZVP value; see text
Table 2. Mean absolute error (MAE) for the core level binding energies reported in Table 1 and obtained from KS, lin-$G_0W_0$@PBE, lin-$G_0W_0$@PBE0, and quasi particle self-consistent (qsGW) methods

| Core level | KS       | lin-$G_0W_0$ @PBE | lin-$G_0W_0$ @PBE0 | qsGW |
|------------|----------|-------------------|-------------------|------|
| C(1s)      | 22.84    | 7.94              | 2.91              | 1.74 |
| O(1s)      | 28.99    | 10.55             | 5.06              | 1.89 |
| N(1s)      | 25.04    | 9.16              | 4.12              | 2.08 |
| TOTAL      | 25.41    | 8.98              | 3.76              | 1.98 |
Table 3. ΔCLBEs as obtained from KS, lin-$G_0W_0$@PBE, lin-$G_0W_0$@PBE0, and quasi particle self-consistent (qs$GW$) methods starting from PBE, using CH$_4$, H$_2$O, and NH$_3$ as reference for C(1s), O(1s), and N(1s) core levels. All values are given in eV

| Core level | Molecule     | KS  | lin-$G_0W_0$@PBE | lin-$G_0W_0$@PBE0 | qs$GW$ | Experiment |
|------------|--------------|-----|------------------|-------------------|--------|------------|
|            | CH$_4$       | 0.00| 0.00             | 0.00              | 0.00   | 0.00       |
| C(1s)      | CF$_4$       | -9.06| -8.08            | -11.57            | -9.30  | -10.90     |
|            | CO$_2$       | -4.86| -3.38            | -6.58             | -5.24  | -7.01      |
|            | HCN          | -1.58| -2.03            | -2.63             | -1.13  | -2.60      |
|            | H$_3$COCH$_3$| -1.13| -0.89            | -1.32             | -0.59  | -1.40      |
|            | H$_3$COH     | -1.13| -2.05            | -3.32             | -1.15  | -1.40      |
|            | Pyrrole      | -0.04| 1.22             | 1.04              | 0.52   | 0.10       |
| O(1s)      | H$_2$O       | 0.00 | 0.00             | 0.00              | 0.00   | 0.00       |
|            | CO$_2$       | -2.33| -0.96            | -1.38             | -0.33  | -1.60      |
|            | H$_3$COH     | -0.04| 0.73             | 0.62              | 1.01   | 0.80       |
|            | H$_3$COCH$_3$| -0.26| 1.30             | 1.66              | 1.36   | 0.67       |
| N(1s)      | NH$_3$       | 0.00 | 0.00             | 0.00              | 0.00   | 0.00       |
|            | HCN          | -1.36| -0.34            | -0.46             | -0.94  | -1.20      |
|            | Pyridine     | -0.69| 1.80             | 1.09              | —      | 0.70       |
|            | Pyrrole      | -1.92| -0.06            | -0.56             | -0.27  | -0.50      |
Table 4. Mean absolute error (MAE) for the ΔCLBEs reported in Table 3 and obtained from KS, lin-$G_0W_0@$PBE, lin-$G_0W_0@$PBE0, and quasi particle self-consistent (qsGW) methods.

| Core level | KS     | lin-$G_0W_0@$PBE | lin-$G_0W_0@$PBE0 | qsGW  |
|------------|--------|------------------|-------------------|-------|
| C(1s)      | 0.81   | 1.33             | 0.58              | 0.90  |
| O(1s)      | 0.63   | 0.34             | 0.35              | 0.54  |
| N(1s)      | 0.74   | 0.60             | 0.30              | 0.16  |
| TOTAL      | 0.74   | 0.87             | 0.44              | 0.64  |
Figure 1.- Calculated KS, lin-$G_0W_0$@PBE, lin-$G_0W_0$@PBE0, and quasi particle self-consistent (qs$GW$) versus experimental core level binding energy shifts ($\Delta$CLBE). The dashed line corresponds to a perfect agreement.
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