Feedback between dust particles and atmospheric processes over West Africa during dust episodes in March 2006 and June 2007
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Abstract. We used the comprehensive model system COSMO-ART to quantify the impact of mineral dust on the radiative fluxes, the temperature and the feedback between dust particles and their emissions. We simulated two dust storms over West Africa in March 2006 and in June 2007. Simulations with and without coupling of the actual dust concentration with the radiative fluxes and the thermodynamics were carried out for each case. The model results for the 2006 case were compared with observations of the AMMA campaign.

At the surface the shortwave radiative effect of mineral dust can be described by a linear relation between the changes in net surface radiation and the aerosol optical depth (AOD). For an AOD at 450 nm of 1 the average shortwave radiation reduction amounts \(-140\ \text{W m}^{-2}\) during noon. The longwave radiative effect of mineral dust is nonlinear, with an average increase of \(+70\ \text{W m}^{-2}\) for an AOD (450 nm) of 1. At the top of the atmosphere the effect of the dust layer with an AOD of 1 on radiative fluxes is not as significant as at the surface. It is slightly positive for the shortwave and approximately \(26\ \text{W m}^{-2}\) for the longwave radiation.

The height range and the extension of the dust layer determine the effect of dust particles on the 2 m temperature. When the dust layer is attached to the surface and lasts for several days it leads to an increase of the surface temperature even during daytime. In case of an elevated dust layer there is a decrease in 2 m temperature of up to 4 K during noon.

It is shown, that the temperature changes caused by mineral dust may result in horizontal temperature gradients which also modify near surface winds. Since surface wind thresholds decide the uptake of dust from the surface, a feedback on total emission fluxes is established. The coupled model provides an increase in the total emission fluxes of dust particles by about 16% during the dust storm in March 2006 and 25% during the dust episode in June 2007.

1 Introduction

Mineral dust is one of the most important sources of aerosol mass for the atmosphere (Seinfeld and Pandis, 1998). Dust is involved in many important processes in Earth’s climate system. An important process is the influence of dust particles on the atmospheric radiation budget. It is influenced directly by absorption and scattering of incoming solar radiation, and absorption and re-emission of outgoing longwave radiation. Mineral dust particles have an impact on cloud formation and therefore on the indirect aerosol effect (IPCC, 2007). While the scattering of solar radiation and the indirect aerosol effect tend to cool the atmosphere, the absorption of radiation by aerosols leads to a warming of the atmosphere and to a suppression of cloud formation (semi-direct effect) (e.g., Twomey et al., 1984; Albrecht, 1989; Charlson et al., 1992; Schwartz, 1996; Rosenfeld, 2000; Ackermann et al., 2000; Chameides et al., 2002; Nenes et al., 2002; Cook and Highwood, 2004; Johnson et al., 2004; Helmert et al., 2007).

Estimates of the global radiative forcing of mineral dust vary between \(-0.56\ \text{W m}^{-2}\) and \(+0.1\ \text{W m}^{-2}\) (IPCC, 2007) which shows its relatively large cooling effect but also the high uncertainty.

The uncertainty is largely determined by insufficiently quantified processes. Many studies have investigated the direct radiative forcing of mineral dust particles on the global
scale (e.g., Tegen et al., 1996; Miller et al., 2004; Perlwitz et al., 2001; Yoshioka et al., 2007). But these studies were done with a coarse spatial resolution of soil data and meteorological fields. This creates large uncertainties (Zender et al., 2003).

For numerical weather prediction models Kischa et al. (2003) and Haywood et al. (2005) suggest that a correct treatment of mineral dust and its radiative effects would improve the representation of the radiation budget and the accuracy of the weather prediction itself. In addition Chaboureau et al. (2007) point out that the use of prognostic dust aerosol, instead of climatology, improved the simulation of convective activity in West Africa. The forecast of the central dynamical feature in this region, the African Easterly Jet is enhanced by the use of a realistic distribution of mineral dust aerosols in the model (Tompsonkis et al., 2005).

Recently, regional dust transport models have been developed and coupled to numerical weather prediction models (e.g., Nickovic et al., 2001; Tegen et al., 2006; Heinold et al., 2007; Tulet et al., 2008). For modelling the influence of dust particles on the radiation budget, the emission and transport of dust particles must be calculated. In addition the refractive indices of the dust particles have to be known. Its real and imaginary parts represent the reflective and absorptive properties, respectively. The refractive indices depend considerably on the mineralogical composition. The mineralogical composition of dust particles has a strong dependence on the source region (Formenti et al., 2008; Petzold et al., 2009).

Helmer et al. (2007) investigated the sensitivity of radiative forcing and its impact on atmospheric dynamics and dust optical properties with the regional dust model LM-MUSCAT-DES. They show that the large variability in radiative properties due to different mixtures of clay aggregates found in Saharan dust can lead to high differences in the radiation budget. For a quantification of the effects of mineral dust on the radiation budget they used the mean radiative efficiency. The radiative efficiency is the radiative forcing produced by an AOD of 1 and is a function of height. They found a mean shortwave radiative efficiency of $-196 \text{ W m}^{-2}$ for prevalently reflecting dust particles and $-220 \text{ W m}^{-2}$ for prevalently absorbing dust particles at the surface in the southern Sahara. The longwave radiative efficiency was determined to be about $60 \text{ W m}^{-2}$ and $64 \text{ W m}^{-2}$, respectively for the prevalently absorbing dust particles. Milton et al. (2008) found a reduction in net downward shortwave flux at the surface with a maximum of $-200 \text{ W m}^{-2}$ for a dust storm that occurred over West Africa in March 2006.

Tulet et al. (2008) and Mallet et al. (2009) used the standard formulation of absorption and reemission of longwave radiation for aerosols from the ECMWF model in the MESO-NH model. They added a fraction of the 550 nm optical depth to the longwave optical depth of CO$_2$ and H$_2$O. This fraction is constant for each aerosol type (ECMWF, 2004). This assumption results in inaccuracies in the calculations of the longwave radiative effect, however (Grini et al., 2006). Changes in the radiative fluxes have an influence on surface and air temperature. Mallet et al. (2009) found a reduction of surface temperature of up to 4 K over regions where high AODs occur. For the initial stage of a dust storm in March 2005, Tegen et al. (2006) found a decrease in maximum daytime temperatures of about 5 K. Helmer et al. (2007) detected a decrease of 3 K for more reflecting particles and 3.3 K for more absorbing ones as a regional average for the southern Sahara.

In our study we will analyse the observations and model results of two dust episodes that occurred over West Africa. We performed our model runs with the regional model system COSMO-ART (COSMO: COnsortium for Small-scale MODelling, Steppeler et al., 2002; ART: Aerosols and Reactive Trace gases, Vogel et al., 2009). In contrast to the studies of Tulet et al. (2008) and Mallet et al. (2009) we consider the optical properties of the whole spectral range.

We simulated the influence of mineral dust particles on the state of the atmosphere for two dust episodes. The first episode is a dust outbreak that occurred during the African Multidisciplinary Monsoon Analysis (AMMA, Redelsperger et al., 2006) campaign in March 2006. The second episode occurred during June 2007 when the GERBILS (Geostationary Earth Radiation Budget experiment Intercomparison of Longwave and Shortwave radiation) field campaign took place in West Africa (Marsham et al., 2008).

The COSMO-ART model and the performed model runs are described in brief, and we give a short overview of the evolution of the dust storm in March 2006. We compare our model results with the available measurements. Especially, a detailed comparison of modelled and observed radiative fluxes is shown for Niamey.

We carried out two different model runs for each episode: the first one considers the feedback between mineral dust particles and radiative fluxes; the second one neglects it. On the basis of these runs we analyse the influence of dust particles on the radiative fluxes. We neglect the interaction of the mineral dust particles with cloud microphysics. Changes in near surface temperature caused by mineral dust are analysed for the episode in March where dust particles were located in the boundary layer and for the dust episode in June 2007 where also an elevated dust layer was found. Finally, we quantify the impact of the induced changes of the radiative fluxes on the emissions of dust particles.

2 The COSMO-ART model system

COSMO-ART (Vogel et al., 2009) describes the emission, the transport, and the deposition of gases and aerosols and their feedback with the physical state variables of the atmosphere. The model system is fully online coupled and identical numerical methods are applied to calculate the transport of all scalars. This also includes the treatment of deep convection with the Tiedtke scheme (Tiedtke, 1989), whereas
Table 1. Classification of 13 different sand types. Each type contains information of up to three size distributions of particles including the median diameter \(d_{gs}\), the standard deviation \(\sigma_s\), and the fraction of erodible surface (fraction) (Chatenet et al., 1996). Additionally, information about the residual soil moisture content \(w'\) is given (Fécan et al., 1999).

| Soil type          | \(d_{gs1}\), \(d_{gs2}\), \(d_{gs3}\) in m | \(\sigma_{s1}\), \(\sigma_{s2}\), \(\sigma_{s3}\) | Fraction | \(w'\) |
|--------------------|------------------------------------------|------------------------------------------|----------|--------|
| Silty fine sand    | 210E-6, 125E-6, 0                        | 1.8, 1.6, 0                             | 0.625, 0.375, 0 | 1.05   |
| Medium sand        | 210E-6, 690E-6, 0                        | 1.8, 1.6, 0                             | 0.2, 0.8, 0   | 0.12   |
| Coarse sand        | 0, 690E-6, 0                             | 0, 1.6, 0                               | 0, 1, 0      | 0      |
| Coarse medium sand | 210E-6, 690E-6, 0                        | 1.8, 1.6, 0                             | 0.1, 0.9, 0  | 0.06   |
| Fine sand          | 210E-6, 0, 0                             | 1.8, 0, 0                               | 1.0, 0       | 0.63   |
| Silty medium sand  | 210E-6, 690E-6, 125E-6                    | 1.8, 1.6, 1.6                           | 0.3125, 0.3125, 0.375 | 0.84 |
| Salty medium sand  | 125E-6, 520E-6, 0                        | 1.6, 1.5, 0                             | 0.2, 0.8, 0  | 0.8    |
| Salty silt fort    | 125E-6, 520E-6, 0                        | 1.6, 1.5, 0                             | 0.08, 0.92, 0| 0.66   |
| Salt waste         | 125E-6, 520E-6, 0                        | 1.6, 1.5, 0                             | 0.5, 0.5, 0  | 1.16   |
| Sol agricole       | 125E-6, 0, 0                             | 1.6, 0, 0                               | 1.0, 0       | 1.78   |
| Salty fine sand    | 125E-6, 520E-6, 210E-6                    | 1.6, 1.5, 1.8                           | 0.1, 0.4, 0.5| 0.71   |
| Silty coarse sand  | 690E-6, 125E-6, 0                        | 1.6, 1.6, 0                             | 0.6, 0.4, 0  | 0      |
| Other              | 0, 0, 0                                  | 0, 0, 0                                 | 0, 0, 0      | 0      |

the interaction of the mineral dust particles with cloud microphysics is not considered. Mineral dust particles are represented by log-normal distributions. Emission of dust particles are online calculated as functions of friction velocity, soil moisture, and surface parameters (Vogel et al., 2006).

2.1 The dust emission scheme

The dust emission scheme used in COSMO-ART developed by Vogel et al. (2006) combines a parameterisation of the threshold friction velocity after Lu and Shao (1999) with a parameterisation of the saltation process after Alfaro and Gomes (2001). The dust emission flux depends mainly on the friction velocity \(u^*_s\). Dust emission takes place if \(u^*_s\) is larger than the threshold friction velocity, which depends on soil water content and surface roughness. These dependences are parameterised after Fécan et al. (1999) and Alfaro and Gomes (1995). Other key parameters for the calculation of the dust emissions are the soil properties. We are using soil properties (Table 1) that were published by Marticorena et al. (1997) and Callot et al. (2000). The data set includes a classification of 13 different sand types. Each soil type contains information of up to three size distributions of particles including the median diameter and the standard deviation.

The calculation of the emission fluxes requires several input parameters for each surface grid box. Friction velocity and soil moisture are calculated within COSMO-ART at each time step. The fraction of erodible surface and the surface roughness are taken from the dataset of Chatenet et al. (1996). The residual soil moisture content, which is required for the calculation of the threshold friction velocity, is taken from Fécan et al. (1999).

COSMO-ART describes the size distribution of the mineral dust particles by three individual modes. The size distributions of each mode are approximated by a lognormal distribution with initial median diameters and standard deviations listed in Table 2. The emission scheme is coupled online with the COSMO-ART model.

At each grid point up to five different soil types are taken into account. The vertical dust flux \(F_{tv,i,s}\) is calculated for each soil type \(s\) separately. The individual fluxes are summed up weighted by the fraction \(a(s)\) of the soil type \(s\) of each grid box:

\[
F_{tv,i,ges} = \sum_{s=1}^{5} F_{tv,i,s} \cdot a(s)
\]

This emission flux serves as the lower boundary condition for COSMO-ART.

2.2 The radiation scheme

The radiation scheme GRAALS that used in the COSMO model is based on the parameterisations of Ritter and Geleyn (1992). The transfer of shortwave and longwave radiation is calculated separately for non-cloudy and cloudy conditions. The scheme is based on the solution of the \(\delta\)-two-stream version of the radiative transfer equation. Effects of scattering, absorption and emission by aerosol particles, gases and cloud droplets are taken into account. The solar spectrum is divided into three spectral bands, which cover the wavelength interval between 0.25 µm and 4.64 µm. The terrestrial spectrum covers the wavelength interval between 4.64 µm and 104.5 µm. It is divided into five different spectral bands. Rayleigh scattering of molecules is considered for the shortwave spectral bands.
Scattering and absorption by aerosols on the radiative transfer are considered in all spectral intervals. Therefore, the radiation scheme follows an approach of Tanre et al. (1984). For solving the radiative transfer equation the knowledge of the optical thickness for absorption and scattering and of the asymmetry parameter of the aerosol types is required for each spectral band.

In the operational COSMO model aerosol particles are not explicitly treated. Moreover their effect on atmospheric radiation is accounted for by prescribed optical properties with an exponential decrease with height. All aerosol optical properties are fixed in time. The aerosol types are classified as “urban”, “continental”, and “maritime” for the troposphere and “volcanic” and “stratospheric background aerosol” for the stratosphere. “Desert dust” aerosol is part of the “continental” aerosol type. “Rural” and “background tropospheric” aerosol are also assigned to this type of aerosol. The radiation scheme takes into account optical properties of these aerosol types for the eight spectral intervals.

“Desert dust” aerosol dominates the “continental” aerosol over Africa in the standard COSMO model (Helmert et al., 2007). Over the central Sahara the optical thickness at 550 nm wavelength for “desert dust” aerosol alone is greater than 0.6. It is decreasing towards higher latitudes.

In order to quantify the effect of the online calculated aerosol distribution of desert aerosol on the radiative fluxes and thereby on the state of the atmosphere we carried out control runs (CTRL) without the prescribed optical properties of desert dust aerosol.

### 2.3 Online calculation of the optical properties within COSMO-ART

During intensive mineral dust events the dust optical thickness can reach values greater than three over Africa and the distribution of dust particles has a high variability in time and space. Therefore, the fixed optical properties of the aerosol class “desert dust” that are prescribed in the operational COSMO model are replaced by the online calculated ones. The aerosol optical thickness for scattering and absorption is calculated from the extinction coefficient \( b \) and the single scattering albedo \( \omega \). These parameters and the asymmetry factor \( g \) depend on particle size, number density and the complex refractive index of the particles. They are parameterised applying Mie theory. Particle size and number density distributions are calculated online with COSMO-ART.

The refractive index which is a crucial parameter for the Mie calculations depends on the wavelength of the radiation and the mineralogical composition of the dust particles. In reality the mineralogical composition and therefore the refractive indices differ for dust particles originating from different source regions. This is shown by several measurements (e.g. Petzold et al., 2009; Formenti et al., 2008). For our model runs we assume that the mineralogical composition of the dust particles does not vary in time and space. We used the shortwave refractive indices that were measured during the SAMUM (SAharan Mineral dUst experiMent) campaign (Petzold et al., 2009; red line in Fig. 1). In the long-wave spectral range we used refractive indices provided by Tegen (personal communication; blue line in Fig. 1). They are derived with the assumption of a mineralogical composition of 98% Kaolinite and 2% Hematite (Helmert et al., 2007). An overview of different measured values of refractive indices for mineral dust particles is given in Fig. 1.

When calculating the optical properties we assume that dust particles are spherical. This assumption results in negligible errors when using a 2-stream approximation as GRAALS (M. I. Mishchenko, personal communication, 2008). Mallet et al. (2009) performed optical calculations using mixtures of oblate and prolate spheroids. They concluded that differences in the single scattering albedo and the asymmetry factor between these and spherical particles are lower than 10%. With this assumption it is possible to derive the optical properties by applying Mie theory. The Mie code we use in our study is based on an algorithm provided by Bohren and Huffman (1983). The calculation of the optical properties at each grid point and at each time step is very time consuming. For that reason we calculate the specific extinction coefficient, the single scattering albedo and the asymmetry parameter a priori for the three initial dust size distributions. The median diameters and the standard deviation of those distributions are given in Table 2. The derived values for the specific extinction coefficient, single scattering albedo and asymmetry factor for the three dust modes for each wavelength are then interpolated and weighted with the solar radiance for determining the values for the 8 spectral bands. The results are presented in Table 3. These values are input parameters for COSMO-ART.

Finally, the scattering and absorption optical thickness \( \tau_{s,k} \) and \( \tau_{a,k} \), and the asymmetry factor \( g_k \) are calculated from the specific extinction coefficient \( b_{c,n,k} \), the single scattering albedo \( \omega_{s,n,k} \), and the asymmetry factor \( g_{n,k} \) for each mode n and spectral band \( k \):

### Table 2. Statistical parameters for mineral dust particles after Alfaro and Gomes (1995).

| Mode | \( d_{g \text{ in } \mu m} \) | \( \sigma \) |
|------|----------------|-----|
| 1    | 1.7            | 1.5 |
| 2    | 6.7            | 1.6 |
| 3    | 14.2           | 1.7 |
### Table 3.

Specific extinction coefficient ($\tilde{b}_e$), single scattering albedo ($\tilde{\omega}$), and asymmetry parameter ($\tilde{g}$) derived from Mie-calculations for the three dust modes (1–3) and the eight spectral bands ($k$) used by COSMO-ART. The values of the specific extinction coefficients are given in $m^2 \text{g}^{-1}$.

| $k$       | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\lambda$ in $\mu$m | 1.53–4.64 | 0.7–1.53 | 0.25–0.7 | 20–104.5 | 12.5–20 | 8.33–9.01 | 9.01–10.31 | 4.64–8.33 |
| $\tilde{b}_{e,1,k}$ | 0.606 | 0.543 | 0.481 | 0.070 | 0.136 | 0.178 | 0.400 | 0.220 |
| $\tilde{b}_{e,2,k}$ | 0.293 | 0.262 | 0.248 | 0.086 | 0.151 | 0.229 | 0.306 | 0.243 |
| $\tilde{b}_{e,3,k}$ | 0.257 | 0.232 | 0.222 | 0.090 | 0.157 | 0.230 | 0.280 | 0.239 |
| $\tilde{\omega}_{1,k}$ | 0.975 | 0.983 | 0.890 | 0.105 | 0.150 | 0.409 | 0.353 | 0.515 |
| $\tilde{\omega}_{2,k}$ | 0.949 | 0.970 | 0.832 | 0.226 | 0.323 | 0.575 | 0.476 | 0.589 |
| $\tilde{\omega}_{3,k}$ | 0.943 | 0.967 | 0.821 | 0.258 | 0.367 | 0.590 | 0.491 | 0.594 |
| $\tilde{g}_{1,k}$ | 0.665 | 0.668 | 0.749 | 0.097 | 0.198 | 0.392 | 0.233 | 0.659 |
| $\tilde{g}_{2,k}$ | 0.814 | 0.737 | 0.659 | 0.140 | 0.307 | 0.489 | 0.451 | 0.779 |
| $\tilde{g}_{3,k}$ | 0.681 | 0.746 | 0.823 | 0.156 | 0.345 | 0.512 | 0.517 | 0.798 |

### Fig. 1. Refractive indices for mineral dust of different studies (red: values used in run F; blue: Tegen, used in Helmert et al. (2007) and in the longwave spectrum in run F; pink: Volz (1973); brown: Sinyuk et al. (2003); green: Patterson et al. (1977); orange and light blue: Petzold et al. (2009) episodes 1 and 3; grey: Volz, 1972a, b and Shettle and Fenn, 1979).

The index $n$ refers to the three individual modes of mineral dust particles in COSMO-ART. $h(x,y,z)$ is the altitude of the model layer $z$ above the ground, $M_n$ is the actual mass concentration of mineral dust of the mode $n$.

The calculations according to Eqs. (2–8) are carried out online within COSMO-ART. As the radiative fluxes are modified by the mineral dust particles changes in the wind field and thermal stability occur. This induces modifications of the friction velocity. The friction velocity plays a key role in the calculation of the dust emission within COSMO-ART. Changes in dust emission and meteorological parameters induce changes in dust concentration and by that are closing the feedback loop.

\[
b_{e,k}(x,y,z) = \sum_{n=1}^{3} \tilde{b}_{e,n,k} \cdot M_n(x,y,z) \tag{2}
\]

\[
\omega_k(x,y,z) = \frac{1}{b_{e,k}(x,y,z)} \sum_{n=1}^{3} \tilde{\omega}_{n,k} \cdot \tilde{b}_{e,n,k} \cdot M_n(x,y,z) \tag{3}
\]

\[
b_{s,n,k} = \tilde{\omega}_{n,k} \cdot \tilde{b}_{e,n,k} \cdot M_n(x,y,z) \tag{4}
\]

\[
g_k(x,y,z) = \frac{1}{\sum_{n=1}^{3} b_{s,n,k}} \sum_{n=1}^{3} \tilde{g}_{n,k} \cdot b_{s,n,k} \tag{5}
\]

\[
\tau_k(x,y,z) = b_{e,k}(x,y,z) \cdot (h(x,y,z) - h(x,y,z-\frac{1}{2})) \tag{6}
\]

\[
\tau_{a,k}(x,y,z) = \omega_k(x,y,z) \cdot \tau_k(x,y,z) \tag{7}
\]

\[
\tau_{a,k}(x,y,z) = \tau_k(x,y,z) - \tau_{s,k}(x,y,z) \tag{8}
\]

The calculations according to Eqs. (2–8) are carried out online within COSMO-ART. As the radiative fluxes are modified by the mineral dust particles changes in the wind field and thermal stability occur. This induces modifications of the friction velocity. The friction velocity plays a key role in the calculation of the dust emission within COSMO-ART. Changes in dust emission and meteorological parameters induce changes in dust concentration and by that are closing the feedback loop.
3 Model setup

The simulation period for the synoptic induced dust storm is 5–10 March 2006. The period of the second dust event is 19–24 June 2007. The simulation area for both episodes is West Africa (Fig. 2). The horizontal resolution for the model runs is 28 km. In the vertical direction 40 layers are used up to a height of 22 km. 16 layers are located below 2000 m above surface. We used a time step of 45 s. Initial and boundary conditions are taken from the analyses of the IFS model of ECMWF (IFS: Integrated Forecast System; ECMWF: European Centre for Medium-Range Weather Forecasts). Initial and boundary conditions for mineral dust are set equal zero.

We replaced the surface albedo that is used in the standard COSMO model by data derived from MODIS data (Moderate Resolution Imaging Spectroradiometer; http://www-m01s01m03.sci.gsfc.nasa.gov/docs/brdf/brdfuserguide/albedo.html) as it is done by the IFS model. While the maximum values are below or equal 0.3 in the standard version of the COSMO model the MODIS product gives values of about 0.5 for desert areas.

The calculation of the horizontal saltation flux requires the knowledge of the emission constant $C$ (Eq. 14; Vogel et al., 2006). This constant expresses the amount of material which is available for emission. This amount can vary during a dust event. White (1979) derived a value for $C$ of 2.61 by theoretical considerations, whereas Gomes et al. (2003) found $C = 0.02$ during a field experiment in Spain. In our simulations we used $C = 0.8$.

Two different model runs were carried out for each dust episode. Run F includes the feedback between mineral dust particles and radiative fluxes. In run CTRL this feedback is neglected but the emission and transport of dust particles is considered. The radiation routine was called once per hour. With this configuration of model runs we determine the interaction of dust particles and the thermodynamic and dynamic processes over West Africa.

4 Comparison with observations

4.1 The case of March 2006

In March 2006 one of the biggest dust storms during the last years took place. It developed over Morocco and Algeria on 5 March 2006 when a cold front of a cyclone over the Balearic Islands reached Northern Africa. During the following days the cold front crossed West Africa accompanied by the dust storm. A description of the synoptic-dynamic evolution of the dust storm is included in Milton et al. (2008). They point out the similarity to a dust storm over West Africa in March 2004, which was analysed in detail by Knippertz et al. (2006).

4.1.1 Comparison with satellite data

Figure 3 shows the modelled AOD at 450 nm (left) and the EUMETSAT RGB dust product at 550 nm (right) and retrieval derived from MODIS satellite data (http://daac.gsfc.nasa.gov/giovanni/). The RGB dust product is derived from differences amongst three SEVIRI infrared channels (8.7 μm, 10.8 μm, and 12.0 μm). Dust appears in pink, high optically thick and cold clouds are coloured in dark red. The EUMETSAT products are available for every hour. The MODIS retrievals are derived for each single day using the overpasses of the model domain.

During 5 March 2006, around noon time, high concentrations of mineral dust particles occur over Algeria and Libya. A cold front moves to the south accompanied by the dust storm.

At noon of 6 March, significant dust concentrations are simulated over West Africa north of 16°N except in Morocco and north-west Algeria. The dust particles are transported with high wind speeds in southerly directions. Algeria, Libya, and parts of Mauritania and Mali are under the influence of the dust storm on 6 March, 12:00 UTC (Fig. 3, top). The position of the simulated dust storm is in good agreement with the observed one given by the dust product but shows a shift (delay) of about 200 km in comparison with the MODIS deep blue retrievals. However one has to take into account that the MODIS retrievals are a superposition of two overpasses between 12:00 UTC and 14:00 UTC.

On 7 March 2006 12:00 UTC, the observed dust front moves across the Hoggar, Air and Tibesti mountains. The flow is channelled by the topography and wind speed close to the surface increases. The intensification of the dust plume
in these areas (Fig. 3, middle) is indicated by the simulation. The small scale structure of the observed dust front cannot be resolved by the model results due to the horizontal resolution of 28 km. The general position of the simulated dust storm shows still a spatial delay of about 200 km.

Based on the relative vorticity which is a good indicator for the cold front we derived the propagation of the dust front. On 6 March the position of the front is located around 28° N. Twenty-four hours later the front line is calculated to be around 10° further south. That means that the obtained mean velocity of the front was 13 m s$^{-1}$.

One day later (8 March) the dust storm has propagated further to the south. The simulated emission fluxes are now smaller than the day before (Fig. 12). The position of the dust front is well reproduced by COSMO-ART. Small differences in the position and the structure especially in the south-east of the dust front are due to the coarse resolution. The simulated AOD values show higher peak values than the satellite data.

### 4.1.2 Comparison with sun photometer data

A quantitative comparison of the dust evolution can be gained using AERONET stations (AErosol RObotic NETwork). In March 2006, the following AERONET stations located in our model domain performed measurements: Dakar, Agoufou, Maine Soroa, Cinzana, Tamanrasset, Banizoumbou, Djougou, Quagadougou, and Ilorin. We restrict to show the comparisons of observations and model results for the first four stations (Fig. 4). The comparisons for the other stations give similar results. We compare the observed AOD at 440 nm with the simulated ones at 450 nm.

In general COSMO-ART captures the rise of the AOD during 7–9 March quite well. But the maxima in observed AOD are underestimated by the model. The temporal evolution of the observed AOD is well reproduced by the modelled one for Dakar (Fig. 4). The comparison between modelled and observed AOD in Agoufou and Cinzana shows a delay in the simulated arrival of the dust front (Fig. 4). On 5 March the AOD is significantly underestimated for Maine Soroa by the model results. This is caused by the fact, that we start our simulations with a dust free atmosphere. Therefore the model is not able to capture the observed values at
the beginning of the simulation period. Our results are comparable to those of Tulet et al. (2008) for Ilorin and Djougou, and those of Milton et al. (2008) for Agoufou, Dakar, Cape Verde, Cinzana, Banizoumbou, Djougou, and Maine Soroa. The reason for the differences between model results and observed AOD could be both an imprecise calculated mass concentration and the uncertainties of the refractive index and the size distributions that are used to calculate the optical properties. Another reason for the differences of modelled and measured AOD could be that the simulated AOD takes only dust particles into account whereas the measurements capture also other aerosol types. During the first three days (5–7 March) the measured Ångstrom coefficient (440 nm and 870 nm) at Dakar is higher than 0.4. This indicates smaller particles like biomass burning aerosol. When the dust front reaches the station the value declines to less than 0.15, indicating larger particles. So the increase of observed AOD is due to the arrival of dust particles.

4.1.3 Comparison with data from SYNOP stations

We used the data of the SYNOP stations Hombori and Djanet (WMO No. 612400, 606700) for comparison. Djanet is located east of the Hoggar, Hombori is located further south (Fig. 2). Figure 5 shows time series of observed visibility and simulated AOD at 450 nm and observed and simulated 2 m temperature.

Observed visibility and simulated AOD are anti correlated at both stations. As the simulated dust is located in the boundary layer our model reproduces the arrival of the dust front and the further development at both stations very well.

The dust front arrives at Djanet during the night of 6–7 March 2006 and the observed temperature decreases. The runs F and CTRL reproduce the decrease in temperature during the arrival of the dust front. This indicates that the decrease in temperature of about 10 K is caused by the passage of the cold front arriving simultaneously. After the arrival of mineral dust the 2 m temperature is better reproduced by run F than by run CTRL. The observed daily temperature range decreases from 14.1 K on 5 March to 6.2 K on 7 March (Table 4). The simulated daily temperature range is reduced by 6.3 K in run F and by 4.1 K in run CTRL. A part of the reduction is due to the passage of the cold front but the presence of the dust particles causes a further reduction of the daily temperature range. The high dust concentrations remain at the station for about 30 h. Then the simulated AOD decreases again and the observed visibility increases (Fig. 5).

The dust front reaches Hombori during noon on 7 March. The observed visibility decreases from 16 km to 2 km (Fig. 5). The AOD of run F increases. In contrast to Djanet the visibility remains at low and the AOD at high values for a much longer time period.

During the first two days of the simulation period the 2 m temperature is underestimated in both model runs (Fig. 5). Due to the horizontal grid size of 28 km the land use in the model differs from the actual one at Hombori. That explains the underestimation of the 2 m temperature (see Sect. 5.2). After the dust front passed the station the observed daily temperature range is reduced by more than 4 K. Like in Djanet this reduction is reproduced by run F, but at the end of the simulation period it is overestimated (Table 4).

Surprisingly, at both stations the simulated temperature of run F is higher than the one of run CTRL during night and day. One would expect that the reduction in surface downward shortwave radiative flux due to absorption and scattering of radiation should induce a decrease in near surface temperature during noon. This behaviour will be discussed in more detail in Sect. 5.2.
downward shortwave radiative flux is reproduced in run F. Delay of the modelled dust front the decrease of the surface particles at noon of 7 March. As a result of the temporal observed flux decreased due to the presence of mineral dust. The simulated AOD at 450 nm for run F and CTRL (Fig. 6a).

Table 4. Observed and simulated daily temperature range (DTR) in K for Djanet and Hombori.

| Date  | 5.3 | 6.3 | 7.3 | 8.3 | 9.3 |
|-------|-----|-----|-----|-----|-----|
| Djanet, observed | 14.1 | 13.4 | 6.2 | 14.8 | 15 |
| Djanet, run F | 14.6 | 13.3 | 8.3 | 16.3 | 16.4 |
| Djanet, run CTRL | 14.6 | 14.2 | 10.5 | 16.7 | 17.4 |
| Hombori, observed | 15 | 13.4 | 9 | 11 | 10.2 |
| Hombori, run F | 18.1 | 16.3 | 13.1 | 8.4 | 6.9 |
| Hombori, run CTRL | 18.1 | 16.4 | 14.1 | 15.4 | 13.5 |

4.1.4 Comparisons with flux measurements at Niamey

Detailed measurements of the radiative fluxes at the surface were carried out at the ARM Mobile Facility (hereafter ARM-MF) in Niamey, Niger (13.52°N, 2.11°E). The deployment of the ARM-MF was part of the RADAGAST (Radiative Atmospheric Divergence Using ARM Mobile Facility, GERB Data, and AMMA Stations) project (Miller and Slingo, 2007).

The time series of observed and modelled AOD in Niamey between 5 March, 00:00 UTC and 10 March 2006, 00:00 UTC is shown in Fig. 6a. Slingo et al. (2006) made retrievals of the AOD from data obtained with the Multi-Filter Rotating Shadowband Radiometer (MFRSR). They derived the aerosol optical properties from MFRSR observations by using an updated version of the retrieval technique described by Kassianov et al. (2005). We used the retrievals at 415 nm of Slingo et al. (2006, Fig. 2) for a comparison with the modelled AOD at 450 nm for run F and CTRL (Fig. 6a).

The observation shows that the dust front arrived in Niamey on 7 March at noon whereas the simulation of the AOD shows a delay of approximately 5 h. The simulated AOD is too low during the first two days after the passage of the front and the observed maximum is not captured in the simulation. Milton et al. (2008) found similar differences between observations and model results for the station at Niamey. They suppose that the reason could be poorly modelled dust sources, an incorrect soil moisture state, or deficiencies in the modelled near surface wind. These reasons would hold for our model runs as well. Moreover, we would add uncertainties of the simulated size distributions, mineralogical composition, and consequently the obtained optical properties of the dust particles. Observed and simulated AOD of run F are in a good agreement on 9 March.

Figure 6b shows the daily cycles of measured and simulated downward shortwave radiative flux at the surface. The observed flux decreased due to the presence of mineral dust particles at noon of 7 March. As a result of the temporal delay of the modelled dust front the decrease of the surface downward shortwave radiative flux is reproduced in run F with a delay of one day. On 9 March the simulated and the observed AOD values are similar and also the simulated and the observed surface downward shortwave radiative flux are in a good agreement. With prevailing cloud free conditions the flux stays constant from day to day in run CTRL. In this run the surface downward shortwave radiative flux is overestimated by more than 300 W m⁻² after the passage of the dust front.

Slingo et al. (2006) showed that most of the surface downward shortwave radiative flux is attributed to the diffuse component. Our simulation underestimates the diffuse flux and overestimates the direct flux (Stanelle, 2008). One reason for these deviations could be that the observed aerosol population has a larger single scattering albedo than our simulated ones. This could be caused by a smaller imaginary part of the refractive index or by smaller particles.

The observed upward longwave flux is larger than the simulated one because the observed temperature is higher than the simulated one (Fig. 6f). After the passage of the cold front the observed downward longwave flux is increasing although the observed temperature is decreasing (Fig. 6c, f). This can be attributed to the mineral dust and is reproduced by the results of run F. The increase in longwave radiation is slightly overestimated by the model results. In contrast the temperature and simultaneously the downward flux of longwave radiation are decreasing in run CTRL. The different behaviour clearly demonstrates the effect of the mineral dust particles on the longwave downward flux.

Figure 6d shows the simulated surface radiation budget at Niamey for five consecutive days. The surface radiation budget is given by the sum of net shortwave and net longwave
radiative fluxes. Before the arrival of the dust front the simulated surface radiation budget is higher than the observed one during daytime hours. This is caused by the underestimation of the simulated upward longwave flux due to the underestimation of the temperature. The reason for the underestimation of the temperature is given below.

After the arrival of the dust front a reduced surface radiation budget is observed during the day. On 9 March the simulated AODs of run F are in good agreement with the observed ones. At that day the observed and the simulated reduction of the surface radiation budget during daytime caused by mineral dust (e.g. 5 March) are comparable (observed: 150 W m\(^{-2}\), simulated: 160 W m\(^{-2}\)). However, in run F the observed surface radiation budget is overestimated during daytime and underestimated during nighttime before the passage of the dust front. After the passage it is overestimated during nighttime. There are several reasons for the overestimation during daytime. One reason is the underestimation of upward shortwave flux due to differences between the real surface albedo and the one that was used in the model. Another reason is the overestimation in the downward longwave flux and of the radiative balance during night and day as well.

The overestimation of the surface radiation budget should lead to an overestimation of the surface temperature. However, the surface temperature is underestimated by the model. Figure 6e shows the temporal development of the observed and the simulated latent heat flux. It is obvious that the simulated fluxes are much higher than the observed ones. This is caused by the resolution of our model. While the ARM mobile facility was placed at bare soil in our model runs savannah type vegetation is present at the corresponding grid point. This results in an overestimation of the simulated latent heat flux by the model. Apart from that discrepancy, which we expect to be same for both runs, we can use the observations and the results of the simulation to compare the effects caused by mineral dust. We calculated the observed and the simulated daily temperature range for each day (Table 5). The maximum temperature decreases in run F and run CTRL during 7–8 March. As for Djanet and Hombori the temperature decrease of run CTRL at Niamey is due to the cold front. When the simulated dust front has reached the station the results of run F and CTRL starts to differ. Especially during night much higher temperatures are simulated in run F. This is caused by an increased downward longwave flux due to the mineral dust particles. In agreement with the observations the maximum temperature in run F stays constant after the mineral dust has reached the station whereas it continues to decrease in run CTRL. Another remarkable effect is a distinct decrease in the daily temperature range. After the arrival of the dust front the daily temperature range is strongly overestimated by neglecting the influence of dust particles on radiative fluxes (run CTRL). A similar behaviour was already found for the station Hombori.

### Table 5. Observed and simulated daily temperature range (DTR) in K for Niamey.

| Date   | 5.3. | 6.3. | 7.3. | 8.3. | 9.3. |
|--------|------|------|------|------|------|
| Observations | 15.5 | 15.0 | 11.6 | 8.6  | 7.8  |
| run F   | 15.4 | 16.1 | 13.8 | 10.0 | 6.5  |
| run CTRL | 15.4 | 16.1 | 13.8 | 12.7 | 13.0 |

#### 4.2 The case of June 2007

During the boreal summer the circulation is dominated by the monsoon system in West Africa. The Intertropical Convergence Zone (ITCZ) is shifted northwards; the rather cold and moist monsoon flow penetrates into West Africa. A characteristic of the West African monsoon is the Inter Tropical Front (ITF). There the dry Harmattan flow is separated from the moist monsoon flow. The Harmattan is increased by the Saharan heat low, which is a shallow pressure system covering major parts of the Saharan desert. Due to the convergence in the region of the ITF the air mass and therefore the dust emitted in the area covered by the Harmattan is forced to ascent. In opposite to the dust storm in March 2006 the more local dust events during 20–24 June 2007 did not affect entire West Africa. During these events the dust particles were located close to the surface and after uplifting along the ITF also in elevated layers. Information about the precise synoptic conditions during the dust storms in June 2007 can be found in Grams et al. (2010).

#### 4.2.1 Comparison with satellite data

In the following we will compare the simulated AOD values at 450 nm with EUMETSAT RGB dust products and retrieved AOD values at 550 nm derived from MODIS satellite data. On 21 June 2007 the MODIS overpasses covered the time intervals 12:55–13:05 and 14:35–14:40 UTC on 21 June.

On 20 June, 2007 a first major dust plume was simulated over Mali. The emission of dust particles took place northerly of the ITF. During the following night the dust plume was transported in south-westerly directions. The position of the simulated dust plume is in a good agreement with the observed one on 21 June, 08:00 UTC (Fig. 7 top, bulb 1). Another maximum of AOD over Morocco is simulated in the region of the Atlas Mountains which can not be recognized in the satellite image. This cloud of mineral dust moves north-eastwards and does not influence the results in the examined areas farther south.

In the afternoon a second dust plume is simulated (Fig. 7 middle and bottom, bulb 2). This second dust plume is also visible in the EUMETSAT dust product. The orientation of
**Fig. 7.** Simulated AOD at 450 nm and 10 m wind vectors of run F (right) and SEVIRI RGB dust product with dust shown in pink and cold high clouds in dark red (left) on 21 June 2007, 08:00 UTC (top) and 16:00 UTC (middle). MODIS deep blue AOD at 550 nm, simulated AOD at 450 nm (run F) and simulated wind vectors at 15:00 UTC (bottom).

This plume is simulated by the model not entirely correct and it is located too far to the north. It is possible that this error is a result of a wrong location of the ITF, as strong dust emission is closely related to the location of the ITF. Comparing ECMWF-4D-Var-Analysis and measurements for July 2006 (time period of AMMA-SOP 2006), Messager et al. (2010) found the analysis locating the ITF too far to the north. Perhaps this could be the case for the examined time period as well and with the ECMWF-Analysis taken as boundary data for the model run this could explain the incorrect location of this dust emission. At 15:00 UTC 21 June a comparison with the MODIS data is possible (Fig. 7, bottom). The satellite data shows the dust plume 2 but not the plume 1 which is located in an area of missing data. While again differences occur in the exact location of the dust plume the maximum values of the AOT are comparable.

In order to compare the vertical structure of the simulated dust distribution with observations we used CALIOP data (Cloud-Aerosol-Lidar with Orthogonal Polarization, Winker et al., 2007). The CALIOP-derived perpendicular attenuated backscatter coefficient at 532 nm is shown on the bottom of Fig. 8 for 22 June 2007 between 02:40 UTC and 02:54 UTC. The signal strength has been colour coded. Blue correspond to molecular scattering and weak aerosol scattering; aerosols generally show up as yellow, red and, orange. Strong cloud signals are shown in grey, while weaker cloud returns are similar in strength to strong aerosol signals, they are coded in yellow and red. The simulated vertical distribution of dust...
5 Discussion of the model results

Based on our model results we will quantify the impact of mineral dust on the radiative fluxes, the temperature and the feedback between dust particles and their emissions in more detail.

5.1 Impact of mineral dust particles on radiative fluxes

We calculated the differences in net radiative flux ($\Delta F)$ caused by mineral dust between the results of runs F and CTRL at 7 March 2006, 8 March 2006 and 21 June 2007, 12:00 UTC at the surface. Only grid points are used where the cloud cover was zero in runs F and CTRL. Based on other studies, $\Delta F/$AOD is called the dust forcing efficiency (e.g. Helmert et al., 2007). Close to source areas in southern Sahara Helmert et al. (2007) found a dust forcing efficiency of $-196$ W m$^{-2}$ (AOD = 1, at 500 nm) for particles with high single scattering albedo and $-220$ W m$^{-2}$ for particles with a lower single scattering albedo. Averaged over northern Sahara they found $-81$ W m$^{-2}$ and $-85$ W m$^{-2}$, respectively. Fouquart et al. (1987) found a dust forcing efficiency of $-145$ W m$^{-2}$ (AOD = 1, at 550 nm) during a field campaign near Niamey. Mallet et al. (2009) determined similar numbers.

The dependency of $\Delta F$ on AOD at 450 nm for our model results is shown in Fig. 9 for 12:00 UTC for all grid points with an AOD greater than 0.1. We found an average forcing efficiency of $-140$ W m$^{-2}$ for the net shortwave flux at the surface.

In contrast to the linear behaviour in ratio of $\Delta F$ and AOD for the net shortwave flux at the surface, we found a nonlinear relation between the net longwave flux and AOD and $\Delta F$ levels out at about 150 W m$^{-2}$ (Fig. 9). This is in good agreement with the value determined by Milton et al. (2008).

Helmert et al. (2007) determined a shortwave dust forcing efficiency at the top of the atmosphere (TOA) of $-121$ W m$^{-2}$ close to the source areas and $-55$ W m$^{-2}$ at larger distances. In contrast to that we found at most grid points positive values. Figure 9 shows the relationship between $\Delta F$ and the AOD at TOA. This relationship is not as clear as at the surface. However, $\Delta F$ is not only determined by the AOD. We correlated $\Delta F$ with the surface albedo (not shown here) and obtained a very clear positive correlation. Negative values of $\Delta F$ are only found at those grid points where the surface albedo is below 0.27 i.e. over the ocean. This dependency on the surface albedo was already explained by Liao and Seinfeld (1998). In contrast to our simulation Helmert et al. (2007) used the albedo of the operational COSMO version i.e. a maximum albedo below 0.3 whereas in our setup of the model the maximum value is 0.5. This explains the differences in the sign of the shortwave forcing efficiency.

Haywood et al. (2005) applied the UK Met Office Unified Model and found discrepancies between modelled and observed longwave radiative flux on TOA above the Sahara heat low. They identified the lack of mineral dust in the model as a major reason of this systematic error. They got an overestimation in outgoing longwave radiation by cloud free conditions of up to 50 W m$^{-2}$ (daily mean) which implies an underestimation of net longwave flux on TOA.
They determined a longwave dust forcing efficiency of 20.6 W m\(^{-2}\) at TOA. The maximum was 30.3 W m\(^{-2}\) and the minimum 13.8 W m\(^{-2}\). Close to the source areas the dust forcing efficiency was determined as 29 W m\(^{-2}\) by Helmert et al. (2007). For the dust outbreak in March 2006 Slingo et al. (2006) derived the outgoing longwave radiation from the GERB broadband radiometer. They show that the net longwave radiation at TOA increased by 30 W m\(^{-2}\). Mallet et al. (2009) found a positive effect of dust aerosols on net longwave radiation on TOA over the entire West Africa region during 9–12 March 2006 (at noon). They determined an increase between 20 and 50 W m\(^{-2}\).

The relationship of net longwave forcing and AOD at TOA at 12:00 UTC for our model results is not as pronounced as for net longwave fluxes at surface (Fig. 9). The mean increase for a dust layer with an AOD (450 nm) of 1 is 26 W m\(^{-2}\). The reduction of outgoing longwave radiation at TOA can be caused by a reduction in surface temperature due to the decrease of downward shortwave radiation or by the absorption and re-emission of longwave radiation by the dust plume.

### 5.2 Effects on the temperature

We will discuss an increase of the 2 m temperature during the day in more detail on the basis of the dust storm in March 2006. During this dust storm the dust particles were located in the boundary layer.

The energy available at the ground is reduced due to the reduction of the net incoming radiative flux during day. According to this the surface temperature should decrease. This is the case during the first simulation day. After 15 h simulation time, during afternoon on 5 March, the 2 m temperature decreases by 0.2 K to 3 K due to the dust plume (Fig. 10).

Changes in temperature in regions without dust particles, e.g. in the region of the Intertropical Convergence Zone, are due to changes in cloud cover. The maximum decrease in 2 m temperature is about 3 K. Helmert et al. (2007) determined a reduction in 2 m temperature of 3 K for more reflecting particles and of 3.3 K for more absorbing particles close to source areas. Milton et al. (2008) determined a reduction in 1.5 m temperature between 0.5 K and 2 K for 8 March 2008. Tulet et al. (2008) found a reduction in surface temperature of more than 6 K in some places during the end of the dust storm in March 2006.

The 2 m temperature in run F is higher than in run CTRL during the night of 5–6 March (Fig. 10). The nocturnal cooling is reduced by up to 5 K in run F. Tegen et al. (2006) determined a reduction of nocturnal cooling of approximately 1 K due to a dust plume in the Bodélé Depression. Pérez et al. (2006) found a reduction in near surface temperature during both day and night.

During the next day the temperature in run F is higher than in run CTRL in areas that were influenced by the dust plume during the night before or which are affected by the advection of heated (by dust particles) air (Fig. 10). This is caused by a combination of reduction of nocturnal cooling and the warming of the air layer due to the absorption of radiation by the mineral dust particles. Due to the reduction of shortwave
radiation at the surface the temperature difference during day is not as high as during night.

During the dust episode that occurred over West Africa in June 2007 the dust layer is elevated through isentropic lifting in the intertropical discontinuity zone (Stanelle, 2008). Figure 11 shows the 2 m temperature difference between run F and CTRL for 21 June 2007, 15:00 UTC. At the bottom of the same figure is shown a vertical cross section of the mass concentration of mineral dust and of the temperature difference along the line marked in Fig. 11, top. An increase in near surface temperature occurs in areas where the dust layer is located close to the surface as it was the case during the episode in March 2006. A decrease in near surface temperature is found in those areas where an elevated dust layer occurs. In this case the cooling is also reduced during night. The decrease in nocturnal cooling does not lead to an increase in near surface temperature during daytime in this case. The reduction of downward shortwave radiation during the day causes a decrease of the temperature in the boundary layer. The air layer which is heated by absorption of radiation by dust particles is above the boundary layer. This shows that the location and the vertical extension of the dust plume determine the effect on 2 m temperature.

Due to the different influence of an elevated and a near surface dust layer on the surface temperature during day, the meridional temperature gradient at the surface increases (Fig. 11). The North becomes warmer and the South colder due to the radiative effect of the dust layer. This increase in the meridional temperature gradient results in an intensification of the secondary circulation in the region of the intertropical front (Stanelle, 2008). The upward motion is increased by a factor of 2 in run F in comparison to run CTRL on 21 June, 21:00 UTC.

5.3 Changes of the emission rate of dust particles

Changes in the state of the atmosphere induce modifications in the emission rate of dust particles. As discussed in Sect. 2.1 the emission of dust particles depend on the friction velocity and the soil properties. The soil properties are fixed in time but friction velocity alters due to changes in wind speed and thermal stability.

The regional averaged (18° W–20° E, 12° N–35° N) wind velocity at 10 m above surface and the spatial integral of the emission dust flux during the dust events in March and June is shown in Fig. 12. The emission rate of dust particles has a diurnal cycle. The simulated emission rates reach their maximum around noon and their minimum around 22:00 UTC. Caused by the diurnal cycle of the friction velocity the simulated dust emission is low during night and high during day. At noon of 7 March 2006 the total emission rate in the model area reaches a maximum of more than 100 t s$^{-1}$. During night the total emission rate in run F is larger than in run CTRL by a factor of 2. The thermal stability at the surface is reduced in run F in comparison to run CTRL during night. This reduction is induced by the decrease in nocturnal cooling due to the dust layer. During noon the mean wind velocity decreases slightly in run F. This results in a decrease of
dust emission. Integrated over the entire simulation period (5–10 March) the total emission flux is about 16% higher in run F than in run CTRL.

During the dust event in March 2006 nearly entire West Africa is influenced by the dust storm. Only local dust storms took place during June 2007. Consequently the emission fluxes are much higher in March than in June, also if nearly the same mean wind velocity occurred (compare 6 March and 21 June).

21 June is the day with the most intensive total dust emission flux in the simulation area during the dust episode in June 2007. During that day the increase in dust emission in run F in comparison to run CTRL is between 12% (noon) and 100% (during night). During the next two days the mean wind velocity is in the same order as during 21 June, but the emission flux decreases. This is due to the fact that the areas with highest wind speed during the 22 June and 23 June are situated in the south where only a few dust source areas are present. Integrated over the whole simulation period (19–24 June) and the simulation area the increase in dust emission is 25% when considering the feedback between dust particles and radiative fluxes.

Miller et al. (2004) determined in their global study a decrease of global dust emissions of 15% due to the direct aerosol effect of mineral dust particles. They neglected larger particles, which have particularly an influence of the longwave radiation. Especially close to source areas the neglecting of large particles can lead to an underestimation of dust emissions in a dust-radiation-feedback run. Heinold et al. (2007) found a decrease of 50% in dust emission flux in Chad during noon when considering the feedback between dust particles and radiation. We found a much less decrease in emission flux in run F during noon in March and even an increase in June. There is a reduction in the sensible heat flux in most of the regions influenced by the dust particles in both of our feedback simulations (Stanelle, 2008). This reduction is also observed by Miller et al. (2004). During March 2006 the reduction results in a decrease of wind velocity and consequently in a decrease of dust emission. In June there is a small region around 17° N and 6° W where the sensible heat flux increases during noon, thus the wind velocity increases. In this area the dust emission flux is very high.

Changes in dust emission influence the concentration of dust particles in the atmosphere and hence the radiative fluxes. We showed changes in atmospheric state initialized by the direct aerosol effect of dust particles. These changes induce a vertical displacement of the dust particles, especially in the region of the ITF during the dust episode in June 2007. This modification also influences the radiative effect of dust particles, but the influence of changes in dust emission flux is higher. However, both facts lead to the conclusion that it is necessary to use online coupled dust-atmosphere model systems to calculate the influence of dust particles on radiative fluxes.

6 Conclusions

We extend the fully online coupled model system COSMO-ART (Vogel et al., 2009) to treat mineral dust particles and their influence on the radiative fluxes.

We compared our model results with observations for the dust event in March 2006. The location of the dust front was captured by our model, only at some stations the simulated dust front arrived a few hours later than the observed one. The comparison with measurements of radiative fluxes at Niamey show a reasonable agreement between modelled and observed radiative fluxes when the influence of dust particles on radiative fluxes is considered in the model run.
downward shortwave radiation at the surface is well reproduced by run F in Niamey. The downward longwave radiation at the surface increases after the passage of the dust front in both observation and run F. The rise in downward longwave radiation is overestimated in run F. After the passage of the dust front the observed diurnal temperature range is reduced. This is reproduced by the feedback run. The fact that even the model run without the consideration of the feedback between mineral dust particles and radiative fluxes reproduces the observed decrease in 2 m temperature after the arrival of the dust front shows that the initial decrease is caused by the passage of the cold front and not by the dust particles.

We analysed the radiative efficiency of dust particles. For shortwave radiation at the surface we found a radiative efficiency of $-140 \text{ W m}^{-2}$. At TOA the influence of dust particles depends strongly on surface albedo. In this case we did not find a clear relationship between AOD and changes in net shortwave radiative fluxes. At the surface the increase of the net longwave radiative fluxes is about $79 \text{ W m}^{-2}$ for a dust layer with an AOD of 1. If such a dust layer is present the increase of net longwave radiative fluxes is approximately $26 \text{ W m}^{-2}$ at TOA.

We found that mineral dust particles are able to cause both, a decrease and an increase in near surface temperature during the day. They cause a decrease in regions where dust particles are freshly emitted or an elevated dust layer is present. The decrease in 2 m temperature is up to 4 K. The 2 m temperature increases if the dust layer is attached to the surface and is present at least since the day before. The increase is caused by a combination of the reduction of nocturnal cooling and the warming of the air layer due to the absorption of radiation by the mineral dust particles. Due to the reduction of shortwave radiation at the surface the temperature difference during day is not as high as during night.

The feedback between mineral dust particles and radiative fluxes leads to changes in the physical state of the atmosphere. Changes in the wind field and the thermal stability induce modifications in the emission flux of dust particles. We found an increase in the total emission flux of dust particles by about 16% during the dust storm in March 2006 and 25% during the dust episode in June 2007. The main increase takes place during night. In wide areas the emission flux decreases slightly during the day. Our results demonstrate the importance to use online coupled models to determine the emission flux and the radiative effect of mineral dust particles.

Based on our model results we conclude that these processes should be included in numerical weather forecast models.
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