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Abstract—A major concern in training and releasing machine learning models is to what extent the model contains sensitive information that the data holders do not want to reveal. Property inference attacks consider an adversary who has access to the trained model and tries to extract some global statistics of the training data. In this work, we study property inference in scenarios where the adversary can maliciously control part of the training data (poisoning data) with the goal of increasing the leakage.

Previous work on poisoning attacks focused on trying to decrease the accuracy of models either on the whole population or on specific sub-populations or instances. Here, for the first time, we study poisoning attacks where the goal of the adversary is to increase the information leakage of the model. Our findings suggest that poisoning attacks can boost the information leakage significantly and should be considered as a stronger threat model in sensitive applications where some of the data sources may be malicious.

We first describe our property inference poisoning attack that allows the adversary to learn the prevalence in the training data of any property it chooses: it chooses the property to attack, then submits input data according to a poisoned distribution, and finally uses black box queries (label-only queries) on the trained model to determine the frequency of the chosen property. We theoretically prove that our attack can always succeed as long as the learning algorithm used has good generalization properties.

We then verify effectiveness of our attack by experimentally evaluating it on two datasets: a Census dataset and the Enron email dataset. In the first case we show that classifiers that recognizes whether an individual has high income (Census data) also leak information about the race and gender ratios of the underlying dataset. In the second case, we show classifiers trained to detect spam emails (Enron data) can also reveal the fraction of emails which show negative sentiment (according to a sentiment analysis algorithm); note that the sentiment is not a feature in the training dataset, but rather some feature that the adversary chooses and can be derived from the existing features (in this case the words). Finally, we add an additional feature to each dataset that is chosen at random, independent of the other features, and show that the classifiers can also be made to leak statistics about this feature; this shows that the attack can target features completely uncorrelated with the original training task. We were able to achieve above 90% attack accuracy with 9–10% poisoning in all of these experiments.

I. INTRODUCTION

Machine learning is revolutionizing nearly every discipline from healthcare to finance to manufacturing and marketing. However, one of the limiting factors in ML is availability of large quantities of quality data.

This has prompted calls for collaborative learning, where many parties combine datasets to train a joint model [1, 40]. However, much of this data involves either private data about individuals or confidential enterprise information. In order to use data without revealing sensitive information about the training data, the field of privacy preserving machine learning is developing fast with significant progress on technologies like differential privacy and cryptography based learning systems.

Inference Attacks: Inference attacks consider an adversary who tries to infer sensitive information about the training set by inspecting the model that is trained on it. Inference attacks have come in two main flavors: membership inference [43] and property inference attacks [2].

In a membership inference attack, an adversary tries to infer if a special instance was present in the training set that was used to train a given model. In property inference attacks, the adversary tries to infer some aggregate information about the whole training set. While there are some promising approaches for defending against membership inference attacks (e.g. differential privacy), there is no general defense mechanism known against property inference attacks and how to defend against them is still an open question. In this work, we focus on property inference attacks in collaborative learning scenarios and show that these attacks are more devastating than previously thought.

Note that the property being inferred need not be an explicit feature in the training set, nor does it need to be obviously correlated with the training set labels. For example, we will consider a property inference attack on a text based model (in particular a spam classifier), which attempts to learn the average sentiment (positive or negative) of the documents in the training dataset.

Poisoning Attacks In poisoning attacks, some part of training data (poisoning data) is carefully chosen by an adversary who wishes to make the trained model behave in his own interest. A considerable body of works [1, 4, 47, 42, 52, 48, 5, 4] have shown that poisoning attacks can significantly hurt accuracy of ML models.

Poisoning Attacks Increasing Information Leakage In this work we initiate the study of poisoning attacks that aim at increasing the information leakage in ML models. In particular, we ask the following question:

Can adversaries boost the performance of property inference attacks by injecting specially crafted poison data in the training set?

This is a very relevant question whenever data is gathered from multiple sources, some of which may be adversarially
controlled. In particular, it is relevant in collaborative machine learning, where one party might contribute malicious data in order to learn some property about the rest of the training set.

To follow our above example, if a group of small companies pool their data to train a spam classifier, one company might contribute poisoned data in an attempt to learn about the average sentiment in the rest of the group. This could give that company a significant edge in understanding its competitors’ positions.

We note that the above question could also be asked for membership inference attacks. While that is an interesting direction, in this paper we only focus on property inference attacks. We show that poisoning can indeed increase the property leakage significantly.

**Attack Model:** In this paper we consider an attacker who is allowed to first submit a set of “poisoned” data of its choice, which will be combined with the victim dataset and used to train a model. Note that our adversary is oblivious to the “clean” training set sampled from other sources. The attacker can then make a series of black box queries to the trained model. Note that by black box queries we mean that the adversary only gets to learn the predicted label for each query. (It does not, for example, get the confidence values that the model produces, or any internal information from the model.) Finally, as in the property inference attacks of [16, 2], the attacker’s goal is to infer whether the average of a particular property is above or below a particular threshold. This is a very natural model for poisoning in the distributed learning setting where data is gathered from many sources.

**Main Contributions:**

- Theoretical Results: We first describe a theoretical attack that works as long as the training algorithm outputs a Bayes-optimal classifier. The high level idea of our attack is that the adversary adds poisoning points in a way that causes the behavior of the Bayes-optimal classifier to depend on the average of the target property. In particular, we show that poisoning would change the prediction of certain instances when the average of property is below the threshold. But when the average is higher than the threshold, then the poisoning does not change the prediction of those points. See Section VI for details of our analysis.

We formalize this intuition by giving a concrete attack based on our theoretical analysis in this model and analyzing it’s effectiveness. Our attack is agnostic to the architecture of the trained model since it is completely black box. Note that poisoning is a crucial aspect of our theoretical analysis and the information leakage does not necessarily exist if we do not allow the adversary to poison the data.

- Experimental Results: Real training algorithms do not always output Bayes optimal classifiers, so there is a question about whether the above results hold in practice.

1Oblivious poisoning attacks are provably weaker than non-oblivious poisoning attacks in what they can achieve [18].

To explore this we implement our attack on several target properties on a Census dataset and on the Enron email dataset; in the first setting we consider a model trained to predict whether an individual with a given feature set has high income. In the second setting, we consider a spam classifier trained on the emails. The objective of the attacker in all these experiments is to distinguish whether or not the target property appears with high frequency in the dataset. Our attack can successfully distinguish various ranges of higher vs. lower frequencies, e.g. (5% from 10%), (40% from 60%), (30% from 70%). We experiment with three types of target properties:

1) Properties that are present in the training dataset as a feature, e.g., Gender and Race in the Census dataset.

2) Properties that are not present as a feature in the training data, but which may be derived from those features e.g., Negative sentiment in emails (as determined by sentiment analysis) in the Enron dataset.

3) Properties that are uncorrelated with the rest of the training data or classification task: for this experiment, we added an independently chosen random binary feature to each data entry in both the Census and the Enron data.

Experimenting with these variety of target properties demonstrate the power of our attack. In our attacks, we were able to achieve above 90% attack accuracy with about 10% poisoning in all of these experiments. We run our experiments for logistic regression and also for fully connected neural networks (See Section VII). The whitebox attack in [17] used Gender and Race as their target properties on Census dataset, so these experiments provide a reference for comparison, and show that with moderate poisoning 5 − 10% our attack significantly improves the performance both in accuracy and running time, and of course in the access model which is fully black box. Moreover, we implemented the attack of [17] on our random features (the third type listed above), and show that the attack accuracy is barely above 50%, while our attack with 5−10% poisoning is able to achieve near perfect accuracy.

**A. Organization**

The rest of the paper is organized as follows. In Section II we discuss the related work. In Section III we describe our threat model and formalize it. In Section IV we describe the theoretical attack for Bayes Optimal Classifiers, and in Section VI we show our concrete attack. We discuss the experiments in Section VII and conclude with some future directions to explore in Section VIII.

**II. RELATED WORK**

It is quite well known by now that understanding what ML models actually memorize from their training data is not trivial. As discussed above, there is a rich line of work that tries to investigate privacy leakage from ML models under different threat models. Here we provide some more detail on
several of the works which seem most related to ours. For a comprehensive survey on the other privacy attacks on neural networks, please see [21].

The global property inference attacks of [3, 17] are the most relevant to us: here the adversary’s goal is to infer sensitive global properties of the training dataset from the trained model that the model producer did not intend to share. We have already described some examples above. Property inference attacks were first formulated and studied in [3]. However, this initial approach did not scale well to deep neural networks, so [17] proposed a modified attack that is more efficient. The main differences from our attack are in the threat model: 1) our adversary can poison a portion of the training data and 2) in [3, 17] the adversary has whitebox access to the model meaning that it is given all of the weights in the neural net, while our adversary has only blackbox access to the trained model as described above. We experimentally compare our attack performance and accuracy with that of [17] in Section VII.

Another closely related attack is the more recent subpopulation attack [23]. Here the adversary’s goal is to poison part of the training data in such a way that only the predictions on inputs coming from a certain subpopulation in the data are impacted. To achieve this, the authors poison the data based on a filter function that specifies the target subpopulation. However, the goal of these subpopulation attacks is to attack the accuracy of the model.

In [36] the authors studied property leakage in the federated learning framework. In federated learning the process proceeds through multiple rounds. In each round each of \( n > 2 \) parties takes the intermediate model and uses their own data to locally compute an update. These updates are all collected by a central party and used to form the next intermediate model. The threat model in [36] is the following: \( n \) parties participate in a ML training using federated learning where one of the participants is the adversary. The adversary uses the model updates revealed in each round of the federated training and tries to infer properties of the training data that are true of a subpopulation but not of the population as a whole. We note that in this threat model, the adversary gets to see more information than on our model, so this result is not directly comparable to ours.

We also note that our work is similar to [41] in spirit, where the authors develop Bayes optimal strategies for a grey box membership inference attack4. The attack the authors study is membership-inference (as opposed to property inference), so the goal and technique of the attack and the assumptions they make about the model are completely different from ours.

Another related work is the recent work of [24] that studies poisoning attacks as a tool to evaluate differential privacy and obtain lower bounds for differential privacy of existing algorithms. This poisoning strategy improved the previous lower bound on the state of the art differentially private algorithms [25].

We also have to mention some of different type of attacks that utilize the information leakage of the learning algorithms. Membership inference attacks try to infer whether a specific example has been in the training set or not are distinct from us in that the goal of attacker is different but are similar to our setting in assumptions behind the attack [43, 9, 38, 44]. Model inversion attacks try to reconstruct part of the training set using access to the model which is a very strong attack model but only works on models that memorize too much about data [45]. Backdoor attack that try to inject backdoors through poisoning the training set and trigger the backdoors could in the test time. These attacks are similar to us as both attacks leverage poisoning [8, 19]. Another important attack models against machine learning is the study of adversarial examples where an attacker tries to add small perturbations during inference and cause the model to misclassify/mispredict the input [20, 29, 22]. Interestingly, the implications of these attacks and defenses proposed against them on privacy and membership inference is studied in [46].

Finally, we want to mention the line of work on poisoning attacks with provable guarantees. There is a line of work on poisoning attacks against any classifier where the goal of adversary is to increase the probability of an undesirable property over the final model [35, 30, 34, 12, 35, 31]. Since these attacks are very general, the adversary can set this undesirable property to be about the leakage of final model. However, these attacks require the adversary to know the “clean” dataset before injecting/replacing the poisoning examples. Moreover, they require the learning algorithm to be deterministic and also have some original probability of the bad property happening even when data is provided in a benign fashion. Our attack is distinct from those attacks as it is oblivious to the clean dataset. Also, our attack only requires the learning algorithm to have some generalization properties and does not need it to be deterministic or having some original chance of outputting a leaky model. Another line of work tries to show poisoning attacks with provable guarantees against learning algorithms that use convex loss minimization [47, 27, 48]. Our attack is distinct from these results in that our attacks have provable guarantees against any learning algorithm that has good generalization and also it does not need the knowledge of clean training set. On the positive side, the work of [10] showed the power of robust statistics in overcoming poisoned data in polynomial-time. These works led to an active line of work [11, 39, 28] exploring the possibility of robust statistics over poisoned data with algorithmic guarantees. These results do not apply to our settings as they either are about robust parameter estimation of distributions or about accurate classification in presence of outliers.

III. PROPERTY INFERENCE ATTACKS

There has been a series of work looking at to what extent a model leaks information about a certain individual record...
in the training set, including work on using differential privacy \cite{13} to define what it means for a training algorithm to preserve privacy of these individuals and technically how that can be achieved. However, leaking information on individuals is not the only concern in this context. In many cases even the aggregate information is sensitive.

This type of aggregate leakage inspires a line of work started in \cite{3,17} that looks at property inference attacks, in which the attacker is trying to learn aggregate information about a dataset. In particular, we focus here, as did \cite{17}, on an attacker who is trying to determine the frequency of a particular property in the dataset used to train the model. Notice that this type of aggregate leakage is a global property of the training dataset and is not mitigated by adding differential-privacy mechanisms.

**Does property inference pose an important threat model?** Property inference attacks could reveal very sensitive information about the dataset. To illustrate the importance of the attack model, we provide some examples of such sensitive information that could be revealed. For further discussion on the importance of these attacks we refer the reader to previous work of \cite{16} and \cite{2}.

**Example 1.** Imagine a company wants to use its internal emails to train a spam classifier. Such a model would be expected to reveal which combination of words commonly indicate spam, and companies might be comfortable sharing this information. However, using a property inference attack, the resulting model could also leak information about the aggregate sentiment of emails in the company, that could potentially be very sensitive. For example, if the sentiment of emails in the company turn negative near the financial quarter, it could mean that the company is performing below expectations.

**Example 2.** Similarly, a financial company might be willing to share a model to detect fraud, but might not be willing to reveal the volume of various types of transactions.

**Example 3.** Or a number of smaller companies might be willing to share a model to help target customers for price reductions etc, however such companies might not be willing to share specific sales numbers for different types of products.

**Property leakage from poisoned datasets** One of the questions that is not addressed in previous work on property inference attacks is scenarios where adversary can contribute to the part of the training set. This could occur either because one of the parties in collaborative training behaves adversarially, or because an adversary can influence some of the input sources from which training data is collected (e.g. by injecting malware on some data collection devices). Specifically, the adversary can try to craft special poisoning data so that it can infer the specific property that it has in mind. Note that this is not prevented by any of the cryptographic or hardware assisted solutions: in all of these there is no practical way to guarantee that the data that is entered is actually correct.

This type of poisoning attack has been extensively studied in the context of security of ML models, i.e., where the goal of the attacker is to train the model to misclassify certain datapoints \cite{4,42,32}, but to the best of our knowledge ours is the first work that looks at poisoning attacks that aim to compromise privacy of the training data.

**Black box or white box model access** The information leakage of machine learning models could be studied in both white-box and black-box setting. In this paper, we consider the black box model, where the attacker is only allowed to make a limited number of queries to the trained model. We show that these attacks can be very successful. "Black box" attacks is sometimes used to refer to attacks which also have access to model’s confidence values on each query \cite{41}. We emphasize here that we use the stricter notion of black box and our attacker will use only the model predictions. This type of attack is studied independently in \cite{9} where they study “label-only” membership inference attacks.

**IV. Threat model**

Before going through the threat model, we introduce some useful notation.

**Notation.** We use calligraphic letter (e.g \( T \)) to denote sets and capital letters (e.g. \( D \)) to denote distributions. We use \((X,Y)\) to denote the joint distribution of two random variables (e.g. the distribution of labeled instances). To indicate the equivalence of two distributions we use \( D_1 \equiv D_2 \). By \( x \leftarrow X \) we denote sampling \( x \) from \( X \) and by \( \Pr_{x \leftarrow X} \) we denote the probability over sampling \( x \) from \( X \). We use \( \text{Supp}(X) \) to denote the support set of distribution \( X \). We use \( p \cdot D_1 + (1-p) \cdot D_2 \) to denote the weighted mixture of \( D_1 \) and \( D_2 \) with weights \( p \) and \( (1-p) \).

**Property Inference:** To analyze property inference, we follow the model introduced in \cite{16}. Consider a learning algorithm \( L : (X \times Y)^* \rightarrow \mathcal{H} \) that maps datasets in \( T \in (X \times Y)^* \) to a hypothesis class \( \mathcal{H} \). Also consider a Boolean property \( f : \mathcal{X} \rightarrow \{0, 1\} \). We consider adversaries who aim at finding information about the statistics of the property \( f \) over dataset \( T \in (X \times Y)^* \), and it is used to train a hypothesis \( h \in \mathcal{H} \). In particular, the goal of the adversary is to learn information about \( f(T) \) which is the fraction of data entries in \( T \) that has the property \( f \) over data entries, namely \( \Pr_{(x,y) \leftarrow T}[f(x)] \).

More specifically the adversary tries to distinguish between \( f(T) = t_0 \) or \( f(T) = t_1 \) for some \( t_0 < t_1 \in [0,1] \). We are interested in the black-box setting where the adversary can only query the trained model on several points to see the output label. I.e. the adversary does not get the confidence values for his queries, or any information about the parameters of the model. This model is also known as label-only attacks and has been recently explored in the context of membership-inference attacks \cite{9}.

**Formal Model:** To formalize this, we use distributions \( D_{-}, D_{+} \) to denote the underlying distribution of the dataset for instances with \( f(x) = 0 \) and \( f(x) = 1 \) respectively. Then

\[ \]
we consider two distributions made by mixing $D_-, D_+$ at different ratios, i.e.,

$$D_t \equiv t \cdot D_+ + (1 - t) \cdot D_-$$

$D_t$ is the distribution where $t$ fraction of the points have $f(x) = 1$. The adversary’s goal is to distinguish between $D_{t_0}$ and $D_{t_1}$, for some $t_0 < t_1$, by querying (in a black box way) a model $M$ that is trained on one of these distributions. In this attack, as in previous work [3, 17], we assume that the adversary can sample from $D_-, D_+$.

**Property Inference with Poisoning:** We consider the poisoning model where adversary can contribute $pn$ “poisoned” points to a $n$-entry dataset $T$ that is used to train the model. To the best of our knowledge, this is the first time that poisoning attacks on poisoning attacks against privacy of machine learning are modeled and studied.

In order to measure the power of adversary in this model we define the following adversarial game between a challenger $C$ and an adversary $A$. Our game mimics the classic indistinguishability game style used in cryptographic literature. As described above, $L$ is the learning algorithm, $n$ is the size of the training dataset of which $p$ fraction are poisoned points selected by an adversary. $D_-, D_+$ are the distributions of elements $x$ with $f(x) = 0, 1$ respectively, and the goal of the attacker is to tell whether the fraction of points in the victim dataset that are from $D_+$ is $t_0$ or $t_1$.

**Assumptions on the Adversary’s Knowledge** The adversary has access to the following:

**Sample access to conditional distributions**

$D_+, D_-$ and $X_+$ (formally defined in Def. 8). Note that the adversary has no knowledge about the distribution of the target feature. It is also worth noting that this assumption is the same as what is used in previous property and membership inference attacks [43, 17, 38, 37, 42]. In many cases this is a very reasonable assumption. For instance, in the Enron email example, it is not hard for an adversary to gather sample emails with positive and negative sentiments. In other scenarios it might be the case that some subset of the data has been made public, or that the adversary has some data that follows a similar distribution.

**Blackbox access to the trained model**

The adversary can query the trained model to get output labels alone and nothing else.

**Training algorithm and the features**

This is completely reasonable since we are in the collaborative setting, where the adversary is one of the collaborators and each collaborator has the right to know how their data will be processed. It is also worth noting that most practical techniques for performing collaborative training in a decentralized and privacy-preserving way (e.g., secure multi-party computation, SGX) will require each collaborator to know the training algorithm and the features. Finally, it is never a good idea to try to achieve privacy by hiding the algorithm details as it is rather easy to obtain these information, e.g. see [43].

---

**PIWP($L, n, p, D_-, D_+, t_1, t_0$):**
1) $C$ select a bit $b \in \{0, 1\}$ uniformly at random, then samples a dataset of size $(1-p)\cdot n$, $T_{\text{clean}} \leftarrow D_0^{(1-p)n}$
2) Given all the parameters in the game, $A$ selects a poisoning dataset $T_{\text{poison}}$ of size $pn$ and sends it to $C$.
3) $C$ then trains a model $M \leftarrow L(T_{\text{poison}} \cup T_{\text{clean}})$.
4) $A$ adaptively queries the model on a sequence of points $x_1, \ldots, x_m$ and receives $y_1 = M(x_1), \ldots, y_m = M(x_m)$.
5) $A$ then outputs a bit $b'$ and wins the game if $b = b'$.

We aim to construct an adversary that succeed with probability significantly above $1/2$.

**V. Attack against Bayes-Optimal Classifiers**

In this section, we will introduce a theoretical attack with provable guarantees for Bayes-optimal classifiers. A Bayes-optimal classifier for a distribution $D \equiv (X, Y)$ is defined to be a classifier that provides the best possible accuracy, given the uncertainty of $D$. Below, we first define the notion of Risk for a predictor and then define Bayes error and Bayes-optimal classifier based on that.

**Definition 4** (Risk of predictors). For a distribution $D \equiv (X, Y)$ over $\mathcal{X} \times \{0, 1\}$ and a predictor $h: \mathcal{X} \rightarrow \{0, 1\}$, the risk of $h$ is defined as $\text{Risk}(h, D) = \text{Pr}_{(x, y) \sim D}[h(x) \neq y]$.

**Definition 5** (Bayes Error and Bayes-optimal classifier). Let $D \equiv (X, Y)$ be a distribution over $\mathcal{X} \times \{0, 1\}$. The Bayes error of $D$ is defined to be the optimal risk for any deterministic predictor of $\{0, 1\}$ from $\mathcal{X}$. Namely,

$$\text{Bayes}(D) = \inf_{h: \mathcal{X} \rightarrow \{0, 1\}} \text{Risk}(h, D).$$

Also the Bayes-optimal classifier for $D$ is defined to be a hypothesis $h^*_D$ that minimizes the error over the distribution. Such classifier always exists if the support of $Y$ is a finite set (which is the case here since $\text{Supp}(Y) = \{0, 1\}$.) In particular, the following function is a Bayes-optimal classifier for any such $D$

$$\forall x \in \mathcal{X} : h^*_D(x) = \arg\max_{y \in \{0, 1\}} \text{Pr}[Y = y | X = x].$$

The Bayes error is the best error that a classifier can hope for. High performance learning algorithms try to achieve error rates close to Bayes error by mimicking the behavior of Bayes-optimal classifier. Below, we assume a learning algorithm that can learn the almost Bayes-optimal classifier for a class of distributions, and will show that even such a high quality learning algorithm is susceptible to attack. Let us first define the notion of approximate Bayes optimal learning algorithms.
Definition 6 ((ε, δ)-Bayes optimal learning algorithm). For two functions ε : ℤ → [0, 1] and δ : ℤ → [0, 1], a learning algorithm \( L \) is called a (ε, δ)-Bayes optimal classifier for a distribution \( D \equiv (X, Y) \) iff for all \( n \in ℤ \), given a dataset \( T \leftarrow \text{D}^n \) with \( n \) samples from \( D \), the learning algorithm outputs a model \( h \) such that

\[
\text{Risk}(h, D) \leq \text{Bayes}(D) + \varepsilon(n).
\]

with probability at least \( 1 - \delta(n) \) over the randomness of samples from the distribution.

Note that \( \varepsilon \) and \( \delta \) are usually decreasing functions of \( n \) that can converge to 0. Now, we are ready to state our main theorem. But before that, we need to define the notion of certainty of a point which defines the uncertainty of the response variable on a particular point \( x \). We use this notion to identify the points that have a lot of ambiguity. We will see in our theorem below that if we have enough ambiguous points, we can run our attack.

Definition 7 (Signed certainty). For a distribution \( D \equiv (X, Y) \) over \( X \times \{0, 1\} \), the (signed) certainty of a point \( x \in X \) according to \( D \) is defined by

\[
crt(x, D) = 1 - 2\text{Pr}[Y = 1 \mid X = x].
\]

Definition 8 (Class of distributions induced by a property). Let \( f : \text{Supp}(X) \rightarrow \{0, 1\} \) be a property and \( D \equiv (X, Y) \) be a distribution of labeled instances. Let \( X_+ \equiv X \mid f(X) = 1 \) and \( D_+ \equiv (X, Y) \mid f(X) = 1 \) and \( D_- \equiv (X, Y) \mid f(X) = 0 \). We use \( D_f \) to denote the following class of distributions:

\[
D_f = \{ \alpha_1 \cdot (X_+, 1) + \alpha_2 \cdot D_+ + \alpha_3 \cdot D_- \mid \alpha_i \in [0, 1], \sum_{i=1}^{3} \alpha_i = 1 \}.
\]

We are now ready to present our main theorem which describes conditions where an almost Bayes optimal algorithm is vulnerable to attack. We will prove this theorem in the following section.

Theorem 9. Let \( D \equiv (X, Y) \) be a distribution over \( X \times \{0, 1\} \) and \( f : X \rightarrow \{0, 1\} \) be a property over its instances. Let \( D_+ \equiv (X_+, Y_+) \equiv (X, Y) \mid f(X) = 1 \) and \( D_- \equiv (X_-, Y_-) \equiv (X, Y) \mid f(X) = 0 \) be conditional distributions based on property \( f \). Consider a learning algorithm \( L \) that is \((\varepsilon, \delta)\)-Bayes optimal for class \( D_f \). For any \( p, t_0 < t_1 \in [0, 1] \), if there exist \( \tau \in [0, 1] \)

\[
\text{Pr}_{x \sim X} \left[ \frac{p + 2\tau \cdot t_1}{t_1(1 - p)} < \text{crt}(x, D) \leq \frac{p - 2\tau \cdot t_0}{t_0(1 - p)} \right] \land f(x) = 1
\]

then there is an adversary \( A \) who wins the security game \( \text{PIWP}(n, L^*, D_-, D_+, p, t_0, t_1) \) with probability at least \( 1 - 2\delta(n) \).

Theorem 9 states that our attack will be successful in distinguishing \( D_{t_0} \) from \( D_{t_1} \) if there are enough points in the distribution with high uncertainty and the learning algorithm is Bayes-optimal for a large enough class of distributions.

Remark 10. One can instantiate Theorem 9 by replacing \( f \) with \( 1 - f \). In this case, instead of \( t_0 \) and \( t_1 \) we need to work with \( 1 - t_0 \) and \( 1 - t_1 \). On the other hand, we can also flip the labels and use the distribution \((X, 1 - Y)\) instead of \((X, Y)\). Using these replacements, we can get four different variants of the theorem with different conditions for the success of the attack. In Section 7 we will see that in different scenarios we use different variants as that makes the attack more successful.

Remark 11 (On the possibility of defending our attack with differential privacy). Theorem 9 states that our attack will be successfully against any learning algorithm that provides strong generalization bounds for both benign and poisoned distributions. Differential privacy will not treat different distributions differently and we believe the only way it could be effective is by dropping the accuracy for both benign and poisoned distribution. Also, we have to note that differential privacy does not provide any guarantees in our setting as the information leaked through our attack is a global property of the dataset and not related to an individual example in the training set.

A. Attack Description

In this section we prove Theorem 9. We first describe an attack and then show how it proves Theorem 9.

The rough intuition behind the attack is the following. If an adversary can produce some poisoning data at the training phase to introduce correlation of the target property with the label, then this will change the distribution of training examples. This will change the resulting classifier as well because the learning algorithm is almost Bayes optimal and should adapt to distribution changes. This change will cause the prediction of the uncertain cases (i.e., those which occur in the training set almost equally often with label 0 and 1) to change. The adversary can choose the poisoning points in a way that the change of prediction is noticeably different for certain points between the cases when the target property occurs with frequency \( t_0 \) vs \( t_1 \). In the rest of section, we will show how adversary selects the poisoning points. Then we will see that the behavior of resulting model should be different on points that satisfy the conditions in Theorem 9 depending on the distribution used during the training. At the end, we argue that by querying these points, the adversary can distinguish between the case of \( t_0 \) and \( t_1 \).

Let the original data distribution of clean samples be \( D \equiv (X, Y) \). Our adversary \( A \) will pick the poison data by i.i.d. sampling from a distribution \( D_A \equiv (X_A, Y_A) \). Note that this adversary is weak in a sense that it does not control the poison set but only controls the distribution from which the poison set is sampled. The resulting training dataset will be equivalent to
one sample from a distribution \( \tilde{D} \) such that \( \tilde{D} \) is a weighted mixture of \( D \) and \( D_A \). More precisely,

\[
\tilde{D} \equiv \begin{cases} 
D, & \text{With probability } (1 - p) \\
D_A, & \text{With probability } p
\end{cases}
\]

[Case I: No poisoning],

[Case II: Poisoning]

Now we describe the distribution \( D_A \). To sample poisoning points, adversary first samples a point from \( X \) conditioned on having the property \( f \). For the label, the adversary always chooses label 1. So we have \( D_A \equiv (X_+, 1) \). We will see how this simple poisoning strategy can help the adversary to infer the property.

**B. Evaluating the attack**

In this section, we evaluate the effect of the poisoning strategy above on the Classifiers. We describe the evaluation steps here and defer proofs to the appendix.

**Effect of poisoning on the distribution**

Let \((X, Y)\) be the joint distribution of samples from \( \tilde{D} \). First we calculate \( \Pr[\tilde{Y} = 1 | \tilde{X} = x] \) to see the effect of poisoning on the distribution. Let \( E \) be the event that the point is selected by adversary, namely, the second case in the description of \( D \) happens. Let \( t = \Pr[f(X) = 1] \), we prove the following claim.

**Claim 12.** For any \( x \in X \) such that \( f(x) = 1 \) we have

\[
\Pr[\tilde{Y} = 1 | \tilde{X} = x] = \frac{p}{p + t(1 - p)} + \frac{t(1 - p)}{p + t(1 - p)} \Pr[Y = 1 | X = x].
\]

As a corollary to this claim, we prove that

**Corollary 13.** For any \( x \) such that \( f(x) = 1 \) and for any \( \tau \in \mathbb{R} \) we have \( \Pr[\tilde{Y} = 1 | \tilde{X} = x] \geq \frac{1}{2} + \frac{\tau}{1 - p} \) if and only if \( \text{crt}(x) \leq \frac{p - 2\tau \cdot t_1 \cdot t_0}{t_0(1 - p)} \).

Claim 12 and Corollary 13 show how the adversary can change the distribution. We now want to see the effect of this change on the behavior of the Bayes optimal classifier.

**Effect on the Bayes Optimal Classifier**

Consider the algorithm \( \bar{L} \) that is \((\varepsilon, \delta)\)-Bayes optimal on all linear combinations of distributions \( D_+, D_- \) and \( D_A \) (as stated in Theorem 9). Therefore, on a dataset \( \mathcal{T} \leftarrow \tilde{D}^n \), the algorithm \( \bar{L} \) will output a model \( \bar{h} = \bar{L}(\mathcal{T}) \) that with probability at least \( 1 - \delta(n) \) has error at most Bayes(\( \tilde{D} \)) + \( \varepsilon(n) \). Consider joint distribution \((\tilde{X}, \tilde{Y})\) such that \( \bar{D} \equiv (\tilde{X}, \tilde{Y}) \). The following claim shows how the adversary can exploit the dependence of the probabilities on \( t \) and infer between \( t_0 \) and \( t_1 \) by using special points that have high uncertainty.

**Claim 14.** Let \( \bar{L} \) be a \((\varepsilon, \delta)\)-Bayes optimal learning algorithm for \( \bar{D} \equiv (\tilde{X}, \tilde{Y}) \). Consider an event \( \bar{C}_x \) defined on all \( x \in X \) such that \( \bar{C}_x(x) = 1 \) iff \( f(x) = 1 \) and

\[
\frac{p + 2\tau \cdot t_1}{t_0(1 - p)} < \text{crt}(x) \leq \frac{p - 2\tau \cdot t_0}{t_0(1 - p)}.
\]

If there exist \( \tau \in [0, 1] \) and \( \gamma \in [0, \frac{1}{2}] \) such that we have \( \Pr[\bar{C}_x(X) = 1] \geq \frac{\varepsilon(n)}{\tau(1 - 2\gamma)} \) then if \( t = \Pr[f(X) = 1] = t_0 \) we have

\[
\Pr_{\tilde{X} \leftarrow \tilde{D}^n} \left[ \Pr_{h \leftarrow L(S)} \left[ \tilde{h}(x) = 1 \right] \geq 0.5 + \gamma \right] \geq 1 - \delta(n)
\]

and if \( t = \Pr[f(X) = 1] = t_1 \)

\[
\Pr_{\tilde{X} \leftarrow \tilde{D}^n} \left[ \Pr_{h \leftarrow L(S)} \left[ \tilde{h}(x) = 1 \right] \leq 0.5 - \gamma \right] \geq 1 - \delta(n).
\]

**Putting it together**

Using Claim 14 we will finish the proof of Theorem 9. Intuitively, the adversary wants to calculate the probability \( \Pr_{x \leftarrow X(c_t(x) = 1)} \tilde{h}(x) = 1 \). For doing this we use standard sampling methods to estimate the probability.

- The adversary first samples \( m = \frac{\log(\delta(n))}{\varepsilon^2} \) samples from \((X, Y) | C_t(X) = 1 \). In order to do this, adversary needs to sample roughly \( m \cdot \frac{\tau(1 - 2\gamma)}{\varepsilon^2} \) points from \( X_+ \).
- the adversary then calls \( \tilde{h} \) on all the points and calculates the average of the prediction as \( \rho \).

In the case where \( \text{Risk}(h, \tilde{D}) \leq \varepsilon(u) \) and \( t = t_0 \), Using claim 14 and Chernoff-Hoefding inequality we have

\[
\Pr[\rho < 0.5] \leq \delta(n).
\]

Similarly in the case where \( t = t_1 \), and \( \text{Risk}(h, \tilde{D}) \leq \varepsilon(n) \), we have

\[
\Pr[\rho > 0.5] \leq \delta(n).
\]

Therefore, the adversary only checks if \( \rho > 0.5 \) and based on that decides if \( t = t_0 \) or \( t = t_1 \). The probability of this test failing is at most \( 2\delta(n) \) as there is at most \( \delta(n) \) probability of the learning algorithm failing in producing a good classifier and \( \delta(n) \) probability of failure because of the Chernoff-Hoefding. Therefore, with probability at least \( 1 - 2\delta(n) \) the adversary can infer whether \( t = t_0 \) or \( t = t_1 \).

**VI. A CONCRETE ATTACK**

Here we describe the concrete attack we use in our experiments. We note that there are many possible variations on this attack; what we have presented here is just one configuration that demonstrates that the attack is feasible with high accuracy. We leave exploration of some of the other variations to future work.

**Selecting Poisoning Points** Recall that the attacker is assumed to be able to sample from \( D_- \) and \( D_+ \), the distribution of items with \( f(x) = 0 \) and with \( f(x) = 1 \).

As in the theoretical attack described in Section VI, the poisoned data is generated by sampling from \( D_+ \equiv (X_+, Y_+) \) and introducing correlation between the target feature \( f(x) \) and the label by injecting poisoning points of form \((X_+, 1)\).

Note that the attack described in the Section VI could be achieved in 4 different forms. Namely, the adversary can use any of the possible combinations \((X_-, 1), (X_-, 0), (X_+, 0)\)
and \((X, 1)\) for poison data. In algorithm\(^3\) we show how we choose between these strategies. In particular, when values of \(t_0\) and \(t_1\) are large, we try to attack \(1 - f\) instead of \(f\). The logic behind this choice is that it is easier to impose a correlation between the property and the label, when the property is rare in the distribution. As an example, consider a spam detection scenario where the adversary wants to impose the following rule on the spam detection: all Emails that contain the word "security" must be considered spam. It would be much easier for the adversary to impose this rule when there are very only a few Emails containing this word in the clean dataset. In other words, if this rule is added to the spam detector, the accuracy of the spam detector on the rest of the emails would not change significantly as there are not many email containing the word "security". On the other hand, we select the correlation in the direction that is not dominant in the data. Namely, if we have \(Pr(x,y)\leftarrow(x,y)\left| y = 1, f(x) = 1\right.\geq 0.5\) then we either use \((X, 0)\) or \((X, 1)\) based on the values of \(t_0\) and \(t_1\). The intuition behind this choice is that we always select the correlation that happens less often in the training set so that the poisoning distribution is more distinct from the actual distribution and hence makes a larger change in the distribution. Note that we can just stick to one of these four options and still get successful attacks for most scenarios but our experiments shows that this is the most effective way of poisoning. Also, it is important to note that Theorem\(^3\) could be extended to all of these attacks with slightly different conditions. The details of the poisoning algorithm are described in Algorithm\(^4\).

**Selecting Query points:** The next challenge here is in choosing the query points. As in Section\(^5\) we want to find query points whose certainty falls in a range close to 0. For instance, if the poisoning rate \(p = 0.1\) and we want to distinguish between \(t_0 = 0.3\) and \(t_1 = 0.7\), the Theorem suggests that we should be querying the points whose certainty falls between \([0.15, 0.37]\). In order to do this, we need to first calculate the certainty. Since we only have sampling access to the distribution, we do not know the exact certainty. Instead we approximate the certainty by estimating the probability that the label is 0 or 1 through training an ensemble of models and then evaluating all of them on a point. In particular, for a point \(x\) we estimate \(Pr(Y = 1 \mid X = x)\) using the fraction of models in the ensemble that predict 1. Then we use this estimate to calculate the certainty. The way we estimate the certainty is obviously prone to error. To cope with the error, we actually work with a larger range than what is suggested by our theoretical result.

In our attack, we fix the range of certainty to \([-0.4, 0.4]\) and query the points whose certainty falls in this interval. Although this range might be larger (and sometimes smaller) than what our Theorem suggests, but we still get good results in our attack. The reason behind this is that in the next step of the attack, which is the inference phase, we filter the query points and only look at the important ones. So if there are query points that are not relevant, they will be ignored in the inference.

**Guessing the Fraction:** At the end, the adversary must use the results of its queries to come up with the prediction of whether \(t = t_0\) or \(t = t_1\). The theoretical attack suggests that we should just take the average of all responses and predict based on whether or not the average is less than 0.5. However, as we pointed out before, we cannot use the exact range suggested by the theorem because we do not have access to exact certainty. To get around this issue, we train a linear model for the attack to identify the queries that are actually relevant in predicting whether \(t = t_0\) or \(t = t_1\). Here we use a shadow model approach: we sample multiple datasets \(T_1^0, \ldots, T_0^0\) and \(T_1^1, \ldots, T_1^1\) where each for each \(i \in [k]\) we have \(Pr(x,y)\leftarrow T_0^i[f(x) = 1] = t_0\) and \(Pr(x,y)\leftarrow T_1^i[f(x) = 1] = t_1\). Now we use the poisoning dataset \(T_{\text{poison}}\) and the query dataset \(T_q\) from the previous steps of the attacks as follows: We first use the poisoning set to poison all the datasets and train multiple models \((M_0^0, \ldots, M_0^0)\) and \((M_1^1, \ldots, M_1^1)\) where \(M_i = L(T_i^0 \cup T_q)\) and \(M_j = L(T_j^1 \cup T_q)\). After that we query each of the models on each of the chosen query points. Finally, we generate a training set to train the attacker’s model where the query responses are the features and the label are 0 or 1 depending on whether the “shadow” model used was from \(T_0^i\) or \(T_1^i\), and train a linear model \(M_A\) on this set. The adversary then uses the query points to query the real target model, feeds the responses to \(M_A\), and outputs whatever \(M_A\) produces as it’s final guess for whether \(t = t_0\) or \(t = t_1\).

Here we describe the concrete attack for distinguishing \(D_3\) from \(D_7\) with initial victim training set size \(n\) and poisoning rate \(p\) (i.e. \(pn\) poisoned points out of \(n\) total training points). Recall that the attacker has sampling access to \(D_-, D_+\), the distribution of samples with \(f(x) = 0\) and \(f(x) = 1\) respectively. The attack will proceed as follows:

**VII. Experimental Evaluation**

Here we evaluate the performance and the accuracy of our attack described in Section\(^6\).

**A. Experimental Setup**

**DataSets** We have run our experiments on two datasets:

- **Census:** The primary dataset that we use for our experiments is the US Census Income Dataset\(^7\). The US Census Income Dataset contains census data extracted from the 1994 and 1995 population surveys conducted by the U.S. Census Bureau. This dataset includes 299,285 records with 41 demographic and employment related attributes such as race, gender, education, occupation, marital status and citizenship. The classification task is to predict whether a person earns over $50,000 a year based on the census attributes.

- **Enron:** The second dataset that we use to validate our attack is the Enron email dataset\(^8\). This dataset contains 33717 emails. The classification task here was to classify an email as “Spam” or “Ham” based on the words used in the email.

\(^3\)We used the census dataset as is, as compared to \(^1\) where they preprocess the census dataset and run their experiments with balanced labels (50% low income and 50% high income). We notice that in the original dataset, the labels are not balanced (around 90% low income and 10% high income).
**Algorithm 1** Choosing poisoning data

**Input**
- \( f \) The property being attacked
- \( t_0, t_1 \) Possible fractions of instances with property \( f \)
- \( p \) Poisoning ratio
- \( n \) Size of training set
- \( D_+, D_- \) Sampling oracle to distribution of instances with and without property \( f \)

**Output**
- \( T_{\text{poison}} \) Set of poisoning examples

1. if \((t_0 + t_1) < 1\) then
   2. Sample \( m = p \cdot n \) examples from \( D_+ \), \( T = \{(x_1, y_1), \ldots, (x_m, y_m)\} \leftarrow D_+^m\)
3. else
   4. Sample \( m \) examples from \( D_- \), \( T = \{(x_1, y_1), \ldots, (x_m, y_m)\} \leftarrow D_-^m\)

5. \( B = \{\alpha > 0.5\} \) if \( \alpha > 0.5 \) then
   6. \( T_{\text{poison}} = \{(x_1, 0), \ldots, (x_m, 0)\} \)
7. else
   8. \( T_{\text{poison}} = \{(x_1, 1), \ldots, (x_m, 1)\} \)

9. Output \( T_{\text{poison}} \)

**Algorithm 2** Choosing the black box queries

**Input**
- \( r \) number of models in ensemble
- \( q \) Number of black-box queries
- \( D_+, D_- \) Sampling oracle to distribution of instances with and without property \( f \)

**Output**
- \( T_q \) Set of black-box queries

1. Sample a thousand data sets \( T_1, \ldots, T_q \) each composed half of elements sampled from \( D_- \) and half of elements sampled from \( D_+ \).
2. Train \( M_1, \ldots, M_r \) using \( T_1, \ldots, T_r \).
3. Set \( T_q = \emptyset \).
4. while \(|T_q| < q\) do
   5. sample \( x \leftarrow \frac{1}{2} D_- + \frac{1}{2} D_+ \)
   6. if \(|1 - 2 \sum_{i=1}^r M_i(x)| \leq 0.4\)
      \( T_q = T_q \cup \{x\} \)
7. Set \( T_q = T_q \cup T_{\text{poison}} \)
8. Output \( T_q \) as the set of black box queries to make.

**Algorithm 3** Guessing the fraction of samples with property \( f \)

**Input**
- \( f \) The property being attacked
- \( t_0, t_1 \) Possible fractions of instances with property \( f \)
- \( p \) Poisoning ratio
- \( n \) Size of training set
- \( k \) Number of shadow models
- \( \alpha \) Poisoning oracle to distribution of instances with and without property \( f \)

**Output**
- \( b' \) A bit that predicts whether \( t = t_0 \) or \( t = t_1 \).

1. Sample data sets \( T_1^0, \ldots, T_k^0 \) with size \( n \) from \( D_{t_0} \) and \( T_1^1, \ldots, T_k^1 \) with size \( n \) from \( D_{t_1} \). (Note that the adversary can generate samples from these distributions given sampling access to \( D_- \), \( D_+ \); e.g. to sample from \( D_{t_0} \), first choose \( b \) from a distribution that is 1 with probability \( t_0 \), then sample from \( D_b \).)
2. Train \( M_1^0, \ldots, M_k^0 \) using \( T_1^0 \cup T_{\text{poison}} \), \( \ldots, T_k^0 \cup T_{\text{poison}} \) and \( M_1^1, \ldots, M_k^1 \) using \( T_1^1 \cup T_{\text{poison}} \), \( \ldots, T_k^1 \cup T_{\text{poison}} \).
3. Query all models on \( T_q \) to get \( R_1^1, \ldots, R_k^1 \) and \( R_1^0, \ldots, R_k^0 \).
4. Construct a dataset \( \{(R_1^1, 1), \ldots, (R_k^1, 1), (R_1^0, 0), \ldots, (R_k^0, 0)\} \)
   and train a linear model with appropriate regularization on it to get \( M_A \) (We use \( \ell_2 \) regulizer with weight \( 2 \cdot \sqrt{1/k} \)).
5. Query the target model on \( T_q \) to get \( R_q \), evaluate \( M_A(R_q) \), and output the result.

| DataSet | Target Feature       | Distinguish between          |
|---------|----------------------|------------------------------|
| Census  | Random binary        | 0.05 vs 0.12                 |
| Census  | Gender               | 0.6 vs 0.4 female            |
| Census  | Race                 | 0.1 vs 0.25 black            |
| Enron   | Random binary        | 0.7 vs 0.3                   |
| Enron   | Negative sentiment   | 0.10 vs 0.05                 |

**Table 1** Target Features. For each feature we use two different ratios close to the actual ratios in the dataset (except for random features which are not present in the dataset) in our experiments.
work also explored this kind of black-box access in the context was because it is much faster to train compare to Neural Networks.

In the manuscript, we denote the attack of [17] as WBAttack our attack and compare it with the attack of [17]. In the rest of the effect of each parameter, for each set of experiments, we fix a training set size, number of shadow models (defined in Sec IV) and E. Performance of our attack

[16] and [17].

Also reduce the number of effective queries as much as possible. Note that this choice of simple linear models is contrast with the attack of other information other than predicted label (e.g. no confidence score, derivative of the model, etc). The query points are selected according to algorithm 2 in such a way that they have low certainty.

For Enron experiments, we use 500 query points and for census data experiments we use 1000 query points. The reason that we use different numbers for the Enron and census experiment is that Enron dataset contains fewer of "uncertain" points; we used almost all the points that fall into our range.

C. Target model architectures

Most of our experiments use logistic regression as the model architecture for training. The main reason we picked logistic regression was because it is much faster to train compare to Neural Networks. However, we also have a few experiments on the more complex models. In particular, we test our attack on fully connected neural networks with up to 6 hidden layers (See Table II). We note that since our attack is black-box, we do not need any assumption over the target model architecture other than the fact that it will have high accuracy (we still need the adversary to know the architecture for the attack to work.). This is in contrast with the previous work of [17] that only works on fully connected neural networks. This is an important distinction as it shows that the attacker is not relying on extensive memorization due to large number of parameters.

D. Shadow model training

Our shadow model training step is quite simple. As described in Section VI we train a series of shadow models with a fixed poisoning set. We hold out around 4% of the dataset (For both Enron and Census datasets) training the shadow models. This held out part will not effect any of the models that we test our attacker’s accuracy on. After training the shadow models, we query them and train a simple linear attack model over the predictions on the queries. We use a linear model to train the attack model since our theoretical results suggest a simple linear model (which just takes the uniform average) over the queries would be enough to make a correct prediction. We use \( \ell_2 \) regularization for our linear models to get better generalization and also reduce the number of effective queries as much as possible. Note that this choice of simple linear models is contrast with the attack of [16] and [17]

that use complex models (e.g. set neural networks) to train the attack model; this is one of the reasons that our attack is faster.

E. Performance of our attack

In the following experiments, we evaluate the performance of our attack and compare it with the attack of [17]. In the rest of the manuscript, we denote the attack of [17] as WBAttack. We first evaluate how the different parameters, namely, poisoning rate, training set size, number of shadow models (defined in Sec IV) and the complexity of the target model affect its accuracy. To understand the effect of each parameter, for each set of experiments, we fix a set of parameters and vary one. Unless otherwise stated, all of our experiments are repeated 5 times and the number reported is the average on all 5 repetitions.

Poisoning Rate In Fig. 1 we have 6 experiments where we fix the model to be logistic regression for all of them except one (Census random MLP) which uses a 5 layer perceptron with hidden layers sizes 32, 16 and 8. In all the experiments we set the number of shadow models to be 500 for census experiments and 1000 for Enron experiments. The training set size is 1000 for Census experiments and 2000 for Enron experiments. We vary the poisoning rate from 0% to 20%. The number of black-box queries is set to 500 for experiments on Enron and 1000 for experiments on Census. The attack accuracy for all the target features is quite low when there is no poisoning. But with increase in poisoning rate, the attack accuracy dramatically improves and for all features, the accuracy reaches around 0.9 with just 10% poisoning.

The Enron negative sentiment experiment seems like an anomaly in Figure 1 However, the drop of accuracy with more poison points could be anticipated. We posit that for all features there is some point where adding more poisoning points will cause the accuracy to decrease. To understand this, one can think about the extreme case where 100% of the distribution is the poison data, which means there is no information about the clean distribution in the trained model and we would expect the attack to fail.

This effect is especially pronounced for properties that have very weak signal in the behavior of the final model. The Enron negative sentiment property produces the weakest signal among all the experiments because (1) the feature does not exist in the dataset and (2) it has the smallest difference in percentage \((t_1 - t_0)\) among all the other experiments (5% vs 10%). We believe this is why it happens faster for the Sentiment property compared to other features. However, our insight suggests that this phenomenon should happen for any property for some poisoning ratio. To test this insight, we...
we tried various poisoning rates on the Enron dataset with random target feature. Figure 2 shows the result of this experiment where the accuracy of the attack starts to drop at poisoning rates around 30%. Interestingly, this phenomenon could be also explained using our Theorem as both ends of the range of certainty in the condition of our Theorem 9 will converge to \( \infty \) when \( p \) approaches 1.

**Number of Shadow Models** The next set of experiments (See Fig 3) are to see the effect of the number of shadow models on the accuracy of the attack. For these experiments, we vary the number of shadow models from 50 to 2000. We notice that increasing the number of shadow models increases the attack accuracy and about 500 shadow models are sufficient to get close to maximum accuracy. Note that in this experiment we set the poisoning ratio to small values so that we can see the trend better. If larger poison ratio were chosen, in most experiments the attack reaches the maximum of 1 with very few shadow models and it is hard to see the trend. For instance, with 10% percent poisoning, the experiments with random feature (both census and Enron) would reach 100% accuracy with only 50 shadow models. This small number of shadow models makes the running time of the attack lower. In all of the experiments in this figure, the dataset size is set to 1000 except for the Enron negative sentiment experiment where the dataset size is 2000.

**Training Set size** In Fig. 4 we wanted to see the effect of training size on the effectiveness of the attack. Note that our theoretical attack suggests that larger training size should actually improve the attack because the models trained on larger training sets would have smaller generalization error and hence would be closer to a Bayes-optimal classifier. In Theorem 9 as the training set size increases, \( \epsilon(n) \) and \( \delta(n) \) will decrease which makes the attack more successful. In fact, our experiments verify this theoretical insight. In our experiments, we vary the training set size from 100 to 1500 and the upward trend is quite easy to observe. In this experiment we use 500 shadow models. Again, we have selected the poisoning rate and the number of shadow models in a way that the attack does not get accuracy 1.0 for small training sizes. In all experiments in this figure, the number of shadow models is set to 200. Also, the number of repetitions for this experiment is 2.

**Undetectability of the Attack** Recall that in our threat model, the adversary is able to poison a fraction of the training data. If the target model quality degrades significantly due to this poisoning, then it becomes easily detectable. Therefore, for the effectiveness of this attack, it is important that the quality of the model does not...
we fix the target model to be logistic regression (except for a few experiments named Census MLP and Enron MLP in the figures), we would expect this to change with larger training set sizes as the generalization error would degrade. We experimentally confirm that this is somewhat true with our poisoning strategy. See Fig. 5 and Fig. 6 for the precision and recall rates for the model Logistic Regression where the poisoning rate varies from 0% to 20% for training set size of 1000. In general, the experiments show that the precision tends to decrease with a rather low slope and recall tends to increase by adding more poison data. The drop of precision and rise of recall can be explained by the fact that the poisoned model tends to predict label 1 more often than the non-poisoned model, because the poisoned data we add all has label 1. However, it also worth mentioning that for all experiments in Census data, 4-5% poisoning is sufficient to get attack accuracy more than 90%. This means that, if one considers the drop in precision versus the attack accuracy, the census data is not much worse than enron. In our experiments, the size of the training set for Census experiments is set to 1000 and for Enron experiments the training set size is 2000.

**Complexity of Target Models** While in most of our experiments we fix the target model to be logistic regression (except for few experiments named Census MLP and Enron MLP in the figures), here we experiment with more complex architectures to see how our attack performs. We summarize the results in Table III. Based on our theoretical analysis, the effectiveness of the attack should depend on the model’s performance in generalization to the training data distribution. Therefore, we expect the effectiveness of the attack to drop with more complex networks as the generalization error would increase when the number of parameters in the model increases. This might sound counter intuitive as the privacy problems are usually tied with over fitting and unintended memorization. However, our experiments verify our theoretical intuition. We observe that as we add more layers, the accuracy of the attack tends to drop. However, we would expect this to change with larger training set sizes as the larger training size could compensate for the generalization error caused by higher numbers of parameters and overfitting. For instance, in the last row of Table III the accuracy increases significantly when we set the training size to 10000 and use more shadow models.

**F. Comparison with WBAttack [17]**

Since the work closest to ours is WBAttack, even though it is a white-box attack, we experimentally compare the performance of WBAttack to ours. WBAttack is an improved version of property inference attack of [16], where instead of a simple white-box shadow model training on the parameters of neural networks (which is done in [2]), they first try to decrease the entropy of the model parameters by sorting the neural network neurons according to the size of their input and output. They show that this reduction in randomness of the shadow models can increase the accuracy of attack, for the same number of shadow models. This attack is called the vector attack in [2]. In Table III, we see how our black-box attack performance compares with WBAttack. Notice that black-box with no poisoning (first 3 rows of the table) performs much worse that WBAttack on race and gender. However, WBAttack performs poorly on the random feature. In fact, the strength of our attack is to find a way to infer information about features similar to random that do not have high correlation with the label (and this is exactly what WBAttack is unable to attack), and do it in a fully black-box way. As we see in the columns below, with very small ratio of poisoning our attack get accuracy 1.0 on the random target property. It also beats the performance of WBAttack on other experiments with a very small number of poisoning points. Note that our attack also requires many fewer shadow models. For example with 10% poisoning, only 50 shadow models in our attack would beat the accuracy of WBAttack which uses 1000 shadow models. The small number of shadow models would be important in scenarios where the adversary does not have access to a lot of similar data. So in summary, our attack can improve on the performance WBAttack both in accuracy and number of shadow models, and of course in the access model which is black-box. The cost of these improvements is allowing the adversary to choose a fraction of training set which is not an uncommon scenario in multi-party learning applications. To compare the running time of the attacks, for the Census-Gender experiment in Table III WBAttack ran in 1533s compared to our black-box attack that only

---

4Note that we are only considering undetectability via black box access. In an eyes-on setting where the training data can be looked at, it is possible to have countermeasures that would detect poisoning by looking at the training data.

5Precision: \[
\text{Precision} = \frac{\text{True positive}}{\text{True positive} + \text{False positive}}
\]

Recall: \[
\text{Recall} = \frac{\text{True positive}}{\text{True positive} + \text{False negative}}
\]
| Hidden Layers | Layer sizes | Training Size | Attack Accuracy | Shadow Models |
|---------------|-------------|---------------|-----------------|---------------|
| 1             | [2]         | 1000          | 1.0             | 600           |
| 2             | [4 2]       | 1000          | 0.97            | 600           |
| 3             | [8 4 2]     | 1000          | 0.94            | 600           |
| 4             | [16 8 4 2]  | 1000          | 0.88            | 600           |
| 5             | [32 16 8 4 2]| 10000        | 0.81            | 600           |
| 5             | [32 16 8 4 2]| 10000        | 0.92            | 1000          |

### TABLE II

**Complexity of target models vs attack accuracy on Census Data.**

| Experiment Feature | parameters | White-box Performance | Black-box Performance | Poisson | Accuracy |
|--------------------|------------|-----------------------|-----------------------|---------|----------|
|                    | Training Size | # Shadow Models | # Shadow Models | 0 | .5     |
| Census-Random      | 1000       | .52                   | 1000                  | 0       | .5      |
| Census-Gender      | 1000       | .96                   | 1000                  | 0       | .61     |
| Census-Race        | 1000       | .95                   | 1000                  | 0       | .55     |
| Census-Random      | 1000       | .52                   | 1000                  | 0.05    | 1.0     |
| Census-Gender      | 1000       | .96                   | 1000                  | 0.05    | .99     |
| Census-Race        | 1000       | .95                   | 1000                  | 0.05    | .95     |
| Census-Random      | 1000       | .52                   | 50                    | 0       | 1.0     |
| Census-Gender      | 1000       | .96                   | 50                    | 0.1     | 1.0     |
| Census-Race        | 1000       | .95                   | 50                    | 0.1     | .98     |

### TABLE III

**Comparison with the white-box attack of [17]**

...took 161s on the same platform and execution environment. Note that we used the exact same size of held-out data for shadow models in both black-box and white-box experiments.

### VIII. Conclusion and Future Work

Poisoning attacks have emerged as a threat against security of machine learning. These poisoning attacks are usually studied in machine learning security where the goal of adversary is to increase the error or inject backdoor to the model. In this work, we initiated the study of poisoning adversaries that instead seek to increase information leakage of trained models. We first presented a theoretical attack which succeeds against any Bayes optimal classifier. Then, we verified the effectiveness of our attack experimentally by implementing it and testing it against different datasets and classification tasks. Our results show that it does indeed succeed with very high probability. However, in our attack as well as in all the previous property attacks in the literature [3, 17], the attacker is assumed to have sample access to the underlying distributions $D_-$ and $D_+$. It would be interesting to remove/relax this assumption in future work.

In this work, we tried to take a principled approach where experiments demonstrate the realistic threat of our attack, whereas the theoretical analysis gives intuition for the attacks. The theoretical analysis will hopefully also provide suggestion for where we might look in the future to either strengthen the attack or find mitigation. We leave this direction as future work.
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In this section we prove the tools we used to prove our main theorem. Specifically, we prove Claim 12, Corollary 13, and Claim 14.

Proof of Claim 12 We have
\[
\Pr[\tilde{Y} = 1 \mid \tilde{X} = x] = \Pr[\tilde{Y} = 1 \mid \tilde{X} = x] \cdot \Pr[\tilde{E} \mid \tilde{X} = x] = \Pr[\tilde{E} \mid \tilde{X} = x] \cdot \Pr[Y = 1 \mid X = x] \cdot \Pr[\tilde{E} \mid \tilde{X} = x]
\]
Now we should calculate the probability \( \Pr[\tilde{E} \mid \tilde{X} = x] \) to get the exact probabilities. We have
\[
\Pr[\tilde{E} \mid \tilde{X} = x] = \frac{\Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}]}{\Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}] + \Pr[\tilde{X} = x \mid \tilde{E}]} = \frac{\Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}]}{\Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}] + \Pr[\tilde{X} = x \mid \tilde{E}]} 
\]
(2)\)
Now for all \( x \in X \) such that \( f(x) = 1 \) we have
\[
\Pr[X = x] = t \cdot \Pr[X = x]
\]
and for all \( x \in X \) such that \( f(x) = 0 \) we have
\[
\text{Now combining Equations 1 and 2 for all } x \in X \text{ such that } f(x) = 1 \text{ we have}
\]
\[
\Pr[\tilde{E} \mid \tilde{X} = x] = \frac{p}{p + t \cdot (1 - p)}
\]
Combining equations 1 and 2 we get
\[
\Pr[\tilde{Y} = 1 \mid \tilde{X} = x] = \frac{p}{p + t \cdot (1 - p)} \cdot \Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}] = \frac{p}{p + t \cdot (1 - p)} \cdot \Pr[\tilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}]
\]
which finishes the proof.

Proof of Corollary 13 if \( \text{crt}(x) \leq \frac{2 \tau}{p(1 - p)} \) then by Claim 12 we have
\[
\Pr[	ilde{Y} = 1 \mid \tilde{X} = x] = \frac{p}{p + t \cdot (1 - p)} \cdot \Pr[	ilde{X} = x \mid \tilde{E}] \cdot \Pr[	ilde{E}] = \frac{p}{p + t \cdot (1 - p)} \cdot \Pr[	ilde{X} = x \mid \tilde{E}] \cdot \Pr[\tilde{E}]
\]
To show the other direction, we can follow the exact same steps in the opposite order.

Proof of Claim 14 For all \( x \in X \) such that \( C_r(x) = 1 \), using Corollary 13 if \( t = t_1 \) then we have
\[
\Pr[	ilde{Y} = 1 \mid \tilde{X} = x] < 0.5 - \frac{\tau \cdot t_1}{p \cdot (1 - p) \cdot t_1}
\]
(5)
and if \( t = t_0 \) then
\[
\Pr[	ilde{Y} = 1 \mid \tilde{X} = x] > 0.5 + \frac{\tau \cdot t_0}{p \cdot (1 - p) \cdot t_0}
\]
(6)
This implies that for both cases of \( t = t_0 \) and \( t = t_1 \) we have
\[
|\text{crt}(x, \tilde{D})| \geq \frac{2 \tau t}{p \cdot (1 - p) \cdot t}
\]
(7)
And it also implies that for case of \( t = t_0 \) we have
\[
h^*(x, \tilde{D}) = 1
\]
(8)
and for \( t = t_1 \) we have
\[
h^*(x, \tilde{D}) = 0.
\]
(9)
Now we state a lemma that will be used in the rest of the proof:

Lemma 15. For any distribution \( D \equiv (X, Y) \) where \( \text{Supp}(Y) = \{0, 1\} \) and any classifier \( h \) : \( \text{Supp}(X) \rightarrow \{0, 1\} \) we have:
\[
\text{Risk}(h, D) = \text{Bayes}(D) + \mathbb{E}_{x \in X} \left[ \left| \hat{h}(x) - h^*(x, D) \right| \cdot \text{crt}(x, D) \right]
\]
where \( h^* \) is the Bayes-Optimal classifier as defined in Definition 5.

Proof. For simplicity, in this proof we use \( h^*(x) \) instead of \( h^*(x, D) \). We have
\[
\text{Risk}(h, D) = \mathbb{E}_{(x,y) \sim (X,Y)} \left[ \hat{h}(x) \neq y \right] = \mathbb{E}_{(x,y) \sim (X,Y)} \left[ h^*(x) \neq y \mid \hat{h}(x) = h^*(x) \right] \cdot \Pr[\hat{h}(x) = h^*(x)] + \mathbb{E}_{(x,y) \sim (X,Y)} \left[ h^*(x) = y \mid \hat{h}(x) \neq h^*(x) \right] \cdot \Pr[\hat{h}(x) \neq h^*(x)]
\]
(10)
\[
= \mathbb{E}_{(x,y) \sim (X,Y)} \left[ h^*(x) \neq y \mid \hat{h}(x) = h^*(x) \right] \cdot \Pr[\hat{h}(x) = h^*(x)] + \mathbb{E}_{(x,y) \sim (X,Y)} \left[ h^*(x) = y \mid \hat{h}(x) \neq h^*(x) \right] \cdot \Pr[\hat{h}(x) \neq h^*(x)]
\]
(11)
\[
= \mathbb{E}_{(x,y) \sim (X,Y)} \left[ \left| y - h^*(x) \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right] + \mathbb{E}_{(x,y) \sim (X,Y)} \left[ \left| 1 - \left| y - h^*(x) \right| \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right]
\]
(12)
\[
= \mathbb{E}_{(x,y) \sim (X,Y)} \left[ \left| 1 - \left| y - h^*(x) \right| \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right] = \mathbb{E}_{x \in X} \left[ \left| \hat{h}(x) - h^*(x, D) \right| \cdot \text{crt}(x, D) \right]
\]
(13)
Now we should show that \( \mathbb{E}_{y \sim Y \mid X = x} \left[ \left| 1 - \left| y - h^*(x) \right| \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right] = \text{crt}(x) \). The reason is that if \( \Pr[Y = 1 \mid X = x] \geq 0.5 \) then \( h^*(x) = 1 \) and we have \( \mathbb{E}_{y \sim Y \mid X = x} \left[ \left| 1 - \left| y - h^*(x) \right| \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right] = 0 \). And if \( \Pr[Y = 1 \mid X = x] \leq 0.5 \) then \( h^*(x) = 0 \) and we have \( \mathbb{E}_{y \sim Y \mid X = x} \left[ \left| 1 - \left| y - h^*(x) \right| \right| \cdot \left| \hat{h}(x) - h^*(x) \right| \right] = 0 \). Therefore, the proof is complete.

Now we are ready to complete the proof. Assume that we have \( t = t_0 \) and
\[
\Pr_{x \sim X \mid C_r(x) = 1} \left[ h(x) = 1 \right] > 0.5 + \gamma
\]
(14)
let \( \alpha = \text{Risk}(\hat{h}, D) - \text{Bayes}(D) \). By Lemma 15 we have
\[
\alpha = \mathbb{E}_{x \sim X} \left[ \left| \hat{h}(x) - h^*(x, D) \right| \cdot \text{crt}(x, D) \right]
\]
(15)
\[
\geq \mathbb{E}_{x \sim X} \left[ \left| \hat{h}(x) - h^*(x, D) \right| \cdot \text{crt}(x, D) \right] - \Pr[C_r(X) = 1] \cdot \Pr[C_r(X) = 1] = 1
\]
(16)
\[
\geq \mathbb{E}_{x \sim X \mid C_r(X) = 1} \left[ 1 - \left| \hat{h}(x) \right| \right] \cdot \frac{2 t_0}{p \cdot (1 - p) \cdot t_0} \cdot \Pr[C_r(X) = 1].
\]
(17)
Note that the last line above is derived by combining Equations 7 and 8.
Now using our assumption in Equation 10 we have

$$\alpha > \frac{2(0.5 - \gamma) \tau \cdot t_0}{(p + (1 - p)t_0) \cdot \Pr[C_{\tau}(\tilde{X}) = 1]}$$

Now we note that for any $x$ such that $f(x) = 1$ we have

$$\Pr[\tilde{X} = x] = \frac{p + (1 - p)t}{t} \cdot \Pr[X = x]$$

because of the way poisoning is done. Therefore we have

$$\Pr[C_{\tau}(\tilde{X}) = 1] = \frac{p + (1 - p)t}{t} \cdot \Pr[C_{\tau}(X) = 1] \tag{12}$$

and we get

$$\alpha > \frac{2(0.5 - \gamma) \tau \cdot t_0}{(p + (1 - p)t_0) \cdot t_0} \cdot \Pr[C_{\tau}(X) = 1] = (1 - 2\gamma) \cdot \tau \cdot \Pr[C_{\tau}(X) = 1]$$

$$\geq (1 - 2\gamma) \cdot \tau \cdot \frac{\epsilon(n)}{\tau(1 - 2\gamma)} = \epsilon(n).$$

This means that if the assumption of Equation 10 holds then the error would be larger than $\epsilon(n) + \text{Bayes}(\tilde{D})$ which means the probability of 10 happening is at most $\delta(n)$ by Bayes-optimality of the learning algorithm. Namely,

$$\Pr_{S \leftarrow \tilde{D}^n} \left[ \Pr_{X \leftarrow S_{C_{\tau}(x) = 1}} [\tilde{h}(x) = 1] \geq 0.5 + \gamma \right] \geq 1 - \delta(n).$$

In case of $t = t_1$, the proof is similar. We first assume

$$\Pr_{X \leftarrow S_{C_{\tau}(x) = 1}} [\tilde{h}(x) = 0] > 0.5 - \gamma \tag{13}$$

Using Equations 7 and 9 we get the following (similar to Inequality 11 for $t = t_0$)

$$\alpha > \left( \frac{\mathbb{E}_{x \leftarrow S_{C_{\tau}(x) = 1}} [\tilde{h}(x)]}{p + (1 - p) \cdot t_1} \right) \cdot \frac{2\tau t_1}{p + (1 - p) \cdot t_1} \cdot \Pr[C_{\tau}(\tilde{X}) = 1]. \tag{14}$$

Therefore, using Equations 12 and 13 we get

$$\alpha > \epsilon(n)$$

which implies

$$\Pr_{S \leftarrow \tilde{D}^n} \left[ \Pr_{X \leftarrow S_{C_{\tau}(x) = 1}} [\tilde{h}(x) = 1] \leq 0.5 - \gamma \right] \geq 1 - \delta(n).$$

---

6For simplicity we are assuming the support of distribution is discrete. Otherwise, we have to have the same argument for measurable subsets instead of individual instances.