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ABSTRACT

In simulation-based models of the galaxy–halo connection, theoretical predictions for galaxy clustering and lensing are typically made based on Monte Carlo realizations of a mock universe. In this paper, we use Subhalo Abundance Matching (SHAM) as a toy model to introduce an alternative to stochastic predictions based on mock population, demonstrating how to make simulation-based predictions for clustering and lensing that are both exact and differentiable with respect to the parameters of the model. Conventional implementations of SHAM are based on iterative algorithms such as Richardson-Lucy deconvolution; here we use the JAX library for automatic differentiation to train SHAMNet, a neural network that accurately approximates the stellar-to-halo mass relation (SMHM) defined by abundance matching. In our approach to making differentiable predictions of large scale structure, we map parameterized PDFs onto each simulated halo, and calculate gradients of summary statistics of the galaxy distribution by using autodiff to propagate the gradients of the SMHM through the statistical estimators used to measure one- and two-point functions. Our techniques are quite general, and we conclude with an overview of how they can be applied in tandem with more complex, higher-dimensional models, creating the capability to make differentiable predictions for the multi-wavelength universe of galaxies.

Subject headings: Cosmology: large-scale structure of Universe; methods: N-body simulations

1. INTRODUCTION

Numerical simulations of cosmological structure formation can be viewed as prediction engines for the density field, and for the abundance and spatial distribution of dark matter halos. Of course, neither dark matter nor gravitationally self-bound halos are directly observed in the sky, and so additional modeling is required in order to transform a cosmological simulation into a prediction that is commensurable with astronomical measurements of galaxies. Contemporary simulations have by now achieved percent-level precision in the ability to characterize the density field, halo abundance and halo clustering in the nonlinear regime, whereas models connecting observed galaxies to the fundamental quantities in simulations lag far behind this level of accuracy (see Wechsler & Tinker 2018, for a recent review). Improving theoretical techniques for transforming cosmological simulations into predictions for the galaxy density field is thus a critical component of the precision-cosmology program.

In many of the structure formation models that are used for cosmological inference, predictions for the galaxy distribution are made by modeling galaxies as biased tracers of the underlying density field of matter. There are a wide range of techniques that can be used for this purpose, including the Zel’dovich approximation (White 2014), more general bias expansion methods based on either Lagrangian or Eulerian perturbation theory (Bernardeau et al. 2002; Desjacques et al. 2018), effective field theory (Carrasco et al. 2012), and hybrid techniques that blend LPT with simulations (Kokron et al. 2021; DeRose et al. 2021b). This approach to generating cosmological predictions has now been used by numerous galaxy surveys to derive constraints on the fundamental parameters of cosmology (e.g., DES Collaboration et al. 2021; Joudaki et al. 2018).

An alternative approach is to model the connection between dark matter halos and the galaxies residing within them. The conventional “halo occupation model” approach proceeds with an initial step in which a fitting function and/or a machine learning algorithm is calibrated to capture the cosmology-dependence of various summary statistics of dark matter halos, such as the halo mass function (e.g., Jenkins et al. 2001; McClintock et al. 2019a; Bocquet et al. 2020) and halo bias (e.g, Tinker et al. 2010; McClintock et al. 2019b); once the approximations for these quantities are specified, models for the galaxy–halo connection determine the prediction for the clustering and lensing of galaxies, enabling the derivation of constraints on cosmological parameters (Cacciato et al. 2013; Reddick et al. 2014; Miyatake et al. 2021).

As an alternative to traditional implementations of halo occupation modeling, it has become increasingly common to directly populate simulated halos with a Monte Carlo realization of the galaxy population; predictions for summary statistics of large scale structure are then made directly from the synthetic galaxy distribution using the same point estimators used to analyze observational data. In the conventional approach to halo occupation modeling, phenomena such as halo exclusion (García et al. 2021), satellite anisotropy (Sgró et al. 2013), and galaxy assembly bias (Zentner et al. 2014) constitute a major technical challenge, particularly in the one-to-two-halo regime (van den Bosch et al. 2013); one of the key advantages of the mock-population approach is that the numerical treatment of such effects is exact, with a pre-
cision limited only by the resolution and finite size of the simulation.

One of the principal sources of motivation for using mock-population techniques lies in the cosmological information content of the nonlinear regime. The potential to substantially improve cosmological constraints by incorporating smaller-scale information has been known for many years (Zentner et al. 2013; Reid et al. 2014; Krause & Eifler 2017). Recent studies of the clustering of galaxies in the Baryon Oscillation Spectroscopic Survey (BOSS) have confirmed the long-forecasted constraining power of the nonlinear regime. In an analysis of the redshift-space clustering of the LOWZ galaxy sample (Lange et al. 2021), the authors derived better-than 5% constraints on the cosmological growth of structure, \( f\sigma_8 \), a full factor of two stronger than any previous BOSS analysis that restricted attention to larger-scale measurements. Comparable gains in cosmological constraining power from the nonlinear regime of BOSS LOWZ galaxies were also found in Wibking et al. (2020). In closely related work analyzing the clustering of the Luminous Red Galaxy sample in eBOSS (Chapman et al. 2021), it was found that constraints on \( f\sigma_8 \) are improved by 70% when including information from nonlinear scales.

Even when simulation-based predictions are made based on simple empirical models implemented in specialized libraries such as Halotools (Hearin et al. 2017), Corrfunc (Sinha & Garrison 2020), or AbacusHOD (Yuan et al. 2021), the computational demands of conducting Bayesian inference with survey-scale simulations are considerable. This challenge is tailor-made for a set of methods generally referred to as “emulation”, which is a machine learning technique that is specifically designed for situations in which the behavior of some parametric function, \( P(\theta) \), is calculable, but expensive to evaluate. When confronted with such a situation, a natural way to proceed is to pre-compute \( P(\theta) \) for a finite collection of \( \theta \) that spans the domain of interest, and to use \( P(\theta) \) to train a machine learning algorithm to serve as an “emulator”, or surrogate function, \( F(\theta) \), that approximates \( P(\theta) \). Once the emulator has been trained, one then proceeds to carry out performance-critical analyses such as MCMCs using \( F(\theta) \) rather than \( P(\theta) \), since the surrogate function is typically inexpensive to evaluate. Since the introduction of emulation methods to computational cosmology (Heitmann et al. 2006), these techniques have become a widely-used tool throughout the field (e.g., Kwan et al. 2015; Nishimichi et al. 2019; Euclid Collaboration et al. 2020).

The conventional approach to emulation is based on Gaussian Process (GP) regression. Briefly, in GP regression, it is assumed that the values \( P(\theta_i) \) are drawn from a multi-dimensional Gaussian distribution, \( \mathcal{N}(\mathcal{P}(\theta_i), \Sigma(\theta_i)) \), where \( \Sigma(\theta_i) \) is a correlation matrix with hyper-parameters that are optimized during training (see Rasmussen & Williams 2006, for a contemporary review). For example, in Lawrence et al. (2017), the abscissa \( \theta_i \) are cosmological parameters, and \( \mathcal{P}(\theta_i) \) are values of the matter power spectrum; as another example, in Zhai et al. (2019), the abscissa reside in the joint space of cosmology and parameters of the Halo Occupation Distribution (HOD, Berlind & Weinberg 2002; Zheng et al. 2005), and the ordinates are values of the redshift-space galaxy correlation function.

Although the GP approach to emulation has thus far been quite successful, this technique has limitations that create a significant impediment to applying it in tandem with the realistically complex models that will be required by near-future cosmological datasets. In Zhai et al. (2019), the authors found that the errors of their emulator were comparable to present-day measurement uncertainties on their predicted data vector, resulting in a nearly 50% degradation of the cosmological constraints due to emulator noise. In principle, these inaccuracies could be remedied by increasing the number of training points \( \theta_i \); in practice, however, the size of the training data cannot be too large or the hyper-parameter optimization becomes computationally intractable due to the need to invert \( \Sigma(\theta_i) \). We point out that the effort in Zhai et al. (2019) is one of the most ambitious GP applications in cosmology to date in the sense that the emulated parameter space includes parameters that jointly encode variations in cosmology as well as the galaxy–halo connection. And yet, the HOD model emulated in Zhai et al. (2019) is essentially the simplest, lowest-dimensional model that can plausibly be used to interpret galaxy clustering data with present-day levels of uncertainty. Thus these shortcomings will only become more severe as observational cosmology progresses further into the 2020s: not only will the precision of cosmological measurements improve dramatically, but perhaps even more importantly, the dimension of the emulated model will need to increase substantially in order for the theoretical predictions to match the quality and richness of the data.

In the present work, we introduce a new theoretical framework for the galaxy–halo connection that is designed to address these issues. Our formalism differs from the typical simulation-based methodology outlined above in several respects. First, our simulation-based predictions for large scale structure observables are not based on stochastic Monte Carlo realizations; instead, we analytically propagate probability distributions from the galaxy–halo connection through to the corresponding summary statistics, and so the only source of stochasticity in our predictions derives from the finite size and resolution of the simulation. Second, instead of relying upon classical machine learning techniques such as Gaussian Process emulation, we instead rely on Artificial Intelligence (AI) algorithms for our surrogate functions. Since the neural networks implemented in contemporary deep learning libraries are routinely used in industry applications to approximate the behavior of million-parameter systems, our use of AI-based surrogate functions improves upon the problems associated with emulator accuracy and complexity outlined above. As a result of these techniques, our predictions for large scale structure observables are fully differentiable, end-to-end, enabling us to use gradient-based optimization and inference algorithms that exhibit much better scaling to the problem sizes that will characterize cosmological modeling in the 2020s.

In the present paper, for our model of the galaxy–halo connection, we use subhalo abundance matching (SHAM, Kravtsov et al. 2004; Conroy et al. 2006) as a toy model to demonstrate our framework; in §2, we provide a self-contained overview of SHAM. We train a neural network, SHAMNet, that serves as a surrogate func-
tion approximating the SHAM mapping between stellar mass and halo mass; we describe our implementation of SHAMNet in §3, relegating technical details to the appendices. Although any suitably formulated neural network is naturally differentiable, this is not the case for typical pipelines that make downstream predictions for the n-point functions of large scale structure; in §4, we describe our framework for constructing differentiable point estimators of the stellar mass function, galaxy-galaxy lensing, and galaxy clustering. We discuss our results in the broader context of related efforts in the literature in §5, and we conclude by summarizing our primary findings in §6.

Throughout the paper, values of halo mass and distance are quoted assuming $h = 1$. For example, when writing $M_{\text{peak}} = 10^{12} M_\odot$, we suppress the $M_\odot/h$ notation and write the units as $M_\odot$. Values of stellar mass are quoted assuming $h = 0.7$.

2. ABUNDANCE MATCHING PRIMER

The $M_* - M_{\text{halo}}$ relation in traditional abundance matching is the unique, non-parametric mapping defined by equating the abundance of galaxies to the abundance of halos at the same redshift,

$$\Phi_g(> M_* | z) = \Phi_h(> M_{\text{halo}} | z), \quad (1)$$

where $\Phi_g (> M_\star)$ is the cumulative number density of galaxies, and $\Phi_h (> M_{\text{halo}})$ is the cumulative number density of subhalos. Contemporary forms of SHAM generalize Eq.1 to define non-parametric mappings between some subhalo property, $x_h$, and some observed galaxy property, $y_g$. Application of the defining abundance matching equation guarantees that no matter the choice for $x_h$ and $y_g$, the observed and predicted number density of galaxies will be in exact correspondence, by construction. We restrict the present investigation to $x_h = M_{\text{peak}}$ and $y_g = M_\star$, and refer the reader to §5 for discussion of how our methodology could be extended to generalized galaxy/halo properties.

Even in the early literature on abundance matching (e.g., Tasitsiomi et al. 2004), the importance of stochasticity in the $M_* - M_{\text{halo}}$ relation was recognized to play an important role in the predictions of the model. Stochasticity in abundance matching is typically treated by assuming a model for the probability density $P(M_\star | M_{\text{peak}})$ such as a log-normal, and then equating the number density of galaxies to the convolution of the subhalo mass function against the assumed PDF:

$$\phi_g(M_\star) = \int_0^{\infty} dM_{\text{peak}} \phi_h(M_{\text{peak}}) P(M_\star | M_{\text{peak}}), \quad (2)$$

where $\phi_g(M_\star)$ is the differential number density of galaxies as a function of stellar mass, i.e. the stellar mass function (SMF), and $\phi_h(M_{\text{peak}})$ is the differential number density of subhalos as a function of mass, i.e. the subhalo mass function (SHMF).

In general, the $M_* - M_{\text{peak}}$ relation defined by Equation 2 has no closed-form analytic solution, and so one must rely on approximations and numerical techniques to determine the scaling relation $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ that gives rise to the observed SMF when applied to the SHMF of a subhalo population. In §2.1, we discuss the conventional, non-parametric approach to determining the $M_* - M_{\text{peak}}$ relation predicted by SHAM, and in §2.2 we describe the commonly-used alternative approach based on a parametrized approximation to SHAM, in both cases highlighting the close relationship between the SMF, the median relation $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$, and scatter in stellar mass at fixed halo mass.

2.1. Non-parametric SHAM with scatter

In non-parametric approaches to SHAM, the starting point is typically a catalog of simulated subhalos that defines the SHMF, and a volume-limited galaxy sample that defines the SMF. A particularly simple way to measure the cumulative abundance of galaxies or halos is simply to divide each object’s rank-order by the volume containing the sample, although one may instead use a fitting function approximation to one or both abundance functions. However $\phi_g$ and $\phi_h$ are characterized, in non-parametric SHAM the SMF and SHMF are held fixed, and one numerically solves for the quantity $P(M_\star | M_{\text{peak}})$ that is constrained by Eq. 2. Thus when generating a synthetic galaxy population with non-parametric SHAM, the stellar mass function of the mock is guaranteed to match the observed SMF, by construction, with an accuracy limited only by the convergence and robustness of the computational technique used to numerically solve Eq. 2. In §2.1.1 we describe two commonly used approaches to obtaining such a solution, and in §2.1.2 we highlight the basic features of the stellar-to-halo mass relation derived from the solution.

2.1.1. Numerical Methods

The most widely used numerical approach to solving Eq. 2 is based on Richardson-Lucy deconvolution (Richardson 1972; Lucy 1974), an iterative algorithm originally developed to recover a true underlying image that has been blurred by a point-spread function (PSF). In the context of abundance matching, we can think of the “noisy image” as $\phi_g(M_\star)$, i.e., the SMF that we measure in our observed galaxy sample; the PSF blurring the image is typically assumed to be a log-normal distribution in stellar mass at fixed halo mass; the RL deconvolution algorithm determines the “true image”, $\phi_g^{\text{true}}(M_\star)$, which in this case is the SMF that one would measure in the absence of any scatter in the $M_* - M_{\text{halo}}$ relation. Once $\phi_g^{\text{true}}(M_\star)$ is determined, then Eq. 1 is used to define $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$; together with the assumed level of log-normal scatter, this scaling relation then defines the quantity $P(M_\star | M_{\text{peak}})$ that is used to map stellar mass onto a simulated subhalo population. In the conventional Monte Carlo based implementation, a synthetic galaxy population is generated by randomly drawing a value of $M_\star$ from $P(M_\star | M_{\text{peak}})$ for each subhalo; by construction, the resulting SMF of the synthetic population will agree with the SMF of the observed galaxy sample, $\phi_g(M_\star)$, again with accuracy limited only by the RL deconvolution-based estimation of $\phi_g^{\text{true}}(M_\star)$ (see Behroozi et al. 2010, Section 3, for further details).

An alternative approach presented in Kravtsov et al. (2018) is instead based on the assumption that the $M_* - M_{\text{peak}}$ relation can be locally approximated as a power law. Under this assumption, for any particular value of $M_{\text{peak}}$ and level of scatter, it is straightforward to solve for the power-law normalization and index that produces
the observed $\phi_\star(M_\star)$ from the simulated $\phi_h(M_{\text{peak}})$. By repeating this exercise at a finite set of control points in $M_{\text{peak}}$ that densely spans the relevant range, one can use the results of the computation as an interpolation table that defines the $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ scaling relation (see Kravtsov et al. 2018, Appendix A, for further details).

2.1.2. Stellar-to-Halo Mass Relation of Non-Parametric SHAM

Figure 1 gives a simple demonstration of the role of scatter in non-parametric abundance matching. Each curve shows the abundance matching prediction for $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ using the same stellar mass function, and the same subhalo mass function, but with different levels of scatter as indicated in the legend. For our SMF, $\phi_{\text{fid}}$, we use a Schechter function with best-fit parameters taken from Panter et al. (2007), and for the subhalo mass function we use the fitting function presented in Appendix A. We calculate $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ using a publicly available python wrapper\(^1\) of the RL deconvolution implementation originally developed in Behroozi et al. (2010).

All curves in Figure 1 present the same qualitative shape of a double power-law, with stronger levels of scatter producing shallower power-law relations at the high-mass end. We can understand this characteristic flattening in terms of Eddington bias (Eddington 1913): stochasticity in the $M_\star - M_{\text{peak}}$ relation will naturally result in proportionally more up-scatter above a threshold relative to down-scatter below the threshold, simply because low-mass halos are more abundant than high-mass halos. Thus it is sensible that we see stronger effects of scatter at high mass, where the slope of the mass function is rapidly steepening. We return to this issue in the subsequent section on parametric approximations to abundance matching.

2.2. Parametric Approximations to SHAM with scatter

In studies of the galaxy-halo connection connecting stellar mass to halo mass, numerous models have directly parameterized the scaling relation $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$.

Fig. 1.— Role of scatter in non-parametric SHAM. Each curve shows the $M_\star - M_{\text{halo}}$ relation of a SHAM model that predicts the same stellar mass function, $\phi_{\text{fid}}(M_\star)$, but with different levels of scatter in $M_\star$ at fixed halo mass, as indicated in the legend. For each model, the number density of galaxies as a function of stellar mass, $\phi_\star(M_\star)$ is plotted on the vertical axis as a function of halo mass, $M_{\text{peak}}$.

Fig. 2.— Role of scatter in parameterized abundance matching. Each curve shows the stellar mass function predicted by a parameterized abundance matching model with the same $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$, but with different levels of scatter in $M_\star$ at fixed halo mass. For each model, the number density of galaxies, $\phi(M_\star)$, is plotted on the vertical axis as a function of stellar mass.

rather than using numerical methods of solution to Eq. 2 (e.g., Moster et al. 2010, 2013; Behroozi et al. 2013a; Rodríguez-Puebla et al. 2015). In such models, the assumed functional forms for $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ all have the same general double power-law shape shown in Figure 1: the free parameters of these models regulate the low- and high-mass slopes, as well as the normalization and shape of the transition between the two regimes. It has been shown explicitly that the $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$ predicted via RL deconvolution can indeed be accurately approximated with the functional forms used in Behroozi et al. (2010) and related studies, and so it is common for such parametric models to be informally referred to as “abundance matching.” However, we point out a clear distinction in the way these two models utilize information from observations: in parameterized models of $\langle M_\star | M_{\text{peak}} \rangle_{\text{med}}$, there is no guarantee that the observed stellar mass function will be correctly predicted, as is the case with non-parametric abundance matching. Instead, in parameterized models, observations of the SMF are treated as constraining data that can be used to derive confidence intervals on the parameters controlling the stellar-to-halo mass relation. Thus parametric vs. non-parametric SHAM models use information from observations in quite a different manner when evaluating the likelihood of a proposed point in parameter space.

Figure 2 illustrates the role of scatter in predictions for the stellar mass function made by parameterized abundance matching. The axes show the number density of galaxies as a function of stellar mass, $\phi(M_\star)$. Each curve shows results for models with different levels of scatter about the same $M_\star - M_{\text{halo}}$ relation. Again we see the proportionally larger influence of Eddington bias at higher mass, due to up-scatter from lower-mass halos that outnumber higher-mass halos.

3. SHAMNET

In this section, we describe a new approach to abundance matching based on SHAMNet: a neural network approximation to the numerical solution to Eq. 2. We begin in §3.1 with a high-level overview of how SHAMNet is defined. In §3.2 we describe the key ingredients we use in our implementation, and in §3.3 we describe how we have used these ingredients to train SHAMNet to approx-

---

\(^1\) https://bitbucket.org/yymao/abundance_matching/src
imate the abundance matching prediction for the SMHM scaling relation, \( \langle M_h | M_{\text{peak}} \rangle_{\text{med}} \). We give a detailed account of the architecture and training of SHAMNet in the appendices; our source code is publicly available at https://github.com/ArgonneCPAC/shamnet, and is available for installation with pip.

3.1. SHAMNet Overview

As discussed in §2, the SHAM technique defines the probability distribution \( P(M_h | M_{\text{peak}}) \) such that when this PDF is convolved against the subhalo mass function, \( \phi_h(M_{\text{peak}}) \), the galaxy stellar mass function, \( \phi_g(M_h) \), is recovered. Under the assumption of log-normal scatter, this PDF is fully described by its first and second moments, \( \langle M_h | M_{\text{peak}} \rangle_{\text{med}} \) and \( \sigma(M_{\text{peak}}) \), respectively. Thus the goal of any SHAM implementation is to accept ingredients for \( \phi_g(M_h) \), \( \phi_h(M_{\text{peak}}) \), and \( \sigma(M_{\text{peak}}) \) as inputs, and to return the scaling relation \( \langle M_h | M_{\text{peak}} \rangle_{\text{med}} \) that provides a solution to Eq. 2. SHAMNet is simply a neural network that provides a mapping from these ingredients to the desired stellar-to-halo mass relation.

In building SHAMNet, we assume that the observed SMF can be characterized with sufficient precision using some parametrized functional form, \( \phi_g(M_h ; \theta) \); we similarly assume that the subhalo mass function can be parametrically described as \( \phi_h(M_{\text{peak}} ; \theta_2) \); finally, we assume log-normal scatter in stellar mass at fixed halo mass, allowing the level of scatter, \( \sigma \), to be a parametrized function of halo mass, \( \sigma(M_{\text{peak}} ; \theta_3) \). For notational convenience, we will use the generic variable \( \theta \) to refer to the collection of these parameters, so that \( \theta \) fully specifies \( \phi_g(M_h) \), \( \phi_h(M_{\text{peak}}) \), and \( \sigma(M_{\text{peak}}) \). SHAMNet is defined to be a neural network that accepts \( \theta \) and \( M_{\text{peak}} \) as input, and returns \( M_h \) as output; the network parameters of SHAMNet are trained so that Eq. 2 is satisfied by the mapping.

3.2. SHAMNet ingredients

Our formulation of SHAMNet requires a parametric description of \( \phi_g(M_h) \), \( \phi_h(M_{\text{peak}}) \), and \( \sigma(M_{\text{peak}}) \). In this section, we describe our models for each of these ingredients in turn.

Our parameterization of \( \phi_g \), the differential number density of galaxies, is based on the Schechter function, \( \phi_S \), defined as

\[
\phi_S(x|x^*, \phi_*, \alpha) = \ln(10) \phi_* 10^{(x-x^*)/(\alpha+1)} \exp(-10^{x-x^*}),
\]

where \( x = \log_{10} M_h \) in units of \( M_\odot \). Our galaxy SMF is thus characterized by \( x^*, \phi_*, \) and \( \alpha \), and we define SHAMNet with a fixed value \( x^* = 10.85 \), closely mimicking the SMF in the low-redshift universe (Li & White 2009).

We parameterize the subhalo mass function in terms of the cumulative number density of subhalos, \( \Phi_h > M_{\text{peak}} | z \), using the fitting function described in Appendix A. Briefly, \( \Phi_h > M_{\text{peak}} | z \) behaves like a power-law at low mass, with a normalization \( A_h \), and an index \( \beta_h \), with an exponential cutoff the high-mass end characterized by a cutoff mass, \( z_h \), and cutoff speed, \( k_h \). In defining SHAMNet, we hold the subhalo mass function parameters fixed to the values supplied in Appendix A that have been tuned to closely match the SHMF in the Bolshoi-Planck simulation (BPL, Klypin et al. 2011).

We model the scatter in \( M_h \) at fixed \( M_{\text{peak}} \) as a log-normal distribution with a width that is allowed to vary as a function of halo mass, \( \sigma(M_{\text{peak}}) \). For the mass-dependence of the scatter, we use the sigmoid function given in A1, with the parameters \( y_{\text{lo}}^\sigma \) and \( y_{\text{hi}}^\sigma \), specifying the level of scatter at the low- and high-mass end, respectively, and with \( k^\sigma = 1 \) and \( x_{\text{lo}}^\sigma = 12 \) held fixed:

\[
\sigma(x|y_{\text{lo}}^\sigma, y_{\text{hi}}^\sigma) = S(x, 12, 1, y_{\text{lo}}^\sigma, y_{\text{hi}}^\sigma),
\]

where \( x = \log_{10} M_{\text{peak}} \).

3.3. SHAMNet Definition

With the ingredients defined in §3.2, the parameters \( \theta \) collectively describe our model for the SMF, \( \phi_g(M_h ; \theta) \), the subhalo mass function, \( \phi_h(M_{\text{peak}} ; \theta) \), and the level of log-normal scatter, \( \sigma(M_{\text{peak}} ; \theta) \). For any particular value of \( \theta \), we seek to identify the stellar-to-halo mass relation, \( \langle M_h | M_{\text{peak}} ; \theta \rangle_{\text{med}} \), that provides the self-consistent relationship between these quantities (as defined by Eq. 2).

We define SHAMNet, \( \mathcal{F}_{\text{SHAM}} \), to be a neural network that has been trained to supply the appropriate scaling relation:

\[
\mathcal{F}_{\text{SHAM}}(M_{\text{peak}} ; \theta) \equiv \langle M_h | M_{\text{peak}} ; \theta \rangle_{\text{med}},
\]

where the variables \( \psi \) are the weights and biases of the neural network. Thus for any particular values of \( \psi \), the SHAMNet function \( \mathcal{F}_{\text{SHAM}} \) accepts \( M_{\text{peak}} \) and \( \theta \) as input, and returns \( M_h \) as output.

The objective of training SHAMNet is to optimize the weights and biases \( \psi \) such that the resulting mapping in Eq. 5 supplies a stellar-to-halo mass relation that satisfies Eq. 2 to the required precision. Once trained, the parameters \( \psi \) are thereafter held fixed, and \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}} ; \theta) = M_h \) defines the stellar-to-halo mass relation for any input combination of SMF, subhalo mass function, and scatter.

As shown in Figure 3, accurately training SHAMNet does not present a significant challenge for a simply-connected network with only a few short layers. On the vertical axis, we show the logarithmic difference between target SMF defined by \( \theta \), and the SMF that results from the SHAMNet prediction for \( \langle M_h | M_{\text{peak}} ; \theta \rangle_{\text{med}} \). The level of success shown in Fig. 3 should not be surprising, since neural networks are routinely called upon to approximate far more complex functions than abundance matching. We refer the reader to Appendix D for detailed information on how we trained SHAMNet.

Beyond its accuracy and convenience, the function \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}} ; \theta) \) is an analytically differentiable function of the parameters \( \theta \), because the behavior of the function is simply the composition of a chain of \( \mathcal{C}^\infty \) functions. As described in Appendix D, our implementation of SHAMNet in the JAX library makes it straightforward and efficient to compute these gradients via automatic differentiation. In §4 below, we describe how these SHAMNet gradients can be propagated to permit calculation of derivatives of large scale structure observables such as two-point clustering and lensing.
In order to calculate gradients of the predicted SMF with respect to model parameters \( \theta \), the above procedure is repeated for parameter values \( \theta \) that have been perturbed about some fiducial value, and the gradient is estimated via finite-differencing methods, e.g., \( \Delta \phi_g(M_\star)/\Delta \theta \).

Here we consider an alternative approach to predicting \( \phi_g(M_\star) \) that does not rely on a Monte Carlo realization. For the \( \alpha \)th subhalo in the catalog with halo mass \( M_{\text{peak}}^{\alpha} \), we can analytically calculate the probability that the galaxy mapped onto the subhalo will fall within the \( i \)th bin:

\[
    w_i^\alpha = \int_{M_i^\alpha}^{M_{i+1}^\alpha} P(M_\star|M_{\text{peak}}^{\alpha}) \, \text{d}M_\star.
\]

Once all the weights \( w_i^\alpha \) have been calculated for each subhalo in the catalog, then predicting the SMF is simply a matter of summing the weights in each bin and normalizing the result:

\[
    \phi_g(M_\star) = \frac{\sum_{\alpha} w_i^\alpha/\bar{V}_i}{\bar{V}_i}.
\]

Operationally, the only difference between these two approaches is that we compute the integrals in Eq. 6 analytically rather than via Monte Carlo integration. While Monte Carlo-based predictions will be statistically commensurable with the SMF computed via Eq. 7, the analytical approach can be more computationally efficient because numerical convergence may require a large number of realizations, particularly at the high-mass end due to the rarity of massive galaxies. Beyond this computational advantage, from Equations 6-7 we can readily see that the gradient \( \partial \phi_g(M_\star)/\partial \theta \) can be calculated exactly,
since it is simply a sum of \( C^\infty \) functions:

\[
\frac{\partial}{\partial \theta} \phi_\alpha(M_\alpha^i) = \frac{1}{V_i} \sum_\alpha \frac{\partial w_\alpha}{\partial \theta}
\]  

(8)

In Figure 4, we show how the stellar mass function responds to changes with respect to \( \alpha \), the parameter controlling the power-law slope of the Schechter function defined in Eq. 3. In the top panel we show three different SMFs, with different values of \( \alpha \) as indicated in the legend. To compute \( \phi_\alpha(M_\alpha) \), we used Eq. 7 to calculate the weight attached to every subhalo of the BPL simulation at \( z = 0 \), using 50 logarithmically-spaced bins spanning \( 10^9 M_\odot < M_\star < 10^{11.5} M_\odot \). In the bottom panel of Figure 4, we show the logarithmic derivative of the SMF with respect to \( \alpha \). For the curve labeled “finite differencing”, we calculated the gradient numerically by repeatedly calculating the result of Eq. 7 for low and high values of \( \alpha \). For the curve labeled “autodiff”, we use JAX to calculate \( \partial w_\alpha / \partial \theta \) for every subhalo, and then we use numba to propagate these derivatives through to the computation of the SMF according to Eq. 8.

4.2. Galaxy Lensing

In this section, we adapt the methods described in §4.1 to make differentiable predictions for galaxy lensing, \( \Delta \Sigma(R) \), the excess surface mass density at a projected distance \( R \) from the center of a stacked sample of galaxies, defined as

\[
\Delta \Sigma(R) \equiv \bar{\Sigma}(< R) - \Sigma(R).
\]  

(9)

In Eq. 9, \( \Sigma(R) \) is the surface mass density projected along the line-of-sight to the stack, and \( \bar{\Sigma}(< R) \) is the value of \( \Sigma \) averaged over the cylinder interior to \( R \).

Using the Halotools implementation of the technique presented in Lange et al. (2019) and reviewed in Appendix F, the profiles \( \Delta \Sigma(R) \) can be computed in advance on a per-object basis for every subhalo in a simulated snapshot. Once tabulated, the lensing signal produced by a stack of galaxies can be computed as the average signal produced by each of the subhalos in the sample,

\[
\langle \Delta \Sigma(R) \rangle = \langle \Delta \Sigma_\alpha(R) \rangle_{\alpha \in \text{sample}},
\]  

(10)

where \( \Delta \Sigma_\alpha \) is the lensing of the \( \alpha \)th subhalo in the catalog.

Traditional SHAM predictions for galaxy lensing are straightforward to compute using standard Monte Carlo methods. First, a value of \( M_\alpha^i \) is mapped onto every subhalo in the snapshot according to a random draw from the appropriate log-normal. The SHAM prediction for the lensing signal produced by a stack of galaxies is then given simply by Eq. 10, taking the average over only those galaxies with randomly drawn values of \( M_\alpha^i \) that satisfy the desired selection criteria, e.g., \( M_{\text{lo}}^\star < M_\alpha^i < M_{\text{hi}}^\star \).

As a differentiable alternative to Monte Carlo-based predictions, we can instead compute the left-hand side of Eq. 10 as a weighted average, where the weight attached to each subhalo, \( w_\alpha \), is the probability that the galaxy passes the selection function, calculated according to Eq. 6:

\[
\langle \Delta \Sigma(R) \rangle = \sum_\alpha w_\alpha \cdot \Delta \Sigma_\alpha(R),
\]  

(11)

where the summations in Eq. 11 are performed over all subhalos with non-zero probability of residing in the stellar mass bin. In the limit of an infinite simulated volume, Eq. 10 converges to Eq. 11, but the latter method has the advantage of being differentiable with respect to parameters \( \theta \) of the galaxy–halo connection:

\[
\frac{\partial}{\partial \theta} \langle \Delta \Sigma(R) \rangle = \sum_\alpha \frac{\partial w_\alpha}{\partial \theta} \cdot \Delta \Sigma_\alpha(R).
\]  

(12)

To compute the left-hand side of Eq. 12, we use JAX to calculate the quantity \( \partial w_\alpha / \sum_\alpha w_\alpha \) for each simulated subhalo, and we then use the python library numba (Lam et al. 2015) to perform the weighted-sum on the right-hand-side of Eq. 12 using the precomputed lensing profile of each individual subhalo.

In the top panel of Figure 5, we show a few examples of computations of \( \Delta \Sigma \) for galaxies with \( M_\star > 10^{11} M_\odot \) based on the BPL simulation, with different curves corresponding to different values of the parameters controlling mass-dependent scatter. For the fiducial model shown with the black curve, we use \( (\sigma_{\text{lo}}, \sigma_{\text{hi}}) = (0.4, 0.25) \); results based on independent perturbations to \( \sigma_{\text{lo}} \) and \( \sigma_{\text{hi}} \) are color-coded as indicated in the legend. In the bottom panel of Figure 5, we show gradients of \( \Delta \Sigma \) with respect to \( \sigma_{\text{lo}} \) and \( \sigma_{\text{hi}} \), again comparing the results of...
the computation based on autodiff vs. finite-differencing methods. Due to the power-law shape of the subhalo mass function, larger scatter in the SMHM at any mass corresponds to a lower amplitude of $\Delta \Sigma$, since increasing the scatter results in a higher proportion of low-mass, weakly-clustered subhalos that up-scatter into the sample. The effect on $\Delta \Sigma$ for this relatively massive galaxy sample is more pronounced for $\sigma_{hi}$; this is sensible, since at high mass the slope of the mass function is falling off rapidly, and the halo bias function is rapidly steepening.

4.3. Galaxy Clustering

The computation of differentiable two-point functions proceeds in much the same way as that for galaxy lensing. Each object again has a probability $w_\alpha$ of belonging in the sample. The product of the weights, $w_\alpha \cdot w_\beta$, is interpreted as the probability that a given pair of objects would be counted when accumulating the number of pairs at a given separation for, e.g., computing a two-point function. Formally, we are assuming that when conditioned on the values of the weights themselves, the presence of any given object in the sample is independent of all of the others. Finally, there exists some ambiguity in how exactly to define an unclustered or “random” sample given a set of objects with weights. We define the random sample as a set of points with a random spatial distribution, each with a weight that has been randomly assigned from the original sample. We show below that this definition properly reproduces zero clustering signal for samples where points are distributed randomly, and only kept with a probability equal to the weight.

With these assumptions, we use the following estimator for the two-point correlation function

$$\hat{\xi}_i = \frac{DD_i}{RR_i} - 1 \quad (13)$$

where

$$DD_i = \sum_\alpha \sum_\beta \neq \alpha w_\alpha w_\beta B_i(x_\alpha, x_\beta) \quad (14)$$

and

$$RR_i = \left( \sum_\alpha w_\alpha \right)^2 \left( 1 - \frac{1}{N_{\text{eff}}} \right) \frac{V_i}{V}. \quad (15)$$

Here $B_i(x_\alpha, x_\beta)$ is the bin selection function, which is unity if points $\alpha$ and $\beta$ are separated such that their separation falls in bin $i$, and zero otherwise; $V_i$ is the volume of the bin, and $V$ is the total volume of the domain; finally, the quantity $N_{\text{eff}}$ is defined as:

$$N_{\text{eff}} = \frac{\left( \sum_\alpha w_\alpha \right)^2}{\sum_\alpha w_\alpha^2}, \quad (16)$$

so that $N_{\text{eff}}$ is interpreted as the effective sample size.

To better understand the role of the denominator, $RR_i$, we can rewrite the estimator as

$$RR_i = \left( \sum_\alpha w_\alpha \left( \sum_\beta w_\beta - w_\alpha \right) \right) \times \frac{V_i}{V} \quad (17)$$

In this form, we can see that this estimator directly computes the expected pair counts, excluding self-pairs, if we have randomly assigned the weights to the random sample. This estimator is equivalent to $O(\frac{1}{V})$ corrections for finite samples described in the Corrfunc documentation (Sinha & Garrison 2020), but with weights that represent membership probabilities. Finally, the factor $V_i/V$ is the fraction of the total volume occupied by the $i$th bin.

From this definition of the two-point clustering estimator, we can use the chain rule to compute the derivative,

$$\frac{\partial \hat{\xi}_i}{\partial \theta} = \frac{1}{RR_i} \frac{\partial DD_i}{\partial \theta} - \frac{DD_i \partial RR_i}{RR_i^2} \quad (18)$$

where

$$\frac{\partial DD_i}{\partial \theta} = \sum_\alpha \sum_\beta \neq \alpha \left[ \frac{\partial w_\alpha}{\partial \theta} w_\beta + w_\alpha \frac{\partial w_\beta}{\partial \theta} \right] B_i(x_\alpha, x_\beta), \quad (19)$$

and

$$\frac{\partial RR_i}{\partial \theta} = \sum_\alpha \left[ \frac{\partial w_\alpha}{\partial \theta} \left( \sum_\beta w_\beta - w_\alpha \right) + w_\alpha \left( \sum_\beta \frac{\partial w_\beta}{\partial \theta} - \frac{\partial w_\alpha}{\partial \theta} \right) \right] \times \frac{V_i}{V} \quad (20)$$

We assume here that the parameters $\theta$ exclusively impact the value of the weights mapped onto each object. Should
the object positions also depend on \( \theta \), additional terms proportional to the spatial derivative of the bin selection function \( B_i(x_a, x_b) \) would arise. We leave the treatment of such contributions to the derivative to future work exploring models that parameterize changes to galaxy position.

We note that the expressions derived in this section can be quite useful in cases where one has existing weighted pair-counting code to efficiently compute two-point functions. In this case, an autodiff library such as JAX can be used to calculate the per-object weights, \( w_\alpha \), and the gradients \( \partial w_\alpha / \partial \theta \); subsequently, the pair-counting code can proceed with its usual computation, using the equations derived in this section to transform the results into a computation of a two-point function and its exact derivatives. In carrying out the calculations in this section, we use the corrfunc code for this purpose.

In the top panel of Figure 6, we show \( w_p(r_p) \) for galaxies with \( M_* > 10^{11} M_\odot \) based on the BPL simulation, with the same fiducial scatter model and perturbations used in Fig. 5. In the bottom panel of Figure 6, we show gradients of \( w_p(r_p) \) with respect to \( \sigma_0 \) and \( \sigma_{hi} \). We see the same trends in Figure 6 as we saw in Fig. 5: increasing scatter in the SMHM decreases clustering strength, with more pronounced effects from scatter at high mass.

5. DISCUSSION & FUTURE WORK

We have presented a new approach to making simulation-based predictions of the galaxy–halo connection. In the conventional methodology, synthetic galaxy populations are generated from a stochastic Monte Carlo realization of some probability distribution defined by the underlying model. For example, in most abundance matching studies, stellar masses are drawn from a realization of a log-normal PDF; the synthetic galaxy at the center of each subhalo is then assigned to a unique bin of stellar mass (or otherwise discarded from the sample), and predictions for clustering and lensing are made from the resulting bins of point data (as in, e.g., Reddick et al. 2013; Hearin et al. 2013). By contrast, the approach taken here is not based on Monte Carlo realizations. Instead, every subhalo makes a PDF-weighted contribution to each stellar mass bin, and the statistical estimators used to calculate summary statistics are defined in terms of the weighted point data.

Previous implementations of the galaxy–halo connection have also opted in favor of weighted summary statistics over hard-edged bins filled with noisy Monte Carlo realizations. For example, a variation on this technique was used in Reid et al. (2014) in their treatment of fiber collisions; the UniverseMachine source code used PDF-weighting methods in the computation of its DR1 summary statistics (Behroozi et al. 2019); these same techniques form the basis of the TabCorr source code\(^2\), as well as a variety of previous works on the galaxy–halo connection that utilize pre-computation methods (e.g., Neistein & Khochfar 2012; Zheng & Guo 2016).

Although implementations of the galaxy–halo connection utilizing pre-computation methods also enjoy the same reduction of stochasticity as the approach presented here, our framework has two distinct advantages that make it more extensible to the problem sizes of cosmological modeling in the 2020s. First, conventional pre-computation methods are implemented by tabulating a set of results over a grid of (sub)halo properties, and then linearly interpolating from the resulting lookup table. While this methodology has proven to be quite effective in deriving constraints on cosmological parameters (e.g., Lange et al. 2021), extending these techniques to models that depend upon more than one or two (sub)halo properties would be quite challenging, since implementations based on lookup-table interpolation have memory demands that rise sharply with the dimension of the table. Our use of AI resolves this issue of excessive memory demands, in essence by storing the lookup-table information in the weights and biases of a neural network. Second, our predictions for large scale structure are differentiable. Although we achieve this property in part due to our use of PDF-weighted summary statistics, as discussed above this is not the novel feature of our methodology. As described in §4, our predictions for the stellar mass function, galaxy–galaxy lensing, and galaxy clustering are differentiable as a result of the analytical propagation of the gradients of each synthetic galaxy’s weight to the point estimators of the summary statistics. The availability of gradient information is the central feature that enables modern Bayesian inference techniques such as Hamiltonian Monte Carlo to derive converged posteriors for models of hundreds of parameters (Hoffman & Gelman 2014), and the extensibility of our framework to physical models of higher dimension is one of the principal motivations underlying this paper.

Our paper focuses on the most widely-used 1- and 2-point functions in cosmology, but our framework could naturally extend to higher-order summary statistics. In some cases, virtually no adaptation of the computations detailed in §4 would be required. For example, both the under-density probability function (UPF) and counts-in-cells (CIC) summary statistics have been shown to be sensitive probes of galaxy–halo information that is not contained in galaxy clustering or lensing (Tinker et al. 2008; Wang et al. 2019). Both of these summary statistics are defined in terms of number counts of galaxies residing within some enclosing volume. If the UPF and CIC estimators are instead defined in terms of the total sum of galaxy weights residing in the enclosing volume, the predictions for these statistics become differentiable using the same techniques in §4. Recent work has shown that the information content of \( n \)-point functions of arbitrarily high order is formally contained in summary statistics based on \( k \) nearest-neighbor (kNN) computations (Banerjee & Abel 2021a,b); this approach to extracting information from the density field is an attractive alternative to using higher-order \( n \)-point functions directly, since the computation of kNN-based summary statistics scales like \( O(N \log N) \); moreover, it has also recently been shown that kNN-based measurements are sensitive probes of the galaxy–halo connection (Behroozi et al. 2021). In the standard computation of these summary statistics, the estimator is defined in terms of the spatial distance to the \( N \)-th-nearest member of a galaxy sample defined by some hard-edged bin or threshold; in the corresponding differentiable version, one would instead use the smallest distance for which the sum of galaxy weights exceeds some chosen value. We relegate

\(^2\) https://github.com/johannesulf/TabCorr
the extension of our framework to these and other higher-order summary statistics to future work.

Our work is closely related to Horowitz et al. (2021), who have implemented DiffHOD, a differentiable form of the Halo Occupation Distribution (HOD). Whereas the HOD populates host dark matter halos with variable numbers of satellites, SHAM populates each simulated subhalo with a single synthetic galaxy. Nonetheless, the theoretical roots of these two empirical models are tightly connected (Kravtsov et al. 2004), and DiffHOD and SHAMNet are part of a growing trend of differentiable formulations of galaxy–halo connection models. In these two examples, the differentiability of the model predictions is achieved through a different methodology. In SHAMNet, the derivatives of the galaxy–halo connection model are propagated through analytical PDFs of the galaxy residing in each halo, so that SHAMNet predictions have no stochasticity; by contrast, DiffHOD uses a differentiable form of stochastic sampling based on a Gumbel-Softmax distribution, coupled with an annealing technique (Jang et al. 2016).

The GalaxyNet model (Moster et al. 2020) is also a differentiable form of the galaxy–halo connection, and so the techniques presented here could naturally be used to transform GalaxyNet predictions for clustering and lensing into differentiable computations. Whereas DiffHOD and SHAMNet use AI-based methods in a manner that mimics the scaling relations of simple empirical models, GalaxyNet builds a highly nonlinear galaxy–halo connection with its neural network, and so is a far more expansive application of AI. Our two-phase training of SHAMNet is an adaption of the same technique used to train GalaxyNet. As detailed in Appendix D, we trained SHAMNet by first carrying out an initialization phase in which the weights and biases of the network were tuned to reproduce an existing model; training then proceeded with a subsequent phase in which the cost function was defined directly in terms of target summary statistics of the galaxy distribution. The initialization phase of SHAMNet was based on a flexible parametric form of the stellar-to-halo-mass relation (see Appendix C), whereas GalaxyNet was initialized based on the EMERGE model of star formation history (Moster et al. 2018).

Our primary interest in the differentiable techniques introduced here is their application to more physically complex and higher-dimensional models than abundance matching. In particular, in closely related work (Hearin et al. 2021b), we have introduced diffmah, a differentiable model for the assembly of dark matter halos; the diffmah model is the basis of a new approach to the galaxy–halo connection, diffstar, in which parameterized star formation histories (SFH) are statistically mapped onto the merger trees of dark matter halos (Alarcon et al. 2021). Formulating the galaxy–halo connection in terms of parameterized SFHs allows us to additionally forward model galaxy SEDs in a differentiable fashion through the use of DSPS, a JAX-based implementation of stellar population synthesis (Hearin et al. 2021a). Our focus on the benefits of gradient information in likelihood analyses anticipates the expansion of the dimension of the parameter space required by the complexity of these models.

In the present work, we have used SHAM primarily as a toy model to demonstrate how gradients of parameters of a galaxy–halo connection model propagate through to derivatives of predictions for the summary statistics of large scale structure. However, analyzing the galaxy distribution with SHAM is an active area of research unto itself, and SHAMNet offers some improvements upon conventional deconvolution-based abundance matching that may be useful for such purposes. For example, the RL deconvolution algorithm outlined in §2 has notoriously finicky convergence properties at the high-mass end, whereas SHAMNet provides a robust solution to Eq. 2 even at very high mass (see Figure 3). More importantly, SHAMNet naturally incorporates mass-dependent scatter in the stellar-to-halo mass relation, whereas all previous deconvolution-based SHAM constraints have been derived under the assumption of constant scatter, at least in part due to the technical challenge of incorporating this feature into the RL-deconvolution algorithm.

With only modest extensions to SHAMNet, differentiable versions of contemporary analyses could be applied to observational data. The present work is based on $M_{\text{peak}}$—based abundance matching, and so in order to support abundance matching based on alternative mass proxies such as $V_{\text{peak}}$ (Reddick et al. 2013), $V_{\text{relax}}$ (Chaves-Montero et al. 2016), or more generalized proxies (Lehmann et al. 2017), it would be necessary to retrain SHAMNet based on an alternative parameterization of the subhalo abundance function. Although in §4 we focused on the gradients of the mass-dependent scatter, we trained SHAMNet to additionally capture the dependence of $(M_\star|M_{\text{peak}})$ upon parameters specifying the SMF, and so our approach could also be used in abundance matching formulations such as Saito et al. (2016) that incorporate uncertainty in the SMF. In order to incorporate cosmology-dependence into abundance matching, as in Contreras et al. (2021), an additional model providing a mapping from cosmological parameters to the parameterized subhalo abundance function would need to be developed. If an analysis required additional marginalization over uncertainty in orphan abundance, as in DeRose et al. (2021a), it would be necessary to develop an additional ingredient for how the parameters of the orphan prescription change the parameters of the subhalo abundance function.

With comparably modest adaptations, our framework could also be used to conduct differentiable analyses of conditional abundance matching (CAM, Hearin et al. 2014). While SHAM supplies a mapping from e.g., halo mass to stellar mass, the CAM framework supplies a mapping from some secondary subhalo property (such as a halo formation time proxy, as in Hearin & Watson 2013; Masaki et al. 2013), to some secondary galaxy property (such as specific star formation rate, as in Watson et al. 2015). In order to make CAM differentiable, rather than parameterizing the SMF and SHMF, one would instead need to calibrate parameterized models for the conditional abundance of the secondary halo and galaxy properties, and then use, e.g., the conditional abundance function in halotools to generate training data for CAMNet. Although the version of SHAMNet that we trained in the present work does not directly support these features, we have made our source code publicly available to facilitate these and other adaptations in future work.
6. SUMMARY

1. We have devised a new, differentiable framework for making simulation-based predictions for large scale structure. Our approach is not based on stochastic Monte Carlo realizations, but is instead formulated in terms of parameterized PDFs that are mapped onto each simulated halo. We then use automatic differentiation to propagate gradients of the galaxy–halo connection through the point estimators used to measure summary statistics of the galaxy distribution.

2. We have used a neural network, SHAMNet, to approximate the stellar-to-halo mass relationship (SMHM) of abundance matching. Our JAX-based implementation of SHAMNet is available for installation with pip. In addition to being differentiable, SHAMNet captures variable levels of $M_{\text{halo}}$-dependent scatter in the SMHM, which is challenging to incorporate into conventional deconvolution-based implementations of abundance matching.

3. Our source code is publicly available at https://github.com/ArgonneCPAC/shamnet, and provides a set of recipes that can be adapted to formulate other differentiable, AI-accelerated models of the galaxy–halo connection.
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In this section, we describe the fitting function we use to approximate the subhalo mass function in the Bolshoi-Planck simulation (BPL, Klypin et al. 2011). The BPL simulation was run with cosmological parameters closely matching Planck Collaboration et al. (2014), and was carried out using the ART code (Kravtsov et al. 1997) by evolving 2048 dark-matter particles of mass $m_p = 1.55 \times 10^8 M_\odot$ on a simulation box of 250 Mpc on a side.

For notational convenience, throughout this section we will refer to subhalo mass using the variable $m_h \equiv \log_{10} M_{\text{peak}}$. The basic quantity that we model is the cumulative number density of subhalos as a function of mass, $\Phi_h(> m_h)$. The relationship the cumulative mass function and the differential mass function, which we denote by $\phi_h(m_h)$, is given by the following equation:

$$\Phi_h(> m_h) \equiv \int_{m_h}^\infty \phi_h(m'_h).$$

We parameterize the cumulative mass function to behave like a power-law with constant index at the low-mass end, and like a power-law with a steeply declining power-law index at high mass. We capture this behavior by modeling $\Phi_h \equiv \log_{10} \Phi_h$ to behave like a linear function of $m_h$ at low mass, and to exhibit a rapidly declining slope above some critical value of subhalo mass, $m_c$. To accomplish this behavior, we utilize a sigmoid function:

$$S(x|x_c, k, y_0, y_{hi}) \equiv y_0 + \frac{y_{hi} - y_0}{1 + \exp(-k \cdot (x - x_c))}.$$  \hspace{1cm} (A1)

Using the sigmoid function defined in Eq. A1, we model the cumulative number density as follows:

$$\Phi_h(m_h) = y_0 + S(m_h, m_c, k, y_0, y_{hi}) \cdot (m_h - m_c)$$  \hspace{1cm} (A2)

In Eq. A2, the parameter $y_0$ controls the normalization of the subhalo mass function at the critical mass $m_c$; the power-law index at the low-mass end is controlled by $y_{lo}$, and the shape of the high-mass cutoff is characterized by both $k$ and $y_{hi}$. We note that basic theoretical considerations lead one to expect the true halo mass function to have an exponential cutoff at the high-mass end (see, e.g., Press & Schechter 1974; Zentner 2007), whereas even in the limit of infinite mass, Eq. A2 never attains exponentially declining behavior. For our purposes, however, this shortcoming is immaterial, since our fitting function closely mimics an exponential decline for all halo masses relevant for the present study, and we find that Eq. A2 has more numerically stable behavior in applications requiring automatic differentiation at the high-mass end.

We calibrate the values of our fitting function parameters using publicly available subhalo catalog identified with Rockstar and ConsistentTrees (Behroozi et al. 2013b,c; Rodriguez-Puebla et al. 2016). While fitting the free parameters, we hold fixed $y_0 = -1.4$, $k = 0.9$, and $y_{hi} = -5.25$. The remaining two parameters, $y_0$ and $m_c$, exhibit redshift dependence that is well approximated with the sigmoid function defined by Eq. A1. That is, we model $m_c(z)$ as:

$$m_c(z) = S(z, z_c^{m_c}, k_c^{m_c}, y_{lo}^{m_c}, y_{hi}^{m_c}),$$

and similarly for $y_0(z)$. For our best-fitting parameters controlling $m_c(z)$, we have $z_c^{m_c} = 0.75$, $k_c^{m_c} = 1$, $y_{lo}^{m_c} = 16.175$, and $y_{hi}^{m_c} = 12.925$. For $y_0(z)$, we have $z_c^{y_0} = 0.5, k_c^{y_0} = 1.35, y_{lo}^{y_0} = -8.1$, and $y_{hi}^{y_0} = -5.9$. Throughout this paper, we define SHAMNet according to the $z = 0$ mass function, and we supply these parameters as a convenience for future applications.

In Figure 7 we show the fidelity with which our calibration approximates the cumulative mass function of subhalos in BPL; results for mass functions at different redshifts are color-coded as indicated in the legend, and are offset from one another by an order of magnitude for visual clarity. Over the halo mass range $12 \leq m_h \leq 14$, the fitting function at $z = 0$ is accurate at the $\sim 5\%$ level, but at $m_h \approx 11$ the accuracy degrades to the $40\%$ level, and at $m_h \approx 14.5$ to the $20\%$ level. Improving the accuracy of our fitting function at the high-mass end would require a larger simulation than BPL, since the BPL box size of 250 Mpc results in only very few cluster-halo pairs. Improving the accuracy at the low-mass end could be accomplished by introducing an additional degree of freedom in the mass-dependence of the power-law index. However, recent work indicates that numerical artifacts and artificial subhalo disruption can result in as large as a factor of two uncertainty in the true SHMF at this mass in a simulation with BPL resolution (van den Bosch & Ogiya 2018; Campbell et al. 2018), and so efforts to improve the accuracy of such a fitting function at the low-mass end should go hand-in-hand with the development of a galaxy–halo model that has flexibility to capture how subhalo disruption (artificial or otherwise) impacts the galaxy at the subhalo center. We refer the reader to the concluding portion of §5 for further discussion of how SHAMNet would need to be modified in order to derive constraints from observational data.
B. ANALYTICAL SMF PREDICTIONS

In §4.1, we outlined a technique to make a differentiable prediction for the SMF based on an input subhalo catalog. In this section, we describe a variation on this method that allows one to predict the SMF based on an analytical subhalo mass function (SHMF), such as the one supplied in Appendix A.

In the presence of scatter in the stellar-to-halo mass relation (SMHM), the relationship between the SMF, \( \phi_g(M_*) \), the SHMF, \( \phi_h(M_{\text{peak}}) \), and the SMHM, \( \langle M_* | M_{\text{peak}} \rangle \), is given by Equation 2, repeated here for convenience:

\[
\phi_g(M_*) = \int_0^\infty dM_{\text{peak}} \phi_h(M_{\text{peak}}) P(M_* | M_{\text{peak}}),
\]

where scatter in the SMHM is encoded by \( P(M_* | M_{\text{peak}}) \).

By using the Jacobian of the inverse SMHM, \( \frac{dM_{\text{peak}}}{dM_*} \), we can change the integration variables of Eq. B1, so that

\[
\phi_g(M_*) = \int_0^\infty dM' \phi_h(M_{\text{peak}}) \frac{dM_{\text{peak}}}{dM'} P(M_* | M'),
\]

where \( P(M_* | M') \) is a log-normal distribution centered at \( \langle M'_* | M_{\text{peak}} \rangle \).

To differentiably calculate the left-hand side of Equation B2, one can simply tabulate the integrand on the right-hand side using a grid that is sufficiently broad to cover the support of convolution, and sufficiently dense to achieve the desired precision:

\[
\phi_g(M_*) = \sum_i \Delta M'_i \phi_h(M_{\text{peak}}) \frac{dM_{\text{peak}}}{dM'_i} P(M_* | M'_i),
\]

The principal difference between Equation B3 and Equation 7 in the main body of the paper is the presence of the Jacobian, \( \frac{dM_{\text{peak}}}{dM_*} \); this factor does not appear in the simulation-based formulation because its effect is accounted for by the relative abundance of simulated halos as a function of \( M_{\text{peak}} \).

Equation B3 makes it plain to see how to calculate derivatives of \( \phi_g(M_* | \theta) \) with respect to the model SHAMNet parameters, \( \theta \); the gradient operator passes through the summation, and \( \partial \phi_g(M_*) / \partial \theta \) can be calculated by simply summing each term. For the analytical approximations we use throughout this paper, each of these terms can in principle be calculated symbolically; we refer the reader to the smf_scatter_convolution.py module in our source code for our JAX-based computation of the gradients of Equation B3 based on automatic differentiation.

C. THREE-ROLL STELLAR-TO-HALO MASS RELATION

As discussed in Appendix §D, in order to train SHAMNet we used an analytical parameterization of the stellar-to-halo mass relation to support the initialization of the network. In §C.1, we describe the functional form we use for this purpose, and in §C.2 we detail our procedure for optimizing the parameters of this model as a function of the variables \( \theta \) that define the abundance matching problem space reviewed in §3.2.

C.1. Basic behavior of the three-roll SMHM

In this section, we describe a new functional form we developed to capture the principal scaling relation of abundance matching, the stellar-to-halo-mass relation (SMHM), i.e., \( \langle M_* | M_{\text{peak}} \rangle \) med. In its general shape, the SMHM relation exhibits a characteristic peak at \( M_{\text{halo}} \approx 10^{12} M_\odot \), and declines roughly like a power-law at both the low- and high-mass ends. We parametrically capture this behavior in terms of the relationship between \( m_h \equiv \log_{10} M_{\text{peak}} \), and \( m_* \equiv \log_{10} M_* \) :

\[
m_* (m_h) = m_0 + \gamma (m_h) \cdot (m_h - m_{\text{crit}}). \tag{C1}
\]

From Eq. C1 we see that \( M_* \) scales like a power-law with \( M_{\text{halo}} \), with rolling index \( \gamma \), and normalization \( m_0 \) defined by the stellar mass at halo mass \( m_{\text{crit}} \). For the function \( \gamma (x) \), we use the sigmoid function \( S(x) \) defined in Eq. A1 to control the transition between the low-mass slope, \( \gamma_0 = \gamma (x \to 0) \), and the high-mass slope, \( \gamma_i = \gamma (x \to \infty) \). That is, we have

\[
\gamma (m_h) = S(m_h, m_{\text{crit}}, k_{\text{crit}}, m_{\text{crit}}, m_{\text{crit}}).
\]

We further allow the power-law indices at low- and high-mass to be functions of halo mass, \( \gamma_0 \to \gamma_0 (m_h) \), and \( \gamma_i \to \gamma_i (m_h) \), where the mass-dependence is again controlled by a sigmoid as defined by Eq. A1. The sigmoid dependence to \( \gamma_0 (m_h) \) and \( \gamma_i (m_h) \) gives the model freedom for an additional roll in the power-law index at both low- and high-mass ends.

The above formulation gives our SMHM relation a total of eleven parameters: \( m_0, m_{\text{crit}}, k_{\text{crit}}, \) plus four parameters for each of the two sigmoid functions, \( \gamma_0 (m_h) \), and \( \gamma_i (m_h) \). We find that none of the three \( k \) parameters provides a physically useful degree of freedom, and so in all of our applications of this SMHM relation, we hold these fixed to unity, giving us an eight-dimensional model for this three-roll SMHM relation.

C.2. Parameterized SHAM with the three-roll SMHM

In this section, we describe how we use the functional form defined in §C.1 to identify particular solutions to
the stellar-to-halo mass relation that defines abundance matching (see Equation 2). In particular, here describe how we identify an optimal choice of parameters, \( \omega \), such that the functional form \( n_s(M_m, \omega) \) defined in Equation C1 supplies a solution to Equation 2 for an input \( \theta \) that defines the SMF, \( \phi_g(M_\star, \theta) \), the SHMF, \( \phi_h(M_{\text{peak}}, \theta) \) and log-normal scatter, \( \sigma(M_{\text{peak}}, \mu) \), where the \( \theta \)-dependence of these quantities is specified in §3.

Since the goal of solving Equation 2 is to define a scaling relation that gives rise to some desired SMF, then in order to solve for \( \omega \) we must quantify our choice for the closeness of two stellar mass functions, \( \phi_1(M_\star) \) and \( \phi_2(M_\star) \). Due to the exponentially declining nature of the Schechter function, we have found that minimizing the simple least-squares difference between two SMFs can lead to numerically unstable results during gradient descent with automatic differentiation, particularly when seeking high-quality fits at the very massive end. Computing the logarithmic difference between the two mass functions improves the numerical instability, but does not resolve it; we also find instabilities when implementing local approximations, \( \phi_1(M_\star) \to \max \{ \phi_2(M_\star), \phi_\min \} \) due to the discontinuity of the derivative at the tiny value of the match. To resolve these issues, we have found it beneficial to use a differentiable clipping function, \( R(x; y_{\min}) \), defined as follows

\[
R(x; y_{\min}) \equiv \frac{1}{\ln(10)} \left( \sinh^{-1}(x/2y_{\min}) + \ln(y_{\min}) \right),
\]

which largely behaves like the base-10 logarithm, but smoothly asymptotes to \( y_{\min} \) rather than falling below this value (note that this is the same transformation used to define magnitudes of SDSS galaxies in Lupton et al. 1999). Thus when minimizing the difference between two stellar mass functions, in practice we minimize the difference between \( R(\phi_1(M_\star), \phi_{\min}) \) and \( R(\phi_2(M_\star), \phi_{\min}) \), using \( \phi_{\min} = 10^{-15} \text{M}_\odot \) to protect against numerical instabilities in the gradient evaluations.

For each choice of \( \theta \), we searched our model parameter space for an optimum value of \( \omega \) by minimizing the quantity \( L_{\text{MSE}} \), defined as

\[
L_{\text{MSE}}(\theta, \omega) \equiv \frac{1}{N} \sum \left( y_i(\theta) - x_i(\theta, \omega) \right)^2
\]

\[
y_i(\theta) = R(\phi_g(M_{\star,i}|\phi_\star, \alpha))
\]

\[
x_i(\theta, \omega) = R(\phi_k(M_{\star,i}|\phi_\star, \alpha))
\]

where \( y_i(\theta) \) is the differentiably-clipped logarithm of target Schechter function defined only by \( \{ \phi_\star, \alpha \} \), and \( x_i(\theta, \omega) \) is the theoretical prediction for the SMF, computed by the method described in Appendix B. We calculate \( L_{\text{MSE}} \) by evaluating the predicted and target mass functions at a set of \( N \) control points, \( M_i^\star \), using \( N = 100 \) logarithmically-spaced values spanning the range \( 10^3 \text{M}_\odot < M_\star < 10^{12} \text{M}_\odot \). To minimize \( L_{\text{MSE}} \), we use the JAX implementation of the Adam algorithm (Kingma & Ba 2014), which is a gradient descent technique with an adaptive learning rate, where we also use JAX to compute the gradients. We use 2 successive burn-in cycles with a step-size parameter \( s = 0.05 \) for \( \sim 50 \) updates, followed by 1000 updates with \( s = 0.01 \).

In this minimization calculation, the eight parameters \( \omega \) defined in §C.1 are not the actual variables we use to calculate our predicted values for the SMF; instead we minimize \( \omega' \), defined by:

\[
\omega' \equiv S(\omega|k_\omega, \omega_\alpha, \omega_\beta),
\]

where \( S(x) \) is the sigmoid function defined by Eq. A1. We tailor the lower and upper bounds of each dimension of \( \omega \) according to reasonable expectations for physically plausible SMHMs, and we hold \( k_\omega \) fixed to a constant value of 0.1, and \( \omega_\alpha \) fixed to the halfway point between \( \omega_\alpha \) and \( \omega_\beta \). We refer the reader to the relevant section of our source code for additional details of our implementation.

D. SHAMNET DEFINITION AND TRAINING

In this appendix, we describe our procedure for training SHAMNet, \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}}, \theta; \psi) \). We remind the reader that in this notation, the parameters \( \psi \) refer to the weights and biases of the neural network described in detail in this section, and as described in §3.2, the parameters \( \theta \) control the behavior of the three ingredients needed to define SHAM:

1. \( \phi_g(M_\star|\theta) \), the galaxy stellar mass function,
2. \( \phi_h(M_{\text{peak}}|\theta) \), the subhalo mass function described in §A,
3. \( \sigma(M_{\text{peak}}|\theta) \), the halo mass-dependent scatter.

As outlined in §2, for a particular choice of \( \theta \), SHAM is defined to be the scaling relation, \( \langle M_{\star}|M_{\text{peak}}; \theta_{\text{med}} \rangle \), that gives rise to the target stellar mass function, \( \phi_g(M_\star|\theta) \), when applied to the subhalo population, \( \phi_h(M_{\text{peak}}|\theta) \), in the presence of (log-normal) scatter, \( \sigma(M_{\text{peak}}|\theta) \). The goal of training SHAMNet is to identify the parameters \( \psi \) such that for all physically relevant values of \( \theta \), the function \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}}, \theta; \psi) = \langle M_{\star}|M_{\text{peak}}; \theta_{\text{med}} \rangle \) satisfies the SHAM-defined relationship between \( \phi_g \), \( \phi_h \), and \( \sigma \). The nature of this objective makes training \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}}, \theta; \psi) \) different from a standard problem in neural network regression, since there does not exist a target function whose output defines the training data; instead, the parameters \( \psi \) will be considered optimal when the SMF that emerges from \( \langle M_{\star}|M_{\text{peak}}; \theta_{\text{med}} \rangle \) agrees with \( \phi_g(M_\star|\theta) \) to the desired precision.

**TABLE 1. SUMMARY OF TWO-PHASE TRAINING OF SHAMNet.**

| Training Phase | Target data | Loss function |
|----------------|-------------|---------------|
| initialization | \( \langle M_{\star}|M_{\text{peak}} \rangle \), Eqs. B1-B3 | Eq. D3 |
| final          | \( \phi_g(M_\star) \), Eqs. C1 | Eq. D4 |

We begin in §D.1 with a description of the design of the neural network we use for \( \mathcal{F}_{\text{SHAM}} \). Our training then proceeds in two phases. In the first phase described in §D.2, we tune the network parameters \( \psi \) so that \( \mathcal{F}_{\text{SHAM}}(M_{\text{peak}}, \theta; \psi) \) closely agrees with a parametric form for the stellar-to-halo mass relation that has been tuned in advance to approximately solve Eq. 2. After this initial phase, we optimize the parameters \( \psi \) using the training procedure described in §D.3. We will provide a
reasonably comprehensive description of this two-phase procedure in this appendix, but we refer the reader to https://github.com/ArgonneCPAC/shamnet for all the quotidian details. A summary of this two-phase training appears in the table below.

D.1. Architecture

In this section, we describe the architecture of the neural network we use for SHAMNet, which provides a mapping

$$\mathcal{F}_{\text{SHAM}} : \{\theta, M_{\text{peak}}\} \rightarrow M_\star$$

based on a simply-connected multi-layer perceptron (MLP). For the input variables \(\theta\), we use a 2-parameter Schecter function to capture variations in the galaxy stellar mass function, and a 2-parameter sigmoid to describe the halo mass dependence of scatter, adopting the forms described in §A.2. For the subhalo mass function, we use the parametric model defined in §A, but in this case we hold these parameters fixed to the values calibrated to approximate the \(z = 0\) mass function in the Bolshoi simulation. Thus in addition to \(M_{\text{peak}}\), SHAMNet accepts a 5-dimensional parameter, \(\theta\), and returns stellar mass, \(M_\star\), so that \(\mathcal{F}_{\text{SHAM}} : \mathbb{R}^5 \rightarrow \mathbb{R}^1\).

Our neural network \(\mathcal{F}_{\text{SHAM}}\) thus has an input layer of 5 nodes, one for each dimension of \(\{\theta, M_{\text{peak}}\}\), and an output layer of a single node, \(M_\star\). Between the inputs and outputs, we use 4 hidden layers composed of 64, 32, 8, and 4 nodes, respectively. Each node in a layer is connected to every node in the previous layer, so that all 4 of our hidden layers are dense. As with all simply-connected MLPs, the computations performed by the \(i^{th}\) node of a layer, \(y_i\), consists of two successive operations performed on the outputs of all the nodes of the previous layer, \(x_j\). The first set of operations consists of a linear transformation,

$$y_i = \sum_j W_{ij}x_j + b_j,$$  \hspace{1cm} (D1)

and the second operation is a nonlinear transformation, \(\Upsilon_{\text{act}}\), that is independently applied to each node \(y_i\) in the layer; the result \(\Upsilon_{\text{act}}(y_i)\) is then fed as an input to each node in the next layer. For the activation function \(\Upsilon_{\text{act}}\) in every node of each dense hidden layer, we use a SELU function,

$$\Upsilon_{\text{act}}(z) = \lambda \begin{cases} z/\alpha & \text{if } z > 0 \\ \alpha e^z - \alpha & \text{if } z \leq 0 \end{cases},$$ \hspace{1cm} (D2)

where \(\lambda = 1.05\) and \(\alpha = 1.67\) are chosen so that the mean and variance of the inputs are preserved between two consecutive layers (Klambauer et al. 2017). For the activation function applied to the output layer, we use the sigmoid function defined in Eq. A1 to enforce that the returned stellar mass is bounded within the range \(10^{-8}M_\odot < M_\star < 10^{10}M_\odot\). Our MLP is implemented in the stax subpackage of the JAX library.

D.2. Initialization

Our goal for training SHAMNet is to identify the weights, \(W_{ij}\), and biases, \(b_j\), collectively represented with the variable \(\psi\), such that \(\mathcal{F}_{\text{SHAM}}\) provides the desired mapping from \(M_{\text{peak}} \rightarrow M_\star\) for any physically relevant parameters, \(\theta\). We begin our procedure for optimizing \(\psi\) by generating approximations to the desired mapping, \((M_\star | M_{\text{peak}}; \theta)_{\text{med}}\), for a large collection of \(\theta\); the collection of \(\theta\) and associated mappings will serve as training data for the first phase of optimizing \(\mathcal{F}_{\text{SHAM}}\). Thus at the end of this phase, we will have a collection of weights and biases, \(\psi_{\text{init}}\), that roughly provides the desired scaling relation, \((M_\star | M_{\text{peak}}; \theta)_{\text{med}}\), for each \(\theta\) in the training set. The point in parameter space \(\psi_{\text{init}}\) will be used as the starting point for the optimization procedure described in §D.3, and so we refer to calculations described in the present section as the initialization phase of our training.

As described in §3, the parameters \(\theta\) define a specific combination of \(\phi_Y(M, \theta), \phi_\alpha(M_{\text{peak}}, \theta), \) and \(\sigma(M_{\text{peak}}; \theta); \) for each such combination, we seek to determine the abundance matching relation, \((M_\star | M_{\text{peak}}; \theta)_{\text{med}}\), that provides a solution to Eq. 2. In the initialization phase of our training, we assume that the parametric form \(m_\star(m_{hl}; \omega)\), as defined by Eq. C1, is sufficiently flexible to supply an adequate stellar-to-halo mass relation, and we train SHAMNet to reproduce this parameterized relation. We will use the notation \(\omega_0\) to refer to the set of parameters of the three-roll SMHM that minimize Eq. C3 using the optimization techniques detailed in Appendix C.2. Thus in order to generate training data for the initialization phase of our training, we need to generate a large collection of pairs, \(\{\theta, \omega_0\}\), where the values of \(\theta\) span the physically relevant range, and the accompanying value \(\omega_0\) represents an approximate solution to Eq. 2. To generate the collection of pairs, \(\{\theta, \omega_0\}\), we randomly draw a value of \(\theta\) from an observationally relevant range, and for each random draw, we use the gradient descent technique described in Appendix C to find a point \(\omega_0\) that optimally solves Eq. 2.

Since \(\theta = \{\phi_\star, \alpha, y_{\text{rms}}, y_{\text{rv}}\}\), then we have four dimensions for which we need to define an observationally relevant range. The last two dimensions control the level of \(M_{\text{input}}\)-dependent scatter, which we allow to vary independently within the open interval, \((0.1, 0.5)\). The first two variables define the variations in the SMF, which for purposes of this paper, we wish to be reasonably close to SDSS measurements of the low-redshift universe (e.g., Li & White 2009). To determine the relevant range of the SMF parameters, we define an SDSS-like SMF, \(\phi_{\text{SDSS}}(M_\star)\), by selecting fiducial values \(\phi_\star = 0.005\ Mpc^{-3}M_\odot^{-1}\), and \(\alpha = -1.06\). Using emcee (Foreman-Mackey et al. 2019), we run an MCMC to determine posteriors on the parameters \(\phi_\star\) and \(\alpha\), assuming a Gaussian likelihood with a diagonal covariance matrix defined by \(M_\star\)-independent uncertainty of 0.1 dex on \(\phi_{\text{SDSS}}(M_\star)\). The results of this MCMC supply a Gaussian-like distribution of points in our SMF parameter space, and we fit this posterior distribution with a two-dimensional Gaussian distribution, \(N(\mu, \text{Cov}(\phi_\star, \alpha))\). When generating training data for SHAMNet, we sample SMF parameters by randomly draw pairs \(\{\phi_\star, \alpha\}\) based on a Latin Hypercube, where the axes of the Latin Hypercube are aligned with the eigenvectors of \(\text{Cov}(\phi_\star, \alpha)\), and span a 5\(\sigma\) length in each direction; any values with \(\alpha < 1\) correspond to non-monotonic SMFs, and are discarded.\footnote{\label{random}We use the pyDOE2 package\textsuperscript{5} in our random sampling based on a Latin Hypercube (McKay et al. 1979; Iman et al. 1981).}

For each value of \(\theta\) generated by this sampling method,
we identify a best-fitting stellar-to-halo mass relation, $\omega_\phi$, using the optimization techniques described in §C.2; the quality of each fit is quantified by $L_{\text{MSE}}(\omega, \theta)$, as defined in Eq. C3. For some points $\theta$, the best-fitting value $\omega_\phi$ produces only a rough recovery of the target stellar mass function, $\phi_\omega(M_\star, \theta)$. In the initialization phase of training SHAMNet, we discard all pairs $\{\theta, \omega_\phi\}$ with $L_{\text{MSE}} > 0.05$, which we find is about 5% of the sampling data. While this rejection rate implies that our training set will not fairly sample the full, observationally relevant region of parameter space as defined above, this is rather harmless because the primary purpose of this procedure is just to generate some collection $\{\theta, \omega_\phi\}$ used to identify $\psi_{\text{init}}$. As described in §D.1, the design of SHAMNet has no reliance upon the functional form of the stellar-to-halo mass relation defined in Appendix C, $m_\star(m_h|\omega)$, and so rejected points $\omega_\phi$ simply represent an inflexibility of the three-roll SMHM functional form, but this will not impact SHAMNet as we will not reject such pairs $\{\theta, \omega_\phi\}$ after $\psi_{\text{init}}$ has been identified.

The goal of the initialization phase of our training is to identify a set of weights and biases, $\psi_{\text{init}}$, such that the behavior of our neural network, $F_{\text{SHAM}}$, gives an accurate approximation of the parametric function defined in Appendix C. To achieve this goal, we seek to identify the point $\psi_{\text{init}}$ that minimizes the following cost function:

$$L_{\text{MSE}}(m_h, \theta|\psi) \equiv (y(m_h, \theta) - x(\theta|\psi))^2$$

$$y(m_h, \theta) = m_\star(m_h|\omega)$$

$$x(\theta|\psi) = F_{\text{SHAM}}(m_h, \theta|\psi)$$

In evaluating $L_{\text{MSE}}$, we used batch sizes of 50 pairs $\{\theta, \omega_\phi\}$, at a time, sampling values of $\theta$ using the procedure outlined above; for each such pair, we evaluated the predicted and target value of $m_\star$ at 200 points in halo mass, using uniform random sampling in $m_h$ spanning the range $9 < m_h < 16$. We used the implementation of the Adam optimizer in JAX with a step-size parameter of 0.001 to identify $\psi_{\text{init}}$ through 1500 gradient evaluations, which we found through experimentation to be sufficient for the network to achieve the level of accuracy required for this initializing phase of training the network.

### D.3. SHAMNet Training

The goal of the final phase of our training is to identify a set of weights and biases, $\psi_{\text{SHAM}}$, such that the behavior of our neural network, $F_{\text{SHAM}}$, supplies a stellar-to-halo mass relation that accurately solves the defining equation of abundance matching, Eq. 2. We note that if the parametric function $m_\star(m_h|\omega)$ defined in Appendix C were sufficiently flexible, then this goal would already be achieved via the identification of $\psi_{\text{init}}$. However, as described in Appendix D.2, roughly 5% of points in the observationally relevant range have SMFs that cannot be described to high accuracy using a stellar-to-halo mass relation defined by this functional form. Thus in the final training phase of SHAMNet, we no longer rely on training data based on the parametric function $m_\star(m_h|\omega)$. Instead, we seek to identify the point $\psi_{\text{SHAM}}$ that directly minimizes the difference between the predicted and target SMF. Our cost function in the final phase of training is therefore defined by minimizing the mean squared error between the predicted and target SMF across the desired range of stellar mass bins:

$$L_{\text{MSE}}(\theta|\psi) \equiv \frac{1}{N_{\text{bins}}} \sum_i \left( y^i(\theta) - x^i(\theta) \right)^2$$

$$y^i(\theta) = \mathcal{N}(\phi_\omega(M_\star,i|\phi_\omega,\sigma))$$

$$x^i(\theta) = \mathcal{N}(\phi_\omega(M_\star,i|\theta,\psi))$$

In Eq. D4, the values of $y^i(\theta)$ are determined by the target Schechter SMF. The predicted values of the SMF, $x^i(\theta|\psi)$, are derived using the same techniques detailed in Appendix B for calculating the SMF in the presence of scatter via an analytical expression for the SMHM, where in this case the analytical SMHM is given by $F_{\text{SHAM}}(m_h, \theta|\psi)$.

We use the Adam optimizer with a step size parameter of 0.001 to minimize $L_{\text{MSE}}(\theta|\psi)$, where each of our $10^5$ cost function evaluations used a batch size of $N = 50$ points that span the parameter space of $\theta$, again using the same sampling method detailed in §D.2. The end result of this procedure is the identification of $\psi_{\text{SHAM}}$, which defines the behavior of the $F_{\text{SHAM}}$ function whose performance is illustrated in Figure 3.

### E. TRIWEIGHT KERNEL CONVOLUTIONS

Many of the calculations in this paper involve convolutions of log-normal distributions such as the one appearing in Eq. 2. In this section, we review an alternative to Gaussian convolution based on the triweight kernel, $\mathcal{K}$, defined as:

$$\mathcal{K}(z) \equiv \begin{cases} \frac{35}{36} (1 - (z/3)^2)^3, & -3\sigma \leq z \leq 3\sigma \\ 0, & \text{otherwise} \end{cases}$$

where $z \equiv (x - \mu)/\sigma$. The comparison to a Gaussian is shown in Figure 9. The two distributions have the same first and second moments, $\mu$ and $\sigma$, but differ in their higher-order moments.

The function $\mathcal{K}(z)$ has several properties that make it convenient for our purposes. As described in §4, differentiable predictions for cosmological summary statistics involve weights, $w_{\text{halo}}$, computed by integrating some assumed PDF (typically a log-normal) across some bin(s) of stellar mass. Once $w_{\text{halo}}$ has been computed for every
simulated subhalo, various point-estimators are applied to the population of synthetic galaxies in order to make predictions for summary statistics.

Because Gaussians are everywhere non-zero, computing weighted two-point summary statistics using exact log-normals can be expensive due to the need to keep track of a large number of tiny contributions. One simple technique to mitigate this computational expense is to impose a clip at some multiple of $\sigma$. This gains back performance at the cost of some (controllably small) roundoff error, but results in discontinuity in the weights at $x = \mu \pm 3\sigma$. On the other hand, the triweight kernel is a $C^\infty$ function on the real line, and points with $|x-\mu| > \pm 3\sigma$ contribute formally zero weight, and so can be neglected from two-point calculations without consequence. Moreover, computations of predictions based on Gaussians require special-function evaluations that can be far slower on GPU accelerator devices in comparison to the small number of elementary arithmetical operations required to evaluate Eq. E1.

In computing predictions based on $K$ rather than $N$, we are, in effect, proposing a slightly different probability distribution $P(M_\star|M_{\text{halo}})$ than the traditional log-normal. However, the difference between models distinguished only by $K$ and $N$ is likely to be observationally immaterial, as it is already challenging to obtain tight constraints on the second moment $P(M_\star|M_{\text{halo}})$, which is the same in the two distributions.

**F. SIMULATION-BASED $\Delta \Sigma$ PREDICTIONS**

In this section, we derive the equations associated with our calculation of $\Delta \Sigma(R)$, the excess surface mass density profile of a sample of points in a cosmological simulation. We highlight that the computation described below is exact, can be used to calculate the lensing of either galaxies or halos simulated with or without hydrodynamics, and applies on all spatial scales resolved by the simulation, including the deeply nonlinear regime. Our approach also facilitates a highly convenient pre-computation of the lensing profile on a per-object basis, so that galaxy-halo model predictions for the lensing of a stacked sample can be calculated simply as a masked or weighted sum over the pre-computed profiles.

We begin by considering the gravitational lensing at a projected distance $R$ from a single point mass, $m_p$. The surface density profile, $\Sigma(R)$, satisfies:

$$\int_{R_\text{min}}^{R_\text{max}} \Sigma(R) 2\pi R dR = \begin{cases} m_p, & \text{if } R_\text{min} < R < R_\text{max} \\ 0, & \text{otherwise} \end{cases}$$

Using this expression, we can calculate $\langle \Sigma(R) \rangle$, the average surface density in an annulus with inner radius $R_{\text{min}}$ and outer radius $R_{\text{max}}$:

$$\langle \Sigma(R) \rangle = \frac{\int_{R_\text{min}}^{R_\text{max}} \Sigma(R) 2\pi R dR}{\int_{R_\text{min}}^{R_\text{max}} 2\pi R dR} = \begin{cases} m_p/A_\text{ann}, & \text{if } R_\text{min} < R < R_\text{max} \\ 0, & \text{otherwise} \end{cases} \quad (F1)$$

where $A_\text{ann} = \pi (R_{\text{max}}^2 - R_{\text{min}}^2)$ is the area of the annulus.

We can similarly compute $\Sigma(< R) = m_p/\pi R^2$ averaged over the same annulus:

$$\langle \Sigma(< R) \rangle = \frac{1}{A_\text{ann}} \int_{R_\text{min}}^{R_\text{max}} \Sigma(< R) 2\pi R dR,$$

which reduces to

$$\langle \Sigma(< R) \rangle = \frac{2m_p}{A_\text{ann}} \ln (R_{\text{max}}/a), \quad (F2)$$

where the value of $a$ depends on whether the point mass is located inside the annulus:

$$a = \begin{cases} R, & R > R_{\text{min}} \\ R_{\text{min}}, & R < R_{\text{min}} \end{cases} \quad (F3)$$

Using Eqs. F1 & F2 together with Eq. 9, we can calculate the value of $\Delta \Sigma$ averaged over the annulus:

$$\langle \Delta \Sigma(R) \rangle \equiv \langle \Sigma(< R) - \Sigma(R) \rangle = \frac{m_p}{A_\text{ann}} G(R, R_{\text{min}}, R_{\text{max}}), \quad (F4)$$

where

$$G = \begin{cases} 2 \ln (R_{\text{max}}/R_{\text{min}}), & R < R_{\text{min}} \\ 2 \ln (R_{\text{max}}/R_{\text{min}} - 1), & R_{\text{min}} < R < R_{\text{max}} \\ 0, & R_{\text{max}} \leq R. \end{cases}$$

In order to calculate the average lensing profile $\langle \Delta \Sigma(R) \rangle$ about an individual point in a N-body simulation, Equation F4 generalizes in the obvious way as a sum over the point-masses used to trace the simulated density field. For a simulated snapshot at redshift $z_{\text{snap}}$, if the cosmological distance $D(z_{\text{snap}})$ satisfies $D(z_{\text{snap}}) \gg R_{\text{max}}$, then we can use any of the Cartesian axes of the snapshot as the line-of-sight, and the remaining two axes to define $R$.

For a fixed choice of $R_{\text{min}}$ and $R_{\text{max}}$, the average lensing profile $\langle \Delta \Sigma \rangle$ can be computed once and for all about every subhalo in a simulated snapshot. Once tabulated, predicting the lensing produced by a stack of subhalos can be computed simply by averaging over the pre-computed values of $\langle \Delta \Sigma \rangle$ for each member of the stack (or alternatively, by calculating an average that has been weighted by a continuously-valued sample selection function, as in §4.2).
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