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Abstract— Recursive projection aggregation (RPA) decoding as introduced in [1] is a novel decoding algorithm which performs close to the maximum likelihood decoder for short-length Reed-Muller codes. Recently, an extension to RPA decoding, called sparse multi-decoder RPA (SRPA), has been proposed [2]. The SRPA approach makes use of multiple pruned RPA decoders to lower the amount of computations while keeping the performance loss small compared to RPA decoding. However, the use of multiple sparse decoders again increases the computational burden. Therefore, the focus is on the optimization of sparse single-decoder RPA decoding to keep the complexity small.

In this paper, a novel method is proposed, to select subsets of subspaces used in the projection and aggregation step of SRPA decoding in order to decrease the decoding error probability on AWGN channels. The proposed method replaces the random selection of subspace subsets with a semi-deterministic selection method based on a figure of merit that evaluates the performance of each subspace. Our simulation results show that the semi-deterministic subspace selection improves the decoding performance up to 0.2 dB compared to SRPA. At the same time, the complexity of SRPA decoding for RM codes of order \( r \geq 3 \) is reduced by up to 81\% compared to SRPA.

Index Terms—Reed-Muller codes, RPA decoding, SRPA decoding, Projection Pruning

I. INTRODUCTION

Reed-Muller (RM) codes are linear block codes developed almost 70 years ago by Muller [3]. A first efficient decoding algorithm (Reed’s algorithm) was later published by Reed [4]. Although RM codes are one of the oldest codes, they are perhaps more relevant than ever [5], since they are closely related to the widely used polar codes. In 2017, it has been shown that RM codes achieve capacity on the binary erasure channel [6]. Furthermore, recently they have been shown to achieve capacity on general binary memoryless symmetric (BMS) channels [7]. Thus, new decoding algorithms for RM codes have been developed in recent years.

The recursive projection-aggregation (RPA) decoding algorithm, proposed by Ye and Abbe [1] in 2020, received attention due to its decoding performance close to maximum likelihood (ML) decoding for short-length (\( \leq 1024 \) bits) RM codes. Unlike ML decoding, RPA decoding is feasible for second- and higher-order RM codes. Nevertheless, the computational complexity of RPA decoding is its main bottleneck and must be reduced for RPA to be used in practical applications. The idea behind RPA is to recursively project RM codes onto its cosets to get first-order and shorter-length RM codes. These are decoded efficiently using fast Hadamard transform (FHT) ML decoding. Finally, the decoded projections are aggregated to reconstruct the originally RM code. RPA decoding can outperform successive cancellation list (SCL) decoding of polar codes with cyclic redundancy check (CRC) [1].

To reduce the complexity of RPA, several extensions were proposed recently. A reduced complexity RPA algorithm (RPASYN+SYN) with a syndrome-based early stopping technique and a scheduling scheme to reduce the number of iterations and projections has been proposed in [8]. In [9], a collapsed projection-aggregation (CPA) decoder has been published, which avoids the recursions of RPA by directly projecting to the first-order RM codes. The pruned CPA (PCPA) decoder [10] decreases the number of projections by pruning. An optimized PCPA with simplifications of the projection and aggregation function has been proposed recently in [11]. In addition to these approaches, sparse multi-decoder RPA (SRPA) decoding [2] reduces the computational complexity of RPA by up to 80\% by using only a random subset of projections, e.g., using 20\% of all subspaces, for decoding. The number of projections used can be set by a parameter. Unfortunately, a decreasing number of projections leads to a degradation of the word error rate (WER). This can be compensated by using \( k \in \mathbb{N} \) SRPA decoders \((k\text{-SRPA})\). Consequently, this results in a \( k\)-fold higher complexity, which reduces the benefit gained from pruning the projections. The subsequent choice of the final codeword estimation can either be done by choosing the most likely reconstruction based on the received word or by using a CRC verification, reducing the effective code rate. Based on SRPA, a multi-factor pruning approach further reduces the number of projections [12].

To fulfill practical energy consumption constraints, the decoder should be of low complexity while having a sufficiently good performance to achieve a required target WER. All the mentioned approaches reduce the computational complexity of RPA decoding. In particular, pruning the projections reduces the complexity effectively but comes with a compromise between performance and complexity. For the pruning in SRPA, one-dimensional subspaces are chosen at random from
a uniform distribution to generate the cosets used in the projection step. In \cite{2}, it remains open if subspaces could be selected deterministically to lower the WER of SRPA decoding without increasing the complexity.

In this paper, we focus on the enhancement of low-complexity single-decoder SRPA for general BMS channels to improve the performance of SRPA decoding and reducing the complexity simultaneously. We propose a novel method to select the subspaces used for the projections of SRPA instead of choosing them randomly. The method is based on a figure of merit which evaluates the potential performance of the individual subspaces, depending on the received codeword. To guarantee diversity in the subsets of subspaces in consecutive iterations of SRPA, we choose a random subset out of a deterministically selected subset of all subspaces. We call this method semi-deterministic subspace selection (SDSS).

The simulation results presented below in Sec. \underline{IV} show that the SDSS method reduces the WER of SRPA decoding up to 20\%, corresponding to a coding gain by up to 0.2dB, depending on the RM code and the pruning factor used. In addition, the computational burden for decoding RM codes of order \( r \geq 3 \) is effectively reduced by the proposed optimization techniques.

II. PRELIMINARIES

A. Reed-Muller Codes

Binary RM codes can be defined using Boolean functions. Let \( f(v_1, \ldots, v_m) : \mathbb{F}_2^m \rightarrow \mathbb{F}_2 \) be a Boolean function in \( m \) variables. The binary variables \( v_1, \ldots, v_m \) are represented through a vector \( z \in \mathbb{E} := \mathbb{F}_2^m \), where \( v_1 \) represents the least-significant bit of \( z \) and \( v_m \) represents the most-significant bit accordingly. The evaluation of \( f \) on each \( z \in \mathbb{E} \) yield a unique vector \( f \in \mathbb{F}_2^m \) representing \( f \). One way to index the coordinates of \( f \) is via the vectors \( z \in \mathbb{E} \) introduced previously, following:

\[
f = (f(z_i), z \in \mathbb{E}).
\]

Since \( f \) is of length \( n = 2^m \), there exist \( 2^n \) unique Boolean functions in \( m \) variables. The set of all Boolean functions in \( m \) variables forms a vector space \( V \) with the set of monomials

\[
M = \{1, v_1, v_2, \ldots, v_m, v_1v_2, \ldots, v_{m-1}v_m, \ldots, v_1v_2 \cdots v_m\}
\]
as a basis. Each function in \( V \) can be represented as a linear combination of the monomials in \( M \). With this, RM codes can be defined as follows:

**Definition 1 (Binary Reed-Muller Code):** \cite[p. 151]{13} The \( r \)-th order binary Reed-Muller code, denoted as \( \mathcal{R}M(m, r) \), consists of all linear combinations of vectors \( f \) associated with Boolean functions \( f \) that are monomials of degree \( 0, 1, \ldots, r \) in \( m \) variables. The dimension of this code is \( k = \sum_{i=0}^{r} \binom{m}{i} \), the code length is \( n = 2^m \) and \( 0 \leq r \leq m \) must hold.

B. Recursive Projection-Aggregation Decoding

Since we focus on general BMS channels, defined as \( W : \mathbb{F}_2 \rightarrow \mathbb{R} \), the log-likelihood ratio (LLR) of a channel output symbol \( y \in \mathbb{R} \):

\[
\text{LLR}(y) := \ln \left( \frac{W(y|c = 0)}{W(y|c = 1)} \right),
\]

where \( c \in \mathbb{F}_2 \) is the channel input symbol. Following the notation in \cite{1}, we use the vectors \( z \in \mathbb{E} \) to index the coordinates of \( y \in \mathbb{R}^n \), such that \( y(z) \in \mathbb{R} \) is the \( z \)-th coordinate of \( y \). Further, \( L \in \mathbb{R}^n \) denotes the LLR vector of \( y \) and we write \cite{2} as \( L(z) := \text{LLR}(y(z)) \) for short.

The RPA algorithm \cite{1} consists of three main steps: the recursive projection of the received codeword, the decoding of the projections, and the aggregation of the reconstructions. Let \( c \in \mathcal{R}M(m, r) \) denote a codeword of an \( r \)-th order RM code of length \( n = 2^m \). The coordinates of \( c \) can be indexed by the vectors \( z \in \mathbb{E} \) following \cite{1}. Moreover, let \( B \subseteq \mathbb{E} \) be an \( s \)-dimensional subspace and \( s \leq r \). Then the quotient space \( \mathbb{E}/B \) consists of all cosets of the form \( T = z + B \) for \( z \in \mathbb{E} \). In the following, we only use one-dimensional subspaces \( B \), i.e., \( s = 1 \). Thus, there exist exactly \( n-1 \) non-zero one-dimensional subspaces \( B \) with \( n/2 \) cosets \( T \in \mathbb{E}/B \) per subspace and \( 2 \) unique elements \( z \in \mathbb{E} \) each.

1) Projection: A received vector \( y \in \mathbb{R}^n \), or its LLR vector \( L \in \mathbb{R}^n \) respectively, can now be projected using the \( n - 1 \) subspaces. The BMS projection function is defined as \cite{1}:

\[
L/B(T) = \ln \left( \exp \left( \sum_{z \in T} L(z) \right) + 1 \right) - \ln \left( \sum_{z \in T} \exp \left( L(z) \right) \right).
\]

In \cite{3}, two coordinates of \( L \) indexed by the vectors \( z \in T \in \mathbb{E}/B \) are combined. Doing this for all \( T \in \mathbb{E}/B \) results in a new vector \( L/B \) of length \( n/2 \), called projection. Since there are \( n - 1 \) one-dim subspaces \( B \), this results in \( n - 1 \) projections of length \( n/2 \). These projections are RM codes of order \( r - 1 \) and length \( 2^{m-1} = n/2 \) \cite{1}. The projection step is recursively repeated \( r - 1 \) times until first-order RM code \( \mathcal{R}M(m - r + 1, 1) \) projections have been reached.

2) Decoding the Projections: Decoding the first-order RM codes at the lowest-level recursion can efficiently be done using fast Hadamard transform (FHT) decoding \cite{14}. The FHT is a soft-decision maximum likelihood (ML) decoder with complexity \( O(n \log n) \), compared to \( O(n^2) \) of a naive ML decoder \cite{5}. The algorithm is given in \cite[p. 381]{15}. The FHT decoder takes the projections \( L/B \in \mathbb{R}^{2^{m-1}} \), returns and the reconstructions \( \hat{y}/B \in \mathbb{F}_2^{2^{m-r+1}} \).

3) Aggregation: To obtain the estimate \( \hat{L} \) of \( L \), the reconstructions are aggregated recursively using the function \cite{1}:

\[
\hat{L}(z) = \frac{1}{n - 1} \sum_{i=1}^{n-1} (-1)^{\hat{y}/B_i(z_i + B_i)} \cdot L(z + z_i), \quad \forall z \in \mathbb{E},
\]

where \( z_i \in B_i, z_i \neq 0 \) and \( [z + B_i] \) denotes the coset of \( \mathbb{E}/B_i \) containing \( z \). Finally, the mean is calculated across all reconstructions and the vector \( L \) will be updated to \( \hat{L} \).
These three steps are performed iteratively on each level of the algorithm converges to a fixed point or a maximum number of $N_{\text{max}} = \lceil m/2 \rceil$ iterations has been reached. The algorithm is said to be converged, if $|L(z) - L(z)| \leq \theta |L(z)|$ for all $z \in \mathbb{E}$, dependent on the threshold $\theta \in \mathbb{R}_{>0}$.

C. Sparse Recursive Projection-Aggregation Decoding

Sparse RPA (SRPA) \cite{2} reduces the complexity of RPA decoding by pruning the projections. In each recursion, only a random subset $S = \{s_1, s_2, \ldots, s_p\} \subseteq \{\mathbb{B}_1, \mathbb{B}_2, \ldots, \mathbb{B}_{n-1}\}$ of $0 < p \leq n - 1$ subspaces is used to project the received codeword onto its cosets. Therefore the aggregation function \cite{3} must be adapted, leading to \cite{2}:

$$L(z) = \frac{1}{p} \sum_{s_j \in S} (-1)^{y_{s_j}|(z+B_j)}, L(z + z_j), \forall z \in \mathbb{E}, \ (5)$$

with $S = \{s_1, \ldots, s_p\}$. This results in a reduction of projections per recursion by a factor of $(n-1)/p$, reducing $p$ degrades the WER. If at least 50% of the projections are used, the loss compared to RPA is negligible. For more intensive pruning, the WER becomes significantly worse. To counteract this, sparse multi-decoder RPA ($k$-SRPA) can be used to improve the performance, comparable to a list-decoding approach. The complexity is then increased again by a factor $k \in \mathbb{N}$.

III. STRATEGIC SELECTION OF SUBSPACES

A. Insights to SRPA decoding

As mentioned earlier, the complexity of FHT decoding is $O(n \log n)$ and thus dominates the complexity of the RPA algorithm. In the worst case, if all iterations of RPA are carried out (full-RPA), a maximum of

$$N_{\text{RPA}} = \prod_{i=1}^{r-1} \left\lceil \frac{m - i - 1}{2} \right\rceil \cdot (2^{m-i-1} - 1) \quad (6)$$

FHT decodings have to be performed.

Definition 2 (Pruning Factor): For the SRPA, we define the reciprocal of the projection reduction factor $(n-1)/p$ as the pruning factor $r_p$, where $0 < r_p \leq 1$ and $p$ can be calculated as:

$$p = \lceil r_p \cdot (n-1) \rceil. \quad (7)$$

Taking into account the pruning factor $r_p$ in (7) gives:

$$N_{\text{SRPA}} = \prod_{i=1}^{r-1} \left\lceil \frac{m - i - 1}{2} \right\rceil \cdot \lceil r_p \cdot (2^{m-i-1} - 1) \rceil. \quad (8)$$

With a pruning factor $r_p = 1/2$ and a third-order RM code, for example, the number of SRPA projections is reduced by up to 93.75% when compared to full-RPA.

To improve the performance of such low-complexity SRPA decoders, we focus on the choice of the $p$ subspaces used in (8). To find out how the choice of subspaces affects the decoding result, we first take a look at RPA for the binary symmetric channel (BSC). For an $\mathcal{R}\mathcal{M}(m, r)$ code of length $n$ with the codewords $c \in \mathbb{F}_2^n$, the BSC outputs are $y \in \mathbb{F}_2^n$. Assuming an SRPA decoder with $|S| = p$ subspaces in each recursion, there exist $(n-p)$ subsets $S_i \subseteq \{\mathbb{B}_1, \ldots, \mathbb{B}_{n-1}\}$, where $S_i \neq S_j \forall i, j \in \{1, \ldots, n-1\}$ and $i \neq j$. We could now decode the received vectors $y$ using all $(n-p)$ SRPA decoders with fixed subsets $S_i$ and see which SRPA, i.e., subset of subspaces, performs best on average. In a sandbox environment, we decoded all possible $y \in \mathbb{F}_2^n$ received vectors for an $\mathcal{R}\mathcal{M}(4, 2)$ code of length $n = 16$ with $(\frac{n}{4}) = 455$ different SRPA decoders using subsets $S_i$ of size $p = 3$. As a result, all decoders lead to the exactly same number of word errors due to the symmetry of the RM code. Consequently, there is no subset $S_i$ which performs better than any other subset on average. Albeit, if we are looking at a specific received vector $y$, some SRPA decoders decode to the correct $\hat{c} = c$ while the majority of decoders produce a word error $\hat{c} \neq c$. The decoding result therefore depends on the underlying noise pattern. With the knowledge of the error position, an SRPA decoder with a suitable subset of subspaces could be selected. Unfortunately we do not have this knowledge for the BSC.

B. Deterministic Subspace Selection Strategy

Based on the analysis of SRPA decoding given in \cite{H-A} we now derive a method to select subspaces for transmission over a general BMS channel. For an AWGN channel with BPSK modulation (also used in \cite{H, 2}), the evidence of a received symbol $y \in \mathbb{R}$ depends on the absolute value of the LLR. We make use of this fact to select subspaces whose quotient space contains cosets that beneficially combine LLRs indexed by these cosets using (3). We call a subspace $\mathbb{B}_i$ beneficial if the sum of differences between the absolute LLRs indexed by the vectors $z^{(0)}, z^{(1)} \in T$ with $T \in \mathbb{E}/\mathbb{B}_i$, is small. We denote this distance as $d_{L, i}$ and define it as:

$$d_{L, \mathbb{B}_i} := \sum_{T \in \mathbb{E}/\mathbb{B}_i} d_{\text{LLR}}(L, T)$$

$$= \sum_{T \in \mathbb{E}/\mathbb{B}_i} \left| L(z^{(0)}) - L(z^{(1)}) \right|. \quad (9)$$

This distance is based on our investigation of the behavior of SRPA decoders for the $\mathcal{R}\mathcal{M}(4, 2)$ code, initialized with all possible subsets of subspaces of size $p = 4$, following the approach detailed in Sec. \cite{H-A} Without loss of generality, we simulated $10^6$ transmissions of the all-zero codeword over an AWGN channel. It turned out that decoders with subsets of subspaces that combine LLRs with similar absolute values produce fewer decoding errors. This behavior can be explained by the fact that the projections in the FHT are correlated with Hadamard sequences. If two absolute-wise large and therefore reliable LLRs are combined, the corresponding coordinate of the projection has a larger influence on the correlation in the FHT. The combination of small LLRs, which are potentially more likely to be transmission errors, therefore has less influence on the reconstruction of the projection. The combination of small and large LLRs potentially leads
to a sign change of LLRs that are actually correct and is therefore unfavorable. Based on (9), we propose a method for deterministic subspace selection (DSS):

\[ \tilde{S} = \arg \min_{S \in \mathbb{B}^p} \sum_{B \in S} d_{L,B}, \]  

(10)

where \( S = \{s_1, s_2, \ldots, s_q\} \) is an element of the set \( S \) containing all \( \binom{n-1}{p} \) subsets that are \( p \)-combinations (without repetition) of subspaces \( B_1, B_2, \ldots, B_{n-1} \). We select the subset \( \tilde{S} \) which has the smallest sum of distances \( d_{L,B} \), over \( p \) out of \( n-1 \) subspaces \( B_i \). By calculating the distances \( d_{L,B} \) of all subspaces and choosing the subspaces with the \( p \) smallest distances, \( \tilde{S} \) can be determined efficiently. Our simulations show that this approach works well for second-order RM codes up to length of \( n = 32 \). For higher-order RM codes and particular for longer RM codes, we present a semi-deterministic subspace selection.

C. Semi-Deterministic Subspace Selection for SRP A Decoding

When we apply (10) on longer RM codes with \( m = 6, 7, 8, \ldots \), the WER degrades. In the \( N_{\text{max}} \) iterations of RPA performed on each level of recursion, the subset \( \tilde{S} \) often contains the same subspaces in successive iterations, due to merely small changes in \( \tilde{L} \). This leads to a saturation effect, where most of the coordinates of \( \tilde{L} \) have the correct sign, but some sign changes in \( \tilde{L} \) cannot be corrected. This is evident in a low bit error rate (BER) despite a high WER. To solve this problem, we introduce a deterministic subspace selection factor \( r_q \), that allows us to vary the grade of determination/randomness in the subspace selection.

Definition 3 (Deterministic Subspace Selection Factor): The deterministic subspace selection factor \( r_q \in [0,1] \) is defined as:

\[ q = \left\lceil (1 - r_q + r_p r_p) \cdot (n - 1) \right\rceil, \]  

(11)

where \( 0 < p \leq q \leq n - 1 \).

Instead of selecting the subset \( \tilde{S} \) containing \( p \) subspaces deterministically, we now select \( q \) subspaces deterministically according to the same principle, i.e., using (10) and then choosing \( p \) out of \( q \) subspaces at random. If \( r_q = 0 \) the selection is fully random, i.e., equivalent to SRPA, and if \( r_q = 1 \) the selection is fully deterministic. We call the method proposed in this section the semi-deterministic subspace selection (SDSS) SRPA. The SDSS algorithm SDSS_SRPA is given in Algorithm 1.

Algorithm 1 The SDSS_SRPA Semi-Deterministic Subspace Selection Function for SRPA Decoder

**Input:** LLR vector \( L(z) \); parameter \( m \) of the RM code; pruning factor \( r_p \); SDSS factor \( r_q \)

**Output:** \( S^* \) semi-deterministic selected subset of subspaces

1. \( n \leftarrow 2^m \)
2. \( p \leftarrow [r_p \cdot (n - 1)] \rightarrow \text{number of rand. subspaces} \)
3. \( q \leftarrow [(1 - r_q - r_p r_p) \cdot (n - 1)] \rightarrow \text{number of deterministically selected subspaces} \)
4. Initialize \( d_{L,B} = \{d_{L,B_1}, d_{L,B_2}, \ldots, d_{L,B_{n-1}}\} \in \mathbb{R}^{n-1} \) as an all-zero vector
5. for \( i = 1, 2, \ldots, n - 1 \) do
6. \( T \leftarrow \mathbb{E}/B_i \rightarrow \text{n/2 unique cosets in each } \mathbb{E}/B_i \)
7. for \( l = 1, 2, \ldots, n/2 \) do
8. \( d_{L,B_l} \leftarrow d_{L,B_l} + \tilde{d}_{LLR}(L, T_l) \rightarrow \text{LLR differences} \)
9. end for
10. end for
11. \( d_{L,B} \leftarrow \text{SORT_ASCENDING}(d_{L,B}) \)
12. \( \tilde{S} \leftarrow \arg \{d_{L,B_1}, d_{L,B_2}, \ldots, d_{L,B_p}\} \rightarrow \text{Select } q \text{ subspaces} \)
13. \( S^* \leftarrow \text{RAND}(\tilde{S}, p) \rightarrow \text{Randomly choose } p \text{ subspaces} \)
14. return \( S^* \)

with \( \tilde{d}_{LLR}(L, T) \in [0, 1) \). Thus, the adapted DSS function is:

\[ \tilde{S} = \arg \min_{S \in \mathbb{B}} \sum_{i \in S} \sum_{T \in \mathbb{E}/B_i} \tilde{d}_{LLR}(L, T), \]  

(12)

where \( \tilde{S} = \{s_1, s_2, \ldots, s_q\} \) is an element of the set \( \tilde{S} \) containing all \( \binom{n-1}{q} \) subsets that are \( q \)-combinations (without repetition) of subspaces \( B_1, B_2, \ldots, B_{n-1} \). From \( |\tilde{S}| = q \), a subset \( S^* \subseteq \tilde{S} \) with \( |S^*| = p \) is chosen at random. The subspace selection function (12) is likely still not optimal, but optimizing the function directly is combinatorially hard. For example, there exist \( \binom{127}{16} \approx 10^{19} \) different subsets \( S \) for an \( RM(7, 2) \) code of length \( n = 128 \) and a pruning factor of \( r_p = 1/8 \). This justifies the independent selection of individual subspaces \( B_i \) based on our proposed methods, instead of looking at the whole set of subsets \( S \).

In addition to SRPA decoding, we perform Reed’s decoding on the reconstruction at the end to ensure that the decoding result is a valid codeword. Since Reed’s decoding is a low-complexity decoder of complexity \( O(n \log^2 n) \), the overhead is negligible compared to the complexity of SRPA. This is also done in 1, 2.

E. Complexity Reduction of SDSS-SRPA

Additionally to the introduced subspace selection method, which improves the performance of SRPA decoding, the complexity can be further reduced. Actually, it is not necessary to perform \( N_{\text{max}} \) iterations at each level of the \( r-1 \) recursions. The iterations on lower levels up to the \( RM(m - r + 1, 1) \) code have little impact on the decoding result, but on the other hand increase the decoding complexity significantly. Hence, we only perform the first recursion iterations and therefore
reduce the maximum number of FHTs given in (8) for the
SRPA to:

\[ N_{SDSS} = \left\lceil \frac{m}{2} \prod_{i=1}^{r-1} \left[ r_q \cdot (2^{m-i-1} - 1) \right] \right\rceil. \quad (13) \]

The most important iterations are those at the top level before the first projection, i.e., for the \( R\mathcal{M}(m, r) \) code. This observation has very recently also been observed in [16], [17], but without the gain in the decoding performance we achieve from SDSS. At the top level, two iterations are usually sufficient for the algorithm to converge. Therefore we use the early stopping technique introduced for RP A with the threshold \( \theta \) for our novel SDSS-SRP A decoding method. Consequently, the average number of FHTs performed can be even lower than upper bound (13). To measure the complexity reduction, we define the complexity reduction gain as follows:

\[ G_C := 1 - \bar{N}_{SDSS}/N_{SRPA}. \quad (14) \]

where \( \bar{N}_{SDSS} \) denotes the average number of first-order RM code FHT codewords over \( N \in \mathbb{N} \) decoded received codewords including the early stopping criterion.

IV. RESULTS

The SDSS extension is tested on second- and third-order RM codes of length \( n \leq 256 \) with single-decoder SRPA and pruning factors \( r_p \leq 1/2 \). Unlike [2], no CRC polynomial is used, since it reduces the effective code rate. The SDSS method with the additional early stopping criterion and omitted inner iterations is compared to SRPA decoding with the same pruning factor. Additionally, these results are compared to RPA decoding and the lower bound on the performance of ML decoding described in [18], [19]. The simulation results are shown in Fig. 1, where at least \( 10^5 \) codewords are simulated for each \( E_b/N_0 \).

The performance gain of the SDSS method compared to SRPA varies between 0.01 dB to 0.2 dB. The largest gains are achieved for small pruning factors where only few projections are used. For a pruning factor of \( r_p = 1/32 \), a gain by up to 0.2 dB can be observed. For larger pruning factors, the \( E_b/N_0 \) gain becomes smaller. This is due to the random choice of subspaces by the SRPA. The more subspaces are used for the projection, the more likely it is that a random subset of subspaces also contains those subspaces that are selected by the SDSS method. Although a gain can be obtained through SDSS, the performance of SRPA for small pruning factors \( r_p \) is no longer as close to ML decoding as RPA is. However, if a low complexity decoder is required, e.g., for hardware implementation, the SDSS method significantly improves the performance of the SRPA decoder with small pruning factors while at the same time reducing the computational burden.

In addition to the \( E_b/N_0 \) gain of the SDSS method mentioned before, a complexity reduction gain \( G_C \), defined in (14), can by achieved by the methods introduced in Sec. IV-E. Nevertheless, the deterministic subspace selection requires some additional computations when compared to the random selection in SRPA. In the implementation, the SDSS is carried out efficiently during the projection step of the RPA algorithm. Overall, for second-order RM codes, the runtime of both algorithms is almost identical in our simulations or even slightly lower for the SDSS method, due to the early stopping criterion. In most cases, two iterations are sufficient for the algorithm to converge. Thus, the complexity reduction gain \( G_C \) caused by the early stopping criterion, becomes larger if long RM codes are used, since the maximum number of

Fig. 1. Simulated transmissions over an AWGN channel for second- and third-order RM codes decoded with SRP A and SDSS-SRP A decoders and different pruning factors \( r_p \), indicated as SRP A \( r_p \) and SDSS \( r_p \).
cosets. In addition, the computational burden is significantly reduced while obtaining a performance gain in the order of 0.01–0.2 dB. This complexity reduction is achieved by performing fewer iterations, and thus, reducing the number of ML decodings of first-order RM codes. Optimizing the subspace selection function is subject to future work, potentially further improving the performance of low complexity SRPA decoding of RM codes.

References

[1] M. Ye and E. Abbe, “Recursive projection-aggregation decoding of Reed-Muller codes,” IEEE Trans. Inf. Theory, vol. 66, no. 8, 2020.
[2] D. Fathollahi, N. Farsad, S. A. Hashemi, and M. Mondelli, “Sparse multi-decoder recursive projection aggregation for Reed-Muller codes,” in IEEE Int. Symp. Inf. Theory (ISIT), 2021, pp. 1082–1087.
[3] D. E. Muller, “Application of Boolean algebra to switching circuit design and to error detection,” Trans. IRE Prof. Group Electron. Comput., vol. EC-3, no. 3, pp. 6–12, 1954.
[4] I. Reed, “A class of multiple-error-correcting codes and the decoding scheme,” Trans. IRE Prof. Group Inf. Theory, vol. 4, no. 4, 1954.
[5] E. Abbe, A. Shestov, and M. Ye, “Reed-Muller codes: Theory and algorithms,” IEEE Trans. Inf. Theory, vol. 67, no. 6, 2021.
[6] S. Kudekar, S. Kumar, M. Mondelli, H. D. Pfister, E. Şaşoğlu, and R. L. Urbanke, “Reed-Muller codes achieve capacity on erasure channels,” IEEE Trans. Inf. Theory, vol. 63, no. 7, pp. 4298–4316, 2017.
[7] G. Reeves and H. D. Pfister, “Reed-Muller codes achieve capacity on BMS channels,” 2021, preprint. Available: https://arxiv.org/abs/2110.14631.
[8] J. Li, S. M. Abbas, T. Tonnellier, and W. J. Gross, “Reduced complexity RPA decoder for Reed-Muller codes,” in Proc. Int. Symp. Topics Coding (ISTC), 2021.
[9] M. Lian, C. Häger, and H. D. Pfister, “Decoding Reed-Muller codes using redundant code constraints,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2020.
[10] Q. Huang and B. Zhang, “Pruned collapsed projection-aggregation decoding of Reed-Muller codes,” 2021, preprint. Available: https://arxiv.org/abs/2105.11878.
[11] J. Li and W. J. Gross, “Optimization and simplification of PCPA decoder for Reed-Muller codes,” IEEE Commun. Lett., vol. 26, no. 6, 2022.
[12] M. Hashemipour-Nazari, K. Goossens, and A. Balatsoukas-Stimming, “Multi-factor pruning for recursive projection-aggregation decoding of RM codes,” 2022, preprint. Available: https://arxiv.org/abs/2208.13659.
[13] S. Wicker, Error Control Systems for Digital Communication and Storage. Prentice Hall, 1995.
[14] Y. Be’ery and J. Snyder, “Optimal soft decision block decoders based on fast Hadamard transform,” IEEE Trans. Inf. Theory, vol. 32, 1986.
[15] T. K. Moon, Error Correction Coding: Mathematical Methods and Algorithms. Wiley-Interscience, 2005.
[16] M. Hashemipour-Nazari, K. Goossens, and A. Balatsoukas-Stimming, “Hardware implementation of iterative projection-aggregation decoding of Reed-Muller codes,” in Proc. IEEE Int. Conf. Acoust. Speech Signal Processing. (ICASSP), 2021, pp. 8293–8297.
[17] ——, “Hardware implementation of iterative projection aggregation decoding for Reed-Muller codes,” 2022, preprint. Available: https://arxiv.org/abs/2210.11069.
[18] I. Dumer and K. Shabunov, “Soft-decision decoding of Reed-Muller codes: Recursive lists,” IEEE Trans. Inf. Theory, vol. 52, no. 3, pp. 1260–1266, 2006.
[19] I. Dumer, “Recursive decoding and its performance for low-rate Reed-Muller codes,” IEEE Trans. Inf. Theory, vol. 50, no. 5, 2004.