Cooling and squeezing the fluctuations of a nanomechanical beam by indirect quantum feedback control
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We study cooling and squeezing the fluctuations of a nanomechanical beam using quantum feedback control. In our model, the nanomechanical beam is coupled to a transmission line resonator via a superconducting quantum interference device (SQUID). The leakage of the electromagnetic field from the transmission line resonator is measured using homodyne detection. This measured signal is then used to design a quantum-feedback-control signal to drive the electromagnetic field in the transmission line resonator. Although the control is imposed on the transmission line resonator, this quantum-feedback-control signal indirectly affects the thermal motion of the nanomechanical beam via the inductive beam-resonator coupling, making it possible to cool and squeeze the fluctuations of the beam, allowing it to approach the standard quantum limit.
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I. INTRODUCTION

Nanomechanical oscillators have recently attracted considerable attention for their possible applications in quantum information and quantum measurement (see, e.g., Refs. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]). Using current experimental techniques (see, e.g., Refs. [3, 11, 12]), high-frequency nanomechanical oscillators ($\omega/2\pi \sim 1$ GHz) with quality factors $Q$ in the range of $10^3$-$10^6$ can be realized at low temperatures $T$ on the order of $\mu$K. When the vibrational energy $\hbar \omega$ of the nanomechanical oscillator becomes smaller than the thermal energy $k_B T$, the oscillator can be said to work in the quantum regime.

To observe quantum behavior in nanomechanical oscillators, e.g., quantum fluctuations or squeezing effects, the oscillator must be cooled to extremely low temperatures to approach the standard quantum limit. There have been numerous studies, both theoretical and experimental (see, e.g., Refs. [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32]), investigating the cooling [24, 25, 26, 27] of quantum feedback control

and active cooling [21, 22, 23]. In passive cooling techniques, the mechanical oscillator is self-cooled by the dynamical back-action, e.g., the radiation-pressure-induced back-action [14, 15, 16, 17, 18, 19, 20] coming from the mirror surface of the optical cavity. In fact, for a high-finesse cavity, the photons reflected from the mirror transfer momentum and induce additional damping to the mechanical oscillator. In active cooling techniques, the reflected signal coming from the mechanical oscillator is sent to an electronic circuit, e.g., a derivative circuit, to provide a modulating signal, which is then used to control the back-action force imposed on the mechanical oscillator. Since the cooling effect can be actively controlled by tuning the feedback gain obtained in the control circuit, this is called an active cooling strategy.

Although it has recently been reported that ground-state cooling [21, 22, 23, 24] could be realized in optomechanical systems, it is difficult to observe the macroscopic quantum effects of the mechanical oscillators in these optomechanical systems using current experimental conditions. The main difficulty comes from the fact that the characteristic oscillating frequency of the mechanical oscillator in these systems is not high enough (typically on the order of kHz or MHz), and the corresponding effective temperature to observe the quantum effects is extremely low (typically on the order of nK or µK), which is difficult to realize in present-day experiments.

Besides optomechanical cooling, a nanomechanical oscillator can also be embedded in an electronic circuit and cooled by coupling it to an electronic system [28, 29, 30]. Possible strategies include nanomechanical oscillators coupled to superconducting single-electron transistors [31, 32], quantum dots [33, 34], Josephson-junction superconducting circuits [35, 36, 37, 38, 39, 40, 41], or transmission line resonators [40, 41]. Compared with mechanical
oscillators in optical systems, a high-frequency oscillator can be realized more easily in electronic systems. Indeed, it has been reported that nanomechanical beams with frequencies in the regime of GHz have been realized, and these beams seem to be suitable for integration in an electronic circuit. Since the effective temperature of such a mechanical oscillator can be in the mK regime, it should be possible to observe quantum behavior in this case.

Like optomechanical systems, active feedback controls can be introduced to cool the motions of the nanomechanical oscillators in electronic systems. In the theoretical proposal in Ref. \[22\], a nanomechanical resonator is capacitively coupled to a single-electron transistor to measure the position of the resonator. The information obtained by the quantum measurement is fed into a feedback circuit to obtain an output control signal, which is then imposed on a feedback electrode to control the motion of the resonator. In this strategy, the quantum measurement and the designed feedback control introduce additional damping effects on the resonator, which are helpful for cooling the motion of the resonator.

In a recent experiment \[42\], a nanomechanical beam acted as one side of a superconducting quantum interference device (SQUID), and the voltage across the SQUID was measured which can be used to detect the motion of the beam. Motivated by this experiment, here we study the coupling between such a system \[12\] and a transmission line resonator. A single-mode quantized electromagnetic field provided by this resonator \[12\] could be detected by a homodyne measurement \[43\]. The quantization of this coupled beam–SQUID–resonator system has been addressed in the literature (see, e.g., Ref. \[45\], \[46\], \[47\]). The quantum electromechanical circuit and the corresponding equivalent schematic diagram are shown in Fig. 1. In this circuit, the mechanical oscillator, i.e., the clamped nanomechanical beam, is integrated into the rf-SQUID with a Josephson junction having a critical current \(I_c\) and a capacitance \(C\). Here, the displacement of the beam in the plane of the loop with a small amplitude \(x\) around its equilibrium position changes the area of the loop, and thus influences the total magnetic flux \(\Phi\) threading the loop. There is an applied external flux \(\Phi_e\) threading the loop. The rf-SQUID interacts with a nearby transmission line resonator (TLR), via their mutual inductance. The additional magnetic flux provided by the quantized current in the transmission line resonator is

\[
\Phi_{\text{add}} = \Phi_T(-ia + ia^\dagger),
\]

where \(\Phi_T\) is a constant; \(a\) and \(a^\dagger\) are the annihilation and creation operators of the quantized electromagnetic field in the transmission line resonator. Here, we ignore the small change of \(\Phi_T\) caused by the oscillation of the beam. For this superconducting circuit, the total magnetic flux \(\Phi\) threading the loop of the rf-SQUID is given by:

\[
\Phi = \Phi_e + Blx + \Phi_T(-ia + ia^\dagger) + LI,
\]

where \(L\) and \(I\) are, respectively, the self-inductance and the current in the loop; \(l\) is the effective length of the beam; and \(B\) is the magnetic field threading the loop of the rf-SQUID at the location of the nanomechanical beam, and is assumed to be constant in the region where the beam oscillates.

The total Hamiltonian of this coupled electromechanical system can be written as \[46\]:

\[
H = H_0 + H_1,
\]

with the Hamiltonians:

\[
H_0 = \frac{p^2}{2m} + \frac{m\omega_M^2x^2}{2} + \hbar \omega_T a^\dagger a + \hbar u(t)(a^\dagger + a),
\]

\[
H_1 = U_0 \left[ \phi - \phi_e - \kappa(-ia + ia^\dagger) - \frac{2\pi Bl}{\Phi_0} x \right]^2 + 2U_0\beta_L \cos \phi + \frac{q^2}{2C},
\]

where \(\Phi_0\) is the flux quantum; \(\omega_M\) is the oscillating frequency of the doubly-clamped beam; \(\phi\) and \(\phi_e\) are related...
to the normalized total flux and external flux:

\[ \phi = 2\pi \left( \frac{\Phi}{\Phi_0} - \frac{1}{2} \right), \quad \phi_e = 2\pi \left( \frac{\Phi_e}{\Phi_0} - \frac{1}{2} \right). \]

The normalized system parameters \( U_0, \beta_L \) and \( \kappa \) in Eq. (1) are given by:

\[ U_0 = \frac{\Phi_0^2}{8\pi L}, \quad \beta_L = \frac{2\pi LIc}{\Phi_0}, \quad \kappa = \frac{2\pi \Phi_T}{\Phi_0}. \]

The observables \( p \) and \( q \) in Eqs. (2) and (3) are, respectively, the conjugate observables of \( x \) and \( \Phi \) representing the momentum of the beam and the charge on the Josephson junction. The term \( hu(t)(a^d + a) \) in Eq. (2) is an interaction Hamiltonian between the transmission line resonator and the external control field, where the time-dependent function \( u(t) \) can be designed according to the desired goal.

When \( \beta_L > 1 \) and

\[ \left| \phi_e + \frac{2\pi BI}{\Phi_0} + \kappa(-ia + ia^d) \right| = |\phi_e| \ll 1, \]

the Hamiltonian \( H_1 \) represents a double-well potential near \( \phi = 0 \), and the two lowest eigenstates, \( |L\rangle \) and \( |R\rangle \), correspond to two current states with opposite circulating currents in the loop of the rf-SQUID, which are far separated from higher-energy eigenstates. At sufficiently low temperatures, only the two lowest eigenstates \( |L\rangle \) and \( |R\rangle \) contribute. Thus, the rf-SQUID can be modelled as a two-level system, and the Hamiltonian \( H_1 \) of the rf-SQUID can be re-expressed as:

\[ H_1 = \frac{\hbar}{2} \left( \phi_e + \frac{2\pi BI}{\Phi_0} x + \kappa(-ia + ia^d) \right) \hat{\sigma}_x - \frac{\hbar}{2} \hat{\sigma}_z, \]

where \( \hat{\sigma}_x \) and \( \hat{\sigma}_z \) are the \( x \)-axis and \( z \)-axis Pauli operators in the basis of \( |L\rangle \) and \( |R\rangle \): \( \epsilon, \Delta \) are real parameters that determine the energy difference between the two minima of the double-well potential and the tunnelling amplitude between the wells, respectively. Under the condition that \( 0 < (\beta_L - 1) \ll 1 \), then \( \epsilon \) and \( \Delta \) can be approximately given by:

\[ \epsilon = \frac{Ic\Phi_0}{\hbar\pi} \sqrt{6(\beta_L - 1)}, \quad \Delta = 3U_0 \left( 1 - \frac{1}{\beta_L} \right)^2. \] (5)

Letting the external flux \( \phi_e = 0 \), we can rewrite the Hamiltonian \( H_1 \) in the qubit basis as:

\[ H_1 = \frac{\hbar}{2} \omega_S \sigma_z + \frac{\hbar}{\Phi_0} \frac{\pi BI}{\Phi_0} x \sigma_x + \frac{\hbar}{\Phi_0} \frac{\kappa}{2} (-ia + ia^d) \sigma_z \]

where \( \omega_S = \Delta \), and \( \sigma_z, \sigma_x \) are the corresponding \( x \)-axis and \( z \)-axis Pauli operators in the qubit basis:

\[ |+\rangle = \frac{\sqrt{2}}{2} |L\rangle + \frac{\sqrt{2}}{2} |R\rangle, \quad |\rangle = \frac{\sqrt{2}}{2} |L\rangle - \frac{\sqrt{2}}{2} |R\rangle. \]

Here, we assume that the oscillation frequency of the beam is high enough such that \( \omega_M, \omega_S, \) and \( \omega_T \) are comparable. Then, under the rotating-wave approximation, and with Eq. (6), the total Hamiltonian in Eq. (1) becomes:

\[ H = \frac{\hbar}{2} \omega_S \sigma_z + \hbar \omega_M b^d b + \hbar \omega_T a^d a \\
+ \hbar u(t)(a^d + a) + \hbar g_M(b\sigma_+ + \sigma_- b^d) \\
+ \hbar g_{ST}(-ia\sigma_+ + i\sigma_- a^d), \]

where the coupling strength \( g_M \) between the mechanical oscillator and the rf-SQUID is:

\[ g_M = g_{Mech-SQUID} = \frac{\pi \epsilon BI}{\Phi_0 \sqrt{2 \hbar m \omega_M}}. \]
and the coupling strength $g_{ST}$ between the rf-SQUID and the transmission line resonator is given by:

$$g_{ST} = g_{\text{SQUID-TLR}} = \frac{k \xi}{2\hbar}.$$ 

The annihilation and creation operators $b$ and $b^\dagger$ of the fundamental oscillating mode of the nanomechanical beam are defined by:

$$b = \sqrt{\frac{m \omega_M}{2\hbar}} x + i \sqrt{\frac{1}{2h m \omega_M}} p,$$
$$b^\dagger = \sqrt{\frac{m \omega_M}{2\hbar}} x - i \sqrt{\frac{1}{2h m \omega_M}} p.$$

Furthermore, let us assume that the frequencies of the rf-SQUID, the beam, and the transmission line resonator satisfy the conditions:

$$g_{MS} \ll \Delta_{MS} = \omega_S - \omega_M, \quad g_{ST} \ll \Delta_{ST} = \omega_S - \omega_T. \quad (8)$$

Then, in this large-detuning regime [49], the following transformations can be introduced to diagonalize the Hamiltonian $H$ in Eq. (7):

$$U = \exp \left[ \frac{g_{MS}}{\Delta_{MS}} (b \sigma_+ - b^\dagger \sigma_-) - \frac{g_{ST}}{\Delta_{ST}} (ia \sigma_+ + ia^\dagger \sigma_-) \right].$$

In fact, under the condition given in Eq. (8), we can obtain an effective Hamiltonian:

$$H_{\text{eff}} = U H U^\dagger \approx \hbar \omega_M b^\dagger b + \hbar \omega_T a^\dagger a + \hbar u(t)(a^\dagger + a) + \frac{\hbar \omega_S}{2} \sigma_z + \hbar \left( \frac{g_{MS}^2}{\Delta_{MS}} b^\dagger b + \frac{g_{ST}^2}{\Delta_{ST}} a^\dagger a \right) \sigma_z + \hbar \left( \frac{g_{MS} g_{ST}}{\Delta_{MS}} + \frac{g_{MS} g_{ST}}{\Delta_{ST}} \right) (-iba^\dagger + ib^\dagger a) \sigma_z,$$

by expanding $U H U^\dagger$ to first order in $g_{MS}/\Delta_{MS}$ and $g_{ST}/\Delta_{ST}$.

### III. Interaction Between the System and Its Environment

A real physical system inevitably interacts with the external degrees of freedom in the environment. Such interactions introduce noise to the system. There are three kinds of noise that should be considered here: the thermal noises on the nanomechanical beam and the transmission line resonator, as well as the electromagnetic fluctuations on the rf-SQUID caused by the nearby electromagnetic elements.

The interaction Hamiltonians between the transmission line resonator, the beam, the rf-SQUID and their environments can be described as:

$$H_{\text{int}}^{(1)} = (a + a^\dagger) X_{\text{bath}}^{(1)},$$
$$H_{\text{int}}^{(2)} = (b + b^\dagger) X_{\text{bath}}^{(2)},$$
$$H_{\text{int}}^{(3)} = (M_0 \sigma_z + M_T \sigma_x) X_{\text{bath}}^{(3)},$$

where $X_{\text{bath}}^{(1)}$, $X_{\text{bath}}^{(2)}$ and $X_{\text{bath}}^{(3)}$ are, respectively, the environmental operators interacting with the transmission-line resonator, the beam and the rf-SQUID; $M_0$ and $M_T$ are two constants which determine the dephasing and relaxation rates of the rf-SQUID. Furthermore, let us consider a bosonic model of the environment, and assume that the interactions between the system degrees of freedom and the environmental degrees of freedom are linear interactions. Then, under the rotating-wave approximation and the Markovian approximation, we can obtain the following quantum stochastic differential equation for a system observable $X$ (see Appendix A for the derivation):

$$dX = -\frac{i}{\hbar} [X, H_{\text{eff}}] dt + \gamma_S M_0^2 [\sigma_z, [X, \sigma_z]] + \frac{\gamma_T}{2} (\sigma_+ [X, \sigma_-] + [\sigma_+, X] \sigma_-) + \gamma_M (\bar{n}_M + 1) (b^\dagger [X, b] + [b^\dagger, X] b) + \gamma_M (\bar{n}_M (b^\dagger [X, b^\dagger] + [b, X] b^\dagger) + \gamma_T (a^\dagger [X, a] + [a^\dagger, X] a) + \sqrt{\eta \gamma_T} dA_{\text{in}}^\dagger [X, a] + \sqrt{\eta \gamma_T} [a^\dagger, X] dA_{\text{in}}, \quad (9)$$

where $\gamma_M$, $\gamma_S$, $\gamma_T$ are the damping rates of the mechanical beam, the rf-SQUID and the transmission line resonator under the Markovian approximation;

$$\bar{n}_M = \frac{1}{e^{\hbar \omega_M/k_B T} - 1} \quad \text{(10)}$$

is the average photon number of the beam in thermal equilibrium with the environment at temperature $T$. To simplify our discussions, when Eq. (11) was derived, we neglected environment-induced thermal excitations on the transmission line resonator and the rf-SQUID (these excitations could indeed be neglected with the parameters given in Eqs. (26) and (27) in Sec. IV). The leakage of the transmission line resonator could be detected using a homodyne detection with detection efficiency $\eta$, where $dA_{\text{in}}$ represents a quantum Wiener noise [50] satisfying:

$$dA_{\text{in}}^\dagger dA_{\text{in}} = dA_{\text{in}} dA_{\text{in}}^\dagger = 0,$$
$$dA_{\text{in}} dA_{\text{in}}^\dagger = dt.$$

Here, we only keep the fluctuation terms caused by the measurement and average over the other fluctuations, because the evolution of the coupled beam-SQUID-resonator system is conditioned on the measurement output, which depends on the measurement-induced fluctuations. The corresponding measurement output of the homodyne detection can be expressed as [17]:

$$dY_t = \sqrt{\eta \gamma_T} (a^\dagger + a) + \left( dA_{\text{in}} + dA_{\text{in}}^\dagger \right). \quad (11)$$

Note that this measurement output depends on the input noise and the electromagnetic field of the transmission line resonator.
IV. QUANTUM FILTERING AND QUANTUM FEEDBACK CONTROL

There are two possible ways to design a quantum feedback control protocol [51, 52] based on the measurement output. One approach is to directly feed back the output signal to design the quantum feedback control signal, which leads to the Markovian quantum feedback control [53]. Another approach, which is called quantum Bayesian feedback control [54], can be divided into two steps: the first step is to find a so-called quantum filtering equation [52, 55, 56, 57] to give an estimate of the state of the system from the measurement output; the second step is to design a feedback control signal based on the estimated state. The possibility for a “control problem” to be divided into these two steps, i.e., a separate filtering step and a control step, is called the separation principle in control theory, which has recently been developed for quantum control systems [56]. Compared with the Markovian quantum feedback control, the quantum Bayesian feedback control can be applied to more general systems. In our proposal, we will design the control using Bayesian feedback control.

Based on quantum filtering theory, which has been well developed in the literatures [53, 56], we can obtain the following stochastic master equation for the estimated state \( \hat{\rho} \):

\[
d\hat{\rho} = -\frac{i}{\hbar} [H_\text{eff}, \hat{\rho}] dt + \gamma_M \bar{n}_M D (b^\dagger) \hat{\rho} dt + \gamma_M (\bar{n}_M + 1) D[b] \hat{\rho} dt + \gamma_S M_S^2 D[\sigma_z] \hat{\rho} dt + \sqrt{\gamma_T} H[a] \hat{\rho} (dY_t - \sqrt{\gamma_T} ((a^\dagger + a)) dt),
\]

(12)

where \( \hat{\rho} = E(\rho|Y_t) \) is defined as the conditional expectation of the density operator \( \rho \) for the coupled beam-SQUID-resonator system under the von Neumann algebra [56]:

\[
Y_t = v N \{ Y_s | 0 \leq s \leq t \},
\]

(14)

spanned by the measurement outputs; \( \langle A \rangle = \text{tr}(A\hat{\rho}) \) is the average of \( A \) under \( \hat{\rho} \); and the superoperators \( D[c] \hat{\rho} \) and \( H[c] \hat{\rho} \) are defined by:

\[
D[c] \hat{\rho} = c \hat{\rho} c^\dagger - \frac{1}{2} c^\dagger c \hat{\rho} - \frac{1}{2} \hat{\rho} c c^\dagger,
\]

\[
H[c] \hat{\rho} = \hat{\rho} + \hat{\rho} c^\dagger - (c + c^\dagger) \hat{\rho}.
\]

The increment

\[
dW = dY_t - \sqrt{\gamma_T} ((a^\dagger + a)) dt
\]

(15)

in Eq. (12) is the innovation updated by the quantum measurement, which has been proved to be a classical Wiener increment satisfying:

\[
E(dW) = 0, \quad (dW)^2 = dt.
\]

We replace \( u(t) \) in Eq. (9) and Eq. (12) by Eq. (16) to obtain new dynamical equations. In this case, we indeed control, simultaneously, the evolutions of the transmission line resonator and the estimator. The schematic diagram of the feedback control circuit is shown in Fig. 2. From the definition (13) of \( \hat{\rho} \), it can be shown that the control of the coupled system given by Eq. (11) is equivalent to the control of the estimator given by Eq. (12). Thus, in the following discussion, we will focus on how to control the quantum filtering equation (12).

If the damping rates \( \gamma_S \) and \( \gamma_T \) of the rf-SQUID and the transmission line resonator are large enough such that

\[
\gamma_S, \gamma_T \gg \gamma_M \bar{n}_M,
\]

(18)

we can adiabatically eliminate [53, 56] the degrees of freedom of the rf-SQUID and the transmission line resonator to obtain the following reduced stochastic master equation and the measurement output for the nanomechanical beam (see Appendix B for the derivation):

\[
d\tilde{\rho}_M = -\frac{i}{\hbar} [H_\text{eff}^{(M)}, \tilde{\rho}_M] dt + \gamma_M \bar{n}_M D[b^\dagger] \tilde{\rho}_M dt + \gamma_M (\bar{n}_M + 1) D[b] \tilde{\rho}_M dt + \gamma_T D[C_1 b + C_2 b^\dagger] \tilde{\rho}_M dt + \sqrt{\gamma_T} H[C_1 b + C_2 b^\dagger] \tilde{\rho}_M dW,
\]

\[
dY_t = \sqrt{\gamma_T} ((a_x b + a_x^\dagger b^\dagger)) dt + dW,
\]

(19)
Equation (19) shows that the quantum measurement and feedback control introduce extra damping and fluctuation terms for the beam (the third and fourth lines in Eq. (19)). These damping terms are important for squeezing and cooling the fluctuations of the beam.

V. SQUEEZING AND COOLING THE FLUCTUATIONS OF THE NANOMECHANICAL BEAM

In order to study the squeezing and cooling effects on the nanomechanical beam induced by the quantum feedback control, let us first define the normalized position and momentum operators of the nanomechanical beam:

\[ x_M = \sqrt{\frac{\hbar}{2}} (b + b^\dagger), \quad p_M = \sqrt{\frac{\hbar}{2}} (-ib + ib^\dagger). \]

Then, from the reduced stochastic master equation (19), we can study the evolutions and the corresponding stationary values of the variances

\[ V_{x,M} = \langle x_M^2 \rangle - \langle x_M \rangle^2, \quad V_{p,M} = \langle p_M^2 \rangle - \langle p_M \rangle^2 \]

of \( x_M \) and \( p_M \).

A. Squeezing

The nanomechanical beam can be described by the conjugate variables \( x_M \) and \( p_M \), and is in a squeezed state if the corresponding variances of these variables defined in Eq. (22) satisfy \( V_{x,M} < \hbar/2 \) or \( V_{p,M} < \hbar/2 \), i.e., the variance of one of the two conjugate variables is below the standard quantum limit (see, e.g., Refs. [60, 61, 62]). Owing to the uncertainty principle which requires that \( V_{x,M} V_{p,M} \geq \hbar^2/4 \), squeezing the fluctuations of one of the two conjugate variables would lead to the dispersion of the fluctuations of the other conjugate variable.

If we choose the feedback control gains \( v_x \) and \( v_p \) to satisfy the conditions

\[ 0 < \frac{\gamma_T}{\gamma_T + 4v_p} \ll 1, \quad 0 < \frac{\omega_T - 2v_x}{\omega_T} \ll 1, \quad 0 < \frac{\gamma_T g_M^2 \omega_T^2}{\omega_M} \ll \chi^2, \]

then the stationary variances \( V_{x,M}^c \) and \( V_{p,M}^c \) can be estimated as:

\[ V_{x,M}^c \approx \frac{\hbar}{2} \sqrt{\frac{\xi^2}{\eta^2}}, \quad V_{p,M}^c \approx \frac{\hbar}{2} \frac{1}{\sqrt{\xi^2 \eta^2}}, \]

where

\[ \xi = \frac{\omega_M - 2 \text{Re} \xi_M}{\omega_M + 2 \text{Re} \xi_M}, \quad \text{Re} \xi_M \approx \frac{\omega_T g_M^2}{\chi^2} (v_p^2 - v_x^2). \]
It is shown in Eq. (23) that the parameter $\xi$ determines the tradeoff of the squeezing effects between $V^c_{x_M}$ and $V^c_{p_M}$. When $\xi > 1$, the fluctuation of the momentum $p_M$ of the nanomechanical beam is squeezed. However, when $\xi < 1$, the fluctuation of the position $x_M$ of the nanomechanical beam is squeezed. The parameter $\eta$, i.e., the measurement efficiency of the homodyne detection, determines the minimum uncertainty that can be reached. For a quantum weak measurement with a high efficiency $\eta$ such that

$$\frac{1}{(2\bar{n}_M + 1)^2} < \eta < 1,$$

where $\bar{n}_M$ is the thermal excitation number of the beam given in Eq. (19), it can be verified that

$$\frac{\hbar^2}{4} < V^c_{x_M} V^c_{p_M} \approx \frac{\hbar^2}{4\eta} < V^c_{x_M} V^c_{p_M} = \hbar^2 \left( \bar{n}_M + \frac{1}{2} \right)^2,$$

where $V^c_{x_M}$ and $V^c_{p_M}$ are the “uncontrolled” stationary variances that are obtained from Eq. (19) by letting $v_x = v_p = 0$. It should be pointed out that the product of the uncertainties of $x_M$ and $p_M$ given by Eq. (24), i.e.,

$$V^c_{x_M} V^c_{p_M} = \hbar^2 \left( \frac{4}{\hbar^2} \right)$$

corresponds to the Heisenberg uncertainty limit of a quantum system under imperfect quantum weak measurements (see, e.g., Ref. [43]). When the measurement efficiency $\eta$ tends to unity, the traditional Heisenberg uncertainty limit $\hbar^2/4$ is recovered.

To show the validity of our strategy, let us show some numerical examples. The system parameters are chosen as [10]:

$$L = 3.38 \times 10^{-11} \, \text{H}, \quad C = 7.4 \times 10^{17} \, \text{F},$$
$$I_c = 10 \, \mu \text{A}, \quad m = 10^{-16} \, \text{kg}, \quad \eta = 0.6,$$
$$\omega_M/2\pi = 1 \, \text{GHz}, \quad B l = 1 \, \text{T} \times \mu \text{m},$$
$$Q = 10^4, \quad T = 100 \, \text{mK}, \quad \phi_x = 0,$$
$$\gamma_S/2\pi = 100 \, \text{MHz}, \quad \gamma_T/2\pi = 20 \, \text{MHz},$$
$$g_{ST}/2\pi = 20 \, \text{MHz}, \quad \omega_T/2\pi = 4.3 \, \text{GHz}.$$  \hspace{1cm} (26)

From the above parameters, it can be calculated that

$$\gamma_M/2\pi \approx 0.1 \, \text{MHz}, \quad \omega_S/2\pi \approx 6.3 \, \text{GHz}$$
$$g_{MS}/2\pi \approx 73 \, \text{MHz}, \quad g_{MT}/2\pi \approx 4.9 \, \text{MHz}.$$  \hspace{1cm} (27)

In our numerical results, the stationary variances are calculated from the dynamic equation (19), and the feedback control parameters $v_x$ and $v_p$ are chosen to satisfy Eq. (23). In fact, in Fig. 3 we choose $v_x$ and $v_p$ such that

$$v_x = 0.5 \omega_T, \quad 0.5 \leq \frac{v_p}{\omega_T} \leq 1.$$  \hspace{1cm} (28)

In this case, we have $v_x^2 > v_p^2$. Then, from Eqs. (24) and (25), it can be verified that $V^c_{x_M} \leq V^c_{p_M}$, which coincides with the numerical results in Fig. 3(a) (the blue dashed line for $V^c_{x_M}/\hbar$ is below the green triangular line for $V^c_{p_M}/\hbar$). It means that the fluctuation of the position of the beam is squeezed. Meanwhile, the numerical results in Fig. 3(b) show that the variances $V^c_{x_M}$ and $V^c_{p_M}$ under control are much smaller than the variances $V^c_{x_M}$ and $V^c_{p_M}$ without control, which means that the designed feedback control reduces the variances of the position and momentum of the beam. The product of the variances under control $V^c_{x_M} V^c_{p_M}$ could even be reduced to be close to the Heisenberg uncertainty limit $\hbar^2/4$.

In Fig. 4 we choose $v_x$ and $v_p$ such that

$$v_x = 0.5 \omega_T, \quad 0.3 \leq \frac{v_p}{\omega_T} \leq 0.5.$$  \hspace{1cm} (29)

In this case, we can calculate from Eqs. (24) and (25) that $V^c_{x_M} \geq V^c_{p_M}$, which coincides with the numerical results in Fig. 4(a) (the green triangular line for $V^c_{p_M}/\hbar$ is below the blue dashed line for $V^c_{x_M}/\hbar$). It means that the fluctuations of the momentum of the beam are squeezed. More interestingly, the numerical results in Fig. 4(a) show that the variance of $p_M$ is squeezed to be less than the standard quantum limit, i.e., $V^c_{p_M} < \hbar/2$. Numerical results in Fig. 4(b) show that the product $V^c_{x_M} V^c_{p_M}$ of the controlled variances is much smaller than the product $V^c_{x_M} V^c_{p_M}$ of the uncontrolled variances, which means that the variances of the position and momentum of the beam could be reduced under the designed feedback control. Indeed, as shown in Fig. 4(b), the product of the variances could be reduced to be close to the Heisenberg uncertainty limit $\hbar^2/4$.

### B. Cooling

Further, let us investigate the cooling of the fluctuations of the nanomechanical beam. The cooling effect can be estimated by the average photon number of the nanomechanical beam

$$\bar{n} = E_{dW}(b^\dagger b) = \frac{1}{2\hbar}(V_{x_M} + V_{p_M}) - \frac{1}{2} + \frac{1}{2\hbar}(V_{x_M} + V_{p_M})$$
$$+ \frac{1}{2\hbar}(\bar{x}_M^2 + \bar{p}_M^2),$$  \hspace{1cm} (30)

with

$$\bar{x}_M = E_{dW}(\langle x_M \rangle), \quad \bar{p}_M = E_{dW}(\langle p_M \rangle),$$
$$V_{x_M} = E_{dW}(\langle x_M \rangle^2) - \bar{x}_M^2,$$
$$V_{p_M} = E_{dW}(\langle p_M \rangle^2) - \bar{p}_M^2.$$  \hspace{1cm} (31)

Here, $E_{dW}$ means that the expectations and variances of $\langle x_M \rangle$ and $\langle p_M \rangle$ are about the Wiener noise $dW$.

From the system parameters given in Eqs. (23) and (24), it can be verified that the controlled stationary expectations $\bar{x}_M$, $\bar{p}_M$ and the classical fluctuations $V^c_{x_M}$, $V^c_{p_M}$
average photon number can be estimated as:

\[ \bar{n}^c \approx \frac{1}{2\hbar} (V_{x_{\text{SM}}} + V_{p_{\text{PM}}}^c) - \frac{1}{2} \]

\[ \approx \frac{1}{4} \left( \frac{\xi}{\eta} + \frac{1}{\sqrt{\xi \eta}} \right) - \frac{1}{2}, \]

which, under the parameters given in Eqs. (26), (27), (28), and (29),

Thus, from Eqs. (24) and (30), the controlled stationary

\[ \bar{p}_M = \bar{p}_M^c = 0, \quad V_{x_{\text{SM}}}^c \ll V_{x_{\text{SM}}}^c, \quad V_{p_{\text{PM}}}^c \ll V_{p_{\text{PM}}}^c. \]
is smaller than the uncontrolled stationary average photon number
\[
\bar{n}_{uc} \approx \frac{1}{2\hbar}(V_{xM}^{uc} + V_{pM}^{uc}) - \frac{1}{2} \approx \bar{n}_M,
\]
where \(\bar{n}_M\) is given in Eq. (10).

Alternatively, we can use an effective temperature \(T_{\text{eff}}\) to quantify the cooling effect which is defined by:
\[
\bar{n} = \frac{1}{e^{\hbar \omega_M/k_B T_{\text{eff}}} - 1},
\]
or, equivalently,
\[
T_{\text{eff}} = \frac{\hbar \omega_M}{k_B \ln \left( \frac{\bar{n} + 1}{\bar{n}} \right)}.
\]
(32)

The controlled stationary effective temperature \(T_{\text{eff}}^c\) can be estimated as follows:
\[
T_{\text{eff}}^c \approx \frac{\hbar \omega_M}{k_B \ln \left( \frac{\sqrt{1/\eta + \sqrt{1/\eta + 2}}}{\sqrt{1/\eta + \sqrt{1/\eta - 2}}} \right)}.
\]
(33)

We now give some physical interpretations of our cooling strategy. There are two competing processes that determine the stationary effective temperature of the nanomechanical beam. The cooling process is provided by the leakage of the transmission line resonator, whose energy gap is larger than \(k_BT\) such that the thermal excitation from the environment could be negligible. Energy flows from the beam to the transmission line resonator via the coupling between them, and then it is dissipated via the leakage of the transmission line resonator. An opposing heating process is provided by the thermal excitation of the beam from the environment. Without applying quantum feedback control on the transmission line resonator, the cooling process of the beam is weak compared with the heating process, which leads to the failure of cooling. When we apply quantum feedback control and adjust the control parameters to be in the region given by Eq. (23), the decay of the beam caused by the leakage from the transmission line resonator is enhanced to overwhelm the heating process. Thus, the nanomechanical beam is effectively cooled.

To show the validity of our proposal, let us show some numerical examples. The system parameters are chosen as in Eqs. (20) and (21), and the feedback control parameters \(v_x\) and \(v_p\) are chosen such that
\[
v_x = 0.5 \omega_T, \quad 0.3 \leq \frac{v_p}{\omega_T} \leq 1.
\]
(34)
The numerical results in Fig. 5 show that the average photon number and the effective temperature of the beam under control are reduced compared with the uncontrolled case. It means that our strategy can indeed effectively cool the motion of the beam. With the parameters given in Eqs. (20), (21), and (34), the minimum average photon number that can be reached is about 0.43 (corresponding to an effective temperature \(T_{\text{eff}}^c \approx 6.3\) mK).

Further calculations show that, if we increase \(v_p/\omega_T\) further, the minimum average photon number that can be reached by our strategy is about 0.35 (corresponding to an effective temperature \(T_{\text{eff}}^c \approx 5.6\) mK).

FIG. 5: (color online) Cooling the nanomechanical beam for (a) the average photon number \(\bar{n}\), and (b) the effective temperature \(T_{\text{eff}}\) versus the normalized control parameter \(v_p = v_p/\omega_T\). The blue solid lines representing the average photon number \(n^c\) and effective temperature \(T_{\text{eff}}^c\) under control are below the green lines with asterisks representing the corresponding average average photon number \(n^{uc}\) and effective temperature \(T_{\text{eff}}^{uc}\) without control, which means that the designed feedback control could effectively cool the fluctuations of the beam induced by thermal noises.

VI. CONCLUSIONS

In summary, we have investigated the possibility of using quantum feedback control to squeeze and cool down the fluctuations of a nanomechanical beam embedded in a coupled transmission line resonator–SQUID–mechanical beam quantum circuit. The leakage of the electromagnetic field from the transmission line resonator is de-
tected using homodyne measurement, and the measurement output is then used to design a quantum-feedback-control signal to drive the electromagnetic field in the transmission line resonator. The designed quantum-feedback-control protocol indirectly affects the motion of the beam by the inductive coupling between the transmission line resonator and the beam via the rf-SQUID. After adiabatically eliminating the degrees of freedom of the rf-SQUID and the transmission line resonator, the quantum feedback control results in a two-photon term in the effective Hamiltonian and additional damping terms for the beam, which lead to squeezing and cooling for the beam. By varying the feedback control parameters, the variance of either the position or momentum of the beam could be squeezed, and the variance of the momentum of the beam could even be squeezed to be less than the standard quantum limit $\hbar/2$. Meanwhile, the average photon number (or, equivalently, the effective temperature) of the beam could be reduced effectively by applying control, compared with the uncontrolled case.

Although the thermal motion of the beam could be effectively suppressed by the proposed quantum feedback control protocol, our calculations show that the beam has not achieved the ground state. Further work will focus on extending our results to explore ways to further lower the achievable effective temperature or even attain the ground state of the beam. Another possible direction is to consider nonlinear effects for the nanomechanical oscillator, which may affect the achievable cooling temperature and the squeezing effects induced by the quantum feedback control.
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APPENDIX A: DERIVATION OF THE QUANTUM STOCHASTIC DIFFERENTIAL EQUATION (10)

Consider a bosonic model of the environmental degrees of freedom, and assume that the interactions between the degrees of freedom of the system and the environmental ones have linear interactions. Then, under the rotating-wave approximation, the Hamiltonian of the total system, composed of the degrees of freedom of the system and the environment, can be expressed as:

$$H_{\text{tot}} = H_{\text{eff}} + \int \hbar \omega c_{pT}^\dagger c_{pT} d\omega + \int \hbar \omega c_{eM}^\dagger c_{eM} d\omega + \hbar \int d\omega \left[ g_{pT}^* (\omega) c_{pT}^\dagger a + g_{pT} (\omega)a^\dagger c_{pT} \right] + \hbar \int d\omega \left[ g_{eT}^* (\omega) c_{eT}^\dagger a + g_{eT} (\omega) a^\dagger c_{eT} \right] + \hbar \int d\omega \left[ g_{eM}^* (\omega) c_{eM}^\dagger b + g_{eM} (\omega) b^\dagger c_{eM} \right] + \hbar M_\phi \int d\omega \left[ g_{eS}^* (\omega) c_{eS}^\dagger \sigma_z + g_{eS} (\omega) \sigma_z c_{eS} \right] + \hbar M_r \int d\omega \left[ g_{eS}^* (\omega) c_{eS}^\dagger \sigma_+ + g_{eS} (\omega) \sigma_+ c_{eS} \right],$$

where $c_{pT}$, $c_{eT}$, $c_{eM}$, $c_{eS}$ are, respectively, the annihilation (creation) operators of different environmental degrees of freedom, which satisfy

$$[c_i (\omega), c_j^\dagger (\omega')] = \delta_{ij} \delta (\omega - \omega').$$

The subscripts “pT” and “eT” represent the environmental degrees of freedom interacting with the transmission line resonator being “probed” (pT) and not being probed (eT). The subscripts “eM” and “eS” denote the environmental (thus the “e”) degrees of freedom interacting with the mechanical beam and the SQUID, respectively.

Let $X$ be a system operator, then the Heisenberg equation for $X$ can be written as:

$$d X = -\frac{i}{\hbar} [X, H_{\text{tot}} dt] - \frac{1}{2\hbar^2} [[X, H_{\text{tot}} dt], H_{\text{tot}} dt] = -\frac{i}{\hbar} [X, H_{\text{eff}} dt] + d L_{pT} (X) + d L_{eT} (X) + d L_{eM} (X) + d L_{eS, \varphi} (X) + d L_{eS, r} (X),$$

where

$$d L_{\alpha} (X) = -\frac{i}{\hbar} [X, H_{\alpha} dt] - \frac{1}{2\hbar^2} [[X, H_{\alpha} dt], H_{\alpha} dt],$$

and

$$H_{pT} = \hbar \int d\omega \left[ g_{pT}^* (\omega) c_{pT}^\dagger a + g_{pT} (\omega)a^\dagger c_{pT} \right],$$

$$H_{eT} = \hbar \int d\omega \left[ g_{eT}^* (\omega) c_{eT}^\dagger a + g_{eT} (\omega) a^\dagger c_{eT} \right],$$

$$H_{eM} = \hbar \int d\omega \left[ g_{eM}^* (\omega) c_{eM}^\dagger b + g_{eM} (\omega) b^\dagger c_{eM} \right],$$

$$H_{eS, \varphi} = \hbar M_\phi \int d\omega \left[ g_{eS}^* (\omega) c_{eS}^\dagger \sigma_z + g_{eS} (\omega) \sigma_z c_{eS} \right],$$

$$H_{eS, r} = \hbar M_r \int d\omega \left[ g_{eS}^* (\omega) c_{eS}^\dagger \sigma_+ + g_{eS} (\omega) \sigma_+ c_{eS} \right].$$

Here, we expand $d X$ to second-order differential terms, because we may meet quantum Wiener increments and the second-order terms cannot be omitted.
In order to eliminate the environmental degrees of freedom corresponding to $c_{pT}(\omega)$, we first solve the equation for $c_{pT}(\omega)$:

$$\dot{c}_{pT}(\omega) = -\frac{i}{\hbar}[c_{pT}(\omega), H_{tot}] = -i\omega \cdot c_{pT}(\omega) - ig_{pT}^*(\omega)a$$

to obtain

$$c_{pT}(\omega, t) = \int_0^t dt'e^{-i\omega(t-t')}(-ig_{pT}^*(\omega))a(t') + e^{-i\omega(t-t_0)c_{pT}(\omega, t_0)}.$$  \hspace{1cm} (A2)

Further, let us introduce the so-called first Markovian approximation to omit the frequency dependence of the coupling strength \cite{a3}:

$$g_{pT}(\omega) = \sqrt{\frac{\gamma_{pT}}{2\pi}} e^{i\phi_{pT}},$$  \hspace{1cm} (A3)

where $\gamma_{pT}$ and $\phi_{pT}$ are independent of $\omega$.

By substituting Eqs. (A2) and (A3) into $dL_{pT}(X)$, we have

$$\frac{-i}{\hbar}[X, H_{pT}] dt = \left\{ \int d\omega |g_{pT}(\omega)|^2 \int_0^t dt'e^{-i\omega(t-t')} \left( a\dagger(t') [X, a] + a(t') [a\dagger, X] \right) \right\} dt$$

$$-ig_{pT}^* \int dt e^{i\omega(t-t_0)}c_{pT}(\omega, t_0) [X, a] dt$$

$$+ig_{pT} [a, X] \int dt e^{-i\omega(t-t_0)}c_{pT}(\omega, t_0) dt$$

$$= \frac{\gamma_{pT}}{2} \left( a\dagger [X, a] - a [a\dagger, X] \right) dt$$

$$+ \left( -i\sqrt{\frac{\gamma_{pT}}{2\pi}} e^{-i\phi_{pT}} \int dA_{in}(X, a) \right) [X, a]$$

$$+ [a\dagger, X] \left( i\sqrt{\frac{\gamma_{pT}}{2\pi}} e^{i\phi_{pT}} \int dA_{in} \right),$$

where

$$dA_{in} = \left( \frac{1}{\sqrt{2\pi}} \int dt e^{-i\omega(t-t_0)}c_{pT}(\omega, t_0) \right) dt$$

is the input quantum noise such that

$$dA_{in}d\hat{A}_{in} = (\bar{n}(\omega_T) + 1) dt,$$

$$d\hat{A}_{in}d\hat{A}_{in} = \bar{n}(\omega_T) dt,$$

$$d\hat{A}_{in}d\hat{A}_{in} = d\hat{A}_{in}d\hat{A}_{in} = 0,$$

and

$$\bar{n}(\omega) = \frac{1}{e^{\hbar\omega/k_BT} - 1}.$$

Further, we have

$$-\frac{1}{2\hbar^2}[[X, H_{pT} dt], H_{pT} dt] = -\frac{\gamma_{pT}}{2} \bar{n}(\omega_T) [[X, a], a\dagger] dt$$

$$-\frac{\gamma_{pT}}{2} (\bar{n}(\omega_T) + 1) [[X, a\dagger], a] dt.$$
APPENDIX B: DERIVATION OF THE REDUCED STOCHASTIC MASTER EQUATION (19)

Under the semiclassical approximation, we can obtain Maxwell-Bloch-type equations from the stochastic master equation (12) for the coupled beam-SQUID-resonator system (see, e.g., Ref. [65]). Further, in the large-detuning regime (see Eq. (5)), we have

\[
g_{MT} \ll \omega_M, \omega_T, \omega_S, \quad (B1)
\]

where

\[
g_{MT} = g_{MSGT} \left( \frac{1}{\Delta_{MS}} + \frac{1}{\Delta_{ST}} \right). \quad (B2)
\]

Then, we can omit the frequency shifts of the beam, the rf-SQUID, and the transmission line resonator induced by the coupling between them. Under this condition, the Maxwell-Bloch-type equations for the coupled system obtained from the stochastic master equation (12) can be expressed as:

\[
\langle \dot{\sigma}_x \rangle = -\omega_S \langle \sigma_y \rangle - 2\gamma_S \left( M_y^2 + \frac{1}{4} M_z^2 \right) \langle \sigma_x \rangle,
\]

\[
\langle \dot{\sigma}_y \rangle = \omega_S \langle \sigma_x \rangle - 2\gamma_S \left( M_y^2 + \frac{1}{4} M_z^2 \right) \langle \sigma_y \rangle,
\]

\[
\langle \dot{\sigma}_z \rangle = -\gamma_S M_y^2 \langle \sigma_z \rangle - 2\gamma_S M_z^2 \langle \sigma_y \rangle,
\]

\[
\langle \dot{\sigma}_x \rangle = -i\omega_T \langle \sigma_y \rangle + g_{MT} \langle \sigma_y \rangle - \frac{\gamma_M}{2} \langle \sigma_x \rangle,
\]

\[
d \langle a \rangle = -i\omega_T \langle a \rangle dt - g_{MT} \langle \sigma_x \rangle \langle b \rangle dt - \frac{\gamma_T}{2} \langle a \rangle dt - i\nu \langle a \rangle dt + \sqrt{\eta_T} \langle b \rangle dW.
\]

By substituting the feedback control \(16\) into Eq. (B3), we can replace the last equation in (B3) by the following equation:

\[
d \langle a \rangle = -i\omega_T \langle a \rangle dt - g_{MT} \langle \sigma_x \rangle \langle b \rangle dt - \frac{\gamma_T}{2} \langle a \rangle dt + \sqrt{\eta_T} \left(V_{xt} + iC_{xTP} \right) dW. \quad (B5)
\]

If the damping rates \(\gamma_S\) and \(\gamma_T\) of the rf-SQUID and the transmission line resonator are large enough such that

\[
\gamma_S, \gamma_T \gg \gamma_M \bar{n}_M, \quad (B6)
\]

we can adiabatically eliminate \(58, 59\) the degrees of freedom of the rf-SQUID and the transmission line resonator to obtain the reduced equation of the beam. In fact, in this case, we can obtain the following stationary variances from Eq. (B1):

\[
V_{xt} = \langle x_t^2 \rangle - \langle x_t \rangle^2, \quad V_{pt} = \langle p_t^2 \rangle - \langle p_t \rangle^2
\]

are the variances of the normalized position and momentum operators of the transmission line resonator given by Eq. (15); and

\[
C_{xTP} = \left( \frac{x_{TP}^2 + p_{TP}^2}{2} \right) - \langle x_T \rangle \langle p_T \rangle
\]

is the corresponding symmetric covariance. Under the semiclassical approximation and the condition \(B1\), \(V_{xt}, V_{pt}\) and \(C_{xTP}\) can be given by the following equations:

\[
V_{xt} = -\gamma_T V_{xt} + 2\omega_T C_{xTP} + \frac{\hbar \gamma_T}{2} - 2\eta_T \left(V_{xt} - \frac{\hbar}{2}\right)^2,
\]

\[
\dot{V}_{pt} = -\gamma_T V_{pt} - 2\omega_T C_{xTP} + \frac{\hbar \gamma_T}{2} - 2\eta_T C_{xTP}^2,
\]

\[
\dot{C}_{xTP} = -\gamma_T C_{xTP} + \omega_T V_{pt} - \omega_T V_{xt} - 2\eta_T \left(V_{xt} - \frac{\hbar}{2}\right) C_{xTP}.
\]

from which it can be verified that the fluctuation in Eq. (B5) will tend to zero. Then, in the Heisenberg picture, one finds from the stationary solution of Eqs. (B3) and (B4) that

\[
\sigma_z \sim -1, \quad a \sim C_1 b + C_2 b^\dagger, \quad (B7)
\]

where \(C_1, C_2\) are given by Eq. (21). Substituting Eq. (B7) into Eq. (12), we can obtain the reduced stochastic master equation (19) for the nanomechanical beam.
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