Electron Distribution in the Galactic Disk - Results From a Non-Equilibrium Ionization Model of the ISM
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ABSTRACT

Using three-dimensional non-equilibrium ionization (NEI) hydrodynamical simulation of the interstellar medium (ISM), we study the electron density, $n_e$, in the Galactic disk and compare it with the values derived from dispersion measures towards pulsars with known distances located up to 200 pc on either side of the Galactic midplane.

The simulation results, consistent with observations, can be summarized as follows: (i) the DMs in the simulated disk lie between the maximum and minimum observed values, (ii) the log($n_e$) derived from lines of sight crossing the simulated disk follows a Gaussian distribution centered at $\mu = -1.4$ with a dispersion $\sigma = 0.21$, thus, the Galactic midplane $\langle n_e \rangle = 0.04 \pm 0.01 \text{ cm}^{-3}$, (iii) the highest electron concentration by mass (up to 80%) is in the thermally unstable regime ($200 < T < 10^{4.9}$ K), (iv) the volume occupation fraction of the warm ionized medium is 4.9-6.1%, and (v) the electrons have a clumpy distribution along the lines of sight.
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1 INTRODUCTION

Dispersion measures (DMs) towards pulsars with known distance $d$ can be used to derive the mean electron density in the Galaxy through the relation $\langle n_e \rangle = \frac{DM}{d}$. For pulsars located at $|b| < 5^\circ$ the derived mean electron density in the Galactic plane is $\langle n_e \rangle \sim 0.02 - 0.1 \text{ cm}^{-3}$, and $0.01 - 0.017 \text{ cm}^{-3}$ in the spiral arms and inter-arm regions, respectively (Ferrière 2001; Gaensler et al. 2008). Berkhuijsen & Fletcher (2008), using the DMs towards 34 pulsars, mostly outside the galactic plane, showed that the log($n_e$) follows a Gaussian distribution, relating it to the nature of the interstellar turbulence (see e.g. reviews by Elmegreen & Scalo 2004). So far, numerical (magnetized and unmagnetized) 3D simulations have assumed collisional ionization equilibrium (CIE) conditions for the ISM. In fact the thermal evolution of the ISM is determined by heating and cooling processes, which in general are not synchronized with ionization and recombination processes, respectively (e.g., Kafatos 1973; Shapiro & Moore 1976). Hence, below $10^6$ K, deviations from CIE conditions occur, thereby affecting the ionization structure of the interstellar gas, and thus the local electron density. In particular, if delayed recombination plays a role, the number of free electrons may be severely underestimated (Breitschwerdt & Schmutzler 1994).

Here we study the electron density, $n_e$, and it's mean, $\langle n_e \rangle$, in the Galactic disk (up to 200 pc on either side of the midplane) using the first to date global hydrodynamical simulation of the interstellar gas, evolving under NEI conditions. Furthermore, we compare simulation results with estimates of $\langle n_e \rangle$ obtained from available pulsar DMs. In forthcoming papers we explore the $n_e$ distribution and it's topology in the thick disk and halo of the Milky Way and other galaxies.

This paper is organized as follows: Section 2 deals with the model setup; Sections 3 and 4 present the observational data, and simulation results, respectively. A discussion and final remarks in Section 5 close the paper.

2 MODEL AND NUMERICAL SETUP

We simulate hydrodynamically the supernova-driven ISM in a patch of the Galaxy centered at the Solar circle with an area of 1 kpc$^2$ and extending to 15 kpc on either side of the Galactic midplane following de Avillez & Breitschwerdt (2005, 2007; AB0507). The simulations are carried out with the EAF-parallel adaptive mesh refinement code coupled to the newly developed E(A+M)PEC code$^4$ Avillez & Bre-
itscherwdt 2012) featuring the time-dependent calculation on the spot (at each grid cell) of the ionization structure of H, He, C, N, O, Ne, Mg, Si, S and Fe and emissivities.

The physical model includes supernovae (SNe) types Ia, Ib+e, and II, a gravitational field provided by the stars in the disk, local self-gravity (excluding the contribution from the newly formed stars), heat conduction (Dalton & Balbus 1993), uniform heating due to a UV radiation field normalized to the Galactic value and varying with $z$, and photoelectric heating of grains and polycyclic aromatic hydrocarbons.

E(A+M)PEC uses the recommended abundances of Asplund et al. (2009), and calculates electron impact ionization, inner-shell excitation auto-ionization, radiative and dielectronic recombination, charge-exchange reactions (recombination with H and He, and ionization with HII and HeII), continuum (bremstrahlung, free-bound, two-photon) and line (permitted, semi-forbidden and forbidden) emission in the range 1-610 μ. The code also includes ionization of Hz by Lyman continuum photons emitted during the recombination of helium. The internal energy of the plasma includes the contributions due to the thermal translational energy plus the energy stored in (or delivered from) high ionization stages. Electron impact ionization rates are taken from Dere (2007), while radiative and dielectronic recombination rates are based on AUTOSTRUCTURE calculations (Badnell et al. 2003, Badnell 2006b), including the latest corrections to Fe ions by Badnell (2006b), Nikolic et al. (2010), and Schmidt et al. (2008). Radiative and dielectronic recombination rates for SIII and FeIII are from Mazzotta et al. (1998). For the remaining ions we adopt the total recombination rates derived with the unified electron-ion recombination method (Nahar & Pradhan 1994) and available at NORAD-Atomic-Data.

A coarse grid resolution of 8 pc is used, while the finest AMR resolution is 0.5 pc (4 levels of refinement) for $|z| \leq 2$ kpc, 4 pc for $|z| > 4$ kpc, and 1 pc elsewhere. Periodic and outflow boundary conditions are set along the vertical faces and top/bottom ($z = \pm 15$ kpc) of the grid, respectively.

3 THE ELECTRON DENSITY IN THE DISK

To make a detailed comparison between simulation results (discussed below) and the electron density distribution derived from DMs towards pulsars, we reassessed the existing data to select pulsars with best possible distance estimates. Density PDFs were created using pulsars located up to 8 kpc away from the Sun and with $|z| < 200$ pc from the Galaxy’s midplane.

For our analysis we chose pulsars from the ATNF catalog (Manchester et al. 2005), with independent distance estimates, i.e., estimates without using NE2001 model (Cordes & Lazio 2003; CL03). These estimates resulted from parallax measurements, absorption-line (HII 21-cm or OH line) studies, physical associations or timing towards pulsars in the galactic disk ($|z| < 200$ pc). Most parallax estimates were obtained from Chatterjee et al. (2010), which are updated by Chatterjee, S3.

Figure 1. Histogram (solid black line) and Gaussian fit (dashed black line) of $\log\langle n_e \rangle$ distribution as obtained with a series of 24 pulsars located at 200 < distance < 8000 pc from the Sun, with $|z| < 200$ pc. The mean value is $\log\langle n_e \rangle = -1.47 \pm 0.02$ and $\sigma = 0.17 \pm 0.02$. Red solid and dashed lines refer, respectively, to the histogram and Gaussian fit (centered at $\mu = -1.44$ cm$^{-3}$ and having a dispersion $\sigma = 0.21$) of the $\langle n_e \rangle_{350-400}$ Myr (§4).

For our study we augmented the ATNF catalog by including distance estimates from absorption studies wherever available from the literature, including two measurements from associations (Frail et al. 1996; Saravanan et al. 1996; Johnston et al. 2003; Minter et al. 2008; Weisberg et al. 2008; see references therein). To quantify errors in distance estimates, we compute the fractional error involved in parallax and absorption studies from the difference between the upper and lower estimates. Firm error estimates are not available for several pulsars in the ATNF catalog, whereby the fractional error was computed from the difference between the distance estimate and the best estimate available from NE2001 model (parameter DIST1 in ATNF catalog). Errors in distance estimates using parallax measurements range between 2 – 35%. The median error in distance estimate in our overall sample is 18%, a significant improvement over estimates using NE2001 model (CL03).

A total of 122 pulsars with reliable distance estimates were thus selected, 33 of which have $|z| < 200$ pc. Nine pulsars were removed from this sample as they are located within the vicinity of the Sun, and measurements of electron density towards those sightlines are significantly affected by local structures, such as the Local Bubble, Gum nebula and Loop I (e.g., CL03). The histogram of the computed $\log\langle n_e \rangle$ derived from the sample DMs and the best-fit gaussian curve are shown in Figure 1 (black line). The fit is centered at $\log\langle n_e \rangle = -1.47 \pm 0.02$ and has a dispersion of $\sigma = 0.17 \pm 0.02$, with a $\chi^2$/dof = 1.62. These values compare well with those derived directly from our pulsar sample data: $\log\langle n_e \rangle \sim 1.42$ and $\sigma \sim 0.23$.

4 SIMULATION RESULTS

The simulated supernova-driven interstellar medium is characterized by several evolutionary phases that have already been described in previous works: (i) domination of initial conditions being only wiped out after some 80 Myr of evolution, (ii) the full establishment of the continuous disk-halo-
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Figure 2. Total (left) and electron (right) density distributions (in log scale) in the Galactic midplane at 400 Myr of evolution. Red regions in the left panel represent high density material, with molecular clouds being represented by black. Electron densities smaller than log $n_e = -4$ (white regions; right panel) are located in both high (atomic and molecular clouds) and lower (bubbles) density regions.

Figure 3. Top panel: Time evolution between 300 and 400 Myr of the electrons volume (solid lines) and mass (dashed lines) occupation fractions in the simulated disk for thermally unstable regime (orange), gas in shells and filamentary structures (red), and warm ionized medium (WIM; cyan). Bottom panel: Time averaged histogram of the total (black), and the two gaussian fits (dashed black lines) of the electron density in the simulated disk over the evolution time 300-400 Myr. The electron density in different temperature regimes are displayed.
spans 90° (with a 1° separation) when projected onto the Galactic midplane.

Figure 4 shows the DM along the LOS with lengths varying between 100 and 1000 pc at 350 and 400 Myr (top two panels) and its time average (bottom panel) over the evolution time 350-400 Myr.

We further compare the DMs and $\langle n_e \rangle$ derived from pulsars observations (eq. 3), with those resulting from averaging over all the LOS crossing the simulated disk ($|z| < 200 pc$) and up to 4 kpc from the Sun at specific times (e.g., 310 and 360 Myr) and over the period 350-400 Myr. Top panel of Figure 5 displays the observationally derived DMs and the averaged DMs at 310 Myr ($\langle DM \rangle_{310 \text{ Myr}}$; red lines), 360 Myr ($\langle DM \rangle_{360 \text{ Myr}}$; green lines), and over the period 350-400 Myr ($\langle DM \rangle_{350-400 \text{ Myr}}$; black lines). The blue circles represent the DMs (top) and $\langle n_e \rangle$ (bottom) derived from pulsars observations.

Due to the limitation of the box size in our simulation, we calculated the DMs for distance $d > 1$ kpc taking advantage of the periodic boundary conditions used in the simulations. The DMs were calculated from different vantage points in the midplane (including $(x = 0, y = 0, x = 0)$ and between 500 and 1400 pc from it) using LOS crossing the disk volume at different angles, up to 4 kpc from the vantage point and up to $z = \pm 200$ pc. This procedure, although inevitable here, may introduce artefacts in the simulation results, but we do not expect that our results are strongly affected though, because the simulation shows a certain pattern repetition in the ISM density and temperature distributions on scales of the order of a few correlation lengths (that is, a few times 75 pc, according to AB0507).

The averaged $\langle DM \rangle_{350-400 \text{ Myr}}$ after a steep growth in the first 100 pc, reaches a smooth increase for $d > 500$ pc, with the deviations of the minimum and maximum regarding the mean becoming constant over distance - consistent with the DMs variations in $d$ observed in Figure 4. The averaged DMs at 310 and 360 Myr vary widely, but with values within the pulsar derived DMs. Therefore, the terms minimum and maximum of the $\langle DM \rangle_{350-400 \text{ Myr}}$ should not be taken as strict upper and lower values for all times, as they only represent an average over a specific time window of the simulation.

After the large variation in the first few hundred par-
5 DISCUSSION AND FINAL REMARKS

In this letter we discuss the electron density distribution in the Galactic disk using the first to date 3D high resolution NEI simulations of the ISM. The simulations trace the dynamical and thermal evolution of the interstellar gas, calculating on-the-spot the ionization structure, electron distribution and cooling function of the gas at each cell of the grid into which the computational domain is discretized. We did not take into account stellar ionizing photons and their transport, but an averaged diffuse photon field, which dominates the LOS and volume averaged PDFs which explains the similar means between the electron density of the T < 10^{4.2} K regime (Figure 3) and the time averaged ⟨ ne ⟩ (Figure 1 red lines). These fit parameters are similar to those displayed in Figure 1 (black lines) for observationally derived ⟨ ne ⟩. This similarity is indicative of the smoothing out of low and high density regions along the lines of sight, thus, not appearing in the PDFs, and leading to reduced Gaussian dispersion.

Both the simulated DMs and electron density are consistent with the observations: (i) most DMs lie within the maximum and minimum observed values, (ii) log(⟨ ne ⟩) is consistent with a gaussian distribution, (iii) the mean electron density is 0 ± 0.02 cm^{-3} and (iv) the volume filling fraction of the WIM is bracketed between 4.9 and 6%. These results lye in between the estimates by Gaensler et al. (2008) and Berkuijsen & Müller (2008) for the electron density in the disk and WIM. Furthermore, the observed Gaussian distribution is present, irrespective of whether the ISM is isothermal (see discussion in Berkuijsen & Fletcher (2008) and references therein) or not. This can be explained in two complementary ways: a fully developed turbulent system can be considered as a large number of independent random variables, with the logarithm of each having a certain distribution approaching a Gaussian as the number of variables goes to infinity (Central Limit Theorem), being the case of supernova-driven ISM simulations reaching a statistical equilibrium (see, e.g., Vázquez-Semadeni & Garcia 2001). Or, alternatively, we can use the principle of maximum entropy. The information entropy of a continuous random variable X with probability density function p(x) is defined as H(X) = ∫ –∞ ∞ p(x) log p(x) dx. The lognormal distribution of X maximizes H(X), implying the least prior knowledge of the system (Sveshnikov, 1968). This is exactly what is expected in homogeneous and isotropic turbulence with a large number of independent random distributions. We study deviations from lognormal distributions in a forthcoming paper.

Acknowledgements We thank the anonymous referee for the detailed report and valuable suggestions that allowed us to improved this letter. The Milipeia Supercomputer (Univ. of Coimbra) and the ISM-cluster (Univ. of Évora) were heavily used for the calculations. This research is supported by the FCT project PTDC/CTE-AST/70877/2006.

REFERENCES

Asplund, M., Grevesse, N., & Sauval, A.J., & Scott, P., 2009, ARA&A, 47, 481
Badnell, N.R., O’Mullane, M.G., Summers, H.P. et al., 2003, A&A, 406, 1151
Badnell, N.R., 2006a, ApJS, 167, 334
Badnell, N.R., 2006b, ApJ, 651, L73
Berkhuijsen, E.M., Mitra, D., & Müller, P., 2006, AN, 327, 82
Berkhuijsen, E.M., & Fletcher, A., 2008, MNRAS, 390, L19
Breitschwerdt, D., & Schmutzler, T., 1994, Nature, 371, 774
Cordes, J.M., & Lazio, T.J.W. 2003, astro-ph/0301598
Dalton, W., & Balbus, S.A., 1993 ApJ, 404, 625
Dere, K., 2007, A&A, 466, 771
de Avillez, M.A., & Breitschwerdt, D., 2005, A&A 436, 585
de Avillez, M.A., & Breitschwerdt, D., 2007, ApJ, 665, L35
de Avillez, M.A., & Breitschwerdt, D., 2012, A&A, 539, L1
Elmegreen, B.G., & Scalo, J.M., 2004, ARA&A, 42, 211
Ferrière, K., 2001, RMV, 73, 1031
Fralil, D.A., Goss, W.M., Reynoso, E.M., Giacani, E.B., Green, A.J., & Otrupcek, R., 1996, AJ, 111, 1651
Gaensler, B.M., Madsen, G.J., Chatterjee, S., & Mao, S.A., 2008, PASA, 25, 184
Johnston, S., Koribalski, B., Wilson, W., & Walker, M., 2003, MNRAS, 341, 941
Kafatos, M., 1973, ApJ, 182, 433
Mazzotta, P., Mazzitelli, G., Colafrancesco, S., & Vittorio, N., 1998, A&AS, 133, 403
Manchester, R. N., Hobbs, G. B., Teoh, A., & Hobbs, M., 2005, AJ, 129, 1993
Minter, A H., Camilo, F., Ransom, S. M., Halpern, J. P., & Zimmerman, N., 2008, ApJ, 676, 1189
Nahar, S., & Pradhan, A.K., 1994, Phys. Rev. A 49, 1816
Nikolić, D., Gorczyca, T.W., Korista, K.T., & Badnell, N.R., 2010, A&A, 516, A97
Saravanam, T. P., Deshpande, A. A., Wilson, W., et al., 1996, MNRAS, 280, 1027
Schmidt, E.W., Schippers, S., Bernhardt, D. et al., 2008, A&A, 492, 265
Shapiro, P.R., & Moore, R.T., 1976, ApJ, 207, 460
Sveshnikov, A.A., 1968, Problems in Probability Theory, Mathematical Statistics and Theory of Random Functions, Dover Publ.
Vázquez-Semadeni, & García, N., 2001, ApJ, 557, 727
Verbiest, J. P. W., Lorimer, D. R., & McLaughlin, M. A., 2010, MNRAS, 405, 564
Weisberg, J. M., Stanimirović, S., Xilouris, K., et al. 2008, ApJ, 674, 286