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1 Introduction

A shares, also known as domestic shares, are shares that are denominated in Chinese currency Renminbi and traded in the Shanghai and Shenzhen stock exchanges, as well as the National Equities Exchange and Quotations. Financial analysts, as a dominant occupation of the Chinese financial services industry, write millions of research reports to pore over data to identify opportunities or evaluate outcomes for business decisions or investment recommendations. According to statistics, in the last decade, around 550,000 analyst research reports have been written for A shares analysis. These reports will violently change the stock trend. However, reading reports brings a lot of problems to stock price prediction work. On one side, since there are usually thousands of characters for each report, reading all the reports becomes a slow and laborious task for financial analysts.

On the other hand, the signals from these reports have a time effect. Factors are also known as features in Machine Learning tasks. In finance, a factor refers in particular to signals composed in time-series which is usually composed of two dimensions, stock dimension and time-series dimension. The factors generated by these signals will decay in 1 month. After that, it can hardly affect the market. Thus, a sentiment analysis of A-Shares research reports is extremely useful for financial analysts to save them from repetitive and low-efficiency labor.

In this paper, we are going to develop a natural language processing model to help us to predict stocks in the long term. The whole network includes two modules as shown in figure 1. The first module is a natural language processing model which seeks out reliable factors from input reports. While the other is a time-series (Elliot and Hsu, 2017) forecasting model which takes the factors as input and aims to predict stocks earnings yield.

To sum up, the contributions of this article are three-fold:

(1) We propose the NLP + stock price prediction pipeline to address the time-cost problem in human financial analysis. Our final solution aims to generate a fast end-to-end sentiment analysis model and achieve superior performance to previous research.

(2) NLP module provides extraordinary ability to generate the stock dimension factors. We use RoBERTa (Liu et al., 2019) as the NLP module, which is a robustly optimized BERT pretraining approach.

(3) The mean combinatory strategy of ESAN reaches 20% annualized rate of return and 7.19% RankIC. Compared to previous statistical analysis approaches, our pipeline is stable when handling time-series data and can prolong the time-efficiency
of output factors.

2 Methods

2.1 Related Work

A lot of previous research has been done to predict the stock price utilizing NLP techniques. For example, Priyank Sonkiya’s team did experiments to predict the stock price of Apple Inc (Sonkiya et al., 2021). Stock price prediction using BERT (Devlin et al., 2018) and GAN (Goodfellow et al., 2014). They first performed sentiment analysis on news about Apple Inc through fine-tuned Bert. Afterwards, the sentiment score was combined with other features such as stock indexes and sent into a GAN or LSTM (Sak et al., 2014) model to give the prediction. Additionally, Jaydip Sen performed a similar experiment to predict the stock price of NIFTY 50 by doing sentiment analysis on twitter and related news events (Sen and Mehtab, 2021). However, both of these research only focus on predicting the stock price of a single company and therefore lack generalizability. Furthermore, the texts they used for sentiment analysis are from news and social networks rather than professional analysis, which could be an obstacle to reaching better performance. In another previous research by Xiaoming Lin, he proposed a basic approach to predict the stock price of A shares (Lin et al., 2021). However, his model utilizes a binary classifier. With the manual tagging labels, he trains a model to predict the title of these analyst reports to generate a confidence for each of them. This model can get around 98% accuracy. The network is trained for 5 epochs in total, with an initial learning rate of \(1 \times 10^{-5}\). This model can get around 0.9833 accuracy and 0.9762 AUC for the testset. However, such a model is not appropriate to be applied as factors. The meaning of the model is separated from financial markets. It only focuses on sentiment analysis of words instead of the return of investments.

2.2 The Proposed Approach

Following the descriptions in Xiaoming’s paper, we build and improve a model to analyze the title and abstracts of analyst research reports and predict return rates for stocks in A shares. Taking the reports as input, the NLP model generates the returns of each stock that we can use in a complex stock prediction model. Since the returns are continuous outputs, this means that our NLP model is essentially a regression model instead of a binary classification in Xiaoming’s original model. Also, Xiaoming’s model fine-tunes Bert to perform sentiment analysis for the topic of analysis reports and uses these intermediate results to make predictions on the stock prices. But to improve performance, we used the training time of the model by fine-tuning RoBERTa-tiny-clue instead of bert-base-chinese. To generate the returns as continuous labels, we select the next trade day of the release time of the last paper in each group. In order to research the timelines of the factors in this topic, we generate labels for various lengths of time regarding the trading days as we will discuss in the later Experiment section. Besides, we also generate the returns of the whole market in the same time period then we can calculate the difference of features between each stock and the whole market to get the exact return as the final feature. In this way, the final feature is more accurate without the influence of other stocks. Then, we can take the outputs from the above NLP model as input to the complex stock prediction model, which would give us a prediction of stocks earnings.

Finally, we then can provide an investment strategy such as equal rights investment (i.e., split all your investment equally to each stock) using the above outputs and calculate the profit from this strategy to see how well our model performs in real A shares stock market.

2.3 Network Architecture

To conclude, our whole pipeline consists of two main modules: firstly, a module of the natural language processing model which outputs the returns of each stock as continuous labels from the input reports as discussed in section 2.2, plus a second module of the complex stock prediction model that takes the returns as input and predicts stocks earnings yield. We then evaluate our model by applying an investment strategy based on the top selected stocks that have the highest predicted earnings from our pipeline to see how much actual profit we can gain using this strategy based on our own model.

3 Experiments

3.1 Datasets

Wind Analyst Reports Database. We select 369581 of stock market analyst reports in A shares. We also record the release time of each date. However, in this data, we do not need a manual binary
label for each article like the previous study. We will use numerical values from the second dataset as labels, thus we change from a classification problem to a regression problem.

**Wind A shares Database.** The time-series database for the stocks. Our main goal is to calculate time periods of returns of each stock using this database. These time periods are set to 5, 10, 20, 40, 60 trade days.

We then combine two datasets mentioned above. However, the number of the reports for each stock is imbalanced, which means the model will concentrate on some special words for the popular and trending stocks. In order to solve this imbalanced problem, we grouped the reports in the adjacent release time for each stock. Besides, we calculate the active return of each stock, which is the absolute return of each stock minus the whole A share market’s average return.

Based on previous introduction and discussion, the stock data of the project mainly consists of time-series data. Therefore, we have four time split points with the format: yyyy-mm-dd, which are 2018-12-31, 2019-06-30, 2019-12-31, 2020-06-30. And there are four rolling models, the training set is 80% of the data before each time split point, the rest 20% is the validation set and the data after each time split point is the test set.

**Evaluation Protocols.** We employ the RankIC for evaluation. In stock prediction, to get an annualized return rate is the most direct way to evaluate the model. However, there are a lot of strategies and policies to allocate assets to invest in a stock market. So in quantification, we usually use other metrics to evaluate the performance of the model. Therefore, we usually use RankIC as an evaluation method. In mathematics, it can also be called Spearman correlation coefficient. This kind of correlation coefficient is commonly used as a criterion of factors in Quantitative Analysis, though it has no gradient as a rank-like loss function. The RankIC tells us whether the ranks of our alpha values are correlated with the ranks of the future returns. If the future performance of the assets matched the expectations that was suggested by the alpha factor, then the information coefficient would be higher. Otherwise, it would be lower and possibly negative.

**Implementation Details.** Model Backbones: The architecture of the ESAN is demonstrated in figure 1. We have 4 layers of Transformer which consists of 4 attention heads and the hidden state is 312.

The overall number of parameters is 7.5 million. **Training Hyper-parameters:** AdamW (Loshchilov and Hutter, 2019) with an epsilon of $1 \times 10^{-8}$ is adopted to update parameters. The network is trained for 10 epochs in total, with an initial learning rate of 0 and warms up to $5 \times 10^{-5}$ at the first epoch. Learning rate is reduced from $5 \times 10^{-5}$ to 0 gradually after one epoch. Mean squared error is used as loss function. We set the max sequence length to 500.

## 4 Results and Discussions

In a previous research, Xiaoming Lin gave a basic approach to predict the binary label of A shares stock prices changes (Increasing or decreasing) based on the titles of analyst reports. His model reached 98% accuracy. A corresponding stock selecting strategy would lead to 12.35% annualized rate of return and 3.03% RankIC. Even though 3.03% RankIC is relatively small, the strategy still proves to be fruitful and could bring stable revenue.

In order to investigate the timeliness of our method, we trained and tested our models several times using the analyst reports from different periods of time. The results show our model can not perform as well for predicting far-future stock prices as predicting near-future stock prices. When using a single model to make the investment decision, the annualized return rate drops dramatically after the 19th month past the time of training data. The most possible explanation of this phenomenon is the existence of some hot words that may contain strong signals for a given period but lose efficacy soon in the future.

![Table 1: The RankIC on different rolling models](image)

| Models | Training data start time | Training data end time | Test set RankIC |
|--------|--------------------------|-----------------------|-----------------|
| 1      | 20090101                 | 20181231              | 0.0719          |
| 2      | 20090101                 | 20190630              | 0.0903          |
| 3      | 20090101                 | 20191231              | 0.0866          |
| 4      | 20090101                 | 20200630              | 0.1451          |

In order to solve the timeliness problem and output reliable investment decisions from the models, we proposed the following 4 strategies to make investment decisions based on our model: single model strategy, mean combinatorial strategy, concatenating combinatorial strategy, and exponential combinatorial strategy. The single model strategy simply uses the prediction model #1 as the indicator. The mean and exponential combinatorial strategy combines the results of all the models whose training set is earlier than the given testing time by
averaging the predicted return rate or suming the exponent of the predicted return rate. Concatenating combinatory strategy uses the result from the model whose training set has the closest time to the testing.

As is demonstrated in figure 2, we computed the average return rate, risk (Standard Deviation of return rate), and sharpe ratio (annualized return rate/risk) of each strategy. The mean combinatory strategy has the highest sharpe ratio and therefore is the most efficient and has the best balance between return and risk.

As figure 3 and table 1 shown, when selecting 8 stocks at each time, the mean combinatory strategy reaches 20% annualized rate of return and 7.19% RankIC. Such a RankIC score indicates significant correlation between the model prediction and actual return rate. Compared to the baseline, the strategy given by our models almost doubles the expected return rate and shows a higher correlation between prediction and true values.

5 Conclusion

In this paper, we propose a novel design, called ESAN. NLP module and Time Series Model provide a general way of using nlp models in different finance strategies (and of course with different performances). The main advantage of the NLP module is to guarantee the distinction and stability of temporal information. The time series model shows an extraordinary capacity to handle the temporal variation of NLP outputs. Our experiments on ESAN has proved to us its extraordinary learning ability due to its superb RankIC and rate of return.

In practical applications, this whole system achieves impressive results on stock price prediction tasks. As future work, we are expecting to see more forms of such an nlp model on other stock price prediction tasks.

Our github repository link is as follows: https://github.com/Suntuo-493/DSCI544
Our video link is as follows: https://www.youtube.com/watch?v=u0Ku0ri39IQ
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### A Return Rate Results

| stock_index | first_model | mean_combine | power_combine | concate_combine |
|-------------|-------------|--------------|---------------|----------------|
| 1           | 1.6642383202927367 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 2           | 1.0957938582756062 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 3           | 1.3452268237754619 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 4           | 1.3160788031430832 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 5           | 1.2158387384400024 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 6           | 1.1684928305066284 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 7           | 1.2007697529140975 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 8           | 1.2045086234980066 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 9           | 1.2491776665396392 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 10          | 1.2778033946715126 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 11          | 1.3073804661421027 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 12          | 1.4133287891690873 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 13          | 1.4077385892809902 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 14          | 1.4064928561569219 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 15          | 1.3569281216454798 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 16          | 1.3368395839179668 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 17          | 1.3281249761911962 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 18          | 1.3196694934011817 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 19          | 1.3118291696811277 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 20          | 1.3052590873867467 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 21          | 1.294289905453318 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 22          | 1.317120763916391 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 23          | 1.3086656504778836 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 24          | 1.2890235574328852 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 25          | 1.2735528704093237 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 26          | 1.2868118841964905 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 27          | 1.28650860140362 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 28          | 1.294439395177561 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
| 29          | 1.3090992179436194 | 1.4703567697190465 | 1.4631096327121487 | 1.2910990271791403 |
### B Risk Results

| stock_num | first_model | mean_combine | power_combine | concate_combine |
|-----------|-------------|--------------|---------------|----------------|
| 1         | 0.25770639311159016 | 0.2642745561348407 | 0.26414145327788885 | 0.18122757846567754 |
| 2         | 0.13976577827273323 | 0.15331975105241930 | 0.1595397292089072 | 0.18254415758885782 |
| 3         | 0.14197587595616096 | 0.12802271523985892 | 0.12035695016383433 | 0.14614426042180104 |
| 4         | 0.11853200559242588 | 0.11075041607514144 | 0.11219433963811312 | 0.12220536464628161 |
| 5         | 0.098567583492108 | 0.1186666646785833  | 0.10821264544274876 | 0.09117284030691063 |
| 6         | 0.08529784678929819 | 0.10470491625982936 | 0.10762912991516524 | 0.08719001267578563 |
| 7         | 0.08547996246657635 | 0.09269205571236011 | 0.10992006172626573 | 0.0932388709347803 |
| 8         | 0.07598785383142164 | 0.08849040468858833 | 0.09915765189731 | 0.0894678082176212 |
| 9         | 0.06845703100520194 | 0.08406321932532577 | 0.09725679650592420 | 0.0829715520339071 |
| 10        | 0.07344140805796502 | 0.07936979433818113 | 0.0924021779547256 | 0.08243453923470234 |
| 11        | 0.07159310586769717 | 0.0753726462413417 | 0.08621441569336778 | 0.08398783008754214 |
| 12        | 0.0746245489499685 | 0.07602181207655245 | 0.0859297069924403 | 0.07689758984411234 |
| 13        | 0.07507555842859298 | 0.07447788278894941 | 0.08217073079069699 | 0.08212894937294794 |
| 14        | 0.07376108527081758 | 0.07071674078703559 | 0.0770746404649134 | 0.08100245714910573 |
| 15        | 0.07777029045971515 | 0.07126543284829994 | 0.07336582560789998 | 0.07574175309593724 |
| 16        | 0.07461145160925663 | 0.06988749065845329 | 0.0742071848271329 | 0.07077600730708071 |
| 17        | 0.07604274145944505 | 0.0704629225563672 | 0.0709909101724973 | 0.07321970876566569 |
| 18        | 0.0755451295994459 | 0.06919757919971084 | 0.0687858795305982 | 0.07205359479309661 |
| 19        | 0.0765706372708777 | 0.0680153401712673 | 0.0685293094593148 | 0.07064303653100409 |
| 20        | 0.07286540710618676 | 0.07000192851595377 | 0.06796843566910302 | 0.06926271538880396 |
| 21        | 0.07162582219646617 | 0.06772287759544354 | 0.06708313589220676 | 0.0668162235136262 |
| 22        | 0.0686308443414986 | 0.06626273736636484 | 0.06402441493006378 | 0.06616866020455077 |
| 23        | 0.0666355455944712 | 0.06400721442357217 | 0.06017404379761284 | 0.064193032025579 |
| 24        | 0.0669315309937333 | 0.06363560018578103 | 0.06318109337258932 | 0.063263600431426 |
| 25        | 0.06461761922625592 | 0.06299819298215386 | 0.0642843492423497 | 0.062803844961506 |
| 26        | 0.065393027364236 | 0.06219085128214357 | 0.06497874327376797 | 0.06306899221084598 |
| 27        | 0.06575401883086832 | 0.061826031645346 | 0.06488480236216252 | 0.0612301340577514 |
| 28        | 0.06564471325367667 | 0.06452571816351213 | 0.06415526684340973 | 0.06119232767060988 |
| 29        | 0.0662456530545731 | 0.06341782900153548 | 0.06475860873047942 | 0.06041962577442166 |
## Sharpe Ratio Results

| stock_num | first_model | mean_combine | power_combine | concate_combine |
|-----------|-------------|--------------|---------------|-----------------|
| 1         | 0.9858471427993408 | 0.7071768427067514 | 0.6976770524515641 | 0.6635361181260699 |
| 2         | 0.29689092750420657 | 0.75977090532655 | 0.728498478381769 | 0.913252087449147 |
| 3         | 0.9923724395799114 | 1.6744290649923057 | 1.799448478381769 | 1.086352549622963 |
| 4         | 1.095339535826906 | 2.0421682873966277 | 1.776324853718461 | 1.317230864370654 |
| 5         | 0.9206024076254481 | 2.044282345015358 | 1.86218232436663 | 1.532784138456353 |
| 6         | 0.84085610297176 | 1.993998114268983 | 2.018521068910085 | 1.732734675493384 |
| 7         | 1.134500231761642 | 2.26613713146752 | 1.9595072559395186 | 2.041996973513278 |
| 8         | 1.518275923726998 | 2.058891502862584 | 1.853732944353452 | 2.0930672968331825 |
| 9         | 1.567359308207569 | 1.9843792903258932 | 1.8765904899038818 | 1.7385033167638435 |
| 10        | 1.760394163869072 | 2.038377100074234 | 1.729222775952829 | 1.27213979636214 |
| 11        | 2.235060978021079 | 1.9452179676418395 | 1.5421877710732717 | 1.295073082973036 |
| 12        | 2.186494040860585 | 1.860256627023813 | 1.587988560447934 | 1.432332682165548 |
| 13        | 2.079553209772056 | 1.6129430728194851 | 1.479683683765663 | 1.240591827929716 |
| 14        | 1.861494565203106 | 1.5634831187649882 | 1.5432187664094999 | 1.2608475457321584 |
| 15        | 1.8453246938221144 | 1.4666801988659293 | 1.4581946313073146 | 1.425295281450011 |
| 16        | 1.7675803614890604 | 1.5921142193869664 | 1.4113395107305169 | 1.372622981536193 |
| 17        | 1.737632271066245 | 1.6408450030535064 | 1.504403698619054 | 1.275242604313433 |
| 18        | 1.67040662012995 | 1.639047696461393 | 1.7296716136473736 | 1.1978982316809506 |
| 19        | 1.72503087824845 | 1.6894585091912879 | 1.703309913842226 | 1.284698519758114 |
| 20        | 1.696042289534017 | 1.744852132215762 | 1.637283089372544 | 1.35949455608308 |
| 21        | 1.897547140375756 | 1.709378900854794 | 1.7639917569146633 | 1.333725518951775 |
| 22        | 1.90589331905654 | 1.7418709531907067 | 1.8149888181504 | 1.400316673462185 |
| 23        | 1.784568163668115 | 1.87040910995663 | 1.8318911521611752 | 1.4084371954232075 |
| 24        | 1.755851693817301 | 1.804093608348546 | 1.77427803032462 | 1.347854451306046 |
| 25        | 1.813570265965609 | 1.767312572103432 | 1.8111178247595257 | 1.308789295576095 |
| 26        | 1.801593047643752 | 1.7184719295102904 | 1.71595821348161 | 1.319884439632706 |
| 27        | 1.851455613275641 | 1.74004720468159 | 1.760095847514558 | 1.2309204242724474 |
| 28        | 1.9190698838072131 | 1.729540314646005 | 1.7974314652355754 | 1.326871687039145 |
## Monthly Accumulated Return Results

| month | first_model  | mean_combine | power_combine | concate_combine |
|-------|--------------|--------------|--------------|----------------|
| 1     | 1.0472151759674282 | 1.0523720302873754 | 1.058598031063293 | 1.0693931256413054 |
| 2     | 1.0746726102892314  | 1.0804142711536389 | 1.1248777534180303 | 1.1244092942089068 |
| 3     | 1.101874868998003   | 1.106156295642078  | 1.1182549654216989 | 1.1250611555795587 |
| 4     | 1.1054703519991353  | 1.0980367740550159 | 1.165579955381756 | 1.149525395264624 |
| 5     | 1.110858727425985   | 1.1352705228790794 | 1.1580104431572438 | 1.1442195646949358 |
| 6     | 1.1287034608632536   | 1.1429513918498615 | 1.1776615232437677 | 1.160539475154716 |
| 7     | 1.162443395689312    | 1.133464753953483  | 1.168555091920247  | 1.149613306918031 |
| 8     | 1.2054301482579652   | 1.180748597836285  | 1.2180127481812186 | 1.196704727698325 |
| 9     | 1.254745033763182    | 1.2227914024154116 | 1.271056023373988  | 1.22217869884597 |
| 10    | 1.2465037155605323   | 1.2557482404956273 | 1.2998045643693013 | 1.2629915129297185 |
| 11    | 1.2884102970771152   | 1.257540974217536  | 1.2974953046557207 | 1.2674965839963683 |
| 12    | 1.3309569518348563   | 1.3162558699716564 | 1.3715163057073607 | 1.3479094381893022 |
| 13    | 1.3461275018824952   | 1.316952669885945  | 1.3558718413383226 | 1.310599548113867 |
| 14    | 1.385492780939439    | 1.3962639161278418 | 1.4577518035756027 | 1.3825695069682882 |
| 15    | 1.3986879866167488   | 1.4030056373346111 | 1.468259501685252  | 1.3837076175313634 |
| 16    | 1.360895640043496    | 1.37990855698046   | 1.445184871624725  | 1.393234457901371 |
| 17    | 1.346394204985476    | 1.390816904793632  | 1.435498829564809  | 1.38514452613459 |
| 18    | 1.38257311923002     | 1.4939824264471706 | 1.5717510850363117 | 1.408984799484386 |
| 19    | 1.401984395720735    | 1.4805415835275788 | 1.5419917872888598 | 1.3927633377253887 |
| 20    | 1.3978960153079139   | 1.4756799496957302 | 1.5367282532296234 | 1.387241586250907 |
| 21    | 1.4001518453488702   | 1.491151004025656  | 1.5606606330216557 | 1.399565300281059 |
| 22    | 1.3748486555583586   | 1.4728630019906355 | 1.5362062042873876 | 1.3998204404455536 |
| 23    | 1.4133287891690873   | 1.508656696003767  | 1.56976925126854  | 1.433753135830949 |