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Abstract

In last 50 years, a significant progress was noticed in medicine, communications and entertainment. Such advanced development of these fields was directly related to ability of controlling light. Photonics is exactly about this ability. At the present time, photonics is walking together with a fundamental physical concept, optical soliton. Optical solitons are shape-preserving laser beams. They are found potentially useful in data transmission, which is very significant nowadays. Hence, research in the field of optical solitons is still a vital issue.

When optical soliton is perturbed in a specific manner, there appear zeros of optical field around the soliton, which are called optical vortices. In general optical vortices are lines in space. Hence, we might expect them to become knotted. Knotting optical vortices around perturbed seems spontaneous and cannot be directly predicted. To explain this phenomenon, a similar system is constructed based on perturbation theory. In this system, however, we have a mathematical problem which yet lacks a full understanding. We address this problem by introducing concepts from three disciplines: laser physics, knot theory and singular optics.

We believe that understanding the mechanism underlying spontaneous knotting of optical vortices will be a step forward in other systems too, such as quantum turbulence in superfluids and formation of optical vortices around other types of optical solitons.
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Chapter 1

Introduction

In this chapter, we briefly discuss the reasons which motivate us to work on presented problem. In later sections, we present theoretical background from laser physics, singular optics and knot theory, which are necessary to describe and analyze our problem.

1.1 Motivation

Development of communications and biophysics is directly related to progress in photonics. A problem, which we present in this work, is related to photonics and has a potential to contribute to fundamental sciences too, such as laser physics and singular optics. This problem was addressed in 2012 [1], and still is not fully analyzed. It combines two concepts, optical solitons and optical vortices. Both of these ingredients are important from theoretical and industrial points of view.

Optical vortices define a skeleton of optical fields, i.e. if optical vortex is embedded into optical field, then structure of the field changes accordingly, in order to be consistent with local structure around the vortex. Optical tweezer [2], [3] is an example of application of optical vortices, where they are used to control small objects, e.g. cells.

Optical soliton, which is a light with unchanging shape during propagation, is of big interest for two reasons: we do not see it in everyday life and they have a
big potential to be used in industry. An idea, based on the specific type of optical solitons, was already commercialized in 2002 [4]. It was reported that a different type of optical solitons can behave as a waveguide [5].

Looking at applicability of optical vortices and optical solitons, we believe that a problem addressed in this work, which combines both of them, deserves working on it.

1.2 Laser beams

In 1960, a first evidence of continuous wave laser was reported [6]. A laser is considered as a source of coherent electromagnetic radiation. Therefore, it can be analyzed through Maxwell equations (Eq.(1.1)-(1.4))

\[
\nabla \times \mathbf{H}(\mathbf{r}, t) = \mathbf{J}(\mathbf{r}, t) + \frac{\partial \mathbf{D}(\mathbf{r}, t)}{\partial t} \quad (1.1)
\]
\[
\nabla \times \mathbf{E}(\mathbf{r}, t) = -\frac{\partial \mathbf{B}(\mathbf{r}, t)}{\partial t} \quad (1.2)
\]
\[
\nabla \cdot \mathbf{D}(\mathbf{r}, t) = \rho(\mathbf{r}) \quad (1.3)
\]
\[
\nabla \cdot \mathbf{B}(\mathbf{r}, t) = 0 \quad (1.4)
\]

where \( \mathbf{J} \) is the electrical current density, \( \mathbf{H} \) is the magnetic field, \( \mathbf{E} \) is the electric field, \( \rho \) is the electric charge density, \( \mathbf{D} \) is the electric flux density and \( \mathbf{B} \) is the magnetic flux density related to the corresponding fields as

\[
\mathbf{D} = \varepsilon \mathbf{E}, \mathbf{B} = \mu \mathbf{H} \quad (1.5)
\]

\( \mu \) is the permeability and \( \varepsilon \) is the permittivity. To present general description of laser beams, we assume that laser beam propagates in a vacuum. Using a vector identity

\[
\nabla \times \nabla \times \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E},
\]

separate equation for electric field can be derived

\[
\nabla^2 \mathbf{E}(\mathbf{r}, t) = \varepsilon_0 \mu_0 \frac{\partial^2 \mathbf{E}(\mathbf{r}, t)}{\partial t} \quad (1.6)
\]
Eq.(1.6) is a wave equation, and each component of $E$ satisfies it. Therefore, we can rewrite it in a scalar form for each component

$$\nabla^2 E_{x,y,z}(r, t) = \epsilon_0 \mu_0 \frac{\partial^2 E_{x,y,z}(r, t)}{\partial t^2} \quad (1.7)$$

We assume that electric field wave is monochromatic

$$E_{x,y,z}(r, t) = A_{x,y,z}(r)e^{-i\omega t}, \quad (1.8)$$

where $A_{x,y,z}$ are complex amplitudes. For simplicity, we work with single component, which we call $A$. By substituting it into a wave equation, we get the time-independent equation for $A$

$$\nabla^2 A(r) = -k^2 A(r), \quad (1.9)$$

where $k = \frac{\omega}{c}$. Eq.(1.9) is scalar time-independent Helmholtz equation. Assume that laser beam is directed in $z$-direction and complex amplitude $A$ is separated as

$$A(x, y, z) = \psi(x, y, z)e^{ikz}, \quad (1.10)$$

where $\psi(x, y, z)$ is a slowly-varying envelope in comparison with $e^{ikz}$, since $k$ is large for visible light. By plugging it into time-independent Helmholtz equation, we get

$$\nabla^2 \psi + 2ik\psi_z = 0 \quad (1.11)$$

Lastly, we apply paraxial approximation

$$\left|2k\frac{\partial \psi}{\partial z}\right| \gg \left|\frac{\partial^2 \psi}{\partial z^2}\right| \quad (1.12)$$

Our final equation is

$$\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} + 2ik\frac{\partial \psi}{\partial z} = 0 \quad (1.13)$$

Eq.(1.13) is a paraxial equation describing slowly-varying envelope of a monochromatic, highly-directed wave. The term paraxial is used because all of the light must
travel nearly parallel to the optical axis, in our case $z$-axis, in order for the beam to have a sufficiently slow $z$ dependence. Laser beams typically obey this approximation very well.

A paraxial equation has several orthonormal sets of solutions, one of them is *Hermite-Gauss modes* (HG). They are found using method of separation of variables in Cartesian coordinates, and the general form of these solutions is

$$
\psi_{mn}(x, y, z) = E_0 \frac{w_0}{w(z)} H_m \left( \frac{\sqrt{2} x}{w(z)} \right) H_n \left( \frac{\sqrt{2} y}{w(z)} \right) \exp \left[ - \frac{x^2 + y^2}{w^2(z)} \right] \times \exp \left[ i k \left( \frac{x^2 + y^2}{2R(z)} \right) \right] \times \exp \left[ - i (m + n + 1) \Phi(z) \right]
$$

(1.14)

where $H_m$ and $H_n$ are Hermite polynomials. The $m = n = 0$ case is called a fundamental mode. It is of the form

$$
\psi(x, y, z) = E_0 \frac{w_0}{w(z)} \exp \left( - \frac{x^2 + y^2}{w^2(z)} \right) \exp \left[ i k \left( \frac{x^2 + y^2}{2R(z)} \right) \right] \exp \left[ - i \Phi(z) \right]
$$

(1.15)

Quantities $w(z)$, $R(z)$ and $\Phi(z)$ have physical meanings. $R(z)$ is a radius of curvature of phase front, and the origin ($z = 0$) is a position where the phase front has a radius of curvature $R = \infty$, i.e. behaves like a plane wave. $w(z)$ represents a size of beam spot, and at the origin, the spot size of the beam is $w_0$ and called a beam waist.

Figure 1-1: Intensity distribution of fundamental mode at different $z$ [7]
because it is the smallest spot size. A parameter $z_R$ is introduced, which is called a diffraction length, in order to indicate how fast a beam diffracts. When $z = z_R$, the size of a Gaussian beam has expanded by a factor of $\sqrt{2}$, and defined as $z_R = \frac{\pi w_0^2}{\lambda}$.

For instance, consider two green light beams with waists $10\mu m$ and $100\mu m$, then diffraction lengths are $1mm$ and $10cm$ respectively. Such dramatic difference is a result of quadratic dependence of $z_R$ on waist $w_0$. In other words, to get a small diffraction, we need a large waist.

Exact expressions for $R(z)$ and $w(z)$ are

$$w(z) = w_0\sqrt{1 + \frac{z^2}{z_R^2}}$$

$$R(z) = z + \frac{z_R^2}{z}$$

The last parameter, $\Phi(z) = \tan^{-1}\left(\frac{z}{z_R}\right)$ is called the geometrical Gouy phase. It was shown to exist for any wave passing through a focus [9].

Applying separation of variables to paraxial equation in cylindrical coordinates, a different set of orthonormal solutions can be derived, which are called Laguerre-Gauss modes (LG)

$$\psi_{lp}(r, \theta, z) = E_0 \frac{w_0}{w(z)} \left(\frac{\sqrt{2}r}{w(z)}\right)^{|l|} L_p^{|l|} \left(\frac{\sqrt{2}r}{w(z)}\right) \exp \left(-\frac{r^2}{w^2(z)}\right) \times$$

$$\times \exp \left(i \frac{kr^2}{2R(z)}\right) \exp(il\theta) \exp \left[-i(2|l| + p + 1)\Phi(z)\right],$$

Figure 1-2: Normalized beam spot size $w$ (a) and radius of curvature $R$ (b) vs normalized $z$ [8]
where $p$ (radial index) is a positive integer, $l$ (azimuthal index) is an integer and $L^l_p$ is a generalized Laguerre polynomial. The number $l$ defines number of full cycles of $2\pi$ the phase is changing when one goes around the axis of propagation. Figure 1-3 presents intensity distributions for LG and HG modes up to 9th order. For $l = p = 0$, a fundamental Gaussian mode is reconstructed. A more striking fact is that for $l \neq 0$, intensity vanishes on the propagation axis. Since both types of modes are separate sets of basis solutions, LG modes can be represented as a superposition of HG modes, as in Figure 1-4. In case of LG modes, vanishing intensity is a consequence of interference.

![Intensity distributions of LG and HG modes](image)

Figure 1-3: Intensity distributions of LG modes (a) and HG modes (b) up to 9th order [10]

Figure 1-4: HG$_{01}$ and HG$_{10}$ are superimposed to form LG$_{-1,0}$ and LG$_{1,0}$ modes [11]

However, a point where intensity vanishes is not a property related to LG modes only,
it is even more generic. It can appear in a superposition of any waves at points of complete destructive interference.

1.3 Optical vortices

In the previous section, we described properties of laser beams. A laser emits light which can be described as a superposition of modes. Because of complete destructive interference, there may appear points in the beam where intensity vanishes. This phenomenon is generic in wave physics, and will be discussed here.

We are interested in optical fields which can be expressed as a scalar field

\[ f(\mathbf{r}, t) = A(\mathbf{r}, t) \exp[iX(\mathbf{r}, t)], \]

where \( A(\mathbf{r}, t) \) and \( X(\mathbf{r}, t) \) are real amplitude and phase respectively. At point of vanishing field, the phase \( X \) is undefined; therefore, such points are called phase singularities, or dislocations. Second term is also used in crystallography, and this is not a coincidence. Consider LG mode \( \psi_{1,0} \) with optical \( z \)-axis. There is a little change of field right in the neighborhood of phase singularity, therefore, change of amplitude in \( z \) is negligible, i.e. \( \frac{\partial \psi}{\partial z} \approx 0 \). Hence, resultant paraxial equation in the neighborhood of optical axis is

\[ \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = 0, \]

which is Laplace’s equation. Its general solution expanded in Taylor series with only lowest order considered is

\[ \psi = a(x + iy) + b(x - iy) \]

For simplicity, if we consider \( b = 0 \), then general field is \( U(x, y, z) = a(x + iy)e^{ikz} \). If we represent a surface of constant phase, say 0, it is described by equation \( \phi + kz = 0 \), where \( \phi = \tan^{-1}(y/x) \). Figure 1-5 illustrates this phase front, and it reminds a screw-
Phase singularities with helical phase fronts around them are called \textit{optical vortices}. Optical vortices in LG modes, such as \( \text{LG}_{-1,0} \) and \( \text{LG}_{1,0} \) have to be distinguished. To do that, a \textit{winding number}, or \textit{topological charge} \( m \) of optical vortex is introduced as
\[
m = \frac{1}{2\pi} \oint \nabla X \, dr,
\]
where \( X \) is a phase, and integral is computed around an optical vortex along a closed non-intersecting path. Since \( X \) changes by a multiple of \( 2\pi \) along this path, \( m \) is an integer. In addition, this integral is computed in a conventional counterclockwise fashion. Using Eq.(1.22), \( \text{LG}_{-1,0} \) and \( \text{LG}_{1,0} \) have topological charges -1 and 1 respectively.

To detect optical vortices experimentally, intensity map is not sufficient because a region with extremely low intensity has a non-zero size and it is hard to measure location of optical vortex precisely. In addition, optical vortices of charge \( \pm m \) might look identical. Thus, some special methods are necessary to detect them. An idea for one of the methods comes from the process of generation of optical vortices. In this method, by taking a plane wave along the \( x \)-axis, and interfering with Laguerre-Gauss
beam of charge $m$, a resultant intensity distribution on a detector is

$$I(x, \phi) = |\exp(im\phi) + \exp(ik_xx)|^2$$  \hspace{1cm} (1.23)

Figure 1-6 is an example of interference of different vortex beams with a plane wave. We can observe that there are forks of interference fringes, which indicate the topo-

![Figure 1-6: Interference patterns of a plane wave and vortex beams with (a) $m = 1$, (b) $m = 2$, (c) $m = 3$ [12]](image)

...logical charge of optical vortex in the original vortex beam.

Another way to represent the envelope of optical field is

$$f(r) = a(r) + ib(r)$$  \hspace{1cm} (1.24)

At point with vanishing field, real and imaginary parts vanish simultaneously. In other words, vortex is an intersection of two surfaces, which is a line. Figure 1-7 is a phase map of a function, with pair of optical vortices in a plane. This figure is a

![Figure 1-7: Planar phase map of a function with two different phase singularities [13]](image)
single cut, but it might be the case that if we combine many such planes, different vortex structures will occur, such as a loop, two infinite vortex lines, or it can even be knotted. As we consider in chapter 3, when medium is nonlinear, spontaneous knotting of optical vortices around the beam occurs. Therefore, it is reasonable to investigate topology of vortex lines, starting from the basics of knot theory.

1.4 Knot theory

Knot theory is a branch of topology, which started to develop two centuries ago. Apart from the abstract topology of knot theory, only the specific case of three-dimensional knots will be considered in this section.

A knot is a result of deformation of easily deformable string with no thickness, and with glued ends. In Figure 1-8(a), if a ring is deformed in such way that it does not intersect itself during deformation, then they are equivalent. Figure 1-8(b) illustrates a trefoil knot, which cannot be constructed from a ring only by continuous deformations. How do we know that they are not the same? This is a main aim of a knot theory, to find a way to categorize knots according to their topological properties.

![Projections of (a) ring and (b) trefoil knot](image)

Figure 1-8: Projections of (a) ring and (b) trefoil knot

Figure 1-8 represents projections of a ring and trefoil knot. Every knot does not have a unique representation. For instance, we can take a ring with both hands and turn one hand by $\pi$. Although it is the same ring, its representation will be different from Figure 1-8(a). To prove that two different representations of the same knot are equivalent, Reidemeister moves can be used. Essential idea of these moves is that we can transform representation of a certain knot without changing its topological
properties. In [15], it was proven that if there are two representations of a knot, then by using a series of these moves we can transform one projection to the other.

There are many types of knots. However, the one which we will need later is a torus knot, which lies on a torus without crossing. Previously mentioned trefoil knot is a torus knot.

![Figure 1-9](image)

Figure 1-9: (a) Trefoil knot lying on a torus; (b) Meridian and longitude lines on a torus [14]

A curve that runs once the short way around the torus is a meridian curve. A curve that runs once around the long way is called a longitude curve. The trefoil knot in Figure 1-9(a) wraps three times meridianally around the torus and twice longitudinally. A trefoil knot is called (3, 2) torus knot, since it crosses longitude three times and meridian twice. Every torus knot is a (\(p, q\))-torus knot for some pair of integers. In fact, the two integers will always be relatively prime [14].

Just by looking at projections of two different knots, it is difficult to tell them apart. To do that, a specific polynomial can be assigned to each projection [14], [16]. An advantage of these polynomials is that if two knots have different polynomials, then these knots are not equivalent. However, if two knots have the same polynomial, we cannot conclude anything about equivalence. There are several examples of different knots, having the same polynomials. The first polynomial associated to knots and links was due to J. Alexander in about 1928 [17]. Mathematicians used the Alexander polynomial to distinguish knots and links for the next 58 years. In particular, we are interested in torus knots, and fortunately, there is a general Alexander polynomial...
for a \((p, q)\) torus knot

\[
\Delta = \frac{(t^{pq} - 1)(t - 1)}{(t^p - 1)(t^q - 1)}
\]  

\((1.25)\)

\(\Delta\) is a polynomial of \(t\), which can be constructed by algorithm described in Alexander’s original paper \([17]\). Essential idea of construction:

- let projection of knot have \(n\) crossings, then there are \(n + 2\) regions (including outer)
- around every crossing, there are 4 regions \(r_j, r_k, r_l, r_m\) (anti-clockwise)
- construct sum of 4 regions, using coefficients \(t, -t, +1, -1\) and equate it to 0, e.g. \(t r_j - t r_k + r_l - r_m = 0\)
- \(n\) equations with \(n + 2\) unknowns are formed. Construct corresponding matrix of dimensions \(n \times (n + 2)\). Delete any two columns and calculate the determinant of \(n \times n\) matrix. Determinant is the Alexander polynomial

This polynomial does not take any input value, it only represents a specific knot. For example, Alexander polynomial of a trefoil knot is \(\Delta(T\text{refoil}) = 1 - t + t^2\).

Coming back to optical vortices, which are zeros of optical field, one demonstrated way of constructing a function with a nodal set in the form of a knot was presented in \([13]\). Initial step is to construct braids, as a nodal set of some polynomial. Braid is a structure consisting of 2 or more strands. Suppose, braid is inserted inside the cylinder. A candidate describing a field with a nodal set in form of a braid of \(N\) strands is polynomial

\[
p_h(u) = \prod_{j=0}^{N-1} [u - s_j(h)],
\]  

\((1.26)\)

where \(h\) is a height parameter and \(s_j\) are periodic functions. For any \(h\), there are \(N\) roots in \(u\) plane. For simplicity, we will consider only trigonometric \(s_j\) functions. For instance, by taking \(s_j(h) = \cos(h - 2\pi j/3) + i\sin(2h - 4\pi j/3)\) for \(N = 3\), Figure 1-10(a) represents braided nodal set. Out of this nodal set it is possible to construct a function whose nodal set is a knot. By setting \(v = e^{ih}\), Figure 1-10(a) can be described by \(q(u, v) = 64u^3 - 12u(2v^2 + 2v^*2 + 3) - (14v^2 + 14v^*2 + v^4 - v^*4)\). Then,
Figure 1-10: (a) Nodal set of Eq.(1.26) for $N = 3$; (b) Knotted nodal set resulting from specific mapping $u(R, z), v(R, z, \phi)$ \[13\] using a substitution $u = \frac{R^2 + z^2 - 1 + 2iz}{R^2 + z^2 + 1}$ and $v = \frac{2Re^{i\phi}}{R^2 + z^2 + 1}$, we connect the braids by corresponding ends, and get a real function whose nodal set is a figure-8 knot, as in Figure 1-10(b). We note that constructed nodal sets are not necessarily torus knots, e.g. figure-8 knot, which lies inside the torus (not on the surface). Based on above constructing algorithm, a knotted vortex was embedded in laser beams, which we will present in more details in chapter 3.

In this chapter, we presented some background from laser physics, singular optics and knot theory. In particular, we described an equation for continuous wave laser beam in vacuum, and sets of orthogonal solutions in different coordinates. Then, we presented phase singularities, which are zeros of optical field. Alexander polynomial was introduced, which is an invariant of a knot. Presented knowledge will be necessary to describe the problem of our interest.
Chapter 2

Optical solitons

In this chapter, we introduce the nonlinear Schroedinger equation, which describes a propagation of laser beams in nonlinear medium. In particular, we are interested in Kerr and saturable materials. Also, we will consider stationary solutions of nonlinear Schroedinger equation and their stability properties.

2.1 Nonlinear Schroedinger equation

In previous chapter, we derived a paraxial equation describing evolution of a slowly varying field envelope in a vacuum. If we consider a propagation of laser beams in a dielectric medium, it will induce a polarization field. In this case, an electric induction field $D$ appearing in Maxwell’s equations is defined as

$$D = \epsilon_0 E + P$$

For simplicity, we assume that light and induced polarization field are linearly polarized, then we have simplified expressions for $E = (E, 0, 0)$, $P = (P, 0, 0)$ and hence $D = (D, 0, 0)$. The same as before, we consider monochromatic electric field $E(x, y, z, t) = e^{-i\omega t}E(x, y, z) + c.c$. We expand polarization field $P$ in Taylor series

$$P = \epsilon_0 \left[ \chi^{(1)} E + \chi^{(2)}(\omega)E^2 + \chi^{(3)}(\omega)E^3 + \ldots \right],$$
where $\chi^{(i)}$ is the $i$th-order optical susceptibility. At low intensities, higher order terms are negligible, and system is at the linear regime, i.e.

$$P = P_{lin} = \epsilon_0 \chi^{(1)}(\omega) \mathcal{E},$$

(2.3)

Hence, the electric induction field is

$$D = \epsilon_0 \mathcal{E} + P_{lin} = \epsilon_0 n_0^2(\omega) \mathcal{E},$$

(2.4)

where $n_0$ is the refractive index of the medium, defined as $n_0^2(\omega) = 1 + \chi^{(1)}(\omega)$. The only difference between Maxwell’s equations in vacuum and in linear medium is the term $n_0^2$. By the same procedure as in chapter 1, we get a scalar Helmholtz equation

$$\Delta E(x, y, z) + k_0^2 E = 0, \quad k_0^2 = \frac{\omega^2}{c^2} n_0^2$$

(2.5)

When we consider more powerful beams, nonlinearities come into the play. The polarization field is

$$P = P_{lin} + P_{nl},$$

(2.6)

where $P_{nl}$ is contribution from remaining terms

$$P_{nl} = \epsilon_0 \left[ \chi^{(2)}(\omega) \mathcal{E}^2 + \chi^{(3)}(\omega) \mathcal{E}^3 + \ldots \right]$$

(2.7)

For the case of an isotropic medium, in which we are interested here, it can be proven that $\chi^{(2j)} = 0$. Hence, for an isotropic medium in weakly-nonlinear regime, $P_{nl} \approx \chi^{(3)} \mathcal{E}^3$. An explicit expression for $P_{nl}$ is

$$P_{nl} \approx \chi^{(3)} \left( 3|E|^2 E e^{-i\omega t} + E^3 e^{-3i\omega t} + c.c. \right)$$

(2.8)
A second term has a frequency $3\omega$, and this phenomenon is known as a third-harmonic generation. In general, effect from third-harmonic can be neglected \[18\], therefore
\[
P_{nl} \approx 3\chi^{(3)}|E|^2 E e^{-i\omega t} + c.c. = 3\chi^{(3)}|E|^2 \mathcal{E}
\]
(2.9)

In this case, we have a modified electric induction field $D$
\[
D = \varepsilon_0 \mathcal{E} + P_{lin} + P_{nl} = \varepsilon_0 n^2 \mathcal{E},
\]
(2.10)

where $n$ is defined as
\[
n^2 = n^2 (\omega, |E|^2) = n_0^2 + \frac{3\chi^{(3)}|E|^2}{\varepsilon_0}
\]
(2.11)

By introducing a Kerr coefficient $n_2 = \frac{3\chi^{(3)}}{4\varepsilon_0 n_0}$, the index of refraction can be rewritten as $n^2 = n_0^2 \left(1 + \frac{4n_2}{n_0} |E|^2 \right)$. Materials with such index of refraction are called Kerr materials. For many materials, $n_2$ is very small \[18\]. For instance, water has $n_0 \approx 1.33$ and $n_2 \approx 10^{-22} m^2/V^2$. Hence, a nonlinear contribution induced by natural light sources (e.g. sunlight’s $|E| \approx 10^3 V/m$) is $n_2 |E|^2 \approx 10^{-16}$, i.e. $n_2 |E|^2$ is negligible compared to $n_0$. From this example, we see that a powerful beam is the key to observe Kerr effect. Similarly, as for a linear dielectric, we can get an equation describing the propagation of linearly-polarized cw laser beam in Kerr material, known as scalar nonlinear Helmholtz equation (NLH)
\[
\Delta E(x, y, z) + k^2 E = 0, \quad k^2 = k_0^2 \left(1 + \frac{4n_2}{n_0} |E|^2 \right)
\]
(2.12)

By substituting $E = \psi e^{ik_0z}$ in the NLH and applying paraxial approximation, we get nonlinear Schroedinger equation (NLS)
\[
2ik_0 \frac{\partial \psi}{\partial z} + \Delta_{\perp} \psi + k_0^2 \frac{4n_2}{n_0} |\psi|^2 \psi = 0
\]
(2.13)
NLS shows that propagation of the beam is dependent on the effects of diffraction (2nd term) and Kerr nonlinearity (3rd term). As our next step in investigation of NLS, we will make it dimensionless, using appropriate transformations

\[ x' = \frac{x}{r_0}, \quad y' = \frac{y}{r_0}, \quad z' = \frac{z}{2k_0r_0^2}, \quad \psi' = \frac{\psi}{E_c} \]

(2.14)

where \( r_0 \) is the radius of input beam, \( k_0r_0^2 \) is the Rayleigh length and \( |E_c| \) is some characteristic value. In dimensionless form of NLS below, primes are removed for simplicity

\[ i\frac{\partial \psi}{\partial z} + \Delta \psi + \alpha|\psi|^2\psi = 0, \]

(2.15)

where \( \alpha = \frac{2k_0^2n_2E_c^2}{r_0^2} \). When \( \alpha \ll 1 \) diffraction dominates over nonlinearity and propagation is weakly nonlinear; when \( \alpha = O(1) \) diffraction and nonlinearity are of comparable magnitudes and the propagation is nonlinear and when \( \alpha \gg 1 \), Kerr effect dominates over diffraction. Hence, \( \alpha \) is called a nonlinearity parameter. Let \( \psi \) be a solution of NLS, then there are several invariants

- power \( P(z) = \int |\psi|^2dx\,dy \)
- Hamiltonian \( H(z) = \int |\nabla \psi|^2dx\,dy - \frac{\alpha}{2} \int |\psi|^4dx\,dy \)
- linear momentum \( M(z) = Im \int (\psi^*\nabla \psi - \psi \nabla^* \psi)dx\,dy \)
- angular momentum \( L(z) = Im \int (x, y) \times (\psi^*\nabla \psi - \psi \nabla^* \psi)dx\,dy \)

are conserved. These and other invariants are necessary in numerical simulations and investigation of solutions of NLS. NLS describes a propagation of continuous wave (cw) laser beam in a Kerr material, but the only difference between paraxial equation (linear Schroedinger) and NLS is the nonlinearity term. A positive Kerr nonlinearity \( (n_2 > 0) \) corresponds to focusing of the beam propagating in such a medium [18]. Since this focusing effect is caused by the input beam itself, such phenomenon is called self-focusing. In the case of self-focusing effect being much stronger than diffraction, a catastrophic collapse might occur. In 1965, a work by P.L.Kelley [19] suggested that diffraction during 2D propagation would not prevent from collapsing to a point. In
Figure 2-1: Beam center intensity vs propagation distance

Figure 2-1, taken from Kelley’s paper, we see a dependence of intensity of the beam center on the propagation distance. In particular we see that intensity goes to infinity at a finite distance, which implies a catastrophic collapse. The reason for that is Kerr nonlinearity, it has no upper bound, which can result in damage of the medium. To prevent it, a different material can be used possessing a saturable nonlinearity. This type of nonlinearity has a big difference from a Kerr nonlinearity: as a function of intensity $I = |\psi|^2$, it has an upper bound, i.e. extreme self-focusing will not occur. Some materials, which will be introduced in the next section, can be modeled to have a saturable nonlinearity of the form $\frac{I}{1+I/I_s}$. This behavior is shown in Figure 2-2, the

Figure 2-2: Kerr (blue) and saturated (red) nonlinearities vs intensity

red line is a function of the form $\frac{x}{1+x/10}$ and the blue one is $x$. It is seen from the
graph that saturable nonlinearity never exceeds Kerr nonlinearity and as intensity grows, a saturable nonlinearity approaches $I_s$, i.e. it saturates.

Above we considered the case, when Kerr effect dominates diffraction. The case, when nonlinearity and diffraction are comparable, or even compensate each other, is considered in the next section.

2.2 Optical solitons in a medium with a saturable nonlinearity

A wave tends to spread as it propagates, however, there is a way to generate non-diffracting waves, so that it would not even change its shape during propagation. Such waves are called solitons. Soliton theory is a broad branch of physics, here we are interested in spatial optical solitons, i.e. non-spreading cw laser beams. From the previous section, we know that this type of waves is a result of a combination of two effects: diffraction and induced nonlinearity. Nonlinearity is not the only way to compensate diffraction. In linear optics, if the beam propagates in a medium surrounded by the material with the lower index of refraction, propagating beam is reflected from the boundaries of outer media, and when the reflections interfere constructively, the beam forms a guided mode. In nonlinear optics, there is no need in the combination of different media, a special material and an optical beam are sufficient. After the invention of laser in 1960, the phenomenon of nonlinearities became feasible to observe. In 1972, analytic stationary solutions of NLS for Kerr materials were found by Zakharov and Shabat [20] for the case of (1+1)D propagation (i.e. a beam propagating in one direction and diffracting along one dimension), however, for the case of (2+1)D, which are more general, no analytic solution was found and numerically found solitons were shown to be unstable. The main reason for instability was that a soliton is formed at a certain power $P_c$, i.e. for $P \neq P_c$, it diffracts, or starts to oscillate or even it might undergo catastrophic collapse [21]. In [22], a stationary solution of (2+1)D NLS was numerically found, nowadays is known as Townes soliton, which
is illustrated in Figure 2-3. In addition to the instability of spatial solitons in Kerr media, sufficiently high power is needed to create a soliton, it exceeds $1\text{MW}/\text{cm}^2$ [23]. As we have mentioned in the previous section, a material with saturable non-linearity can avoid these problems. In 1974, Ashkin and Bjorkholm [24] provided an evidence of trapping (2+1)D beam in saturable medium. They used cw dye laser as an input beam, and the medium was sodium vapor in vacuum contained inside Pyrex cell. Figure 2-4 shows last 13cm of the cell for two cases: (a) for normal divergence and (b) self-trapping. One of their results was that propagation behavior depends

Figure 2-3: Transverse profile of Townes soliton [22]

Figure 2-4: Observation of (a) diverging and (b) self-trapped beams [24]

on the power of the beam and temperature of the medium. Figure 2-5 shows half power diameter for input beam with power (a) 15 mW, (b) 23 mW and (c) 23 mW with side-arm temperature of 200 degrees of Celsius. There is a significant difference between free-space propagation (solid line) and cases (a), (b) and (c). We observe
that as power increases, beam becomes more trapped.

In 1992, a new type of spatial solitons, generated by the photorefractive effect of the medium, were predicted [25]. Efficiency of this effect is that soliton can be formed even at very low powers. A photorefractive soliton is a stationary solution of a wave equation describing a propagation of laser beam in a photorefractive material. In 1993, a photorefractive soliton was observed for the first time [26]. In all preceding experiments, a very similar apparatus was used: argon-ion laser and a crystal as a photorefractive material. An experiment was performed for two cases: with no voltage in transverse dimension and some applied voltage across the crystal. In [27], an astonishing result was presented, a beam with nonuniform transverse phase can eventually transform to a soliton, whose transverse phase is uniform. To create an input beam with uniform phase, they launched a Gaussian beam through lens so that a waist was at the entrance face. Figure 2-6 illustrates above two cases: uniform and nonuniform transverse phases. An external field of 200V/cm was applied. Their observations indicate that the soliton formation takes place at the same value of an external field, regardless of input phase. Figure 2-6(a) is the case when the waist is at the entrance face (i.e. uniform input phase), and diffraction is canceled when
external field is applied. Figure 2-6(b) is the case when the radius of curvature is 4mm (i.e. nonuniform input phase), and diffraction is canceled too. In addition, the output phase of the beam with nonuniform input phase is uniform. It might be the manifestation of the stability of photorefractive solitons \[28\]. The above described soliton is one of three types of photorefractive solitons:

- quasi-steady-state solitons: due to photorefractive effect
- screening solitons: intensity-dependent screening of an external electric field
- photovoltaic solitons: no external biasing field

A comparison between these solitons with conventional Kerr-type solitons shows the overwhelming importance of the photorefractive solitons: not only do optical Kerr solitons require at least 100kW powers\[26\], but they also do not exist in the bulk(unstable), i.e. they must be launched in a slab waveguide \[29\].
There are more experimental evidence presented in 90s. In 1994, a 2D steady-state screening soliton was observed \cite{30}. In 1996 \cite{5}, an ability of these solitons to waveguide was found. A waveguide was induced by a screening soliton when the soliton beam is on. Number of modes that can be guided by a screening soliton depends on intensity ratio. By producing a $TEM_{01}$ mode, it could be guided by a soliton of intensity ratio of 120. However, when the same mode is launched into a soliton with intensity ratio 3, it is not guided anymore (Figure 2-7).

![Figure 2-7](image)

Figure 2-7: Guided $TEM_{01}$ (b) by soliton of intensity ratio 120 (a); unguided $TEM_{01}$ (d) by soliton of intensity ratio 3 (c) \cite{5}

The reason for presenting such amount of experimental evidence here, is that during the generation of screening solitons, an induced change of refractive index is analogous to saturable nonlinearity \cite{31}. Hence, photorefractive screening solitons are good candidates to check experimentally theoretical conclusions about saturable nonlinearity.

The model describing the propagation of cw laser beam in an isotropic saturable medium is the same as the cubic NLS, except the nonlinear term \cite{32}

\[
i \frac{\partial \psi}{\partial z} + \Delta_{\perp} \psi - \frac{\psi}{1 + |\psi|^2} = 0
\]  

(2.16)

To solve it, we use ansatz used in Jianke Yang’s \cite{32} and Gatz’s \cite{33} papers, namely
radially symmetric soliton of the form

$$\psi(r, \theta, z) = u(r)e^{i\omega z}$$  \hspace{1cm} (2.17)

Then we get an ODE for $u(r)$

$$u_{rr} + \frac{1}{r} u_r - \omega u - \frac{u}{1 + u^2} = 0$$  \hspace{1cm} (2.18)

with a realistic boundary condition $u(r \to \infty) \to 0$. Also, the first derivative of $u$ has to vanish at $r = 0$ in order not to have a singular point. To analyze Eq.(2.18), let's consider different asymptotes of $u$. For instance, when $r \gg 1$, Eq.(2.18) can be linearized

$$u_{rr} + \frac{1}{r} u_r - (1 + \omega)u = 0$$  \hspace{1cm} (2.19)

For $\omega > -1$ and using a specific substitution $x = r\sqrt{1 + \omega}$, we get a solution

$$u(r) = \alpha K_0(r\sqrt{1 + \omega})$$  \hspace{1cm} (2.20)

To numerically find soliton solutions of Eq.(2.18), the shooting method is used \[32\]: fixing $\omega$ and varying $\alpha$ in Eq.(2.20), and by starting from the asymptotic solution and integrating it till $r = 0$, $u(r = 0, \alpha)$ can be found. If at a certain $\alpha$ $u'(r)$ changes

![Figure 2-8: Transverse profiles of fundamental solitons with $\omega = -0.1$ (solid) and $\omega = -0.7$ (dashed) \[32\]]
sign, then soliton conditions stated above are satisfied and soliton is found. Using this strategy, it was found by Jianke Yang that for \(-1 < \omega < 0\) there are infinite sequence of soliton solutions. In general, solitons can be categorized according to transverse intensity distributions: fundamental and multi-hump. A fundamental soliton is the one which has an intensity profile consisting from a single peak, and multi-hump solitons consist from a superposition of different modes, which result in several peaks in intensity distribution [34]. Figure 2-8 illustrates numerically found soliton solutions for \(\omega = -0.1\) and \(\omega = -0.7\). For \(\omega > 0\), it was found that \(u'(r = 0, \alpha)\) does not change its sign for any \(\alpha\), hence no fundamental soliton exists there. If \(\omega < -1\), for every such \(\omega\) a continuous family of solitons were found. However, they are unphysical, because they are described by Bessel functions for large \(r\) and have infinite powers. Thus, we restrict our attention to optical solitons with \(-1 < \omega < 0\).

We know that (2+1)D solitons are unstable in Kerr materials. However, propagation in saturable medium showed to prevent catastrophic collapse. Hence, such materials are useful in analyzing the behavior of solitons. In the next section, stability properties of solitons in saturable medium are presented.

### 2.3 Stability analysis

A model describing propagation of cw laser beams in (2+1)D Kerr media, or in media with saturable nonlinearity, is nonintegrable and cannot be solved analytically [35]. In addition to this difficulty, we have to make sure that spatial solitons (or stationary solutions of above models) are stable (or weakly unstable), because only such self-trapped beams can be observed in an experiment [36]. After the description of optical spatial solitons, we need to explore the stability properties.

The starting point is our model, a dimensionless generalized NLS equation

\[
\frac{i}{
\partial z E + \Delta_{\perp} E + F(I) E = 0, (2.21)
\]

where \(F(I)\) is the nonlinearity related to Kerr-type materials. For instance, for pure...
Kerr material $F(I) = I$ and for saturable material nonlinearity can be modeled as $\frac{I}{1+I}$. We already know that spatial solitons are found in the generic form as

$$E(x, y, z) = U(x, y)e^{ikz+i\phi(x,y)}, \quad (2.22)$$

where a real phase $\phi$ is considered separately, so that $U$ is a real function too. As a result, a closed system of equations for $U$ and $\phi$ is obtained

$$\Delta U - kU - (\nabla \phi)^2 + F(U^2)U = 0 \quad (2.23)$$

$$\Delta \phi + 2\nabla \phi \nabla \ln U = 0 \quad (2.24)$$

To simplify analysis of the above system, we consider different values for $\phi$ separately. For $\phi = 0$, it is known that $U$ has to be symmetric in transverse dimensions, i.e. $U = U(r)$ [37]. A particular case $\phi \neq 0$ was investigated by Kruglov and Vlasov [38], where a phase $\phi$ was a multiple of coordinate $\theta = \tan^{-1}(y/x)$. By letting $\phi = m\theta$, an equation which has phase dependent stationary solutions can be derived

$$\frac{d^2 U}{dr^2} + \frac{1}{r} \frac{dU}{dr} - \frac{m^2}{r^2} U - kU + F(U^2)U = 0 \quad (2.25)$$

For $r = 0$, $U$ has to vanish. From the condition of field univocacy, $m$ is an integer [37]. Such stationary solutions are called vortex solitons, and were experimentally found later in [39], [40]. To derive stability conditions, a linear stability analysis will be used. Assuming that $E_0$ is a stationary solution of Eq.(2.21), its stability can be analyzed through the behavior of a small perturbation $|p| \ll |E_0|$. By substituting a perturbed soliton $E = E_0 + p$, Eq.(2.21) can be linearized with respect to $p$

$$i \frac{\partial p}{\partial z} + \Delta p + (F_0 + |E_0|^2 F_0^\prime)p + E_0^2 F_0^\prime P^* = 0 \quad (2.26)$$

where $F_0 = F(|E_0|^2)$ and $F_0^\prime = \frac{dF}{dI}|_{I=|E_0|^2}$. Eq.(2.26) describes propagation of initially small perturbation $p$ corresponding to $E_0$. So, if $p$ does not grow with the beam propagation, then $E_0$ is linearly stable. For the case of the soliton in the form $E_0 =$
\( U(r)e^{im\theta+ikz} \), a corresponding perturbation \( p \) should be azimuthally periodic, i.e. it can be represented as a Fourier series

\[
p(r, \theta, z) = \sum_{n=-\infty}^{\infty} p_n(r, z)e^{inn\theta}
\]  

(2.27)

Substituting it into Eq.(2.26), we obtain an infinite set of systems of equations in the form

\[
\begin{align*}
\left\{ i \frac{\partial}{\partial z} + \hat{L}^+ \right\} p_{m+s} + e^{i2kz} A_{p_{m-s}}^* &= 0 \\
\left\{ i \frac{\partial}{\partial z} + \hat{L}^- \right\} p_{m-s} + e^{i2kz} A_{p_{m+s}}^* &= 0
\end{align*}
\]

(2.28)

(2.29)

where \( A = U^2F_0 \) and \( \hat{L}^\pm = \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} - (m \pm s)^2 \frac{1}{r^2} + F_0 + A \). Note that \( p_{m\pm s} \) are perturbation modes, and they are solutions of the form \( p_{m+s}(r, z) = u_s(r)e^{ikz+\gamma_sz} \) and \( p_{m-s}(r, z) = v_s^*(r)e^{-ikz+\gamma_*z} \), where modes \( u_s \) and \( v_s \), and complex wavenumber \( \gamma_s \) satisfy eigenvalue problem

\[
\begin{align*}
i\gamma_s \begin{bmatrix} u_s \\ v_s \end{bmatrix} &= \begin{bmatrix} k - \hat{L}^+ & -A \\ A & -k + \hat{L}^- \end{bmatrix} \begin{bmatrix} u_s \\ v_s \end{bmatrix}
\end{align*}
\]

(2.30)

From the expressions of perturbation modes \( p_{m\pm s} \), we see that for \( \gamma_s \) with positive real part, they grow exponentially, thus, such modes are instability modes. Now, an initially small perturbation mode \( p_m \) can be represented as \( p_m(r, \theta, z) = e^{im\theta+ikz}(u_s(r)e^{is\theta+\gamma_s z} + v_s^*(r)e^{-is\theta+\gamma_*z}) \). Even though there are many results on stability properties of vortex solitons [37], [41]–[43], there is no general criterion for stability of vortex solitons such as for fundamental solitons \( (m = 0) \).

The primary work on stability of fundamental solitons in saturable medium was in 1978 by Vakhitov and Kolokolov [44], consequently, Vakhitov-Kolokolov stability criterion was derived: a fundamental soliton is linearly stable if its power is an increasing function of soliton propagation constant \( k \), i.e. \( \frac{dP}{dk} > 0 \). To be consistent with the work of Jianke Yang in 2002 [32], we use a new parameter \( \lambda_s = i\gamma_s \). We also
remind ourselves that fundamental solitons exist for \(-1 < k < 0\). Since fundamental solitons are known to be stable in a saturable media, there are internal modes describing periodic oscillations. Quantitatively, it means that \(\text{Im}(\lambda) = 0\). Simplicity of stability analysis for fundamental solitons mentioned before was that the square of an operator in Eq-s(2.28-2.29) is self-adjoint when \(m = 0\), i.e. eigenvalue is purely real or imaginary; however, for vortex solitons it is not true, and eigenvalue may have both nonzero parts. In case of fundamental solitons, \(u_s\) and \(v_s\) are real. The boundary conditions are

\[
\begin{align*}
    u_{0r}(r = 0) &= v_{0r} = 0 \quad (2.31) \\
    u_s(r = 0) &= v_s = 0, \quad s \neq 0 \quad (2.32)
\end{align*}
\]

Similarly, as in the previous section, for large \(r\)

\[
\begin{align*}
    u_s(r) &= K_s(r^2 \sqrt{1 + k + \lambda}) \quad (2.33) \\
    v_s(r) &= hK_s(r^2 \sqrt{1 + k + \lambda}) \quad (2.34)
\end{align*}
\]

For a particular \(s = n\), families of internal modes with varying \(k\) were found, which is illustrated in Figure 2-9. Figure 2-9 illustrates that internal modes with \(s = 0\) and \(s = 2\) are farthest from continuous spectrum, thus radiation damping of these modes is the slowest, i.e. oscillations resulting from these modes are robust. Also,
eigenvalues of the modes approach 0 when \( k \) goes to zero from left. In other words, from the Vakhitov-Kolokolov criterion, internal oscillations of high-power solitons are more robust. Next, the dynamics under the internal modes \( n = 0 \) and \( n = 2 \) is studied, which will be necessary to understand knotting of optical vortices in chapter 3. Firstly, if we consider initial condition

\[
E(r, \theta, z = 0) = (1 + \epsilon)\psi(r, k), \quad (2.35)
\]

where \( \epsilon \) is some small perturbation parameter, this radially symmetric initial condition will only excite \( n = 0 \) mode (and some radiation), which corresponds to radial stretching of soliton. Figure 2-10(a) shows the amplitude at the center during propagation. We see that it persists a very robust oscillation. Figure 2-10(b) shows amplitude profiles for different propagation distances. It shows that radiation emission is very small, thus, it is expected that it will oscillate for a very long distance.

![Figure 2-10](image)

Figure 2-10: (a) Evolution of beam center’s amplitude; (b) Amplitude profiles at 3 different distances.

![Figure 2-11](image)

Figure 2-11: Effect of \( n = 2 \) perturbation mode on fundamental soliton with \( k = -0.1 \) at different \( z \).
For the case of $n = 2$ internal mode, the initial condition is

$$E(r, \theta, z = 0) = \psi(r, k) + \epsilon(u_2(r)e^{i2\theta} + v_2(r)e^{-i2\theta})$$

(2.36)

Figure 2-11 illustrates the contours of $|E|$ at five different distances. It shows that a fundamental soliton is stretched along some direction as it propagates, which looks like it rotates. $n = 2$ mode corresponds to a twist of soliton. We see that, above simulations have similar breathing behavior.

In this chapter, we presented an equation describing propagation of slowly varying envelope of optical field in Kerr-type materials. Then, we discussed about spatial optical solitons, which are stationary solutions of NLS equation, together with their stability properties in saturable medium. In particular, we are interested specifically in two modes, which will help us to construct vortex knots around perturbed fundamental soliton propagating in saturable medium. Such system will be very similar to the one, where knotting of vortex lines seems spontaneous, and will be described in chapter 3.
Chapter 3

Vortex lines topology

In this chapter we describe topology of optical vortex lines in linear and nonlinear media. As a main part, we focus on a problem of identifying vortex knots around a perturbed fundamental soliton in nonlinear saturable medium.

3.1 Optical vortex lines in linear media

Development of topology, as a science, started at the beginning of 20th century [45]. Initially, it was just a branch of mathematics. However, as applied sciences progressed, topology became an interdisciplinary science. A research of DNA structures shows that knotting of DNA molecules is directly related to replication and recombination processes [46]. Another example is a role of topology in polymer science, knotting of polymers is proven to be necessary for crystallization properties [47]. In [48], a creation of trefoil vortex knot propagating in water was reported. There are several scientific works done in the field of optics as well, where scientists were able to embed knotted vortex lines in a laser beam [49]–[52]. First example is LG high-order modes, where a vortex line on the optical axis is located. In [49], a creation of knotted vortex lines in a perturbed superposition of $m$-Bessel beams of the form

$$F_{mb}(R, z) = \exp(i m \phi) J_m(b R) \exp(i z \sqrt{1 - b^2})$$  \hspace{1cm} (3.1)
was considered. Such beams satisfy Helmholtz equation, and possess an optical vortex of charge $m$ on $z$-axis. A suitable superposition of such beams was chosen to create a vortex loop of charge $n$, illustrated in Figure 3-1(a). In particular, a beam with a vortex loop of charge 2 and axial optical vortex line with charge 3 was considered. As a result of perturbations with circular symmetry, a (2,3) torus knot (trefoil knot) threaded with 3-stranded helix was constructed. In general, if $m$ and $n$ are co-prime, then a $(m,n)$ torus knot threaded by $m$-stranded helix is formed. If $(m,n)=p(m_0,n_0)$, where $(m_0,n_0)=1$, then $p$ linked $(m_0,n_0)$ knots threaded by $m$-stranded helix are formed [49]. In [50], a different method of vortex knot construction was presented. Initially, a complex polynomial whose roots form helical and pigtail braids were constructed. A polynomial describing a helical braid with $n$ number of repeats is

$$q_{helix} = u^2 - v^n,$$  \hspace{1cm} (3.2)
where $v = e^{i\theta}$, $h$ is the $2\pi$ periodic height parameter. Then, using a specific mapping of $u$ and $v$ into real 3D space

$$u(r) = [r^2 + z^2 - 1 + 2iz]/(r^2 + z^2 + 1), \quad v(r) = 2re^{i\phi}/(r^2 + z^2 + 1), \quad (3.3)$$

a set of knotted vortex lines, determined by the braid, can be obtained. A $q_{\text{helix}}$

![Figure 3-2: (a) Mapping helical braid by $u(r), v(r)$, resulting in knotted nodal set; (b) Vortex trefoil knot in optical field of the form Eq.(3.5), multiplied by appropriate Gaussian [50]](image)

has a set of roots, which forms a $(2,n)$ torus knot. Figure 3-2(b) illustrates a braid transformed into $(2,3)$ torus knot. A numerator of $q$ after applied transformation $u(r)$ and $v(r)$ is a polynomial

$$(r^4 - 1)(r^2 - 1) - 8r^3e^{3i\phi} + 4iz(r^4 - 1) + z^2(3r^4 - 6r^2 - 5) + 8iz^3r^2 + z^4(3r^2 - 5) + 4iz^5 + z^6 \quad (3.4)$$

Corresponding polynomial which coincides with Eq.(3.4) at $z = 0$ and satisfies paraxial equation is

$$(r^4 - 1)(r^2 - 1) - 8r^3e^{3i\phi} + 2iz/k(9r^4 - 4r^2 - 1) - 8(z/k)^2(9r^2 - 1) - 48i(z/k)^3 \quad (3.5)$$

Even though such polynomial solutions were found, they diverge as $x, y \to \infty$. To avoid it, corresponding polynomial at $z = 0$ is multiplied with a Gaussian of width $47$.
$w$, so that the same vortex knot remains for sufficiently large $w$. To realize it in experiment, a spatial light modulator was used, which can imprint the desired phase distribution into the Gaussian beam. Since techniques to manipulate LG modes experimentally are well-developed, a desired optical field is decomposed into LG modes. However, there is a problem of detection of vortex lines, for instance, to distinguish optical vortex from the low intensity region. To overcome this problem, optimization algorithm was applied. The main idea of this algorithm is to vary coefficients of LG modes, so that contrast was increased and the resultant topology of vortex lines remained the same as before (Figure 3-3).

![Figure 3-3: Optimized (darker) and unoptimized (lighter) coefficients of LG modes, which decompose optical field containing (a) trefoil and (b) cinquefoil vortex knots](image)

In [53], in addition to possible embedding of vortex knots in a laser beam, vortex lines in optical speckle were considered. Physically, optical speckle is produced as an interference of reflections from some rough surface of optical field, therefore, can be considered as a random field. It was shown in [54], that random superposition of many plane waves behaves similar to optical speckle. In [55] was shown that in large size volumes, around 25% of total length of vortex lines are closed loops (Figure 3-4).

Above we presented examples of knotted optical vortex lines in free space, i.e.
In the next section, we present similar phenomenon observed in nonlinear medium, which will lead to our main problem of identifying vortex knots around a soliton in nonlinear saturable medium.

### 3.2 Optical vortex lines in nonlinear media

In this section, optical fields in nonlinear optical media and topology of corresponding vortex lines will be considered. The difference between these media is the behavior of refractive index; refractive index of nonlinear media depends on intensity of optical field, which might result in self-focusing effect. Figure 3-5 illustrates a Gaussian beam propagating in linear (a) and saturable nonlinear media (b). In Figure 3-5(a), $w_0$ is a value of waist and black line indicates half of the center’s intensity at particular $z$ (HWHM). A main difference between (a) and (b), as we might expect,
is self-focusing effect, which resulted in the shift of waist location and its decreased value. There appeared a point in longitude plane, where all the phase colors meet. This is an optical vortex. Because of symmetry, there is a vortex loop in transverse plane.

Fundamental solitons in saturable medium also have Gaussian like amplitude profile \cite{32}. In contrast with Figure 3-5(b), they do not possess optical vortices at all. To create optical vortices around fundamental soliton, a perturbation can be introduced.

Assume that \( E(x, y, z) = A(r)e^{ikz} \) is a stationary solution of dimensionless NLS equation, then, as in \cite{1}, a perturbation of the form

\[
E(x, y, z = 0) = A\sqrt{x^2/a^2 + y^2/b^2}e^{i\Theta xy/\sqrt{ab}}
\]

(3.6)

can be considered, which preserves soliton power; \( \Theta \) parameter corresponds to phase twist \cite{56, 57} and \( a, b \) correspond to stretching.

![Figure 3-6: Perturbed soliton with \( a = b = 1.1 \) and \( \Theta = 0 \) \cite{1}](image)
Figure 3-7: Perturbed soliton with $a = 1.42, b = 0.87$ and $\Theta = 0.05$.

Figure 3-6 illustrates soliton stretching, i.e. $a = b = 1.1$ and $\Theta = 0$. When $a \neq b$ and $\Theta$ is nonzero, a different scenario for knotting occurs, as illustrated in Figure 3-7. Producing such perturbed beam is experimentally feasible, as stated in [58]. In [1], set of numerical simulations for certain values of power $P$, $a$, $b$ and various $\Theta$ is presented (Figure 3-8).

We note that Figures 3-6 and 3-7 are very similar to Figure 2-11, which resulted from effects of perturbation modes. The possible way to understand a mechanism responsible for knotting of vortex lines is provided in the next section.

### 3.3 Knotted vortex lines around perturbed fundamental soliton

In numerical simulations presented in the previous section, topology was shown to be robust with respect to small changes in values of $\Theta$ [1]. It might give us a clue about which perturbation modes are excited during stretching and twisting. From Figure 2-9, we know that oscillations resulting from modes $s = 0$ and $s = 2$ are the most robust [32]. Hence, it is reasonable to consider a superposition of fundamental soliton with these modes and compare with results from previous section.
Figure 3-8: Vortex lines around perturbed soliton with $k = -0.2$, $a = 1.1$, $b = 1.21$ and different $\Theta$: (a) 0.005; (b) 0.01; (c) 0.013; (d) 0.015 [1]
As was discussed in section 2.3, a soliton perturbed by internal mode is of the form

\[ E(x, y, z) = e^{ikz} \left\{ A(r) + u_s(r)[\epsilon_1 e^{is\phi} + \epsilon_2 e^{-is\phi}] e^{i\omega_s z} + v_s(r)[\epsilon_1 e^{-is\phi} + \epsilon_2 e^{is\phi}] e^{-i\omega_s z} \right\} \]

(3.7)

\( u_s \) and \( v_s \) are envelopes of perturbation modes. By normalizing perturbation modes, so that \( \text{max}(|u_s|, |v_s|) = \text{max}(A) \), magnitudes of \( \epsilon_1, \epsilon_2 \) can be treated as strengths of perturbations. Envelopes of perturbation can be found numerically, from the boundary conditions presented in Section 2.3.

Figure 3-9: Profiles of \( A(r) \) (black), \( u_0(r) \) (red), \( v_0(r) \) (blue) for \( k = -0.2, A_0 = 6.14465, \omega_0 = 0.382777 \) and \( h = 0.218418 \)

Firstly, we consider effect of these modes separately. \( C_1(r, z) \) represents a superposition of fundamental soliton and perturbation mode \( s = 0 \). Optical vortices are set of points \( \{r_*, z_*\} \), which satisfy \( C_1(r_*, z_*) = 0 \).

\[ C_1(r_*, z_*) = A(r_*) + (\epsilon_1 + \epsilon_2) \left[ u_0(r_*) e^{i\omega_0 z_*} + v_0(r_*) e^{-i\omega_0 z_*} \right] \]

(3.8)

Let \( \epsilon_1 + \epsilon_2 = \varepsilon e^{i\delta} \), then \( C_1(r_*, z_*) = 0 \) can be transformed into a 4th order polynomial
Figure 3-10: Profiles of $A(r)$ (black), $u_2(r)$ (red), $v_2(r)$ (blue) for $k = -0.2$, $A_0 = 6.14465$, $\omega_2 = 0.31843$ and $\hbar = 0.31689$

\[
\begin{align*}
\text{of } x &= \cos(\omega_0 z_*) \\
[16u_0^2v_0^2]x^4 + [16Qu_0v_0(u_0 + v_0)\cos(\delta)]x^3 + \\
[4Q^2(u_0 + v_0)^2\cos^2(\delta) + 8Q^2u_0v_0 + 8u_0v_0(u_0 - v_0)^2 + 4Q^2(u_0 - v_0)^2\sin^2(\delta)]x^2 + \\
[4Q^3(u_0 + v_0)\cos(\delta) + 4Q(u_0 + v_0)(u_0 - v_0)^2\cos(\delta)]x + \\
[Q^2 + (u_0 - v_0)^2]^2 - 4Q^2(u_0 - v_0)^2\sin^2(\delta) &= 0,
\end{align*}
\]

where $Q = A/\varepsilon$. The case $\varepsilon = 0.1$ and $\delta = \pi/4$ was already considered in [1], and it was in good agreement with Figure 3-8(a). An algorithm solving this polynomial is already written, and we plan to work on it later, by varying strength $\varepsilon$, and analyzing corresponding optical vortices.

A superposition of soliton with $s = 2$ mode, will result in creation of vortex spirals [1]. We will work on deriving a similar polynomial, however, because of an additional parameter $\phi$, solving this polynomial will be a more difficult task. When $s = 0$ and $s = 2$ modes are considered simultaneously, optical vortices are the roots of quadratic
equation for \( t = e^{i2\phi} \)

\[
C_2(r_*, z_*)t^2 + C_1(r_*, z_*)t + C_0(r_*, z_*) = 0, \tag{3.10}
\]

where \( C_{2,0} = \epsilon_{1,2} u_2(r_*)e^{i\omega z_*} + \epsilon_{2,1} v_2(r_*)e^{-i\omega z_*} \). This is not an ordinary polynomial for two reasons: coefficients \( C_{0,1,2} \) are not constants and desired roots have to be of unity magnitude. At particular \( \{r_*, z_*\} \), there might be 0, 1 or 2 roots \( t \) with magnitude unity.

When there are 2 roots of magnitude unity, say \( t_{1,2} = e^{i2\phi_{1,2}} \), using Vieta’s theorem, it is concluded that \( |C_2| = |C_0| \) and \( |C_1|/|C_0| = 2|\cos(\phi_1 - \phi_2)| \). These conditions will provide us with a constraint on \( \epsilon_{1,2} \).

The case, when there is one root of unity magnitude, was considered in [1]. By varying \( \epsilon_{1,2} \), they were able to construct every knot from Figure 3-8.

Analyzing the case, when there is no root of unity magnitude, will provide us with information for which \( \epsilon_{1,2} \), optical vortices will not occur.

We have presented a physical system, where particular phenomenon cannot be directly predicted. To understand the mechanism underlying this phenomenon, a similar system was constructed, where we tackled with a mathematical problem. To our knowledge, a full analysis of this problem is still not presented. We considered simplified versions of this problem, and already have a plan to attack it in the future. We will be working on it later, with a more detailed plan presented in the last chapter. Solving this problem, might be a step forward in analyzing another physical system, such as quantum turbulence in superfluids.
Chapter 4

Summary and outlook

In this work, we combined some knowledge from different disciplines, such as knot theory, laser physics and singular optics, in order to present the physical system of our interest. Our system is an optical soliton in nonlinear saturable medium. When optical soliton is elliptically stretched and has a twisted phase, spontaneous knotting of optical vortices around the soliton is observed. It is possible to construct a similar system, using a superposition of optical soliton with perturbation modes. \( s = 0, 2 \) perturbation modes were sufficient to reconstruct similar structure of optical vortices around the soliton. Our first step was to analyze a simpler problem, where effect of \( s = 0 \) perturbation mode was only considered, and it led us to 4th order polynomial, which will be addressed in more details later. The case, where both modes are considered, leads to a mathematical problem, for which we are still looking for the ways to solve. To our knowledge, there is no literature where such problem was solved.

Since there is no general theory of solving such problems, we plan to tackle it numerically. Firstly, we will try to identify a domain of strengths of perturbation modes, for which knotting of optical vortices takes place. Then, we plan to create an algorithm, which will divide these domains into subdomains, in each of which the same knotting behavior is presented. At this stage, we also need to apply an algorithm which distinguishes knots. As our final step, we will find and explain a correspondence between above two systems, i.e. which values of strengths of perturbation modes
correspond to specific simultaneous action of elliptic stretching and phase twist.

Solving our problem promises to explain similar occurrence of knotted optical vortices around vortex solitons [59]. For a vortex soliton with charge \( m = 1 \), there was observed two vortex rings per period, which gives a hint for correspondence between topological charge and number of vortex rings. We plan to check the hypothesis, that if a vortex soliton of charge \( m \) is perturbed, then \( m + 1 \) vortex rings per period occur.

Figure 4-1: Observation of two vortex rings per period around vortex soliton of charge 1 [by Volodymyr Biloshytskyi]

Later, we will be motivated to expand our system. What is the structure of optical vortices, if perturbed soliton excites higher order modes? Answer to this question might be a step forward in understanding of quantum turbulence in superfluids, where complex dynamics of vortex filaments is observed [60]. The last, but not the least, numerical solution of our mathematical problem might give other scientists a clue how to tackle it analytically, which will give a rise to new mathematics.
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