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Abstract—The healthcare industry has witnessed significant transformations in e-health services where Electronic Health Records (EHRs) are transferred to mobile edge clouds to facilitate healthcare. Many edge cloud-based system designs have been proposed, but some technical challenges still remain, such as low quality of services (QoS), data privacy and system security due to centralized healthcare architectures. In this paper, we propose a novel hybrid approach of data offloading and data sharing for healthcare using edge cloud and blockchain. First, an efficient data offloading scheme is proposed where IoT health data can be offloaded to nearby edge servers for data processing with privacy awareness. Then, a data sharing scheme is integrated to enable data exchange among healthcare users via blockchain. Particularly, a trustworthy access control mechanism is developed using smart contracts for access authentication to achieve secure EHRs sharing. Implementation results from extensive real-world experiments show the superior advantages of the proposal over the existing schemes in terms of improved QoS, enhanced data privacy and security, and low smart contract costs.

Index Terms—Blockchain, smart contracts, mobile edge computing, data offloading, data sharing, smart healthcare.

I. INTRODUCTION

The recent advances of cloud computing, edge computing and Internet of Things (IoT) technologies, have empowered e-health services [1], [2]. In modern e-healthcare, health data collected from mobile devices-MD (i.e. smartphones and wearable sensors) can be offloaded to mobile edge computing (MEC) servers for efficient computation and analysis, then improving high quality of services (QoS) and reducing resource burden on devices. Particularly, cloud with resourceful servers can also be integrated to store historic health data analysed from the offloading phase, which enables data sharing among health users. For example, a doctor can exploit cloud data to support disease diagnosis, and patients can gain medical benefits like health or medication advice. The cooperation of data offloading and data sharing thus facilitates the delivery of health care services [3].

However, realizing the promises of such a cooperative system still faces non-trivial challenges. First, how to offload IoT healthcare data to edge-cloud for supporting efficiently health applications while guaranteeing both high QoS and data privacy is a critical issue. Most of traditional approaches [4-6] only either focus on the QoS problem of network latency and energy usage or data privacy for the healthcare offloading, while implementing a holistic framework with all these factors taken into consideration is vitally necessary. Second, the centralized cloud architectures remain single-point failures which potentially disrupts the entire network [7]. Moreover, the EHRs storage on central cloud adds communication overhead for data retrieval, although it requires less data management efforts. Third, it is not straightforward to implement secure data sharing in e-health networks where there is often a lack of transparency and trust among participants [2]. Attackers or curious users can access health data without users’ permission, leading to leakage risks of sensitive patient information. Finally, the feasibility and implementation of such a hybrid approach of data offloading and data sharing for healthcare applications remain unsolved in most existing works [7-13], [15], which urgently requires further innovative solutions.

To overcome the above challenges, this paper presents a novel cooperative architecture of data offloading and data sharing for healthcare using edge-cloud and blockchain. Edge computing is employed to offer cost-efficient offloading services for improving QoS, while privacy in computation is ensured by data encryption. We develop a decentralized storage system on cloud and employ smart contracts for reliable data sharing so that system latency and security requirements can be met. Due to resource constraints, MDs are regarded as lightweight nodes and only participate in the blockchain network for data collection or sharing, while mining works are done by resourceful cloud machines. The main purpose of blockchain adoption is to use its decentralization and security for building a distributed cloud system and a secure data sharing scheme, which effectively solve high latency overhead and single-point failure issues faced by conventional architectures [4-9]. We also conduct extensive real-world experiments to verify the feasibility of the proposed joint framework. In a nutshell, this article provides a set of contributions as follows:

1) We first propose an efficient data offloading scheme where IoT health data can be offloaded to nearby edge servers for data processing with privacy awareness.
2) We then propose a new data sharing scheme which is integrated to enable data exchange among healthcare users via blockchain. A trustworthy access control mechanism is also developed using smart contracts for access authentication to achieve secure EHRs sharing.
3) We conduct various experiments to verify the advantages
of the proposed approach over other baseline methods in terms of offloading and sharing performances.

The remainder of the paper is organized as follows. Section II discusses related works. We propose an integrated architecture in Section III with offloading and sharing formulation. Section IV presents implementation results on various performance metrics, and Section V concludes the paper.

II. RELATED WORKS

In this section, we survey the related works in data offloading and data sharing for healthcare.

A. Health Data Offloading

Many data offloading approaches have been proposed to support healthcare. In [4], mobile healthcare data can be offloaded to fog nodes or cloud for processing, analysis, and storage. In [6], [7], a multi-cloud model was proposed which enables offloading of mobile health data to the cloud under latency and energy constraints. The main drawback of such proposals is the high latency incurred by offloading data to remote clouds. Also, offloading privacy is not considered, which puts sensitive health data at risks of external attacks. Another work in [8] proposed an IoT architecture for executing healthcare applications on clouds, but optimization for memory usage of MDs required to offload the data and data privacy concerns are completely neglected. Meanwhile, other works [5], [9], [10] concentrated on offloading security issues in healthcare. For example, [9] used hash function and key cryptosystem for data security. Also, privacy issues for health data offloading were also solved in [5], [10] by using consensus algorithms and learning-based privacy preservation techniques with respect to response time and delay. However, the above studies lack the joint consideration of all QoS constraints (network latency, energy consumption and memory usage) and privacy awareness, which is of significant importance for offloading performance guarantees [2].

B. Health Data Sharing

Several solutions using blockchain are proposed for health data sharing. The work [11] introduced a privacy-preserved data sharing scheme enabled by the conjunction of a tamper-proof consortium blockchain and cloud storage. Furthermore, [12] described a hybrid architecture of using both blockchain and edge-cloud nodes where smart contracts are employed to monitor access behaviours and transactions. Despite data privacy enhancements, such solutions [11], [12] mainly rely on central cloud servers for EHRs storage, which remains single-point failure bottlenecks and incurs high communication overhead. Further, the performances of smart health contract have not been evaluated. Meanwhile, [13] employed an interplanetary file system (IPFS) with Ethereum blockchain for EHRs sharing over clouds, but data retrieval speed and security capability, which are important performance metrics, have not been verified. Recently, our works [3], [14] showed a first attempt to implement a mobile cloud EHRs sharing using decentralized storage IPFS and smart contract. The study in [15] investigated an access control protocol based on blockchain and external public key infrastructure (PKI), but it requires complex and expensive resources to achieve secure EHRs sharing [2].

Despite promising results, the aforementioned works fail to provide a cooperative framework of data offloading and data sharing for healthcare. This motivates us to develop a comprehensive solution by leveraging MEC and blockchain to provide better healthcare services in terms of enhanced QoS, improved privacy and security.

III. PROPOSED ARCHITECTURE AND SYSTEM DESIGN

We consider a healthcare system architecture in Fig. 1 consisting of four layers as follows. (1) IoT layer consists of many smart hospitals which monitor patients by MDs as mobile gateways in different locations from sensor IoT devices. (2) Edge layer includes a cluster of edge cloud nodes, each edge node manages a group of nearby IoT devices to provide distributed computing services for healthcare. All computations including data processing and analysis are implemented at the edge layer to offer instant healthcare services. (3) Cloud layer which stores processed health data from edge nodes and performs data sharing with end users. To build a cloud blockchain network, we create four key cloud components, including admin, EHRs manager, distributed cloud storage and smart contracts with miners and policy storage. Their details will be described in the next section. (4) End user layer is the network of healthcare users such as healthcare providers, caregivers and patients, who are interested in using cloud healthcare services. For instance, doctors use analysed health data on cloud for disease diagnosis, or patients can track their medical record history. Note that the blockchain network here consists of edge servers, cloud entities and end users, and are maintained by secure transaction ledgers distributed over the blockchain participants [14]. Next, we focus on the analysis of data offloading and data sharing schemes.

A. Health Data Offloading

We consider that each MD has multiple health data tasks \( N = \{1, 2, ..., N\} \) to be executed. We introduce an offloading decision policy denoted by a binary variable \( x_n^t \in \{0, 1\} \), where \( x_n^t = 1 \) means that task \( n \) is offloaded to the edge server, otherwise it is executed locally \( x_n^t = 0 \).

1) Offloading Model: Motivated by experimental results of our recent work [16], in this paper we propose an offloading architecture as Fig. 2 which includes two main modules: task profile and decision maker on mobile devices.

- Task profile: This module collects device information such as energy consumption (\( E \)), processing time (\( T \)) and memory usage (\( M \)) when executing data tasks, by using mobile performance measurement tools. Therefore, a task profile with a size \( D_n \) (in bits) can be formulated as a variable tuple \( [D_n, E_n, T_n, M_n] \) which is then stored in a database created on the MD for supporting offloading decisions.

- Decision maker: This module receives task profile information collected by the profile module to make offloading decisions. Similar to [17], [18], we employ an integer linear
programming model to develop a decision making algorithm on MDs. By using profile information, the algorithm analyses and makes decisions for executing locally or offloading to the MEC server. The main objective is to determine an optimal computation decision for each task to minimize computing latency, energy consumption and memory usage.

2) Offloading Formulation: Motivated by healthcare offloading studies in [10] and [18], we formulate the health data offloading problem with three main metrics, namely processing time, energy consumption and memory usage under two computation modes.

- **Local execution**: When a MD decides to execute the task \( n \) locally \((x_n = 0)\), it uses its resource to process healthcare data. We denote \( X_{n}^{l}, f_{n}^{l} \) as mobile CPU utilization for task \( n \) (in CPU/bit) and mobile computational capacity (in CPU/sec), respectively. Then, the local execution time can be calculated as \( t_{local}^{n} = \frac{D_{n}X_{n}^{l}}{f_{n}^{l}} \). We also define \( E_{n}^{local} \) and \( M_{n}^{local} \) as battery consumption (in Mah) and memory usage (Mbyte), which can be measured by mobile measurement tools [18].

- **Offloading to MEC server**: In the case of task offloading \((x_n = 1)\), the data task needs to be encrypted for security before transmitting to the MEC. We denote \( X_{n}^{enc}, X_{n}^{e}, f_{n}^{e} \) as mobile CPU utilization for encrypting the task \( n \) (in CPU/bit), edge CPU utilization (in CPU/bit), and edge computational capacity (in CPU/sec). Further, let denote \( r_{n} \) as the transmission data rate of the MD, the total offloading time can be expressed as \( t_{n}^{\text{offload}} = \frac{D_{n}X_{n}^{enc}}{f_{n}^{e}} + \frac{D_{n}X_{n}^{e}}{f_{n}^{e}} + \frac{D_{n}}{r_{n}} \). We also define \( E_{n}^{enc}, E_{n}^{trans} \) as encryption energy and energy for transmitting the task \( n \) to the MEC. Then, the total offloading en-
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**Fig. 1**: The proposed healthcare architecture.

**Fig. 2**: The data offloading scheme.
ergy is computed by \( E_{\text{offload}} = (E_{\text{enc}} + E_{\text{trans}} + E_{\text{dec}}) \). Moreover, the offloading process also incurs a memory usage cost for encryption, defined as \( M_{\text{offload}} \), which can be also obtained through mobile measurement tools [18]. Accordingly, the total offloading time, energy cost and memory usage can be expressed as follows.

\[
T_n = (1 - x_n)T_n^{\text{local}} + x_nT_n^{\text{offload}},
\]

\[
E_n = (1 - x_n)E_n^{\text{local}} + x_nE_n^{\text{offload}},
\]

\[
M_n = (1 - x_n)M_n^{\text{local}} + x_nM_n^{\text{offload}}.
\]

Based on above formulations, we can derive the optimization problem to jointly optimize time latency, energy cost and memory usage under system constraints as follows

\[
\min_{x} \sum_{n=1}^{N} (\alpha_t T_n + \alpha_e E_n + \alpha_m M_n)
\]

\[
\text{st.} \quad (C1) : \sum_{n=1}^{N} (x_nT_n^{\text{offload}}) \leq \sum_{n=1}^{N} (1 - x_n)T_n^{\text{local}},
\]

\[
(C2) : \sum_{n=1}^{N} (x_nE_n^{\text{offload}}) \leq \sum_{n=1}^{N} (1 - x_n)E_n^{\text{local}},
\]

\[
(C3) : \sum_{n=1}^{N} (x_nT_n^{\text{offload}}) + \sum_{n=1}^{N} (1 - x_n)T_n^{\text{local}}) \leq \tau,
\]

\[
(C4) : \sum_{n=1}^{N} (x_nM_n^{\text{offload}}) + \sum_{n=1}^{N} (1 - x_n)M_n^{\text{local}} \leq \zeta,
\]

where \( \alpha_t, \alpha_e, \alpha_m \) are the cost weights and all set to 1/3, respectively. Here, the constraints (C1), (C2) represent that the offloading cost of time delay and energy consumption should be less than the local execution cost when computing all healthcare data tasks on a MD. In fact, the solution of offloading tasks to the MEC should be preferred due to its efficient computation, especially for large-size tasks for better QoS. Further, the total task execution time should not exceed a maximum latency value (C3). Meanwhile, (C4) defines that the memory used for task computation must not exceed the available mobile memory. In this paper, we employed the particle swarm optimization (PSO)\(^1\) model written in java to build the above offloading optimization algorithm on Android phones. The PSO algorithm has proven its superior advantages over its counterparts like Genetic Algorithm (GA) regarding extremely low computational cost and simple implementation on Android devices for mobile offloading applications like healthcare [19].

1) Main Components: In the data sharing scheme, we assume that healthcare data were processed and stored on cloud by the offloading framework as designed in the previous subsection. The combination of cloud computing and blockchain can enable highly efficient data sharing with improved throughput, reduced data retrieval and better security [2]. Note that blockchain utilizes consensus validation [2] to achieve synchronization on distributed ledgers which are replicated across cloud entities, avoiding single-point failures, i.e. the disruption of an entity does not impact the operation of the cloud system thanks to strongly linked transactions over the blockchain [2]. We propose a sharing architecture on cloud as shown in Fig. [1] consisting of four main entities as follows.

- **EHRs manager**: It is responsible to control all user transactions on the blockchain network, including data storage processes of MDs and data access of mobile users. The management capability of EHRs manager is enabled by smart contracts through strict user policies.

- **Admin**: It manages transactions and operations on cloud by adding, changing or revoking access permissions. Admin deploys smart contracts and the only entity with the ability to update or modify policies in smart contracts.

- **Smart contract**: It defines all transactions allowed in the access control system. Users can interact with smart contracts by the contract address and Application Binary Interface (ABI). Smart contracts can identify, validate access and grant permissions for healthcare data request. It is considered as core software in our healthcare platform.

- **Decentralized IPFS storage**: We deploy on cloud a decentralized peer-to-peer file system InterPlanetary File System (IPFS), a network of distributed storage nodes to build a storage and sharing platform in the blockchain network [14]. Health results which were analysed from the offloading scheme are stored in identified IPFS nodes, while their hash values are recorded by EHRs manager and stored in Distributed Hash Table (DHT). We also integrate smart contracts with IPFS to improve decentralized cloud storage and controlled data sharing for better user access management. Details of IPFS settings can be seen in our recent work [14].

2) **Smart Contract Design**: We first create a sharing contract controlled by the admin to monitor transaction operations. We denote \( PK \) as the user’s public key, \( userRole \) as the user’s role, \( Addr \) as the patient’s address in blockchain. The contract mainly provides the following five functions.

- **AddUser(PK, userRole)**: (executed by Admin) This function allows to add a new user to the main contract. User is identified by their public key and is added into the contract with a corresponding role based on their request.

- **DeleteUser(PK, userRole)**: (executed by Admin) It is used to remove users from the network based on the corresponding public key. All personal information is also deleted from cloud storage.

- **PolicyList(PK)**: (executed by Admin) A peer of health provider-patient can agree on a policy which expresses their healthcare relation. For example, a patient has an identified doctor for his health care and only this doctor

\(^1\)https://github.com/topics/particle-swarm-optimization
has rights to access EHRs of his patient. The policy list contains users’ public keys in policy storage for identification when the smart contract processes new transactions.

- **RetrieveEHRs(PK, Addr)**: (executed by EHRs manager)
  It allows to retrieve cloud EHRs of patients. A blockchain entity needs to provide the address of patient (including **Patient ID** and **Area ID**) to the smart contract. The contract then verifies and sends a message to the EHRs manager to extract and return data to the requester.

- **Penalty (PK, action)**: (executed by Admin) When detecting an unauthorized request to EHRs system, the EHRs manager will inform smart contract to issue a penalty to the requester. In our paper, we give a warning message as a penalty to the unauthorized mobile entity.

Next, we present a data sharing protocol as summarized in the following four steps.

**Step 1: Request processing (executed by EHRs manager)**

The EHRs manager receives a new request as a transaction **Tx** associated with request IDs (including **AreaID** and **PatientID**) from a mobile user (i.e. a health provider or a patient). The EHRs manager will obtain the requester’s **PK** by using the **Tx.getSenderPublicKey()** function and send it to the contract for validation.

**Step 2: Verification (executed by the Admin)**

After receiving a transaction from EHRs manager (**msg.sender = ME**), the admin will verify the request based on its **PK** in the policy list of the smart contract. If the **PK** is available in the list, the request is accepted and now a data access permission is granted to the requester. Otherwise, the smart contract will issue a penalty through the **penalty()** function to discard this request from the blockchain network.

**Step 3: EHRs retrieval (executed by the Admin)**

Once the permission is granted, the contract will decode the transaction using the **abiDecoder.decodeMethod(Tx)** function to obtain the address information of EHRs in the data field of transaction (see Section II). Now the admin can know the **Area ID** and **Patient ID** of the request, and then forward it to EHRs manager for data retrieval from IPFS [14].

**Step 4: Data feedback (executed by EHRs manager)**

Once the requested data is found, the EHRs manager will send it to the requester. Now the sharing is finished and a new transaction is appended to blockchain and broadcasted to network users. Note that data in such transactions are mainly patient addresses, which are lightweight and efficient to store on the blockchain. Algorithm 1 shows our sharing protocol, and its source code is available in our recent work [14].

IV. EXPERIMENTAL RESULTS AND EVALUATIONS

In this section, we present experiments and perform implementation evaluations in details.

A. Experiment Settings

We implemented a full experiment with data offloading and data sharing tests to prove the proposed scheme, as shown in Fig. 3.

Algorithm 1 EHRs access protocol

1: **Input**: **Tx** (The data request on blockchain)
2: **Output**: **Result** (Access result)
3: **Initialization**: (by the EHRs Manager)
4: **Receive a new transaction Tx** from an end user
5: **Obtain the PK**: **PK ← Tx.getSenderPublicKey()**
6: **Send the public key to Admin**: (**msg.sender = EHRs Manager**)
7: **Pre-processing the request** (by Admin)
8: **if PK** is available in the policy list **then**
9:   **PolicyList(PK) ← true**
10: **end if**
11: **decodedTx ← abiDecoder.decodeMethod(Tx)**
12: **Addr ← web3.eth.getData(decodedTx[[DataIndex]]**)
13: **Specify DeviceID**: **D_ID ← Addr[Index[D_ID]]**
14: **Verification** (by the smart contract)
15: **while true do**
16:   **if PolicyList(PK) → true then**
17:      **if PolicyList(D_ID) → true then**
18:         **Result ← RetrieveEHRs(PK, Addr)**
19:      **else**
20:         **break**
21:     **else**
22:         **Result ← Penalty(PK; action)**
23:      **end if**
24:   **else**
25:      **Result ← Penalty(PK; action)**
26:   **break**
27: **end if**
28: **end while**

For the health data offloading implementation, we employed the Lambda Edge [20] service enabled by an Amazon EC2 server (Intel Xeon Family), CPU 2.5 GHz, 2 GB memory and maximum network bandwidth 3500 Mbps. We used a Sony Android mobile phone as a MD with Qualcomm Snapdragon 845 processor, 1GB memory, and a battery capacity of 2870mAh. The MD connects with the edge cloud computing on the wireless network via Wi-Fi with a maximum data rate of 11 Mbit/s. For data encryption, we used a symmetric algorithm AES to preserve data due to its less time and energy consumption [18] which is well suitable for low-latency health applications.
Healthcare data and programming code are necessary for our test. For a specific use case, we used Biokin sensors [3] as IoT devices to collect simultaneously human motion data (acceleration and gyroscope time-series data) and store in separate files to be executed by both MDs and the edge server. By using our data analysis algorithm, we can specify human movement severity levels (i.e., movement disorders) to serve doctors during clinical decisions [3]. For mobile performance evaluations, we employed Firebase Performance Monitoring service [21] to measure processing time, battery consumption, and memory usage. The mobile application for offloading optimization mentioned in Section III.A was implemented using Android studio 3.5. Meanwhile, for the evaluation of edge execution, we utilized the Kinesis Data Analytics service available on Amazon cloud to monitor data streaming and measure computation.

For data sharing experiment, we deployed a private Ethereum blockchain network supported by Amazon cloud where two virtual machines AWS EC2 were employed as the miners, two virtual machines Ubuntu 16.04 LTS were used as the admin and EHRs manager, respectively. The decentralized IPFS storage was integrated with Amazon cloud and its network configuration was presented in [14]. Our smart contract was written by Solidity programming language and deployed on AWS Lambda functions and its source code is available in [14]. Users can interact with smart contracts through their Android phone where a Geth client was installed to transform each smartphone into an Ethereum node. We also used two Android phones to investigate sharing results. More details of hardware configurations and parameter settings for our system are described in our recent works [3], [14], [16].

B. Experiment Results

1) Data Offloading Performance: We compare our scheme with two baselines: local execution [14] (only executing data on devices) and cloud computation [18] (offloading to the cloud server) to prove the advantages of our scheme. A set of health data files with different sizes (200 KB-1200 KB) [18] collected from sensors was used in evaluations. We implement each test with 10 times to obtain average values, and evaluate via three performance metrics: processing time, energy consumption, and memory usage as shown in Fig. 4.

For the processing time, it consists of execution time for the local case and encryption time, offloading time and remote execution time for the cloud and edge case. Based on results in Fig. 4, the proposed edge scheme achieves the best performance in terms of the average processing time. For instance, executing a 200 KB file by the edge scheme only consumes 1.1 sec, whereas it reaches about 1.3 sec and 1.5 sec in the cloud and local schemes, respectively. This leads to a 10-18% time saving of data execution by using edge computing. Further, the proposed edge scheme saves up to 31% and 15% time when computing a 1200 KB file, compared to local and cloud schemes, respectively. We also found with the selected human motion dataset, although data encryption is integrated in offloading, the edge-cloud offloading schemes still achieve better offloading performances than the local scheme, showing the efficiency of the proposed encryption technique.

For battery consumption, health data tasks consume less energy when being executed with the edge offloading scheme. As an example, offloading a 200 KB file consumes less 11% energy than the case of local computation and less 5% energy than the cloud scheme. Specially, the energy usage of the edge scheme becomes more efficient when the data size increases. For instance, executing a 1000 KB and 1200 KB file can save 21.3% and 28.1% energy, respectively when offloading the task to the edge server, while the cloud and local schemes consume higher energy. For memory performance, the edge and cloud schemes has the same memory usage due to using the same encryption mechanism for security. However, these schemes achieve greater memory performances, with 5% and 9% memory savings compared to the local scheme when executing a 200 KB and 1200 KB file, respectively. Note that the above implementation results were obtained from the proposed offloading application with human motion data and current hardware settings of devices and edge servers. Different mobile applications with other health data types such as Electroencephalography (EEG) or video data and different hardware settings can achieve different offloading performances [7]. However, generally the proposed edge of-

Fig. 4: Experimental results for local, cloud and edge computation.
floating scheme yields the best performances with enhanced time latency, energy, and memory usage and shows superior advantages than the cloud scheme and local scheme when the size of health data increases.

2) Data Sharing Performance: We investigated two main performance metrics: access control and network overheads for the proposed data sharing.

We present two use cases with authorized and unauthorized access to evaluate access control, as shown in Fig. 5. The goal is to enable end users to retrieve effectively EHRs on cloud and prevent malicious access to our cloud data. A mobile user, i.e. a doctor, who wants to access EHRs of his patient on cloud, can use an Ethereum account to register user information for joining the blockchain (Fig. 5(a)). After his request is verified by the cloud EHRs manager, he now starts to make a transaction to access EHRs by providing the address of his patient (including AreaID and PatientID as defined in the offloading scheme) as shown in Fig. 5(b). Our sharing system will then return data access results which are also updated on his mobile interface (Fig. 5(b)). Thus, the doctor can acquire patient’s disability levels (scores) computed from the offloading phase for medications. Once the EHRs access process is finished, a new transaction is appended into blockchain by mining process and broadcast to all participants. Patients thus can monitor sharing transactions and know who uses their data (Fig. 5(c)), thus ensuring user data ownership and network trustworthiness.

In the case of unauthorized access, the smart contract will verify and detect by the access protocol with a predefined policy list. Such illegal request is prevented and discarded from our EHRs database, and a warning message is returned to the requester (see Fig. 5(d)). A corresponding transaction for unauthorized access is also issued by the smart contract (see Fig. 5(e)). Obviously, blockchain is capable of controlling data access and thus improve system reliability and data privacy. Further security analysis is presented in the next sub-section.

Furthermore, we also investigated time overhead of data sharing as shown in Table I. Multiple MDs can access simultaneously the IPFS storage for data retrieval and time latency is measured. Specially, we compared our design with decentralized IPFS storage with the baseline [11] which utilized the conventional central cloud storage for sharing. The experiment results clearly show that the proposed decentralized storage scheme on IPFS cloud blockchain has significantly less time overhead as compared to the conventional scheme with centralized storage. For example, the proposed scheme can save 17% and 30% time for retrieving data on cloud in the case of 6 users and 12 users, respectively, in comparison with the baseline, which shows a significant advantage of the proposed IPFS-based storage approach.

C. Smart Contract Performance

To evaluate the performance of the smart contracts in our healthcare system, we investigated the operation costs of contract functions when there are 5 mobile users on our Ethereum blockchain as listed in Table II. The cost is calculated in gas unit and then converted into ether (cost unit of Ethereum blockchain) and US dollars by using an exchange rate of 1 Gas ≈ 0.00000002 Ether and 1 Ether ≈ $169.31 at the time of this study. We consider a realistic scenario that some new users can join the healthcare network, some current users can leave, and therefore AddUser and DeleteUser functions need to be executed. Furthermore, the contract can also allow data retrieval with RetrieveEHRs for authorized users or force penalties with Penalty for unauthorized users. All of these contract executions incur operation costs and the users need to pay for their service usage. From Table II, the amount of gas used for sharing services is 1573577 gas (5.316334 USD, ≈ 1.063 USD per user). Clearly, the financial cost for using our contract is low, which demonstrates the practicality of the proposed contract-based data sharing scheme.

D. Attack Models and Security Analysis

We consider two potential threat types as follows. External threats: during data offloading and sharing, external attackers can gain access to obtain health information. Insider threats: network participants may be untrusted and retrieve EHRs without users’ consent. Our design can address these issues and gain more security benefits than current works [7-12].

- We employ an AES encryption on MDs when performing offloading to encrypt healthcare data before transmitting to the edge server. This would establish a new security layer between devices and edge server to protect sensitive health information against external attack threats and thus improve data confidentiality. Furthermore, the proposed decentralized IPFS cloud system enables data storage on distributed virtual nodes on blockchain without central server. Once a data file of analysed health results is uploaded to the IPFS, its hash is automatically returned to the EHRs manager and this also updated in DHT table. Any modifications on data files in IPFS can be easily detected by the EHRs manager. The combination of hash checking and file verification, and user authentication of smart contract makes our system resistant with external attacks and significantly improves system integrity.

- Additionally, our blockchain uses community validation to establish a decentralized healthcare network among cloud entities, healthcare users and smart contract, where all participants are synchronized by transaction ledgers. Any modifications caused by curious users are reflected on the blockchain and
such malicious transactions are discarded from the network via consensus [2]. Users also share equal data management rights with the ability to monitor transactions, which in return guarantees data ownership and system reliability.

V. CONCLUSIONS

This paper proposes a novel cooperative architecture of data offloading and data sharing for healthcare by leveraging edge-cloud computing and Ethereum blockchain. We first propose a privacy-aware data offloading scheme where MDs can offload IoT health data to the edge server under system constraints. Then, a new data sharing is introduced by using blockchain and smart contract to enable secure data exchange among healthcare users. Specially, we develop a reliable access control mechanism associated with a decentralized IFPS storage design on cloud. Various experimental results demonstrate the significant advantages of the proposed offloading scheme over other baseline methods in terms of reduced time latency, energy consumption, and better memory usage. Moreover, the data sharing scheme can achieve efficient user authentication and significantly enhance data retrieval speeds while preventing malicious access to our healthcare system. System evaluations also prove that the operation cost of smart contract is low, and system security is guaranteed, showing the feasibility of our scheme for healthcare applications.
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