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Abstract

The solution of the scattering problem based on the Lippmann-Schwinger equation requires in many cases a discretization of the spectrum in the continuum which does not respect the unitary equivalence of the S-matrix on the finite grid. We present a new prescription for the calculation of phase shifts based on the shift that is produced in the spectrum of a Chebyshev-angle variable. This is analogous to the energy shift that is produced in the energy levels of a scattering process in a box, when an interaction is introduced. Our formulation holds for any momentum grid and preserves the unitary equivalence of the scattering problem on the finite momentum grid. We illustrate this procedure numerically considering the non-relativistic NN case for $^1S_0$ and $^3S_1$ channels. Our spectral shift formula provides much more accurate results than the previous ones and turns out to be at least as competitive as the standard procedures for calculating phase shifts.

1. Introduction

Scattering experiments provide usually the most direct phenomenological approach to constrain the corresponding dynamics in hadronic systems. The standard procedure is to determine the scattering observables, which in the case of rotationally invariant interactions reduces to the determination of phase-shifts via a partial wave analysis. The usefulness of the Hamiltonian method becomes more evident when dealing with the few-body problem, where one expects to determine bound states and resonances of multihadron systems in terms of corresponding potentials. In practice the calculation of phase shifts requires in general solving an scattering integral equation, such as the Lippmann-Schwinger (LS) equation [1] in the non relativistic case where for any given potential $V$ the corresponding S-matrix and hence the phase shifts are determined. While this is a valid perspective for theories where the interaction is known ab initio, ambiguities arise when one tries to infer the potential from scattering information, as it is usually the case in nuclear and hadronic physics. In fact, under an unitary transformation of the Hamiltonian, the corresponding phase-shifts remain invariant. This generates a whole equivalence class of Hamiltonians which are actually compatible with the known scattering information. The notion of equivalent Hamiltonians was introduced by Einstein in 1960 [2] (see also [3] and [4] for an early review and [5] [6] for implications at the relativistic level). This is similar to the equivalence under change of variables in quantum field theory [7],[8].

Only in few cases, however, can one provide an analytical solution of the scattering problem, so that one employs often a numerical method which implies a discretization procedure [9][10].

In the present work we will be concerned with the discretization in momentum space, since it has been widely used in the past and is the only practicable method for non-local interactions which have been and are commonplace in low and intermediate energy hadronic physics. This requires the introduction of a momentum or energy grid, which has a similar effect to introducing radial boundary conditions [11][12], but is in fact a more general scheme [13] (see [14–17] for a modern perspective). The interest for this kind of methods for the LS equation started with the work of Hafel and Tabakin [18] where actually the interest was more in providing a method to solve the Bethe-Goldstone equation, which is genuinely non-local, even if the original interaction is local. The computation of elastic-scattering phase shifts via analytic continuation of Fredholm determinants, which are isospectral, constructed using an square integrable basis was introduced in Ref. [19] (for a review see e.g. [20] and references therein). A relevant question is the choice of the particular grid (see e.g. [21] for consideration of adaptive mesh). We will take Gauss-Chebyshev grid whose energy eigenvalue problem corresponds to diagonalizing in a Laguerre basis [22]. We refer to [23] for a comprehensive and self-contained exposition on Chebyshev methods within the present context. To avoid confusion, ours corresponds to a radial one-dimensional momentum grid and not to a three-dimensional momentum grid proposed by the so-called KKR method [24][25] in solid state physics [26] and also called the Lüscher formula in the relativistic case because of more recent popularity within lattice-QCD calculations [27][28].

While the physics of a finite momentum grid is that of the bound states, the continuum limit provides a clear distinction between bound and scattering states. Actually, in a finite momentum grid important properties such as the intertwining properties of the Møller wave operators do not hold [29]. Moreover, the momentum grid solution of the LS equation is not invar-
where we will work in units $\hbar = 1$. The question, of course, is that since one expects that with a sufficiently fine grid the continuum limit will be recovered the number of grid points may be unnecessarily large.

In this letter we provide a method which is in fact rather accurate for a coarse grid, preserves phase-equivalence and in fact is more accurate than the standard numerical solution of the scattering problem based on the (phase-invariant) LS equation.

For a rotational invariant interaction, $[SU(2)/SU(1)]$ and hence the unitarity condition, $S(E+ie^2)S(E+ie^2) = 1$, follows also from $V = V^\dagger$ in Eq. [4]. From its definition $[S,H_0] = 0$, and the phase-shift is defined in terms of the eigenvalues of the S-matrix, so that $S(E)\varphi_0(E) = e^{\pm i\delta(E)}\varphi_0(E)$ with $H_0\varphi_0(E) = E\varphi_0(E)$. The equivalence under unitary transformations $U$ follows from the previous equations; if $[U,H_0] = 0$ then $H \rightarrow UHU^\dagger$ implies $V \rightarrow UVU^\dagger$ and hence $S \rightarrow USU^\dagger$, so that $\delta_0$ remains invariant. For a rotational invariant interaction, $[S,\tilde{L}] = 0$, so that the LS equation at the partial waves level for $E = k^2/(2\mu)$ reads

$$T_i(p',p) = V_i(p',p) + \frac{2}{\pi} \int_{0}^{\infty} q^2 dq q(q)|q\rangle_g ,$$

Introducing the reaction matrix via $T = R - i\pi\delta(E-H_0)$ one has

$$R_i(p',p) = V_i(p',p) + \frac{2}{\pi} \int_{0}^{\infty} q^2 dq q(q)R_i(p',q) ,$$

so that

$$R_i(p,p) = -\frac{\delta_i(p)}{p} .$$

### 2. Scattering on a finite momentum grid

As already mentioned, scattering occurs in the continuum but numerical approximation schemes discretize it by a finite momentum grid. We review here some well known aspects of both formulations in order to fix our notation.

#### 2.1. Continuum formulation

Quite generally we will consider non-relativistic scattering of two particles with masses $m_1$ and $m_2$ where $H = H_0 + V$, $H_0 = p^2/2\mu$ and $\mu = m_1m_2/(m_1 + m_2)$. Along the paper we will work in units $\hbar = 1 = \mu$. We will assume that the potential is rotationally invariant so that the total Hilbert space can be decomposed as $\mathcal{H} = \bigoplus_{l=0}^{\infty} \mathcal{H}_l$ and work on the partial wave basis $|p,l,m\rangle$ which is assumed to fulfill the completeness relation in the Hilbert subspace $\mathcal{H}_l$

$$1 = \frac{2}{\pi} \int_{0}^{\infty} q^2 dq |q\rangle_g \langle q| .$$

Thus, the action of the Hamiltonian on a given state in momentum space is given by

$$H\psi(p) = p^2\psi(p) + \frac{2}{\pi} \int_{0}^{\infty} q^2 dq V(p,q)\psi(q) .$$

where $V(p',p)$ are the matrix elements and the corresponding Schrödinger equation in momentum space reads,

$$H\psi(p) = E\psi(p) ,$$

$E = k^2 \geq 0$ and a bound-state with (negative) eigenvalue $P_0 = -R_0$ corresponds to a pole in the scattering amplitude at imaginary momentum $P_0 = i\gamma$.

In the continuum the S-matrix is defined as a boundary value problem for $E \geq 0$

$$S(E + ie) = 1 - 2\pi\delta(E - H_0)T(E + ie) ,$$

where we have introduced the T-matrix which satisfies the scattering equation in operator form,

$$T(E) = V + VG_0(E)T(E) = V(1 - G_0(E)V)^{-1} ,$$

where $G_0(E)$ is the free energy isomatrix, $H_0$ is the potential $\varphi_0(E)$ is the eigenstate, $\delta_0 = 0$, and the phase-shift is defined in terms of the eigenvalues of the S-matrix, so that $S(E)\varphi_0(E) = e^{\pm i\delta(E)}\varphi_0(E)$ with $H_0\varphi_0(E) = E\varphi_0(E)$. The equivalence under unitary transformations $U$ follows from the previous equations; if $[U,H_0] = 0$ then $H \rightarrow UHU^\dagger$ implies $V \rightarrow UVU^\dagger$ and hence $S \rightarrow USU^\dagger$, so that $\delta_0$ remains invariant. For a rotational invariant interaction, $[S,\tilde{L}] = 0$, so that the LS equation at the partial waves level for $E = k^2/(2\mu)$ reads

$$T_i(p',p) = V_i(p',p) + \frac{2}{\pi} \int_{0}^{\infty} q^2 dq q(q)|q\rangle_g ,$$

and introducing the reaction matrix via $T = R - i\pi\delta(E-H_0)$ one has

$$R_i(p',p) = V_i(p',p) + \frac{2}{\pi} \int_{0}^{\infty} q^2 dq q(q)R_i(p',q) ,$$

so that

$$R_i(p,p) = -\frac{\delta_i(p)}{p} .$$

#### 2.2. Discrete formulation

The previous equations can be solved numerically by restricting the Hilbert space $\mathcal{H}_l$ to a finite N-dimensional space $\mathcal{H}_l^{2N}$. On a N-dimensional momentum grid, $p_1 < \cdots < p_N$, by implementing a high-momentum ultraviolet (UV) cutoff, $p_{max} = \Lambda$, and an infrared (IR) momentum cutoff $p_{min} = \Delta p$. The integration rule becomes

$$\int_{\Delta p}^L df(p) \rightarrow \sum_{n=1}^{N} w_nf(p_n) ,$$

and the completeness relation in discretized momentum space reads

$$1 = \frac{2}{\pi} \sum_{n=1}^{N} w_n p_n^2 |p_n\rangle |p_n\rangle ,$$

For instance, the eigenvalue problem on the grid may be formulated as

$$H\varphi_0(p) = P_0^2\varphi_0(p) ,$$

where the matrix representation of the Hamiltonian reads

$$H_{nn} = P_n^2\delta_{nn} + \frac{2}{\pi} \sum_{m=1}^{N} w_n p_n^2 V_{nm} .$$

To ease the notation we will drop the angular momentum quantum number $l$ and the third component $m_l = -l,\ldots,l$ in what follows.
where $H_{nm} = H(p_n, p_m)$ and $V_{nm} = V(p_n, p_m)$ have been defined.

In practice we will use the Gauss-Chebyshev quadrature method taking the corresponding grid points \[35, 36\], which after re-scaling to the interval $[0, 1]$, read,

$$p_n = \Lambda \sin^2 \left( \frac{\pi n}{2N} \right), \quad (13)$$

$$\phi_n = \frac{\pi}{N}(n-1/2), \quad (14)$$

$$w_n = \Lambda \sin \phi_n \Delta \phi_n, \quad (15)$$

$$\Delta \phi_n = \frac{\pi}{N}, \quad (16)$$

where we have introduced the Chebyshev angle, $\phi_n$, which will play a crucial role in our considerations bellow. From these definitions we have

$$p_{\text{min}} = p_1 = \Lambda \sin^2 \left( \frac{\pi}{4N} \right), \quad (17)$$

$$p_{\text{max}} = p_N = \Lambda \sin^2 \left( \frac{\pi}{2N}(N-1/2) \right). \quad (18)$$

As it is well known, this grid choice guarantees an exact result for polynomials in $p$ to order $M \leq N$, i.e.

$$\int_0^\Lambda dp \frac{P_M(p)}{\sqrt{\Lambda^2 - p^2}} = \sum_{n=1}^N w_n \frac{P_M(p_n)}{\sqrt{\Lambda^2 - p_n^2}}. \quad (19)$$

Taking matrix elements on the momentum grid of the LS equation in operator form we get

$$T_{nm}(p) = V_{nm} + \frac{N}{\pi} \sum_{k=1}^N w_k \frac{p^2_k}{p^2_k + p^2_{m} + i\epsilon} V_{nk} T_{km}(p), \quad (20)$$

where $p^2$ is the scattering energy. The on-shell limit is obtained by taking $p = p_1$ on the grid. As usual we switch to the reaction matrix which on the grid yields the equation for the half-on-shell amplitude

$$R_{nm}(p_m) = V_{nm} + 2 \sum_{k=0}^N w_k \frac{p^2_k}{p^2_k - p^2_{m} + i\epsilon} V_{nk} R_{km}(p_m), \quad (21)$$

where the excluded sum embodies the principal value prescription of the continuum version in the limit $\epsilon \to 0$. This equation can be solved by inversion for any grid point $p_n$, and thus we may obtain the phase-shifts

$$-\tan^2 p_n(\phi_n) = R_{nm}(p_n), \quad (22)$$

where the superscript LS denotes that these phase-shifts are obtained from the solution of the LS equation on the grid. Of course, the limit $N \to \infty$ should be understood in the end. As mentioned, one drawback of the LS formulation is the fact that if we undertake a unitary transformation on the grid, $U_{nm}$ of the Hamiltonian the, the $T_{nm}(p)$ in Eq. (20) still transforms as its continuum counterpart (for any $\epsilon$) but the phase-shifts given by Eq. (22) do not remain invariant due to the principal value prescription\footnote{This has been explicitly shown within the context of the similarity renormalization group\[15, 13\].} Hence the LS phase-shifts are not isospectral.

3. Spectral shifts: the transition from the discrete to the continuum

In the previous section we have described how the scattering equations can be solved by discretizing the spectrum, thus violating the isospectrality of the phase-shifts. In this section we discuss three alternative spectral shifts: the momentum shift, the energy shift and the Chebyshev-angle shift which enjoy the isospectrality of the phases.

3.1. Momentum-shift prescription: scattering in a spherical box

The momentum-shift prescription proposed by Fukuda and Newton long ago \[11,12\] is the simplest and assumes that the scattering process takes place in configuration space in a large spherical box of radius $R$. For a potential with a finite range $a$ the reduced wave function $u_0(r)$ has the following asymptotic behavior for $R \geq r \gg a$

$$u_0(r) \sim \sin \left( \frac{pr - \frac{1}{2} \pi}{2} + \delta_0(p) \right), \quad (23)$$

and must vanish for $r = R$, so that $u_0(R) = 0$, which implies that

$$pR - \frac{1}{2} \pi + \delta_0(p) = n\pi. \quad (24)$$

In a finite momentum grid of $N$ points the equation yields $N$ eigenfunctions, and thus Eq. (24) holds for every $p_n$. In absence of interactions, $\delta_0 = 0$, and one has

$$pR - \frac{1}{2} \pi = n\pi, \quad (25)$$

with $n = 1, \ldots, N$, and $\Delta p_n \equiv p_{n+1} - p_n = \frac{\pi}{R}$ is the separation of the grid points. Representing now the distorted momentum by $\hat{p}_n$, and using Eq. (25) to replace $n\pi + \frac{1}{2}\pi$, one can write

$$\hat{p}_n R + \delta_0(\hat{p}_n) = p_n R, \quad (26)$$

which, using that $\Delta p_n = \pi R$ becomes

$$\delta(\hat{p}_n) = -\pi \frac{\hat{p}_n - p_n}{\Delta p_n} = -\pi \frac{\Delta p}{\Delta p_0}. \quad (27)$$

This is the momentum-shift formula which strictly speaking holds for an uniformly distributed momentum grid. This is equivalent to a trapezoidal rule quadrature which is generally a poor integration method. In Section 4 we will consider Eq. (27) for the Chebyshev grid quadrature method, namely

$$\delta^{\text{MS}}(\hat{p}_n) = -\pi \frac{p_n - \hat{p}_n}{w_n}. \quad (28)$$

3.2. Scattering in an energy-equidistant discretized spectrum

An alternative approach was proposed simultaneously by De-Witt \[13\]. Let us present DeWitt’s argument in a slightly different way so that our points can be easily formulated. For the sake of clarity and the benefit of the reader we try to be pedagogical here since we found some parts hard to follow. Let us consider the eigenvalue problems

$$H\psi_n = E_n \psi_n, \quad (29)$$

$$H_0\psi_n^{(0)} = E_n^{(0)} \psi_n^{(0)}, \quad (30)$$
with \( H = H_0 + V \). Our notation is such that \( E_n \rightarrow E_n^{(0)} \) when \( V \rightarrow 0 \), and as according to the Landau-von Neumann theorem, there is no crossing between non-degenerate levels \([37]\).

The cumulative number associated to the discretized Hamiltonian \( H \) reads

\[
N(E) = \sum_n \theta(E - E_n) = \text{Tr} \theta(H - E) ,
\]

(31)

where we have introduced the trace \( \text{Tr} A = \sum_n \langle \psi_n | A | \psi_n \rangle \). For a discrete spectrum this function represents a staircase, with unit jumps at any eigenenergy, \( E_n \). In order to proceed further it is important to separate the states into positive and negative energy states. In the continuum limit the negative energy states will become bound states whereas the positive energy states will become scattering states. Starting from the free Hamiltonian where all energies are positive, \( E_n^{(0)} > 0 \), with a gradually increasing attractive interaction some energy levels may drive into the negative energy spectrum. From a variational point of view the discretized energy provides an upper bound of the true spectrum, since the discretization procedure may be viewed as a restriction on the physical Hilbert space, \( E_n^N \geq E_n^{(0)} \) and thus the net effect of the finite grid is repulsive. In what follows we will assume that the grid is fine enough so that no positive energy level will cross zero.

The step function in Eq. \((31)\) can be regularized as proposed in Ref. \([38, 39]\), namely introducing a small imaginary energy \( i\epsilon \rightarrow i0^+ \), as follows

\[
\frac{1}{\pi} \text{Im} \log(-x + i\epsilon) = \frac{1}{\pi} \frac{\tan^{-1}(x/\epsilon)}{\epsilon} ,
\]

(32)

where for a general complex number \( z = \rho e^{i\theta} \) with \(-\pi \leq \theta \leq \pi\) we define the logarithm

\[
\log z = \log \rho + i\theta ,
\]

(33)

where the branch cut runs along the negative real axis. Deriving with respect to \( x \) we also get

\[
\frac{1}{\pi} \text{Im} \left( \frac{1}{x - i\epsilon} \right) = \frac{1}{\pi} \frac{\epsilon}{x^2 + \epsilon^2} \rightarrow \frac{x}{\delta(x)} ,
\]

(34)

where it is important in what follows to keep a finite \( \epsilon \) and to take the continuum limit \( N \rightarrow \infty \) with \( \Delta n \equiv E_n^{(0)} - E_{n-1}^{(0)} \rightarrow 0 \).

Then we have, the regularized cumulative number

\[
N(E - i\epsilon) = \frac{1}{\pi} \sum_{n=1}^{N} \text{Im} \log(E_n - E + i\epsilon)
\]

(35)

\[
= \frac{1}{\pi} \text{Im} \text{Tr} \log(H - E + i\epsilon)
\]

(36)

\[
= \frac{1}{\pi} \text{Im} \log \text{Det}(H - E + i\epsilon)
\]

(37)

where the identity \( \log \text{Det} A = \text{Tr} \log A \) has been used. Using a similar equation for \( H_0 \) and its corresponding cumulative number \( N_0 \) we get for the difference,

\[
\Delta N(E - i\epsilon) \equiv N(E - i\epsilon) - N_0(E - i\epsilon)
\]

\[
= \frac{1}{\pi} \text{Im} \log \text{Det} \left[ \left( H - E + i\epsilon \right) \right.
\]

\[
\times \left. (H_0 - E + i\epsilon)^{-1} \right] 
\]

\[
= \frac{1}{\pi} \text{Im} \log \text{Det} \left[ 1 - G_0(E - i\epsilon)V \right]
\]

(38)

where \( G_0(E - i\epsilon) = (E - i\epsilon - H_0)^{-1} \) is the resolvent of the free Hamiltonian and the cyclic property of the trace can be used to allocate \( V \) to the left or to the right of \( G_0 \). The discontinuity of this function is defined as

\[
\text{Disc} \Delta N \equiv \Delta N(E - i\epsilon) - \Delta N(E + i\epsilon) .
\]

(39)

Direct application of the eigenvalues yields,

\[
\text{Disc} \Delta N = -\frac{2}{\pi} \sum_n \left\{ \tan^{-1} \left[ \frac{E_n - E}{\epsilon} \right] - \tan^{-1} \left[ \frac{E_n^{(0)} - E}{\epsilon} \right] \right\} 
\]

(40)

In order to carry out the sum we use the trigonometric identity,

\[
\tan^{-1}(x) - \tan^{-1}(y) = \tan^{-1} \left[ \frac{x-y}{1+xy} \right] ,
\]

(41)

so that we get

\[
\text{Disc} \Delta N = \frac{2}{\pi} \sum_n \tan^{-1} \left[ \frac{(E_n^{(0)} - E_n)/\epsilon}{1 + (E_n^{(0)} - E_n)/\epsilon^2} \right] 
\]

(42)

In this formula the continuum limit \( \Delta \epsilon \rightarrow 0 \) has to be taken before the limit \( \epsilon \rightarrow 0 \). In the limit \( \Delta \epsilon/\epsilon \ll 1 \) we change the summation into an integral, \( \sum_n \rightarrow \int dn \). One crucial aspect in DeWitt’s formulation is the explicit use of a uniform energy spectrum, so that one takes \( E_n^{(0)} = n\Delta \epsilon \) and thus \( E_n = n\Delta \epsilon + \Delta E_n \) where \( \Delta E_n \) is the energy shift. Clearly, in the continuum limit \( \Delta \epsilon \rightarrow 0 \) the energy shift vanishes \( \Delta E_n \), but the ratio \( \Delta E_n/\Delta \epsilon \) remains finite. Defining the change of variables \( t = n\Delta \epsilon/\epsilon \), in the limit \( \Delta E_n/\epsilon \rightarrow 0 \), one gets, after shifting the integration variable,

\[
\text{Disc} \Delta N = \frac{2}{\pi} \frac{\Delta \epsilon}{\Delta \epsilon} \int_{-\infty}^{\infty} dt \tan^{-1} \left[ \frac{\Delta E/\epsilon}{1 + t^2 + \Delta E/\epsilon} \right]
\]

(43)

\[
\rightarrow -\frac{2}{\pi} \frac{\Delta E/\epsilon}{\Delta \epsilon} \int_{-\infty}^{\infty} dt \left[ \frac{\Delta E/\epsilon}{1 + t^2} \right]
\]

(44)

\[
\rightarrow -2\pi \frac{\Delta E}{\Delta \epsilon} .
\]

(45)

In order to connect this sum with scattering information we take into account Eq. \([38]\) and note that the r.h.s of Eq. \([4]\) can then be written as

\[
(1 - G_0(E - i\epsilon)V)(1 - G_0(E + i\epsilon)V)^{-1}
\]

\[
= 1 - [G_0(E - i\epsilon) - G_0(E + i\epsilon)V]V(1 - G_0(E + i\epsilon)V)^{-1}
\]

\[
= 1 - 2\pi i \delta(E - H_0)T(E + i\epsilon) = S(E + i\epsilon) ,
\]

(46)
so that using \( G_0(E - i\varepsilon) - G_0(E + i\varepsilon) = 2\pi i\delta(E - H_0) \) we get

\[
\text{Disc} \Delta N = \text{Im} \log \text{Det} \Sigma(E + i\varepsilon) = 2\delta(E),
\]

where we have used that the \( S \)-matrix is energy diagonal in the continuum, i.e. \( S(E)\delta(E) = 0 \) for \( E' \neq E \). Merging this result and the previous Eq (45) we finally get

\[
\delta(E) = -\pi \frac{\Delta E}{\Delta \varepsilon},
\]

where the energy dependence is in the energy shift. We stress that this formula holds for an equidistant energy grid, which would correspond to a trapezoidal rule in energy. If we write it as the independent variable we may apply the Gauss-Chebyschev grid defined by Eqs. (13)-(16) we get

\[
\delta_n^{\text{ES}} = -\pi \frac{P_n^2 - P_{n-1}^2}{2\sin P_n}.
\]

### 3.3. Chebyshev-shift

In order to profit from both the use of the Gauss-Chebyshev grid and the previous DeWitt’s formula, we introduce the angle \( \phi \) given by

\[
p = \frac{\Lambda}{2}(1 - \cos \phi), \quad 0 \leq \phi \leq \pi,
\]

so that the Gauss-Chebyshev grid provides an equidistant angle. Thus, if we use \( \phi \) as the independent variable we may apply DeWitt’s argument mutatis mutandis for a cumulative number \( N(\phi) \). Using the analogy between the energy levels of scattering states in a box and the discretization given by a finite grid, and observing that the equidistance happens in the argument of the cosine function, we prescribe the following formula based on the shift of such an angle, and write:

\[
\delta_n = -\pi \frac{\Phi_n - \Phi_{n-1}}{\Delta \Phi_n} = -\pi \frac{\Delta \Phi_n}{\Delta \phi_n},
\]

where \( \Phi_n = \frac{\pi}{N} (n - \frac{1}{2}) \), \( d\Phi_n = \frac{\pi}{2N} \), and the “distorted” angles \( \Phi_n \) are calculated from Eqs. (13)-(16) replacing \( p_n \) by \( P_n \). Thus,

\[
\delta_n^{\Phi} = \frac{2N}{\Lambda} \left[ \sqrt{p_n(\Lambda - P_n)} - \sqrt{P_n(\Lambda - p_n)} \right]
\]

This is the main result of this paper.

One might think that using a similar change of variables in the LS equation might alter its convergence properties, since discretization and reparametrization are generally non commutative operations. Note however that, from Eq. (13) one has

\[
dp = \frac{\Lambda}{2} \sin \phi dp.
\]

On the Chebyshev grid one has \( dp_n = \delta \pi / N \) if \( d\phi_n = \pi / N \), so that this change of variables does not modify the original discretized equation in momentum space.

### 3.4. Bound state modifications

The occurrence of a bound state modifies the formulas in the case of the energy shift, since direct application of the differences violates the well known Levinson’s theorem [40], which in the continuum becomes

\[
\delta_0(0) - \delta_1(\infty) = n_1 \pi,
\]

with \( n_1 \) the number of bound states. In the discrete case, there appears a discrete momentum scale which requires some re-ordering of the states [15][17]. In the case of the energy shift it becomes

\[
\delta_n^{\text{ES}}(p_n) = \begin{cases} 
-\pi \frac{p_n^2 - p_{n-1}^2}{2\sin p_n} & \text{if } n < n_{\text{BS}} \\
-\pi \frac{p_{n_{\text{BS}}}^2 - p_n^2}{2\sin p_n} & \text{if } n = n_{\text{BS}} \\
-\pi \frac{p_n^2 - p_{n_{\text{BS}}}^2}{2\sin p_{n_{\text{BS}}}} & \text{if } n > n_{\text{BS}}
\end{cases}
\]

where \( p_{n_{\text{BS}}} = (p_{n_{\text{BS}}} + 1 + p_{n_{\text{BS}} - 1})/2 \). Note that in this prescription only the eigenvalues \( p_n \) corresponding to momenta \( p_n < p_{n_{\text{BS}}} \) are shifted one position to the left. The cases for the \( p \)-shift and \( \phi \)-shift are similar.

### 4. Numerical results

We come to our numerical results and analyze how the scattering phase-shifts obtained from the energy-shift, momentum shift and \( \Phi \)-shift formulas compare with the results obtained from the standard method based on the LS equation. Along the text, we may use the abbreviations \( p \)-shift, \( E \)-shift, and \( \phi \)-shift in order to refer to the momentum-shift, energy-shift and angle-shift prescriptions given by Eq. (28), (49) and (52), respectively.

We will see that the \( \phi \)-shift method prescription is the best and the only one that reproduces almost exactly solution calculated in the continuum, even for a coarse grid. In fact, as we shall show in our numerical study, the method gives reliable predictions even for a grid with a very small number of points. The generalization to any momentum grid amounts to finding the variable that is uniformly distributed along the momentum grid.

#### 4.1. Separable models

In our numerical comparisons we use a separable model potential with the structure

\[
v_l(p', p) = C_l g_l(p') g_l(p),
\]

where \( C_l \) is positive or negative for repulsive and attractive interactions respectively. For this form of potential the LS equation, Eq. (5) is solved by the ansatz \( T_l(p', p, E) = g_l(p') g_l(p) T_l(E) \), which inserted in Eqs. (7)-(8) yields

\[
-p \cot \delta(p) = -\frac{1}{V_l(p, p')} \left[ 1 - 2 \int_0^\infty dq q V_l(q, q') \right].
\]

In practice we take the toy Gaussian potential \( g_\alpha(p) = e^{-p^2/L_\alpha^2} \) proposed in [15] for NN scattering in the
Figure 1: (Color online) Comparison of results using our \( \Phi \)-shift prescription (blue dots) with the numerical fit (green, smooth line) and with the result obtained solving the LS equation (orange). Each column corresponds to the same calculation using a grid of \( N = 10, 20, \) and 50 points, respectively.

Figure 2: (Color online) Phase shifts calculated using different prescriptions (as specified by a label in the figure) and compared with the exact solution (green, smooth line without markers). In each case the phase shifts are represented as a function of the interacting momentum (darker line with round markers), and as a function of the free momentum (lighter line with square markers). We have used a grid of \( N = 20 \) points.

Figure 3: (Color online) Selected interval of the \(^1S_0\) phase shifts depicted in first row of Figure 2, where the discrepancy between different results is more visible.
$^1S_0$ and $^3S_1$ channels, where $C_\alpha$ and $L_\alpha$ are given by $(C_{^1S_0},L_{^1S_0}) = (-1.92\text{ fm}, 1.20\text{ fm}^{-1})$ and $(C_{^3S_1},L_{^3S_1}) = (-2.30\text{ fm}, 1.55\text{ fm}^{-1})$ and describe $NN$ scattering at small momenta. Taking these values, we may then proceed to check the phase-shift determined by the $p\cdot E$ and $\phi$-shift formulations, which only generates them on grid points.

4.2. Dependence on the momentum grid and comparison with the standard method

In this section we study numerically how our $\phi$-shift results, calculated in a finite momentum grid, differ from the exact solution in the continuum (green, smooth line in all figures) and confront these results with the standard method based on the LS equation.

Figure 1 shows the phase shifts obtained by solving the LS equation, Eq. (22) (in orange), and by the $\phi$-shift prescription Eq. (52) (blue dots). Both of them are compared with the numerical fit (smooth, green line) which represents the exact solution. Each column of Fig. 1 corresponds to the same calculation, but using a different number of grid points, $N = 10, 20, 50$, respectively. It is impressive how the $\phi$-shift formula reproduces exactly the exact solution in all cases, even in the grid with least points, $N = 10$. Conversely, we observe how the LS method converges to the continuum as the number of points increases and a comparatively larger number of grid points is required to reproduce the exact solution. The LS results are worse in the case of the $^1S_0$ wave, where the phase shifts undergo larger changes is a relatively small interval of momentum and thus the number of points describing the curve becomes more important.

4.3. Comparison with different spectral-shift prescriptions

In this section we compare the $\phi$-shift prescription with the $p$-shift and $E$-shift ones. Figure 2 shows, for both channels, the resulting phase shifts obtained from the different formulas, as indicated by a label in the corner. All of them are compared with the exact solution.

In all cases, we may represent the results as a function of the interacting momentum $P_n$ or as a function of the free momentum $p_n$. Every graphic in Figure 2 shows both curves and Figure 2 shows a selected interval of the $^1S_0$ channel, where the difference between lines is more visible. Here $\delta(P_n)$ is represented by a darker line with round markers, while $\delta(p_n)$ is represented by a lighter line with square markers. Of course, the phase shifts have the same values but are horizontally displaced from each other by the momentum shift, as it can be observed in the figures. As it turns out, the formulation as a function of the interacting momentum lies closer to the exact solution in all cases. This appears reasonable if one notes that in the case of the $p$-shift formula, the phase shift must be a function of the interacting momentum by construction. Although there is nothing in DeWitt’s argument [13] that suggests that the distorted momentum should be used as the independent variable, we note that in the relativistic case and for very light masses the $E$-shift prescription converges to the $p$-shift one. This suggests to consider the interacting momentum as the independent variable in all cases.

It is remarkable that in the $\phi$-shift case (first column of Figures 2 and 3 in blue), both lines, the one depicted as a function of $p_n$ and the one as a function of $P_n$, precisely overlap the exact solution and there is no difference among both criteria. Indeed, one can barely see the green line in this case, and the darker blue line is totally covered by the lighter-blue line.

The fact that the $E$-shift or the $p$-shift prescriptions produce worse results than the $\phi$-shift one is reasonable. These prescriptions assume equal-distance separation of energy levels and momentum levels, respectively, while in our Gauss-Chebyshev grid, this separation occurs in the Chebyshev angle. The $E$-shift and $p$-shift prescriptions appear thus to be a (non exact) but approximate formula. Nevertheless, both of them still turn out to be a considerably good approximation, since the quality of the results for the studied $N = 20$ case are by far better than those obtained through the standard LS equation.

5. Conclusions

In this letter we have presented a new method which solves the scattering problem by diagonalizing the corresponding Hamiltonian in a momentum grid. This guarantees that the phase-shifts are invariant under unitary transformations on the finite grid, unlike the usual solutions based on the Lippmann-Schwinger equation.

We presented and studied the predictive power of the momentum-shift and energy-shift method for calculating phase shifts. We have proposed a new prescription based on an argument that holds for almost any momentum grid. The prescription requires to find the variable that holds an equidistant space between points along the momentum grid. In our case, the chosen grid is a Gauss-Chebyshev quadrature and the equal spacing occurs in the angle $\phi = \frac{\pi}{2}(n - 1/2)$. Having identified this quantity, we follow DeWitt’s reasoning [13] and calculate phase-shift from the $\phi$-shift produced by the interaction. We observe that this prescription yields remarkable good results, even for a grid with a small number of points. We have observed, furthermore, that, in contrast to what is formulated by DeWitt, it is better to consider the phase shifts as a function of the distorted momentum – following the momentum-shift prescription [11] –, instead of as a function of the free momentum.

Theses result suggest that the new $\phi$-shift method offers a reliable tool for numerical calculations of phase shifts in a discretized momentum grid which turns out to surpass in precision other conventional formulas. Extensions to coupled channels and relativistic systems are straightforward and will be analyzed in detail elsewhere.

Acknowledgment

This work is supported by the Spanish MINECO and European FEDER funds (grants FIS2014-59386-P and FIS2017-85053-C2-1-P) and Junta de Andalucía (grant FQM-225). M.G.R. has been supported in part by the European Commission.
References

[1] B.A. Lippmann and J. Schwinger, Phys. Rev. 79 (1950) 469.
[2] H. Ekstein, Phys. Rev. 117 (1960) 1590.
[3] J.E. Monahan, C.M. Shakin and R.M. Thaler, Phys. Rev. C4 (1971) 43.
[4] M. Srivastava and D.W. Sprung, Off-shell behavior of the nucleon-nucleon interaction, Advances in Nuclear Physics, pp. 121–218, Springer, 1975.
[5] W.N. Polyzou, Phys. Rev. C82 (2010) 014002, 1001.4523.
[6] W.N. Polyzou, Phys. Rev. C82 (2010) 064001, 1008.3222.
[7] J.S.R. Chisholm, Nucl. Phys. 26 (1961) 469.
[8] S. Kamefuchi, L. O’Raifeartaigh and A. Salam, Nucl. Phys. 28 (1961) 529.
[9] H.P. NoYES, Phys. Rev. Lett. 15 (1965) 538.
[10] K.L. Kowalski, Phys. Rev. Lett. 15 (1965) 798.
[11] A. Reifman, B.S. DeWitt and R.G. Newton, Phys. Rev. 101 (1956) 877.
[12] N. Fukuda and R.G. Newton, Phys. Rev. 103 (1956) 1558.
[13] B.S. DeWitt, Phys. Rev. 103 (1956) 1565.
[14] O.A. Rubtsova et al., Phys. Rev. C81 (2010) 064003.
[15] E. Ruiz Arriola, S. Szpigel and V.S. Timóteo, Phys. Lett. B735 (2014) 149.
[16] O.A. Rubtsova, V.I. Kukulin and V.N. Pomerantsiev, Annals Phys. 360 (2015) 613, 1501.02531.
[17] E. Ruiz Arriola, S. Szpigel and V.S. Timóteo, Annals Phys. 371 (2016) 398, 1601.02360.
[18] M.I. Haftel and F. Tabakin, Nucl. Phys. A158 (1970) 1.
[19] W.P. Reinhardt, D.W. Oxtoby and T.N. Rescigno, Phys. Rev. Lett. 28 (1972) 401.
[20] A.D. Alhaidari et al., The J-matrix method (Springer, 2008).
[21] D. Eyre and C. Wright, Journal of Computational Physics 74 (1988) 73.
[22] E.J. Heller and H.A. Yamani, Phys. Rev. A9 (1974) 1201.
[23] A. Deloff, Annals Phys. 322 (2007) 1373,[quant-ph/0606100]
[24] J. Korringa, Physica 13 (1947) 392.
[25] W. Kohn and N. Rostoker, Physical Review 94 (1954) 1111.
[26] W. Jones and N.H. MarchTheoretical solid state physics Vol. 35 (Courier Corporation, 1985).
[27] M. Luscher, Commun. Math. Phys. 104 (1986) 177.
[28] M. Luscher, Nucl. Phys. B354 (1991) 531.
[29] J. Muga and R. Levine, Physica Scripta 40 (1989) 129.
[30] E. Ruiz Arriola, S. Szpigel and V.S. Timóteo, Phys. Lett. B728 (2014) 596, 1307.1231.
[31] E. Ruiz Arriola, S. Szpigel and V.S. Timóteo, Few Body Syst. 55 (2014) 989, 1310.8526.
[32] M. Gómez-Rocha and E. Ruiz Arriola, 15th International Conference on Meson-Nucleon Physics and the Structure of the Nucleon (MENU 2019) Pittsburgh, Pennsylvania, USA, June 2-7, 2019, 2019.01715.
[33] R.H. Landau, Quantum mechanics II: a second course in quantum theory (John Wiley & Sons, 2008).
[34] S. Szpigel, V.S. Timoteo and Fd.O. Duraes, Annals Phys. 326 (2011) 364, 1003.4663.
[35] B.P. Demidovich and I.A. Maron, Computational mathematics (, 1973).
[36] J. Stoer, F.L. Bauer and R. BulirschNumerische Mathematik Vol. 5 (Springer, 1989).
[37] L.D. Landau and E.M. Lifshits, Quantum Mechanics, Course of Theoretical Physics Vol. v.3 (Butterworth-Heinemann, Oxford, 1991).
[38] E. Ruiz Arriola and L.L. Salcedo, Mod. Phys. Lett. A8 (1993) 2061.
[39] J. Caro, E. Ruiz Arriola and L.L. Salcedo, J. Phys. G22 (1996) 981, [nucl-th/9410025]
[40] Z.Q. Ma, J. Phys. A39 (2006) R625.