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Abstract: A sizeable body of literature reveals a strong relationship between mode choice and health status. Therefore, society would benefit from travel if transportation and urban planners motivated more individuals to satisfy their desire for travel by active transportation rather than motorized transportation. Despite rich existing literature about the relations between the built environment and travel, we still need to address some research gaps in explaining travel mode choice. As a shortcoming, identifying and measuring the primary motivations for trips, and then incorporating such motivations into travel mode choice modelling, has received less attention in previous research.

In this regard the current paper follows two main goals. It aims to differentiate between trips by determining the main utility of travelers and then analyzes the impact of the built environment measurements and subjective attributes on mode choice decision. Using data from a survey of 515 participants who reside in Isfahan, Iran, we conducted a series of binary logistic models to explore how the built environment influences mode choice decisions for different trips, controlling for socio-economics and subjective attributes. The results show that the number of hedonic trips were sizably more than utilitarian trips. It was found that travel mode choice for utilitarian and hedonic trips is influenced by travel habits and subjective attitudes, but the built environment also matters. Specifically, two built environment characteristics, including density and diversity, can substitute walking/cycling for driving for utilitarian trips. In addition, car use for hedonic trips is not influenced by built environment measurements. It seems that the utility and desire of hedonic driving depends on mode of travel. It is concluded that driving and walking/biking for hedonic and utilitarian trips are not single behaviors and differentiating between trips according to their main utility and considering both objective and subjective attributes helps urban and transportation planners prescribe appropriate spatial and nonspatial strategies to encourage walking/biking.
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1. Introduction

During recent years, travel mode choice has received attention from the fields of urban and transport planning [1] and public health [2]. Increased sustainable transport modes for different types of trips could make an environment healthier and more cohesive by reducing traffic congestion, air pollution and emissions [3–5], improving public and private health [6–8] and increasing social unity and sense of place in neighborhoods [9,10]. Theoretically, smart growth, compact city, new urbanism and transit-oriented development as recent urban planning approaches have focused on sustainable travel mode choice. Empirically, a large body of studies have been carried out to investigate the impacts of different factors on mode choice. In spite of significant progress in this field, we still need to address some research gaps in explaining travel behavior. As an important shortcoming, eliciting primary motivations and utilities of trips, and then incorporating such motivations into travel behavior modelling, have received less attention in previous research.
The majority of past studies chiefly assumed that travel is a derived demand. It means that people just travel to engage in activities which are distributed within an area [11,12]. It is fully agreed that this notion can truly explain the primary motivation of mandatory trips such as work, medical care and business trips [11,13]. Nevertheless, there are some other types of travel, including both directed trips (purposive) and undirected trips (see [13]). In these cases, travel has a positive intrinsic utility and is not just a means of reaching a destination. So, travel is not a disutility that should be minimized.

As a common classification in previous studies, trips have been classified into utilitarian and recreational travel. A few studies, directly concerning motivation of trips, classified the trips based on having a destination in mind or having no destination in mind [13–16]. These classifications can be challenged because the boundary of some trips or activities was blurred, and because of this ambiguity the characterization of some trips was inconsistency across studies [17]. In addition, individuals may have a specific destination for their trips but reaching the destination is not their primary motivation. According to Kang et al. [15], the lack of specificity in differentiating between trips with different motivations may contribute to weakening the estimation power of mode-choice models. The lack of a clear procedure, and a standard instrument to identify and measure trip motivations, may be chief challenges in differentiating between trips [18–20]. Therefore, a better understanding of primary motivation of trips is essential to prescribe policies more realistically.

Considering the aforementioned matters, the contribution of this study is as follows: (1) the study aims to make distinction between nonwork trips according to their main utility and then incorporates this primary utility to mode choice modeling; (2) this study attempts to capture any influence of subjective attitudes including lifestyle, travel attitudes and sense of place on an individuals’ travel mode decision. These factors, especially sense of place, have received less attention in the literature compared to built environment attributes. (3) Most previous relevant studies were conducted in Europe, North America, and Australia, while research in a developing country, which has dissimilar social, cultural, and geographical situations, may disclose different results.

It worth noting that current research focused on nonworks trips, because these kinds of trips mainly do not have a mandatory nature and it is more likely that people start such trips for different utilities. It is hypothesized that it is more likely that nonutilitarian or hedonic travel is weakly affected by built environment factors, while utilitarian trips are strongly affected by built environment factors controlling for subjective variables including socio-economics, lifestyle, attitudes and sense of place.

2. Literature

From a theoretical standpoint, the literature, dating back approximately three decades, supports the intrinsic motivation of travel and provides important insights into this type of motivation. Jones [21] suggested that it is “more realistic to view destination choice process as an interactive trade-off between the positive and negative features of both travel and destination options”. Hupkes [22] pointed out that that “the utility for travel has not only derived but intrinsic components . . . which can be called intrinsic utility”. Mokhtarian et al. [11] reviewed the earlier academic perspectives on the “positive utility of travel”. Thus, if this kind of utility exists, it is important to better realize it and incorporate it into travel behavior modeling. Mokhtarian and Salomon [12] suggest three components of ‘utility for travel’: “the utility of activities conducted at the destination”, “the utility of activities that can be conducted while traveling”, and “the utility of activity of traveling itself”. These aspects could theoretically be distinctive, but practically are complex and less easily measured. Derived demand theory simply explains the demand for travel based on the first aspect. The other elements refer to intrinsic and positive utility of travel [12,13]. It seems that derived travel is made due to the first affinity, and ‘excess travel’ is made due to the last two aspects of utility. Excess travel is specified as ‘travel beyond that which is necessary to reach a destination’ [12]. Therefore, for excess travel, individuals may take a longer route (or a more distant destination) and consequently spend more time and money.
From an empirical standpoint, the French National Travel Survey of 2007 revealed that “the destination for the 15% of trips is not the only important thing and fewer than 3% of trips are promenade without precise destination” [14]. From “travel time” perspectives, Gripsrud and Hjorthol [23] supported the idea that travel time is not only a disutility, but can be useful and productive. Based on a household survey in the San Francisco Bay Area, Redmond and Mokhtarian [24] reported that ideal travel time for 98.8% of participants is nonzero. Redmond and Mokhtarian [24] showed that only 1.8% of their sample stated an ideal commute time of less than four minutes. Based on a sample of 106 Lexington, Kentucky, Parkany et al. [25] found that one third of drivers chose paths which had a travel time at least 10% higher than the shortest routes. The ideal travel is an optimal travel time that comprises both of intrinsic and extrinsic utilities of travel [26].

A major challenge of typical transportation surveys is that they are not sensitive to intrinsic motivation of travel. This issue could be due to difficulty in assessing the extent to which a given trip is intrinsically or extrinsically motivated. Mokhtarian et al. [27] suggested applying “teleportation test” as an important modification to a standard travel/activity diary. The teleportation test is a helpful tactic to clarify between the mentioned utilities of travel [28]. The teleportation test is simply applied by this question: “If you could snap your fingers or blink your eyes and instantaneously teleport yourself to the desired destination, would you do so?” [11]. If participants clearly answered ‘no’ to the teleportation test, they would refer to the intrinsic utility of travel [28].

The other part of our interest in the current study is to develop the discussion on connection between the built environment, subjective attributes, and mode choice selection after controlling for socio-economic variables. The built environment has been mostly identified by density, diversity, design and transit accessibility [29]. Numerous studies from developing and developed countries argue that mode choice decisions are significantly affected by different built environment characteristics, and reveal almost similar results. The results of previous research on built environment and mode choice decisions, focusing on developing countries, are combined as follows. Much research found that density measurements (population and job density) are negatively associated with car use, and positively related to cycling, walking and public transit usage [30–41]. Indeed, previous research found that a higher degree of mixed land use reduced car use and encouraged nonmotorized travel modes [29,37,42–44]. The results argue that high density and diversity shorten distances between activities and support walking, and cycling, while decreasing car dependency [35,39,45]. However, some studies did not find significant impacts of mixed land use on travel mode choice [45,46]. As for design, previous studies mostly concluded that walking and biking are positively associated with network connectivity, block density and street and intersection density [29,39,47]. Nonetheless, Zhao [48] and Etmnani–Ghasrodashti and Ardeshiri [43] mentioned that increase in roads density would decrease the probability of nonmotorized modes. Several studies found a significant negative linkage between walking/biking and distance to the Central Business District (CBD) [49,50] and transit accessibility [50,51]. Transit accessibility was found to lower the probability of driving [52,53]. The meta-analysis study of Ewing & Cervero [29] showed that intersection or street density most positively impacted, and land-use mix marginally impacted, on walking and transit mode choice. Surprisingly, they found population and job densities had a weak association with travel behavior.

Socio-demographics have often been considered in the relevant research. Regarding age, the results are mixed. Some studies found that older people walk more often and are less likely to drive [16,54,55], but others reported reverse results [43,56]. Walking is generally found to be higher among women than men [55,57]. Car ownership, generally has a negative association with the probability of walking/cycling [57–59], whereas the bicycle ownership has a positive association with cycling [59–61]. Household size is often found to have a positive association with car ownership and car use, and a negative relationship with walking [41,54]. Much research has found that educational level, employment status or income are positively associated with car use and negatively related to walking/cycling [16,41,43,57].
The theoretical mechanism supporting these facts that lifestyle, attitudes, habit and sense of place impact on travel behavior is grounded in the theories of “value-belief-norm theory” [62] and “planned behavior (TPB)” [63]. Lifestyle as behavioral patterns is “derived from underlying opinions and orientations, including beliefs, interests and attitudes” [64]. Therefore, lifestyles can be considered as general orientations to different subjects like leisure, work, family, consumption and housing [65]. Previous research, which incorporated the lifestyle concept in travel behavior models concluded that lifestyle significantly impacted on car availability, trip distance and trip frequency by different modes [43,66]. Etminani-Ghasrodashti and Ardeshiri, [43] found that the effects of lifestyle on travel behavior was stronger than the built environment. TPB theory claims that an individual’s intention directly leads to performing a behavior [63]. The contribution of travel attitudes and perceptions of neighborhood characteristics in explaining travel behavior has been explained using TPB theory [13,43,66–70]. TPB has been criticized because it does not consider unconscious human behaviors [71]. In fact, individuals do not always behave consciously [72,73] and their behaviors are driven by unconscious processes. Therefore, other individual factors such as habits should be accounted for as well [67–70]. Hence, travel habits are taken into consideration in this study.

3. Methodology
3.1. Data and Study Area

Our data were collected through a survey conducted in 12 neighborhoods across Isfahan, Iran in 2018 (see Figure 1). Isfahan, as the largest city in the center of Iran (with 1.8 million people), has nearly a population density of 3734 persons per square kilometer and 534,256 households [74].

Figure 1. Location of study areas in Isfahan.

Selection of appropriate study areas was a critical step in this research. A review of the literature showed that relevant studies purposively selected a limited number of neighborhoods based on several features. For instance, Cao et al. [75] chose six neighborhoods...
from the Austin, TX area according to their development era. Cao et al. [13,76] chose eight neighborhoods according to neighborhood type, size of metropolitan area and region of the state. Pan et al. [77] chose four representative neighborhoods from the inner and outer city of Shanghai, China according to the time-periods of their development. Soltani [6] selected three neighborhoods from the inner and outer city of Shiraz, Iran according to their locations and street layout.

In the present study, we conducted a process to select appropriate neighborhoods. The process is summarized in Appendix A, which displays the cascading structure for choosing appropriate study areas. Our chief goal was to select diverse neighborhoods in terms of built environment dimensions including design, density and diversity. We potentially included all 219 neighborhoods in an initial database to capture the maximum diversity of neighborhood urban forms. In the first stage, the neighborhoods were categorized into four types (ABCD neighborhood typology) using the urban form proposals of Isfahan’s detailed plan (2012) and Google Earth aerial views. The ABCD-Typology’s examples and characteristics are shown in Appendix A. In brief, A-type refers to traditional and irregular urban fabric, B-type refers to semitraditional urban fabric, C-type refers to middle suburbs and relatively regular urban fabric and D-type refers to outer suburbs with a grid pattern of streets. In the second and third stages, density and land use diversity value were measured and divided into three levels: high, medium and low. Then, the neighborhoods of each urban form type were classified into three categories based on each dimension: high density and diversity, medium density and diversity and low density and diversity. As shown in Appendix B, 12 clusters were identified in total. After these processes, 219 neighborhoods were reduced to 20 neighborhoods. Finally, we picked one sample from each of the twelve clusters, which included a total of 12 neighborhoods. The process provided enough variation between case studies and allowed us to much better scrutinize the impact of the built environment features on travel behaviors.

After selecting appropriate neighborhoods, we calculated the sample size using Israel’s [78] random classified sampling method (confidence level = 0.05; sampling error = 0.05). According to this method, at least 400 participants were needed as the sample size. Based on the random classified approach, all residents of the neighborhoods were marked with a specific number, and random samples were chosen using a random number table. Then, 515 questionnaires were distributed between the samples and 415 were completely answered after face-to-face interviews. Except for ages of 25–44 (which is slightly greater than that of the population), acceptable compatibility was observed by a comparison of the characteristics between sample and population. Tables 1 and 2 show the key individuals’ and households’ characteristics of the participants.

3.2. Travel Habit

In this study, the frequency of nonwork trips was considered as travel habit. In some research the frequency of behavior was understood as an indicator of habit [79]. Habit is operationally defined by Ouellette and Wood [80] as past behavior (e.g., behavior from the past week up to a year ago). Participants were requested to report the number of their nonwork trips during a normal week by three transport modes including walking/cycling, private automobile and public transportation.

3.3. Primary Motivation of Trips and Mode Choice

As stated, individuals may make their trips for different utilities including extrinsic, intrinsic or both. Respondents were asked to choose their last nonwork trip (during the interview day or the day before) and then report the mode choice. To measure individuals’ motivations for this last nonwork trip, the teleportation test and two other statements were used as follow: “If it was possible, I would like to teleport myself to the desired destination in the blink of an eye”; “while I was going to reach a specific destination, I also wanted to change the mood of myself or my family” and “the trip was necessary at that time and it was not possible to ignore or postpone it”. In this regard, we questioned participants to specify how true the above-
mentioned statements were for the trips on a 5-point scale from “not at all” to “entirely”. By analyzing the responses, four groups of respondents (or trips) with different types of motivations were recognized (see Table 3). For the first group, travel was a pure means of accessing a specific destination. For the second group, travel was mainly pursued for its own sake. In fact, intrinsic positive utility of travel for this group was much more important than reaching a desired destination. According to their primary motivation, these groups were called utilitarian trips and hedonic trips. A third group of respondents indicated that their trips were conducted for both qualities (intrinsic and extrinsic motivation) of travel as nearly equal. For the fourth group, the motivations of trips were not clear because the individuals responded to the questions inconsistently. These groups consisted of 130, 195, 35 and 55 members respectively. In this study, the two last groups were ignored because of small sample size and unclear motivation; so we focused specifically on utilitarian and hedonic groups.

Table 1. Individual’s characteristics of respondents.

| Individuals’ Characteristics | Sample Frequency (%) |
|-----------------------------|----------------------|
| Sex                         | Female 49            |
| Age                         | 17–24 9.7            |
|                             | 25–44 61.1           |
|                             | 45–64 21.9           |
|                             | >65 7.2              |
| Employment status           | Unemployed 3.1        |
|                             | Student 11.1         |
|                             | Retired 8.6          |
|                             | Part time employed 10.6 |
|                             | Self employed 24.2   |
|                             | Full time employed 13.1 |
|                             | Housewife 29.4       |
| Educational Background      | Illiterate 0.6       |
|                             | Elementary 14.7      |
|                             | High school 35.6     |
|                             | Bachelor 41.4        |
|                             | Master or Ph.D. 7.8  |
| Driving License             | Yes 76.7             |

Table 2. Household characteristics of respondents.

| Household Characteristics | Sample |
|---------------------------|--------|
|                           | Average (Std. Dev.) | Frequency (%) |
| Family Member             | 3.71  | -            |
| Number of employees in household | 1.55  | -            |
| Number of students in household | 0.59  | -            |
| People above 70 in household | 0.14  | -            |
| Number of motorcycles in household | 0.37  | -            |
| Number of private autos in household | 1.12  | -            |
| House ownership Ownership | 68.6  | -            |
| Type of house              | Apartment 48.1 | - |
|                           | Other 52      | - |
| Car parking in house       | Yes 90.6     | - |
| Household income           | IRR <20 million 34.7 |
|                           | IRR 20–35 million 46.4 |
|                           | IRR 35–50 million 13.9 |
|                           | IRR >50 million 5 |
Table 3. Travel characteristics of sample.

| Types of Trips   | Auto Frequent (%) | Transit Frequent (%) | Walking/Cycling Frequent (%) | Other Frequent (%) | Total Frequent (%) |
|------------------|-------------------|----------------------|------------------------------|-------------------|-------------------|
| Utilitarian trips| 16.1%             | 3.6%                 | 8.9%                         | 1.9%              | 130 (31.3%)       |
| Hedonic trips    | 21.9%             | 3.1%                 | 25.6%                        | 3.6%              | 195 (47%)         |
| Other trips      | 7.2%              | 1.9%                 | 5.6%                         | 0.6               | 90 (21.7%)        |
| **Total**        | **188**           | **36**               | **166**                      | **25**            | **415 (100%)**    |

| Travel Habit     | No. of trips per week | Mean, Std. dev. |
|------------------|-----------------------|-----------------|
|                  | 4.24                  | (3.34)          |
|                  | 2.19                  | (2.94)          |
|                  | 4.54                  | (3.59)          |

3.4. Objective Built Environment

Using ArcGIS 10.2 software, we measured the basic spatial characteristics of the study areas based on the updated Isfahan’s detailed plan [81]. A variety of spatial variables were considered as built environment attributes. Density, design, diversity and local accessibility to transit are the most important built environment variables in the literature. We calculated these dimensions at trip origins to understand the impact of built environment on mode choice for home-based trips.

Density of population is represented by the number of inhabitants per unit area (e.g., hectare). Diversity of the built environment is measured by the Herfindahl–Hirschman Index (HHI), as an indicator of land use diversity and is calculated by the sum of squares of the percentages of each type of land use “in” a unit area. In the present study, we measured residential, commercial, recreational, cultural and religious, educational, sport/medical, and vacant use as major types of land use. If a unit area is covered by one kind of land use, this index shows the maximum value of 10,000 [82]. Share of road, empty land and open and green space were calculated by dividing the area of each land use by neighborhood area and multiplying by 100. The number of bus stations and bus lanes near the neighborhoods were measured as indicators of transit accessibility for calculating ordinal distance to the center of the Isfahan metropolitan area, which was divided into four distinctive regions from inner region to outer region. In terms of neighborhood types, we categorized four neighborhood types into two general urban forms (irregular and regular). The irregular urban form is described by nongeometric structures, curvilinear and narrow street patterns, high number of cul-de-sacs, and large residential block sizes. The regular urban form has a regular and grid street pattern, low number of cul-de-sacs and small block sizes. Table 4 displays the built environment dimensions of 12 surveyed neighborhoods.

Table 4. Summary of built environment characteristics in 12 case studies.

| Built Environment Variable     | Average | Std. Dev. | Min. | Max. |
|--------------------------------|---------|-----------|------|------|
| Neighborhood area (ha)         | 89.3    | 33.5      | 35   | 174  |
| Population                     | 12,101  | 5226      | 2720 | 23,856|
| Number of households           | 3981    | 1804      | 862  | 8076 |
| Distance to CBD (km)           | 6.6     | 3.1       | 1.4  | 12   |
| Share of apartments (%)        | 67.8    | 16.02     | 33.9 | 87.6 |
| Population density (population/ha) | 132.5 | 28.25     | 77.6 | 172.8|
| Land use mix (Herfindahl–Hirschman Index) | 2021.6 | 772.3     | 864  | 3451 |
| Share of park and green space (%) | 3.43  | 3.46      | 0.15 | 12.94|
| Share of commercial/service area (%) | 2.59  | 2.1       | 0.36 | 7.57 |
| Share of empty land use (%)    | 8.3     | 9.4       | 10   | 27.21|
| Share of road (%)              | 32.49   | 4.15      | 25   | 36.94|
| Number of bus lanes near the area | 4.75  | 3.34      | 1    | 14   |
| Number of bus stops            | 11.11   | 4.64      | 4    | 21   |
3.5. Subjective Variables and Clustering of Participants

This section briefly explains about lifestyle, attitudes and sense of place statements, underlying constructs of these statements, and then clustering of participants. First, factor analysis was used to determine underlying constructs of lifestyle, attitudes and sense of place statements. Then, final scores of the underlying factors were used as inputs to the cluster analysis. In the case of lack of previous knowledge about participants’ structure, cluster analysis is a helpful means to identify groups of participants who shared common characteristics under manifold dimensions. The K-Means algorithm is one of the most widely used clustering methods. The K-Means performs an iterative search of multiple data points to find the best combination of centroids for a specified number of clusters K. The K-means algorithm tries to maximize intergroup variance and minimize intragroup variance to determine similar clusters. In the current paper, the clustering process was conducted to find groups using the criteria of “largest number of possible groups and largest number of cases explained” [83].

3.5.1. Lifestyle

To measure lifestyle dimensions, relevant travel behavior research has mostly used the behavioral patterns of activity and time use [66]. This paper measured lifestyles using the fields of leisure, consumption, health and technological activities. Our survey contained a list of eight leisure interests, three statements related to health and four statements related technological and cyber space activities. We requested participants to indicate how much they spent their leisure time for different leisure activities, and how much they did the activities related to health and technological and cyber space activities on a 5-point ordinal scale from “never” to “very much”. After conducting a factor analysis, all items were reduced to four underlying factors (principal components analysis, Varimax rotation, and 51.57% variance explained, KMO = 0.776), Modern Lifestyle, Healthy Lifestyle, Traditional Lifestyle and Hedonism Lifestyle (SL) (see Table 5).

| Lifestyle Statements                                                                 | Modern Lifestyle | Healthy Lifestyle | Traditional Lifestyle | Hedonism Lifestyle |
|------------------------------------------------------------------------------------|-----------------|-------------------|-----------------------|-------------------|
| Activity on social networks (Telegram, Instagram, Whatsapp, Soroush, etc.)         | 0.712           | -0.107            | -                     | 0.379             |
| Going to restaurant or coffee shop                                                 | 0.710           | -0.119            | 0.331                 | -                 |
| Installation and use of functional applications on your phone                      | 0.703           | -                 | -0.149                | -                 |
| Professional activities on the Internet in relation to the job or field of study    | 0.686           | -                 | -0.136                | -                 |
| Doing unnecessary activities and wasting time on internet                          | 0.627           | -0.169            | -0.170                | 0.389             |
| Going to the cinema with family or friends                                         | 0.594           | -                 | 0.364                 | -0.132            |
| Going to religious places and pilgrimages                                          | -0.588          | -                 | -0.128                | -0.111            |
| Avoiding overeating and eating low-fat and low-salt foods                          | -0.147          | 0.776             | -                     | -0.138            |
| Performing periodic health examination or check-up                                 | 0.147           | 0.659             | 0.147                 | -                 |
| Exercise or physical activity on a regular basis                                   | -0.117          | 0.646             | -0.126                | 0.312             |
| Going to the park and leisure place with family or friends                          | -               | -0.151            | 0.662                 | 0.341             |
| Visiting family                                                                    | 0.283           | 0.101             | 0.563                 | -0.238            |
| Presence in urban spaces                                                           | 0.302           | -                 | 0.534                 | -                 |
| Go to shopping malls                                                              | -               | -                 | 0.374                 | -                 |
| Strolling on the streets without a specific destination in mind                     | -               | -                 | -                     | 0.826             |

In the second step, we used the final scores of the factors as inputs to the K-means clustering in order to identify clusters of similar lifestyles. Using the K-mean, participants were clustered into three homogenous groups in terms of lifestyle (see Table 6 and Figure 2). The analysis of the clusters showed that all groups were significantly different according
to Modern Lifestyle \( (F = 156.530, p < 0.0001) \), Healthy Lifestyle \( (F = 212.153, p < 0.0001) \), Traditional Lifestyle \( (F = 30.36, p < 0.0001) \), and Hedonism Lifestyle \( (F = 52.6, p < 0.0001) \).

**Table 6.** Homogenous clusters of lifestyles.

| Lifestyle Factors      | Cluster 1                               | Cluster 2                | Cluster 3                               |
|-----------------------|-----------------------------------------|--------------------------|-----------------------------------------|
|                       | Traditional, Healthy & Hedonism         | Semi-Modern, Semi-hedonism & Unhealthy | Modern, Healthy & Un-hedonism           |
| Modern Lifestyle      | $-0.76387$                              | $-0.02793$               | $0.93059$                               |
| Healthy Lifestyle     | $0.569$                                 | $-1.0059$                | $0.61274$                               |
| Traditional Lifestyle | $0.62136$                               | $-0.10156$               | $-0.3372$                               |
| Hedonism Lifestyle    | $0.45883$                               | $-0.08067$               | $-0.3147$                               |
| Total member (%)      | 35.3                                    | 34.7                     | 30                                      |

**Figure 2.** Homogenous clusters of lifestyles.

Cluster 1 had a Traditional, Healthy and Hedonism lifestyle. Cluster 2 was characterized by Semimodern, Semihedonism & Unhealthy lifestyle. Cluster 3 had a Modern, Healthy and Unhedonism lifestyle.

### 3.5.2. Attitudes

Recent research has analyzed the contribution of travel attitudes in explaining travel behavior by exploring people’s travel likes and dislikes, their opinions about environmental issues, their views about commute benefits, and their sense about travel freedom and travel stress [11,84]. This paper concentrates on individuals’ attitudes toward several traffic management policies. Participants were questioned to state how much they agreed or disagreed with five statements on a 5-point Likert scale from “strongly disagree” to “strongly agree”. By conducting factor analysis (principal components analysis, Varimax rotation, and 71.5% variance explained, KMO = 58.3), these five items were extracted into three factors: Pro-Physical development, Pro-transit & car limitation, Pro-increasing fuel price (see Table 7).
Table 7. Pattern matrix for attitudes.

| Attitude Statements                                                                 | Attitude Factors |
|-------------------------------------------------------------------------------------|------------------|
| To solve the traffic problem in the city of Isfahan we need to create more parking. | Pro-Physical Development | -0.143 | -0.145 |
| To solve the traffic problem in the city of Isfahan we need to create more streets and wide many streets. | Pro-Transit & Car Limitation | 0.158 | 0.205 |
| To solve the traffic problem and air pollution in the city of Isfahan transit infrastructures should be developed. | - | 0.858 | -0.198 |
| I agree with the traffic plans which limit using private cars. | 0.123 | 0.618 | 0.428 |
| I really agree with the increase in the price of fuel (gasoline and petrol) to control the pollution and traffic in the city of Isfahan. | - | - | 0.912 |

Similar to lifestyle, participants were clustered into three homogenous groups in terms of attitudes using K-mean cluster (see Table 8 and Figure 3). The analysis of the clusters showed that all groups were significantly different according to Pro-Physical development ($F = 133.914, p < 0.0001$), Pro-transit & car limitation ($F = 42.845, p < 0.0001$) and Pro-increasing fuel price ($F = 311.507, p < 0.0001$). Respondents belonging to cluster 1 were mainly pro-increasing fuel price. Cluster 2 was characterized by pro-transit and car limitation. Individuals of cluster 3 were also described by pro-physical development.

Table 8. Homogenous clusters of attitudes.

| Attitude Factors | Cluster 1 | Cluster 2 | Cluster 3 |
|------------------|-----------|-----------|-----------|
| Pro-Increasing Fuel Price | 0.22668 | -1.03987 | 0.95043 |
| Pro-transit & car limitation | -0.12678 | 0.79146 | -0.27137 |
| Pro-increasing fuel price | 1.91535 | -0.13644 | -0.41458 |
| Total member (%) | 14.4 | 28.1 | 57.5 |

Figure 3. Homogenous clusters of attitudes.
3.5.3. Sense of Place

Despite attitudes toward travel behavior and different transport modes, attitudes toward places or attributes of human–place interaction have received less attention. In travel behavior modelling it is important to consider the emotional and affective interactions with place besides physical and need-based interaction with environment [85].

Following the literature on travel behavior and sense of place [85,86], we adapted a series of statements relating the respondents’ sense of place. Similar to previous subjective variables, participants were questioned to state how much they agreed or disagreed with nine statements on a 5-point Likert scale from “strongly disagree” to “strongly agree”. By conducting factor analysis (principal components analysis, Varimax rotation, 57% variance explained, KMO = 0.676), these statements were extracted into three factors: place satisfaction, place attachment and community, and place safety and beauty (see Table 9).

Table 9. Pattern matrix for sense of place.

| Sense of Place Statements | Sense of Place Factors |
|---------------------------|------------------------|
|                           | Satisfaction | Attachment & Community-Oriented | Safety & Beauty |
| There are various shops within walking distance. | 0.823        | 0.146            | 0.146          |
| I go out of the neighborhood less to meet my needs. | 0.750        | 0.124            |               |
| Access to public transport is satisfactory in this neighborhood. | 0.728        |                   |               |
| I have warm relations with neighbors in the neighborhood. | 0.232        | 0.766            |               |
| I have a lot of memories with this neighborhood. | 0.196        | 0.504            | 0.448          |
| I do not like to migrate from this neighborhood to another. | 0.177        | 0.146            | 0.676          |
| Our neighborhood is a safe neighborhood. |                |                   |               |
| Traffic and bustle in our neighborhood are annoying. | 0.304        | 0.166            | −0.666         |
| The facade of the buildings and the landscape of our neighborhood are beautiful and attractive. | 0.495        | −0.198           | 0.520          |

In the next step, the cluster analysis categorized participants into two homogenous groups in terms of sense of place (see Table 10 and Figure 4). The ANOVA analysis of the clusters showed that all clusters were significantly different according to Place satisfaction (F = 607.709, p < 0.0001), Place attachment and Community (F = 81.364, p < 0.0001), Place safety and beauty (F = 193.453, p < 0.0001). Cluster 1’s respondents mainly had a strong sense of place according to all three factors, whereas respondents belong to cluster 2 had a weak sense of place.

Table 10. Homogenous clusters of sense of place.

| Sense of Place Factor | Cluster 1 Strong Sense of Place | Cluster 2 Weak Sense of Place |
|----------------------|--------------------------------|------------------------------|
| Satisfaction         | 0.64962                        | −0.7344                     |
| Attachment and Community-oriented | 0.32364            | −0.28398                    |
| Safety and Beauty    | 0.53303                        | −0.43575                    |
| Total member (%)     | 45.6                           | 54.4                         |

3.6. Analysis Method

We developed a series of binary logistic models to analyze the associations between the built environment variables and travel mode choice for utilitarian and hedonic trips, controlling for subjective variables and socio-demographic characteristics.
Logistic regression is commonly used when the dependent variable is a dichotomous variable (for example, car use = 1 and no car use = 0). The general formula of a binary logistic model is:

$$\text{Logit } P = \ln \frac{p}{1-p} = \alpha + \sum_{i=1}^{k} \beta_i x_i$$  \hspace{1cm} (1)$$

where $P$ = the probability of $Y = 1$; $x_i$ = each independent variable; $\alpha$ = constant value; $\beta_i$ = regression coefficient.

$$P = \frac{\exp(\alpha + \sum_{i=1}^{k} \beta_i x_i)}{1 + \exp(\sum_{i=1}^{k} \beta_i x_i)}$$  \hspace{1cm} (2)$$

Several parameters including Log likelihood (sometimes replaced by $-2\log$ likelihood), Cox and Snell $R^2$, Nagelkerke $R^2$ (as a modification of Cox and Snell $R^2$) have been proposed to assess the fitness of logistic models. A larger value of these parameters indicates that the model is more accurate. Cox and Snell $R^2$ (like $R^2$ in linear regression model) describes the portion of the variation in the outcome which is explained by the independent variables. [87].

![Figure 4. Homogenous clusters of sense of place.](image_url)

**4. Results and Discussion**

4.1. Walking/Cycling Behaviour

Two binary logistic models were developed to investigate the influence of the objective built environment on walking/cycling for hedonic and utilitarian trips, controlling for subjective variables including lifestyle, travel attitudes, sense of place and socio-demographic characteristics. All pseudo-$R^2$ parameters demonstrated that these models fitted the data satisfactory (Table 11). Indeed, before mode choice modeling, we tested multicollinearity of variables by calculating the variance inflation factor (VIF) and tolerance values (1/VIF). The results of the parameters showed that there was no multicollinearity concern here (VIF was less than 10 and tolerance was more than 0.10 for all variables) [88].

| Table 11. The results of the test for walking/cycling models. |
|---------------------------------------------------------------|
| **Hedonic Walking/Cycling** | **Utilitarian Walking/Cycling** |
| **Summary Statistics** | **Value** | **Value** |
| Chi-square (df) | 87.26 | 57.196 |
| $-2 \log$ likelihood | 182.450 | 75.45 |
| Cox & Snell $R^2$ Square | 0.361 | 0.405 |
| Nagelkerke $R^2$ Square | 0.482 | 0.58 |
Results of the logistic regression for walking/cycling behavior for hedonic and utilitarian trips are summarized in Table 12. The present results clearly confirmed that walking/cycling is not a single behavior and each type of walking is influenced by a different set of variables. Explanatory variables including socio-economics, sense of place, travel habit and built environment characteristics, appeared differently in both models in terms of significance and importance. Among the socio-economic factors, sex, family size and income were significant in the hedonic walking/cycling model, and sex, age and job had an impact on utilitarian walking/cycling. Men found lower utility to choose walking/cycling for both types of walking/cycling compared to women. This finding further confirmed the role of gender differences, which was reflected in earlier studies [55,57]. Family size had a positive association with hedonic walking/cycling. This result is inconsistent with previous studies which claimed that household size is positively associated with car ownership and car use [41]. People at income level 2 were less likely to make hedonic walking/cycling compared to the reference group (people at lowest income level). People of 25–64 years old had a tendency to make walking/cycling for utilitarian trips compared to those who were younger. In general, these findings are supported by previous research, as mentioned in the literature section. Consistent with earlier findings [41,59], being a student had a positive association with walking/cycling. Sense of place did not significantly contribute to hedonic walking but had a significant and important impact on utilitarian walking. Having a weak sense of place negatively influenced an individual’s likelihood of walking for utilitarian trips. This means that place satisfaction, place attachment and community, and place safety and beauty as underlying constructs of sense of place had a significant contribution to the likelihood of walking/cycling. Wang [89] claims that “places shape individuals’ engagement in activities and trip making behavior”. Deutsch and Goulias [90] concluded that having interaction with neighbors positively influenced the chance of walking to the destination. If people had an unsafe feeling when walking around the neighborhoods, they would be less likely to choose walking/cycling. Further, travel habit variables had a substantial effect on travel mode choice decision for both types of travel. A walking/cycling habit significantly increased the chance of choosing walking/cycling for both hedonic and utilitarian trips. Instead, car usage habit and transit usage habit had a negative impact on the use of utilitarian walking/cycling. These significant results are consistent with previous finding on travel habit-mode choice selection. Havlíčková and Zámečník [79] indicated that, travel habit is the strongest factor in the model for changing travel mode choice decision.

From the built environment, we found that several features differently appeared in the models for both hedonic and utilitarian walking/cycling. As the only common variable in our models, people who were living in neighborhoods of the second region were more likely to do hedonic walking/cycling and less likely to do utilitarian walking/cycling. This may be due to this fact that the consequence of high traffic congestion in the first region (CBD), such as lack of safety, discouraged individuals from hedonic walking/cycling. Residents living in mixed-land use and dense neighborhoods had a higher tendency to utilitarian walking/biking. Often, these results were supported by previous research (see [41–43,91]). Density intensification and mixed land uses reduced the distance between activities and made the built environment more attractive for walking. In line with the literature, the number of bus lane within a neighborhood was positively associated with hedonic walking. Increase in share of the road and living in irregular neighborhoods had a negative impact on the likelihood of hedonic waking/cycling. Regarding road density, previous research reported mixed results. Some studies showed that road density reduced the use of private cars and increased more sustainable modes through increasing internal connectivity [92,93]. Nonetheless, Elminani–Ghasrodashti and Ardeshiri [43] found that higher street density was associated with lower walking for nonwork trips. This may be due to the fact that increase in share of the road probably encourages motorized traffic and decreases pedestrian safety [43].
Table 12. The results of the binary logistic models for walking/cycling trips.

| Variables | Hedonic Walking | Utilitarian Walking/Cycling |
|-----------|----------------|-----------------------------|
| B         | S.E. | Wald | Sig. | B    | S.E. | Wald | Sig. | Exp. (B) |
| Constant  | 14.65 | 6.038 | 6.887 | 0.015 | -28.172 | 13.441 | 4.393 | 0.036 | - |
| Socio-economics * | | | | | | | | | |
| Sex (male) | -1.010 | 0.567 | 3.171 | 0.075 | -4.653 | 1.735 | 7.188 | 0.007 | 0.01 |
| Age: 25–44 years | 0.142 | 0.06 | 5.537 | 0.019 | 1.152 |
| Age: 45–64 years | 0.14 | 0.065 | 5.54 | 0.071 | 1.153 |
| Family size | 0.361 | 0.208 | 3.019 | 0.082 | |
| Student | 4.437 | 2.404 | 3.405 | 0.065 | 84.494 |
| Income (IRR 20–35 million) | -1.449 | 0.87 | 2.771 | 0.096 | |

Sense of place *

| Weak sense | 3.584 | 2.481 | 4.481 | 0.007 | 0.589 |

Travel habit

| Car use habit | -0.530 | 0.241 | 4.481 | 0.007 | |
| Transit use habit | -0.389 | 0.213 | 3.324 | 0.068 | 0.678 |
| Walking/cycling habit | 0.382 | 0.083 | 21.441 | 0.000 | |
| Population density | 0.389 | 0.213 | 3.324 | 0.068 | |
| Land use mixing | 0.614 | 0.209 | 8.673 | 0.003 | 1.484 |

Share of road

| Number of bus lanes | 0.258 | 0.146 | 3.119 | 0.077 |
| Neighborhood types (irregular) | -1.588 | 0.837 | 3.601 | 0.058 |
| Neighborhoods in the 2nd region | 3.342 | 1.935 | 2.982 | 0.084 | |

* Age (Ref. = 0–24 year), Job (Ref. = Unemployed group), Income (Ref. = IRR < 20 million), Sense of place (Ref. = strong sense of place), Distance to CBD (Ref. = neighborhoods in the first region).

These results indicate that considering two different types of walking as a single behavior may reveal inconsistent or biased results in terms of importance, direction and significance of relationship. This suggests that type-specific policies should be prescribed to encourage walking behavior.

4.2. Driving Behaviour

Like walking/biking trips, two binary logistic models were developed for two types of driving. All pseudo-$R^2$ parameters demonstrated that these models fitted the data satisfactory (Table 13).

Table 13. The results of the test for driving models.

| Summary Statistics | Hedonic Driving | Utilitarian Driving |
|--------------------|----------------|---------------------|
| Chi-square (df)    | 104.919        | 108.157             |
| -2 Log likelihood  | 148.501        | 43.42               |
| Cox & Snell R Square | 0.416         | 0.626               |
| Nagelkerke R Square | 0.572         | 0.837               |

Like walking behavior, the results revealed that driving for hedonic and utilitarian trips also were not a single behavior. Comparison of both models showed that explanatory variables appeared differently in the model for both types of driving (Table 14). While hedonic driving was influenced by socio-economics, lifestyle and travel habit, utilitarian driving was influenced by more explanatory factors including socio-demographics, attitudes, travel habit, sense of place and built environment.
Table 14. The results of the binary logistic models for driving trips.

| Variables                        | Hedonic Walking | Utilitarian Walking/Cycling |
|----------------------------------|-----------------|----------------------------|
|                                  | B (S.E.)        | Wald (Sig.) (Exp. (B))    | B (S.E.)        | Wald (Sig.) (Exp. (B)) |
| Constant                         | −14.907 (6.486) | 5.283 (0.022)              | 17.57 (1.35)   | 0.245 (0.025) |
| **Socio-economics** *            |                 |                            |                |                      |
| Sex (male)                       | 1.575 (0.768)   | 4.204 (0.04)               | 2.966 (1.54)   | 3.7 (0.054) |
| Age: 25–44 years                 | 5.247 (1.791)   | 8.578 (0.003)              | 189.98         |                |
| Age: 45–64 years                 | 5.225 (1.868)   | 7.825 (0.005)              | 185.83         |                |
| Student                          | 4.291 (2.089)   | 4.2 (0.04)                 | 73.068 (2.242) | 3.713 (0.054) |
| Family size                      | −0.715 (0.277)  | 6.652 (0.01)               | 0.489 (0.001)  |                |
| Income: IRR 20–35 million        | 2.414 (0.944)   | 6.539 (0.011)              | 11.173         |                |
| Income: IRR > 50 million         | 4.439 (1.813)   | 5.996 (0.014)              | 84.677         |                |
| **Attitudes** *                  |                 |                            |                |                      |
| Pro-transit and car limitation   | 4.777 (1.999)   | 5.707 (0.017)              | 118.70         |                |
| Pro-physical development         | 4.645 (1.808)   | 6.598 (0.01)               | 104.19         |                |
| **Lifestyle** *                  |                 |                            |                |                      |
| Semi-modern/hedonism and unhealthy | 1.234 (0.7)       | 3.105 (0.078)               | 3.434        |                |
| **Sense of place**               |                 |                            |                |                      |
| Weak sense                       | 2.058 (1.132)   | 3.303 (0.069)              | 7.831         |                |
| **Travel habit**                 |                 |                            |                |                      |
| Car use habit                    | 0.397 (0.11)    | 12.908 (0.000)             | 1.487 (0.557)  | 8.356 (0.004) |
| Transit use habit                | −0.247 (0.121)  | 4.155 (0.042)              | 0.781 (0.413)  | 3.08 (0.079) |
| Walking/cycling habit            | −0.386 (0.091)  | 17.845 (0.000)             | 0.68 (0.661)   | 6.828 (0.009) |
| **Objective built environment**  |                 |                            |                |                      |
| Population density               | −0.053 (0.028)  | 3.656 (0.056)              | 0.948         |                |
| Land use mixing                  | −0.003 (0.002)  | 4.241 (0.039)              | 0.997         |                |

* Age (Ref. = 0–24 year), Job (Ref. = Unemployed group), Income (Ref. = IRR < 20 million), Attitudes (Ref. = pro-increasing fuel cost), Lifestyle (Ref. = Traditional, healthy and hedonism lifestyle), Sense of place (Ref. = strong sense of place).

Among socio-economic variables, it was found that individuals who are male and older than 25 years found higher utility in using a car for hedonic trips. These may be attributed to car availability for these groups, and convenience and security issues of this mode. Our results relating to age and gender are generally consistent with some previous research (e.g., [37, 39, 77]). In addition, being a student, car ownership and being at the highest level of income positively contributed to the overall likelihood of a person taking part in hedonic driving. As mentioned previously, these results echoed past findings. Increase in family size decreased the likelihood of hedonic driving. This result does not support the argument of previous studies that car use is higher within large households [54]. For utilitarian trips, only two socio-economic characteristics, including sex (being male) and job (being a student), had a positive and negative association with driving, respectively. It seems that students have “symbolic” and/or “affective motives” for car use, especially for hedonic trips (see [94]). Clusters of respondents based on attitudes did not significantly appear in the model for hedonic driving, but they were significantly present for utilitarian driving. Compared to the reference group, people who were in favor of public transportation and car limitation plans, and who were in favor of physical development, were more likely to drive for utilitarian trips. These results are reasonable because those who were in favor of increasing fuel price usually had a stricter attitude toward car usage. Consistent with some previous studies [13, 70], these results developed the role of some other attitudes in explaining travel mode choice. Individuals’ sense of place did not significantly contribute to hedonic driving but having a weak sense of place increased the likelihood of car use for utilitarian trips. Contrary to sense of place, lifestyle did not matter for utilitarian driving, but it significantly contributed to the model for hedonic driving. Compared to the reference cluster (those who had a traditional, hedonism and healthy lifestyle), people who
had a semi-traditional/modern and unhealthy lifestyle were more likely to use a car for hedonic trips. Further, travel habits significantly contributed to both models of hedonic and utilitarian driving. A car usage habit positively contributed to the overall probability to use a car for both hedonic and utilitarian driving. In contrast, car usage habit and transit usage habit were negatively associated with car use for both hedonic and utilitarian driving. As Triandis [95,96] indicated, these findings support the idea that mode choice decision is generally a consequence of “habit and intention”. Thus, it is necessary to consider travel habit in mode choice modeling to improve estimation power. In this context, policy makers should work with habit if they want to encourage more sustainable transport modes [79].

Finally, we found that driving for hedonic trips was not influenced by built environment measurements. Thus, this result does not exactly confirm with previous findings on the significant relationship between the built environment and travel behavior. Instead, probability of driving for utilitarian trips decreased with increasing population density and mixed land use. The results relating to utilitarian driving are supported by a considerable number of previous studies [33,35,39].

5. Conclusions

The contribution of this study was to introduce a practical approach for distinguishing between utilitarian trips and hedonic trips based on their primary motivation, as well as incorporating such motivations in travel mode choice modeling in the context of a developing country, Iran. In this regard, four binary regression models were separately developed to investigate how built environment measurements affect car use and walking/cycling decisions, controlling for socio-economics, lifestyle, travel habit and subjective attitudes toward travel management and sense of place.

The results revealed some interesting insights. First, surprisingly, the share of hedonic trips was sizably greater than utilitarian trips. Second, the results clearly showed that walking/cycling and driving behavior was not a single behavior, and explanatory variables appeared differently in four models for walking/cycling and driving in terms of significance, importance and direction. Thus, the consideration of the different types of walking or driving as a single behavior may reveal inconsistent and biased results. It suggests that policy makers should prescribe specific policies to improve walking/biking. Third, travel habit, especially the walking/cycling habit, had a substantial influence on hedonic and utilitarian trips by both modes. The findings suggest that if people did not change their travel habits, it might be difficult to impact on driving behavior using built environment-transportation strategies, especially for persons who forecast utility from hedonic driving. Fourth, we surprisingly found that spatial characteristics did not influence hedonic driving when controlling for other related factors. For other models, some built environment characteristics, including population density, mixed land use, share of road, number of bus lane and neighborhood types were significantly associated with travel modes. Finally, we found that some individual variables (being male and student, weak sense of place, driving and walking habit) along with land use mix and population density significantly impacted on utilitarian walking/cycling and driving in opposite directions. The simultaneous opposing impact of variables strengthens the assumption of transport mode substitution [13]. These results suggest that increasing density and providing mixed activities may lead to walking/cycling instead of driving for utilitarian trips. For hedonic trips, being male, family size and walking/cycling habit influenced both modes in opposing ways. It is worth noting that comparing our results to the literature shows that most of the results are generally in line with previous findings. However, there are several mismatches that should be considered in developing countries. For example, the positive (negative) association of family size with walking (driving) is inconsistent with previous studies. We found share of road was negatively related to hedonic walking. This result is consistent with from Etminani–Ghasrodashti and Ardeshiri [43] in Iran, and Zhao [38] from China, but inconsistent with most research from developed countries [92,93]. Furthermore, this study did not reveal a significant relationship between hedonic car use
and the built environment. In particular, Cao, Mokhtarian and Handy [13] found that the built environment significantly impacted on undirected driving.

As for the limitations of this study, it is noted that the current variable set was insightful for understanding the relationship between the built environment and mode choice. However, these results may change under additional different built environment variables or other statements related to travel attitude, lifestyle and sense of place. Moreover, we identified only two types of travel in this paper, while standard travel surveys could be improved to obtain travel motivations more fully, and to identify trips that may have some of both travel qualities.
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Appendix A. The Process of Sample Selection

Figure A1. The process of sample selection option.
Appendix B. ABCD-neighborhood Typology in Isfahan

Table A1. ABCD-neighborhood typology in Isfahan.

| Type | Example Pattern | Characteristics |
|------|-----------------|-----------------|
| A-type | ![A-type Image] | - Traditional urban fabric  
- Organic street network  
- High cul-de-sac density  
- Narrow street  
- Curved street  
- Nongeometric and large block |
| B-type | ![B-type Image] | - Semi-traditional urban fabric  
- Mixed patterns of street network (organic and grid)  
- Relatively high cul-de-sac density  
- Relatively narrow streets  
- Curved streets  
- Relatively nongeometric block |
| C-type | ![C-type Image] | - Developed within the last 40 years (middle suburb)  
- Regular and grid pattern of streets  
- Geometric block size  
- Wide and standard street  
- Straight street  
- Lower cul-de-sac and good connectivity |
| D-type | ![D-type Image] | - Developed within last the 20 years (outer suburban)  
- Regular and grid pattern of streets  
- Small and geometric block size  
- Relatively equal size blocks  
- Lowest cul-de-sac density  
- Highest connectivity |
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