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ABSTRACT
Radiative feedback from stars and galaxies has been proposed as a potential solution to many of the tensions with simplistic galaxy formation models based on $\Lambda$CDM, such as the faint end of the UV luminosity function. The total energy budget of radiation could exceed that of galactic winds and supernovae combined, which has driven the development of sophisticated algorithms that evolve both the radiation field and the hydrodynamical response of gas simultaneously, in a cosmological context. We probe self-feedback on galactic scales using the adaptive mesh refinement, radiative transfer, hydrodynamics, and N-body code \textit{ramses-rt}. Unlike previous studies which assume a homogeneous UV background, we self-consistently evolve both the radiation field and gas to constrain the halo baryon fraction during cosmic reionization. We demonstrate that the characteristic halo mass with mean baryon fraction half the cosmic mean, $M_c(z)$, shows very little variation as a function of mass-weighted ionization fraction. Furthermore, we find that the inclusion of metal cooling and the ability to resolve scales small enough for self-shielding to become efficient leads to a significant drop in $M_c$ when compared to recent studies. Finally, we develop an Artificial Neural Network that is capable of predicting the baryon fraction of haloes based on recent tidal interactions, gas temperature, and mass-weighted ionization fraction. Such a model can be applied to any reionization history, and trivially incorporated into semi-analytical models of galaxy formation.
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1 INTRODUCTION
During the first billion years after the Big Bang, the large-scale cosmic web of structures we see today began to form, followed by the first stars and galaxies, which brought an end to the Dark Ages (Rees 1999). These first luminous sources are thought to be prime candidates to drive cosmic reionization, a major phase transition of the Universe, from a neutral intergalactic medium (IGM) following recombination, to the ionized state it still remains in today. This period is known as the Epoch of Reionization (EoR), and the wide range of physical processes which drive it encapsulate several areas of research, from cosmology and galaxy formation to radiative transfer (RT) and atomic physics. Even with the wealth of present-day observational information at our disposal, these processes are not fully understood, and still less so in the high-redshift Universe.

Photoheating of the IGM by stars (and likely also by quasars and other radiation sources) raises the fully-ionized gas temperature to $T_{\text{IGM}} \sim 10^4$ K, preventing the cooling and adiabatic collapse of gas into low-mass dark matter (DM) haloes. This quenching was originally discussed by Doroshkevich et al. (1967) and investigated by Couchman & Rees (1986) within the cold dark matter (CDM) framework, and may explain the discrepancy between the observed faint end galaxy luminosity function and the prediction from CDM, known as the missing satellite problem (Moore et al. 1999). Furthermore, the smallest dwarf galaxies can be photoevaporated entirely: three-dimensional RT simulations that probe the propagation of ionization fronts (I-fronts) show that as supersonic R-type fronts encounter dense neutral gas in (mini) haloes, they quickly decelerate to D-type fronts, preceded by shock waves which blow the gas back into the IGM as an ionized supersonic wind (Shapiro et al. 2004; Iliev et al. 2005a). This occurs on time-scales of hundreds of millions of years, reducing the baryon fraction to a few percent (or less) of the total halo mass. As a consequence, the resulting increased photon
consumption rate slows the propagation of global ionization fronts and extends reionization (Iliev et al. 2005b).

Recent studies have attempted to quantify the reduction of baryons in low-mass haloes using semi-analytical-models (SAMs) (e.g. Babul & Rees 1992; Efstathiou 1992; Shapiro et al. 1994; Nagashima et al. 1999; Benson et al. 2002a,b; Somerville 2002) and full 3D cosmological simulations (e.g. Quinn et al. 1996; Weinberg et al. 1997; Gnedin 2000a; Hoeft et al. 2006; Okamoto et al. 2008; Noh & McQuinn 2014). In the absence of a photoionizing background, the baryon fraction \( f_b = M_b/M_{tot} \) of haloes scatters around the cosmic mean \( \langle f_b \rangle = \Omega_b/\Omega_M \). Supernovae (SNe) are not expected to significantly affect \( f_b \), as even the most efficient scenario (Sedov blast wave) can only accelerate gas to a few hundred \( \text{km s}^{-1} \), while the escape velocity of a Milky Way sized halo is \( v_{esc} \sim 700 \text{ km/s} \) (and higher at high-redshift, where haloes are denser and more compact). As a result, SNe feedback is largely important only for dwarf galaxies (Dubois & Teyssier 2008; Rosdahl et al. 2014), however, such events become increasingly rare towards lower masses. For a single stellar population, the available radiative energy of massive stars outweighs the cumulative feedback budget from galactic winds and SNe Type II explosions by a factor of \( \sim 100 \) (Rosdahl et al. 2014). While this depends on the interstellar medium (ISM) being able to efficiently absorb radiation, it suggests that radiative feedback could be a crucial ingredient in the regulation of star formation in galaxies.

Currently, SAMs rely on hydrodynamical simulations to constrain \( f_b \) in their galaxy formation models. Typically, one matches the halo mass with a baryon fraction half the cosmic mean, known as the \textit{Characteristic mass}, \( M_c \). This scale sets the mid-point in the transition from baryon poor to baryon rich, thus can be used to generate simple fitting functions, which tightly constrain \( f_b \) as a function of halo mass. Prior to this work, \( M_c \) was thought to be set by the Jeans mass (or the \textit{filtering scale}, which takes into account the halo mass assembly: Shapiro et al. 1994; Gnedin & Ostriker 1997; Gnedin 2000b), evaluated at the mean density of the Universe. The filtering scale was found to overshoot \( M_c \) during the EoR by Hoeft et al. (2006) and Okamoto et al. (2008), who instead argued that gas can accrete only if the haloes equilbrium temperature (where photoheating balances cooling), evaluated at over-densities in the range \( \Delta \geq 60 \leq 1000 \), is greater than the virial temperature. However, even these studies were found to overshoot \( M_c \), as the true bottleneck for collapse occurs at densities that are an order of magnitude lower than the virial density and an order of magnitude above the cosmic mean density. At these densities, gas is not yet able to cool efficiently, while once it reaches the virial density, it will almost certainly continue to collapse as it can radiate away its energy efficiently (Noh & McQuinn 2014). Clearly, there is a great deal of uncertainty surrounding the physical processes which set \( M_c \).

While computational algorithms have significantly improved since these studies, little advancement has been made on constraining the halo baryon fraction. Therefore, we are motivated to revisit this in the context of fully self-consistent radiation hydrodynamical (RHD) simulations. We compare our results to the predictions of Okamoto et al. (2008) and Hoeft et al. (2006), developing and training an artificial neural network (ANN), which reproduces our simulations well. This model is independent of reionization history and can be incorporated into SAMs to self-consistently compute \( f_b \), better capturing the scatter.

This paper is arranged as follows. The details of our methods, star formation calibration, and SNe feedback scheme are outlined in Section 2. Our simulation set-up, along with key parameters and choice of halo finder is discussed in Section 3, where we also study radiative feedback on galaxies using a statistical analysis of haloes. In this section we also introduce our results for the halo baryon fraction for three different reionization histories. We describe our ANN architecture in Section 4, along with our choice of back-propagation algorithm and adaptive learning rate. We conclude this section by presenting our constraints on \( M_c(z) \), and use our ANN to predict this quantity based on our simulation results and a test model where we remove strong tidal forces. Finally, we discuss our results in the context of the literature in Section 5 and present our final conclusions in Section 6.

2 METHOD

2.1 Radiation Hydrodynamics Code

To investigate the impact of feedback during the EoR in a cosmological context, we use the Eulerian adaptive mesh refinement (AMR) code \textsc{ramses} (Teyssier 2002; ver. 3). Basic grid elements are known as \textit{octxs}, which each belong to a particular level in the AMR hierarchy, \( t \), and are comprised of \( 2^{ndim} \) cells, where \( ndim \) denotes the number of spatial dimensions (3 here). The code is based on the “Fully Threaded Tree” structure of Khokhlov (1998), where refinement is performed on a cell-by-cell basis following the user desired criteria. The hydrodynamics solver employs a second-order Godunov scheme, proven to capture shocks and accurately follow the thermal history of the fluid with hydrodynamical states reconstructed on cell interfaces using a MinMod method and advanced using the Harten-Lax-van-Leer contact wave Riemann solver (HLLC; Toro et al. 1994). The Poisson equation is solved using an adaptive particle-mesh method, with the collisionless \( N \)-body system described by the Vlasov-Poisson equations. Gas is allowed to cool through atomic excitation/de-excitation down to \( 10^4 \) K and further to \( \sim 100 \text{ K} \) via metal fine-line transitions.

We use the multi-group RT module \textsc{ramses-rt}, developed by Roddahl et al. (2013), to compute the photoionization of three species: H\textsc{i}, He\textsc{i}, and He\textsc{ii}. The code uses a moment-based scheme to solve the RT equation for three photon groups (one for each species) using a first-order Godunov method with the M1 closure for the Eddington tensor (Aubert & Teyssier 2008, 2010). By treating the photons as a fluid in this way, the code makes natural use of the existing solvers implemented in \textsc{ramses} to fully couple the radiation with the gas via photoionization and photoheating and a set of non-equilibrium chemistry equations for the three species above. This scheme has the advantage over ray-tracing methods that the RT step is independent of the number of sources, ideal for cosmological simulations of galaxy formation. The production rate of ionizing photons varies with time for a given IMF, with the majority of photons released within 5 Myr from the birth of a star particle. We adopt the \textit{on-the-spot} approximation, where UV
photons emitted from recombinations are assumed reionize an atom in the same grid cell, hence case B recombination rates are used when computing the gas cooling rate.

### 2.2 Star Formation

The highest resolution simulations of galaxy formation in cosmological contexts are still limited to parsec scales, far larger than the scale at which the formation of a single star takes place. Therefore, a sub-grid recipe is implemented in RAMSES, which follows a standard Schmidt law in each cell:

\[
\rho_s = \epsilon_{sf} \rho / \eta_s,
\]

where \( \epsilon_{sf} = 0.01 \) is the star formation efficiency per free fall time \( t_f = (3G/\pi)^{1/2} \eta_s, \) and \( G \) is the gravitational constant. Cells are considered star-forming when they meet the predefined density and temperature criteria:

\[
n_s \geq 8 \text{ cm}^{-3},
\]

\[
T/\mu \leq 2 \times 10^4 \text{ K},
\]

where \( \mu \) is the mean molecular weight of the gas. When a cell becomes eligible, \( N_c \) collisionless star particles are formed stochastically, with probability drawn from a Poisson distribution:

\[
P(N_c) = \frac{\lambda_p}{N_c!} \exp(-\lambda_p),
\]

with mean value

\[
\lambda_p = \left( \frac{\rho \Delta^3}{m_s} \right) / t_f.
\]

where \( \Delta \) is the minimum cell width and \( \Delta t \) is the simulation time step (Rasera & Teyssier 2006). The stellar particle mass is then determined as an integer multiple of \( m_* = n_s \Delta^3 / (1 + \eta_{SNe} + \eta_w) \), where the parameters \( \eta_{SNe} \) and \( \eta_w \) are discussed in Section 2.4.

### 2.3 Calibration

An artificial ‘Jeans pressure’ is imposed on the gas to prevent numerical fragmentation below the Jeans scale of fine grid cells (Truelove et al. 1997), which can be written as:

\[
\lambda J = \sqrt{\pi c_s^2 G \rho} = 16 \text{ pc} \left( \frac{T}{1 \text{ K}} \right)^{1/2} \left( \frac{n_1}{1 \text{ cm}^{-3}} \right)^{-1/2},
\]

where \( c_s = \sqrt{\gamma kT/m_p} \) is the sound speed, and we assume a ratio of specific heats \( \gamma = 5/3 \) for a monoatomic gas. Imposing the condition that the Jeans length be resolved on \( N \) cells gives rise to a temperature floor, which must satisfy (Rosdahl et al. 2015):

\[
\frac{T}{1 \text{ K}} \geq \frac{n_1}{1 \text{ cm}^{-3}} \left( \frac{N \Delta}{16 \text{ pc}} \right)^2.
\]

We apply this in the form of an effective temperature function (added to the cell temperature) with polytropic equation of state:

\[
T_f = T_0 \left( \frac{m_s}{m_*} \right)^{g_*-1},
\]

where a value \( T_0 = 540 \text{ K} \) ensures star-forming gas is always resolved by at least six cells in our simulations and \( g_* \), is the polytropic index (set to 2 in our models). Note that as this pressure floor is non-thermal, the gas temperature \( T \) can fall below this floor, therefore, the quantity \( T - T_f \) must satisfy the temperature criterion in equation (2). In Fig. 1, we show our polytropic equation of state and its intersection with the equilibrium cooling curve, which we calculate using the cooling module from RAMSES. The cooling module implements thermal Bremsstrahlung, ionization, recombination, dielectric recombination, and metal-line cooling, as well as radiative and Compton heating. We compute the temperature-density relation for a single cell at solar metallicity, and proceed to calibrate by adjusting \( n_s \) and \( T_0 \) such that the intersect point remains fixed for a given resolution.

### 2.4 Supernovae Feedback

We incorporate SNe using the kinetic feedback implementation of Dubois & Teyssier (2008), which models the Type II SNe explosion by increasing the kinetic energy of the surrounding gas within a spherical blast wave of radius \( r_{SNe} \). Once a cell becomes star-forming, gas mass is depleted and converted into star particles such that

\[
(\Delta m)_\text{SF} = m_* (1 + \eta_{SNe} + \eta_w).
\]

where \( m_* \) is the star particle mass, \( \eta_{SNe} \) is the SNe mass fraction, and \( \eta_w \) is the mass-loading factor (i.e. the amount of gas entrained within the SNe ejecta; Springel & Hernquist 2003). A value of \( \eta_{SNe} = 0.2 \) is chosen, which roughly corresponds to a Chabrier (2003) stellar IMF. Observational evidence suggests the mass-loading factor varies with stellar mass (Martin 2005; Rupke et al. 2005; Weiner et al. 2009; Martin et al. 2012; Newman et al. 2012; Chisholm et al. 2015; Arribas et al. 2014); however, a value \( \eta_w \text{max} = 10 \) is acceptable and therefore used here. The SNe explosion is treated as a single event 10 Myr after the formation of the star particle, releasing kinetic energy:

\[
E_d = \eta_{SNe} m_* M_{SNe} E_{SNe}.
\]
into the neighbouring gas cells, where $M_{\text{SN,ne}}$ and $E_{\text{SN,ne}}$ are fixed for a typical Type II SNe explosion (10 M$_\odot$ and 10$^{51}$ erg, respectively). In practice, the final mass-loading factor can be as low as zero, depending on the density of gas in neighbouring cells at the point of explosion. The most important parameter in the model is the radius over which the fluid variables are modified, $r_{\text{SN,ne}}$, which we choose to be 200 pc and is consistent with the predicted size of galactic super-bubbles (McKee & Ostriker 1977). While this scheme is not as sensitive to the over-cooling problem as thermal dump methods, it is also not immune: kinetic energy is converted into heat via shocks immediately after the SNe explosion. Given the typically high Mach number, ambient density, and limited numerical resolution, this heat can be efficiently radiated away, reducing the overall impact of SNe feedback (Kimm & Cen 2014). As SNe are not thought to play an important role in the stripping of baryons from haloes, we do not expect this to significantly affect our results (Dubois & Tayssier 2008; Roskar et al. 2014).

### 3 COSMOLOGICAL SIMULATIONS

We assume a geometrically flat ΛCDM Universe consistent with a WMAP-7 cosmology (Komatsu et al. 2011) with cosmological parameters: $\Omega_m = 0.272$, $\Omega_k = 0\ h^2$, $\Omega_b = 0.045$, and $\sigma_8 = 0.82$, where the symbols take their usual meaning. Initial conditions are generated using the MUSIC code (Hahn & Abel 2013) at redshift $z = 100$ in a comoving volume of ~5.7 Mpc on-a-side. Variations in these cosmological parameters are not expected to largely influence our results.

The coarse grid is set to $r_{\text{min}} = 8$ in the AMR hierarchy for all simulations, resulting in a $2^{18}$ comoving grid. Particles and coarse grid cells, such that our DM particle mass $M_{\text{DM}} \sim 3.4 \times 10^6 M_\odot$. We set the maximum level of refinement $r_{\text{max}} = 18$, such that our effective spatial resolution is $\Delta_{\text{rec}} = 21.72$ pc comoving and our stellar particle mass is $m_{\text{s,rec}} \sim 2 \times 10^5 M_\odot$. We adopt uni-grid initial conditions for the gas and dark matter (i.e., no zoom regions).

Dark matter (sub) haloes are catalogued using the ROCKSTAR phase-space halo finder (Behroozi et al. 2013a), while merger trees are constructed using the CONSISTENT-TREES algorithm (Behroozi et al. 2013b). Particles are first divided into 3D Friends-of-Friends (FOF) groups, which are analysed in 6D phase-space to give robust, grid- and shape-independent haloes. Haloes that are not gravitationally bound are removed and properties are computed using the viral overdensity definition of Bryan & Norman (1998).

Photoionization of both hydrogen and helium is followed via the coupling of UV photons with the gas, assuming a Bruzual & Charlot (2003) stellar population for an instantaneous Chabrier IMF (Chabrier 2003). We perform a suite of RHD simulations with stellar particle escape fractions, $f_{\text{esc}} = 1.5, 2, \text{and } 5$, which is multiplied by the total number of photons integrated from our spectral energy distribution (SED) when emitting from star particles as listed in Table 1. Due to computational constraints, we adopt a reduced speed of light, $c = 1/100$, which relaxes the Courant-condition for the radiation fluid and, thus, reduces the number of radiation sub-cycles necessary to reach thermal convergence (Gnedin & Abel 2001). We choose simulation RT2 as our fiducial model, as its reionization history falls between our RT1.5 and RT5 models.

Several authors have investigated the evolution and geometry of the EoR on large-scales, which accurately capture the statistics of this process (e.g. Ciardi et al. 2003b; Iliev et al. 2006; Mellema et al. 2006b; Zahn et al. 2007; McQuinn et al. 2007; Iliev et al. 2007; Mesinger & Furlanetto 2007; Geil & Wyithe 2008; Choudhury et al. 2009; Dixon et al. 2016), and the general consensus is that reionization progresses inside-out, with high-density regions being ionized earlier, on average, than the voids. In such a scenario, the complex interplay between the growth of HII regions and the formation of structure in the Universe is crucial; while I-fronts from the first sources can quickly escape into voids, the exponential growth of structure during this extended process ensures that there are always new stars forming in the high-density peaks, which overwhelm reionization. The mass-weighted neutral fraction therefore remains steadily lower than the volume-weighted quantity throughout. To properly follow the inside-out progression of reionization, large-volumes are required which fully capture the statistics of structure formation (Mellema et al. 2006a; Iliev et al. 2006, 2014).

Early small-volume simulations predict an outside-in progression (e.g Gnedin 2000a), with I-fronts quickly escaping into voids and slowly eating their way through filaments. Due to the limited volume, these models do not form as many new sources capable of overwhelming reionization; therefore, the opposite effect is found, whereby the volume-weighted neutral fraction lags behind the mass-weighted value. In Fig. 3, we show the evolution of both the volume-weighted and mass-weighted (solid and dashed, respectively) neutral fraction (top panel), photoionization rate (Γ; middle panel), and the integrated electron-scattering optical depth (τ; bottom panel) for each of our RT models, along with relevant constraints on each quantity.

For all models the mass-weighted neutral fraction is consistently below the volume-weighted quantity during the EoR, which is characteristic of an inside-out progression. This is depicted in Fig. 2, where we show mass-weighted projections of the fraction of ionized hydrogen, $\chi_{\text{HII}}$, of the full volume at redshifts $z = 12, 9, 8.5$ and 7.5. The initial growth of HII regions stems from the high density peaks (top left panel), and gradually grow before percolating and the completion of hydrogen reionization. This occurs shortly after $z = 7.5$, where in the bottom right panel we can still see a few pockets of neutral gas in underdense regions. Ionization fronts sweep through these regions last, leading to

| Name      | Radiative Transfer | $f_{\text{esc}}$ |
|-----------|--------------------|-----------------|
| RT1.5     | Yes                | 1.5             |
| RT2 (Fiducial) | Yes              | 2.0             |
| RT5       | Yes                | 5.0             |
| HD        | No                 | N/A             |

Table 1. List of simulations. We denote all RT simulations as RTX, where X refers to the choice of stellar escape fraction, $f_{\text{esc}}$. For reference, we include a model with RT disabled (i.e., SNe feedback only), which we denote HD. We choose RT2 as our fiducial model, as its reionization history falls between our other two models (see Fig. 3).
a steep drop in the volume-weighted neutral fraction at the end of the EoR as they make up a large fraction of the volume (in contrast to the mass-weighted value, as the solid lines converge/overtake the dashed lines).

Our fiducial model shows good agreement with constraints on $\Gamma$ and $\tau$, however is in slight tension with neutral fraction constraints from Lyman-$\alpha$ emitters. While this tension is not entirely relieved by our RT1.5 model, it shows much better agreement for both the neutral fraction and PlanckTT+lowP+lensing+BAO 2016 constraints on $\tau$ (Planck Collaboration et al. 2016b). As expected, our early reionization model, RT5, is in tension with all constraints with reionization ending at $z_{\text{reion}} \sim 8.5$, however we note that it is consistent with the PlanckTT+lowP+lensing+BAO 2015 constraints on the optical depth within 1$\sigma$ ($\tau = 0.066 \pm 0.013$, Planck Collaboration et al. 2016a). We include this model to test the sensitivity of our results on the desired reionization history.

The difference between the volume- and mass-weighted neutral fraction becomes smaller as we increase the emissivity of stellar particles, as the increased production rate of photons boosts the ability of new sources to dominate the EoR. In our RT1.5 and RT2 models, the mass-weighted fraction levels out above zero, while the volume-weighted fractions of all simulations converge on zero, as the combination of an increased recombination rate and decreased stellar luminosity (lower emissivity) allows high-density regions to recombine on shorter time-scales.

The mass-weighted photoionization rates are significantly above the volume-weighted averages and constraints from Calverley et al. (2011) and Wyithe & Bolton (2011), as ionization fronts emanate from high-density peaks and sweep through underdense regions much later. Due to the limited volume/statistics of our box, both the volume and mass-weighted photoionization rates show significant fluctuations at high-redshift. Towards the end of the EoR, the volume-weighted quantity smooths out as voids become ionized. The mass-weighted continues to show some fluctuation, especially in our high emissivity case (RT5), due to the balancing of photoionization and recombinations in high-density regions.

### 3.1 Heating and Cooling Mechanisms

Cooling is a crucial ingredient for galaxy formation. As gas crosses the virial sphere, a strong virialization shock results in the kinetic infall energy being thermalized and therefore heated to of order the virial temperature, which we define as:

$$T_{\text{vir}} = \frac{1}{2} \frac{\mu m_p}{k_B} V_c^2,$$

where

$$V_c^2 = \left( \frac{GM_{\text{vir}}}{R_{\text{vir}}} \right)^{1/2}$$

is the circular velocity of the halo at the virial radius. The gas then proceeds to form a hydrostatically supported atmosphere (hydrostatic equilibrium), which fills the halo with hot gas at densities several orders of magnitude below typical ISM densities. Therefore, the gas must cool and dissipate its thermal energy to enable further collapse towards the halo centre.

In the temperature range $10^4 \text{ K} < T_{\text{vir}} < 10^6 \text{ K}$ or hot enough to collisionally excite hydrogen lines and partially or fully ionize the gas, atomic cooling dominates via a number of excitation and de-excitation processes, including recombination radiation and collisional excitation with subsequent decay. Above these temperatures, the gas is fully collisionally ionized and cools mainly via free-free emission (i.e., Bremsstrahlung). Haloes whose virial temperatures are below the atomically cooling limit, i.e. $T_{\text{vir}} \sim 8000 \text{ K}$, are unable to collisionally ionize hydrogen and, therefore, are expected to be entirely neutral in absence of ionizing radiation. If gas is metal-free, the dominant cooling process in such haloes is via the rotational and/or vibrational lines of molecular hydrogen (Abel et al. 1997) and is crucial for the formation of the first stars. Finally, at very high redshifts, inverse Compton scattering of cosmic microwave background photons also provides an efficient cooling mechanism (Compton cooling).

With the exception of Compton cooling, all of the above processes require two particles; therefore, their efficiency scales with gas density. At high densities, if the gas has been pre-enriched with metals, fine-line transitions become an effective cooling mechanism, dominating the ISM. Photoheating plays a crucial role in these cooling processes. The Lyman-Werner bands photons ($11.2$ to $13.6 \text{ eV}$), produced in copious amounts by young massive stars, excite H$_2$ molecules, resulting in their dissociation and thus suppressing star formation in mini-haloes. As this process is thought to stabilize mini haloes, we neglect detailed molecular chemistry here.

### 3.2 Suppression Mechanisms

The significance of self-feedback by radiative heating/ionization is heavily debated in the literature, from its magnitude to whether it is a factor at all (see, for e.g Shapiro et al. 1994; Gnedin 2000b; Shapiro et al. 2004; Iliev et al. 2005a; Hodg et al. 2006; Wyithe & Loeb 2006; Omamoto et al. 2008; Kimm & Cen 2014; Ocvirk et al. 2016). Simulations of isolated disk galaxies show that radiative feedback acts primarily to prevent the adiabatic collapse of gas to higher (star-forming) densities, rather than push the gas past some temperature threshold deemed important for star formation (Rosdahl et al. 2015). We repeat this investigation in a cosmological context, using our HD simulation to understand the impact of including radiative feedback in our RT models, focusing on the temperature and density distribution of gas in DM haloes.

The evolution of gas in the temperature-density plane is shown in Fig. 4 for our HD (left) and fiducial (right) models, where the vertical/horizontal dashed lines show the density and temperature criteria for star formation respectively. In the absence of radiative heating, the IGM remains cold with most of the gas occupying the adiabat $T/\mu \propto \rho^{\gamma-1}$, where $\gamma$ is the ratio of specific heats. Adiabatic collapse is therefore uninhibited; while in our fiducial model, photoheating makes the gas nearly isothermal at $T/\mu \sim 10^4 \text{ K}$. The two visible branches in the right panel at densities $n_H \gtrsim 10^4 \text{ cm}^{-3}$ result from atomic cooling peaks of hydrogen (lower) and helium (upper), which is highly efficient at these densities. This process allows the gas to collapse to the metal line cooling.
regime, reaching $T/\mu \sim 10^3 \text{ K/}\mu$ at densities $n_H \gtrsim 10^4 \text{m}^{-3}$. Following the completion of the EoR (overlap stage), regions which are ionized later than average, predominately diffuse gas in the circumgalactic medium (CGM) or voids, remain hotter on average due to their longer cooling time ($t_{\text{cool}} \sim 1/n_H$) and additional local heating due to shocks from SNe and structure formation.

In both cases, feedback from SNe heats the gas to temperatures $2 \times 10^4 \text{ K} < T/\mu < 10^7 \text{ K}$, with noticeably less SNe heating when RT is included. As we will show below, this lack of SNe shock heating is due to the additional suppression of star formation by radiative feedback. As such events are already rare, any additional modulation of the star formation rate will have a significant impact on the SNe feedback energy budget. To determine whether radiation primarily acts to heat the gas above the star formation criteria or prevent collapse in the first place, we compute the cumulative distribution function (CDF) of densities and temperatures (left/right respectively) in haloes, binned as shown in Fig. 5.

As gas infalls from the IGM onto haloes, it undergoes a strong virial shock, which heats it to of order the virial temperature. This heating leads to a hot diffuse atmosphere, which occupies the CGM. Irradiation can keep the gas in this diffuse state for prolonged periods of time, by extending the cooling time and thus preventing collapse. This behaviour is clearly demonstrated for our fiducial RT2 simulation in the bottom left panel of Fig. 5 (solid lines), when compared to our SNe only case (dashed lines), where we show the difference between both cases in the top panel. Radiative feedback significantly alters the statistical distribution of gas densities in haloes of all masses, with low-mass haloes most strongly affected (due to their shallow potential wells). This feedback leads to a reduction in gas density several orders of magnitude below $n_*$ (vertical dot-dashed line).

Interestingly, we find haloes in the highest mass bin are,
on average, more suppressed in the high density regions than those in the $10^9 \, M_\odot h^{-1} \leq M_{\text{vir}} < 10^{10} \, M_\odot h^{-1}$ bin when RT is included. This additional suppression is due to the amplification of SNe by radiative feedback and vice versa, as first discussed in Pawlik & Schaye (2009). As the gas is kept in a diffuse state, a Sedov blast wave can much more efficiently blow gas from the centre of the halo to the outer regions, where in turn it is more susceptible to photovaporation (Pawlik & Schaye 2009). While this phenomenon is present in all haloes, it is most effective in high-mass haloes, where the frequency of SNe is higher.

In the right-hand panel, we compute the same quantity but for the gas temperature, where we have subtracted the Jeans pressure floor introduced in Section 2.3. The distribution of temperatures for all halo mass bins are roughly equal in our RT case, as photoheating raises the gas temperature to ~ 8000 K. In the absence of radiative heating, low-mass haloes contain significantly more cold gas due to their weak virial shocks and rare SNe events, bringing the mean gas temperature several orders of magnitude below the star forming criterion (vertical dot-dashed line). However, in the context of whether a cell can become star forming or not, we are only concerned with the properties of the ISM, where the typical gas density is $n_\text{H} \sim 1 \, \text{cm}^{-3}$. At these densities, cooling is extremely efficient as shown in Fig. 4 and therefore not highly sensitive to the temperate criterion for star formation. Therefore, the primary mechanism by which radiation inhibits star formation is to prevent the otherwise efficient collapse from the IGM into galaxies.

Fig. 6 shows the mean star formation rate (SFR) in logarithmic bins of halo mass (taken at $z = 6$) for our fiducial and HD models (left/right respectively), from high-mass (red) to low-mass (grey), as a function of redshift. High-mass haloes show very little suppression due to radiative feedback, except at early times when their progenitors are affected. As a result, large haloes typically undergo internal (inside-out) reionization, while low-mass haloes on average are reionized by distant sources (outside-in). This pattern is supported by simulations of the Local Group of galaxies, which find that low-mass satellites preferentially undergo external reionization due to the inside-out reionization imprinted by massive haloes (Weinmann et al. 2007; Ocvirk et al. 2014). While we do find that the SFR is increasingly suppressed towards lower halo masses, low-mass dwarfs are able to continue forming stars throughout the EoR, in contrast with recent works with lower numerical resolution (e.g. Ocvirk et al. 2016).

Similarly in Fig. 7, we show the ($\log$) stellar abundance as a percentage of the total halo mass, in units of the cosmic mean baryon fraction, at $z = 6.15$ for all models. We compare our results with the abundance matching models of Moster et al. (2013) (grey) and Behroozi et al. (2013c) (blue), where the solid line/shaded region show the mean and 1σ standard deviation respectively, and the dashed lines show the extrapolation below their minimum halo mass, $M_{\text{vir}} \leq 10^{10} \, M_\odot$. We note that the Behroozi et al. (2013c) constraints are consistent with the observed galaxy stellar mass functions specific star formation rates and cosmic star formation rates from $z = 0$ to 8; however the Moster et al. (2013c) model only considers haloes from $z \sim 4$ to present, hence we extrapolate to our redshift range.

The reduction in stellar mass, as measured against our...
HD model (black), is proportional to the assumed sub-grid stellar emissivity, and thus the reionization history (red to orange, increasing). While we see a large reduction in the mean, only our RT5 model shows tension with the SNe-only case within the 1σ error bars at low masses. All of our models are well within the extrapolated (dashed lines) constraints of Moster et al. (2013), however radiative feedback is needed to bring our models into agreement with the extrapolated Behroozi et al. (2013c) constraints for intermediate halo masses.

3.3 The Halo Baryon Fraction

We compute \( f_b \) for each halo by summing the total mass of gas, stars and DM enclosed within the virial radius, \( R_{\text{vir}} \), as shown in Fig. 8. From left to right, we show the evolution over the redshift range \( 9.5 \lesssim z \lesssim 6 \) for our fiducial model. The rows highlight the impact of four different quantities: the tidal force averaged over a dynamical time, \( \langle F_{\text{tidal}} \rangle_{\text{dyn}} \), mass-weighted hydrogen ionization fraction, \( \langle x_{\text{HII}} \rangle_{\text{all}} \), mass-weighted gas temperature in units of the virial temperature, \( \langle T \rangle_{\text{vir}} / T_{\text{vir}} \), and finally the (virial) ratio of kinetic to potential energies, \( T / |U| \). We restrict our study to distinct haloes only, as including sub-haloes may artificially inflate \( f_b \).

Prior to the EoR (left-hand column), \( f_b \) scatters about the cosmic mean for high-mass haloes, \( M_{\text{vir}} > 10^8 \, M_\odot h^{-1} \), and falls to roughly half this value at lower masses (black dashed line with error bars). In contrast, following the completion of reionization (centre and right-hand columns), low-mass haloes that are below the atomic cooling limit are quenched of their baryons, resulting in \( f_b \) falling to a few percent (or lower) of the total halo mass. In the high-mass regime, potential wells are deep enough to retain gas in the presence of an ionizing UV background, hence are not strongly affected. At all times, we find that a small percentage of the total halo population exhibit super-cosmic mean values of \( f_b \). Okamoto et al. (2008) found that these were subhaloes at earlier times that have been tidally stripped from their hosts, leaving a dense baryon core. Such phenomena are expected in a hierarchical CDM model of galaxy formation, and in extreme cases the entire galaxy can be disrupted leaving only a stellar stream (as is thought for the Sagittarius dwarf galaxy: Belokurov et al. 2006). To quantify this effect, we consider the strongest tidal force experienced from all neighbours (Fig. 8, top panel). The tidal force is defined as the ratio of the virial radius and the radius of the Hill sphere:

\[
R_{\text{Hill}} \simeq d \left( \frac{m}{3M} \right)^{1/3},
\]

where \( d \) is the distance between the haloes, \( m \) is the mass of the smallest halo and \( M \) the mass of the largest halo. To determine whether the halo has had time to adjust, we average the tidal force over a single dynamical time \( t_{\text{dyn}} = (4\pi G \rho)^{-1/2} \).

To better understand how the tidal force is distributed in the halo population, we show the probability (and cumulative) distribution functions (PDF and CDF respectively) for the tidal force in Fig. 9 between redshifts \( 6 \lesssim z \lesssim 9.5 \) for our RT2 fiducial model. The PDF exhibits a strong bimodal distribution at all times, where the small peak characterises isolated haloes (near or in voids/underdense regions) that
Figure 5. *Bottom Left panel:* Mean cumulative distribution functions (CDF) of neutral hydrogen number density in logarithmic bins of halo mass for our fiducial RT2 model (solid) and SNe only (dashed) HD model at $z = 6.15$, where the error bars show the 1σ standard deviation. The vertical dashed black (thin) line shows the density criterion for star formation, $n^*$. *Bottom right panel:* Mean CDF of gas temperature minus the non-thermal Jeans pressure floor ($T - T_J$, see Section 2.3), where the dot-dashed line shows the temperature criterion for star formation. The top panels for both plots show the difference between the RT2 and HD models. Radiation primarily acts to keep the gas in a diffuse state, preventing collapse to the halo centre and into galaxies. Low-mass haloes are most strongly affected due to their shallow potential wells, while haloes in the highest mass bin appear to show additional suppression over the next lower bin due to the amplification of SNe and radiative feedback (Pawlik & Schaye 2009).

have not undergone any tidal interactions. Over time, the amplitude of the smaller peak slowly decreases over time as isolated galaxies eventually interact and (possibly) merge with more massive hosts. Approximately half of all haloes undergo strong tidal disruption, by which we mean the tidal force exceeds the mean of the larger peak, as shown by the CDF.

By comparing with the top row of Fig. 8, we find that strong tidal disruption (yellow points) leads to a deviation above/below the mean in all mass bins (black dashed line). This deviation is characteristic of a hierarchical model of galaxy formation, as haloes with large baryon fractions have stripped material from their neighbours, which are left baryon poor. In contrast, haloes that have not undergone significant disruption in their last dynamical time (blue points) fall on or close to the mean. The fraction of haloes in isolation that undergo very weak or no tidal forces decreases from $\sim 0.1$ at $z = 9.52$ to $< 0.5$ at $z = 6.15$, as demonstrated by the drop in the CDF where it intersects the lower peak. This leads to a reduction in the density of points which lie along the mean $f_b$ in each mass bin, and therefore an increased scatter as shown by the error bars. High tidal forces typically lead to above average baryon fractions over time (yellow points; left to right), suggesting that tidal stripping may play a crucial role during the EoR; enabling haloes that might otherwise be devoid of gas to continue accretion. If this gas can cool/self-shield and condense towards the centre of the halo, this would enable the prolonged growth of any central galaxy, and continued star formation.

In the second row of Fig. 8, we show the impact of pho-
Figure 6. Star formation rates as a function of redshift in logarithmic bins of halo mass, in units of $M_\odot h^{-1}$, for our fiducial RT2 model (left) and HD (right). We compute the SFR by binning stellar particles in all haloes from $z = 6$ back to the formation of the first star. Radiative feedback increasingly suppresses star formation towards low halo masses (by comparing left to right). Massive haloes are not strongly affected except at early times, when their progenitors are suppressed. By $z = 6$, the SFR in the lowest mass halo bin has fallen by an order of magnitude with respect to the SNe only case, though does not cease entirely.

Figure 6. Star formation rates as a function of redshift in logarithmic bins of halo mass, in units of $M_\odot h^{-1}$, for our fiducial RT2 model (left) and HD (right). We compute the SFR by binning stellar particles in all haloes from $z = 6$ back to the formation of the first star. Radiative feedback increasingly suppresses star formation towards low halo masses (by comparing left to right). Massive haloes are not strongly affected except at early times, when their progenitors are suppressed. By $z = 6$, the SFR in the lowest mass halo bin has fallen by an order of magnitude with respect to the SNe only case, though does not cease entirely.

toionization (indicated by the ionized fraction, second row of plots) on $f_b$. As the EoR progresses (left to right), the fraction of dwarf haloes that are completely ionized increases, bringing the mean $f_b$ down to a few percent of the total halo mass. In the centre column, reionization has only just finished (see Fig. 3), thus there has not been sufficient time for the photoevaporation of all haloes below the atomic cooling limit ($M_{\text{vir}} \sim 10^8 M_\odot h^{-1}$).

We find that immediately following the EoR, there are still dwarf haloes that contain cold gas (third row; dark blue points). If this gas is sufficiently dense, it may self-shield from the ionizing UV background, extending the time required to photoevaporate the halo fully. Between $z = 7.65$ and $z = 6.15$ (centre and right column), approximately 230 Myr passes, in which time the gas temperature rises and the photoevaporation of dwarfs takes place, bringing the mean $f_b$ down from roughly half the cosmic mean to a few percent of the total halo mass. At intermediate masses, between the gas poor and gas rich extremes, haloes can cool via atomic de-excitation and collisional processes, allowing the gas to recombine.

Above these masses, $f_b$ approaches the cosmic mean, despite large fractions of the gas being ionized (second row; yellow points at masses $M_{\text{vir}} \gtrsim 10^8 M_\odot h^{-1}$). This trend is due to the inside-out pattern of reionization imprinted by massive haloes, as discussed in Section 3.2. As their potential wells are large enough, photoheated gas is retained and remains as a hot, ionized, hydrostatically supported atmosphere in the CGM, where it may eventually cool and condense onto the central galaxy. The opposite is true for dwarf haloes, as these undergo outside-in reionization on average, hence potentially remain neutral until ionized by a distant source. Following their eventual photoevaporation, the only mechanism by which they are then able to accrete is via mergers and tidal stripping (as shown by the correlation between the yellow and dark blue points in the first and second rows of the third column, respectively).

Finally, in the bottom panels we show the virial ratio of haloes. At high-redshift, mergers are extremely common; therefore it is not always possible to discuss haloes as isolated systems (as is commonly the case when defining quantities based on the virial theorem). Haloes with excess kinetic energy (high virial ratio) have likely undergone strong interactions with a close neighbour, resulting in significant turbulence when baryons fall into the central regions (Davis et al. 2011). This may play a crucial role in the cooling and collapse of baryons in high-redshift haloes, as a higher ratio of velocity dispersion to the sound speed can lead to increased fragmentation (Clark et al. 2011; Greif et al. 2011). We find that haloes with excess kinetic energy typically have super-cosmic mean baryon fractions, however only account for approximately 10 per cent of the total population at $z \sim 6$, in good agreement with Davis et al. (2011). Over time, the virial ratio of low-mass haloes falls as they relax and reach virial equilibrium.

4 ARTIFICIAL NEURAL NETWORK

To explore the parameter space that influences the halo baryon fraction, we have developed an ANN, which we train using our fiducial simulation. The aim is to determine the minimum number of parameters required in order to accurately predict the simulation output, and more interestingly,
make structured predictions based on variations in these parameters. Up to now, models fit the halo baryon fraction using a mass dependent fitting function (e.g. Henriques et al. 2015; Lacey et al. 2016). However, as we have already shown in this work, the halo baryon fraction does not follow such a tight relation. Rather, a large amount of scatter is evident at all times, as one might expect, which can drastically alter the amount of available baryons for both galaxy and star formation. We demonstrate that by using ANNs and the choice of back-propagation algorithm used to train each layer containing one or more neurons. Here, we develop an implicit, fully connected feed-forward network with a single hidden layer (shallow learning), as shown in Fig. 10, which is similar to that used in other works (see, e.g. Shimabukuro & Semelin 2017).

The input layer consists of one neuron for each input parameter, which simply accepts the input value and outputs it to each neuron in the next layer (often referred to as a latch neuron). The linear combination of the inputs is then calculated for each neuron, $s_i$, in the hidden layer as:

$$s_i = \sum_{j=1}^{n} w_{ij}^{(1)} x_j + w_{i,b} b,$$

where neuron $j$ receives the input data $x_j$ and feeds it to the $i$-th neuron in the next layer with connection weight $w_{ij}$. The subscript $b$ denotes a bias neuron, which has a fixed output value of unity in our case. The superscript refers to the layer number (where 1 denotes the hidden layer and 2 denotes the output layer, introduced below). The purpose of such a neuron is to allow the network to vary its output along the input axis by modifying the weight $w_{i,b}$, such that the input values do not necessarily have to lie within a given range; whilst the traditional connection weights $w_{ij}$ control the steepness of the output.

Each hidden neuron is then activated by applying the transfer/activation function, which can take a linear or non-linear form, depending on the problem and desired behaviour of the network. We opt for a non-linear transfer function, which is then applied such that our neuron output becomes $h_i = f(s_i)$ and where the function $f(x)$ typically takes the form of a sigmoid function (as their derivatives are well known). The exact choice of transfer function again depends on the problem one desires to solve, as the training output must be bound by the output range of the neuron. For this work, we choose to use the hyperbolic tangent, however other choices may work equally as well. Each output neuron then sums the contributions from neurons in the hidden layer as above, such that:

$$z_i = \sum_{j=1}^{n} w_{ij}^{(2)} h_j + w_{i,b} b$$

and again the non-linear transfer function is applied to give the final output $y_i = f(z_i)$. While we have chosen to adopt both non-linear hidden and output layers, it should be noted that this is not strictly required, and one may prefer a non-linear transfer function for the hidden layer whilst simply taking the linear sum of weights for the output layer.

Finally, we may rewrite the above as a single equation, generalising the forward-propagation of inputs through the network as:

$$s_i^{(\ell+1)} = \sum_{j=1}^{n} w_{ij}^{(\ell)} x_j^{(\ell)} + w_{i,b}^{(\ell)} b^{(\ell)}$$

$$y_i^{(\ell+1)} = f(s_i^{(\ell+1)})$$

Figure 7. Stellar fraction of haloes (in units of the cosmic mean baryon fraction) for all simulations listed in Table 1 (points), compared with the models of Moster et al. (2013) and Behroozi et al. (2013c). Solid lines show the mean fit to the scatter, the error bars show the 1σ deviation, and the dashed lines show the extrapolated values for both models. While haloes with masses $M_{\text{vir}} > 10^8 M_\odot h^{-1}$ (i.e. $T_{\text{vir}} = 10^4$ K) should not be strongly affected by UV heating, the legacy effect on their accumulated stellar mass, as their progenitors are suppressed, can be seen here when contrasted with the HD (SNe-only) case. Radiative feedback brings all RTX models into good agreement with the abundance matching model of Behroozi et al. (2013c) by $M_{\text{vir}} \sim 8 \times 10^8 M_\odot h^{-1}$, while all models fall well within the constraints of Moster et al. (2013).
Figure 8. Halo baryon fraction, in units of the cosmic mean, at redshifts 9.52, 7.65, and 6.15 for our RT2 simulation (columns; left to right). The colour bars show (top to bottom) the strongest tidal force exerted over the last dynamical time, mass-weighted hydrogen ionization fraction, mass-weighted gas temperature (in units of the virial temperature) and the virial ratio (ratio of kinetic to potential energies). The dashed lines show the mean baryon fraction in bins of logarithmic halo mass, where the error bars correspond to the standard deviation.

where $\ell$ refers to layers 1 or 2 as above. We hereafter reserve the notation $y_i$ (i.e without the super-script) for the output layer only.

4.2 Back Propagation

In this section, we discuss the backwards propagation algorithm used to train our ANN. For the network to quantify the accuracy of its predictions, we define the total cost function as:

$$E = \sum_{n=1}^{N} \left[ \frac{1}{2} \sum_{i=1}^{m} (y_{i,n} - \hat{y}_{i,n})^2 \right]$$  \hspace{1cm} (16)

where $N$ is the total number of training samples, $y_{i,n}$ denotes the neuron output for this training pass, and $\hat{y}_{i,n}$ the target.
Figure 9. Probability distribution functions (PDFs) and Cumulative distribution functions (CDFs) for the tidal force averaged over a dynamical time, $\langle F_{\text{tidal}} \rangle_{t_{\text{dyn}}}$, from redshifts $6 \lesssim z \lesssim 9.5$. We fit a bimodal Gaussian distribution to each PDF (red solid lines). At all redshifts, approximately half of all haloes experience tidal forces less than or equal to the position of the larger peak, while the amplitude of the smaller peak slowly decreases over time as isolated galaxies eventually interact and (possibly) merge with more massive hosts.

The network performs gradient descent at each neuron connection to minimise this cost function by updating the internal system of weights, such that:

$$\Delta w_{ij}^{(\ell)} = \eta \frac{\partial E}{\partial w_{ij}^{(\ell)}} + \xi \Delta w_{ij}^{(\ell)};$$

$$\frac{\partial E}{\partial w_{ij}^{(\ell)}} = \sum_{n=1}^{N} \frac{\partial E_n}{\partial W_{ij}^{(\ell)}}$$

(17)

where $\eta$ and $\xi$ are defined as the learning rate and momentum respectively and $\Delta w_{ij}^{(\ell)}$ is the change in the connection weight on the last training pass. These parameters are used to control how quickly the network learns and performs its gradient descent, which we allow to vary during the learning process and discuss in greater detail in the following section.

The derivative of the cost function with respect to the weights between the input and hidden layer can be calculated as:

$$\frac{\partial E}{\partial W_{ij}^{(\ell)}} = \frac{\partial E_n}{\partial W_{ij}^{(\ell)}} \frac{\partial E_i}{\partial s_i^{(\ell)}} \left[ \frac{\partial E_n}{\partial s_i^{(\ell)}} \frac{\partial s_i^{(\ell)}}{\partial y_i^{(\ell)}} \frac{\partial y_i^{(\ell)}}{\partial w_{ij}^{(\ell)}} \right]^{(\ell)}$$

(18)

Here, we have introduced the error propagation term $\delta^{(\ell)}$, where for the first layer:

$$\delta^{(1)} = \sum_{n=1}^{m} \left( y_{i,n} - \hat{y}_{i,n} \right) w_{ij}^{(2)}$$

(19)

and $m$ is defined as the number of neurons in the next layer. Note that in getting from equation (17) to equations (18) and (19) we have used the chain rule for the derivative, as $E$ depends solely on the activated hidden neurons.

For the output layer, the error-propagation term is sim-
Figure 10. Illustration of the architecture of our ANN, showing the input, hidden and output layer neurons. Each neuron is connected to all neurons in the previous layer with its own mathematical weight, $w$, over which the contributions are summed and applied to the transfer function as shown in the boxes on the right. We opt for non-linear sigmoid transfer functions for both the hidden and output layers. The grey neurons in the input and hidden layer denote bias neurons, which have their own connection weight as above, however have a constant output value of unity. By optimizing the weights of these neurons, the network can vary the transfer function along the input axis, meaning we do not require our input variable to be bound by the transfer function (however some scaling does improve the learning rate of the model). The ANN performs gradient descent at each neuron connection to minimise the cost function (Eqn. 16) based on the target values supplied. We show three hidden neurons for illustrative purposes, however in practice we opt for a 4-45-1 topology (i.e 4 inputs, 45 hidden and 1 output).

\begin{equation}
\delta^{(2)} = (y_{i,n} - \hat{y}_{i,n})
\end{equation}

A complete iteration to train the network therefore requires carrying out the following steps:

(i) Initialise the network with random connection weights
(ii) Compute the outputs using equation (15) (Forward-propagation)
(iii) Compute the output gradients using equations (18) and (20)
(iv) Compute the hidden layer gradients using equations (18) and (19)
(v) Update the set of internal weights using equation (17) (Back-propagation)

Once the network has been trained, the connection weights are exported and re-imported as required.

### 4.3 Adaptive Learning Rate

Generally, there is no standardised way of determining the appropriate learning rate and momentum of a neural network. One tends to use trial and error to determine the best choice of $\eta$ and $\xi$, which varies based on the number of neurons and layers used. Typically, we want the initial learning rate to be fast, such that the network quickly determines a set of internal weights which roughly approximate the target function, without requiring a large number of training passes. However, this requirement could limit the final accuracy of the model, as large steps are taken in the gradient descent process thus making it difficult to converge on the global minimum. One solution to this problem is to allow the network to adaptively vary its own learning rate as the total root-mean-square (RMS) error falls below an acceptable threshold.

We opt for a simple adaptive learning implementation, whereby the parameters $\eta$ and $\xi$ are initially set to 0.15 and 0.25, and subsequently allowed to fall by a factor of two and four when the RMS error is measured to be consistently below some threshold. In Fig. 11 we show the resulting performance of the network with/without adaptive learning, where the error bars show the standard deviation in the RMS for each bin. The input data consist of a few thousand haloes, which the network makes several passes over in a random order such that the total number of iterations exceeds $10^6$. As expected, the initial performance is identical in both cases, however the adaptive learning rate leads to a subtle reduction in the mean RMS after roughly $10^4$ training iterations.
We train the model with our fiducial simulation only, using the four quantities shown in Fig. 8 as our input parameters. The training data consists of haloes from eight snapshots between $z \sim 12$ and $z \sim 6$, which we write out randomly over several thousand passes such that the total number of training samples exceeds $10^6$. Once trained, we export the internal system of connection weights, which is all that is required to calibrate the model for future use. We use this model to predict $f_b$ based on our simulated halo catalogues, to test the accuracy of the network, and present our results in Fig. 12 for our fiducial simulation (left column) and ANN (right column) at $z = 6.15$.

Our model reproduces the simulated data well for all quantities, matching the trends for each quantity except for the rarest objects. These represent only a few percent of the total halo population, and require additional physics in our training data to fully capture. While the scatter is reduced in our predictions, as shown by the black dashed fit and error bars, it is a remarkable improvement over existing constraints which are mass and redshift dependent only. The network captures many interesting properties from our simulated haloes such as the correlation between high tidal forces and large neutral fractions at low-masses and the presence of high tidal forces above and below the mean, with relaxed haloes following the best fit curve. The overall accuracy could be further improved by including more input parameters, to increase the number of degrees of freedom in the model, however we restrict our work to a limited sample as we aim to improve usability in SAMs of galaxy formation; which may not be able to quantify a large range of inputs accurately.

To probe accuracy over a range of redshifts, we compute $M_c(z)$ by non-linear least squares fitting to Eqn. 21 for a range of snapshots between $12 \leq z \leq 6$. The exponent, $\alpha$, is left as a free parameter, however a value of two is found to give good agreement at all times. This is done for all simulations listed in Table 1 (shaded) and the corresponding ANN predictions at the same redshifts (points), as shown in the top left panel of Fig. 13. Our fiducial simulation falls significantly below the predictions of Okamoto et al. (2008) (black dot-dashed line) shortly after their instantaneous reionization at $z_{\text{reion}} = 9$, and above at earlier times. This is due to the inhomogeneous nature of reionization in our simulations, as $\text{HII}$ regions begin to grow around the first stars which form as early as $z \sim 18$ (see Fig. 6). While this leads to an increased suppression of the halo baryon fraction prior to the EoR, as $M_c(z)$ is significantly larger, we find that haloes are not as strongly suppressed as previously thought following its completion. In fact, only our early reionization simulation, in which haloes are suppressed much earlier in their lifetimes, gives good agreement by $z \sim 6$. We also show the predictions from Hoeft et al. (2006), who use a similar homogeneous UV background model as discussed above, but trigger instantaneous reionization at $z_{\text{reion}} = 6$; hence their constraints initially lag behind before converging at the present day ($z = 0$).

The ANN, trained on our fiducial haloes only, shows extremely good agreement at all times, with the uncertainties becoming smaller with redshift in line with our simulations. As $M_c$ sets the mass scale where $f_b$ transitions from a few percent to the cosmic mean, this shows that our model can accurately predict the shape of this relation independent of

---

**Figure 11.** RMS error of the ANN, for the adaptive (varying; blue) and standard (fixed; orange) learning rates. Both models produce identical errors for the first $10^4$ iterations, after which the adaptive method begins to reduce the net learning rate $\eta$ and momentum $\xi$, allowing the gradient descent to get closer to a global minimum. While the difference appears small, this mostly corresponds to improved accuracy at capturing rare outliers in the data.

---

### 4.4 Constraining $M_c$ with Artificial Neural Networks

In line with recent studies (Noh & McQuinn 2014; Okamoto et al. 2008; Hoeft et al. 2006), we quantify the scale at which the baryon fraction transitions from poor to rich using the Gnedin (2000b) fitting formula:

$$f_b(M_c(z)) = \langle f_b \rangle \left\{1 + \left(2^{\alpha/3} - 1\right) \frac{M}{M_c(z)}\right\}^{-\alpha/3},$$

where $\langle f_b \rangle$ denotes the cosmic mean baryon fraction, $M$ is the halo mass, $M_c(z)$ is the redshift dependent characteristic mass scale defined earlier, and $\alpha$ is an exponent which controls the steepness of the transition between the two extremes. The characteristic mass scale represents a halo whose baryon fraction is half the cosmic mean value, as determined from hydrodynamical simulations and necessary to fit the baryon fraction in semi-analytical models of galaxy formation (such as the Munich and Durham semi-analytical models; i.e. L-GALAXIES and GALFORM, respectively; Henriques et al. 2015; Lacey et al. 2016). While the exponent need not be constant, a value $\alpha = 2$ is found to give good agreement with our results.

It was recently found by Aubert et al. (2015) that $f_b$ is independent of reionization history at fixed volume-weighted ionized fraction. This is significant, as we have departed from thinking about how $f_b$ varies in time (redshift), to instead considering how it varies based on the physical evolution of haloes. This paradigm shift is our primary motivation in developing an ANN to understand, and predict this quantity based solely on time-independent physical quantities.

---
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the underlying reionization history, with the introduction of physical scatter in our $f_h$ predictions. This represents a significant improvement over existing constraints on $M_c(z)$, which are model, mass, and time dependent. To demonstrate that our findings are independent of redshift, we show the same quantity but as a function of mass-weighted hydrogen ionized fraction in the top right panel of Fig. 13. We find good agreement with Aubert et al. (2015), however note that they compare the halo baryon fraction as a function of volume-weighted ionized fraction. When investigating the internal properties of haloes, we are primarily concerned with the mass structure over the total volume, hence we opt for the mass-weighted quantity. This demonstrates that the Jeans filtering of haloes during the EoR is a local effect, and not globally time dependent. Therefore, redshift dependent constraints on $M_c$ are not well motivated physically, and miss much of the scatter in the galaxy population during this time.

In the bottom two panels of Fig. 13, we show the same as above but with a tidal cut-off, whereby we exclude all haloes where $\langle F_{\text{tidal}}\rangle_{\text{dyn}}$ exceeds the value of the highest peak in the PDF at each redshift (Fig. 9). Okamoto et al. (2008) were similarly motived to remove haloes which had undergone recent merger activity to reduce the super-cosmic mean scatter in their simulations. As demonstrated in Fig. 8, the net effect of tidal stripping is to raise the baryon fraction above the halo average over time (top row, left to right: high density of yellow points above the dashed mean). Therefore, we find that excluding such objects leads to a significant rise in $M_c$ for all models. To test the sensitivity of our ANN to such a scenario, we create a mock training sample whereby we re-sample the tidal forces exerted on all haloes from the PDFs shown in Fig. 9, but below the large peak as done above. The model correctly predicts a rise in $M_c$ for all simulations, with minor tension shown for RT1.5. This tension is likely due to the random re-sampling of the PDF, however the model still accurately predicts the distribution of all other quantities (see Appendix B, Fig. B1). In the bottom
right panel, we find that all models are still consistent with each other as a function of mass-weighted ionized fraction, suggesting that photoionization/heating are the dominant processes in controlling $f_b$.

5 DISCUSSION

The Jeans-mass filtering of low-mass galactic haloes embedded within HII regions has long been proposed as an efficient mechanism to regulate star formation, by preventing the accretion of baryons from the photoheated IGM (e.g. Shapiro et al. 1994; Quinn et al. 1996; Gnedin 2000b). Haloes that achieve a high stellar emissivity will reach a much higher ionized fraction earlier than those with low star-forming efficiencies, which in turn will lead to them undergoing Jeans-mass filtering earlier. This effect compensates for the difference in emissivity of haloes in the suppressible regime, leading to a 'self-regulating' reionization (Iliev et al. 2007), and could help explain the discrepancy between the observed number density of Milky Way dwarf satellites and those predicted by N-body simulations that assume a $\Lambda$CDM cosmology. However, previous studies on this subject have failed to intricately resolve the internal structure of galactic haloes during reionization, potentially overestimating the efficiency of radiative feedback on star formation.

Semi-analytical models predict that the modulation of star formation due to Jeans-mass filtering at the reionization redshift should be observable in both the cosmic star formation rate of low-mass galaxies and the faint end of the UV luminosity function (e.g. Barkana & Loeb 2000). Recent RHD simulations of the EoR have also drawn this conclusion, showing that the comoving star formation rate of the lowest mass haloes, below masses where atomic cooling is possible, are significantly suppressed and in some cases even can be quenched entirely (e.g. Ocvirk et al. 2016). Large scale $N$-body + RT simulations, such as those by Iliev et al. (2007) and more recently Dixon et al. (2016), which probe the global geometry and statistics of reionization, incorporate these assumptions into their models as sub-grid physics in order to determine which sources drive reionization.

High-resolution simulations of isolated disk galaxies, such as those carried out by Rosdahl et al. (2015), have shown that radiative feedback primarily acts to prevent the collapse of gas and thus the formation of star-forming clumps, rather than destroy those that have already formed. Rosdahl et al. (2015) conclude that the reduction in star formation due to radiative feedback ranges from a factor of 4 in low-mass galaxies to roughly 0.1 for the most massive, similar to that of traditional thermal dump SNe feedback models. This reduction is much weaker than recently predicted by large-scale RHD simulations of the EoR and assumed in the sub-grid models of $N$-body + RT simulations, such as those discussed above.

One of the primary aims of this paper was to determine the statistical effect of radiative feedback on galaxies in a relatively small cosmological volume. In Section 3.2, we carried out a statistical analysis of the distribution of gas densities and temperatures within haloes and concluded that while radiative feedback can heat the gas above our temperature threshold for star formation, it did not have a significant impact on galaxies, as gas at typical ISM densities can already cool efficiently. The CDF of the neutral gas of haloes exposed to ionizing radiation in our simulations show a large reduction in the fraction of dense gas at all masses with respect to the SNe-only case, with low masses most strongly effected. These lower on average densities lead to a reduction in the star formation rate and stellar abundance of haloes; however, low-mass haloes are not completely quenched. As such, we conclude that radiative feedback is much weaker than previously thought, in good agreement with studies of isolated disks (e.g. Rosdahl et al. 2015).

To understand why the lowest-mass galaxies are able to continue forming stars in our simulations, we investigated how various physical effects impacted the baryon fraction of haloes, $f_b$. These included tidal forces, photoionization, heating, and the degree to which haloes are virialized at high redshifts. The Jeans-mass filtering and subsequent photoevaporation of the lowest-mass haloes leads to a reduction in $f_b$ to a few percent of the total halo mass, while intermediate to high-mass haloes are able to retain a significant fraction of their baryons. This effect becomes more exaggerated towards to end of reionization, as photoevaporation occurs on time-scales of a few hundred million years (Shapiro et al. 2004; Iliev et al. 2005a). The highest-mass haloes remain at the cosmic mean baryon fraction, despite radiation preventing collapse and keeping gas at low densities, as previously demonstrated by the CDF of neutral hydrogen. Their large potential wells can retain photoheated gas, remaining as an ionized, hot, hydrostatically supported atmosphere. Tidal stripping leads to a large scatter in $f_b$ above the median, allowing the lowest-mass haloes to accumulate significant fractions of neutral gas. If this gas can cool and collapse to high densities, it may become self-shielding from ionizing UV radiation and thus allow prolonged star formation. The ability for the gas to become self-shielding requires extremely high-resolution simulations, which resolve gas at extremely high overdensities ($\rho/\rho_c \gg 10^5$). At these high densities, self-shielding could also enable the formation of cold accretion streams, which allow massive galaxies to continue to infall baryons throughout reionization (see Appendix A and Rosdahl & Blaizot 2012). Lower resolution simulations which do not resolve these scales are therefore prone to over-suppressing galaxies, as I-fronts can very quickly sweep through the gas and indefinitely prevent collapse until the potential well grows sufficiently large through merging.

The same is found by comparing numerical constraints on the characteristic mass scale, $M_\star$, with those of Okamoto et al. (2008) whose numerical fits are commonly used to constrain $f_b$ in SAMs of galaxy formation. In their models, homogeneous reionization is triggered instantaneously at $\tau_{\text{reion}} = 9$, using the UV background model of Haardt & Madau (2001). This assumption leads to a steep increase in $M_\star$, as haloes transition from unsuppressed to suppressed regime much faster than in our self-consistent models, where their suppression is dependent on their local reionization history. The suppression continues to rise above our fiducial model due to a number of factors. First, contrary to our models, they neglect metal-line cooling, which denies the gas an efficient cooling mechanism at high densities. Secondly, due to their fixed number of smoothed particle hydrodynamics (SPH) particles, the smoothing length is only $\epsilon = 0.25$ kpc$h^{-1}$. This choice results in a maximum baryon overdensity of $\rho/\rho_c \sim 10^5$ in their simulations, while we
Figure 13. Top left panel: Evolution of the characteristic mass scale, $M_c$, as a function of redshift for all RTX models listed in Table 1 (shaded), and our ANN predictions (points). The error bars correspond to the 5σ confidence level. The dot-dashed lines show the fits from Okamoto et al. (2008) (black) and Hoeft et al. (2006) (magenta), who assume a quasi-homogeneous UV background using the models of Haardt & Madau (2001) and Haardt & Madau (1996) respectively. Top right panel: Evolution of $M_c$ as a function of mass-weighted hydrogen ionization fraction, showing that all models are consistent at fixed points in their reionization histories. Note, we do not include the results of Okamoto et al. (2008) and Hoeft et al. (2006) as their models transition from a neutral to fully-ionized Universe instantaneously (step function). Bottom panels: Same as above, but with a cut-off in the tidal force below the position of the highest peak in the redshift dependent PDF (see Fig. 9) applied to the simulated data. Note, for our ANN predictions we re-sample the tidal force from the PDF below the same cut-off, but for all haloes as a toy model to test the predictive power of the model. The ANN is trained using simulated data from our fiducial simulation only, and then used to predict $M_c$ for RT1.5 and RT5. While the ANN predictions for RT1.5 in our tidal cut-off model (bottom left panel) are slightly high, overall the network matches the simulated data extremely well.
achieve $\rho/\langle \rho \rangle \sim 10^8$, which could reduce the ability of gas to self-shield efficiently. Finally, haloes which have undergone recent merger activity are removed from their results prior to fitting $M_\ast$. As we have shown, strong tidal interactions leads to a large scatter, typically above the median, in $f_\ast$. Removing these haloes from our sample leads to an increase in $M_\ast$, partially easing the tension with our fiducial model. In contrast, our fiducial results are several orders of magnitude above the predictions of Hoef et al. (2006), despite using the same SPH code GADGET2 (Springel 2005) and similar homogeneous UV background model of Haardt & Madau (1996) compared to that of Okamoto et al. (2008). In their model, reionization is not triggered until $z_{\text{reion}} \approx 6$, hence their values initially lag behind those discussed above. Furthermore, they restrict their study to void galaxies, which are not representative of the wider galaxy population.

To improve on their models, we developed an ANN to predict the halo baryon fraction that is independent of redshift, mass, and crucially, reionization history. This model can account for the impact of mergers and tidal stripping, as we demonstrated by creating a mock catalogue of haloes with low tidal forces attributed to them. Both our simulations and ANN model predict a rise in $M_\ast$ in such a scenario; however, there is mild tension between them due to the manner in which we randomly sample tidal forces to construct out training data. While the ANN reproduces much of the scatter in $f_\ast$, marking a significant advancement over the current methods of SAMs that use only a mass- and redshift-dependent best-fit curve, it misses a small percentage of haloes with the highest baryon fractions. These objects require additional physics to constrain them within our model, which in turn would introduce additional degrees of freedom. One caveat of our model is that it requires the mass-weighted ionized fraction and gas temperature to be calculated for each halo, which may not be possible in some simpler SAMs. Therefore, we restrict the number of inputs (degrees of freedom) to four, to reduce the number of known quantities required to implement our model.

While our simulations are consistent with observational constraints of the volume-weighted hydrogen neutral fraction, photoionization rate, and Thompson scattering optical depth, there is the caveat that relatively small volumes exhibit a significant scatter in their EoR when examined as part of large-scale simulations (see, for example Ciardi et al. 2003b; Iliev et al. 2006; Mellema et al. 2006b; Zahn et al. 2007; McQuinn et al. 2007; Iliev et al. 2007; Alvarez & Abel 2007; Mesinger & Furlanetto 2007; Geil & Wyithe 2008; Choudhury et al. 2009). While RAMSES-RT employs a moment based method of RT, which scales independently of the number of sources and hence is not limited by volume, the code does not scale particularly well at our resolution of $\Delta x = 15.25$ pc $h^{-1}$. As such, the limiting factor in scaling our simulations up to larger volumes lies solely with access to large computational resources.

Due to computational constraints, we follow the methodology of Gaedt & Abel (2001) in reducing the speed of light to $c_f = 1/100$. This assumption allows us to relax the Courant-condition for the radiation fluid, thus reducing the total number of radiation sub-cycles and, hence, the total run-time (see also discussion in Aubert & Teyssier 2008). A framework for setting the reduced speed of light is set out in Rosdahl et al. (2013), following the study of relativistic I-fronts in Shapiro et al. (2006). A reduced speed of light increases the effective crossing of I-fronts, hence they will lag behind the full speed of light solution after a single light-crossing time (across the Strömgren radius, in units of the recombination time). This effect can cause a retardation in the speed of I-fronts across cosmological volumes; therefore, we artificially boost the stellar escape fraction, $f_{\text{esc}}$, in order to calibrate our reionization histories as shown in Fig. 3. While our minimum value is above unity, i.e. $f_{\text{esc}} = 1.5$ for our RT1.5 simulation, we note that stellar synthesis uncertainties could give rise to much higher stellar luminosities than those predicted by Bruzual & Charlot (2003) and used in our simulations (see the BURST model, for example; Eldridge et al. 2008). As we are primarily concerned with the properties of individual haloes in our simulations, and not the global statistics of reionization, the reduced speed of light approximation is valid as the effective crossing time of a halo is negligible when compared with the Universe.

6 CONCLUSIONS

We have presented the highest spatially resolved, fully self-consistent simulations of the halo baryon fraction during the EoR, achieving a formal resolution of $15.25$ pc $h^{-1}$ comoving using the RAMSES-RT code (Rosdahl et al. 2013). To disentangle the effects of tidal stripping, photoionization, and heating, we developed an Artificial Neural Network, which we trained using our fiducial simulation and then applied to three distinctly varying reionization histories. Our network is able to accurately reproduce the halo baryon fraction in each model, matching the measured value of the characteristic mass scale, $M_\ast$ in each case (Fig. 13).

Our findings are in disagreement with those of Okamoto et al. (2008) and Hoef et al. (2006), both of whom adopt the (instantaneous) homogeneous UV backgrounds of Haardt & Madau (2001) and Haardt & Madau (1996), respectively. This discrepancy is partially due to stronger self-shielding in our models (as we reach much higher spatial resolutions and hence baryon overdensities) and an additional cooling mechanism available (i.e. efficient metal-line cooling at high densities). Our most extreme RT5 model, which is in tension observations of the neutral fraction and Thompson scattering optical depth constraints from Planck (Planck Collaboration et al. 2016b), does match the Okamoto et al. (2008) constraints by $z = 6$ and overshoots this value when haloes that have undergone tidal interactions are ignored.

Radiative feedback can suppress star formation in haloes, however not as strongly as previously suggested by Ocvirk et al. (2016). While the star formation rate in dwarf haloes (below the atomic cooling limit) is reduced, it is not quenched entirely. Furthermore, while the mean stellar abundance of haloes is reduced in our RT models, only our early reionization model (RT5) is inconsistent with the reference SNe-only case within 1σ. The degree of suppression in SFR is strongly correlated with the reduction in halo baryon fraction, as radiation primarily acts to prevent the collapse of star forming gas, rather than heat it past the temperature criterion for star formation. We find that modulation of star formation is primarily due to Jeans-mass filtering, prevent-
ing the collapse of baryons from the IGM into haloes and thus reducing their baryon fraction.

The primary aim of this paper was to develop a model that can predict and capture the scatter in the baryon fraction of haloes in the suppressible regime, whose star formation rates are modulated during reionization. Existing models rely on fitting the average mass scale and slope that determines the transition from baryon poor to rich, providing a best-fit curve that misses much of the scatter in this quantity. We developed and trained an artificial neural network (ANN) to reproduce the halo baryon fraction based on four input parameters: the strongest tidal force exerted from a neighbour (averaged over a dynamical time), the (mass-weighted) hydrogen ionization fraction, the gas temperature (in units of the halo virial temperature), and the virial ratio (ratio of kinetic to potential energies). With these limited degrees of freedom, we demonstrated that our ANN could reproduce the characteristic mass scale, $M_\text{c}$, independently of redshift, mass, and reionization history. Furthermore, it captures much of the scatter in the baryon fraction, leading to a more diverse galactic halo population.

Two of our input parameters (tidal force and virial ratio) can be computed purely from N-body simulations, and both are already provided by the Rockstar halo finder (Behroozi et al. 2013a). The remaining two quantities, the hydrogen ionization fraction and gas temperature can be approximated by semi-analytical models, see e.g. Srisawat (2016). Therefore, our ANN can be trivially embedded within semi-analytical models of galaxy formation, leading to a more self-consistent calculation of the baryon fraction over current methods.
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APPENDIX A: COLD ACCRETION STREAMS

Cold (neutral) accretion streams can form when gas reaches sufficiently high densities that it is able to self-shield from ionizing UV radiation (where recombinations balance out ionizations and equilibrium is achieved). Resolving these phenomena in fully coupled radiation hydrodynamical simulations is expensive, as one must self-consistently account for the hydrodynamical response to feedback whilst capturing these small scales in both galaxies and filaments. While some studies focus on the accurate treatment of the RT at the expense of capturing feedback (Nakamoto et al. 2001; Razoumov & Sommer-Larsen 2006; Ciardi et al. 2003a; McQuinn et al. 2007; Finlator et al. 2009; Aubert & Teyssier 2010), others ignore the dynamics of the gas altogether (Iliev et al. 2006), using a semi-analytical approach to calibrate the sub-grid response (Iliev et al. 2007).

More recently, improvements in algorithms and the steady increase in available computing power has lead to the first fully self-consistent radiation-hydrodynamical simulations of galaxy formation to resolve this process (Rosdahl & Blaizot 2012; Pawlik et al. 2015; Ocvirk et al. 2016). To demonstrate the existence of self-shielding in our models, we focus on a single halo with mass \(M_{\text{vir}} \sim 3 \times 10^{10} \, M_{\odot} h^{-1}\) and virial radius \(R_{\text{vir}} \sim 8\) kpc at \(z \sim 6.4\) in our fiducial simulation. We show projections of gas column density (FFT convolved map), minimum temperature, and min-
Figure A1. Projections of a 40 kpc$^3$ volume surrounding one of our RT2 haloes at $z \sim 6.4$ with mass $M_{\text{vir}} \sim 3 \times 10^9 M_{\odot} h^{-1}$ and virial radius $R_{\text{vir}} \sim 8$ kpc. Top panel: Gas column density, showing the central galaxy and accretion streams. We zoom-in on the galaxy and re-project it at our full resolution. The steel-blue circle denotes the boundary of the virial sphere. Middle panel: Minimum temperature in units of K/µ, calculated by ray-tracing the volume with 512$^2$ rays. As gas passes the virial radius, it is shock heated to the virial temperature of the halo. Bottom panel: Same as above, but for hydrogen ionization fraction, showing dense neutral cores within the accretion streams. This gas is sufficiently dense to self-shield from the background UV radiation.

Figure A2. Mass-weighted photoionization rate-number density 2D histogram of the same volume shown in Fig. A1. The black dashed line denotes the density criterion for star formation, $n_\ast$. As the density increases, the photoionization rate drops substantially, as gas is able to self-shield from ionizing UV and balance recombinations and ionizations. The photoionization rate increases at densities $n_H > n_\ast$, as stars forming in the high density peaks, preferentially ionizing these regions.

APPENDIX B: LOW TIDAL FORCE MODEL

In this appendix, we show the results of our low-tidal force model (as described in the text). As shown in Fig. 12, strong tidal interactions act to increase the scatter in $f_b$, especially at the low-mass end. To test the predictive power of our ANN, we re-sample the tidal forces of all haloes using the PDFs shown in Fig. 9, whereby we place a cut-off at the position of the mean for the largest peak. For our simulated haloes, approximately half of the total populations exhibit maximum hydrogen ionization fraction along rays cast through a sub-volume of 40 kpc$^3$ surrounding the halo (Fig. A1, top to bottom respectively). The steel-blue circle annotates the boundary of the virial sphere; while in the top panel inset, we show a zoom-in of the central galaxy, re-sampled at the full resolution. In the centre and bottom panel, we see the accretion streams have a (relative) cold neutral core, which becomes disrupted as it passes the virial sphere (shock heated to the virial temperature). These streams allow the transport of cold, neutral gas from the IGM to the halo, where it may cool and form stars (provided it continues to self-shield once reaching the halo centre).

The effect of self-shielding is made clearer by visualizing the distribution of cells in photoionization-density space, as shown in Fig. A2. The black dashed line denotes the density criterion for star formation, $n_\ast$, while the colour-bar represents the fraction by mass of cells that occupy this state. As the gas density increases, the photoionization rate decreases substantially due to self-shielding. It then increases at densities $n_H > n_\ast$ as these regions under photoionization from the inside-out in concordance with our reionization geometry (see Figs. 2 and 3). This effect is also seen in Ocvirk et al. (2016), however to a lesser degree due to their limited numerical resolution (and hence maximum density achieved).
tidal forces below this threshold, however our aim here is to develop a simple toy model to test if our ANN provides sensible predictions (i.e., has it properly understood the relationship between tidal force and baryon fraction).

In Fig. B1, we show the original halo catalogue results for our fiducial simulation (left column, as shown previously) and our ANN predictions for our test model (right column). Note, we re-scale the colour-bar for the top row for visualization purposes only. Our test model behaves as expected, leading to a significant reduction in the $M_{\text{vir}}-f_b$ relation and also a rise in the characteristic mass (Fig. 13, bottom panels). As discussed in the text, Okamoto et al. (2008) use a similar approach to reduce scatter in their constraints, whereby they remove all haloes that have undergone recent merger activity. Exclusion of such objects leads to an increase in the numerical values for $M_c$, as we have shown.
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Figure B1. Same as Fig. 12, but for our low-tidal force model. We re-sample the tidal force of each halo using the PDFs shown in Fig. 9 and assign a new value below the position of the largest peak. Our ANN is then used to predict the halo baryon fraction for such a population, as shown in the right-hand column (note: the left-hand column is unchanged from Fig. 12, for reference). A reduction in the tidal force exerted on all haloes results in a tightening up of the scatter in $f_b$ and an increase in our non-linear least squares fitting of $M_c$ (see Fig. 13, bottom panels).