Teeth Category Classification by Fractional Fourier Entropy and Improved Hybrid Genetic Algorithm
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Abstract. It is significant to classify teeth categories in dental treatment. A novel teeth classification method was proposed in this paper, which combined fractional Fourier entropy and feedforward neural network. Firstly, fractional Fourier transform was performed on the teeth CT images and the obtained spectrums were used to extract entropies as the features. Then, a feedforward neural network was employed for automatic classification. To train the parameters in the network, improved hybrid genetic algorithm was leveraged. Experiment results suggested that our method achieved state-of-the-art performance.
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1 Introduction

Teeth are important for human beings. They help us to chew. Teeth can grind food into small pieces which is the first step of digestion [1]. This decomposition can stimulate the further digestion in stomach. Our communication also depends on teeth. Teeth, tongue and lip must work harmoniously for pronunciation of human language. Meanwhile, teeth are playing a significant role for facial expression. Teeth can serve as weapon in emergent situations, they are the gifts from nature. Generally, there are four kinds of teeth in human, they are incisor, canine, premolar and molar.

Human beings have paid a lot of attention to protecting their teeth, but many still suffer from dental illness [2]. The recognition of teeth category is the first step for diagnosis of dental diseases, which is vital for clinical treatment. Manual classification is weak in reproducibility, so researchers try to develop automatic and accurate teeth classification systems using artificial intelligence.

Mahoor and Abdel-Mottaleb (2005) [3] developed their teeth classification system based on bitewing images. They firstly performed Fourier transform on the images for feature extraction. Then, the obtained feature vectors were fed into a Bayesian classifier for training and testing. The labels of the images were binary, which include molar and premolar. To boost the detection precision of their system, the spatial information was
used as well. There are totally 50 images in their dataset. Their system achieved promising accuracy on experiment. Lu (2018) [4] used principal component analysis (PCA) and extreme learning machine (ELM) to classify four tooth categories. Payne (2018) [5] combined Hu moment invariant (HMI) with extreme learning machine (ELM).

The above teeth classification methods achieved good performance, but the accuracy can be improved. In this paper, we proposed a novel teeth classification method based on fractional Fourier entropy (FRFE) feedforward neural network, and improved hybrid generic algorithm (IHGA). FRFE was employed for feature extraction and feedforward neural network was the classification algorithm. The parameters in the network were optimized by IHGA. Our approach yielded better classification performance than several state-of-the-art methods.

2 Dataset

To evaluate our approach, computed tomography teeth image was used in experiment. There are four categories of samples in the dataset: incisor, canine, premolar and molar, and each category contain 50 samples. Some samples are given in Fig. 1.

![Teeth images](image)

Fig. 1. Teeth images

3 Methodology

Image based machine learning systems usually solve two major challenges: feature extraction and classifier training. Feature extraction is to generate some representations from images because images contain too much information. Classifier training is to determine the parameters in classification models to achieve the best accuracy. So, in our scheme, FRFE was leveraged for feature extraction and feedforward neural network was employed for classification. We proposed a novel IHGA for optimization of the parameters in neural network for better generalization ability.

3.1 FRFE

Fractional Fourier entropy (FRFE) [6–15] is a combination of fractional Fourier transform (FRFT) and Shannon entropy. It has been successfully applied into many fields. Given a function \( f(x) \), its \( \alpha \)-angle FRFT can be expressed as [16]:

r_\alpha(v) = \int_{-\infty}^{+\infty} G_\alpha(x,v) f(x) dx \tag{1}

where \(x\) represents the time and \(v\) the frequency. The definition of transform kernel \(G\) is:

\[ G_\alpha(x,v) = \sqrt{1-i\cot x} \times \exp \left[ i\pi \left( v^2 \cot x - 2v \cot x + x^2 \cot x \right) \right] \tag{2} \]

where \(i\) is the imaginary unit. As teeth images are two dimension signals, the FRFT needs to be extended with two angles: \(\alpha\) and \(\beta\). The FRFE denoted by \(F\) can be obtained easily after FRFT by entropy operator \(E\):

\[ F = E \cdot r \tag{3} \]

3.2 Feedforward Neural Network

Feedforward neural network is a basic structure with all the nodes in adjacent layers linked to each other [17]. Feedforward neural network is widely applied in practical problems because it does not require prior distribution information of the simples [18–22]. The architecture of feedforward neural network is shown in Fig. 2, where \(N_I\), \(N_H\) and \(N_O\) denote the numbers of nodes in input, hidden and output layers, respectively.

![Fig. 2. Feedforward neural network structure](image)

The training of the network is to determine the parameters. Although back propagation is a good choice for training algorithm, it cannot guarantee to converge at the global best solution, because back propagation belongs to a greedy algorithm which depends on gradient descent. Therefore, we try to solve the training problem using optimization methods [23–28].

3.3 Standard Genetic Algorithm

Standard genetic algorithm (GA) belongs to an optimization method, which was inspired by the Darwin’s famous evolution theory [29]. GA mimics the behavior of reproduction, crossover and mutation to get the fittest solution.
The solutions are randomly initialized and encoded into strings of ‘0’ and ‘1’ stored in chromosomes. In each generation, the fitness of all the potential solutions will be calculated and sorted. Elitism is used to preserve the high quality solutions, in which several top ranking solutions shall be copied into the next generation directly. Some solutions will be moved into the next generation by crossover and mutation operations. The stopping criterion for GA can be a pre-defined fitness value or the maximum generation. The top ranking solution in the last generation can be the global best one [30, 31].

However, GA is weak in local searching, and it sometimes cannot converge because the fitness of descendants becomes worse with the generations.

### 3.4 Improved Hybrid Genetic Algorithm

IHGA is proposed by Ahmad, Isa (2013) [32], which not only trains the weights in network but also finds the best number of hidden nodes and feature subset. The chromosome in IHGA is divided into three gene segments (GS) for three purposes, shown in Fig. 3.

The fitness of the solutions is defined as:

$$fit = w \times acc + (1 - r) \times \frac{1}{cp}$$  \hspace{1cm} (4)

where $w$ is the weight to compromise between the testing accuracy $acc$ and the network complexity inverse $1/cp$. The definitions of $acc$ and $cp$ are given below:

$$acc = 100 \times \left(\frac{N_C}{N_T}\right)$$  \hspace{1cm} (5)

$$cp = (f \times h) + (h \times o) + h + o$$  \hspace{1cm} (6)

Where $N_C$ and $N_T$ denote the number of correctly classified samples and total sample number, respectively. The $f$, $h$ and $o$ represent the number of selected features, the hidden nodes number and the output nodes number, respectively.

IHGA employs segmented multi-chromosome crossover (SMCC) to generate offspring chromosome that gets gene from more than one couple parent chromosomes. The diagram of IHGA is summarized in Fig. 4.
3.5 10-Fold Cross Validation

Cross validation is a method for training. It is often used to prevent overfitting when the dataset is small. The k-fold cross validation divides the dataset into k groups of the same size [33–35]. Then, every time, one group is chosen for testing and the other k-1 groups serve for training [36, 37]. The training will be run for k times and each group will be used for testing. Then, the average performance can be obtained. The 10-fold cross validation is illustrated in Fig. 5.

![Fig. 4. Steps of IHGA](image)

![Fig. 5. 10-fold cross validation](image)

4 Experiment Results and Discussions

4.1 FRFE Results

Here is an example of FRFT. The input was a teeth CT age and 25 pairs of angles were used, shown in Fig. 6. The result of FRFT was given in Fig. 7.
Fig. 6. Input and Parameter of FRFT

Fig. 7. Results of FRFT
Then, the entropies of the above 25 FRFT spectrums were calculated, shown in Table 1. These 25 FRFEs were fed into the feedforward neural network for training and testing.

### Table 1. Entropy values of FRFT

|       | 6.3632 | 6.8078 | 7.2109 | 7.0521 | 5.3368 |
|-------|--------|--------|--------|--------|--------|
| 6.8068| 7.0813 | 7.3951 | 7.1713 | 5.5611 |
| 7.2050| 7.3947 | 7.4329 | 6.7633 | 5.6494 |
| 6.9844| 7.1126 | 6.7732 | 5.7245 | 5.2942 |
| 5.2210| 5.4708 | 5.5977 | 5.3015 | 4.6309 |

#### 4.2 GA Versus IHGA

The confusion matrixes of our FRFE-IHGA and FRFE-GA were given in Fig. 8 and Fig. 9, respectively. FRFE-IHGA achieved overall accuracy of 80.0% while the accuracy of FRFE-GA was 74.0%. Meanwhile, for sensitivity and specificity of all four classes, FRFE-IHGA outperformed FRFE-GA. So, IHGA was a better option for network parameter optimization than GA in this study.

![Fig. 8. Confusion matrix of our FRFE-IHGA](image)

![Fig. 9. Confusion matrix if replace IHGA with ordinary GA](image)
4.3 Comparison to State-of-the-Art Approaches

We compared our FRFE-IHGA with two state-of-the-art methods: PCA-ELM [4] and HMI-ELM [5]. As shown in Table 2 and Fig. 10, FRFE-IHGA was better than the other two methods in detecting incisor teeth and premolar teeth. For canine, both FRFE-IHGA and PCA-ELM reached the best sensitivity. Though sensitivity for molar teeth of our method was lower than PCA-ELM, FRFE-IHGA achieved the best overall accuracy of the three approaches. Therefore, our FRFE-IHGA is a good solution for automatic teeth classification.

| Approach         | Incisor | Canine | Premolar | Molar | Total |
|------------------|---------|--------|----------|-------|-------|
| PCA-ELM [4]      | 80.00   | 80.00  | 79.60    | 79.40 | 79.75 |
| HMI-ELM [5]      | 78.25   | 78.00  | 79.25    | 78.75 | 78.56 |
| FRFE-IHGA (Ours) | **82.0**| **80.0**| **80.0** | 78.0  | **80.0**|

(bold means the best)

Fig. 10. Comparison against PCA-ELM and HMI-ELM

5 Conclusions

In this paper, a new teeth classification method was proposed based on teeth CT images. Fractional Fourier entropy was employed to generate features from images, and a feedforward neural network trained by improved hybrid genetic algorithm served as the classifier. 10-fold cross validation was employed to avoid overfitting. Our method yielded overall accuracy of 80.0%, which was comparable to state-of-the-art methods.

For future research, we shall collect more teeth images and build bigger dataset to re-test our method. We will try to introduce deep learning to improve the classification accuracy.
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