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An Improved Unscented Kalman Filter Algorithm for Radar Azimuth Mutation
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An improved UKF (Unscented Kalman Filter) algorithm is proposed to solve the problem of radar azimuth mutation. Since the radar azimuth angle will restart to count after each revolution of the radar, and when the aircraft just passes the abrupt angle change, the radar observation measurement will have a sudden change, which has serious consequences and is solved by the proposed novel UKF based on SVD. In order to improve the tracking accuracy and stability of the radar tracking system further, the SVD-MUKF (Singular Value Decomposition-based Memory Unscented Kalman Filter) based on multiple memory fading is constructed. Furthermore, several simulation results show that the SVD-MUKF algorithm proposed in this paper is better than the SVD-UKF (Singular Value Decomposition of Unscented Kalman Filter) algorithm and classical UKF algorithm in accuracy and stability. Last but not the least, the SVD-MUKF can achieve stable tracking of targets even in the case of angle mutation.

1. Introduction

With the continuous development of flight technology, the speed maneuvering performance of aircraft is constantly improved, which poses a severe challenge to the detection and tracking performance of warning radar [1–3]. Radar has a long detection range, has high data accuracy, and is not affected by environmental factors such as illumination [4, 5]. It is widely used in map location, obstacle detection, target recognition, and tracking. Besides, it is also an indispensable sensor for environmental perception. However, a radar also has some problems. At present, most radar algorithms only use the single-frame data environment perception obtained by a rotation of the radar. Due to the sparsity of radar data, this single-frame perception method has a low processing capacity for distant objects and fails to give play to radar’s detection capability. In order to deal with the problem of sparse radar data, the method of increasing the number of radar scan lines is usually adopted [6, 7], but the radar azimuth angles will restart to count after each revolution of the radar, and the radar observation measurement will also occur when the aircraft just passes the sudden change in azimuth. Sudden changes will seriously affect the accuracy of the radar tracking system [8, 9].

In practice, the general method to deal with this problem is to convert the radar measurement data to the cartesian coordinate system [10, 11]. In the spatial cartesian coordinate system, even if the azimuth of the target for the radar coordinate system is mutated, the coordinates of the X, Y, and Z axes of the target also change continuously [12]. However, as a result of the error of radar measurement data, the direct use of coordinate transformation is biased, so the radar measurement data should be debiased. Liu and Wang [12–15] made an in-depth study on the unbiased measurement transformation problem and solved the problem well. However, in some cases, it is impossible to convert the radar measurement data into a cartesian coordinate system. For example, only by measuring azimuth and Doppler frequency shift can some radars accurately locate and track targets. In this respect, Subedi et al. and Guldogan et al. [16–18] did a lot of work and achieved good results. In addition, although some radars can simultaneously observe spatial position information and Doppler frequency shift, the Doppler frequency shift cannot be converted to a rectangular coordinate system. In these
cases, the problem of azimuth mutation still exists, and the resulting measurement covariance singular matrix seriously affects the convergence of the tracking filter [19–21].

In the azimuth mutation, Hidayat et al. [22] used a positive definite matrix instead of the original singular matrix for local correction, which constituted the correction measurement. However, after the modified measurement, the whole filter will become a suboptimal filter, and the accuracy cannot be guaranteed. In this paper, instead of modifying the system itself, we proposed a filtering algorithm that can solve the problem of azimuth mutation.

The filtering methods of the nonlinear system mainly include EKF (extended Kalman filtering), UKF, and CKF (cubature Kalman filtering). EKF expands nonlinear functions into Taylor series and omits higher-order terms, which is generally applicable to weakly nonlinear systems. Compared with UKF and CKF, EKF has poor filtering performance under strong nonlinear condition, and the computation is large, which easily leads to filtering divergence [23]. The CKF algorithm proposed by Arasaratnam et al. [24, 25] is based on cubature transformation. This algorithm uses the spherical radial criterion to approximate the posterior mean value and covariance of states, obtains new state points through the system equation at 2n cubature points with the same weight, and further deduces the predicted state points at the next moment. The whole process does not need to calculate the complex Jacobian matrix and has a good filtering effect. However, the main research on CKF is still theoretical and the engineering application is not mature enough at present. UKF uses UT transform to process the nonlinear transmission of mean and covariance, so its accuracy is higher than EKF [26]. Furthermore, UKF is widely used in target tracking, vehicle driving state estimation, navigation systems, and aircraft attitude estimation [27, 28]. Last but not the least, UKF overcomes the shortcomings that EKF is easy to diverge and has been fully applied in engineering practice. Therefore, in this paper, we focus on the UKF algorithm. Our main contribution to this paper is as follows:

(1) A modified radar measurement method is proposed, which converts the azimuth information about the radar measurement data into azimuth cosine and sine values, and solves the problem of sudden angle change caused by the target flight path crossing the radar coordinate quadrant.

(2) An improved UKF algorithm based on SVD is proposed to solve the error singular matrix caused by the abrupt change of radar azimuth, which traditional UKF cannot handle. This is because the radar tracking system will produce the singular matrix which Cholesky decomposition cannot decompose in traditional UKF.

(3) The multiple fading memory factor is proposed to further improve the accuracy of the radar tracking system. Different from the single fading memory factor [29, 30], the multiple fading memory factor does not break the symmetry of the original matrix struct-

Through simulation experiments, the SVD-MUKF algorithm and SVD-UKF algorithm were studied and compared; what is more, the applicability and stability of the algorithm in the radar tracking system were systematically analyzed. Therefore, we have drawn some conclusions on the indicators of the SVD-MUKF, providing a basis for solving the problem of radar tracking mutation angle.

The structure of this paper is as follows. On the basis of reviewing radar tracking theory, the model of a radar tracking system is firstly analyzed and modeled. In the solution section, the algorithm of the SVD-MUKF to solve the problem is studied in detail. At last, the simulation test is carried out and the calculation results are given.

2. Theoretical Review

In this section, the structural framework of the radar tracking system with modified measurement is given and the cause of a singular matrix is analyzed.

For radar tracking systems, the following discrete-time nonlinear systems are presented:

\[
X(k + 1) = \varphi X(k) + W(k), \\
Z(k) = h(X(k)) + V(k),
\]

(1)

where \(\varphi(\cdot)\) is the linear state transformation function, \(h(\cdot)\) is the nonlinear measurement function, and \(X \in \mathbb{R}^n\) and \(Z \in \mathbb{R}^m\) are state vectors and observation vectors, respectively. All matrices have appropriate dimensions; \(W(k)\) and \(V(k)\) are zero-mean noncorrelated Gaussian random sequences.

In the radar tracking system, in the east-north-up (ENU) coordinate system (Figure 1), the value range of azimuth angle \(\psi\) is generally \(-\pi < \psi \leq \pi\).
If an aircraft flies from west to east and crosses the YOZ plane, then the observed value of radar will suddenly change from $\pi$ to $-\pi$, as shown in Figure 2.

A sudden change in azimuth and the measured signal will cause the filter to diverge. We use the azimuth function here, where the value of the function changes continuously within the range of azimuth, and the filter can easily process the data. Here, we choose the cosine and sine of azimuth instead of azimuth information, and the observation vector is equivalent to

$$V_\psi = [\cos(\psi) \sin(\psi)]^T.$$  \hspace{1cm} (2)

In the formula above, $\rho$ is the distance from the radar to the target; $\theta$ is the pitching angle; $f_d$ is the Doppler frequency shift.

We need to get the covariance matrix of the measurement in the UKF; let the measurement error of azimuth $\psi$ be equation reference goes here $\sigma^2_\psi$, the obtained azimuth value is converted into azimuth direction measurement.

$$V_\psi = [\cos(\psi) \sin(\psi)]^T.$$ \hspace{1cm} (3)

Let the small $\psi$ be $\delta\psi$, we have a small change of $\delta V_\psi$.

$$\delta V_\psi = [-\sin(\psi) \delta\psi \cos(\psi) \delta\psi]^T = [-\sin(\psi) \cos(\psi)] \delta\psi.$$ \hspace{1cm} (4)

If the small change quantity $\delta\psi$ represents the measurement error of azimuth angle $\psi$, the covariance matrix of $V_\psi$ can be obtained as

$$R_\psi = E(\delta V_\psi \cdot \delta V_\psi^T) = E(\delta\psi^2 \begin{bmatrix} -\sin(\psi) \\ \cos(\psi) \end{bmatrix} \begin{bmatrix} -\sin(\psi) \\ \cos(\psi) \end{bmatrix}) = \sigma^2_\psi \begin{bmatrix} \sin^2(\psi) & -\sin(\psi) \cos(\psi) \\ -\sin(\psi) \cos(\psi) & \cos^2(\psi) \end{bmatrix}.$$ \hspace{1cm} (5)

In the radar tracking system, the radar measurement is irrelevant, and the covariance matrix is a nonsingular matrix. Here, the azimuth information is converted to $V_\psi$, resulting in the local correlation of measurement, and $R_\psi$ is a singular matrix, which is represented by the covariance matrix

$$R_\psi = \begin{bmatrix} \sigma^2_\psi & \sin^2(\psi) & -\sin(\psi) \cos(\psi) \\ -\sin(\psi) \cos(\psi) & \cos^2(\psi) & 0 \end{bmatrix} = 0.$$ \hspace{1cm} (6)

In this case, the entire covariance matrix is

$$R = \begin{bmatrix} \sigma^2_\psi & 0 & 0 & 0 & 0 \\ 0 & \sigma^2_\theta & 0 & 0 & 0 \\ 0 & 0 & \sigma^2_\psi & \sin^2(\psi) & -\sigma^2_\psi \sin(\psi) \cos(\psi) \\ 0 & 0 & -\sigma^2_\psi \sin(\psi) \cos(\psi) & \sigma^2_\psi \cos^2(\psi) & 0 \\ 0 & 0 & 0 & 0 & \sigma^2_{f_d} \end{bmatrix}.$$ \hspace{1cm} (7)

$R$ must be singular in this case. The generated singular matrix contributes to the Cholesky decomposition to fail, which in turn causes the UKF algorithm to fail to track. Here, we improve the UKF algorithm and propose the SVD-MUKF algorithm.

3. Singular Value Decomposition-Based Memory Unscented Kalman Filter

3.1. Singular Value Decomposition Based on Unscented Kalman Filter. Unscented Kalman filter rejects the traditional method of linearization of nonlinear functions and adopts the Kalman filter framework. For the one-step prediction equation, the nonlinear transfer problem of mean and covariance is dealt with by UT (unscented transformation). The unscented Kalman filter algorithm approximates the probability density distribution of the nonlinear function and uses a series of samples to approximate the posterior probability density of the state.

The UKF process is as follows:

Nonlinear system:

$$\begin{cases} X_{k+1} = f(x_k) + W_k, \\ Z_k = h(x_k) + V_k. \end{cases}$$ \hspace{1cm} (8)
$W(k)$ has the covariance matrix $Q$; $V(k)$ has the covariance matrix $R$.

$$X_{k,k}^{(i)} = \left[ \tilde{X}_{k,k} \tilde{X}_{k,k} + \sqrt{(n+\lambda)P_{k,k}} \tilde{X}_{k,k} - \sqrt{(n+\lambda)P_{k,k}} \right],$$

$$X_{k+1,k}^{(i)} = f \left[ k, X_{k,k}^{(i)} \right],$$

$$\tilde{X}_{k+1,k} = \sum_{i=0}^{2n} \omega_{i}^{(i)} X_{k+1,k}^{(i)},$$

$$P_{k+1,k} = \sum_{i=0}^{2n} \omega_{i}^{(i)} \left[ X_{k+1,k}^{(i)} - X_{k,k}^{(i)} \right] X_{k+1,k}^{(i)^\top} + Q_{k},$$

$$X_{k+1,k}^{(i)} = \left[ \tilde{X}_{k+1,k} \tilde{X}_{k+1,k} + \sqrt{(n+\lambda)P_{k+1,k}} \tilde{X}_{k+1,k} - \sqrt{(n+\lambda)P_{k+1,k}} \right],$$

$$Z_{k+1,k}^{(i)} = h \left[ X_{k+1,k}^{(i)} \right],$$

$$\tilde{Z}_{k+1,k} = \sum_{i=0}^{2n} \omega_{i}^{(i)} Z_{k+1,k}^{(i)},$$

$$P_{z_{1}z_{2}} = \sum_{i=0}^{2n} \omega_{i}^{(i)} \left[ Z_{k+1,k}^{(i)} - \tilde{Z}_{k+1,k} \right] \left[ Z_{k+1,k}^{(i)} - \tilde{Z}_{k+1,k} \right]^\top + R,$$

$$P_{z_{1}z_{2}} = \sum_{i=0}^{2n} \omega_{i}^{(i)} \left[ X_{k+1,k}^{(i)} - \tilde{Z}_{k+1,k} \right] \left[ Z_{k+1,k}^{(i)} - \tilde{Z}_{k+1,k} \right]^\top,$$

$$K_{k+1} = P_{z_{1}z_{2}}^{-1} P_{z_{1}z_{2}},$$

$$\tilde{X}_{k+1,k+1} = \tilde{X}_{k+1,k} + K_{k+1} \left[ Z_{k+1,k} - \tilde{Z}_{k+1,k} \right],$$

$$P_{k+1,k+1} = P_{k+1,k} - K_{k+1} P_{z_{1}z_{2}} K_{k+1}^\top,$$

where $n$ is the dimension of the state vector, $\sqrt{P}^\top \sqrt{P} = P$, $\sqrt{P}$ is the $i$th column of the square root of the matrix. Parameter $\lambda = \alpha^2 (n + k) - n$ is a scaling factor. $\alpha$ is a constant that controls the distribution of the sample points. $k$ is a second-order scale parameter, usually set to 0 or $3 - n$. $\beta$ is used to combine mean distribution with prior knowledge, and the weight of $\omega$ is given as follows:

\begin{align*}
\omega_m^{(0)} &= \frac{\lambda}{n+\lambda}, \\
\omega_i^{(0)} &= \frac{\lambda}{n+\lambda} + (1 - \alpha^2 + \beta), \\
\omega_m^{(i)} &= \omega_i^{(i)} = \frac{\lambda}{2(n+\lambda)}, \quad i = 1 \sim 2n.
\end{align*}

SVD is the most stable and accurate matrix decomposition algorithm in numerical algebra, which can be applied to the decomposition of any matrix. It represents a complex matrix by the product of several relatively simple matrices (eigenvalues and eigenvectors), which not only simplifies the operation but also preserves the characteristics of the original matrix.

There is a matrix one $U \in R^{m \times m}$, $\sum R^{m \times n}$, and $V \in R^{n \times n}$; the singular value of $A$ can be decomposed into

$$A = U \sum V^T = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix} V^T,$$

where the singular value of $U \in R^{m \times m}$, $\sum R^{m \times n}$, $V \in R^{n \times n}$, $S = \text{diag} (s_1, s_2 \cdots s_n)$, $s_1, s_2 \cdots s_n$ matrix $A$, $r$ is the rank of $B$; $U$ and $V$ are the left and right singular vectors of $B$.

UT calculation in the UKF sigma needs to get the square root of the covariance matrix $P$ matrix. When the UKF random vector of the discussion of each component is independent of each other, namely, $P$ nonsingular matrix, we can use the Cholesky decomposition to calculate $P$ matrix square root, but some of the component or $P$ random vector is a singular matrix. In this case, we are unable to use Cholesky decomposition to get the square root of the matrix. In this paper, we use SVD to perform the singular value decomposition of covariance matrix $P$.

In view of the problem, we suppose that $P$ has a singular value decomposition:

$$A = U \sum V^T = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix} V^T.$$

Since $P$ is the covariance matrix, we know that all $P$ matrices are paired $U = V$; $P$ can be rewritten as

$$P = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix} U^H.$$

If

$$G = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix}^{1/2} = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix}^{1/2} P = U \begin{bmatrix} \sum & 0 \\ 0 & 0 \end{bmatrix} V^H.$$

And finally, we can get $P = GG^H$; $G$ is the square root of the matrix $P$, computing $2n + 1$ sigma points:

\begin{align*}
X^{(i)} &= \tilde{X}, & i &= 0, \\
X^{(i)} &= \tilde{X} + \sqrt{(n+\lambda)G}, & i &= 1 \sim n, \\
X^{(i)} &= \tilde{X} - \sqrt{(n+\lambda)G}, & i &= n + 1 \sim 2n.
\end{align*}

SVD is used to solve the problem that Cholesky cannot use when the covariance matrix is singular.

3.2. Multiple Memory Fading Factor. In the UKF algorithm, the best memory forgetting factor can be obtained by the one-step algorithm of the best memory factor:
\[
\lambda_k = \max \left\{ 1, \frac{1}{n} \text{Tr} \left[ N_k M_k^{-1} \right] \right\}.
\]  

(16)

In the formula, the matrices 1 and 2 are, respectively,

\[
\begin{align*}
M_k &= h(x_k) f(x_{k-1}) P_{k-1} f^{-1}(x_{k-1}) h^{-1}(x_k), \\
N_k &= C_k - h(x_k) Q_{k-1} h^{-1}(x_k) - R_k.
\end{align*}
\]  

(17)

\(C_k\) is the error variance matrix; \(Z_k\) is the estimated error:

\[
C_k = \frac{1}{k-1} \sum_{i=0}^{k} Z_i Z_i^T.
\]  

(18)

The optimal forgetting factor can be obtained from the following formula:

\[
\lambda_k = \max \left\{ 1, \frac{\text{Tr} \left[ N_k \right]}{\text{Tr} \left[ M_k \right]} \right\}.
\]  

(19)

We can clearly see the physical significance of the optimal memory forgetting factor: the increase of estimation error \(Z_k\) causes the increase of error variance matrix \(C_k\). Furthermore, the optimum forgetting factor \(\lambda_k\) increases correspondingly to make the filter reach the optimum. In the algorithm, the lower bound of the optimal forgetting factor \(\lambda_k\) is defined as 1, which is from the convergence consideration. It is generally considered that the actual filtering error is greater than the theoretical error.

In the field of surveying and mapping, the classical fading filter makes the state of the whole system with a single fading factor. In practice, it is often difficult to guarantee the best filter and describe the changes of the system state accurately. In order to solve this problem, a multifading filtering algorithm is proposed.

In multifading filtering, the prior covariance matrix of state parameters can be expressed as

\[
P_{k+1, k} = S_{k+1} \Phi_{k+1, k} P_k \Phi_{k+1, k}^T + Q_{k+1},
\]  

(20)

where \(S_{k+1}\) is the fading factor, and \(S_{k+1} = \text{diag} \{s_1, s_2, \cdots, s_i, 1, 1, \cdots, 1\}\). To ensure the symmetry of \(P_{k+1, k}\), the left multiplication form of classical fading filter is replaced by the symmetric fading factor, which can avoid the harmful coupling of correlation caused by asymmetric fading factor.

\[
P_{k+1, k} = S_{k+1} \Phi_{k+1, k} P_k \Phi_{k+1, k}^T S_{k+1} + Q_{k+1}.
\]  

(21)

Based on the one-step algorithm of optimal fading factor, we construct a new multimemory fading factor:

\[
S_{k+1} = \max \left\{ 1, \frac{\text{Tr} \left[ N_k (i, i) \right]}{\text{Tr} \left[ M_k (i, i) \right]} \right\},
\]  

(22)

where \(N_k (i, i)\) and \(M_k (i, i)\) are the \(i\)th diagonal elements of \(N_k\) and \(M_k\), respectively. Similarly, according to the observability of state parameters, only \(m\) elements can be estimated adaptively, while the data of other diagonal elements are set to 1. It can be seen that the new multiple memory fading factor constructed here has the following characteristics:

1. The multiple fading factors are constructed on the basis of a single optimal fading factor, which ensures the optimum performance of the filter.
2. The memory factor can adjust the components of the prior state covariance matrix in real time, which can enhance the convergence performance of the filter and inhibit the divergence of the filter.
3. The calculation of multiple fading factors is simple and easy to realize.

3.3. Singular Value Decomposition-Based Memory Unscented Kalman Filter. In the paper above, we replaced the Cholesky decomposition with SVD and performed UT to ensure that the error covariance singular matrix generated when the mutation angles that the radar generated would not affect the filtering. In the radar tracking system, a 9-dimensional
The state parameter vector is constructed, including carrier position, velocity, acceleration, and error in three directions. Under the framework of UKF, the iterative calculation formula for SVD-MUKF algorithm time constructed can be obtained as follows:

\[
\hat{X}_{k+1} = \sum_{i=0}^{2^n} \omega^{(i)} X^{(i)}_{k+1,k},
\]

\[
P_{k+1,k} = S_k \left( \sum_{i=0}^{2^n} \omega^{(i)} \left[ \hat{X}_{k+1,k} - X^{(i)}_{k+1,k} \right] \left[ X^{(i)}_{k+1,k} - X^{(i)}_{k+1,k} \right]^T \right) S_k^T + Q_k.
\] (23)

In the radar tracking system, the observable variables are the distance from the aircraft to the radar, two extended azimuth angles, and pitch angles. Therefore, the dimension of the observation equation is 5, which can be estimated adaptively, and no element is set as 1.

### 4. Simulation

The performance of the SVD-UKF, SVD-MUKF, and traditional UKF algorithm was comprehensively compared through simulation experiments. The traditional UKF algorithm could not run steadily after the mutation angle, so we adopted the same path but different starting points to prevent the trajectory from passing the mutation angle. By analyzing the results, the effectiveness of the SVD-MUKF algorithm is verified.

The error estimation in the object chart is obtained by AVE (absolute value error) and RMSE (root mean square error), which can be expressed as

\[
\text{AVE}(k) = \sqrt{(X_k - X^{m}_k)^2},
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (X_k - X^{m}_k)^2},
\] (24)

where \(X_k\) is the real value, \(X^{m}_k\) is the predicted value, and \(N\) is the number of steps in the total simulation time, that is, the total time.

For the purpose of testing the performance of three algorithms, AVE for displacement and speed and RMSE based on three algorithms are compared in the case of uniform speed.
motion. Besides, under the circumstances of nonuniform speed motion, we compare AVE of displacement and speed and RMSE of algorithms to verify the efficiency of the improved algorithm.

4.1. Simulation of Uniform Motion. A uniform line is defined as

(1) The UAV goes through azimuth mutation, as shown in Figure 3

(2) The UAV does not undergo azimuth mutation, as shown in Figure 4

The initialization bar is shown in Table 1.

The state is determined by a 9-dimensional vector including displacement, velocity, and acceleration:

\[ X_U^0 = [-2000; 2000; 5000; 20; 0; 0; 0; 0; 0]^T, \]

\[ X_S^0 = [2000; 2000; 5000; 20; 0; 0; 0; 0; 0]^T, \]

\[ P_0 = \text{diag} \left( [10; 10; 1; 1; 1; 0.1; 0.1; 0.1]^2 \right)^T, \]

\[ Q_0 = \text{diag} \left( [1; 1; 1; 0.1; 0.1; 0.1; 0.01; 0.01; 0.01]^2 \right)^T, \]

\[ R_U^0 = \text{diag} \left( [60; 0.01; 0.01; 0.01; 2]^2 \right)^T, \]

\[
R_S^0 = \begin{bmatrix}
60^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.01^2 & 0 & 0 & 0 \\
0 & 0 & 0.01^2 & -0.01^2 & 0 \\
0 & 0 & -0.01^2 & 0.01^2 & 0 \\
0 & 0 & 0 & 0 & 2^2 \\
\end{bmatrix}.
\]  

In the radar system with position as the measurement object, the estimation performance of displacement by the three methods is shown in Figure 5 and Table 2. In the radar system with velocity as the measurement object, the estimation performance of velocity by the three methods is shown in Figure 6 and Table 3.

In Figures 5 and 6, the AVE values of UKF, SVD-UKF, and SVD-MUKF are given as time changes and the variation law of AVE values is given. In Tables 2 and 3, the data analysis values of displacement and velocity filtering results of three kinds of filters are given, and the filtering effect is more intuitive.

4.2. Simulation of Uniform Variable Motion. A uniform line is defined as

(1) The UAV performs a large maneuver with a 180-degree turn and a sudden change in azimuth, as shown in Figure 7

(2) The UAV does not follow the same trajectory through the abrupt azimuth, as shown in Figure 8

| Filter   | AVE mean (m/s) | AVE variance (m/s) | RMSE (m/s) |
|----------|---------------|--------------------|------------|
| UKF      | 0.5966        | 0.2774             | 0.6580     |
| SVD-UKF  | 0.6080        | 0.2857             | 0.6718     |
| SVD-MUKF | 0.2525        | 0.0706             | 0.2622     |

Table 4: Uniform variable motion filter initialization conditions.
The initialization bar is shown in Table 4.

\[ X_U^0 = [-50; 1000; 10000; 50; 60; -10; -10; -10; -5]^T, \]
\[ X_U^0 = [10000; 10000; 10000; 50; 60; -20; -10; -10; -5]^T. \]  

(26)

\( P_0 Q_0 R_0 S \) are the same as constant motion.

In a radar system for measuring position, three methods of displacement estimation performance are shown in Figure 9 and shown in Table 5, the measurement for speed of a radar system; the three methods of speed estimation performance are shown in Figure 10 and Table 6, based on the acceleration measurement of a radar system; the performance of the three methods of acceleration estimation is shown in Figure 11 and Table 7.

Figures 9 and 10 are similar to the uniform velocity motion and indicate the change of AVE with time. Based on the displacement and velocity, we increased the acceleration in Figure 11. AVE better reflects the filtering conditions of the three filters in uniform acceleration. The statistical results of the three types of filtered displacement, velocity, and acceleration data are given in Tables 5–7, respectively.

4.3. The Simulation Results. By comparing the AVE and RMSE of the three filtering algorithms, the conclusion can be drawn as follows:

(1) The ordinary SVD-UKF algorithm is slightly better than the traditional UKF algorithm in accuracy. This is because SVD has better stability than Cholesky decomposition, reducing the error generated by the system during the decomposition process.

(2) The performance of the SVD-MUKF is better than that of the UKF and SVD-UKF in both displacement, velocity, and acceleration estimations. This is because the SVD-MUKF increases the memory fading factor on the basis of the SVD-UKF, eliminating the real-time adjustment of the test state covariance matrix by the UKF through the size of new information and making it expand the corresponding multiple, thus reducing the use efficiency of historical data. It can be seen from Figures 5, 6, and 9–11 that SVD-MUKF’s data processing results are significantly better than other filtering results; from Tables 2, 3, and 5–7, the AVE, variance, and RMSE values of displacement, velocity, and acceleration of the SVD-MUKF algorithm are far less than those of the other two methods, which illustrate the fading memory factor on the filter for the length of the memory of a certain limitation and improve the efficiency of the usage of new measurement information. The filtering divergence has played a certain inhibition.

(3) Due to the large steering in the acceleration simulation of the aircraft, from Figure 7 to Figure 9, we
can see that in the first 50 seconds, the errors of the three filters will increase sharply, but after the end of the steering, the errors will gradually return to the normal state, indicating that the above algorithm is not strong in tracking the sudden displacement. From 50 seconds to 150 seconds, the displacement gradually becomes stable, and there is no jump in the errors of displacement, velocity, and acceleration, which again confirms the above conclusion.

5. Conclusion

In this paper, an effective solution, namely, the SVD-MUKF tracking algorithm, is proposed to solve the azimuth mutation problem caused by the coordinate system selection problem of observation radar in a specific scene. Combined with the research focus of the UKF algorithm, the simulation data of the SVD-MUKF algorithm was compared with those of the SVD-UKF algorithm and SVD-MUKF algorithm. Experimental results show that the SVD-MUKF tracking algorithm can not only solve the problem of angle mutation but also improve the accuracy of the SVD-MUKF algorithm compared with the SVD-UKF algorithm and UKF algorithm.
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