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Abstract—In this paper, wireless video transmission to multiple users under total transmission power and minimum required video quality constraints is studied. In order to provide the desired performance levels to the end-users in real-time video transmissions while using the energy resources efficiently, we assume that power control is employed. Due to the presence of interference, determining the optimal power control is a non-convex problem but can be solved via monotonic optimization framework. However, monotonic optimization is an iterative algorithm and can often entail considerable computational complexity, making it not suitable for real-time applications. To address this, we propose a learning-based approach that treats the input and output of a resource allocation algorithm as an unknown nonlinear mapping and a deep neural network (DNN) is employed to learn this mapping. This learned mapping via DNN can provide the optimal power level quickly for given channel conditions.
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I. INTRODUCTION

Recently, with rapid developments in communication technology, multimedia applications such as video telephony, teleconferencing, and video streaming are delay sensitive and bandwidth intensive, have started becoming predominant in data transmission over wireless networks. For instance, as revealed in [1], mobile video traffic accounted for 60% of the total mobile data traffic in 2016, and more than three-fourths of the global mobile data traffic is expected to be video traffic by 2021. Indeed, mobile video has the highest growth rate of any application category measured among the mobile data traffic types. Such dramatic increase in wireless video traffic, coupled with the limited spectrum resources, brings a great challenge to today’s wireless networks. Therefore, it is important to improve the wireless network capacity by allocating the limited resources efficiently.

The authors in [2] proposed a strategy to maximize the sum quality of the received reconstructed videos subject to different delay constraints at different users and a total bandwidth constraint in a multiuser setup by allocating the optimal amount of bandwidth to each user in a downlink wireless network. A content-aware framework for spectrum- and energy-efficient mobile association and resource allocation in wireless heterogeneous networks was proposed in [3]. The authors in [4] developed an optimal power allocation scheme for the cognitive network with the goal of maximizing the effective capacity of the secondary user link under constraints on the primary user’s outage probability and secondary user’s average and peak transmission power. The authors in [5] proposed a QoS-driven power allocation scheme for full-duplex wireless links with the goal of maximizing the overall effective capacity under a given delay QoS constraint. Two models namely local transmit power related self-interference (LTPRS) model and local transmit power unrelated self-interference (LTPUS) were built to analyze the full-duplex transmission, respectively. However, an approximation of the sum Shannon capacity was used in the formulation of the effective capacity under the assumption that the signal-to-interference-plus-noise ratio is much larger than 1. [6] considered the problem of distributed power allocation in a full-duplex wireless network consisting of multiple pairs of nodes with the goal of maximizing the network-wide capacity. Shannon capacity was used as the performance metric and the optimal transmission powers for the full-duplex transmitters were derived based on the high SINR approximation and a more general approximation method for the logarithm function. In [7], we addressed the optimal power and bandwidth allocation in a full-duplex wireless video transmission system with the goal of maximizing the weighted sum quality of the received video sequences.

The above-mentioned proposed algorithms achieve high performances that are observed through numerical simulations and theoretical analysis. However, the algorithms proposed for solving the optimal power control problems in the presence of interference terms generally have high computational complexity and cost. For example, WMMSE-based algorithms require complex computations such as matrix inversion and bisection in each iteration [8], [9]. Monotonic optimization (MO) in [7] also needs to find the projection in each iteration, in which one has to solve multiple nonlinear equations simultaneously and the candidate outline set increases. Such computationally demanding and time-consuming algorithms (due to iterative search processes as in monotonic optimization) become difficult to be implemented in real-time applications especially if wireless channel conditions vary relatively quickly, and hence optimal power levels need to be determined frequently.

In this work, we propose to employ a fully connected deep neural network (DNN) to approximate the optimal power control algorithm for quality-driven wireless multimedia transmissions. Since the optimization problem is not a convex problem, and solving the problem via monotonic optimization...
In this section, optimization problems are formulated to maximize the weighted sum video quality subject to maximum transmission power at the transmitter and minimum required video quality constraint. Specifically, \( P_{\text{max}} \) and \( Q_{\text{min}} \) are the maximum available transmission power at the transmitter and minimum received video quality at \( U_k \), respectively. \( P \) is a \( K \times 1 \) dimensional vector of power values, \([P_1, P_2, \ldots, P_K]\), allocated transmission to different users. The feasible sets of \( P \) is denoted by \( \mathcal{P} = \{P\mid \sum_{k=1}^{K} P_k \leq P_{\text{max}}, P_k \geq 0, \forall k \in \mathcal{K}\} \).

### A. The Monotonic Optimization Algorithm

Due to the existence of interference, the optimization problem (4) is a non-convex problem with respect to \( \mathbf{P} \). We note that the objective function in (3) is an increasing function with respect to \( \mathbf{R} \), where \( \mathbf{R} \) is the \( K \times 1 \) dimensional vector of transmission rates, \([R_1, R_2, \ldots, R_K]\). Therefore, the non-convex optimization problem (4) can be transformed into a monotonic optimization (MO) problem, and the MO formulation is written similarly as in (7) as follows:

\[
\max \Phi(\mathbf{R}) = \sum_{k=1}^{K} \omega_k (\alpha_k \ln(R_k) + \beta_k) \\
s.t. \quad \mathbf{R} \in \mathcal{G} \cap \mathcal{H}.
\]  

(5)

Above, the normal set is

\[
\mathcal{G} = \left\{ \mathbf{R} | 0 \leq R_k \leq V_k(\mathbf{P}), \forall i \in \mathcal{I}, \forall k \in \mathcal{K}, \sum_{k=1}^{K} P_k \leq P_{\text{max}} \right\}
\]  

(7)

where, \( V_k(\mathbf{P}) \) is the maximum feasible value of \( R_k \). In (6), the conormal set is

\[
\mathcal{H} = \{ \mathbf{R} | R_k \geq R_k^{\text{min}}, \forall k \in \mathcal{K} \}
\]  

(8)

where \( R_k^{\text{min}} = e^{\frac{Q_{\text{min}} - \beta_k}{\alpha_k}} \) is the minimum rate corresponding to the minimum quality of received video requirement. Similar as in (7), the initialized enclosing polyblock is obtained as...
the polyblock that contains the feasible set properly. In other words, the polyblock is the smallest box that contains \( G \cap H \). We also initialize the optimal weighted sum quality of received video as \( Q^{\text{opt}} = 0 \). Following this, in each iteration \( i \), we project the vertex \( v_i \) that leads to the maximum infeasible value of \( \Phi(v_i) \) to the upper boundary of the feasible set and get the corresponding feasible value of \( \Phi(R) \), denoted as \( \pi_R^u(v_i) \), and \( Q^{\text{opt}} = \max\{Q^{\text{opt}}, \pi_R^u(v_i) \} \). After projection, we add \( K \) new vertices to the polyblock set and remove the projected vertex \( v_i \). Repeating the above steps until \( \Phi(v_i) - Q^{\text{opt}} < \epsilon \) gives the optimal weighted sum quality of received video, where \( \epsilon \) is the error tolerance. The corresponding \( R^{\text{opt}} \) is the optimal transmission rate, and we obtain the optimal power allocation \( P^{\text{opt}} \) by solving \( K \) equations \( 1 \).

B. Approximation via DNN

In this section, we describe in detail the DNN structure as well as how the training and testing of the DNN are performed.

1) DNN Structure: A fully connected neural network with one input layer, multiple hidden layers and one output layer as shown in Fig. 2 is used in our paper. The input consists of the channel fading gains \( \{\gamma_{1,k}\} \), and the output values are the power allocations \( \{P_k\} \). Since the power value is greater than or equal to 0, we employ ReLU as the activation function for the hidden layer activation, which gives the output of hidden layer \( h = \max\{h, 0\} \). Additionally, in order to enforce the total power constraint in \( 1 \) at the output layer of DNN, the following normalized activation function for the output layer is used:

\[
P_k = \frac{\max\{P_k, 0\}}{\sum_{k=1}^{K} \max\{P_k, 0\}} P^{\text{max}}.
\]

The above equation guarantees that the total power constraint is satisfied with equality.

2) Training Data Generation: In order to describe the training data generation clearly, we define the vector \( \gamma^j = [\gamma_{1,1}^j, \gamma_{1,2}^j, \ldots, \gamma_{1,K}^j, \gamma_{2,1}^j, \ldots, \gamma_{2,K}^j] \), as the input of the training sample, and \( P^j = [P_1^j, P_2^j, \ldots, P_K^j] \) as the corresponding output (label), where the superscript \( j \) denotes the index of the training sample. The corresponding power allocation, \( P^j \), is generated by using MO, and the tuple \( (\gamma^j, P^j) \) is referred to as the \( j \)th training sample in the DNN structure. The MO process is repeated to generate the training set, as well as the validation data set. The size of the validation data set is smaller than the training set. \( T \) and \( V \) denote the sets of training and validation, respectively.

3) DNN Training: The training samples in \( T \) are used to optimize the weights and biases of the neural network. The mean square error (MSE) between the label \( P^j \) and the output of the DNN is used as the cost function. An efficient mini-batch stochastic gradient descent RMSProp algorithm that divides the gradient by a running average of its recent magnitude \( 12 \) is employed as the DNN optimization algorithm. The weights are initialized by using the truncated normal distribution.

4) DNN Testing: In the testing stage, the channel side information (CSI) is generated with the same distribution as used in the training stage. Each new generated channel realization \( \gamma \) is passed through the trained DNN and the optimal power allocation \( P \) is collected. Following this, we compare the power allocation and the corresponding weighted sum quality of received video sequences generated by DNN and MO.

IV. NUMERICAL AND SIMULATION RESULTS

Five CIF video sequences namely Akiyo, Bus, Coastguard, Foreman and News are used for the simulation results \( 13 \). Size of each frame is \( 352 \times 288 \) pixels. FFmpeg is used for encoding the video sequences and group of pictures (GOP) is set as 10. Frame rate is set as 15 frames per second. Table I shows the parameters \( a_k \) and \( b_k \) that make the rate-distortion function of the five video sequences fit the quality rate model in \( 2 \), where the unit of \( R_k \) is kbit/s. Total bandwidth is \( B = 10^5 \) Hz. The power spectrum density of the AWGN is set to \( N_0 = 10^{-6} \) W/Hz, and we also set the maximum available transmission power \( P^{\text{max}} = K \) W, rate adjustment \( c_1 = 0.905 \) and SNR gap \( c_2 = 1.34 \) \( 10 \).

|          | Akiyo | Bus  | Coastguard | Foreman | News |
|----------|-------|------|------------|---------|------|
| \( a_k \) | 5.0545| 4.7205| 3.5261     | 4.5006  | 5.6218|
| \( b_k \) | 17.1145| 5.4764| 13.8425    | 13.0780 | 10.0016|

For the DNN, three hidden layers with 200, 80 and 80 neurons in each hidden layer is used in our paper. We also assume that \( K = 3 \) and Akiyo, Bus, Coastguard are transmitted from the base station to the users. Fig. 3a shows the impact of the batch size on the MSE evaluated on the validation set, as well as the training time with learning rate 0.0001. Larger batch size leads to slower convergence of the training. Fig. 3b demonstrates the impact of the learning rate on the MSE with batch size 20. Larger learning rate leads to higher validation error and may prevent convergence, while smaller learning rate results in slower convergence but lower error. And the validation error is at a certain level if the learning rate is small enough.

Fig. 4 demonstrates the average PSNR value of all training samples as more iterations are performed. Learning rate is
0.0001 and batch size is 20. After around 30 training iterations, the DNN converges and the average PSNR value fluctuates only very slightly around a certain value.

Fig. 5 demonstrates the average PSNR value of all testing samples again as more iterations are performed. The average PSNR value is much lower when the number of iterations is small, since the DNN is just trained a few times and that is not enough for getting the optimal DNN weights and biases. After around 30 training iterations, the DNN converges and the average PSNR value for the testing set varies only slightly around a certain value that is a little lower than the optimal value (e.g., optimal PSNR level is around 26.4 dB while DNN provides approximately 26.35 dB).

After training the DNN 200 times, Fig. 6 plots the total power allocated to the testing samples. For each sample, the total power is around 3 W, and the difference is less than $5 \times 10^{-7}$ W. Hence, the total power constraint is satisfied.

V. CONCLUSION

In this paper, we have addressed the maximization of the weighted sum quality of received video sequences under total transmission power constraint. We have reformulated the original nonconvex optimization problem as a monotonic optimization problem. The optimal power allocation levels that are generated via monotonic optimization algorithm is used as training set labels. We proposed a learning-based approach that treats the input and output of a resource allocation algorithm as an unknown nonlinear mapping and a deep neural network (DNN) is employed to train this mapping. This trained mapping can reduce the complexity and time consumption in determining the transmission power levels for given channel
fading gains while leading to very-close-to-optimal multimedia quality results measured in terms of PSNR.
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