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Abstract
Research on mobile robots began in the late 1960s. Mobile robots are a typical autonomous intelligent system and a hot spot in the high-tech field. They are the intersection of multiple technical disciplines such as computer artificial intelligence, robotics, control theory and electronic technology. The product not only has potentially very attractive application value and commercial value, but the research on it is also a challenge to intelligent technology. The development of mobile robots provides excellent research for various intelligent technologies and solutions. This dissertation aims to study the research of multi-sensor information fusion and intelligent optimization methods and the methods of applying them to mobile robot related technologies, and in-depth study of the construction of mobile robot maps from the perspective of multi-sensor information fusion. And, in order to achieve this function, combined with autonomous exploration and other related theories and algorithms, combined with the Robot Operating System (ROS). This paper proposes the area equalization method, equalization method, fuzzy neural network and other methods to promote the realization of related technologies. At the same time, this paper conducts simulation research based on the SLAM comprehensive experiment of the JNPF-4WD square mobile robot. On this basis, the high precision and high reliability of robot positioning are further realized. The experimental results in this paper show that the maximum error of the X-axis and Y-axis, FastSLAM algorithm is smaller than EKF algorithm, and the improved FASTSALM algorithm error is further reduced compared with the original FastSLAM algorithm, the value is less than 0.1.
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1 Introduction
1.1 Background
With the advancement of science and technology and the continuous development of society, the birth of robots is an important product of the development of science and technology, and the research on robots has become an unstoppable scientific boom, which has been highly valued by various industries, especially industry and academia. As the world's most advanced automation system, intelligent robots are highly valued...
by countries all over the world. How to use technology to realize the industrialization of mobile robots and obtain corresponding results is the key issue of current research. At the same time, the working environment of mobile robots is not only applied to the traditional single indoor environment, but also gradually applied to many complex outdoor environments, even the outer space environment. However, autonomous mobile robots involve extensive and complex technologies. Unlike traditional industrial robot control systems, most of the corresponding control technologies for mobile robots remain in the theoretical stage and have not been verified in actual practical stages, so mobile robots are not as good as people. It appears in people's lives in large numbers as expected. In the past ten years, with the rapid development of artificial intelligence and robotics, various intelligent decision support systems, expert systems, learning algorithms, fuzzy algorithms, neural network algorithms, intelligent planning algorithms, etc., have been applied to various intelligent robot systems.

1.2 Significance
With the increasing application of sensor technology, this technology has been gradually applied to intelligent mobile robots. Robot technology has become a very promising industry that has a significant impact on the country's economic development and people's lives. With the continuous development of mobile robot technology, a variety of sensors are gradually applicable to various intelligent robot fields. Therefore, multi-sensor information fusion technology is widely used in mobile robot research. The mobile robot perception system, as well as the human perception system, are responsible for obtaining information about the robot's internal and external environment (humans), so that the mobile robot can automatically supply power to the corresponding work instructions and functional content. Because information fusion technology can improve the speed, accuracy and stability of the robot mobile system, the multi-sensor mobile robot system can be coordinated and controlled so that each sensor uses the corresponding information processing technology: to meet the overall requirements. Therefore, the research on multi-sensor information fusion technology has been in an active historical stage. In addition, SLAM research also includes sensor technology, mathematical statistics (or computer technology), computer technology, artificial intelligence and other industries. In-depth research will be able to find a traceable solution to a genius mobile robot. Improve the level of robotics research in my country. At the national strategic level, a large number of 863 projects have been implemented, including the research and development of high-tech mobile robot technology, and large universities are also fully developing mobile robots.

1.3 Related work
With the development of intelligence and information society, the research of mobile robots has attracted the attention of many experts and scholars at home and abroad. The robot obtains its own state information and external environment information through sensors and relies on this information to realize autonomous movement and complete certain tasks. Since it is difficult for a single sensor to obtain all the information required by the system, the information fusion of multiple sensors becomes the key to the robot's autonomous decision-making. In the single-parameter diagnosis of complex systems,
JiB aims at incomplete information and uncertainty and proposes a multi-sensor information fusion error diagnosis method based on neural BP network and D-S evidence theory. This method is applied to the fault diagnosis of a certain type of rocket launcher hydraulic drive servo system, and the fault location and diagnosis of the main components of the hydraulic drive servo system are realized [1]. Yi proposed a new multi-sensor information fusion fault diagnosis method based on BP neural network and D-S evidence theory for the problem of incomplete information and uncertainty in the single parameter diagnosis of complex systems. This method is applied to the fault diagnosis of a certain type of rocket launcher hydraulic drive servo system (HDSS), and the fault location and diagnosis of the main components of the hydraulic drive servo system are realized [2]. Omid has proposed several methods to extract various heuristics and high-level features from gait movement data to identify distinctive gait features and distinguish the target individual from other individuals. However, manual and handmade feature extraction is error-prone and subjective. In addition, the motion data collected from inertial sensors have a complex structure, and the separation between the manual feature extraction module and the predictive learning model may limit the generalization ability [3]. Although the scholars have made some achievements in related research, there are some problems with the viewpoints raised by the scholars, the experimental procedures and the methods used in the research process.

1.4 Innovation
The innovation of this article is (1) First of all, the innovation of the topic selection angle. This article is a new perspective from the perspective of topic selection. At present, there are not many researches that integrate the four of multi-sensor, information fusion, algorithm research, intelligent optimization and mobile robot. It is of exploratory significance. (2) The second is the innovation of research methods. This paper uses fuzzy logic and fuzzy neural network information fusion algorithm, area equalization method and other methods, and applies the algorithm to the research of mobile robots. (3) The other is the innovation of project practice. Multi-sensor information fusion technology has been applied to intelligent mobile robots, which has had a significant impact on the development of the national economy and people’s lives.

2 Multi-sensor information fusion algorithm
2.1 EM algorithm
2.1.1 Calculation of antecedents of fuzzy rules
The basic principle of multi-sensor information fusion technology is like the process of the human brain’s comprehensive information processing. Various sensors are processed for multi-level and multi-space information complementary and optimized combination processing, and finally a consistent interpretation of the observation environment is produced. In this process, it is necessary to make full use of multi-source data for reasonable control and use, and the ultimate goal of information fusion is to derive more useful information based on the separated observation information obtained by each sensor, through the multi-level and multi-faceted combination of information. This not only takes advantage of the cooperative operation of multiple sensors, but also comprehensively processes data from other information sources to improve the intelligence of
the entire sensor system. Set the observation data set $K$ and the non-observation data set $X$ to form a new set $E$, and denote it as $E=(K,Z)$. It is customary to call the set $K$ a complete data set, and the observation data set $X$ as an incomplete data set. The essential idea of EM algorithm [4] is successive approximation and continuous optimization. Although the parameters of the selected model are unknown, by randomly selecting some parameters or setting initial parameters based on experience, the EM algorithm can start from the given initial parameters to obtain the optimal state corresponding to this set of parameters:

$$\text{prob}(\chi_A(\kappa), \chi_B(\kappa)) = \chi_A(\kappa) + \chi_B(\kappa) - \chi_A(\kappa) \cdot \chi_B(\kappa)$$

(1)

Among them, $A, B$ is the fuzzy set on $\kappa$, and $\chi_A, \chi_B$ is the corresponding degree of membership.

### 2.1.2 Use fuzzy rules to infer the subsequent parts of fuzzy rules

After obtaining the antecedents of the fuzzy rules, it is necessary to use fuzzy implication calculations to derive the subsequent fuzzy rules according to the rule base. The fuzzy implication relation "—" means "if yes then yes". The commonly used fuzzy implication operators are:

$$A \rightarrow B = \chi_A(\kappa) \cdot \chi_B(\kappa)$$

(2)

$$A \rightarrow B = \max (\min (\chi_A(\kappa), \chi_B(\kappa)), 1 - \chi_A(\kappa))$$

(3)

In most cases, the system has multiple inputs and multiple outputs, its structure is complex, and the rules are closely related. The fuzzy rule base has the following form:

$$W = \{R^1_{\text{MIMO}}, R^2_{\text{MIMO}}, \ldots R^n_{\text{MIMO}}\}$$

(4)

Due to the mutual independence between the output variables, the reasoning and judgment of the system will be replaced by the system.

### 2.1.3 Maximum membership degree method

The principle of maximum membership is the first principle of exhaustion, that is, all molecules in the object population can be classified. The second is the principle of exclusivity, that is, no molecule in the object population can belong to two or more categories at the same time. According to the reference, we give the recursive EM-FKF algorithm [5]. For the local filter $i$, its state equation can be described as:

$$\chi_D(d_0) \geq \chi_D(d), \quad d \in D$$

(5)

### 2.1.4 Area balance method

The area equalization method is also called the median method [6], which takes the value of the segmented straight line and the segmented axis of the area surrounded by the component function curve as the accurate output value, that is:
2.1.5 Center of gravity method

The center of gravity method obtains the update of the error state by maximizing the likelihood function [7]. This step and the fusion of the common state in the main filter are performed at the same time:

\[
G_n \chi_A(H)dz = \int_{G_n}^{b} \chi_A(H)dz
\]

(6)

2.2 Fuzzy neural network

A basic unit of the neural network is the neuron [8], which is equivalent to the closure of the human nervous system. Any neuron can perform a specific function and has a certain information processing capability, so it is also called a node.

3 is the output signals of the neuron \(j\), and 2 is the weight of the input signal. The artificial neuron is expressed in mathematical expressions as follows:

\[
O_j = f \left( \sum_{i=1}^{n} W_{ij}X_i - T_j \right)
\]

(8)

From the above derivation process, we can get: to calculate \(O\), you need to use the Kalman filter to calculate the conditional expectation of the public state and its variance. For the federated Kalman filter [9], BP neural network has arbitrarily complex pattern classification capabilities and excellent multi-dimensional function mapping capabilities and solves the exclusive OR (XOR) and some other problems that simple perceptrons cannot solve. Structurally, the BP network has an input layer, a hidden layer and an output layer; in essence, the BP algorithm uses the square of the network error as the objective function and uses the gradient descent method to calculate the minimum value of the objective function. The network structure diagram is shown in Fig. 1.

If \(N\) training samples are provided in the learning and training stage of the network [10], then in the feedforward calculation of the BP neural network, we can operate in this way. Information fusion, also known as data fusion, is a technology that comprehensively processes and optimizes the acquisition, presentation and internal relations of multiple types of information. The sensor information after fusion has the following characteristics: information redundancy, information complementarity, real-time information and low information acquisition. Randomly select samples 1 input and 2 output to provide the system for learning and training. The input of the \(i\)th neuron of the layer can be written as:
Through calculation, we can conclude that the TS (Takagi Sugeno) fuzzy model is characterized by the fact that the consequent part of the fuzzy rule depends on the input and is a combination of input variables, while the latter part of the traditional fuzzy model consists of the fuzzy set of the output \cite{11} composition. The predecessor records the position of the previous node of the node, and the successor records the position of the next node of the node. The algorithm formula of its model is as follows:

\[
\text{met}_i^l = \sum_{j=1}^{L} w_{ij} \theta_j^l - \theta_i = \sum_{j=1}^{L} w_{ij} x_j^l - \theta_i
\]  

\[
y_i = p_0 + p_1 x_1 + p_2 x_2 + \cdots + p_n x_n
\]  

3.1 Fuzzy neural network

Introducing the structure and learning ability of the neural network into the fuzzy model can form a model fuzzy system based on the neural network, which is called the fuzzy neural network. Its network structure is shown in Fig. 2.

It can be seen from Fig. 2 that the predecessor network and the postpart network are formed together to form a fuzzy network. The antecedent network is composed of four layers to generate the antecedent parameters of fuzzy rules \cite{12}; the subsequent network is composed of three layers to generate fuzzy rule conclusions.

Set input quantitative 1 and the fuzzy language set of input variable 2 as:

\[
T(x_i) = \{W_{e1}, W_{e2}, \ldots, W_{en}\}, e = 1, 2, 3, \ldots, n
\]  

The first layer is the input layer. Pass each input value \(X = \{x_1, x_2, x_3, \ldots, x_n\}\) volunteer to the second layer. The second layer is the membership layer. The membership
function \( \nu_{ij} \) is to calculate that the input variables belong to each language variable set, namely:

\[
\nu_{ij} = \nu_{sc}(x_n)
\]  \hspace{1cm} (12)

If the membership function adopts the normal function [13], then:

\[
\nu_{ij} = \exp \left( \frac{(x_i - c_{ij})^2}{\sigma_{ij}^2} \right)
\]  \hspace{1cm} (13)

The third layer is the rule layer, which calculates the fitness of each rule. The input of the node of this layer is the membership value of a language variable of each input variable. Different language variables of the same input variable [14] cannot be used as the input of the same node, which is:

\[
\delta_j = \min \{ \mu_{1i}, \mu_{2i}, \ldots, \mu_{ni} \}
\]  \hspace{1cm} (14)

Or

\[
\delta_j = \mu_{1i}, \mu_{2i}, \ldots, \mu_{ni}
\]  \hspace{1cm} (15)

4 Experimental section: comprehensive experiments based on mobile robots

4.1 Simulation research

This article is based on the MATLAB7.0 simulation platform. The sensor area is 50 m \( \times \) 50 m, and the space field is 100 m \( \times \) 100 m. In terms of shape, the small triangle represents the actual position of the robot, the circle represents the position of the anchor knot [15], the square represents the robot position estimated by the improved four-fold distance algorithm, and the diamond represents the estimated position of the robot using the four-side distance algorithm. The shape represents the estimated position of the robot using the three-side distance algorithm. The system parameters of the mobile robot are shown in Table 1.
From Table 1, the data show that the algorithm not only has high reliability, effectively avoids the phenomenon of information flooding, but also improves the positioning accuracy of the robot without increasing the communication cost, the third position algorithm and the fourth distance algorithm are compared to the improved four-sided distance range algorithm [16] However, the position failure is small and short calculation time. The positioning error is shown in Fig. 3.

The average positioning error of the mobile robot is shown in Table 2.

In the case that the anchor nodes are all 10 and are randomly given, the comparison of the data in Table 2 shows that the improved four-side ranging positioning algorithm has small errors, stable algorithms and high reliability, and the number of anchor nodes changes [17] as shown in Fig. 4.

![Fig. 3 Simulation diagram of the error of the trilateral ranging positioning algorithm](image-url)

**Table 1** System parameters of a single static positioning of a mobile robot

| Parameter       | Algorithm          | Three margin | Four margins | Improve the four margins |
|-----------------|--------------------|--------------|--------------|--------------------------|
| Positioning error (m) | 41.5663            | 17.63        | 3.256        |                          |
| Computing time (s) | 0.6523%            | 0.18563      | 0.19563      |                          |

**Table 2** Average positioning error of multiple static positioning of the mobile robot

| Positioning error | Algorithm          | Three margin | Four margins | Improve the four margins |
|-------------------|--------------------|--------------|--------------|--------------------------|
| Average value     |                    |              |              |                          |
| 10 times          | 26.253             | 8.756        | 2.5608       |                          |
| 40 times          | 29.563             | 14.526       | 2.369        |                          |
| 80 times          | 45.639             | 17.856       | 3.7598       |                          |
Figure 4 shows the error of the three-party positioning algorithm and the four-party positioning algorithm. From the four aspects of location allocation algorithm improvement, each time it is from 5 to 100. Under the same hardware conditions, the stability of the algorithm is improved from four aspects. The position error is small and the accuracy is high. This paper presents an improved quadrilateral positioning algorithm. There is no need for iteration, with good speed and recommended weighted scarab positioning data. RSSI [18] completely controls the position of each node through the distance factor. The influence of positioning accuracy helps to avoid data phenomenon and data loss of St. Tor’s algorithm. The anchoring 918 between the used distance and the strength of the signal is achieved by using the same accuracy of communication conditions. And the high reliability of the robot has been improved.

4.2 System modeling of mobile robots
The Simulink module provided by MATLAB software is an intuitive, convenient and efficient simulation tool. In the Simulink simulation environment, drag each module to the model window and connect according to the corresponding relationship to establish a simulation model of the system. The fuzzy controller of this obstacle avoidance system adopts the fuzzy logic controller module provided by Simulink tool [19], and is named Robot. Enter `Robot1 = readfis (“Robot”)` command in the control window of MATLAB to establish a connection to the system. In the simulation environment, the robot's operating environment is first established, and the coordinate origins (0, 0) and (10, 10) are, respectively, used as the starting position and target position of the robot. Mobile robots are utilised in large quantities due to their simplicity, stability, and ease of control. This means that all wheels moving on a plane must meet the constraints of moving around a common instantaneous
center of rotation (ICR). Although all kinds of wheeled mobile robots have a variety of mobile mechanisms and forms, according to the different combinations of mobility and steering of mobile robots [20], mobile robots that move on a plane and meet rigid body constraints are divided into five types. Types of. The calculated input LD, FD, RD and Angle are used as the input of the fuzzy controller, and the real-time speed of the robot is output through the fuzzy inference mechanism. Connect the m file with Simulink in real time, that is, the calculated output value of the m file is used as the input of the fuzzy controller in Simulink, and the output of the fuzzy controller is fed back to the m file. The connection diagram between the m file and Simulink [20] is shown in Fig. 5.

Combine the robot’s kinematics theory with the actual external environment, continuously adjust the parameters of each module and simulate the collected environmental data.

4.3 The basic model of multi-sensor information fusion

The most critical part of model design is data integration, and the working model and the fusion model belong to the fusion algorithm data fusion model. The main functions of the database and the interaction process between the various parts of the data synchronization system describe the integration of the data. Structural model, data fusion, software describing the hardware components of the data fusion system and other related models are the external environment of the mathematical model.

4.3.1 Functional model

The most reliable information fusion function model is the Joint Committee of the Data Fusion Expert Group of the US Military Government Technical Committee. The model divides data fusion into three levels. The first level is the processing of one source or multiple sources, mainly digital processing [21], monitoring and correlation. The second level is the basis for evaluating the overall situation, a series of object evaluations and evaluations of interrelationships. The third level uses a target set on the system for confirmation and evaluation.

Fig. 5 The motion model of the mobile robot
4.3.2 Structural model
There are many ways to classify the structure model of information fusion. The classification standard analyzes the data processing process and classifies the fusion structure, which is divided into data-level pixel-level synthesis [22], feature-level synthesis and crystal-level synthesis. Data level fusion is the lowest level of fusion, directly fusing sensor observation data, and then extracting features and making decisions based on the fusion results. The integration of the characteristic level belongs to the middle-level integration. First, each sensor deletes its own characteristic range [23], which may be edge, direction, speed, etc. The fusion center should complete the fusion process through extended characteristics. Generally, the derived feature information is a complete representation of the data information or sufficient statistical data elements. The fusion of decision-making is a high-level fusion. First, each sensor makes a decision based on its own data, and then the fusion center completes part of the fusion process in the decision-making process [24]. The advantages and disadvantages of the three levels of information fusion are shown in Table 3.

The fusion model of a system is usually composed of multiple fusion units at different levels, that is, multiple fusion units. On this basis, the system fusion unit is divided into four sub-units: combination, synthesis, fusion and association.

4.3.3 Mathematical model
Multi-sensor information fusion algorithm is an important part of multi-sensor information fusion. In recent years, the commonly used multi-sensor fusion methods can be divided into four categories: estimation methods, recognition methods, recognition methods, parameters and artificial intelligence methods.

5 Discussion section
5.1 Improve the experimental analysis of extended Kalman
In order to predict the pose of the mobile robot and obtain an accurate pose estimate, an error motion model is added to the measurement model with an odometer. Based on improved Kalman fusion block diagram, we can design the positioning flowchart as shown in Fig. 6.

In the MATLAB/SIMULINK software environment, the simulation experiment of the movement of the mobile robot is designed, and the positioning accuracy of the mobile robot is analyzed using the fusion idea of improved Kalman filter [25]. If the parameters of the sonar sensor are set to 1: the linear velocity is 0.15 m/s, the angular velocity is the sampling time \( T = 0.1 \) s, and the matching threshold is 3. The corresponding simulation initial condition is 4, the motion noise covariance matrix

| Integration level | Information loss | Information loss | Precision | Fault tolerance | Anti-dry ability | Calculation amount | Integration level |
|-------------------|------------------|------------------|-----------|-----------------|------------------|--------------------|------------------|
| Data layer        | Small            | Poor             | High      | Poor            | Poor             | Big                | Low              |
| Feature layer     | Middle           | Medium           | Medium    | Medium          | Medium           | Big                | Middle           |
| Decision-making layer | Big          | Good             | low       | Excellent       | Excellent        | Small              | High             |
is $R = \text{diag}[0.1, 0.1, 0.1]$. Combining the previous positioning method, using the improved Kalman filter fusion idea of sentiment accuracy to write a simulation program, the simulation results obtained on MATLAB are shown in Figs. 7 and 8.

The simulation results in Fig. 7 show that the error of the mobile robot simulation positioning is reduced. Figure 8 shows the $X$-axis and $Y$-axis error analysis diagrams. From the figure, it can only be due to the Gaussian error model at the beginning. The resulting filter divergence problem, the error amount has basically approached to 0 after 15 s, especially the $X$-axis error is smaller. Therefore, the sonar sensor used in this paper is used as an auxiliary sensor to correct the movement error of the mobile robot, which provides a certain guarantee for the final estimation of the actual physical position. The problem of sudden errors and error accumulation that a single sensor may bring in the pose estimation of mobile robots is discussed, and an improved Kalman algorithm that emphasizes accuracy is proposed to fuse mobile robot sonar sensor information to solve this problem. And by discussing the odometer’s periodic correction error during the update process, as well as the matching between the sonar sensor’s observation value and the predicted value, the relevant fusion model is established, so as to improve the positioning accuracy requirements, and then the fusion performance conduct analysis and research. For the source of the degradation
of Kalman filter performance-inaccurate estimation of the observation noise, a series of optimization treatments have been carried out.

5.2 Analysis of experimental results
The experimental simulation environment is Windows10, Matlab2013, and the experimental instrument uses a laptop with Intel i5 processor and 8G memory. This experiment uses the open-source simulation platform of Professor Tim Bailey to conduct comparative experiments on EKFSLAB, FastSLAM and the improved IA-PSO-FastSLAM, and then analyzes based on the experimental results. The simulation experiment constructed a 200 m × 200 m map. Among them, there are 21 waypoints, and 65 landmark points are calibrated around the waypoints to imitate the landmark information observed by the binocular camera. Before the start of the experiment, set the robot to move from (0, 0). The speed of the movement is 5 m/s, the error of the movement is 0.5 m/s, the maximum steering angle of the movement is 40 degrees, and the maximum steering angle change rate is 25 degrees/s. The error
is 4 degrees. The observed distance error is 0.2 m, and the angle error is 1 degree. The covariance matrix of the movement process can be obtained as:

\[
Q = \begin{bmatrix}
0.6^2 & 0 \\
0 & (3 \pi, 180)
\end{bmatrix}
\] (16)

The covariance matrix of the observation process is:

\[
R = \begin{bmatrix}
0.3^2 & 0 \\
0 & (1 \pi/180)^2
\end{bmatrix}
\] (17)

The average value of the robot’s pose was recorded through simulation, and the number of particles in this experiment was 15. The map results used in the simulation are shown in Figs. 9, 10 and 11.

From the above three figures, it can be seen that the simulation result of the EKF-SLAM algorithm is the worst. The estimated motion trajectory and the real motion trajectory of the robot have a large error. The result of the improved FastSLAM
algorithm is better than the original FASTSALM algorithm, and the positioning is more accurate and more suitable. At the same time, it can be observed that the improved FastSLAM algorithm is obviously more accurate than the original FastSLAM algorithm in terms of the \( X \)-axis and \( Y \)-axis errors. Then use Table 4 to calculate the maximum error.

It can be seen from Table 4 that the maximum error of the \( X \)-axis and \( Y \)-axis, FastSLAM algorithm is smaller than the EKF algorithm, and the improved FASTSALM algorithm error is further reduced compared to the original FastSLAM algorithm. Through the statistical table, it can be concluded that optimizing the particle set through the fusion of immune algorithm and particle swarm algorithm can effectively bring the particles closer to the real position and make the distribution of particles closer to the true posterior probability of the robot. At the same time, it can be seen from the comparison of time that the FastSLAM algorithm runs longer than the EKFSLAM algorithm. Because FastSLAM is more complex, the EKFSLAM algorithm runs the shortest. The execution time of the improved FastSLAM algorithm is longer than that of the FastSLAM algorithm, because in order to get better results, the improved FastSLAM algorithm uses immune algorithms and particle swarm algorithms instead of direct resampling, which requires iterative convergence, resulting in increases in execution time, but it can still meet the real-time requirements of the SLAM algorithm. The algorithm used to integrate the IMU and the binocular camera to solve the SLAM problem is the FastSLAM algorithm, and it points out the shortcomings of the FastSLAM algorithm. Then, the analysis gives the motion model and observation model needed by the SLAM algorithm for filtering prediction. The motion model is based on the model analysis of

\[
\text{Table 4 Error statistics}
\]

| Algorithm       | Time/s | \( X \)-axis maximum error/m | \( Y \)-axis maximum error/m | Maximum angle error/ rad |
|-----------------|--------|------------------------------|------------------------------|--------------------------|
| EKFSLAM         | 43.26  | 2.96                         | 3.56                         | 0.25                     |
| FastSLAM        | 116.25 | 1.36                         | 2.36                         | 0.036                    |
| IA-PSO-PFSLAM   | 126.36 | 1.04                         | 1.93                         | 0.056                    |

Fig. 11 IA-PSO-FastSLAM algorithm simulation results
the IMU analyzed in this article, and the motion process equation is obtained through the accelerometer and gyroscope of the IMU; the observation model is based on the binocular stereo vision model analyzed in this article, and more accurate spatial coordinate points are obtained through binocular stereo matching. In view of the shortcomings of the FastSLAM algorithm, this paper introduces the immune algorithm and the particle swarm algorithm to solve the problem of particle degradation and particle exhaustion in the particle filtering process of the FastSLAM algorithm and improves the diversity of the sampled particles. Realizing the full intelligence of mobile robots is an ideal that people dream of. It is still impossible to develop a fully autonomous mobile robot in an unknown or complex changing environment, but as the technology matures, humans will intervene at a relatively low level, liberation from it, only high-level intervention.

6 Conclusions
This paper studies the intelligent robot control based on multi-sensor information fusion, focusing on the preprocessing of environmental information data collected by each sensor of the robot, processing and fusing the data collected by each sensor and planning the robot’s movement path. In this paper, the famous sensor information fusion system is applied to outdoor mobile robot positioning, and the specific positioning filter design is researched and explored. Some phased results have been obtained, but there is still a long way to maturity and perfection. Outdoor mobile robots work in a real-time and dynamic environment, so the stability and reliability of the filter are highly demanded. In the simulation experiment, it is found that the performance of the filter is not stable, and sometimes it causes divergence due to bad data. The processing of bad data and the improvement in reliability need to be further studied and improved. Aiming at the problem of path planning in an unknown and static environment, a path planning method for mobile robots based on quantum genetic algorithm is proposed. Using a matrix encoding method in the form of random search, and introducing a reward function to optimize the fitness function, this method can better plan a collision-free feasible path for moving people in a known static environment. Simulation shows that the algorithm is effective and fast. Convergence speed, its convergence is better than standard genetic algorithm and quantum computing.
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