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Abstract

Deep residual networks (ResNets) have shown state-of-the-art performance in various real-world applications. Recently, the ResNets model was reparameterized and interpreted as solutions to a continuous ordinary differential equation or Neural-ODE model. In this study, we propose a neural generalized ordinary differential equation (Neural-GODE) model with layer-varying parameters to further extend the Neural-ODE to approximate the discrete ResNets. Specifically, we use non-parametric B-spline functions to parameterize the Neural-GODE so that the trade-off between the model complexity and computational efficiency can be easily balanced. It is demonstrated that ResNets and Neural-ODE models are special cases of the proposed Neural-GODE model. Based on two benchmark datasets, MNIST and CIFAR-10, we show that the layer-varying Neural-GODE is more flexible and general than the standard Neural-ODE. Furthermore, the Neural-GODE enjoys the computational and memory benefits while performing comparably to ResNets in prediction accuracy.
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1 Introduction

Deep learning (or deep neural networks) has been successfully applied in a variety of real-world areas, including natural language processing [1–3], computer vision [4–6], speech recognition [7–9], et al.. One type of deep learning model, called deep residual networks (ResNets), has shown state-of-the-art performance in image recognition [10–12]. By incorporating the shortcut connection, the ResNets improves learning performance with deeper and wider architectures [13, 14]. It has been considered as a default practice of the convolutional neural networks (CNN) models and a powerful tool to deal with complex image recognition problems. For example, ResNets-152 achieves 19.38% top-1 error on the ImageNet data with 152 layers [10]; and ResNets-1001 reaches 4.92% test error on the CIFAR-10 data with 1000 layers [15].
A ResNets transforms the input and hidden layers iteratively to filter the information:

$$h_{t+1} = h_t + \sigma(h_t, \theta_t) \quad \text{for} \quad t = 0, 1, \ldots, T-1$$  \hspace{1cm} (1)

where \(h_0\) is the input data, \(h_1, h_2, \ldots, h_T\) are the hidden layers, \(\sigma\) denotes the activation function, \(\theta_t\) represents the parameters that link \(h_t\) and \(h_{t+1}\). These iterative updates can be interpreted as an Euler discretization of a nonlinear ordinary differential equation (ODE) [16, 17]:

$$h'(t) = \sigma(h(t), \theta(t))$$  \hspace{1cm} (2)

Based on this interpretation, many novel deep learning models and training algorithms have been proposed [16–20]. For example, Chen et al. proposed the Neural-ODE model that replaced the multiple residual blocks with one ODE system in the model architecture [20]. To train such a Neural-ODE model, the authors developed the publicly available software, torchdiffeq, which adopted various ODE solvers at the back-propagation step. Compared with the original ResNets, many advantages of the proposed Neural-ODE were demonstrated, such as memory efficiency, adaptive computation of solving ODEs, scalable and invertible normalizing flow constructions, and building continuous time-series models.

Conceptually, the Neural-ODE model combines the strengths of both parametric and nonparametric approaches for model construction and training. Parametric dynamical models, such as ordinary differential equations (ODEs), have long been studied in, e.g., mathematics, physics, and engineering; therefore, a rich amount of theories and application experiences have been accumulated [21–26]. In general, the ODE models use parameterized mathematical functions to describe the changes of crucial variables given a dynamic system, such as the logistic model for population growth [24], prey-predator dynamics in ecological studies [27], and Susceptible-Infectious-Recovered (SIR) model in infectious disease transmission [25]. Then the parameters of the ODE model are estimated based on observed data so that the proposed ODE can describe the dynamic behavior of a system. However, this parametric approach is limited by its assumption of the underlying mechanisms, which may partially capture the real dynamics. On the other hand, the nonparametric models, such as recurrent neural networks (RNNs) [28], multilayer perceptron (MLP), and deep residual networks (ResNets), have been successfully applied in a variety of areas due to their universal approximation property. By connecting the deep residual networks and ordinary differential equations, the Neural-ODE model serves as a promising model to better capture the real-world dynamics.

Previously, we have proposed a generalized ODE (GODE) to model the dynamics of discrete data [29]. Specifically, the GODE model can apply to a wide range of data types, including those that follow the exponential family distributions, and the associated link function is capable of accommodating latent time-varying variables governed by ODEs. Note that the latent time-varying variables in GODE can be considered as a hidden layer in neural networks. Especially, it is equivalent to the hidden layer of ODE block in the Neural-ODE [20]. In practice, the ordinary differential equations (ODEs) with time-varying coefficients [30, 31] could be used to describe the time-varying changes of model parameters, which results in more flexible dynamic systems. This type of dynamic model has been widely used in many biomedical applications [30–32]. In this study, we coupled the time-varying ODE and GODE ideas to generalize the standard Neural-ODEs model proposed by Chen et al. [20] and propose a neural generalized ODE (Neural-GODE) model. The performance of the proposed Neural-GODE is evaluated and compared with existing deep residual networks (ResNet) [10] and the standard Neural-ODEs model [20] using benchmark datasets, MNIST [33] and CIFAR-10 [4].

## 2 Method

Given a supervised learning problem with input \(\mathcal{X}\) and output label \(\mathcal{Y}\), the essential task is to find a mapping

$$F : \mathcal{X} \rightarrow \mathcal{Y}$$ \hspace{1cm} (3)

where \(\mathcal{X} \subset \mathbb{R}^p\), \(\mathcal{Y} \subset \mathbb{R}\), such that \(F(\mathbf{X}_i)\) can accurately predict \(y_i\), and \((\mathbf{X}_i, y_i)\) is the \(i\)-th sample, \(i = 1, 2, \ldots, n\). Usually, \(F\) is approximated by penalized regression, algorithms, and networks, such as Lasso, support vector machine (SVM), and multilayer perceptron (MLP). Especially with the universal approximation property,
multilayer feedforward networks, such as residual neural networks (ResNets), multilayer perceptron (MLP), convolutional neural networks (CNN), are widely applied in complex prediction tasks [34]. Multilayer feedforward networks use the forward propagation technique that processes the inputs in a nonlinear and forward direction way to filter the information. For example, in a general residual neural networks (ResNets), the forward propagation of input $Z_0 \in \mathbb{R}^{n \times p}$, with $T$ layers is given by

$$Z_{(t+1)} = Z_t + h\sigma(Z_t K_t + b_t) \quad \text{for} \quad t = 0, 1, \ldots, T-1,$$

(4)

where $Z_0 = X$, and $Z_1, Z_2, \ldots, Z_T$ are the hidden layers, $t$ is the layer index, $\sigma$ is the activation function, and $h$ is the scaling factor, $K_t$ and $b_t$ are the constant weights of the $t$-th hidden layer. The iterative updates of hidden layers $Z_t$, equation (4), can be interpreted as a discretized nonlinear ordinary differential equation (ODE):

$$\dot{Z}(t) = \sigma Z(t)\beta(t) + b(t)$$

(5)

where $Z(t)$ is a time-varying variable with initial $Z(0) = X$; $\beta(t)$ and $b(t)$ are time-varying parameters. Assume the outcome $Y$ follows an exponential family distribution with mean of $E(Y) = \mu$ and link function involving a hidden variable $Z_T$:

$$\eta = g(\mu) = g^*(Z_T, \theta),$$

(6)

where $Z_T = Z(T)$ is the solution to the ODE in equation (5). The optimization problem with respect to $\beta(t), b(t), W, b$ can be written as

$$\min_{\beta, b, W, b} \frac{1}{n} L(\beta(t), b(t), W, b \mid X, Y) + \lambda P(\beta(t), b(t), W, b)$$

s.t. $\dot{Z}(t) = \sigma Z(t)\beta(t) + b(t), \quad Z(0) = X, \quad \eta = g(\mu) = g^*(Z_T, \theta).$

(7)

Here, $L(\beta(t), b(t), W, b \mid X, Y)$ is the likelihood function, and $P(\beta(t), b(t), W, b)$ is the penalty function, $\lambda$ is the penalty parameter. Adopting the idea of the time-varying ODE model in Xue et al. [31], we can approximate the time-varying parameters using B-splines, i.e.,

$$\beta(t) = B_1(t)\xi, \quad b(t) = B_2(t)\zeta,$$

(8)

where $B_1(t)$ and $B_2(t)$ are B-spline basis functions and $(\xi, \zeta)$ are constant parameters. A brief review of the B-spline will be shown in the next subsection.

### 2.1 B-spline function

The spline functions have been widely used in nonparametric regression and varying-coefficient models in statistical research [35]. In particular, the splines are generally used for modeling the smooth functions of the interested variables, such as nonlinear effects of covariates, time-dependent effects in regression models, and time-series data modeling.

B-splines are a more general type of curve than Bézier curve [36]. A B-spline with degree $k$ and $n$ control points can be written as

$$\beta(t) = \sum_{i=0}^{n-1} B_{i,k}(t)\xi_i,$$

(9)

where $B_{i,k}(t)$ is the degree $k$ basis function, and $\xi_i$ is the coefficient of $i$-th control point. The knot vector is $\{t_0, t_1, t_2, \ldots, t_{k+n}\}$. $B_{i,k}(t)$ is calculated recursively by the following formula:

$$B_{i,0} = \begin{cases} 1, & t_i \leq t < t_{i+1}, \\ 0, & \text{otherwise}, \end{cases}$$

(10)

$$B_{i,k} = \frac{t - t_i}{t_{i+k} - t_i} B_{i,k-1}(t) + \frac{t_{i+k+1} - t}{t_{i+k+1} - t_{i+1}} B_{i+1,k-1}(t).$$

In this study, we apply the B-spline to parameterize the time-varying parameters in the GODE. The degree of the basis function, $k$, controls the complexity of the time-varying effect; the number of the control points, $n$, controls the number of parameters in the GODE. If $k = 0, n = 1$, equation (9) can be rewritten as

$$\beta(t) = B_{0,0}(t)\xi_0,$$

(11)

where

$$B_{0,0}(t) = \begin{cases} 1, & t_0 \leq t < t_1, \\ 0, & \text{otherwise}. \end{cases}$$

(12)

In this case, the knot vector is $\{t_0, t_1\}$, i.e., the first and endpoints of the integration time interval. And, equation (11) and (12) are equivalent to $\beta(t) = \xi_0$, and $B_{0,0}(t) = 1$. Therefore,
the Neural-GODE model is reduced to the standard Neural-ODE model with constant parameters when \( k = 0, n = 1 \). On the other hand, increasing the number of control points (knots), \( n \), increases number of parameters in the integration interval. If an ODE is solved by the simple Euler method with small step size, the increased number of knots makes each Euler step have different parameters, i.e., the increased number of different \( \theta_t \) in equation (1). Since the ResNets can be interpreted as nonlinear ODE as equation (1), the Neural-GODE with time-varying parameters can represent the ResNets in this case.

### 2.2 Model architectures

We experiment with the residual networks (ResNets) architecture that has been used for comparison in Chen et al. 2018 [20], see Fig. 1. The ResNets first down-samples the input three times with convolution layers, then applies multiple standard residual blocks [10], see Fig. 1 (left panel). Each residual block consists of two convolution layers with a kernel size of 3. The standard neural-ODE model and neural-GODE model replace the residual blocks with an ODE block, see Fig. 1 (right panel). However, the ODE block of the Neural-GODE is a system with time-varying parameters, which makes the model more flexible for training.

### 2.3 Implementation

The implementation of the ResNets, Neural-ODE, and Neural-GODE models follow the MNIST training in [20]. The training images are transformed by randomly cropping with padding of 4 on each border. We apply the group normalization over each mini-batch [37] right after each convolution layer and before the activation. We initialize the weights of the B-spline parameterized filter in the customized convolution layer (the module “convt” in Fig. 1). We use SGD with a mini-batch size of 128 in training. The learning rate starts from 0.1 and is divided by 10 at epochs 60, 100, and 140. A total of 160 epochs are trained for each model. We use momentum of 0.9. The dropout is not applied, following the practice in [38]. We apply the Euler method with a step size of 0.05 for solving the ODE systems both in the Neural-ODEs and Neural-GODE by using package torchdiffeq in [39]. In testing, random cropping is not applied, and a mini-batch size of 1000 is used. The model performance is reported based on the testing dataset using accuracy as the metrics. All the experiments are implemented on GPU (Tesla V100 with 16GB G-Memory), programming code can be found at https://github.com/Duo-Yu/Neural-GODE.

### 3 Experimental Results

We evaluate the Neural-GODE on two benchmark datasets, i.e. MNIST and CIFAR-10.

#### 3.1 Model performances

The MNIST and CIFAR-10 are standard benchmark datasets for computer vision and deep learning. In the MNIST, images are white-black handwritten digits with a size of 28×28 pixels. The MNIST classification aims to predict the ten handwritten digits. It has 70,000 images with 60,000 samples in the training dataset and 10,000 in the testing dataset. The CIFAR-10 dataset
is 60,000 colored images with 10 classes. Each image has 32×32 pixels. Generally, the training set of CIFAR-10 consists of 50,000 samples. The ResNets is implemented with 6 and 20 residual blocks on MINIST and CIFAR-10, respectively. With such numbers of residual blocks can reach more than 99% accuracy in training on both datasets. The ODE systems are solved from 0 to 1 in the standard Neural-ODE and the proposed Neural-GODE. The number of control points of B-spline in Neural-GODE, $n$, is 4 and 8, respectively, on MNIST and CIFAR-10 training. The degree of the B-spline is 1. The effect of these hyperparameters, including the B-spline order, degree, and the integration interval of ODE systems, is shown in the following subsection, Table II. For test error, the Neural-GODE has the best performance, see Table I. The ResNet has a slightly lower accuracy than that of Neural-GODE. The standard Neural-ODE has the worst performance compared to the other two models. Especially in the classification task based on CIFAR-10, which is more complex than the MNIST. The standard Neural-ODE model has about 2% lower accuracy than the Neural-GODE, Table I. In terms of training efficiency, although the standard Neural-ODE and Neural-GODE are slower than ResNets, they show higher memory efficiency. Both Neural-ODE and Neural-GODE consist of a smaller number of training parameters than that of ResNets, see Table I. In summary, the Neural-GODE model has the advantage in both predictive accuracy and memory efficiency compared to the other two models.

The main difference between Neural-GODE and Neural-ODE is that the ‘convt’ layer weights are parameterized with B-spline functions of integration time (t) in Neural-GODE rather than constant in the Neural-ODE. As an illustration, we plot the weights of the first convolution layer of the residual block in the ResNets, the first ‘convt’ layer of the ODE blocks in the Neural-GODE and Neural-ODE in Fig. 2. We observe that the kernel weights from the Neural-ODE are constant across the integration time (red lines in Fig. 2) as expected. The weights in the Neural-GODE (blue lines in Fig. 2) and ResNets (green lines in Fig. 2) vary across layers or integration time, and the weights of the Neural-GODE are smoother than those of the ResNets, which might be the reason why the proposed Neural-GODE model could outperform the ResNets and Neural-ODE models in terms of computing efficiency and prediction accuracy.

3.2 Layer-varying parameters

To evaluate the effect of hyperparameters of Neural-GODE on prediction results, such as the number of control points ($n$) and degree ($k$) of B-spline as well as the integration interval endpoint ($T$) of ODE, we use different settings to train the Neural-GODE on CIFAR-10 data. We find that there exist an optimal number of control points for B-spline, which directly affects the Neural-GODE model size (the number of parameters). Based on CIFAR-10, the optimal number of control points is 8 when the ODE is solved by the Euler method with a step size of 0.05, see Table II. If we increase the number of control points from 2 to 8, the test error is reduced by 1%. However, if the number of control points increases from 8 to 12, the test error increases slightly. According to the experiment, the linear B-spline fits the data well, i.e., when the degree of B-spline ($k$) is 1, the prediction accuracy reaches the highest. If we increase the endpoint ($T$), the training speed will significantly decrease. For example, given the linear B-spline with 8 control points, if the end integration time increases from 1 to 3, each iteration training time increases from 0.038s to 0.093s, which is about 2.4 times increase, see Table II. At the same time, we do not find much benefit in terms of prediction accuracy when we increase the endpoint of ODE.

3.3 ODE solvers

In the experiment, we mainly focused on the Euler method to solve the ODEs because of its first-order equivalence to the general residual network (see Method section). However, we could use alternative ODE solvers in the neural ODE models. For example, instead of using the fixed-step method such as Euler, we also implement another adaptive-step method, i.e., Runge-Kutta of order 5 of Dormand-Prince-Shampine (dopri5 in the package torchdiffeq). We observe that the Runge-Kutta and Euler methods perform similarly in predictive accuracy (see Table III). For the MNIST data set, both Neural-ODE and Neural-GODE produced 0.37% of the test error when the Runge-Kutta method was applied. Using the Euler method with a step size of 0.05, the
Table 1  Model performance comparison

| Model          | Neural-GODE | ResNets | Neural-ODE |
|----------------|-------------|---------|------------|
| **MNIST**      |             |         |            |
| Test error (%) | 0.31        | 0.33    | 0.40       |
| # params (M)   | 0.43        | 0.57    | 0.21       |
| Time/iteration (s) | 0.035   | 0.012   | 0.038      |
| **CIFAR-10**   |             |         |            |
| Test error (%) | 13.49       | 13.47   | 15.32      |
| # params (M)   | 0.72        | 1.6     | 0.21       |
| Time/iteration (s) | 0.038   | 0.026   | 0.041      |

Fig. 2  The patterns of selected estimated weights of a $3 \times 3$ kernel from three models from the CIFAR-10 data example. The x-axis represents the index of layers in ResNets, and the integration time in Neural-GODE and Neural-ODE. The red line denotes the weight of the first ‘convt’ layer in the ODE block of the Neural-ODE; the blue line is the weight of the first ‘convt’ layer in the ODE block of the Neural-GODE; and the green line is the weight of the first convolution layer in the residual blocks of the ResNets.

Neural-GODE has a slightly lower test error than the standard Neural-ODE. However, the Neural-GODE model shows lower test errors than the standard Neural-ODE using either the Runge-Kutta or the Euler methods. In terms of training efficiency, the Runge-Kutta method is significantly slower than the Euler method, which is the main reason that we use the Euler method as the ODE solver in our experiment, see Table III. Similar comparison results are observed from training experiments based on CIFAR-10.

3.4 ODE function forms

In this section, we investigate the effect of the number of customized CNN layers inside the ODE block of Neural-GODE. The standard Neural-ODE directly replaces the residual blocks with one ODE block consisting of two convolution layers.
The "time" \( t \) is considered as a separate channel and concatenated with other image channels. The concatenated channels are the input of the ODE block in which the convolution functions are standard. Instead of combining the "time" \( t \) with the convolution layer input, we parameterize \( t \) inside the convolution function. Specifically, time-varying kernels are used rather than using the kernels with constant weights. Besides the number of control points of the B-spline, the number of customized CNN layers can also affect the total number of parameters and the complexity of the ODE block. We compare the predictive performance given the different number of control points and the number of customized CNN layers based on CIFAR-10. The fixed parameters include the degree of B-spline (\( k = 1 \)), the integration interval ([0, 1]), and the ODE solver (Euler method with a step size of 0.05). We observe a trade-off between the number of control points and the number of customized CNN layers of the ODE block. When the number of control points of the B-spline is small, a larger number of CNN layers may increase the predictive performance. For example, if the number of control points is 2 or 4, better predictive accuracy can be reached when the number of CNN layers is 3, Table 4. However, if we further increase the number of control points, two layers of CNN have better performance. Since the ODE block with more CNN layers takes a longer time to solve, we apply two layers of CNN with eight control points of the B-spline for CIFAR-10 training.

### 4 Conclusion

The idea of bridging deep residual networks (ResNets) with the discretized ordinary differential equations (ODE) has raised many interests in the deep learning research field recently [16–20, 40]. With the well-established ODE properties, theories, and numerical solutions, novel deep learning architectures and training algorithms have been proposed based on such connection. In this study, we further explore the performance of Neural-ODE based on two benchmark classification tasks, i.e., the classification problems of MNIST and CIFAR-10. We confirm that the Neural-ODE model has a training efficiency advantage but compared to the deep ResNets in terms of training memory as stated in Chen et al. [20]. On the other hand, the predictive accuracy is not as good as the ResNets. For the CIFAR-10 dataset, the test error of the standard Neural-ODE is 15.32% with 0.21 million parameters, while the test error of the ResNets is 13.73% with 1.6 million parameters, see Table I.

To overcome the predictive accuracy disadvantage of the standard Neural-ODE, we propose a time-varying Neural-GODE, which improves the model flexibility and eventually improves the predictive performance. Instead of using constant weights of CNN layers from the standard Neural-ODE, we parameterize the kernel weights with time-varying parameters. Specifically, the weights are B-spline functions of "time" \( t \). As a result, the proposed Neural-GODE model reaches similar or slightly better prediction accuracy than ResNets.

The ResNets model is initially developed for image recognition [1]. For the CIFAR-10 data analysis, He et al. designed a sophisticated deep ResNets model which can eventually reach a test error of 6.43% with the 110 layers, and the first layer was \( 3 \times 3 \) convolutions. Then they used a stack of \( 6n \) layers with \( 3 \times 3 \) convolutions on the feature maps of sizes 32,16,8, respectively, with \( 2n \) layers for each feature map size, where \( n=18 \). In our new Neural-GODE model, the input image is directly down-sampled by three layers of \( 3 \times 3 \) convolutions, then processed by one GODE block. The map size in the ODE block is 8. To reach a lower test error using the Neural-GODE model, we will explore multiple ODE blocks with different map sizes in future research.
## Table 3 ODE solver comparison

| Model | Neural-GODE | Neural-ODE |
|-------|-------------|------------|
|       | Dopri5 | Euler | Dopri5 | Euler |
| MNIST | Test error (%) | 0.37 | 0.31 | 0.37 | 0.40 |
|       | Time (s) | 0.153 | 0.035 | 0.063 | 0.038 |
| CIFAR-10 | Test error (%) | 13.99 | 13.49 | 15.40 | 15.32 |
|       | Time (s) | 0.224 | 0.038 | 0.072 | 0.041 |

## Table 4 Effect of the number of the customized CNN layers.

| n | # layers | #params | Time (s) | Test error (%) |
|---|----------|---------|----------|----------------|
|   | 1        | 207,754 | 0.024    | 15.83          |
| 2 | 2        | 281,738 | 0.039    | 14.68          |
|   | 3        | 355,594 | 0.047    | 14.31          |
|   | 4        | 429,450 | 0.061    | 14.37          |
| 4 | 1        | 281,482 | 0.024    | 16.26          |
|   | 2        | 429,194 | 0.038    | 14.19          |
|   | 3        | 576,778 | 0.047    | 13.89          |
|   | 4        | 724,362 | 0.062    | 14.40          |
| 6 | 1        | 355,210 | 0.025    | 15.67          |
|   | 2        | 576,650 | 0.037    | 13.97          |
|   | 3        | 797,962 | 0.048    | 14.07          |
|   | 4        | 1,019,274 | 0.062  | 14.59          |
| 8 | 1        | 428,938 | 0.025    | 15.41          |
|   | 2        | 724,106 | 0.038    | 13.49          |
|   | 3        | 1,019,146 | 0.047  | 13.95          |
|   | 4        | 1,314,186 | 0.063  | 14.02          |

With the benefits of training efficiency and accuracy, the proposed Neural-GODE model can be applied in various tasks. It is straightforward to apply the Neural-GODE in any image recognition problem, such as the radiology images in electronic health records (EHR). On the other hand, the Neural-GODE can be applied in time-series analysis for one-dimensional data inputs [41], which will also be our future applied research.

In statistical literature, the neural networks (deep learning models) are considered as the non-parametric regression models. As early as the year that a neural network with one hidden layer was proved to have the universal approximation property [34], White has evaluated the asymptotic results of back-propagation learning in single hidden-hidden layer feedforward network models [42]. Also, Shen et al. studied the asymptotic properties, including the consistency, convergence rate, and asymptotic normality for the neural network sieve estimators with one hidden layer [43]. Recently, theoretical properties of deep learning models have been explored from a statistical perspective ([48-50]. However, the theoretical properties have not been established for more complicated deep learning models, such as recurrent neural networks (RNN), convolutional neural networks (CNNs) (including ResNets), and Neural-ODE. We have established some asymptotic results for the sieve estimators of the ODE with both constant and time-varying parameters [31]. The large-sample properties for the GODE model have also been investigated in our previous work [29]. These theoretical results have laid a solid foundation to establish the asymptotic properties for the proposed Neural-GODE model, in which future research is warranted.
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