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Abstract

Statistical inference for discretely observed jump-diffusion processes is a complex problem which motivates new methodological challenges. Thus existing approaches invariably resort to time-discretisations which inevitably lead to approximations in inference. In this paper, we give the first general collection of methodologies for exact (in this context meaning discretisation-free) likelihood-based inference for discretely observed finite activity jump-diffusions. The only sources of error involved are Monte Carlo error and convergence of EM or MCMC algorithms. We shall introduce both frequentist and Bayesian approaches, illustrating the methodology through simulated and real examples.
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1 Introduction

Jump-diffusion processes are used in a variety of applications in several scientific areas, especially economics (see Ball and Roma, 1993; Duffie et al., 2000; Runggaldier, 2003; Eraker et al., 2003; Eraker, 2004; Johannes, 2004; Barndorff-Nielsen and Shephard, 2004; Feng and Linetsky, 2008; Kennedy et al., 2009; Cont and Tankov, 2004). Other applications can be found, for example, in physics (see Chudley and Elliott, 1961), biomedicine (see Grenander and Miller, 1994) and object recognition (see Srivastava et al., 2002). Jump-diffusions are natural extensions to diffusions, allowing for discrete discontinuities in trajectories which are otherwise described by diffusion dynamics, thus offering additional flexibility in modelling phenomena which exhibit sudden large jumps.

Inference for jump-diffusions is a challenging problem because transition densities are almost always intractable. This problem is typically overcome using approximations based on time-discretisations which typically lead to systematic biases which are difficult to quantify (see Bruti-Liberati and Platen, 2007). Therefore, the problem requires new approaches which circumvent the need for approximation, and we shall call them exact solutions. They are exact in the sense of not involving any kind of discrete-time approximation although other sources of inaccuracy are involved - Monte Carlo error and convergence of EM and MCMC algorithms, which are more reasonable to control. Whereas efficient exact solutions have already been proposed for the context where there is no jump component (see Beskos et al., 2006, 2009; Sermaidis et al., 2013), the problem for jump-diffusions is extremely under-developed.

This paper provides a general suite of methodologies for exact likelihood-based inference for discretely observed finite activity jump-diffusions, featuring both maximum likelihood and Bayesian
approaches. Some of our approaches directly use an algorithm that performs exact simulation of a class of jump-diffusion bridges proposed in Gonçalves and Roberts (2014) and called the Jump Bridge Exact Algorithm (JBEA). However our most general approaches involve the construction of significant extensions of JBEA.

First we propose two methodologies (MCEM and MCMC) for the case where the drift and the jump-rate are uniformly bounded and JBEA can be directly applied. Our methodology collapses to that of Beskos et al. (2006) in the case where no jump component is present. We also propose two methods for the general case where both the drift and the jump-rate may be unbounded. One of these is an importance sampling (IS) adaptation of the first MCEM method we propose providing improved Monte Carlo variance properties. The second method introduces a new perspective for solving the inference problem in an exact framework using an infinite-dimensional Markov chain Monte Carlo (MCMC) algorithm based on Barker’s transitions (Barker, 1965) and novel simulation techniques.

Our exact approach can be applied to a wide class of univariate models which allow non-linear state-dependent drift and diffusion coefficients, and state-dependent and time-inhomogeneous jump rate and jump size distribution. The methodology extends in principle to certain multivariate jump-diffusions, although we do not explore this direction here.

Whilst the focus of this paper is clearly on exact inference for jump-diffusions, the use of exact Barker’s transitions via a Two-Coin algorithm which we will introduce appears to be of generic interest for any context with intractable accept/reject ratios. Barker’s method is rarely used, as it is known to be uniformly dominated by the much more well-known Metropolis-Hastings accept/reject formula. However, Metropolis-Hastings never beats Barker by a factor greater than 2 in Peskun order sense (Latuszynski and Roberts, 2013), and crucially, in contrast to the Metropolis-Hastings algorithm, the particular form of the accept/reject formula in the Barker case permits the construction of the Two-Coin procedure.

This paper is organised as follows. The remainder of Section 1 provides a literature review and formally defines the class of jump-diffusion processes to be considered. Section 2 presents some technical background material used throughout the remainder of the paper. Section 3 presents two inference methods directly based on the exact simulation of jump-diffusion bridges and applicable when the drift and jump rates are uniformly bounded. Section 4 presents two other methods which make indirect use of the algorithm for exact simulation of jump-diffusion bridges and do not require the boundedness assumption. In Section 5 the methods are applied to simulated data sets to investigate their efficiency. Finally, two real data sets concerning the exchange rate GBP/USD and the S&P500 index are analysed in Section 6.

1.1 Literature review on approximate methods

Existing solutions for the inference problem that we consider are based on approximations which, in turn, rely on path discretisation and/or data augmentation strategies. These solutions follow basically three main directions: considering alternative estimators to the maximum likelihood estimator (MLE); using numerical approximations to the unknown likelihood function; and estimating an approximation to the likelihood by using Monte Carlo methods. Moreover, several of the methods assume state-independence of various components of the model.

Alternative estimators can be found in Duffie and Singleton (1993) and Duffie and Glynn (2004). Numerical approximations can be found in Lo (1988), Aït-Sahalia and Yu (2006) and Filipović et al. (2013). Particle filter-based Monte Carlo methods can be found in Johannes et al. (2002) and Johannes et al. (2003). Golightly (2005) proposes a refinement where the particles are propagated via MCMC. The author proposes a Metropolis-Hastings algorithm generalising the Durham and Gallant bridge (Durham and Gallant, 2002) for the jump-diffusion case.

The most promising and robust solutions among the ones cited above rely on data augmentation, via Euler schemes, and Monte Carlo methods. An important drawback in data augmentation
schemes is the fact that as more data points are input between the observations, so to reduce the error when using the discrete time approximation, the computational cost grows significantly. Moreover, Bruti-Liberati and Platen (2007) provide a result regarding the error of the strong Euler approximation, stating that a discrete time approximation $Y^\Delta$, with time step size $\Delta$, approximates a jump-diffusion $Y$ (satisfying some regularity conditions) at time $T$ such that

$$
\sqrt{E((Y_T - Y^\Delta_T)^2)} \leq C \Delta^{0.5},
$$

for $\Delta \in (0, \Delta_0)$, for a finite $\Delta_0 > 0$, where $C$ is a positive constant, independent of $\Delta$. Although the result provides the order (w.r.t. $\Delta$) of a bound on the error, no result about how to obtain $C$ is provided.

We emphasise that, whilst the methodologies proposed in this paper involve only Monte Carlo and EM or MCMC convergence errors and there exists a vast literature about how to control those type of errors, the most promising approximate solutions also have to deal with time discretisation errors. Furthermore, whilst improvement on the discrete-time error inevitably leads to an increase in computation cost, the exact methodologies proposed in this paper are free from such errors at a fixed and reasonable computational cost.

Recently, an exact methodology that performs unbiased Monte Carlo estimation of the transition density of a class of univariate jump-diffusions was proposed in Giesecke and Schwenkler (2019), building on the work of Pedersen (1995), Beskos et al (2009), Chen (2009) and Casella and Roberts (2010). This work provides a methodology for exact MLE methods although suffers from two main drawbacks. Firstly, the results that assure finite variance of the transition density estimator and consistency and asymptotic normality of the simulated MLE require strong assumptions that are typically hard to check and often not met in realistic situations. Secondly, even when these assumptions are met, the method can be very inefficient due to high importance sampling weight variances. Our methodology will circumvent these difficulties through the use of rejection sampling, importance sampling with provably finite variances, and a novel Barker’s MCMC methodology for Bayesian inference.

### 1.2 The jump-diffusion model

Formally, a jump-diffusion is the stochastic process $V := \{V_s : 0 \leq s \leq t\}$ that solves the SDE:

$$
dV_s = b(V_{s-})ds + \sigma(V_{s-})dW_s + \int_E g_1(z, V_{s-})m(dz, ds), \quad V_0 = v_0, \tag{1}
$$

where $b : \mathbb{R} \to \mathbb{R}$, $\sigma : \mathbb{R} \to \mathbb{R}^+$ and $g_1 : E \times \mathbb{R} \to \mathbb{R}$ are assumed to satisfy the regularity conditions (locally Lipschitz, with a linear growth bound) to guarantee a unique weak solution (see Platen and Bruti-Liberati, 2010, Section 1.9). Functions $b$ and $\sigma$ can be time-inhomogeneous, but we restrict ourselves to the time homogeneous case. $W_s$ is a Brownian motion and $m(dz, ds)$ is a random counting measure on the product space $E \times [0, t]$, for $E \subseteq \mathbb{R}$, with associated intensity measure $\lambda_m$. We assume that $\lambda_m$ is absolutely continuous with respect to Lebesgue measure on $E \times [0, t]$ and Markov dependent on $V$:

$$
\lambda_m(dz, ds; V_{s-}) = \lambda_m(z, s; V_{s-})dzds = \lambda_1(s, V_{s-})f_Z(z; s)dzds, \tag{2}
$$

where, for any $v \in \mathbb{R}$, $\lambda_1(\cdot, v)$ is a non-negative real valued function on $[0, t]$ and, for any $s \in [0, t]$, $f_Z(\cdot; s)$ is a standard density function with support $E$. According to (1) and (2), between any two jumps, the process $V$ behaves as a homogeneous diffusion process with drift $b$ and diffusion coefficient $\sigma$. The jump times follow a Markov point process on $[0, t]$ with intensity function (jump rate) $\lambda_1(s; V_{s-})$. A random variable $Z_j$ with density $f_Z(z; \tau_j)$ is associated to each of the $N$ jump times $\tau_1, \ldots, \tau_N$ and, along with the state of the process, determines the size of the jump $g_1(Z_j, V_{\tau_j-})$ at time $\tau_j$. 

2 Necessary technical background material

Some of our methodology will rely heavily on the Jump Bridge Exact Algorithm for the exact simulation of jump-diffusion bridges (henceforth termed JBEA) introduced in Gonçalves and Roberts [2014]. JBEA simulates a finite-dimensional representation from the exact probability law of a class of univariate jump-diffusion bridges and can be used to derive methodologies to perform exact likelihood-based inference for discretely observed jump-diffusions. We refer to this finite-dimensional representation as a skeleton of the jump-diffusion bridge.

JBEA can only be directly applied to processes with unit diffusion coefficient. This is a genuine restriction in the multivariate case where not all diffusions can be reduced to this case. On the other hand, in the one-dimensional case, under weak regularity conditions we can always apply the Lamperti transform to obtain a process as required (assuming that the diffusion coefficient is continuously differentiable). Thus we set $X_s = \eta(V_s)$ with the Lamperti transform:

$$\eta(v) := \int_{v^*}^{v} \frac{1}{\sigma(u)} du,$$

where $v^*$ is some arbitrary element of the state space of $V$.

The transformed process $X := \{X_s : 0 \leq s \leq t\}$ is a one-dimensional jump-diffusion solving the SDE:

$$dX_s = \alpha(X_{s-}) ds + dW_s + \int_{E} g(z, X_{s-}) m(dz, ds), \quad X_0 = \eta(v_0) = x_0,$$

where the jump rate $\lambda(s, X_{s-})$ of $X$ is given by the original jump rate $\lambda_1$ applied at $\eta^{-1}(X_{s-})$ (the inverse of $\eta$). The expressions for $\alpha$ and $g$ are given in Appendix A, which also describes the details of JBEA.

2.1 Some notational conventions

Consider the one-dimensional jump-diffusion process $V := \{V_s : 0 \leq s \leq T\}$ solving the SDE in (1). Suppose that functions $b$, $\sigma$, $g_1$, $f_Z$ and $\lambda_1$ depend on an unknown parameter $\theta \in \Theta$ and that we observe $V$ at $(n+1)$ time instances $t = (t_0, \ldots, t_n)$, with $t_0 = 0$ and $t_n = T$. We aim to carry out inference about the parameter vector $\theta$ based on the observations $v = \{v_0, \ldots, v_n\}$ of $V$.

Note that $\eta$ and the functions $\alpha$, $\lambda$ and $g$, from the transformed process $X$, will also depend on $\theta$ and we shall introduce this dependence on the notation accordingly. Furthermore, we define $x(\theta) = \{x_0(\theta), x_1(\theta), \ldots, x_n(\theta)\}$ as the transformed observations, which depend on $\theta$ whenever the diffusion coefficient $\sigma$ of $V$ does, and suppress the notation $(\theta)$ from $x$ and $x_i$ whenever $\sigma$ does not depend on $\theta$.

From this point on, we shall also consider the following notation and definitions. Let $P$ be the probability measure of the jump-diffusion $X$ solving the SDE in (1) but with components (drift and jump process) indexed by the parameter vector $\theta$. Let $Q$ to be the measure of a jump-diffusion which has the same initial value as $P$ and is the sum of a Brownian motion and a jump process with jump rate 1 and jump size density $f$ which does not depend on $\theta$ and such that $f_\theta \ll f$. We shall use the notations $P$ and $Q$ to refer to the original measures and all the respective measures induced by them upon (measurable) transformations and conditioning, which will be properly indicated in the brackets when writing, for example, $P(\cdot | \cdot)$.

Define $\Delta t_i = t_i - t_{i-1}$ and let $N_i$ be the number of jumps from $X$ in $(t_{i-1}, t_i]$, $\tau_{i,j}$ and $J_{i,j}$ be the $j$-th jump time and jump size, respectively, for $j = 1, \ldots, N_i$, and $\tau$ be the set of all the jumps times in $[0, T]$. Let $f_{Z}(\cdot; s, X_{s-}, \theta)$ be the the jump size density of $X$ at time $s$. We shall use the abbreviated notation $f(i, j; \theta) := \lambda(\tau_{i,j}, X_{\tau_{i,j}-}; \theta)$ and $f_{g}(\cdot; i, j, \theta) := f_{g}(\cdot; \tau_{i,j}, X_{\tau_{i,j}-}; \theta)$. Finally, define $A(u; \theta) := \int_{u}^{\infty} \alpha(y; \theta) dy$ and $DA(i, j; \theta) := A(X_{\tau_{i,j}-}; \theta) - A(X_{\tau_{i,j}-}; \theta)$. We assume that $A(u; \theta)$ can be obtained analytically.
The inference algorithms to be presented in Section 3 require, among other things (see assumptions of the JBEA algorithm in Appendix A), that the function \((\alpha^2 + \alpha')\) is bounded below and functions \(\alpha\) and \(\lambda\) are bounded above. The algorithms from Section 4, however, do not require those two conditions and can then be applied to a much wider class of jump-diffusion processes. This greater applicability, however, comes at the price of a considerably higher computational complexity.

3 Inference directly using JBEA

In this section we present two inference algorithms based directly on JBEA to perform exact inference for discretely observed jump-diffusion processes. The first one is a Monte Carlo EM algorithm to find the MLE and the second one is a MCMC algorithm to sample from the posterior distribution of the parameters.

3.1 A Monte Carlo EM algorithm

In this algorithm, JBEA is used to obtain a Monte Carlo estimate of the expectation on the E-step. The exactness of the method is obtained by combining the exactness feature of JBEA with some auxiliary variable techniques. We present two versions of the algorithm to cover the cases where the diffusion coefficient does or does not depend on unknown parameters.

3.1.1 The case where the diffusion coefficient is known

In order to obtain the likelihood function of \(\theta\) based on the observations \(x\) we need the finite-dimensional distributions of \(X\), which are typically unavailable. We can, however, obtain the augmented or full likelihood function, that is obtained from observing the entire jump-diffusion trajectory in \([0, T]\). This function is obtained by writing down the Radon-Nikodym derivative of \(P\) w.r.t. any measure that dominates \(P\) and \(Q\) does not depend on \(\theta\) (see, for example, Gonçalves and Franklin, 2019). This is the natural environment to apply the EM algorithm. Note, however, that the missing data is an infinite-dimensional random variable in this case and, for that reason, we have to be particularly careful in constructing a non-degenerate algorithm.

We define \(X_{\text{mis}}\) as the unobserved part of the process \(X\) consisting of the bridges of \(X\) between the observations \(x\). We use \(Q\) as the dominating measure to obtain the likelihood of a complete path of \(X\). Theorem 2 from Gonçalves and Roberts (2014) implies that the complete log-likelihood function is given by

\[
\ell(X|\theta) = A(x_n; \theta) - A(x_0; \theta) - \sum_{i=1}^{n} \left( \sum_{j=1}^{N_i} (\Delta A(i, j; \theta)) - \int_{t_{i-1}}^{t_i} \phi(s, X_s; \theta) ds \right) + \sum_{i=1}^{n} \sum_{j=1}^{N_i} \log \ell(i, j; \theta)) + \log \left( f_g(J_{i,j}; i, j, \theta) \right) + \kappa, \tag{5}
\]

where

\[
\phi(s, X_s; \theta) = \frac{(\alpha^2 + \alpha')}{2} \left( X_s; \theta \right) + \lambda(s, X_s; \theta) \tag{6}
\]

and \(\kappa\) is a constant with respect to \(\theta\) and can, therefore, be neglected in the EM algorithm. Since the expectation of [5] cannot be evaluated analytically, we rely on Monte Carlo methods to obtain an unbiased and strongly consistent estimator of it.
Given the auxiliary variable $U = (U_1, \ldots, U_n)$, where the $U_i$’s are mutually independent with $U_i \sim U(t_{i-1}, t_i)$ and independent of $X$, we have that:

$$
\mathbb{E}_{X_{mis}|x; \theta} [(X|\theta)] = A(x_n; \theta) - A(x_0; \theta) - \mathbb{E} \left[ \sum_{i=1}^{n} \sum_{j=1}^{N_i} (\Delta A(i, j; \theta)) \right] + \mathbb{E}(\kappa)
$$

and

$$
-\mathbb{E} \left[ \sum_{i=1}^{n} \Delta t_i \phi(U_i, X_{U_i}; \theta) \right] + \mathbb{E} \left[ \sum_{i=1}^{n} \sum_{j=1}^{N_i} \log (\ell(i, j; \theta)) \right] + \log (f_y(J_{i,j}; i, j, \theta)),
$$

(7)

with the subscript $(X_{mis}, U|x; \theta')$ being omitted from all the expectations on the r.h.s. of (7).

On the E-step, an estimate of the r.h.s. in (7) is obtained via simple Monte Carlo integration, based on $M$ iid samples from $(X_{mis}, U|x; \theta')$. Due to the Markov property of $X$, each one of the $M$ samples is independently obtained from the $n$ bridges of $X \sim \mathbb{P}$ in intervals $(t_{i-1}, t_i)$, conditional on the respective values of $x_{i-1}$ and $x_i$, for $i = 1, \ldots, n$, via JBEA. This also includes the simulation of $X$ at times $U$. On the M-step, the estimate obtained on the E-step is maximised w.r.t. $\theta$. The value obtained from this maximisation becomes the new $\theta'$ for a new iteration of the algorithm. Thus a single iteration of the algorithm inputs $\theta'$ and outputs the maximising $\theta$ value. The algorithm iterates this procedure until the output values are convergent according to the desired accuracy.

It is well documented (see for example Fort and Moulines, 2003, and references therein) that the number of Monte Carlo samples should increase with the EM iterations in order to overcome Monte Carlo error. Finally, the maximisation step may require numerical methods. For well behaved likelihoods, standard numerical optimisation algorithms should work well. For example, the quasi-Newton method BFGS (see, for example, Fletcher, 1987, Section 3.2) is used in the example presented in Subsection 5.1.

### 3.1.2 The case where the diffusion coefficient is unknown

We now focus on the case where the diffusion coefficient of $V$ depends on unknown parameters. A relevant result in (jump-)diffusion theory is that a complete path of a (jump-)diffusion can be used to almost surely perfectly estimate $\sigma(V_s; \theta)$. The result for the jump-diffusion case states that [Protter, 2004, II.6]:

$$
\lim_{n \to \infty} \sum_{i=1}^{n} \left( \frac{V_{iT}}{n} - V_{i(i-1)T} \right)^2 = \int_0^T \sigma^2(V_s; \theta) ds + \sum_{j=1}^{N} (V_{\tau_j} - V_{\tau_j-})^2.
$$

(8)

The computational implication of this result is that we cannot construct an EM algorithm as in Subsection 3.1.1 because there is a perfect correlation between $\sigma$ and the missing path as described in [8] (see Meng, 1993). This problem is also relevant in MCMC algorithms, where it was first encountered in the context of inference for diffusions (see Roberts and Stramer, 2001; Elerian, 1999).

We propose a solution for this problem which combines together and then substantially generalises Roberts and Stramer (2001) and Beskos et al. (2006). The method consists of a suitable transformation of the missing data that breaks the dependence between the missing data and the parameters, when conditioned on the observed values.

In our infinite-dimensional context, this problem is equivalent to finding a reparameterisation of the missing data so that the dominating measure is independent of the parameters. We construct this reparameterisation in two easily interpreted transformations.

The first transformation considers the Lamperti transformed process $X = \eta(V; \theta)$ as described in [8]. We make $\tau_{i,0} = t_{i-1}$ and $\tau_{i,N_i+1} = t_i$ to obtain the second level of path transformation $\{X_s \to \hat{X}_s; s \in (t_{i-1}, t_i) \ \backslash \ \{\tau_{i,1}, \ldots, \tau_{i,N_i}\}\}$, for $i = 1, \ldots, n$ and $j = 1, \ldots, N_i + 1$:

$$
\hat{X}_s := X_s - \left(1 - \frac{s - \tau_{i,j}-1}{\tau_{i,j} - \tau_{i,j-1}}\right) X_{\tau_{i,j-1}} - \left(\frac{s - \tau_{i,j}-1}{\tau_{i,j} - \tau_{i,j-1}}\right) X_{\tau_{i,j}}; s \in (\tau_{i,j-1}, \tau_{i,j}),
$$

(9)
where $X_{t_0} = x_{i-1}(\theta)$ and $X_{t_i, N_i -} = x_i(\theta)$.

Note that $\bar{X} := \{X_s; s \in [0,T]\} \setminus \{t, \tau\}$ is a collection of diffusion bridges starting and ending at 0 between the observation and jump times. Its dynamics depend on $\theta$ and are typically intractable; nevertheless it is easy to simulate $\dot{\bar{X}}$ (see Appendix C). This will allow us to use a $\theta$-free dominating measure to obtain the likelihood function of a complete path of $X$ (see the proof of Lemma 1 in Appendix C). Furthermore, the MCEM algorithm requires the simulation of one bridge point of $\bar{X}$ at a uniformly chosen time instant $U_i$ in every interval $(t_{i-1}, t_i)$, as it is shown further ahead.

We define $x(\theta)$ as the vector of the transformed observations. The inverse transformation to obtain $X$ from $\bar{X}$ is given by

$$X_s = \varphi(s, V_{mis}, x(\theta)) = \bar{X}_s + \left(1 - \frac{s - \tau_{i,j-1}}{\tau_{i,j} - \tau_{i,j-1}}\right)X_{t_{i,j}-} + \left(\frac{s - \tau_{i,j-1}}{\tau_{i,j} - \tau_{i,j-1}}\right)X_{i,j}; s \in (\tau_{i,j-1}, \tau_{i,j}).$$  \hspace{1cm} (10)

The data augmentation scheme is now based on $V_{mis} = (J, X_f, \bar{X})$, where $J$ is the jump process (jump times and sizes) of $X$ and $X_f$ is $X$ at its jump times. We define $V_{com} = (\nu, V_{mis})$.

We obtain the likelihood function of $\theta$ by writing the joint law of $x(\theta)$ in terms of $\nu$ and a suitable transformation of $V_{mis}$ (see the proof of Lemma 1 in appendix C) with respect to a dominating measure that does not depend on $\theta$. First, define

$$\dot{\phi}(s, \bar{X}_s; \theta) := \phi(s, \varphi(s, V_{mis}, x(\theta)); \theta).$$  \hspace{1cm} (11)

**Lemma 1.** The likelihood of $\theta$ given the complete data $V_{com}$ is given by

$$
\exp\{l(V_{com}|\theta)\} \propto \exp\left\{A(x_n(\theta); \theta) - A(x_0(\theta); \theta) - \sum_{i=1}^{n} \sum_{j=1}^{N_i} \Delta A(i,j; \theta) \right\} \\
\times \exp\left\{- \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \dot{\phi}(s, \bar{X}_s; \theta) ds \right\} \prod_{i=1}^{n} \prod_{j=1}^{N_i} [\ell(i,j; \theta) f_g(J_{i,j}; i,j, \theta)] \\
\times \prod_{i=1}^{n} \left[(\sigma(v_i; \theta)^{-1}) f_N(X_{i,1-}; x_{i-1}(\theta), \tau_{i,1}-t_{i-1}) f_N(x_i(\theta); X_{i,N_i}, t_i - \tau_{i,N_i}) \right],$$  \hspace{1cm} (12)

where $f_N(u; a,b)$ is the Lebesgue density of the normal distribution with mean $a$ and variance $b$ evaluated at $u$.

**Proof.** See Appendix C.

Multiplicative terms in $\exp\{l(V_{com}|\theta)\}$ that do not depend on $\theta$, including some normal p.d.f.’s, are omitted in expression (12).

The algorithm is now analogous to the case where $\sigma$ is known. On the E-step, $M$ iid samples of $(V_{mis}, U|\nu; \theta')$ are obtained via JBEA (and applying the transformation in (9)) to obtain $\bar{X}$ and used to compute a Monte Carlo estimate of the expectation of the log of (12) w.r.t. the measure of $(V_{mis}, U|\nu; \theta')$. Notice that

$$\mathbb{E} \left[ \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \dot{\phi}(s, \bar{X}_s; \theta) ds \right] = \mathbb{E} \left[ \sum_{i=1}^{n} \Delta t_i \bar{\phi}(U_i, \bar{X}_{U_i}; \theta) \right],$$

where the expectation on the l.h.s. is w.r.t. $(V_{mis}|\nu; \theta')$ and the one on the r.h.s. is w.r.t. $(V_{mis}, U|\nu; \theta')$. On the M-step, the estimate obtained on the E-step is maximised w.r.t. $\theta$ and the obtained value becomes the new $\theta'$ for a new iteration of the algorithm. Care must be exercised to keep track of all terms that depend on $\theta$, for example, $\phi(\cdot, V_{mis}, x(\theta))$ and the $x_i(\theta)$’s.
3.2 A Markov chain Monte Carlo approach

We now present a Bayesian solution for the inference problem with parameter-dependent diffusion coefficient by constructing a Markov chain with stationary distribution given by the exact joint posterior distribution of \( \theta \) and the variables output by JBEA. More specifically we have a standard Metropolis-Hastings (MH) algorithm to updated \( \theta \), interspersed by moves to update a skeleton \( S \) of the latent jump-diffusion bridges of \( X \), as introduced in Section 2 and described in Appendix A, in \((0,T)\setminus t\), where \( S \) is the union of skeletons \( S^{(i)} \), for all \( i \).

In theory, to be exact, our MCMC scheme will require the imputation and storage of entire continuous-time trajectories of jump-diffusion bridges between observations. The key to the retrospective simulation approach is to note that subsequent parameter updates within our MCMC scheme can be carried out exactly by only requiring a finite but random collection of imputed bridge values (stored within a skeleton). The skeletons \( S^{(i)} \) are sampled independently, by applying JBEA to each of the intervals \((t_{i-1},t_i)\). The conditional independence of \( S^{(i)} \)'s, given \( x \) and \( \theta \), is implied by the Markov property. A skeleton \( S^{(i)} \) contains

1. the jump times and sizes of \( X \) in \((t_{i-1},t_i)\),
2. a random collection \( \Phi^{(i)} \) of points in the rectangle \([t_{i-1},t_i] \times [0,1]\),
3. the value of \( X \) at the jump times and at the times given by the horizontal coordinates of \( \Phi^{(i)} \), and
4. a finite-dimensional measurable function \( L_i \) of \( X \), termed its layer, on the interval \([t_{i-1},t_i]\) (and motivated and described below).

In order for the subsequent parameters update steps within our MCMC procedure to be carried out, it turns out that we need at least to know finite upper and lower bounds on \( X \) within \([t_{i-1},t_i]\). \( L_i \) therefore needs to facilitate these bounds. However, since skeletons are dynamic (we need to be able to add extra time points at which \( X \) is evaluated) it is also vital that we can carry out conditional simulation of such extra points conditional on \( L_i \). A formulation for \( L_i \) which satisfies these two conditions was presented in Appendix E, based on the work of Beskos et al. (2008). We give an informal description here, while referring the interested reader to Appendix E for full details.

Writing

\[ L_i = (L_{i,1}, L_{i,2}, \ldots, L_{i,N_i+1}) \]

and given a sequence of positive increasing thresholds \( \{b_k; \ k = 0, 1, 2, \ldots\} \), with \( b_0 = 0 \), we define each component

\[ L_{i,j} = 1 + \sup \left\{ k; \sup_{s \in (\tau_{i,j-1}-\tau_{i,j})} |\tilde{X}_s| \geq b_k \right\} . \]

This way, \( L_{i,j} = K \) implies that \( \tilde{X}_s \in (-b_K, b_K) \), for \( s \in (\tau_{i,j-1}, \tau_{i,j}) \).

Let \( \pi(\theta) \) be the prior density of \( \theta \). We shall use \( \pi \) as a general notation for densities. It is likely that we are primarily interested in the posterior distribution \( \pi(\theta|v) \) of \( \theta \) although, depending on the application, we might also be interested in the posterior distribution \( \pi(J, X_J, \tilde{X}|v) \), which can be obtained from the joint posterior \( \pi(\theta, S|v) \).

The full conditional density of \( \theta \) is given by Theorem 1 in Appendix B. It may be convenient to sample \( \theta \) in blocks as it may be possible to simulate directly from the full conditional distributions of parameters in the jump rate and jump size distribution when conjugated priors are used. This way a MH step is only used for parameters in the drift and diffusion coefficient.
4 Inference when exact simulation of bridges is not possible

The two algorithms proposed in Section 3 require JBEA to be directly applied, meaning that the drift \( \alpha \) and the jump rate need to be bounded and function \((\alpha^2 + \alpha')\) need to be bounded below. In order to circumvent those restrictions, we present two algorithms to perform exact inference which do not make direct use of JBEA, and, therefore, can be applied to a more general class of jump-diffusion models. Formally, the two algorithms only require assumptions \((a), \( (c), \( (e) \) and from Appendix A to be satisfied and that \( A(u) \) can be obtained analytically. One of the key points in the proposed algorithms is the use of local bounds for the proposed path, which are obtained from the simulation of functions \( L_i \), as introduced in Subsection 3.2, through an algorithm called the layered Brownian bridge (see Appendix E). These bounds allow us to obtain local lower and upper bounds for the function \((\alpha^2 + \alpha') + \lambda\), as required by the algorithms in this section.

The first approach introduces an MCEM algorithm that follows similar lines to that previously presented in Subsection 3.1 but uses an importance sampling estimate for the E-step. The second approach introduces an infinite-dimensional MCMC algorithm which is quite different from that in Subsection 3.2.

4.1 Importance Sampling MCEM

For simplicity, we present here the algorithm for the case in which the diffusion coefficient is parameter-free. The algorithm for the general case can be obtained by combining results from Subsection 3.1.2 with this.

The algorithm requires that we can find a dominating measure from which we can simulate and w.r.t. which the measure of bridges of \( X \sim P \) is absolutely continuous. However, unlike the algorithm from Subsection 3.1, the implied RN derivative is not required to be uniformly bounded. The algorithm proposed in this section outperforms the algorithm from Subsection 3.1 when the latter is feasible and given that the proposal measure from which the samples are drawn are the same in both algorithms, in the sense of having a smaller variance MC estimator of the expectation on the E-step (it is well known in the literature that importance sampling outperforms rejection sampling in terms of MC variance). On the other hand, in our context, the IS estimator has a higher computational cost, given the extra variables and calculations involved due to the intractability of the original weights (to be detailed further ahead).

We introduce the probability measure \( \mathbb{D} \) that, restricted to the interval \((t_{i-1}, t_i)\), is the law of a bridge process conditioned to start at \( x_{i-1} \) and end at \( x_i \), defined as the sum of a jump process and a continuous process. The former is, marginally, a jump process with a constant positive jump rate \( \lambda_i(\theta) \) and jump size density \( f_i(\cdot; \theta) \) and the latter is, conditional on the former, a Brownian bridge that starts at \( x_{i-1} \) at time \( t_{i-1} \) and finishes in \( x_i - J_i \) at time \( t_i \), where \( J_i \) is the sum of the jumps of the jump process. The jump components \( \lambda_i(\theta) \) and \( f_i(\cdot; \theta) \) are assumed to be time- and state-independent, although the extension to make them time dependent is straightforward (see Gonçalves and Roberts, 2014). We also assume \( \mathbb{D} \) to be mutually independent among the intervals \((t_{i-1}, t_i)\). In order to sample from \( \mathbb{D} \) in \((t_{i-1}, t_i)\) we use the following algorithm.

**Algorithm 1: sampling from \( \mathbb{D} \) in \((t_{i-1}, t_i)\)**

1. Sample the jump process with jump rate \( \lambda_i(\theta) \) and jump size density \( f_i(\cdot; \theta) \);
2. Sample the value of the process at the jump times by sampling a Brownian bridge (starting at \( x_{i-1} \) at time 0 and ending at \( x_i - J_i \) at time \( \Delta t_i \)) at the jump times and adding the jumps;
3. Sample the standard Brownian bridges \( X_i \) between times \((t_{i-1}, \tau_1, \ldots, \tau_{N_i}, t_i)\) any required time instant;
4. Obtain the value of \( X(t) \) at the required time instants mentioned on the previous step by applying the transformation \( \varphi \) as defined in (2).
Defining \( X_{\text{mis}} \) as the missing paths of \( X \) and \( X_{\text{com}} = \{ x, X_{\text{mis}} \} \), with \( x = \eta(v) \), the expectation of the complete log-likelihood \( l(X_{\text{com}}; \theta) \) in (5) can be written as:

\[
\mathbb{E}_{\mathbb{P}|x}[l(X_{\text{com}}; \theta)] = \mathbb{E}_{\mathbb{D}} \left[ \frac{d\mathbb{P}}{d\mathbb{D}}(X_{\text{mis}}|x; \theta') l(X_{\text{com}}; \theta) \right],
\]

(13)

where \( \mathbb{E}_{\mathbb{P}|x} \) is the expectation w.r.t. to the measure of \( (X_{\text{mis}}|x; \theta') \) under \( \mathbb{P} \), and \( w := \frac{d\mathbb{P}}{d\mathbb{D}}(X_{\text{mis}}|x; \theta') \) is the RN derivative of that measure w.r.t. \( \mathbb{D} \). The results in Lemma 4 (see Appendix B) combined with the Markov property gives that \( w = \prod_{i=1}^n w_i \), where

\[
w_i = \kappa_{1,i}(x; \theta') \exp \left\{ - \int_{t_{i-1}}^{t_i} \phi(s, X_s; \theta') ds - \sum_{j=1}^{N_i} \Delta A(i, j; \theta') - \frac{(\Delta x_i - J_i)^2}{2\Delta t_i} \right\} \prod_{j=1}^{N_i} \frac{\ell(i, j; \theta') f_{g}(J_{i,j}; i, j, \theta')}{\lambda_i(\theta') f_{s}(J_{i,j}; \theta')},
\]

with \( \kappa_{1,i}(x; \theta') \) being a function that does not depend on \( X_{\text{mis}} \) and \( \Delta x_i = x_i - x_{i-1} \).

Now note that the complete log-likelihood \( l(X_{\text{com}}; \theta) \) can be written as \( \sum_{i=1}^n l_i(\theta) \), where

\[
l_i(\theta) = A(x_{i-1}; \theta) - A(x_i; \theta) - \sum_{j=1}^{N_i} (\Delta A(i, j; \theta)) - \int_{t_{i-1}}^{t_i} \phi(s, X_s; \theta) ds + \sum_{j=1}^{N_i} \log \{ \ell(i, j; \theta) f_{g}(J_{i,j}; i, j, \theta) \}.
\]

(14)

The first natural choice of an estimator for the r.h.s. in (13) is

\[
E_1(\theta) = \frac{1}{M} \sum_{k=1}^{M} \sum_{i=1}^{n} \left( \prod_{j=1}^{n} w_{j}^{(k)} \right) l_i^{(k)}(\theta),
\]

(15)

where \( M \) is the number of Monte Carlo samples from \( (X_{\text{mis}}|x; \theta') \) under \( \mathbb{D} \), and \( w_i^{(k)} \) and \( l_i^{(k)} \) are the values of \( w_i \) and \( l_i(\theta) \) for the \( k \)-th sampled value of \( X_{\text{mis}} \).

Nevertheless, an improved estimator can be devised based on the following result.

**Proposition 1.**

\[
\mathbb{E}_{\mathbb{P}|x} [l(\theta)] = \sum_{i=1}^{n} \mathbb{E}_{\mathbb{D}} [w_i l_i(\theta)].
\]

(17)

**Proof.** See Appendix C.

This result leads to the following Monte Carlo estimator

\[
E_2(\theta) = \frac{1}{M} \sum_{k=1}^{M} \sum_{i=1}^{n} w_i^{(k)} l_i^{(k)}(\theta).
\]

(18)

Estimator \( E_1 \) is a global IS estimator whilst estimator \( E_2 \) is a local one. The latter is expected to have a much better behavior than the former. In fact, we have the following result.

**Proposition 2.**

\[
\text{Var}[E_2] \leq \text{Var}[E_1].
\]

(19)

**Proof.** See Appendix C.
In order to devise an exact algorithm we need to avoid the calculation of the integrals in the expressions of $w_i$ and $l_i(\theta)$. This is achieved by firstly defining the auxiliary variables: $K_i \sim \text{Poi}(\mu_i(X;\theta')\Delta t_i)$, $U_{i,k} \sim U(t_{i-1}, t_i)$, $\bar{U}_i \sim U(t_{i-1}, t_i)$, for $k = 1, \ldots, K_i$, $i = 1, \ldots, n$. We also define $\bar{K} = (K_1, \ldots, K_n)$, $\bar{U}_i = (U_{i,1}, \ldots, U_{i,K_i})$, $\bar{U} = (U_1, \ldots, U_n)$ and $\bar{U} = (\bar{U}_1, \ldots, \bar{U}_n)$, and assume all the components of $\bar{K}$, $\bar{U}$, $\bar{U}$ and $\bar{U}$ to be independent. The $\mu_i(X)$’s are functions of $X$ that must be chosen appropriately, as it is explained in the next paragraphs, to ensure the efficiency of the algorithm.

Now, using the same auxiliary variable strategy from Subsection 3.1.1 and the ideas from the Poisson estimator (see Beskos et al., 2006), we have the following result.

**Proposition 3.**

$$
\mathbb{E}[w_i l_i(\theta)] = \mathbb{E} \left[ h_{0,i} e^{(\mu_i(X;\theta') - b_i(X,\theta'))\Delta t_i} \mu_i(X;\theta') - K_i \left( \prod_{k=1}^{K_i} (b_i(X;\theta') - h_{1,i,k}) \right) (h_{2,i} - \Delta t_i h_{3,i}) \right],
$$

(20)

where the expectation on the l.h.s. is w.r.t. $\mathbb{D}$ and the one on the r.h.s. is w.r.t. $\mathbb{D} \otimes \mathbb{A}$, with $\mathbb{A}$ being the joint probability measure of $(K, U, \bar{U})$. Also, both of those measures consider $\theta = \theta'$. The $b_i(X;\theta')$’s are functions of $X$ that must be chosen appropriately, as it is explained in the next paragraphs, to ensure the efficiency of the algorithm. Finally,

$$
\begin{align*}
\kappa_{1,i}(X;\theta') &= \sum_{j=1}^{N_i} \left( \ell(i,j;\theta') f_{\ell}(J_{i,j};i,j,\theta') \lambda_i(\theta') f_i(J_{i,j};\theta') \right) \exp \left\{ - \sum_{j=1}^{N_i} \left( \Delta A(i,j;\theta') \right) - \frac{(\Delta x_i - J_i)^2}{2 \Delta t_i} \right\}; \\
\kappa_{1,i,j}(X;\theta') &= \phi(U_{i,j}, X_{U_{i,j}};\theta'); \\
\kappa_{3,i,j} &= \phi(\bar{U}_i, X_{\bar{U}_i};\theta'); \\
\kappa_{3,i} &= \Delta(A(x_{i-1};\theta) - A(x_i;\theta) - \sum_{j=1}^{N_i} \left( \Delta A(i,j;\theta) \right) + \sum_{j=1}^{N_i} \log(\ell(i,j;\theta)) + \log(f_{\ell}(J_{i,j};i,j,\theta)).
\end{align*}
$$

**Proof.** See Appendix C.

We now need to simulate $K$, $U$, $\bar{U}$, $X_{U_i}$’s, $X_{U_{i,k}}$’s, $X_J$ and $L_i$’s to obtain IS estimates of the expectations on the r.h.s. of (39). Recall that the random variable $L_i$, as introduced in Subsection 3.2, defines local upper and lower bounds for $X$ in $[t_{i-1}, t_i]$. These are local bounds in the sense that they bound the specific path simulated from $\mathbb{D}$ and, therefore, dismisses the need for uniform (lower and upper) bounds on $\phi(s, u; \theta')$, for $u \in \mathbb{R}$, $s \in [0,T]$.

Naturally, the choices of $b_i(X;\theta')$ and $\mu_i(X;\theta')$ are closely related to the efficiency of the algorithm. Based on the results from Beskos et al. (2006) and Fearnhead et al. (2008), we recommend $b_i(X;\theta') = \bar{U}_i(X;\theta')$ and $\mu_i(X;\theta') = \bar{U}_i(X;\theta') - \bar{L}_i(X;\theta')$, where $\bar{L}_i(X;\theta')$ and $\bar{U}_i(X;\theta')$ are, respectively, local lower and upper bounds for $\phi(s, X_s; \theta')$, for $s \in [t_{i-1}, t_i]$, which are a function of $L_i$, as it is explained in Section 3.2.

We simulate the Brownian bridge component $X_s$ of $\mathbb{D}$ by simulating standard brownian bridges and applying the linear transformation in (11) to obtain the desired bridges. Defining $\hat{z}_{i,j}$ and $\hat{u}_{i,j}$ as the lower and upper bounds of $X_s$, for $s \in (\tau_{i,j-1}, \tau_{i,j})$, provided by $L_{i,j}$ as defined in Section 3.2, we set $\hat{H}_{i,j} = \min\{X_{i,j-1}, X_{i,j}\} + \hat{z}_{i,j} - \max\{X_{i,j-1}, X_{i,j}\} + \hat{u}_{i,j}$ as the respective local lower and upper bounds for $X_s$ in $(\tau_{i,j-1}, \tau_{i,j})$. These, in turn, are used to obtain the local bounds $\hat{L}_{i}(X;\theta')$ and $\hat{U}_{i}(X;\theta')$ for $\phi(s, X_s; \theta')$, in $[t_{i-1}, t_i]$ as follows.

$$
\begin{align*}
\hat{U}_{i}(X;\theta') &= \sup_j \phi(s, X_s; \theta') \mid s \in (\tau_{i,j-1}, \tau_{i,j}), X_s \in \hat{H}_{i,j}; \\
\hat{L}_{i}(X;\theta') &= \inf_j \{ \phi(s, X_s; \theta') \mid s \in (\tau_{i,j-1}, \tau_{i,j}), X_s \in \hat{H}_{i,j} \}.
\end{align*}
$$

(22)

(23)

Using the results from Proposition $3$ we get the following estimator:

$$
\hat{E}_{2}(\theta) = \frac{1}{M} \sum_{k=1}^{M} \sum_{i=1}^{n} \hat{w}_{i}^{(k)} \hat{E}_{i}^{(k)}(\theta),
$$

(24)
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where \( \dot{w}_i^{(k)} \) and \( \dot{l}_i^{(k)}(\theta) \) are the \( k \)-th sample value of

\[
\dot{w}_i = h_{0,i} e^{(\mu_i(X;\theta') - b_i(X;\theta')) \Delta t} \mu_i(X;\theta') - K_i \prod_{k=1}^{K_i} (b_i(X;\theta') - h_{1,i,k}),
\]

(25)

\[
\dot{l}_i(\theta) = (h_{2,i} - \Delta t h_{3,i}).
\]

(26)

The efficiency of the proposed important sampling MCEM algorithm relies heavily on the variance of the IS estimator. In particular, it is important to have a finite variance estimator, which typically relies on finite variance weights. Finite variance weights do not ensure that the estimator also has finite variance (they do whenever the target function is bounded), but weights with infinite variance will typically lead to infinite variance estimators. Besides being hard to check if the weights \( \dot{w}_i \) have finite variance, these depend on terms \( \kappa_{1,i}(x;\theta') \) (through \( f_{0,i} \)) which, in turn, depend on the (unknown) transition density. Nevertheless, we can modify \( \dot{E}_2 \) in a way that terms \( \kappa_{1,i}(x;\theta') \) can be ignored and also get a nice property regarding the variance of the estimator. The fact that \( E[\dot{w}_i] = 1 \) suggests the following estimator:

\[
\dot{E}_3(\theta) = \sum_{i=1}^{n} \sum_{k=1}^{M} \frac{\dot{w}_i^{(k)}}{M} \dot{l}_i^{(k)}(\theta),
\]

(27)

where \( \dot{w}_i^{(k)} = \frac{\dot{w}_i^{(k)}}{\sum_{k=1}^{M} \dot{w}_i^{(k)}} \). Estimator \( \dot{E}_3 \) is biased but has some nice properties as stated in the following lemma.

**Lemma 2.** \( \dot{E}_3 \) is a strongly consistent estimator for the expectation from the E-step and has finite variance whenever \( \dot{l}_i(\theta) \) has finite variance, for all \( i \), under \( D \otimes A \).

**Proof.** See Appendix C.

Although \( \dot{E}_3 \) is biased, Lemma 2 implies that it is asymptotically unbiased. Furthermore, the number of Monte Carlo samples \( M \) is expected to be typically large enough to make the bias negligible.

In the general case in which the diffusion coefficient depends on unknown parameters, we consider the complete log-likelihood \( l_i(\theta) \) to be as in (12) and obtain the transformed bridges \( \dot{X} \) by applying the transformation in (9).

Finally, we also construct an estimator for the covariance matrix of the MLE, which is presented in Appendix D.

### 4.2 An infinite-dimensional Barker’s MCMC

If at least one of the assumption of the JBEA algorithm (see Appendix A) is not satisfied, we are unable to use it to exactly simulate bridges from the jump-diffusion \( X \) and, as a consequence, we are unable to find a finite-dimensional representation of those bridges for which we know and can simulate from the full conditional distribution of the parameters given this representation. In this case, we can devise a Bayesian solution based on the (infinite-dimensional) complete bridges \( V_{mis} \) (as define in Subsection 3.1.2). We consider the general case in which the diffusion coefficient \( \sigma(V_s;\theta) \) depends on unknown parameters and propose a MCMC algorithm that iterates between the update of the two following blocks via accept/reject algorithms:

\[
(V_{mis};\theta, v) \text{ and } (\theta|V_{mis}, v).
\]

(28)

The first block cannot be sampled exactly from its full conditional distribution due to the intractability of JBEA. In order to perform inference without resorting to discrete approximations we need to sample both \( V_{mis} \) and \( \theta \) in a Markov chain with the required invariant distribution, by unveiling only a finite-dimensional part of \( V_{mis} \). That can be achieved by constructing a MCMC algorithm with accept/reject
steps for both blocks - $V_{mis}$ and $\theta$, and adopting a Barker’s accept/reject algorithm, instead of the traditional Metropolis-Hastings one. The particular form of the Barker’s acceptance probability allows us to devise a Bernoulli factory algorithm to sample events with the respective (intractable) acceptance probabilities by unveiling only a (random) finite-dimensional representation of $V_{mis}$.

The main contribution of this algorithm when compared to the one from Subsection 3.2 is that it can be applied to a quite general class of jump-diffusion processes, including processes with unbounded drift and/or unbounded jump rate and unbounded function ($\alpha^2 + \alpha'$).

4.2.1 Sampling the missing paths

The missing paths of $X$ are sampled via a Metropolis type algorithm but using the Barker’s acceptance probability instead of the traditional Metropolis-Hastings one. Barker’s algorithm was proposed in Barker (1965) and, like the MH algorithm, defines a Markov chain with CLT asymptotic variance comparable (Latuszynski and Roberts, 2013). More specifically, we can show that $a_{BH}(x,y)/2 \leq a_B(x,y) \leq a_{MHH}(x,y)$, for all $(x,y)$ and, as it is shown by Latuszynski and Roberts (2013), for all measurable function $f \in L^2(\pi^*)$ for which a square root central limit theorem (CLT) holds for the MH chain with CLT asymptotic variance $\sigma_{MHH}^2$, a corresponding CLT holds for $f$ and the Barker’s chain with CLT asymptotic variance $\sigma_B^2$, such that $\sigma_{MHH}^2 \leq \sigma_B^2 \leq 2 \sigma_{MHH}^2 + \sigma_{\pi^*}^2$, where $\sigma_{\pi^*}^2 := Var_{\pi^*}(f)$. For us, the smoothness of the Barker’s acceptance probability function turns out to be crucial in obtaining a feasible algorithm.

The block $V_{mis}$ is broken into $n$ blocks which consists of $V_{mis}$ restricted to each of the $n$ time intervals $(t_{i-1}, t_i)$. Due to the Markov property, the full conditional distribution of each of these blocks depend only on $\theta$ and $(v_{i-1}, v_i)$, which means that these $n$ sampling steps on each iteration of the MCMC algorithm are conditionally independent and can be performed in parallel. The Barker’s proposal for $V_{mis}$ in $(t_{i-1}, t_i)$ is sampled from $\mathbb{D}$, as defined in Section 4.1 using Algorithm 1 from that same section. Note that the initial and end values that the bridges - $x_{i-1}(\theta)$ and $x_i(\theta)$, are functions of $\theta$.

For a given interval $(t_{i-1}, t_i)$, let $X^{(k-1)}$ be the current state of $V_{mis}$ in the MCMC chain and a new proposal jump-diffusion bridge $X^{(k)}$ is drawn from $\mathbb{D}$. It is convenient to use the proposal measure also as a dominating measure to obtain the acceptance probability which, from Lemma 4 (see Appendix B), is given by

$$\alpha_X = \frac{\frac{dP}{d\mathbb{D}}(X^{(k)}|\theta)}{\frac{dP}{d\mathbb{D}}(X^{(k-1)}|\theta)} \frac{\frac{dP}{d\mathbb{D}}(X^{(k)}|\theta)}{\frac{dP}{d\mathbb{D}}(X^{(k-1)}|\theta)} = \frac{s_k(X^{(k)})p_k(X^{(k)})}{s_{k-1}(X^{(k-1)})p_{k-1}(X^{(k-1)}) + s_k(X^{(k)})p_k(X^{(k)})},$$

where

$$s_k(X^{(k)}) = \exp \left\{ -\frac{N_i}{\lambda_i(\theta)} \sum_{j=1}^{N_i} \left[ (\Delta A(i,j;\theta)) - \mathcal{I}_{ai}(\theta) - \frac{(\Delta x_i(\theta) - J_{ij})^2}{2\Delta t_i} \right] \right\} \prod_{j=1}^{N_i} \frac{\ell(i,j;\theta)f_{g}(J_{ij};i,j,\theta)}{\lambda_i(\theta)} f_i(J_{ij};\theta),$$

(31)
\[ p_k(X^{(k)}) = \exp \left\{ - \int_{t_{i-1}}^{t_i} \phi(s, X_s; \theta) - a_i(s; \theta) ds \right\}, \] (32)

for \( \Delta x_i(\theta) = x_i(\theta) - x_{i-1}(\theta) \), \( T_{a_i} = \int_{t_{i-1}}^{t_i} a_i(s; \theta) ds \) and \( a_i(s; \theta) \) being any (local) lower bound satisfying
\[ a_i(s; \theta) \leq \phi(s, X_s; \theta), \text{ for } s \in (t_{i-1}, t_i). \] (33)

The expressions for \( s_{k-1}(X^{(k-1)}) \) and \( p_{k-1}(X^{(k-1)}) \) are obtained by replacing \( X^{(k)} \) by \( X^{(k-1)} \) in (31) and (33).

The choice of \( a_i(s; \theta) \) has direct impact on the efficiency of the algorithm, as it is discussed further ahead in Subsection 4.2.2. If the function \( \phi \) is not uniformly bounded below, \( a_i(s; \theta) \) can only be a local bound. We can set, for example, \( a_i(s; \theta) = \bar{L}_i(X; \theta') \), for \( s \in (t_{i-1}, t_i) \), as defined in (22). This choice ought to work well in most cases. A more refined bound, however, may be obtained by adopting a time-dependent bound \( a_i(s; \theta) \) (see Appendix F).

To perform the accept/reject step of the algorithm, we need to simulate a Bernoulli(\( \alpha X \)) random variable. Most importantly, we have to use only a finite-dimensional representation of the missing paths to do it. That is achieved by the Two-Coin algorithm given in the following proposition.

**Proposition 4.** Suppose we want to simulate a Bernoulli(\( \alpha X \)) random variable, where \( s_k \) and \( s_{k-1} \) are known positive numbers and it is possible to simulate events of unknown probabilities given by \( p_k \) and \( p_{k-1} \). The following algorithm outputs an exact draw of this Bernoulli random variable:

**Two-Coin algorithm**

1. Sample \( C_1 \) from \( \{0, 1\} \), where \( P(C_1 = 1) = \frac{s_k}{s_k + s_{k-1}} \).
2. If \( C_1 = 1 \), sample \( C_2 \) from \( \{0, 1\} \), where \( P(C_2 = 1) = p_k \):
   - If \( C_2 = 1 \), output 1;
   - If \( C_2 = 0 \), go back to 1.
3. If \( C_1 = 0 \), sample \( C_2 \) from \( \{0, 1\} \), where \( P(C_2 = 1) = p_{k-1} \):
   - If \( C_2 = 1 \), output 0;
   - If \( C_2 = 0 \), go back to 1.

**Proof.** Let \( q \) be the probability that there is no output in one trial of \( C_1 \) and \( C_2 \), that is
\[ q = \frac{s_k(1-p_k) + s_{k-1}(1-p_{k-1})}{s_k + s_{k-1}}. \]

Then, the probability that the algorithm outputs 1 is
\[ \frac{s_k}{s_k + s_{k-1}} p_k \sum_{i=0}^{\infty} q^i = \frac{s_k p_k}{s_k p_k + s_{k-1} p_{k-1}}. \]

The fact that the algorithm is a Geometric experiment implies that it finishes after a finite number of loops with probability 1, which concludes the proof.

In order to simulate events of probability \( p_k(X^{(k)}) \) and \( p_{k-1}(X^{(k-1)}) \) we use the Poisson Coin algorithm described in Appendix A, for which we require an upper bound \( r_i(\theta) \) for the integrand \( \phi(s, X_s; \theta) - a_i(s; \theta) \) in (32) in the interval \( [t_{i-1}, t_i] \). This can be a local bound, which explains why a uniform upper bound on that function is not required here. Setting, for example, \( a_i(s; \theta) = \bar{L}_i(X; \theta') \), for \( s \in (t_{i-1}, t_i) \), and \( r_i(\theta) = \bar{U}_i(X; \theta') - \bar{L}_i(X; \theta') \), as defined in (22) and (23), should work well in most cases. More refined bounds, however, can be obtained by adopting a time-dependent bound \( a_i(s; \theta) \) (see Appendix F).

It is important to notice that all the values of the proposed path unveiled along the Two-Coin algorithm need to be kept, meaning that the simulation of the path in any new time instant has to be conditioned on all the already unveiled points.

Let \( X_{\theta} \) be the process \( X \) at a finite random collection of time instants which, for each interval \( [t_{i-1}, t_i] \), are sampled in the Poisson Coin algorithm used in all the loops of the Two-Coin algorithm. Each Barker’s step for \( V_{max} \) stores a finite-dimensional representation of the missing path, consisting
of $J$, $X_j$, $L_i$ and $X_\phi$ in each interval $[t_{i-1}, t_i]$, $i = 1, \ldots, n$. It is crucial though to be able to simulate further points, given this skeleton, on the $\theta$ step of the MCMC algorithm, as we discuss in Subsection 4.2.2 below.

### 4.2.2 Sampling the parameters

Typically, the full conditional distribution of the parameters will depend on the unknown integral in (37). In order to minimise the complexity of the algorithm, the parameters should firstly be separated into two blocks: the first - $\theta_1$, consisting of those parameters whose full conditional distributions depend on the integral in (37), and the second block - $\theta_2$, consisting of the remaining parameters. Parameters in $\theta_2$ are sampled as in an ordinary tractable MCMC - they may be broken into smaller blocks, sampled directly from the full conditional or via MH steps. Parameters in $\theta_1$ are sampled via Barker’s step, which may be performed separately for sub-blocks. The full conditional density of $\theta$ and, consequently, of any subvector of its coordinates is given by

$$\pi(\theta | V_{\text{mis}}, V) \propto \pi(V_{\text{mis}}, V | \theta) \pi(\theta),$$

where $\pi(V_{\text{mis}}, V | \theta)$ is given in Lemma 11.

Proposals for $\theta_1$ are drawn from a symmetric random walk, $\theta_1^{(k)} = \theta_1^{(k-1)} + \epsilon$, where $\epsilon$ is a r.v. symmetric around 0 with a covariance matrix $\Sigma$ properly tuned to obtain suitable acceptance rates (varying from around 0.27, for unidimensional $\theta_1$, to around 0.16 for dimension 5+ [Agrawal et al., 2021]). A move $\theta_1^{(k-1)} \rightarrow \theta_1^{(k)}$ is accepted with probability:

$$\alpha_\theta = \frac{\pi(\theta^{(k)} | V_{\text{mis}}, V) \pi(\theta^{(k-1)} | V_{\text{mis}}, V) + \pi(\theta^{(k)} | V_{\text{mis}}, V)}{\pi(\theta^{(k-1)} | V_{\text{mis}}, V) \pi(\theta^{(k)} | V_{\text{mis}}, V) + \pi(\theta^{(k-1)} | V_{\text{mis}}, V)},$$

where

$$s_k(\theta^{(k)}) = \pi(\theta^{(k)}) \exp \left\{ A(x_n(\theta^{(k)}); \theta^{(k)}) - A(x_0(\theta^{(k)}); \theta^{(k)}) - \sum_{i=1}^n I_{\text{a}_i}(\theta^{(k)}) \right\}$$

$$\times \prod_{i=1}^n \left[ \exp \left\{ - \sum_{j=1}^{N_c} \Delta A(i, j; \theta^{(k)}) \right\} \prod_{j=1}^{N_c} \ell(i, j; \theta^{(k)}) f_g(J_{i,j}; i, j, \theta^{(k)}) \right]$$

$$\times \prod_{i=1}^n \left[ \sigma(V_{i,1}; \theta^{(k)})^{-1} f_N(X_{i,1}; x_{i-1}(\theta^{(k)}), \tau_{i,1} - t_{i-1}) f_N(x_i(\theta^{(k)}); X_{i,N_i}, t_i - \tau_{i,N_i}) \right],$$

$$p_k(\theta^{(k)}) = \exp \left\{ - \int_0^T \hat{\phi}(s, \dot{X}_s; \theta^{(k)}) - \dot{a}(s; \theta^{(k)}) ds \right\},$$

$$\hat{a}_i(s; \theta^{(k)}) = \hat{a}_{i,j}(s; \theta^{(k)}), \text{ for } s \in [\tau_{j,i-1}, \tau_{j,i}],$$

$$\hat{a}_{i,j}(s; \theta) \leq \hat{\phi}(s, \dot{X}_s; \theta), \text{ for } s \in [\tau_{j,i-1}, \tau_{j,i}],$$

where $\theta^{(k)}$ has values $\theta_1^{(k)}$ for $\theta_1$ and the current value of the chain for $\theta_2$. The expressions for $s_{k-1}(\theta^{(k-1)})$ and $p_{k-1}(\theta^{(k-1)})$ are obtained by replacing $\theta^{(k)}$ by $\theta^{(k-1)}$ in (36)-(38).

The efficiency of this sampling step depends on the efficiency of the Two-Coin algorithm which ultimately relies on the probabilities of success of $C_2$, $p_{k-1}$ and $p_k$. The smaller these probabilities are, the higher is the expected number of trials per iteration. Moreover, at every trial, the missing paths have to be unveiled at extra time points, which also increases the computational cost. The optimisation of $p_{k-1}$ and $p_k$ is related to the optimisation of the lower bounds $\hat{a}_{i,j}$ from (39).
We simulate the second coin piecewise by simulating a sequence of “sub-coins”, forward in time from 0 to $T$, with probability

$$p_{k,i,j} = \exp \left\{ - \int_{\tau_{i,j-1}}^{\tau_{i,j}} \dot{\phi}(s, X_s; \theta^{(k)}) - \dot{\alpha}_{i,j}(s; \theta^{(k)}) \right\}$$

(40)
or $p_{k-1,i,j}$, which replaces $\theta^{(k)}$ by $\theta^{(k-1)}$ in (40). If we get 0 at some point, the remaining sub-coins do not need to be simulated and the Two-Coin algorithm starts a new loop.

In order to simulate each sub-coin $p_{k,i,j}$, we apply the Poisson Coin algorithm by simulating a Poisson process with rate $\dot{r}_{i,j}(\theta^{(k)})$, where $\dot{r}_{i,j}(\theta)$ is a local upper bound for the integrand $\dot{\phi}(s, X_s; \theta) - \dot{\alpha}(s; \theta)$ in (37) in the interval $[\tau_{i,j-1}, \tau_{i,j}]$. An efficient solution to obtain $\dot{r}_{i,j}(\theta)$ is presented in Appendix F.

The overall MCMC algorithm is the following.

Barker’s MCMC for jump-diffusions

1. Provide initial values for all the parameters $\theta$;
2. make $k=1$;
3. sample $V^{(k)}_{mis}$ (retrospectively and including $L_i$) once on every interval between consecutive observations via Barker’s by proposing from the measure $\mathbb{D}$ and accepting with probability $\alpha_X$ in (30) using the Two-Coin algorithm;
4. sample each block of $\theta^1_i$ via Barker’s by proposing from a symmetric random walk and accepting with probability $\alpha_\theta$ in (35) using the Two-Coin algorithm;
5. sample the remaining parameters $\theta^{(k)}_2$ directly from their full conditionals or via Gaussian random walk MH;
6. to continue running the chain, make $k = k + 1$ and GOTO 3, otherwise, STOP.

4.2.3 Improving the MCMC algorithm

The efficiency of the proposed MCMC algorithm in terms of convergence and computing cost depends on many factors. Here we shall discuss strategies for improvements.

In order to avoid numerical problems when computing the probability of $C_1$ in the Two-Coin algorithm, compute $(1 + \exp(\log(s_{k-1}) - \log(s_k)))^{-1}$.

A way to improve the mixing of the chain is to add an extra step to the Gibbs sampler to sample the missing (continuous) paths between observation and jump times using the EA algorithm (see Beskos et al., 2006). We only require the extra condition that $(\alpha_i^2 + \alpha_i')(u)$ is bounded below for all $u$ in the state space of $X$. EA performs rejection sampling by proposing from a Brownian bridge with the same initial and ending values as the target diffusion bridge and accepting with probability given by

$$\exp \left\{ - \int_{l_{i-1}}^{l_i} \left( \frac{\alpha_i^2 + \alpha_i'}{2} \right) (X_s) - l \right\} ds$$

where $l = \inf_u \left( \frac{\alpha_i^2 + \alpha_i'}{2} \right) (u)$. Since this algorithm will output an exact draw of the missing paths between observation and jump times, it guarantees that these bridges are updated on every iteration of the chain at least once. This strategy ought to improve the mixing of the chain considerably. Furthermore, it eliminates the problem of accumulating too many bridge points along the iterations of the chain due to rejections on the Barker’s step. It is recommended to add one EA step after each Barker’s step - for $X$ or $\theta$-blocks. The example in Subsection 5.2 implements this extra update step.

Further improvements in the chain mixing could be obtained by modifying the Barker’s step for $V_{mis}$, which is the only step where the jump process is updated. One idea is to perform multiple steps of this type. Another simple and virtually costless strategy is to adopt a pilot analysis to tune the jump rate based on the average number of jumps in each interval. Moreover, if one has reasonable choices for initial values of the parameters it may be a good idea to warm up the chain on the first iterations before start updating the parameters.
In order to increase the success probability of $C_2$ in the Two-Coin algorithm we need to improve the lower bound $\hat{a}(s, \theta)$, which can be done by tightening the lower and upper bounds for the missing paths in $V_{mis}$. That is achievable by performing what we call the layer refinement algorithm which, instead of simulating upper and lower bounds (through $L_i$) for the proposal standard bridges between the merged observation and jump times, simulates upper and lower bounds for shorter intervals. For a constant $m \in \mathbb{N}$ and a time interval $(\tau_{i,j-1}, \tau_{i,j})$, we first simulate a standard BB at times $\tau_{i,j-1} + k(\tau_{i,j} - \tau_{i,j-1})/m$, for $k = 1, \ldots, m - 1$, and then obtain upper and lower bounds for each of the sub-intervals. This strategy will provide tighter bounds for the standard bridge and, consequently, for the $X$ path. In particular, for a standard bridge of length $t$, the range is $O(\sqrt{t})$. One may also set different refinement levels along the intervals of consecutive observations. It is typically straightforward to identify the relation between the cost of the Two-coin Algorithm and the values assumed by the process $X$, so the level of refinement may be set as a function of the extreme observations of each interval. The detailed algorithms to simulate $L_i$ and obtain the bounds for the $X$ path are presented in Appendices E and F. A cheaper version of the EA step described above consists of updating the parameters and, finally, ought to improve computational efficiency.

Identifiability is a particular problem when dealing with jump-diffusions. It is crucial to have enough information to distinguish well between continuous and jump variation. Practical strategies to tackle the problem include fixing some of the parameters at reasonable values, which is not always easy, or using informative priors under a Bayesian approach. A general idea that should always be considered is that of admitting the least possible number of jumps necessary to get a good fit so that the jumps only occur when a pure diffusion process is not flexible enough to model the phenomenon of interest. This not only mitigates the identifiability problem but also favors the interpretability of jumps and parameters and, finally, ought to improve computational efficiency.

Computational cost is another important issue when dealing with the algorithms proposed in this paper. Since the MCEM and MCMC algorithms from Section 3 are considerably cheaper than the algorithms presented in Section 4 we may consider some practical strategies to allow the use of the

4.3 Practical implementation

Identifiability is a particular problem when dealing with jump-diffusions. It is crucial to have enough information to distinguish well between continuous and jump variation. Practical strategies to tackle the problem include fixing some of the parameters at reasonable values, which is not always easy, or using informative priors under a Bayesian approach. A general idea that should always be considered is that of admitting the least possible number of jumps necessary to get a good fit so that the jumps only occur when a pure diffusion process is not flexible enough to model the phenomenon of interest. This not only mitigates the identifiability problem but also favors the interpretability of jumps and parameters and, finally, ought to improve computational efficiency.

Computational cost is another important issue when dealing with the algorithms proposed in this paper. Since the MCEM and MCMC algorithms from Section 3 are considerably cheaper than the algorithms presented in Section 4 we may consider some practical strategies to allow the use of the
former ones. For example, we may occasionally truncate the jump rate. However, this strategy ought to be adopted with care as it may seriously compromise the analysis. On one hand, a severe truncation could significantly compromise desirable properties of the original (without truncation) model. On the other hand, a conservative bound (that uses a truncation value that is expected to be hardly reached by the model) is bound to seriously compromise the computational cost of the algorithm. The bounds for the jump rate and drift obtained from the truncation are used to specify \( \lambda_0 \) and \( \kappa_0 \), as defined in Appendix A. The use of conservative bounds then will lead to low acceptance probabilities for the JBEA algorithm.

We can also reduce the computational cost of JBEA by making its proposal as similar as possible to the target. This is also a good idea when using the algorithms from Section 4 - it would reduce the variance of the weights in the ISMCEM algorithm and increase the success probability of \( C_2 \) in the MCMC one. The idea is basically to make the proposal jump process (jump rate and jump size distribution) depend on time and/or on the initial and ending values of the interval whenever the target jump process is time and/or state dependent. The time dependence can always be mimicked from the target and the state replaced by a function of the initial and ending values, for example, their mean.

5 Simulated examples

In this section we present results from some simulated examples. Firstly, we present an example with bounded drift and bounded jump-rate to apply the algorithms from Section 3. Secondly, the algorithms from Section 4 are applied to an unbounded drift example. Three data sets are simulated from each model and analysed with the respective algorithms. The three replications in each example present similar results when applying the proposed methodologies. For that reason, results for only one of them are reported here whilst results for the other ones are reported in Appendix H.

5.1 An introductory example

We consider the following model:

\[
\begin{align*}
    dV_s &= -\tanh(V_s - \delta)ds + \sigma dW_s + dJ_s, \quad V_0 = v, \quad s \in [0, 1000] \\
    \lambda_1(s; V_{s-}) &= \lambda(1 - \tanh^2(V_s - \delta)), \quad g_1(Z_j, V_{t_j-}) = Z_j \sim \mathcal{N}(\mu, \tau^2),
\end{align*}
\]

with \((\delta, \sigma^2, \lambda, \mu, \tau^2) = (0, 1, 0.1, 2, 0.35^2)\). We chose these parameters to be potentially problematical for the algorithm, as there will be identifiability problems in distinguishing the presence of jumps from continuous volatility. The MCEM algorithm of Subsection 3.1.2 and the MCMC algorithm of Subsection 3.2 are applied to the same dataset and results are presented in Tables 10 and 11, respectively. The M-step from the MCEM algorithm is performed numerically via the quasi-Newton method BFGS (see, for example, Fletcher, 1987, Section 3.2).

The data set presents 56 jumps, with mean 2.125 and variance 0.104. The distance between the MLE estimates and the posterior means in terms of the respective posterior standard deviations (how many posterior s.d.’s the MLE estimate is from the posterior mean) are: 0.51 for \( \delta \), 0.11 for \( \sigma^2 \), 0.73 for \( \lambda \), 0.83 for \( \mu \) and 1.06 for \( \tau^2 \).

The MCMC algorithm also outputs a sample from the posterior distribution of the jump process. Some interesting posterior statistics can be obtained from this distribution. Figure 1 shows an example.

We also run the algorithms fixing parameters \( \mu \) and \( \tau^2 \) at their real values. Table 3 shows the results obtained for the two algorithms. They reinforce the issues concerning identifiability - note the improvement in the estimation of the jump rate by the MCMC algorithm. Without fixing those parameters, the posterior distribution estimates a higher average number of jumps with smaller average size.
Table 1: Iterations from the MCEM algorithm. 1000 Monte Carlo samples are used in all iterations. Results obtained with other initial conditions (away from the real values) suggest the presence of local modes.

| Iteration | $\delta$ | $\sigma^2$ | $\lambda$ | $\mu$ | $\tau^2$ |
|-----------|----------|------------|-----------|-------|---------|
| 0         | 0.5      | 1.5        | 0.2       | 2     | 0.25    |
| 1         | 0.149    | 1.299      | 0.104     | 1.771 | 0.212   |
| 5         | 0.078    | 1.128      | 0.096     | 1.685 | 0.197   |
| 20        | 0.023    | 1.031      | 0.128     | 1.770 | 0.203   |
| 100       | 0.005    | 0.996      | 0.133     | 1.848 | 0.175   |
| 200       | 0.008    | 0.996      | 0.128     | 1.889 | 0.146   |
| 500       | 0.019    | 1.001      | 0.120     | 1.942 | 0.100   |
| real      | 0        | 1          | 0.1       | 2     | 0.1225  |

Table 2: Posterior statistics from the MCMC output. Uniform improper priors are adopted for all parameters. The prior of $\tau^2$ had to be truncated to be above 0.008 to avoid getting trapped in small values. The chain runs for 500k iterations. The parameters are jointly sampled using an adaptive Gaussian random walk MH step which had a 0.31 acceptance rate. Trace plots suggest convergence has been achieved. Parameters $\mu$ and $\tau^2$ present two marginal modes each.

|          | $\delta$ | $\sigma^2$ | $\lambda$ | $\mu$ | $\tau^2$ |
|----------|----------|------------|-----------|-------|---------|
| Mean     | -0.025   | 0.993      | 0.179     | 1.69  | 0.291   |
| Median   | -0.021   | 0.991      | 0.164     | 1.67  | 0.275   |
| Mode     | -0.023   | 0.987      | 0.135     | 1.54 / 1.66 | 0.025 / 0.280 |
| St. Dev. | 0.086    | 0.068      | 0.080     | 0.30  | 0.180   |
| real     | 0        | 1          | 0.1       | 2     | 0.1225  |

Figure 1: Posterior probability of jump between each pair of consecutive observations. Solid circles represent intervals where a jump really exists and have size proportional to the size of the jump.

Table 3: Results for the case where $\mu$ and $\tau^2$ are fixed at their real values. The specifications of the two algorithms are the same as in the previous run. The output of the MCEM algorithm corresponds to iteration 55, for which it has clearly converged.

|          | $\delta$ | $\sigma^2$ | $\lambda$ |
|----------|----------|------------|-----------|
| MCEM     | 0.024    | 1.004      | 0.113     |
| MCMC     |          |            |           |
| Mean     | 0.021    | 1.009      | 0.117     |
| Median   | 0.022    | 1.007      | 0.115     |
| Mode     | 0.024    | 1.004      | 0.113     |
| St. Dev. | 0.064    | 0.062      | 0.028     |
| 95% Cred. Int. | (-0.107,0.146) | (0.895,1.137) | (0.066,0.177) |
| real     | 0        | 1          | 0.1       |
5.2 An unbounded drift example: the Ornstein Uhlenbeck process

We now present a simulated example where the drift is unbounded and the methodology from Section 4 is applied. We consider the following model:

\[ dV_s = -\rho(V_s - \mu) ds + dW_s + dJ_s, \quad V_0 = v, \quad s \in [0, 500] \]  

where \((\rho, \mu, \lambda, \theta) = (1, 0, 0.07, 1)\). Identifiability problems are likely to occur due to the ambiguity involving variation of the continuous part and small jumps from the Exponential distribution. We consider the (constant) diffusion coefficient to be known. Although the proposed methodologies can be used to estimated parameters in the diffusion coefficient, identifiability issues would be severely worsen. In real application, in which assuming the diffusion coefficient to be known may be not reasonable, we can use some specific strategies to mitigate the identifiability problem as it is done for the example in Section 6.

The data set presents 36 jumps, with mean \((1/0.733)=1.364\). Results from the MCEM algorithm of Subsection 4.1 are presented in Table 14, considering the estimator \(\dot{E}_3\). The M-step is performed analytically. An algorithm based on estimator \(E_1\) for fixed \(\lambda\) was also implemented and the Monte Carlo variance was too high even for \(8 \times 10^5\) samples.

| Iteration | \(\rho\) | \(\mu\) | \(\lambda\) | \(\theta\) | MC samples \((\times 10^3)\) |
|-----------|---------|---------|-------------|-----------|------------------|
| 0         | 1.5     | -0.5    | 1.5         |           |                  |
| 1         | 1.459   | -0.231  | 0.651       | 1.245     | 20               |
| 10        | 1.185   | -0.105  | 0.605       | 1.667     | 50               |
| 100       | 1.053   | 0.021   | 0.281       | 1.486     | 50               |
| 200       | 1.005   | 0.099   | 0.094       | 0.926     | 50               |
| 300       | 0.989   | 0.117   | 0.066       | 0.801     | 50               |
| 312       | 0.996   | 0.114   | 0.067       | 0.748     | 600              |
| 316       | 1.001   | 0.114   | 0.066       | 0.760     | 600              |

The convergence of the MCEM algorithm is slow, caused by irregularities of the likelihood function related to the identifiability problems described above. If we fix the jump rate at its real value, we get the estimates \(\hat{\rho} = 1.019, \hat{\mu} = 0.112\) and \(\hat{\theta} = 0.780\) (after just 7 iterations) and the estimated covariance matrix

\[
\begin{pmatrix}
0.0025367 & 0.0002244 & -0.0011035 \\
0.0002244 & 0.0015771 & 0.00059542 \\
-0.0011035 & 0.00059542 & 0.038611
\end{pmatrix}
\]

For the MCMC algorithm of Subsection 4.2, an EA step between observation, jump and refinement points is performed after each Barker’s step. The chain is warmed-up for \(5k\) iterations before the parameters start to be updated. The layer refinement idea described in Subsection 4.2.3 is applied for \(m = 4\). The parameter vector is broken into four individual blocks. Parameters from the jump process \((\lambda, \theta)\) are sampled directly from their full conditionals and the other two parameters are sampled via Two-Coin Barker’s. We adopt uniform prior distributions for \(\mu\) and \(\rho\) and the following informative priors: \(\lambda \sim \text{Exp}(50)\) and \(\theta \sim \text{Gamma}(7, 6)\). As it is explained in Subsection 4.3 these informative priors play a crucial role in the identifiability of the model. They work in the direction of favouring a few larger jumps instead of many smaller jumps.

We set uniform random walk proposals for \(\mu\) and \(\rho\) having a higher acceptance rate then optimal but perform six alternate updates of each one on each iteration of the MCMC. Also, three consecutive updates of \(X\) are performed on each iteration. Trace plots indicate good convergence. Posterior statistics are presented in Table 15. The chosen prior distributions seem to correct the irregularities of the likelihood and lead to reasonably good results.
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Table 5: Posterior statistics from the MCMC output.

|       | $\rho$  | $\mu$  | $\lambda$ | $\theta$ |
|-------|---------|---------|-----------|----------|
| Mean  | 1.010   | 0.086  | 0.050     | 0.725    |
| Median| 1.010   | 0.086  | 0.046     | 0.709    |
| Mode  | 1.013   | 0.086  | 0.039     | 0.667    |
| St. Dev. | 0.0719  | 0.051  | 0.025     | 0.189    |
| 95% Cred. Int. | (0.872,1.152) | (-0.014,0.188) | (0.013,0.111) | (0.396,1.131) |

6 Application

6.1 Exchange rate USD×GBP

We consider the exchange rate between USD and GBP. The USD suffered a considerable depreciation during the 2008 world economic crisis. A few months later it had a moderate recovery and oscillated between 1.45 and 1.7 until beginning of 2016. We will use daily data from May 21, 2009, which was right after the recovery, up to March 27, 2013. This constitutes 1201 data points and is shown in Figure 2 in the log-scale. We shall adopt the MCMC procedure of Subsection 3.2.

We choose to fit a scaled Brownian motion to model the continuous part of the process and proceed as follows to specify the jump part: 1. Plot time versus differences between consecutive log-observations. 2. Identify outlier differences as the values outside an interval that is defined by the (constant along time) limits of a dense cloud of points. 3. Consider the outlier values to be indicators of jumps in the process and use them to empirically estimate the jump rate and jump size distribution. This analysis suggests a piecewise constant jump rate dividing the observed time interval in 5 parts and the absolute value of the jump sizes being well accommodated by a Gamma distribution, in particular, a $\mathcal{G}(8,1000)$. A mixture of a positive and a negative gamma distributions takes the probability mass of the jump size distribution away from zero and, consequently, helps to avoid identifiability problems. All of the empirical assumptions described in this paragraph are used only to elicit the model and are not actually imposed to the analysis. Naturally, some of the intervals could be likely to have more than one jump but, given the way the jump distribution is chosen and the fact that there are no restrictions in the number of jumps, this should happen only to a minority of the intervals estimated to have jumps and, therefore, not compromise the analysis.

The chosen model for the log-rate $V$ is given by:

$$dV_s = bdW_s + dJ_s, \quad V_0 = v, \quad s \in [0,1201]$$

for $A_1 = [0,370]$, $A_2 = (370,825]$, $A_3 = (825,1000]$, $A_4 = (1000,1120]$ and $A_5 = (1120,1201]$. Parameters are assumed to be mutually independent with marginal priors: $b^2 \sim \mathcal{U}(0,\infty)$, $\lambda_i \sim \mathcal{G}(1,50)$, for all $i$. $p \sim \mathcal{U}(0,1)$.

We try to avoid identifiability problems by minimising the number of jumps and maximising $b$. This is done by setting informative priors to all the $\lambda_i$’s and by adopting the jump size distribution in $\mathcal{G}(8,1000)$. Parameters are assumed to be mutually independent with marginal priors: $b^2 \sim \mathcal{U}(0,\infty)$, $\lambda_i \sim \mathcal{G}(1,50)$, for all $i$, $p \sim \mathcal{U}(0,1)$.

It is enough to simulate only jump times and sizes in JBEA to derive the full conditional distributions of the parameters, which all have closed forms. Note however that, although this is a fairly simple model, exact inference is only feasible due to the JBEA algorithm.

We start the chain at values $b^2 = 0.002^2$, $\lambda_1 = 0.40$, $\lambda_2 = 0.28$, $\lambda_3 = 0.20$, $\lambda_4 = 0.07$, $\lambda_5 = 0.22$, $p = 0.5$, and run 50k iterations. Standard diagnostics suggest that convergence is rapidly attained. Table 6 shows the posterior statistics of the parameters.
Table 6: Posterior statistics of the parameters for the last 40k iterations.

|       | b² | λ1  | λ2  | λ3  | λ4  | λ5  | p    |
|-------|----|-----|-----|-----|-----|-----|------|
| Mean  | 0.000017 | 0.269 | 0.069 | 0.014 | 0.008 | 0.025 | 0.481 |
| Median| 0.000017 | 0.267 | 0.067 | 0.010 | 0.005 | 0.019 | 0.482 |
| Std Dev| 0.0000014 | 0.046 | 0.029 | 0.013 | 0.008 | 0.022 | 0.059 |

6.2 S&P500

We now apply the methodology from Subsection 3.1.2 to fit the Pareto-Beta Jump-Diffusion (PBJD) to daily data from the S&P500 index. The PBJD model was proposed in Ramezani and Zeng (1998) to model stock price behavior. It allows for up and down jumps using a mixture jump size distribution to account for good and bad news. The model is the following:

\[ dV_s = \mu V_s ds + \sigma V_s dW_s + dJ_s, \quad V_0 = v \]

\[ \lambda_1(s; V_s) = \lambda, \quad g_1(Z_j, V_{t_j}) = (Z_j - 1)V_{t_j} \]

\[ Z_j \sim p \text{Pareto}(\eta_u) + (1 - p) \text{Beta}(\eta_d, 1), \]

where the Pareto distribution takes values in \((1, \infty)\).

We consider daily data from 03/Jan/2000 to 31/Dec/2013 which consists of 3532 observations. This period incorporates the WTC 09/11 episode in 2001 and the 2008 economic crisis. The data is shown in Figure 2. The two periods mentioned are clear in the graph and it seems reasonable to assume \(\mu = 0\), which considerably simplifies the algorithm. We apply the MCEM algorithm from Subsection 3.1. Initial values are chosen through an empirical analysis of the data. Results are presented in Table 7.

The estimated covariance matrix of the MLE returned a negative variance for parameter \(p\). In order to resolve this we use a different parameterisation to compute this estimate. We make \(\lambda_u = p \lambda\) and \(\lambda_d = (1 - p) \lambda\) - the rates of up and down jumps, respectively.

Table 7: Maximum likelihood estimate and asymptotic 95% confidence interval for the parameters.

|       | \(\sigma\) | \(\lambda\) | \(p\) | \(\lambda_u\) | \(\lambda_d\) | \(\eta_u\) | \(\eta_d\) |
|-------|-----------|-----------|-----|-------------|-------------|----------|----------|
| MLE   | 0.00577   | 0.841     | 0.532 | 0.447       | 0.394       | 144.5    | 125.2    |
| C.I. 95%| (0.00497 , 0.00656) | - | - | (0.342 , 0.552) | (0.291 , 0.497) | (124.8 , 164.2) | (104.9 , 145.5) |

Figure 2: Left: USD×GBP log-rate, source: http://www.Investing.com. Right: S&P500 index, source: http://research.stlouisfed.org
7 Conclusions

In this paper, we looked at the challenging problem of likelihood-based statistical inference for discretely observed jump-diffusion processes. Our main contribution is to provide, for the first time, a comprehensive suite of methodologies for both (likelihood-based) frequentist and Bayesian exact inference for discretely observed jump-diffusion processes.

Our simplest methods are based on the JBEA algorithm for jump-diffusion bridge simulation and are presented in Section 3. However more general methods are required for the case of unbounded drift and jump-rate for the (transformed) process. To this end, we develop a more general approach in Section 4 which involve the construction of novel importance sampling and Barker MCMC algorithms. Both these approaches are useful: the JBEA approach is far more computationally efficient, while the methods presented Section 4 are more generally applicable.

We also address some important identifiability issues related to the inference problem and some practical implementation strategies. In particular, we propose (see Appendix E) an algorithm to simulate upper and lower bounds for a Brownian bridge and to simulate the bridge given these bounds and possibly other bridge points. We also concluded that prior distributions play a crucial role to solve identifiability problems. The Barker MCMC introduced in Subsection 4.2 seems also to be of independent interest.

The methods were empirically tested in some simulated examples and performed robustly and efficiently. The examples also addressed key identifiability issues. Finally, jump-diffusion models were used to fit some financial data.

Although beyond the scope of this paper, there is no intrinsic reason why this approach cannot be developed for many multi-dimensional contexts, at least for relatively small-dimensional models. However note that the exact simulation methodology that is used here, is fundamentally limited to reducible, gradient drift diffusions. Moreover the computational overheads associated with moderately high-dimensional problems are likely to be prohibitive.

Although we give the first general efficient methodology for exact likelihood-based inference for discretely observed jump-diffusions in this paper, we also acknowledge the restrictions and complexity involved in the methodology, which reflects the complexity of the inference problem. Most importantly though, we hope that our work will stimulate further work on our ambitious aim to solve the problem exactly.
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Appendix A - The JBEA algorithm

Suppose that we want to simulate a jump-diffusion bridge from the process in expression (4) - Section 2, in the time interval $(0, t)$, conditioned to start at $x_0$ and end at $x_t$. The Lamperti transform implies that

$$\alpha(u) = \frac{b\{\eta^{-1}(u)\}}{\sigma\{\eta^{-1}(u)\}} - \frac{\sigma'(\eta^{-1}(u))}{2} \quad \text{and} \quad g(z, u) = \eta(\eta^{-1}(u) + g_1(z, \eta^{-1}(u))) - u. \quad (45)$$

Consider the probability measure $\mathbb{D}$ defined in Section 4.1 and restricted to the interval $(0, t)$. Consider also the notation introduced in Section 2.1, so that $N_0$ and $(J_{0,1}, \ldots, J_{0,N_0})$ are, respectively, the number of jumps and the jump sizes in $(0, t)$. Now define the probability measure $\mathbb{F}$ that, restricted to the interval $(0, t)$, satisfies

$$\frac{d\mathbb{F}}{d\mathbb{D}}(X) = \frac{1}{c} \left( \exp\{\kappa_0 \sum_{j=1}^{N_0} |J_{0,j}|\} \right), \quad (46)$$

where $c$ and $\kappa_0$ are positive constants with the latter satisfying $|A(x) - A(y)| \leq \kappa_0 |x - y|$, for all $x$ and $y$ in the state space of $X$, where $A(u) := \int_0^u \alpha(y)dy$. This means that $\mathbb{F}$ and $\mathbb{D}$ only differ in the distribution of $(N_0, J_{0,1}, \ldots, J_{0,N_0})$. In particular, the ratio $\frac{\pi_\mathbb{F}}{\pi_\mathbb{D}}(N_0, J_{0,1}, \ldots, J_{0,N_0})$ of the densities of $(N_0, J_{0,1}, \ldots, J_{0,N_0})$, under $\mathbb{F}$ and $\mathbb{D}$, is also given by the r.h.s. of (46). Details on how to simulate from $\pi_\mathbb{F}$ can be found in Gonçalves and Roberts (2014).

Our aim is to retrospectively simulate bridges of the jump-diffusion with law $\mathbb{P}$ using rejection sampling with proposal law $\mathbb{F}$. The retrospective term effectively means that only a finite-dimensional (measurable) function of the diffusion path is simulated and this is enough to decide whether or not to accept the proposal. Additionally, once we have an acceptance, any other function of the diffusion path can be simulated directly from the proposal law, conditional on the already simulated function. The aforementioned finite-dimensional function includes: the jump times and sizes; a (simulable) function
that defines upper and lower bounds for the process in \([0,t]\) (see Section 3.2 for a precise definition); the value of the process at the jump times and at another random collection of times used to simulate an auxiliary random variable (required to perform the accept/reject step - to be explained below).

Let \(f_g(\cdot; s, X_s)\) be the jump size density of the target jump-diffusion at time \(s\) and \(\mathbb{P}(x_0, x_t)\) be the probability measure of the jump-diffusion bridge in \((0,t)\) induced by \(\mathbb{P}\). The following assumptions are required in order to simulate jump-diffusion bridges exactly using JBEA.

(a) \(\alpha(\cdot)\) is continuously differentiable;
(b) \((\alpha^2 + \alpha')(\cdot)\) is bounded below;
(c) \(\mathbb{P}(x, y) \ll \mathbb{D}\) and the Radon-Nikodym derivative of \(\mathbb{P}(x, y)\) w.r.t. \(\mathbb{D}\) is given by (37), for all \(t \in \mathbb{R}^+\) and for all \(x\) and \(y\) in the state space of \(X\);
(d) \(\lambda(s, u)\) is uniformly bounded for all \(u\) in the state space of \(X\) and all \(s \in [0,T]\);
(e) the probability measure induced by the density \(f_g(\cdot; s, x)\), for all \(s \in [0,T]\) and \(x\) in the state space of \(X\), is absolutely continuous w.r.t. the probability measure induced by the density \(f_0\);
(f) \(f_g(u; s, x)\) is uniformly bounded for all \(u \in E_g\) (support of \(f_g\)), \(s \in [0,T]\) and \(x\) in the state space of \(X\);
(g) \(\lambda_0\) is chosen such that \(\frac{\lambda(s, x) f_g(u; s, x)}{\lambda_0 f_0(u)} \leq 1\), for all \(u \in E_g\), \(s \in [0,T]\) and \(x\) in the state space of \(X\);
(h) \(A(u)\) is Lipschitz (\(\alpha(\cdot)\) is uniformly bounded) and can be obtained analytically.

(i) \(\pi_x\) is integrable and we can simulate from it.

One important property guaranteed by assumptions above is that the Radon-Nikodym (RN) derivative \(\frac{d\mathbb{P}}{d\mathbb{P}}(B|x_0, x_t)\) is bounded on the state space of \(X\), implying that the rejection sampling algorithm that simulates from \(\mathbb{P}(x_0, x_t)\) by proposing from \(\mathbb{P}\) is feasible. The acceptance probability \(a(B)\) of this algorithm is proportion to that RN derivative and is given by

\[
a(B) := p_1(B) p_2(B) p_3(B),
\]

where

\[
p_1(B) = \exp \left\{ -\frac{(x_t - J - x_0)^2}{2t} \right\}, \quad p_2(B) = \prod_{j=1}^{N} \frac{\lambda(\tau_j, B_{\tau_j -}) f_g(J_j; \tau_j, B_{\tau_j -})}{\lambda_0 f_0(J_j)} \exp \{-\Delta A(j) - \kappa_0 |J_j|\},
\]

\[
p_3(B) = \exp \left\{ -\int_{0}^{t} (\phi(s, B_s) - m) \, ds \right\};
\]

\[
\phi(s, B_s) = \frac{\alpha^2 + \alpha'}{2} (B_s) + \lambda(s, B_s), \quad m = \inf_{u \in \mathbb{R}, 0 \leq s \leq t} \phi(s, u),
\]

with \(\Delta A(j) := A(B_{\tau_j}) - A(B_{\tau_j -})\).

Let \(\mathbf{L}_0(B)\) be the proposed value of the variables \(\mathbf{L}_0\) and suppose that \(r\) is a local (dependent on \(B\)) upper bound on \(\phi(s, B_s) - m\), \(0 \leq s \leq t\), which is obtained from the bounds on \(B\) provided by \(\mathbf{L}_0(B)\). In order to decide whether to accept or not the proposal, we need to simulate three independent events of probabilities \(p_1, p_2\) and \(p_3\), respectively.

The first two are achieved by simulating independent Bernoulli r.v.’s (since \(p_1\) and \(p_2\) are known) through the simulation of two independent \(U(0, 1)\) r.v.’s \(U_1\) and \(U_2\). For \(i = 1, 2\), an event of probability \(p_i\) occurs if \(U_i \leq p_i\).
Now note that $p_4$ is equal to the probability that a Poisson process (PP) $\Phi$ with rate $r$ on $[0, t] \times [0, 1]$ produces no points below the curve $(\phi(s, B_s) - m)/r$. This event can be evaluated by unveiling the proposal only at the time instances of the points from the PP, which makes it feasible to decide whether or not to accept the proposal. We call this the Poisson Coin algorithm.

JBEA returns a finite-dimensional function (skeleton) of the jump-diffusion bridge with law $\mathbb{P}[(x_0, x_t)]$. This skeleton is loosely referred to as $S$ in the main text of the paper. Any further points may be simulated from the proposal measure conditioned on the output skeleton. Further details on the algorithm can be found in Gonçalves and Roberts (2014), including extensions, simplifications, details on the simulation steps and practical strategies to optimise its computational cost.

Appendix B - Important results

Let us recall some important notation and definitions previously introduced in the paper that shall be used to state the results in this appendix and present the proofs in Appendix C. For the jump-diffusion $X$ solving the SDE in (4) - Section 2, in the time interval $[t_{i-1}, t_i]$, define $J^{(i)}$ to be the jump times and sizes and $J_i$ is the sum of the jump sizes, $X^{(i)}_j$ is the state of $X$ at the $N_i$ jump times and $L_i$ is a finite-dimensional function of $X$ that defines lower and upper bounds for $X$ in $[t_{i-1}, t_i]$. Now, define also $\Phi^{(i)}$ to be the value of the Poisson process with rate $r_i(\theta)$ on $[t_{i-1}, t_i] \times [0, 1]$, which is used on the accept/reject step of JBEA and leads to an acceptance. Let $\kappa_i \sim Po\{\tau_i(\theta)\Delta t_i\}$ be the number of points from $\Phi^{(i)}$ with coordinates $\{\Psi(T)\} = \{(\psi_{i,1}, v_{i,1}), \ldots, (\psi_{i,N_i}, v_{i,N_i})\}$ and define $\hat{X}^{(i)}$ to be the continuous bridges of $X$ between $t_{i-1}$, $t_i$ and jump times, linearly transformed to start and end at zero. Finally, let $U_{i,1}$ and $U_{i,2}$ be the two independent $U(0, 1)$ random variables used to simulate the events of probability $p_1$ and $p_2$ appearing in the acceptance probability of JBEA in $[t_{i-1}, t_i]$, as defined in Appendix A.

For $i = 1, \ldots, n$ and $j = 1, \ldots, N_i + 1$, we define

$$\hat{X}_{s}^{(i,j)} = \frac{1}{\sqrt{\tau_{i,j} - \tau_{i,j-1}}} \hat{X}_{\tau_{i,j} + s(\tau_{i,j} - \tau_{i,j-1})}; \quad s \in (0, 1),$$

and note that, under $\mathbb{D}$, $\{\hat{X}_{s}^{(i,j)}; \tau_{i,j-1} < s < \tau_{i,j}\}$ is a standard Brownian bridge in $(0, 1)$, whose measure we call $\mathbb{W}_{0,0}$. We then define $\hat{X}^{(i)}$ to be all the $\hat{X}_{s}^{(i,j)}$’s in $(t_{i-1}, t_i)$ and $\hat{X}$ to be all the $\hat{X}^{(i)}$’s.

Finally, let $\mathbb{L}^n$ be the $n$-dimensional Lebesgue measure, $\mathbb{J}_{0,1}$ be the law of a jump process in $[t_{i-1}, t_i]$ with unit jump rate and a parameter-free time and state-independent jump size density $f$ (same as in measure $\mathbb{Q}$) that defines a measure that dominates the jump size distributions in $\mathbb{P}$. Let also $\Phi^+_i$ be the measure of a unit rate Poisson process on $[t_{i-1}, t_i] \times [0, 1])$.

Lemma 3. The conditional density of $\left(J^{(i)}, X^{(i)}_j, \hat{X}^{(i)}, \Phi^{(i)}, U_{i,1}, U_{i,2}\right)$ given $(\theta, x_{i-1}(\theta), x_i(\theta))$, under $\mathbb{P}$, with respect to a dominating measure which is independent of $\theta$ is given by

$$\pi \left(J^{(i)}, X^{(i)}_j, \hat{X}^{(i)}, \Phi^{(i)}, U_{i,1}, U_{i,2}|(\theta, x_{i-1}(\theta), x_i(\theta))\right)^\theta$$

$$\exp \left\{-\left[\frac{J_i(\theta) - J_{i-1}(\theta)}{2t_i}\right]^2\right\}$$

$$\prod_{j=1}^{N_i} \frac{\ell(i, j; \theta) f_j(J_{i,j}; i, j, \theta)}{\lambda_i(\theta) f_i(J_{i,j}; \theta)} \exp \left\{\left(\Delta A(i, j; \theta) + \kappa_0(\theta)|J_{i,j}|\right)\right\}$$

$$\prod_{l=1}^{\kappa_i} \frac{1}{\tau_l(\theta)} \tilde{\phi} \left(\psi_{i,l}, \hat{X}_{\psi_{i,l}}; \theta\right) u_{i,l} \frac{1}{a(x_{i-1}(\theta), x_i(\theta); \theta)},$$

(49)
where \(a(x_{i-1}(\theta), x_i(\theta); \theta) = E_X [a(B; \theta)]\), for \(a(B; \theta)\) as defined in (47). Also, 
\[\pi_Q (X^{(i)}_J | J^{(i)}_I, x_{i-1}(\theta), x_i(\theta); \theta)\] is the density of \((X^{(i)}_J, x_{i-1}(\theta), x_i(\theta); \theta)\) under \(Q\). Finally, \(\kappa_0(\theta)\) is the constant \(\kappa_0\) as defined in (47), for \((t, x_0, x_t) = (\Delta t_i, x_{i-1}(\theta), x_i(\theta))\).

**Proof.** The proof of this lemma is analogous to the proof of Lemma 3 from [Beskos et al. (2006)] and, in our context, makes use of the results in Appendix G.

**Lemma 4.** Consider the probability measure \(\mathbb{D}\) as defined in Subsection 4.1 and let \(p_\theta (x_{i-1}(\theta), x_i(\theta); \Delta t_i)\) be the transition density of \(X\) going from \(x_{i-1}(\theta)\) at time \(t_{i-1}\) to \(x_i(\theta)\) at time \(t_i\) under \(\mathbb{P}\). Then
\[
\frac{d\mathbb{P}}{d\mathbb{D}} (J^{(i)}_I, X^{(i)}_J, x|x_{i-1}(\theta), x_i(\theta), \theta) = G_i \frac{f_N(\Delta x_i(\theta) - J_i; 0, \Delta t_i)}{p_\theta (x_{i-1}(\theta), x_i(\theta); \Delta t_i)},
\]
and
\[
\frac{d\mathbb{P}}{d\mathbb{D}} (J^{(i)}_I, X^{(i)}_J, \dot{X}_i|x_{i-1}(\theta), x_i(\theta), \theta) = \frac{d\mathbb{P}}{d\mathbb{D}} (J^{(i)}_I, X^{(i)}_J, \dot{X}_i|x_{i-1}(\theta), x_i(\theta), \theta) c_i(\theta) \exp \left(-\kappa_0(\theta) \sum_{j=1}^{N_i} |J_{i,j}| \right),
\]
where \(c_i(\theta)\) is the constant \(c\) as defined in (46), for \((t, x_0, x_t) = (\Delta t_i, x_{i-1}(\theta), x_i(\theta))\), and
\[
G_i = \exp \left\{ A(x_i(\theta); \theta) - A(x_{i-1}(\theta); \theta) - \int_{t_{i-1}}^{t_i} \phi(s, \dot{X}_s; \theta)ds + \Delta t_i \lambda_i(\theta) - \sum_{j=1}^{N_i} \Delta A(i, j; \theta) \right\}
\times \prod_{j=1}^{N_i} \frac{\ell(i, j; \theta) f_g(J_{i,j}; i, j, \theta)}{\lambda_i(\theta) f_i(J_{i,j}; \theta)}.
\]

**Proof.** See Lemma 2 and equation (22) from [Gonçalves and Roberts (2014)].

**Lemma 5.**
\[
\frac{d\mathbb{P}}{d\mathbb{Q}} (\dot{X}^{(i)}_I, J^{(i)}_I, x^{(i)}_J, x_{i-1}(\theta), x_i(\theta), \theta) = G_i \frac{f_N(\Delta x_i(\theta) - J_i; 0, \Delta t_i)}{p_\theta (x_{i-1}(\theta), x_i(\theta); \Delta t_i)} \frac{d\mathbb{P}}{d\mathbb{Q}} (J^{(i)}_I, X^{(i)}_J, x^{(i)}_J, x_{i-1}(\theta), x_i(\theta), \theta),
\]
for \(G_i\) as defined in Lemma 4.

**Proof.** Use the same argument as in Lemma 4.

**Theorem 1.** The full conditional density of \(\theta\) (w.r.t. the same dominating measure in \(\pi(\theta)\)) in the algorithm of Subsection 3.2 is given by:
\[
\pi (\theta | S, \nu) \propto \pi (\theta) \exp \left\{ A(x_n(\theta); \theta) - A(x_0(\theta); \theta) \right\}
\times \prod_{i=1}^{n} \exp \left\{ -\Delta t_i (r_i + m_i)(\theta) - \sum_{j=1}^{N_i} (\Delta A(i, j; \theta)) \right\} [r_i(\theta)]^{r_i} \left( \prod_{j=1}^{N_i} \frac{\ell(i, j; \theta) f_g(J_{i,j}; i, j, \theta)}{\lambda_i(\theta) f_i(J_{i,j}; \theta)} \right) |\sigma(v_i; \theta)^{-1}|
\times f_N(X_{i-1}; x_{i-1}(\theta), \tau_{i-1} - t_{i-1}) f_N(x_i(\theta); X_{i,N_i}, t_i - \tau_{i,N_i}) \prod_{l=1}^{k_i} \left( 1 - \frac{\dot{\phi}(\psi_{i,l}, \dot{X}_{\psi_{i,l}}; \theta) - m_i(\theta)}{r_i(\theta)} \right),
\]
where
\[
m_i(\theta) = \inf_{u \in X, t_{i-1} \leq s \leq t_i} \phi(s, u; \theta), \quad r_i(\theta) = \sup_{u \in H, t_{i-1} \leq s \leq t_i} \phi(s, u; \theta) - m_i(\theta),
\]
where \(X\) is the state space of \(X\) and \(H_i\) is the interval defined by the local lower and upper bounds for \(X_s\) in \([t_{i-1}, t_i]\), which are obtained from \(L_i\).

**Proof.** See Appendix C.
Appendix C - proofs

Proof of Lemma 1

We shall find the density $\pi(\hat{V}_{com}; \theta)$ of $\hat{V}_{com} = (\hat{v}, \hat{V}_{mis})$, for $\hat{V}_{mis} = (\hat{J}, \hat{X}, \hat{\theta})$, with respect to the product measure $L^\infty \otimes H$, where $H = H_1 \otimes \ldots \otimes H_n$, $H_i = \sum_{k=0}^{\infty} H_{k,i}$, for $i = 1, \ldots, n$, and $\check{H}_{k,i} := \check{J}_{0,i} \otimes L_k \otimes \check{W}^{k+1}_{0,0}$, for $k = 0, 1, 2, \ldots$.

We consider the following factorisation:

$$
\frac{d\Pi}{d([L^n \otimes H])}(\hat{V}_{com}|\theta) = \frac{d\Pi}{d[L^n]}(\hat{v}|\theta) \frac{d\Pi}{d[H]}(\hat{J}, \hat{X}, \hat{\theta}) = \prod_{i=1}^{n} s_{\theta}(v_{i-1}, v_i; \Delta t_i) \frac{d\Pi}{d[H_{k,i}]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta),
$$

where $s_{\theta}(a, b; \Delta t_i)$ is the transition density of $V$ going from $a$ at time $t_{i-1}$ to $b$ at time $t_i$ under the probability law defined as the solution for the SDE in (1) - Subsection 1.2.

We also have that

$$s_{\theta}(v_{i-1}, v_i; \Delta t_i) = p_{\theta}(x_{i-1}(\theta), x_i(\theta); \Delta t_i)|\eta'(v_t; \theta)|,
$$

for $p_{\theta}(x_{i-1}(\theta), x_i(\theta); \Delta t_i)$ as defined in Lemma 4.

The result in Proposition 5 in Appendix G (where a proof is provided) states that

$$
\frac{d\Pi}{d[H_{k,i}]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta) = \frac{d\Pi}{d[Q]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta) \frac{d[Q]}{d[H_{k,i}]}(X^{(i)}_j|J^{(i)}, v, \theta).
$$

This and the fact that $\frac{d\Pi}{d[Q]}(\hat{\theta}^{(i)}|J^{(i)}, X^{(i)}_j, v, \theta) = \frac{d\Pi}{d[Q]}(\hat{\theta}^{(i)}|J^{(i)}, X^{(i)}_j, v, \theta)$ imply that

$$
\frac{d\Pi}{d[H_{k,i}]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta) = \frac{d\Pi}{d[Q]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta) \frac{d[Q]}{d[H_{k,i}]}(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}|v, \theta).
$$

Finally, note that

$$
\frac{d[Q]}{d[H_{k,i}]}(X^{(i)}_j|J^{(i)}, v, \theta) = \frac{d[Q]}{d[H_{k,i}]}(X^{(i)}_j, x_{i-1}\theta; x_i(\theta), \theta) = \frac{d[Q]}{d[H_{k,i}]}(X^{(i)}_j, x_{i-1}\theta; x_i(\theta), \theta) \frac{d[Q]}{d[H_{k,i}]}(x_i(\theta)|J^{(i)}, x_{i-1}\theta; \theta)
$$

$$
\int_{\Delta t_i}^{\infty} \int_{\Delta t_i}^{\infty} f_{N}(X_{i-1}; x_{i-1}\theta, \tau_{i-1} - t_{i-1}) f_{N}(x_i(\theta); X_{i,N_i}, t_i - \tau_{i,N_i}) f_{N}(\Delta x_i(\theta) - J_i; 0, \Delta t_i).
$$

Now substitute [59] and [53] into [58], then substitute [58] and [56] into [56] and note that $\eta'(u; \theta) = \sigma(u; \theta)^{-1}$.

□

Proof of Theorem 1

We use the fact that $\pi(\theta, J, X, \hat{\theta}, \Phi|v) \propto \pi(\theta, J, X, \hat{\theta}, \Phi|v)$ and consider the following decomposition:

$$
\pi(\theta, J, X, \hat{\theta}, \Phi|v) = \pi(\theta|v) \pi(J, X, \hat{\theta}, \Phi|\theta, v) = \pi(\theta|v) \prod_{i=1}^{n} \pi(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}, \Phi^{(i)}|\theta, v),
$$

where $\pi(\theta|v)$ is the prior distribution of $\theta$, $\pi(J, X, \hat{\theta}, \Phi|\theta, v)$ is the likelihood function, and $\pi(J^{(i)}, X^{(i)}_j, \hat{\theta}^{(i)}, \Phi^{(i)}|\theta, v)$ is the posterior distribution of the parameters for each individual $i$. This allows us to separately consider the effect of each individual on the overall model.
where the second equality is obtained by the Markov property. Now note that
\[
\pi(\theta|v) \propto \pi(\theta) \prod_{i=1}^{n} p_{\theta}(x_{i-1}(\theta), x_{i}(\theta); \Delta t_{i}) \left| \eta'(v_{i}; \theta) \right|.
\] (61)

We now obtain an equality for the transition density \( p_{\theta}(x_{i-1}(\theta), x_{i}(\theta); \Delta t_{i}) \) to be substituted into (61). First, we substitute (52) into (50) and then (50) in (51) and take the expectation with respect to \( \mathbb{F} \) on both sides of (51) to get
\[
p_{\theta}(x_{i-1}(\theta), x_{i}(\theta); \Delta t_{i}) = \mathbb{E}_{\mathbb{F}} \left[ \mathcal{G}_{i} f_{N}(\Delta x_{i}(\theta) - J_{i}; 0, \Delta t_{i}) \frac{f_{\theta}}{f_{\theta}(N_{i}, J_{i,1}, \ldots, J_{i,N_{i}})} \right].
\] (62)

The last term inside the expectation is given in (45). The result in (62) comes from the fact that the expectation of the l.h.s. of (51) is 1 and the term \( p_{\theta}(x_{i-1}(\theta), x_{i}(\theta); \Delta t_{i}) \) is a constant w.r.t. the expectation.

Second, we take the expectation of the acceptance probability of JBEA in (47) w.r.t. \( \mathbb{F} \) to obtain the global acceptance probability \( a(x_{i-1}(\theta), x_{i}(\theta); \theta) \) of JBEA.
\[
a(x_{i-1}(\theta), x_{i}(\theta); \theta) = \mathbb{E}_{\mathbb{F}} \left[ \exp \left\{ - \int_{t_{i-1}}^{t_{i}} \dot{\phi}(s, \bar{X}_{s}; \theta) - m_{i}(\theta) ds \right. \\
- \sum_{j=1}^{N_{i}} (\Delta A(i, j; \theta) + \kappa_{0}(\theta)|J_{i,j}|) \left| \frac{N}{\prod_{j=1}^{N_{i}} \lambda(j; \theta) f_{\theta}(J_{i,j}; j, \theta)} \right| \exp \left\{ - \frac{1}{2\Delta t_{i}} (\Delta x_{i}(\theta) - J_{i})^{2} \right. \right].
\] (63)

Now, comparing (63) with (62) and using the result in (46), we get
\[
p_{\theta}(x_{i-1}(\theta), x_{i}(\theta); \Delta t_{i}) \propto \exp \left\{ A(x_{i}(\theta); \theta) - A(x_{i-1}(\theta); \theta) - \Delta t_{i}(m_{i}(\theta) - \lambda_{i}(\theta)) \right\} \\
c_{i}(\theta) a(x_{i-1}(\theta), x_{i}(\theta); \theta).
\] (64)

Finally, the desired result is obtained by: i) substituting (64) into (61) and noting that \( \eta'(u; \theta) = \sigma(u; \theta)^{-1} \); ii) integrating out the \( U_{i,1}'s, U_{i,2}'s \) and \( v_{i,1}'s \) in (49); iii) substituting (49) and (61) into (60).

\[\square\]

**Proof of Proposition 1**

We have that
\[
\mathbb{E}_{\mathbb{F}|x}[l(\theta)] = \mathbb{E}_{\mathbb{F}|x} \left[ \sum_{i=1}^{n} l_{i}(\theta) \right] = \sum_{i=1}^{n} \mathbb{E}_{\mathbb{F}|x}[l_{i}(\theta)] = \sum_{i=1}^{n} \mathbb{E}_{\mathbb{D}}[w l_{i}(\theta)] = \sum_{i=1}^{n} \mathbb{E}_{\mathbb{D}} \left[ \prod_{k=1}^{n} w_{k} l_{i}(\theta) \right]
\]
\[
= \sum_{i=1}^{n} \prod_{k \neq i} \mathbb{E}_{\mathbb{D}}[w_{k}] \mathbb{E}_{\mathbb{D}}[w_{i} l_{i}(\theta)] = \sum_{i=1}^{n} \mathbb{E}_{\mathbb{D}}[w_{i} l_{i}(\theta)],
\]

where the fifth equality is justified by the Markov property and the last equality by the fact that \( \mathbb{E}_{\mathbb{F}}[w_{i}] = 1, \forall \ i \).

\[\square\]
Proof of Proposition 2

Firstly, note that $Var[E_1] = \frac{1}{M} Var \left[ \sum_{i=1}^{n} \left( \prod_{k=1}^{n} w_k \right) l_i(\theta) \right]$ and $Var[E_2] = \frac{1}{M} Var \left[ \sum_{i=1}^{n} w_i l_i(\theta) \right]$. Moreover, $w_i \perp w_j, \forall i \neq j$ and $E[w_i] = 1$.

Define $A_i = \prod_{k \neq i} w_k$ and $A_{ij} = \prod_{k \neq i,j} w_k$. Defining $l_i = l_i(\theta)$, we have that

$$M.Var[E_1] = Var \left[ \sum_{i=1}^{n} A_i w_i l_i \right] = E \left[ \left( \sum_{i=1}^{n} A_i w_i l_i \right)^2 \right] - \left( E \left[ \sum_{i=1}^{n} A_i w_i l_i \right] \right)^2$$

$$= \sum_{i=1}^{n} E[A_i^2] E[(w_i l_i)^2] + 2 \sum_{i<j} E[A_{ij}] E[w_i l_i] E[w_j l_j] - \left( \sum_{i=1}^{n} E[A_i] E[w_i l_i] \right)^2$$

$$\geq \sum_{i=1}^{n} E[(w_i l_i)^2] + 2 \sum_{i<j} E[w_i l_i] E[w_j l_j] - \left( \sum_{i=1}^{n} E[w_i l_i] \right)^2$$

$$= E \left[ \left( \sum_{i=1}^{n} w_i l_i \right)^2 \right] - \left( E \left[ \sum_{i=1}^{n} w_i l_i \right] \right)^2 = M.Var[E_2], \quad (65)$$

where all the expectations are w.r.t. $\mathbb{D}$.

Proof of Proposition 3

Firstly, note that

$$E_{U} \left[ \Delta t i \phi(U_i, X_U; \theta) \right] = \left[ - \int_{t_{i-1}}^{t_i} \phi(s, X_{s-}; \theta) ds \right]$$

Now, we suppress the notation $\theta'$ from $\mu_i, b_i$ and $\phi$ and show that

$$E_{K, U} \left[ e^{(\mu_i(X) - b_i(X)) \Delta t_i} \mu_i(X) \prod_{k=1}^{K_i} (b_i(X) - \phi(U_{i,k}, X_{U_{i,k}})) \right] = \left[ \exp \left\{ - \int_{t_{i-1}}^{t_i} \phi(s, X_s) ds \right\} \right] \quad (67)$$

We set $b_i = b_i(X)$ and $\mu_i = \mu_i(X)$ for cleanliness of notation.

$$E_{K, U} \left[ e^{(\mu_i - b_i) \Delta t_i} \mu_i \prod_{k=1}^{K_i} (b_i - \phi(U_{i,k}, X_{U_{i,k}})) \right]$$

$$= e^{(\mu_i - b_i) \Delta t_i} E_{K} \left[ \prod_{k=1}^{K_i} (b_i - \phi(U_{i,k}, X_{U_{i,k}})) \right]$$

$$= e^{(\mu_i - b_i) \Delta t_i} E_{K} \left[ (\Delta t_i \mu_i)^{-K_i} \left( \Delta t_i b_i - \int_{t_{i-1}}^{t_i} \phi(s, X_s) ds \right)^{K_i} \right]$$

$$= e^{(\mu_i - b_i) \Delta t_i} e^{-\mu_i \Delta t_i} \sum_{K_i=0}^{\infty} \frac{(\Delta t_i b_i - \int_{t_{i-1}}^{t_i} \phi(s, X_s) ds)^{K_i}}{K_i!} = \exp \left\{ - \int_{t_{i-1}}^{t_i} \phi(s, X_s) ds \right\}$$

The desired result is obtained by replacing the r.h.s. of (66) and (67) by the respective l.h.s. in the expression of $w_i l_i(\theta)$.
Proof of Lemma 2

To prove that the estimator is strongly consistent, note that

\[
Y_{M}^{(1)} = \frac{1}{M} \sum_{k=1}^{M} \left( \hat{w}_{i}^{(k)} \hat{l}_{i}^{(k)} (\theta) \right) \rightarrow \mathbb{E}_{\theta}[l_i(\theta)], \quad \text{a.s. as } M \rightarrow \infty, \text{ by SLLN,}
\]

\[
Y_{M}^{(2)} = \frac{1}{M} \sum_{k=1}^{M} \left( \hat{w}_{i}^{(k)} \right) \rightarrow 1, \quad \text{a.s. as } M \rightarrow \infty, \text{ by SLLN.}
\]

Since \(Y_{M}^{(1)}/Y_{M}^{(2)}\) is a.a.s. continuous function of \((Y_{M}^{(1)}, Y_{M}^{(2)})\), the result is established by the Convergence of Transformations Theorem.

To prove the finite variance part, we write \(\hat{l}_i\) instead of \(\hat{l}_i(\theta)\) and note that \(\hat{w}_i^{(k)} < 1\) a.s. and

\[
\text{Var}[\hat{E}_3] = \text{Var} \left[ \sum_{i=1}^{n} \sum_{k=1}^{M} \left( \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right) \right] = \sum_{i=1}^{n} \text{Var} \left[ \sum_{k=1}^{M} \left( \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right) \right] = \sum_{i=1}^{n} \sum_{k=1}^{M} \text{Cov} \left( \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right).
\]

Therefore,

\[
\text{Var}[\hat{E}_3] < \infty \Leftrightarrow \text{Var} \left[ \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right] < \infty \text{ and } |\text{Cov} \left( \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right)| < \infty, \quad \forall \ i, k, k_1, k_2.
\]

Finally,

\[
\mathbb{E} \left[ \left( \hat{w}_i^{(k)} \hat{l}_i^{(k)} \right)^2 \right] \leq \mathbb{E} \left[ \left( \hat{l}_i^{(k)} \right)^2 \right], \quad \forall \ i, k,
\]

\[
|\text{Cov} \left( \hat{w}_i^{(k_1)} \hat{l}_i^{(k_1)}, \hat{w}_i^{(k_2)} \hat{l}_i^{(k_2)} \right) | = |\mathbb{E} \left[ \hat{w}_i^{(k_1)} \hat{w}_i^{(k_2)} \hat{l}_i^{(k_1)} \hat{l}_i^{(k_2)} \right] - \mathbb{E} \left[ \hat{w}_i^{(k_1)} \hat{l}_i^{(k_1)} \right] \mathbb{E} \left[ \hat{w}_i^{(k_2)} \hat{l}_i^{(k_2)} \right] | \\
\leq \mathbb{E} \left[ \hat{l}_i^{(k_1)} \hat{l}_i^{(k_2)} \right] + \mathbb{E} \left[ \hat{l}_i^{(k_1)} \right] \mathbb{E} \left[ \hat{l}_i^{(k_2)} \right] = 2 \left( \mathbb{E} \left[ \hat{l}_i^{(k)} \right] \right)^2 \leq 2 \left( \mathbb{E} \left[ \hat{l}_i^{(k)} \right] \right)^2 \forall \ i, k, k_1, k_2.
\]

\[\square\]

Appendix D - Estimator for the covariance matrix of the MLE

The covariance matrix of the MLE is approximated by the inverse of the observed information matrix \(I\), that is

\[
I^{-1} = - \left( \frac{\partial^2}{\partial \theta^2} I(x; \theta) \right)^{-1}, \quad (68)
\]

given that the required regularity conditions are satisfied. Now Oakes’ identity (see Oakes, 1999) can be rewritten to give

\[
\frac{\partial^2}{\partial \theta^2} I(x; \theta) = \mathbb{E}_{X_{\text{mis}} | x_{\text{obs}}, \theta} \left[ \frac{\partial^2}{\partial \theta^2} l(X_{\text{com}}; \theta) \right] + \mathbb{E}_{X_{\text{mis}} | x_{\text{obs}}, \theta} \left[ \left( \frac{\partial}{\partial \theta} I(X_{\text{com}}; \theta) \right)^2 \right] - \mathbb{E}_{X_{\text{mis}} | x_{\text{obs}}, \theta} \left[ \frac{\partial}{\partial \theta} l(X_{\text{com}}; \theta) \right]^2.
\]
We can use the general result from Proposition 1 to obtain
\[
\frac{\partial^2}{\partial \theta^2} l(x; \theta) \approx (M_1 + M_2 + M_3 - M_4)_{\hat{\theta}},
\]
where $\hat{\theta}$ is the MLE of $\theta$ and each $M$ is a matrix with the $[r, c]$-th entry given by:
\[
M_1[r, c] = \sum_{i=1}^{n} \sum_{k=1}^{M} \tilde{w}_i^{(k)} \frac{\partial^2}{\partial \theta_r \partial \theta_c} i^{(k)}; \quad M_2[r, c] = \sum_{i=1}^{n} \mathbb{E} \left[ \frac{\partial}{\partial \theta_r} l_i \frac{\partial}{\partial \theta_c} l_i \right];
\]
\[
M_3[r, c] = \sum_{i=1}^{n} \sum_{k=1}^{M} \left( \sum_{k=1}^{M} \tilde{w}_i^{(k)} \frac{\partial}{\partial \theta_r} i^{(k)} \right) \left( \sum_{k=1}^{M} \tilde{w}_i^{(k)} \frac{\partial}{\partial \theta_c} i^{(k)} \right);
\]
\[
M_4[r, c] = \left( \sum_{i=1}^{n} \sum_{k=1}^{M} \tilde{w}_i^{(k)} \frac{\partial}{\partial \theta_r} i^{(k)} \right) \left( \sum_{i=1}^{n} \sum_{k=1}^{M} \tilde{w}_i^{(k)} \frac{\partial}{\partial \theta_c} i^{(k)} \right).
\]

To obtain the equations above we use the Leibniz Integral Rule which allows us to exchange the partial derivative w.r.t. $\theta$ and the integral in $ds$ - that is because $X(s)$ is càdlàg. To deal with $M_2$, note that double integrals will emerge from the product and we use the following identity to obtain the MC estimator:
\[
\int_{t_{i-1}}^{t_i} \int_{t_{i-1}}^{t_i} f_1^1(X(s_1), \theta)f_2^2(X(s_2), \theta)ds_1ds_2 = (\Delta t_i)^2 \mathbb{E}_{\hat{U}_{i,1}, \hat{U}_{i,2}} \left[ f_1^1(X(\hat{U}_{i,1}), \theta)f_2^2(X(\hat{U}_{i,2}), \theta) \right],
\]
where $\hat{U}_{i,1}$ and $\hat{U}_{i,2}$ are independent and uniformly distributed in $[t_{i-1}, t_i]$.

Finally, the same algorithm may be used to estimate the covariance matrix of the MLE when using the algorithms from Subsection 2.1. In that case, we have $\tilde{w}_i^{(k)} = 1/M$, which leads to further simplifications in the formula.

**Appendix E - The layered Brownian bridge**

The MCEM and MCMC algorithms presented in Sections 3 and 4 require the simulation of lower and upper bounds for a collection of Brownian bridges. This can be done by simulating a finite-dimensional random variable which is referred to as $L$ throughout the paper. The algorithm to do so is called the layered Brownian bridge and basically samples layers that contains the supremum and infimum of the bridges. The algorithm to construct and simulate the layered Brownian bridge (layers and bridge points given the layers) was introduced in Beskos et al. (2008).

Equally important, the algorithms from Subsection 4.2 also require the simulation of extra points of the bridge given the layers and other points previously simulated. This is not a trivial task and no explicit algorithm to do so is presented in the original paper. For that reason we present here an overview of the layered Brownian bridge algorithm from Beskos et al. (2008) and devise an algorithm to perform the simulation of the extra points.

In fact, we restrict ourselves to the simulation of standard bridges (starting and ending in 0) as this is necessary when there are unknown parameters in the diffusion coefficient and also offers a more efficient (tighter bounds) solution in any case. We also restrict ourselves to the symmetric layer case as this is much simpler and there is no real advantage in using asymmetric layers.

Suppose, without loss of generality, a standard Brownian bridge $W$ in $[0, t]$. Let $\{b_i\}_{i \geq 1}$ be an increasing sequence of positive real numbers with $b_0 = 0$ and define the following events:
\[
\mathcal{D}_k = \left\{ \sup_{0 \leq s \leq t} W_s \in [b_{k-1}, b_k] \right\} \bigcap \left\{ \inf_{0 \leq s \leq t} W_s > -b_k \right\},
\]

\[ D_k = \left\{ \inf_{0 \leq s \leq t} W_s \in [-b_k, -b_{k-1}] \right\} \bigcap \left\{ \sup_{0 \leq s \leq t} W_s < b_k \right\}, \]

\[ D_k = \mathcal{T}_k \bigcup D_k, \ n \geq 1. \]

Define the random variable \( I = I(W) \) such that \( \{ I = k \} = D_k \) and note that \( \{ I = k \} \) implies that \( \{-b_k < W_s < +b_k, \ \forall \ s \in [0, t]\} \). Beskos et al. (2008) show that

\[ F(k) := P(I \leq k) = \gamma(t; 0, 0, b_k), \quad (72) \]

for \( i \geq 1 \), where

\[ \gamma(s, u_1, u_2, K) = 1 - \sum_{j=1}^{\infty} \left\{ \sigma_j(s, u_1, u_2, K) - \tau_j(s, u_1, u_2, K) \right\}, \]

\[ \sigma_j(s, u_1, u_2, K) = \bar{\sigma}_j(s, u_1, u_2, K) + \tilde{\sigma}_j(s, -u_1, -u_2, K), \]

\[ \tau_j(s, u_1, u_2, K) = \bar{\tau}_j(s, u_1, u_2, K) + \tilde{\tau}_j(s, -u_1, -u_2, K), \]

\[ \bar{\sigma}_j(s, u_1, u_2, K) = \exp \left\{ -\frac{2}{s} [2Kj - (K + u_1)][2Kj - (K + u_2)] \right\}, \]

\[ \tilde{\tau}_j(s, u_1, u_2, K) = \exp \left\{ -\frac{2j}{s} [4K^2j + 2K(u_1 - u_2)] \right\}. \]

We sample \( I \) by using the inverse c.d.f. method and, although we cannot evaluate \( F(k) \) exactly, we can find bounds for it and apply the alternating series method as follows.

Define \( S_{2j}^{(k)} = 1 - \sum_{l=1}^{j-1} (\sigma_l - \tau_l) - \sigma_j \) and \( S_{2j-1}^{(k)} = 1 - \sum_{l=1}^{j} (\sigma_l - \tau_l) \), for \( j \geq 1 \), with \( \sigma \) and \( \tau \) defined for \( I = k \). It can be shown that

\[ 0 < S_2^{(k)} < S_4^{(k)} < S_6^{(k)} < \ldots < F(i) < \ldots < S_5^{(k)} < S_3^{(k)} < S_1^{(k)}, \quad (73) \]

with \( S_{2j}^{(k)} \uparrow F(k) \) and \( S_{2j-1}^{(k)} \downarrow F(k) \). Defining \( S_j^{(0)} = 0, \ \forall \ j \geq 1 \), if \( u \sim U(0, 1) \), we have the following result:

\[ I = k, \ \text{if} \ S_{2j-1}^{(k-1)} < u < S_{2j}^{(k)}, \ \text{for some} \ j \geq 1. \quad (74) \]

This way, we can use the following algorithm to simulate \( I \):

\begin{itemize}
  \item [1.] Simulate \( u \sim U(0, 1) \);
  \item [2.] make \( k = 1 \);
  \item [3.] make \( j = 1 \);
  \item [4.] compute \( S_{2j-1}^{(k)} \) and \( S_{2j}^{(k)} \);
    \begin{itemize}
    \item [(a)] if \( u < S_{2j}^{(k)} \), output \( I = k \);
    \item [(b)] if \( u > S_{2j-1}^{(k)} \), make \( i = k + 1, \ j = 1 \) and GOTO 4;
    \item [(c)] else, make \( j = j + 1 \) and GOTO 4.
    \end{itemize}
\end{itemize}
Now that we have the algorithm to sample the layers, we shall move on to the algorithm to simulate from \(W_s|I=k\). In the MCMC algorithm from Subsection 4.2, this simulation will be required at different stages of the algorithm and may fall into one of the two cases: \(i\) no points from the bridge have yet been simulated; \(ii\) some points of the bridge have already been simulated; which in turn fall into two more cases: \(a\) \(I=1\); \(b\) \(I \geq 2\). A nice solution for the case \(ia\) (and implicitly for case \(iia\)) is presented in Beskos et al. (2008). The authors also present an algorithm for \(ib\), but not for \(iib\). The latter is more complex and requires some work to devise an efficient solution. We propose the following general strategy, which shall solve the problem in any of the four cases described above.

The first step after \(I\) is simulated is to simulate the extreme (minimum or maximum) that reaches the most external layer - note that \(I=k\) implies that either the minimum is in \((-b_k, -b_{k-1})\) or the maximum is in \((b_{k-1}, b_k)\). This is done via rejection sampling with proposal

\[
\mathbb{P}_{D_1} := \frac{1}{2} BB_{M_I} + \frac{1}{2} BB_{M^c_I},
\]

where \(BB_{M_I}\) is the Brownian bridge \(W\) conditional on \(M_I := \max\{W_s\}_{0 \leq s \leq t} \in [b_{I-1}, b_I]\) and \(BB_{M^c_I}\) is \(W\) conditional on \(M^c_I := \min\{W_s\}_{0 \leq s \leq t} \in [-b_I, -b_{I-1}]\).

To simulate from this proposal, we first choose between \(BB_{M_I}\) and \(BB_{M^c_I}\) with probability 1/2 each. If we choose the first (second) one, we have to simulate the maximum (minimum) of \(W\) given that it is in the given interval.

Let \(m\) be the minimum and \(M\) be the maximum of \(W\) in \([0, t]\). In order to simulate the minimum conditional on being in an interval \([m_1, m_2]\), we need to compute the distribution function \(F_m\) of this minimum, which is:

\[
F_m(w) = \exp\left\{-\frac{2w^2}{t}\right\}. \tag{76}
\]

Let \(U_1 \sim U[F(m_1), F(m_2)]\) and \(E = -\log(U_1)\), then

\[
m = \frac{(-\sqrt{2tE})}{2}. \tag{77}
\]

In order to simulate the last time instant \(t_m\) where this minimum is attached, set \(c_1 = \frac{m^2}{2t}\) and let \(U_2 \sim U(0, 1)\), \(I_1 \sim IGau(1, 2c_1)\) and \(I_2 \sim 1/IGau(1, 2c_1)\) and define \(V = \mathbb{I}[U_2 < 1/2] \cdot I_1 + \mathbb{I}[U_2 \geq 1/2] \cdot I_2\). Finally,

\[
t_m = \frac{t}{(1 + V)}. \tag{78}
\]

To simulate the maximum \(M\) conditional on being in an interval \([M_1, M_2]\), we use the symmetry of Brownian bridge by simulating a minimum \(m_0\), conditional on being in the interval \([-M_2, -M_1]\), and its location \(t_{m_0}\) and making

\[
M = -m_0 \quad \text{and} \quad t_M = t - t_{m_0}. \tag{79}
\]

Let \(BB_{D_I}\) be the measure of the layered Brownian bridge, we accept the proposal w.p.

\[
\frac{dBB_{D_I}}{d\mathbb{P}_{D_I}}(W) \propto \frac{\mathbb{I}[D_I]}{1 + \mathbb{I}[D_I \cap D_I^c]} \leq 1. \tag{80}
\]

In order to compute this probability we need to simulate the two Bernoulli r.v.'s in \([F]\). The first one (in the numerator) is equal to 1 w.p.

\[
\delta(t_m, 0, -m, b_I - m) \times \delta(t - t_m, 0, -m, b_I - m) \quad \text{or} \quad \delta(t_M, 0, M, M + b_I) \times \delta(t - t_M, 0, M, M + b_I)). \tag{81}
\]
and the second one (in the denominator) is 1 w.p. 1 if $I = 1$ and is 0 w.p.

\[
\delta(t_m, 0, -m, b_{l-1} - m; b_l - m) \times \delta(t - t_m, 0, -m, b_{l-1} - m; b_l - m) \quad \text{or} \quad \delta(t, 0, I, M + b_{l-1}; M + b_l) \times \delta(t - t_M, 0, M, M + b_{l-1}; M + b_l),
\]

if $I > 1$, where

\[
\delta(s, 0, u_2, K) = 1 - \frac{1}{u_2} \sum_{j=1}^{\infty} \left\{ \zeta_j(s, u_2, K) - \xi_j(s, u_2, K) \right\}
\]

\[
\delta(s, 0, u_2, K; L) = \frac{u_2 - \sum_{j=1}^{\infty} \left\{ \zeta_j(s, u_2, K) - \zeta_j(s, u_2, L) \right\}}{u_2 - \sum_{j=1}^{\infty} \left\{ \zeta_j(s, u_2, L) - \zeta_j(s, u_2, L) \right\}}
\]

\[
\zeta_j(s, u_2, K) = (2Kj + u_2) \exp\{-2Kj(Kj + u_2)/s\}
\]

\[
\xi_j(s, u_2, K) = \xi_j(s, -u_2, K).
\]

The alternating series method can be used for the events involving the functions $\delta$ if $3K^2 > s$. Otherwise, it can be used after the first $\left\lceil \sqrt{t + K^2/(2K)} \right\rceil$ pairs $S_{2j-1}$ and $S_{2j}$ have been computed. This follows from the result in Pollock et al. (2016) (Corollary 5) that states that the sequence of bounds for the probabilities in (81) and (83) are Cauchy sequences after the first $\left\lceil \sqrt{t + K^2/(2K)} \right\rceil$ pairs are computed.

Finally note that the acceptance probability is 0 if the Bernoulli r.v. in the numerator is 0. If this r.v. is 1, the acceptance probability is 1 if the Bernoulli r.v. in the denominator is 0 and 1/2 if it is 1.

The algorithm outputs the following variables under the measure $\mathbb{B}_D$ and $\mathbb{B}_M$: $(m^*, t^*) = (m, t_m)$ or $(M, t_M)$; $\mathbb{[D]}$. We choose to keep only $(m^*, t^*)$ which is an exact draw from $\pi_{\mathbb{B}_D}(m^*, t^*)$ - the density of $(m^*, t^*)$ under $\mathbb{B}_D$.

At this stage of the layered Brownian bridge algorithm we have upper and lower bounds for the standard Brownian bridge $W$, which are given by

\[
\begin{cases}
\hat{z} = m \text{ and } \hat{u} = b_1, & \text{if the proposal chooses } BB_{ML}; \\
\hat{z} = -b_1 \text{ and } \hat{u} = M, & \text{if the proposal chooses } BB_{MM};
\end{cases}
\]

We now proceed to the simulation of the bridge points given the information we have. We represent this by $\mathcal{I}_{m^*, I}$, which is either the minimum and its location and an upper bound for $W$ or the maximum and its location and a lower bound for $W$. The bridge points are simulated via rejection sampling by proposing from $\mathbb{B}[m^*, t^*]$ and accepting the proposal if $\mathbb{[D]} = 1$.

The law $\mathbb{B}[m^*, t^*]$ is a three-dimensional Bessel bridge and is constructed as follows. Firstly, denote by $R(\delta) = \{R_s(\delta); 0 \leq s \leq 1\}$ a three-dimensional Bessel bridge of unit length from 0 to $\delta \leq 0$, i.e.

\[
R_s(\delta) = \sqrt{(\delta s + W_s^{(1)})^2 + (W_s^{(2)})^2 + (W_s^{(3)})^2}, \quad s \in [0, 1],
\]

where the $W_s^{(i)}$'s are three independent standard Brownian bridges in $[0, 1]$. Then, defining $W^*$ to be $W(m, t_m)$, we have that

\[
\begin{align*}
\{W^*_s; 0 \leq s \leq t_m \} & = \sqrt{t_m}R_{(t_m-s)/(t_m)}(\delta_1) + m, \\
\{W^*_s; t_m \leq s \leq t \} & = \sqrt{t-t_m}R_{(s-t_m)/(t-t_m)}(\delta_2) + m,
\end{align*}
\]

where $\delta_1 = -\frac{m}{\sqrt{t_m}}$ and $\delta_2 = -\frac{m}{\sqrt{t-t_m}}$.

If we now define $W^*$ to be $W(M, t_M)$, we have that

\[
\begin{align*}
\{W^*_s; 0 \leq s \leq t_M \} & = M - \sqrt{t_M}R_{(t_M-s)/(t_M)}(\delta_1), \\
\{W^*_s; t_M \leq s \leq t \} & = M - \sqrt{t-t_M}R_{(s-t_M)/(t-t_M)}(\delta_2),
\end{align*}
\]
where \( \delta_1 = \frac{M}{\sqrt{t_n M}} \) and \( \delta_2 = \frac{M}{\sqrt{t_n - t_n M}} \).

This construction implies that \( \mathbb{BB}|\mathcal{I}_{m^*} \) is a Markov process and, therefore, the proposed rejection sampling algorithm can be performed interval-wise w.r.t. the sub-intervals defined by the bridge points already simulated. Furthermore, in order to simulate the proposal, all the points from the three standard Brownian bridges \( W_k^{(i)} \) need to be stored along the way.

Finally, once the proposal is simulated in a given sub-interval, the acceptance indicator is simulated via the alternating series method. Suppose that \( \mathbb{BB}|\mathcal{I}_{m^*} \) is to be simulated at the sub-intervals defined by the bridge points \( s_0, s_{n+1} \). Note that \( s_0 \) and \( s_{n+1} \) may be one of the extremes of \((0, t)\) or even \( t^* \). We have that

\[
P(D_I) = \prod_{k=1}^{n+1} \gamma \left( s_k - s_{k-1} \mid m^* - W_{s_k}^* \right),
\]

where

\[
\delta(s, u_1, u_2, K) = \frac{\gamma(s, u_1 - K/2, u_2 - K/2, K/2)}{1 - \exp\{-2u_1u_2/s\}}.
\]

The choice of the sequence \( b_1, b_2, \ldots, b_t \), specially \( b_1 \), is of great concern. On one hand, if \( b_1 \) is a relatively high value, we will get \( I = 1 \) more often, which improves the computational time for sampling from \( W \). On the other hand, a high value of \( b_1 \) leads to conservative bounds for the function \( \phi \) in the two steps of the Barker’s MCMC which in turn leads to an inefficient two-coin algorithm. For an interval of length \( t \), we suggest \( \sqrt{t}/2 \leq b_1 \leq \sqrt{t} \).

**Appendix F - Obtaining efficient lower bounds \( \hat{u}_{i,j}(s; \theta) \)**

Let \( \hat{X}_{i,j} \) be the standard BB in \( s \in (\tau_{i,j-1}, \tau_{i,j}) \) (simulated from \( \hat{\mathbb{D}} \)) and define \( \hat{z}_{i,j} \) and \( \hat{u}_{i,j} \) to be, respectively, \( \hat{z} \) and \( \hat{u} \), as defined in Appendix E when applying the layered Brownian bridge algorithm to the interval \( (\tau_{i,j-1}, \tau_{i,j}) \). This means that \( \hat{z}_{i,j} \) and \( \hat{u}_{i,j} \) are lower and upper bounds for \( X_{i,j} \). Now define \( x_{i,j} := x_{i,j}(\theta) = \min\{X_{i,j-1,1}, X_{i,j-1,2}\} \), \( y_{i,j} := y_{i,j}(\theta) = \max\{X_{i,j-1,1}, X_{i,j-1,2}\} \),

\[
z_{i,j}(s; \theta) = \begin{cases} \frac{(y_{i,j} - x_{i,j})}{\Delta \tau_{i,j}}(s - \tau_{i,j-1}) + (x_{i,j} + \hat{z}_{i,j}), & \text{if } x_{i,j} = X_{i,j-1,1} \\ \frac{(y_{i,j} - x_{i,j})}{\Delta \tau_{i,j}}(s - \tau_{i,j}) + (x_{i,j} + \hat{z}_{i,j}), & \text{if } x_{i,j} = X_{i,j,1} \\ \end{cases}
\]

and

\[
u_{i,j}(s; \theta) = \begin{cases} \frac{(y_{i,j} - x_{i,j})}{\Delta \tau_{i,j}}(s - \tau_{i,j-1}) + (x_{i,j} + \hat{u}_{i,j}), & \text{if } x_{i,j} = X_{i,j-1,1} \\ \frac{(y_{i,j} - x_{i,j})}{\Delta \tau_{i,j}}(s - \tau_{i,j}) + (x_{i,j} + \hat{u}_{i,j}), & \text{if } x_{i,j} = X_{i,j,1} \\ \end{cases}
\]

where \( \Delta \tau_{i,j} = \tau_{i,j} - \tau_{i,j-1} \). This implies that \( X_s(\theta) = \varphi(\hat{X}_s; \theta) \in [z_{i,j}(s; \theta), u_{i,j}(s; \theta)] =: H_{i,j}(s; \theta), \forall s \in [\tau_{i,j-1,1}, \tau_{i,j}] \).

For \( \varphi \) as defined in equation (11) in Subsection 3.1.2 of the paper, define

\[
z_{\phi_{i,j}}(s; \theta) = \inf_{\varphi(u; \theta) \in H_{i,j}(s)} \hat{\varphi}(u, s; \theta) \quad \text{and} \quad Z_{i,j}(\theta) = \inf_{s \in [t_{i,j-1}, \tau_{i,j}]} \hat{z}_{\phi_{i,j}}(s; \theta),
\]

\[
u_{\phi_{i,j}}(s; \theta) = \sup_{\varphi(u; \theta) \in H_{i,j}(s)} \hat{\varphi}(u, s; \theta) \quad \text{and} \quad U_{i,j}(\theta) = \sup_{s \in [t_{i,j-1}, \tau_{i,j}]} \hat{u}_{\phi_{i,j}}(s; \theta),
\]

If we can compute \( \int_{t_{i,j-1}}^{t_{i,j}} z_{\phi_{i,j}}(X_s, s; \theta)ds \), we make \( \hat{z}_{i,j}(s; \theta) = z_{\phi_{i,j}}(s; \theta) \), for \( s \in [t_{i,j-1}, t_{i,j}] \), otherwise \( \hat{z}_{i,j}(s; \theta) = Z_{i,j}(\theta) \). Finally, we define \( \hat{r}_{i,j}(\theta) = U_{i,j}(\theta) - Z_{i,j}(\theta) \).

Functions \( z_{i,j}(s; \theta) \) and \( u_{i,j}(s; \theta) \) in (95) and (96) can be replaced by the constants and more conservative bounds (but simpler to do the computation) \( \hat{z}_{i,j}(\theta) = x_{i,j} + \hat{z}_{i,j} \) and \( \hat{u}_{i,j}(\theta) = y_{i,j} + \hat{u}_{i,j} \).
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Appendix G - Auxiliary results

Consider the definitions of $\theta$, $P$, $Q$, $L$, $W_0, v$, $J_0, i$, $J_i$, $N_i$, $X^{(i)}$, $\check{X}^{(i)}$, $\tau_{i,j}$, for $i = 1, \ldots, n$ and $j = 1, \ldots, N_i$, as presented in the paper.

Now define the product measures $H_{k,i} := J_0 \otimes L^k \otimes W_{k+1}$, for $k = 0, 1, 2, \ldots$, and $H_i = \sum_{k=0}^{\infty} H_{k,i}$, for $i = 1, \ldots, n$.

We state the following proposition which shall be useful in the proof of Lemma 1 from the paper.

Proposition 5.

$$
\frac{dP}{dH_i}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta) = \frac{dP}{dQ}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta) \frac{dQ}{dH_i}(X^{(i)}|J^{(i)}, v, \theta).
$$

(99)

Proof. We have that,

$$
\frac{dP}{dH_i}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta) = \frac{dP}{dQ}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta) \frac{dQ}{dH_i}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta).
$$

Then, defining $\check{X}^{(i,j)}$ to be $\check{X}^{(i)}$ in $(\tau_{i,j-1}, \tau_{i,j})$, we have

$$
\frac{dQ}{dH_i}(J^{(i)}, X^{(i)}, \check{X}^{(i)}|v, \theta) = \frac{dQ}{dH_i}(J^{(i)}|v, \theta) \frac{dQ}{dH_i}(X^{(i)}|J^{(i)}, v, \theta) \frac{dQ}{dH_i}((\check{X}^{(i)}|J^{(i)}, X^{(i)}, v, \theta)
$$

$$
= \frac{dQ}{dH_i}(X^{(i)}|J^{(i)}, v, \theta).
$$
Appendix H - Further results from simulations

For the two models considered in Subsections 4.1 and 4.2, we present the results for two other data sets.

| δ | σ² | λ | μ | τ² |
|---|----|---|---|----|
| -0.072 | 0.851 | 0.175 | 1.610 | 0.201 |
| real | 0 | 1 | 0.1 | 2 | 0.1225 |

Table 8: Last iteration values for the MCEM algorithm applied to the second data set from the model in Subsection 4.1.

| δ | σ² | λ | μ | τ² |
|---|----|---|---|----|
| -0.138 | 0.827 | 0.260 | 1.441 | 0.254 |
| Median | -0.136 | 0.826 | 0.250 | 1.415 | 0.244 |
| Mode | -0.142 | 0.830 | 0.203 | 1.402 | 0.235 |
| St. Dev. | 0.106 | 0.069 | 0.103 | 0.232 | 0.121 |
| real | 0 | 1 | 0.1 | 2 | 0.1225 |

Table 9: Posterior statistics from the MCMC output for the second data set from the model in Subsection 4.1.

| δ | σ² | λ | μ | τ² |
|---|----|---|---|----|
| -0.086 | 0.956 | 0.147 | 1.973 | 0.170 |
| real | 0 | 1 | 0.1 | 2 | 0.1225 |

Table 10: Last iteration values for the MCEM algorithm applied to the third data set from the model in Subsection 4.1.

| δ | σ² | λ | μ | τ² |
|---|----|---|---|----|
| -0.103 | 0.960 | 0.172 | 1.863 | 0.325 |
| Median | -0.102 | 0.959 | 0.164 | 1.861 | 0.307 |
| Mode | -0.098 | 0.953 | 0.153 | 1.895 | 0.323 |
| St. Dev. | 0.071 | 0.063 | 0.055 | 0.268 | 0.194 |
| real | 0 | 1 | 0.1 | 2 | 0.1225 |

Table 11: Posterior statistics from the MCMC output for the third data set from the model in Subsection 4.1.

| ρ | µ | λ | θ |
|---|---|---|---|
| 0.967 | -0.051 | 0.173 | 0.831 |
| real | 1 | 0 | 0.07 | 1 |

Table 12: Last iteration values for the MCEM algorithm applied to the second data set from the model in Subsection 4.2.

| ρ | µ | λ | θ |
|---|---|---|---|
| Mean | 1.019 | -0.055 | 0.086 | 0.588 |
| Median | 1.020 | -0.054 | 0.083 | 0.549 |
| Mode | 1.034 | -0.056 | 0.078 | 0.535 |
| St. Dev. | 0.071 | 0.053 | 0.029 | 0.118 |
| real | 1 | 0 | 0.07 | 1 |

Table 13: Posterior statistics from the MCMC output for the second data set from the model in Subsection 4.2.
Table 14: Last iteration values for the MCEM algorithm applied to the third data set from the model in Subsection 4.2.

| $\rho$ | $\mu$ | $\lambda$ | $\theta$ |
|-------|-------|-----------|----------|
| 0.926 | -0.054 | 0.145     | 0.767    |
| real  | 1     | 0         | 0.07     | 1        |

Table 15: Posterior statistics from the MCMC output for the third data set from the model in Subsection 4.2.

|         | $\rho$ | $\mu$ | $\lambda$ | $\theta$ |
|---------|-------|-------|-----------|----------|
| Mean    | 0.854 | 0.113 | 0.043     | 0.934    |
| Median  | 0.855 | 0.114 | 0.038     | 0.900    |
| Mode    | 0.854 | 0.112 | 0.032     | 0.865    |
| St. Dev.| 0.069 | 0.060 | 0.025     | 0.278    |
| real    | 1     | 0     | 0.07      | 1        |