Impact of Uncertainty of Floodplain Digital Terrain Model on 1D Hydrodynamic Flow Calculation
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Abstract: This study investigates the effect of the Digital Terrain Model (DTM) uncertainty effect on the output of a 1D flow model. The analysis is performed for the lowland river Biebrza, covered with dense wetland vegetation, with a high uncertainty of terrain elevations. The DTM uncertainty is modeled in two ways: (1) accounting for the uncertainty spatial dependency on the basis of the correlogram function and (2) neglecting the correlation of the elevation points. The model explanation of water levels improves when elevation uncertainty is being included. Without the elevation uncertainty, the model provided a good fit only for peak flows, with uncertainty also representation of lower flows is better. It was shown that the correlation of the elevation uncertainty had a noticeable effect on the modeling outcomes, especially for near bankfull flows, where for the uncorrelated case water levels were underestimated by 5 cm, comparing to the correlated case. The effect was also present for inundation extents, obtained by an interpolation of computed water levels. The correlation of the elevation uncertainty strongly affects estimates of standard deviations of computed water levels, which were almost twice smaller when correlation was neglected. In the result, only when the correlation of the elevation uncertainty was included, it was possible to obtain confidence bands that enclosed observation points.
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1. Introduction

Nowadays, many issues related to restoration, flood protection, and the functioning of aquatic ecosystems in natural river valleys are solved using hydrodynamic flow models [1–5]. In most cases, terrain features are being represented using Digital Terrain Models (DTM), allowing a combination of different sources of spatial data. DTM can be produced using field, aerial, satellite, or all these data sets together [6]. In flood routing, DTM are usually used to characterize floodplains, which surface can be efficiently acquired using remote sensing techniques [7,8].

In any application, the DTM can be a noticeable source of an uncertainty, for example, Mirosław-Świątek et al. [9] demonstrated that the quality of the DTM not only affects the modeling accuracy, but also determines the correctness of decisions related to river valley management, based on modeling tools. The most accurate DTM can be obtained on the basis of Light Detection and Ranging (LIDAR) techniques, while large scale assessments often benefit from less accurate but globally available satellite data, like Shuttle Radar Topography Mission (SRTM) [8,10]. There is an agreement that the uncertainty of DTMs depends on the land cover and its highest values are expected for densely vegetated areas [11–14]. For example, the Root-Mean-Squared-Error (RMSE) for low grasses is about 20 cm, while for areas covered with shrubs and trees it is even above 1 m [14–16].

In addition to noticeable values of RMSE, the DTM uncertainty structure reveals strong spatial correlation [17,18]. It is explained that for such regions only a small portion of reflection points is
recorded for a bare-earth and the void areas are fulfilled in the DTM by interpolation [19]. Because of this, DTM errors are usually correlated: an error of a point interpolated between two other points will depend on their errors, despite the fact that elevation errors of sampled points in LIDAR or satellite imagery are expected to be independent.

In river flow modeling, DTM are recognized as a significant source of an uncertainty [20–23]. However, despite the importance of the problem, still there is just a few studies on propagation of the DTM uncertainty in flood routing methods [24–29]. Yan et al. [24] showed that the accuracy of the DTM affects the estimates of the flood inundation uncertainty, described in terms of uncertain design flows and roughness parameters. Podhoranyi and Fedorcak [25] analyzed the effect of the uncertainty of the LIDAR bathymetrical measurements on flood routing. One of the earliest studies, where the DTM uncertainty was modeled along with the uncertainty of the hydrodynamic model was performed by Jung and Merwade [26]. Applying uncorrelated distortions to each cross-section point that was obtained from the DTM, in their one-dimensional model they showed that the DTM uncertainty is a key factor in flood routing, overwhelming the uncertainty accounted to roughness parameters. The spatial dependency of the DTM uncertainty was for a first time included by Tsubaki and Kawahara [27]. They performed the uncertainty analysis of the DTM on a two dimensional (2D) flow model for a hypothetical flood scenario in an urban area, stressing the significance of spatial dependency of the elevation errors. The urban area was also a case study for Abily et al. [28] who carried out a sensitivity analysis of a two dimensional flood model for parameters used in processing of LIDAR raw data sets. The effect of the spatial dependency of the elevation uncertainties on a two-dimensional model was also investigated by Knighton [29].

Still, however, the knowledge on the significance of DTM uncertainty and its spatial correlation on flood routing methods is poorly developed. It is unsure how this source of uncertainty affects the modeling outcomes. This issue can be especially important for one-dimensional models (1D), because of the simpler representation of the river geometry, than in 2D cases. In 1D approaches a channel geometry is being parametrized using cross-sections, extracted from the DTM, perpendicular to a flow. As cross section points reveal a strong spatial dependency—floodplain elevations decrease towards river banks—the question is how the DTM uncertainty should be represented in a 1D model? Is spatial dependency important for computed water levels and inundation extents, or can it be neglected?

The above problems, including correlation of DTM uncertainty, are well recognized in geostatistical and hydrological studies. Heuvelink [30] argued that although spatial correlation of DTM uncertainty affects its ‘derivatives’ like determined slopes and aspects, neglecting it can be considered as ‘the worst case scenario’. Oksanen and Sarjakoski [31] showed, however, that the spatial correlation of the DTM uncertainty might increase uncertainty of its derivatives (slopes, aspects, and also the drainage basin delineation). Wechsler [32] provided a comprehensive review of methods of the DTM uncertainty modeling, mentioning several methods for its spatial dependency. The DTM uncertainty can be assessed using the knowledge on the error structure, identified using higher quality data for ground surveys. More often, however, such data is missing and the DTM uncertainty can be represented using a known RMSE with assumed spatial correlation models [32]. The second approach can be found, in [33] the spatial dependency of DTM uncertainty was linked with a variogram. The review of other approaches can be found in [34].

The aim of the present study is to investigate the propagation of the DTM uncertainty in a 1D flow model, accounting for the effect of its correlation. The problem is addressed using as a case study a wetland river of Biebrza. For such river valleys, covered with dense vegetation, DTMs are affected by high uncertainty [9]. Its effect on computed water levels, using a one-dimensional unsteady flow model, is investigated using two models for the DTM uncertainty: including and excluding the spatial correlation of elevation errors. Transformation of the DTM uncertainty through the flow routing model is solved using Monte Carlo sampling. Available data do not allow for a direct identification of the DTM uncertainty structure. Therefore, the uncertainty is modelled on the basis of the spatial correlation of the elevation errors, estimated with a spatial correlogram [33,35]. The study focus on
propagation. It should be noticed that flood routing models are affected by other sources of uncertainty, like parametrization of roughness [26,36–38]. In the present study the other sources are neglected in order to focus on the DTM uncertainty.

This is one of the first studies where the effect of spatial correlation of DTM uncertainties is being analyzed for a 1D model. In the following section, the study area and DTM are introduced. Further, the methodology for flow routing and DTM uncertainty is explained. The results section shows computed uncertainties of water levels and inundation extents for different DTM uncertainty models (correlated and uncorrelated). The outcomes are discussed in the Discussion section.

2. Materials and Methods

2.1. Study Area

The study area is situated in the northern part of the Lower Basin of the Biebrza Valley (Figure 1a), located in North-East Poland, becoming one of the most famous and ecologically valuable mosaics of riparian and mire ecosystems of Europe [39]. The analyzed area is a broad land depression that was formed in the late Pleistocene by fluvio-glacial waters of the Vistulian Glaciation. The valley is approximately 5 km wide and is filled with sand and covered with the peat soils of a maximal thickness of about 3 m, shaped in the Holocene. The length of the valley stretch reaches 12 km. Terrain elevations in the study area vary from 103 up to 118.5 m a.s.l. The Biebrza River is the main channel of the hydrodynamic network of the study area and it is about 18 km long, with an average bed slope close to 0.1‰ (Figure 1b). The river course winds and forms meanders, side streams, and old riverbeds which area activates only during periods of high water flows. The width of the river channel varies from 20 to 35 m. The river and floodplain feature in irregular cross sections and an irregular longitudinal profile [3]. An average discharge of the river Biebrza in the stretch analyzed reaches approximately 22.4 m$^3$/s [40]. The average annual air temperature is equal to 6.6 °C [41] and the average annual sum of precipitation is as high as 560 mm [42]. The area is regularly flooded and the main source of water supply to wetlands of this part of the Biebrza Valley is flooding originating from the river Biebrza. The valley is densely vegetated by typical riparian plant and is covered by mosaic vegetation starting from sedge, sedge-moss, and reed communities to willow shrubs, black alder forest, swampy birch, and peat coniferous communities such as sedges, reed-manna grass, reeds, willow and alder shrubs, and forests [3,39,43]. River flooding which occurs regularly reinforces these representative water ecosystems every year. The majority of the study area is agriculturally managed as extensively used meadows of a seasonal mowing regime, but the vegetation remains near-natural. Additionally, the whole area analyzed is enclosed by the Natura 2000. The Biebrza Valley is known for its unique features as a migratory bird habitat and also as an ultimate area of protection of valuable and rare species of birds connected to wetlands [44]. The hydrodynamic models which describe the surface water flow in river and floodplain are a key tool in wetland management in the Biebrza Valley [3,45]. A particular challenge in the modeling process is to determine the effect of uncertainty of model elements on the quantitative description of hydrological factors, determining the proper functioning of wetland ecosystems. Our study contributes to the understanding of the impact of uncertainty of a floodplain digital terrain model on the 1D hydrodynamic flow calculation.
2.2. Digital Terrain Model (DTM)

The DTM used in this study for floodplain cross-sections and development of inundation maps was made by [46]. Below, a brief description of the model and applied methods is presented.

This is the high quality DTM, developed using novel methodology for the Biebrza River (Figure 1b). It was obtained using data from laser scanning, aerial and satellite imagery. It accounted for the land cover, identified using an object based image analysis of aerial and satellite images with spectral plant indices. Because of the vegetation, acquired terrain elevations were overestimated using standard processing methods for airborne scanning data [14,19,47]. A mean square error of the DTM, corrected in the respect to the vegetation classes, was twice smaller (0.5 m) than that obtained using only airborne scanning data.

A mean square error of the DTM, corrected in the respect to the vegetation classes, was twice smaller (0.5 m) than that obtained using only airborne scanning data.

2.3. 1D HydroDynamic River and Floodplain Flow Model

The river and floodplain flow calculations were performed with a 1D model that is based on St. Venant equations with the friction law described by the Manning formula [48]. The ‘inertia terms’ in the momentum equation were neglected in the model. It was possible, as in the analyzed part of the Biebrza River the flow rate is relatively small (maximum river flow velocity is less than 0.4 m/s, the floodplain flow velocity does not exceed 0.1 m/s in a peak of flood events), changes in the stream velocity along the river reach are moderate and flood wave is slowly rising. When this simplification is made and the water level \( h \) is a dependent variable, the river flow can be explained using the equation of ‘diffusive wave approximation’. The diffusion wave approach may be preferred in simulations of
the flood peaks in rivers and on floodplains with milder slopes that changes between 0.001 and 0.0001 (here 0.0001) and slowly increasing discharge [48–51].

The model was used for the flood wave modeling, recorded for the period between 11 November 2006 and 12 May 2007 in the analyzed river reach. The upstream boundary condition was defined for the upstream cross section, as the discharge hydrograph. For the downstream boundary condition at the DR102, the measured water level slope (0.00015) for a normal depth was applied (in both cases it was a Dirichlet condition). A downstream boundary condition can have an impact on the model sensitivity to the DTM uncertainty, therefore the river reach in its closest neighborhood—4 km upstream—has been excluded from the analysis. In the model, the inflow from the subcatchment has been estimated from discharge balances for the Burzyn gauge, located in the distance of 50 km from the upstream cross-section in the model and where observations have been performed by the Polish hydrological service. In the model the flow area is described by 59 river and floodplain cross-sections with an average distance of 250 m. Roughness coefficients used in the Manning’s formula are assigned according to the 1D model developed by Mirosław-Świątek [52] and are calibrated by “trial and error”. Results of the calculations are analyzed referring to the water level hydrograph recorded in the field, in the location of the automatic sensor, recording water levels, at a distance of 10 km from the first upstream cross-section (Figure 1). The calibrated Manning coefficient oscillated between 0.035 and 0.042 m$^{-1/3}$ s in the river channel, and from 0.055 to 0.11 m$^{-1/3}$ s on the floodplain. Table 1 presents model errors calculated for an automatic sensor. The range of changes in predicted water table elevations for a sensor location is within 12% of sensor readings, although the mean squared error (MSE) is 0.05 m. The value of the correlation coefficient $R$ is 0.971 and standard deviation differences of water stages between calculated by a model and recorded by an automatic sensor is 0.02 m. It can be noted, that the model provides a good explanation of high water levels and poorer for low flows.

Table 1. Model errors; MSE denotes Mean Squared Error, $\sigma$ standard deviation, $R$ correlation coefficient, $h_{\text{max}}$ maximum water level, $h_{\text{min}}$ minimum water level.

| Variable | Sensor | Model |
|----------|--------|-------|
| MSE (m)  | 0.05   |       |
| $\sigma$ (m) | 0.02 |       |
| $R$      | 0.971  |       |
| $h_{\text{max}}$ (m) | 105.88 | 105.89 |
| $h_{\text{min}}$ (m) | 105.30 | 105.22 |
| $dh = h_{\text{max}} - h_{\text{min}}$ (m) | 0.67 | 0.58 |

2.4. Sampling the DTM Uncertainty

The methodology used for the development of the DTM has not yet provided grounds for an error model. Therefore, uncertainty of DTM was reproduced indirectly, assuming that it follows a normal distribution with a zero mean and a covariance estimated using DTM residuals and a correlation of elevation points [33,35]. The geometry representation in the 1D flow routing model is reduced to functions of a flow area and hydraulic radius, derived from the cross-sections. Because water strongly absorbs the visible light spectrum, the LIDAR scanning is useful only for the floodplain mapping [53]. Channel elevations have to be acquired directly using for example GPS measurements and it is expected that the resulting error is not significant for the hydraulic modeling. Therefore, it was assumed that the DTM uncertainty affects only floodplain parts of the cross-section. Floodplain elevations can be given then as:

$$Z = \hat{Z} + e$$

where $Z$ (m) denotes the vector of all elevation points, $\hat{Z}$ (m) the nominal values, and $e \sim N(0, \Sigma)$ (m) the noise, where $\Sigma$ stands for the $N \times N$ covariance matrix, with $N$ standing for the total number of elevation points in $Z$. The covariance matrix used to define the DEM uncertainty model depends on various factors, like land use and data processing techniques [14]. It can be estimated
directly on the basis of a known structure of a DTM spatial error, assessed using extensive field measurements, which are rarely available. In the present study an indirect method was adopted. It was assumed that the correlation of the elevation errors should follow the spatial correlation of elevations [33,35]. Then, the covariance matrix can be estimated on the basis of spatial correlation of elevations (correlogram) and RMSE of the DTM [32,54]. To reduce computational costs, the spatial correlation was estimated for cross-section points, extracted from the DTM. As the distance between cross-sections is considerably greater than between cross-section points, it was assumed that errors of elevation points are correlated only within a single cross-section. The elevation correlation longitudinal to the river flow was therefore neglected and the covariance between points of different cross-sections was given as zero. Non-zero values of the covariance matrix \( \Sigma \) were computed on the basis of the spatial correlogram \( C(d) \) [54], specifying the correlation between elevation points in a function of a distance \( d \) (m). Therefore, the covariance matrix was determined for single \( j \) cross section nodes \( N_j \), rather than for \( N \) all points. It can be obtained by multiplying the correlation coefficient by a fixed variation of elevations \( \sigma^2 \).

To analyze the significance of the spatial correlation on the flow modeling, the DTM uncertainty was also modeled assuming that errors in Equation (1) are uncorrelated \( e \sim N(0, \sigma^2) \). The transformation of the DTM uncertainty through the hydraulic model was assessed using the Monte Carlo technique as in other geostatistical studies [17,31]. Water levels were calculated for the ensemble of cross-section elevation points, according to the Equation (1).

The impact of the DTM uncertainty on the computed water levels was analyzed in terms of the sample variation and a shift of the expected value from nominal one, obtained neglecting the DTM uncertainty. The first enables elaborating confidence limits of the computed water levels. The second allows investigating, how expected water levels are affected by uncertainty. The common assumption is that the input uncertainty has only an impact on the output variation and an expected value of the solution that includes uncertainty is the same as this evaluated for the nominal-expected input:

\[
E[M(Z)] = M(E[Z])
\]  

where \( M(Z) \) denotes the model output for the uncertain elevations of the cross-section points \( Z = \{Z_{1,1}, Z_{2,1}, \ldots\} \), \( E[\cdot] \) the expectation operator. With the noise \( e \sim N(0, \Sigma) \) or \( e \sim N(0, \sigma^2) \) (Equation (1)) the expected cross section elevations are the same as their nominal values: \( E[Z] = \hat{Z} \).

For nonlinear models Equation (2) does not necessarily hold true, this was demonstrated in a case of an uncertainty introduced to a flow model with roughness parameters [37,38,55–57].

3. Results

The standard deviation \( \sigma \) of a terrain elevation was estimated on the basis of the DTM model error that is approximately 0.50 m. The correlogram, an empirical correlation between points at a given cross section distance \( d \) was computed using all cross section points. To obtain a uniform distance between points, to determine the correlation coefficient at a given distance, a linear interpolation was applied. The spatial correlation \( C(d) \) used to generate the covariance matrix was obtained by fitting a spline function, using a Matlab framework of the Shape Language Modeling (SLM) provided by D’Errico [58] to the empirical correlation. To ensure that dependency will be positively semidefinite, the SLM fit is constrained, in such a way that the first derivative is negative: \( C'(d) < 0 \). The correlogram indicated that at the distance of 1000 m the point correlation was about 0.81, and remaining above 0.7 up to 2000 m. Such high spatial correlation results from large uniform areas of the Biebrza valley. It also agrees with the expected uncertainty structure of the DTM—the elevation error for a given area, usually with similar vegetation, has a rather systematic nature—it should be constant for the whole zone [19].

The size of the Monte Carlo sample was estimated to ensure that the solution had converged (i.e., additional simulations do not affect the solution). For the uncertainty model accounting for the point correlation, the sample of 5000 combinations of cross section elevations is sufficient, while for the
uncorrelated set, a significantly larger ensemble of 20,000 is necessary. The distribution of elevations for the cross section is given in Figure 2 in a form of the nominal values and 2.5% and 97.5% quantiles. Note, that the 95% elevation variability bands are the same for the correlated and uncorrelated samples.

For each set the water levels along the river reach were elaborated using a flood routing model. The solution in a form of calculated water levels that includes uncertainty has a probabilistic form. Such results are given here in a form of expected values: \( E[M(Z)] \) and 95% confidence intervals. Results where the DTM uncertainty is disregarded, for the deterministic solution, are marked as \( M(E[Z]) \).

In Figure 3 water levels obtained with (a) and without (b) DTM uncertainty are given for the cross section with observed water levels. Firstly, it can be noticed that the deterministic solution \( M(E[Z]) \), the same for the correlated and uncorrelated DTM uncertainty, does not follow the probabilistic one \( E[M(Z)] \). While for maximum water levels both solutions are relatively close, noticeable differences are present at lower water stages, where the deterministic solution agrees with the upper quantile of the probabilistic one. No matter whether it is based on the correlated or uncorrelated DTM uncertainty model, the expected values of probabilistic solutions provide a better fit with the observations, than a deterministic approach. Accounting for the elevation uncertainty allowed to improve the explanation of low flows, maintaining a good agreement with observation for high flows. It can be also noticed that the mean water levels are underestimated by approximately 5 cm when the uncertainty correlation is neglected, compared to the correlated case.

Confidence bands of the water levels for the uncorrelated DTM uncertainty are narrow comparing to those obtained for the correlated input. However, these narrow bands seem to be too optimistic, as observations at lower stages went beyond their span. Much wider bands for the correlated DTM uncertainty fully enclose the observations. It can be also noticed, that the standard deviation of the water levels for the correlated set is very close to the assumed standard deviation of elevations. For the uncorrelated set it is almost three times smaller.
Figure 3. Computed water levels with and without uncertainty during a freshet for the cross-section next to the measurement point. The $E[M(\theta)]$ stands for the expected output of the probabilistic model enclosed by 0.95 confidence intervals, $M[E(\theta)]$ is for the deterministic model, and dots for observations; (a) for the correlated DTM uncertainty; (b) for uncorrelated.

Figure 4 shows water levels along the river reach for maximum (a) and bankfull flows (b), with the correlated DTM errors. As in the case of Figure 3 the expected value of the solution that includes the uncertainty $E[M(Z)]$ is very close to the deterministic one $M(E[Z])$, with a difference noticeable below 0.10 m. This is not a case for bankfull flows, where the discrepancy is much higher, exceeding 0.2 m. The results for the uncorrelated sample of elevations follows a similar pattern but with much more narrow confidence bands and higher water levels for near bankfull flows.
Figure 4. Water levels along the river reach for the correlated elevation uncertainty (a) high flows (b) bankfull flows.

The discrepancies between deterministic and probabilistic approaches are much more significant, if water levels are being used to estimate inundation extents. The computed inundation areas are provided in Table 2 and inundation extent for maximum flows is showed in Figure 5. In delineation of inundations, the effect of the elevation uncertainty in the extent mapping was neglected, investigating only the uncertainty of computed water levels. The confidence intervals $A_{2.5\%}$, $A_{97.5\%}$ and expected values $E[A]$ were obtained directly on the basis of calculated inundation extents for each Monte Carlo sample [37]. Inundation extents were computed for maximum flows and for the lowest flows at which inundation appears—Close to bankfull flows. The presented values allow for much better interpretation of differences in water levels between different approaches. For near bankfull flows, it resulted in more than the 100% higher estimate of inundation extent for the deterministic solution than for the expected value of the probabilistic one. It is interesting that the upper confidence band for the correlated set is below the uncorrelated, despite the fact that it was opposite in the case of water levels. This comes from the strong nonlinearity introduced through inundation delineation. The model sensitivity on the elevation uncertainty in respect of the inundation extent is much smaller for high flows with differences below 5%.
Table 2. The effect of elevation uncertainty on calculated inundation areas for high and near bankfull flows.

| Variable     | Bankfull Flows | Maximum Flows |
|--------------|----------------|---------------|
|              | Corr. DTM Unc. | Uncorr. DTM Unc. | Determ. Solution | Corr. DTM Unc. | Uncorr. DTM Unc. | Determ. Solution |
| $A_{2.5\%}$ ($10^6$ m$^2$) | 1.83 | 2.90 | 22.33 | 23.38 |
| $E[AI]$ ($10^6$ m$^2$) | 3.12 | 3.81 | 7.75 | 24.33 | 23.75 | 25.28 |
| $A_{97.5\%}$ ($10^6$ m$^2$) | 4.70 | 4.75 | 25.62 | 24.12 |

Corr. Stands for correlated, Uncorr. uncorrelated, unc. uncertainty, determ. deterministic.

Figure 5. Probability map of inundation extent as the result of correlated DTM uncertainty; the red dashed line indicate the solution neglecting the DTM uncertainty; base map was developed using OpenStreetMap layers [59].

To explain the differences in deterministic and probabilistic approaches, the effect of the elevation uncertainty on the parametrization of the cross section geometry was also investigated. Calculations in the 1D hydraulic models are based on functions representing geometric properties of the cross section. The most significant is the relationship between the hydraulic radius and water levels. Figure 6 presents the hydraulic radius obtained with and without the DTM uncertainty for the sections of the compound cross section. Results are provided for the correlated (a–c) and uncorrelated (d–f) DTM uncertainties at a chosen cross section. Uncertainty affects only the hydraulic radius above the river banks, approximately at 1.3 m, as elevations of the main channel (Figure 6a,d) were not acquired from the DTM. The highest discrepancies between values computed with and without the DTM uncertainty are present just above the river banks, what can be seen for the hydraulic radius for floodplains (Figure 6b,c,e,f). This is a region where the wetted perimeter is high in relation to the flow area, what makes the hydraulic radius very sensitive to the elevation fluctuations. This might be an explanation for much higher differences between the probabilistic and deterministic solutions at lower water stages.
Figure 6. The hydraulic radius computed with and without the uncertainty for the cross-section next to the measurement point; (a–c) for the correlated DTM uncertainty; (d–f) for uncorrelated; $R_{MCh}$ (a or d), denotes hydraulic radius for the main channel, $R_{LFP}$ (b or e) and $R_{RFP}$ (c or f) for the left and right floodplain, respectively.

Figure 6, also shows the difference in the response of the hydraulic radius to the correlation of the elevation points. It is apparent that narrow confidence bands for water levels obtained for the DTM uncertainty model without correlation result from small variability of the hydraulic radius, much smaller than when the DTM elevation errors are correlated. It is also interesting that the median of hydraulic for the correlated DTM uncertainty is much closer to one obtained from undisrupted elevations. The correlation term in the uncertainty model allows to maintain initial shape of the cross section.

The explanation of a high sensitivity of the hydraulic model on the elevations uncertainty for bankfull flows and moderate for flood flows seems to be straightforward. The noise term applied to the elevations affects the wetted perimeter and flow area. Their variability is much higher for uncorrelated distortions, when elevations can independently vary. The effect is noticeable for low flows with a relatively small flow area and affected with the elevation uncertainty—at bankfull depths. For high flows, variations of the wetted perimeter become less significant due to a larger flow area.
4. Discussion

The propagation of the DTM uncertainty in flood routing, especially for 1D models is rarely analyzed. The case study of Biebrza River shows that it has a noticeable effect on computed water levels. For the approach that accounted for the DTM uncertainty correlation, the standard deviation of calculated water levels is almost the same as deviation of DTM elevations. For case studies such as the analyzed river reach, with relatively high DTM errors, the output uncertainty might have noticeable effect on further derivatives, as discussed in [9]. On the other hand, following the study of [26], for river reaches with less developed vegetation, effects will be noticeable smaller. It is interesting that high variation in water levels does have a very strong impact on maximum inundation extents. This supports the outcomes of [37], showing the similar effect for flood extents computed in the respect to the total model uncertainty. Still, however, as reported by [27], estimated inundation extents with uncertainty are slightly below those obtained neglecting it.

The uncertainty of computed water levels and inundation extents, depends on the spatial correlation of DTM uncertainties. Neglecting the spatial correlation, results in much smaller variation in flow model outputs and also a lower estimate of maximum water levels. It contradicts the assumption of [30] that neglecting the spatial correlation of the uncertainty can be considered as ‘the worst case scenario’. Therefore, as it is suggested by [17,31] DTM uncertainty should be analyzed along with its spatial dependency, at least in the case of 1D models.

The 1D model appears to be the most sensitive to the correlation of the DTM uncertainty near bankfull flows. It is demonstrated on the basis of computed inundation extents. The uncorrelated elevation distortions in cross section elevations, introduced when the DTM uncertainty is neglected, affects the shape of the cross section parametrization in the form of the hydraulic radius. The effect decreases for higher flows, when elevation distortion becomes small in the respect to the flow area. This might suggest, that the choice of DTM uncertainty model might be less crucial in flood assessment studies.

It should be also noted, that the response of 1D model for the DTM uncertainty is different, as in the case of 2D approaches, as in the first case it does not affect the discretization of the flow field. In 2D cases [27,28] the model uncertainty have an effect on a computational domain, that might result in a change of the flow direction, impossible in the case of 1D models.

The interesting finding of the study is that accounting for the elevation uncertainty significantly improves the model explanation of water levels. The deterministic approach, in which uncertainty was neglected, leads to an overestimation of lower flows. Including uncertainty with the correlation, it allows improvement of the model explanation of the process, as the observations were enclosed within confidence bands. The demonstrated improvement of the model explanation of the water levels, when the DTM uncertainty with correlation, is included, suggests that it could be possible to narrow confidence bands of flood routing models. The presented approach could be potentially useful in studies on flow conditions of rivers with densely vegetated floodplains. In such cases, the modeling output can be significantly affected by the elevation uncertainty. Accounting for it should allow obtaining a more accurate representation of a river system. However, the significance and joint effects of the DTM uncertainty with respect to other sources of the uncertainty like parametrization of hydraulic roughness remain open questions, which require further studies.
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