Selection of Effective Sentences from a Corpus to Improve the Accuracy of Identification of Protein Names

Kazunori Miyanishi,† Tomonobu Ozaki† and Takenao Ohkawa†

As the number of documents about protein structural analysis increases, a method of automatically identifying protein names in them is required. However, the accuracy of identification is not high if the training data set is not large enough. We consider a method to extend a training data set based on machine learning using an available corpus. Such a corpus usually consists of documents about a certain kind of organism species, and documents about different kinds of organism species tend to have different vocabularies. Therefore, depending on the target document or corpus, it is not effective for the accurate identification to simply use a corpus as a training data set. In order to improve the accuracy, we propose a method to select sentences that have a positive effect on identification and to extend the training data set with the selected sentences. In the proposed method, a portion of a set of tagged sentences is used as a validation set. The process to select sentences is iterated using the result of the identification of protein names in a validation set as feedback. In the experiment, compared with the baseline, a method without a corpus, with a whole corpus, or with a part of a corpus chosen at random, the accuracy of the proposed method was higher than any baseline method. Thus, it was confirmed that the proposed method selected effective sentences.

1. Introduction

Protein function information is useful in various fields (for example, drug discovery and understanding life phenomena). The function information is stated in a number of documents about protein structure analysis. Thus, it is required to automatically extract the information from a number of documents, and for that purpose it is important to identify protein names in those documents.

Various studies about identification of protein names have been conducted, and almost all of these are about methods to identify names by using machine learning based on features of a word (part of speech, spelling and so on) and a context. These methods are based on the assumption that a sufficient training data set is given. Therefore, the accuracy of identification is not high when not enough training data are given. It is considerably difficult to collect enough training data, especially when targeting documents about an organism species on which a corpus has not been created. It is expected that the accuracy of identification would be improved if a training data set could be extended effectively by using an available corpus about different organism species from targeting documents. However, since the documents from which such a corpus has been created tend to have different vocabularies and styles, not all sentences in the corpus contribute to the identification. Thus, it is not effective to add a whole corpus to the tagged sentences in targeting documents. In addition, to simply add a corpus to the tagged sentences may have negative effects on the accuracy.

Motivated by the above background, we propose a method to extend a training dataset by selecting effective sentences for identification from an available corpus. The concept of training data extension is shown in Fig. 1. Some sentences from parts of the target documents are first marked with protein tags and the others are not, shown as (1) and (2). The sentences selected from a corpus are added to the tagged sentences as (3), and these sentences (tagged sentences in the target documents and selected ones from a corpus) are used as a training data set.

Since sentences in targeting documents and ones in a corpus have different
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vocabularies, we consider that effective sentences can be selected based on the structures of sentences rather than based on certain keywords. Thus, we propose a selection method not using features of words themselves but using features of structures of sentences. The tagged sentences to which the sentences selected by the proposed method are added, are used as a training data set, and a model is generated by using the training data set, which tags each word in input sentences based on whether it is a protein name or not.

There is a similar research field addressing the problem called domain adaptation\(^6\)–\(^9\). Domain adaptation is a branch of transfer learning\(^10\)–\(^13\), and is to fit the model learned based on the data set from one domain (called the source domain) to one from another domain (called the target domain). There are several studies in which domain adaptation is applied to named entity recognition, and are classified roughly into two categories. One assumes that texts in the target domain are tagged, but the other assumes that they are not tagged.

As a typical example of the former, Arnold, et al.\(^14\) proposed a method to generate robust features by exploiting tagged abstracts and non-tagged main texts of papers, and to try to identify protein names in non-tagged captions based on the features. Jiang, et al.\(^15\) proposed a method to train a classifier based on the most generalizable features across source domains and to apply the trained classifier to the non-tagged target domain. These studies use the non-tagged target domain, and use structural frequency features or generalizable features in order to adapt the model learned on the source domain to the target domain. However, in this paper, a part of documents from the target domain is tagged and used as a training data set, and we extend the training data set by selecting and adding useful sentences from the source domain.

On the other hand, as for the latter of the domain adaptation, Daume III\(^16\) presented an approach to using a combination of common features in both domains and unique features in each domain. It seems that the accuracy is negatively affected based on the source domain, since a number of texts from the source domain are used. In addition, a training set from the target domain is large compared to a test set, and that is different from our assumption. Arnold, et al.\(^17\) proposed a method to adapt a model across domains or tasks by exploiting hierarchical features. While this method also generates a model using a whole source domain and tunes it using data from the target domain, but our proposed method focuses on using just a useful part of the source domain. In this paper, we focus on the way to select the effective sentences from the source domain. Therefore, we evaluate the effectiveness by adding the selected sentences to a training data set, learning a model on the extended training data set, and applying it to non-tagged sentences from the target domain.

2. A Method to Select Sentences

A document tends to have a unique vocabulary (for example, names of proteins or related substances) depending on what organism species is a target in it. In fact, protein names vary between organism species. However, it would appear that sentences containing protein names have some common structural features. Excerpts of sentences containing protein names are shown in Fig. 2. The organism species targeted by the document (PMID:10381570 and PMID:10455134) is respectively fly and human. “Ttk” and “AML1 and BSAD” are protein names, and the combination of the subject, the predicate and the object is respectively “Ttk activates transcription” and “AML1 and BSAD activate transcription”. Between the two sentences, the protein names themselves are different, but the predicate and the object related to the protein names are common to both sentences. Therefore, we propose a method to select effective sentences based on their structures.

2.1 Structures of Sentences Containing Protein Names

A modification relation and a co-occurrence relation in a sentence are considered as the structural features of the sentence. Characteristic structures of sentences containing protein names are captured from structures obtained as the
result of syntax analysis by a parser. In this paper, we use the Stanford parser. In Fig. 2, in the case where subjects, verbs (predicates), and objects are extracted as elements of sentences, the relation of subject–predicate, “[protein] activates”, is obtained as a feature of the sentences.

Similarly, modification relations (subject–predicate, object–predicate, a pair of nouns connected by a preposition, and so on) and co-occurrence relations (words appearing with a protein name in a sentence) are assigned to each sentence as its features.

2.2 Selection Based on Structures of Sentences

Because it is not obvious beforehand which features are effective, a portion of tagged sentences is used as a validation set, and a model that puts a protein tag on sentences is generated by the iterative process, which optimizes the accuracy of tagging protein names in the validation set. The details of a model used in this paper and the method of learning are described in Section 3. The outline of the iterative process to select effective sentences is shown in Fig. 3. First, tagged sentences in input documents are split into two sets, the training set and validation set (arrows 1⃝ in Fig. 3. In the initial setting, sentences are selected from a corpus at random (arrow 2⃝). Next a model is generated from the training set and the selected sentences, and applied to the validation set (arrow 3⃝). Based on the tagged result, weights of syntactic features of sentences are updated (arrow 4⃝). Sentences are selected in the order of descending weights again, and a new model is generated. This process is iterated while the accuracy of tagging is rising.

Figure 4 shows the procedure to update weights of features, where \( F_j (1 \leq j \leq M) \) means features of sentences in a corpus, \( M \) is the number of all features, \( f_i (1 \leq i \leq n) \) means features of sentences containing mistagged words, and \( n \) is the number of features. \( W_F \) means the weight of the feature \( F_j \), and the initial value of \( W_F \) is the normalized number of times \( F_j \) appears in the training set. \( U(>0) \) is the increase ratio of the weight. By this procedure, just the weights of the sentences containing mistagged words are increased up to \( U \) times. Figure 5 shows the procedure to update weights of sentences, where \( S_i (1 \leq i \leq N) \) means sentences in a corpus, \( N \) is the number of all sentences, and \( W_S \) means the new weight of the sentence \( S_i \). \( \tilde{W}_S \) is the sum of the weights of the features of the sentence \( S_i \). Finally, the new weight \( W_S \) is obtained by normalizing at line 7.

The procedure to select sentences based on updated weights is shown in Fig. 6, where \( W_S \) is the new weight of the sentence \( S_i \) and \( W'_S \) is the previous weight.
Procedure: select sentences
1 select = {} 
2 for(i = 1..N)
3 if(WSi > W′Si \( \parallel \) rank(WSi) is superior to TR)
4 select = select ∪ {Si}

Fig. 6 Procedure to select sentences.

word | stem | pos | chunk | tag
--- | --- | --- | --- | ---
 at | at | IN | B-NP | O
position | position | NN | B-NP | O

187 | 187 | CD | I-NP | O

esterase | esterase | NN | B-NP | K

and the function rank(W) returns the rank of the weight W in all weights of sentences. Sentences whose weights are increased by updating or are ranked in the top TR in all sentences are selected.

3. A Method for Learning a Model and Identifying Protein Names

In this paper, CRF (Conditional Random Fields)\(^{19,20}\) is used in order to put a protein tag on sentences. Here, each sentence is part-of-speech tagged by Brill’s tagger\(^{21}\) and chunked by CRF++\(^{22}\). A stemming, a part-of-speech, and a chunk are used as features of each word in input sentences. In addition, two words around the current word in the sentence are considered for learning. An example of a region is shown in Fig. 7. In this paper, borders of protein names are not focused on, and the accuracy is evaluated by a partial match. That is to say, it is considered as correctly tagging that a model puts a protein tag on the words which are a part of protein name. Thus, each word is assigned one of just two types of tags (“K” or “O”) depending on whether it is a protein name or not. A model is learned based on these features and contexts.

As described in Section 2.2, tagged sentences in input documents are split into the training set and the validation set. Therefore, several models are generated depending on the manner of splitting. By applying each model to non-tagged sentences, the same number of tagged results are obtained. By combining these results, the final result is obtained. This flow is shown in Fig. 8. In the proposed method, given a threshold \(T_M\), a word is regarded as a protein name, if more than or equals to \(T_M\) models agree with the result.

4. Evaluation

We evaluate the effectiveness of the proposed method by using an abstract set of the GENIA corpus\(^{23}\) and abstract sets about “mouse” and “fly” in the corpora of BioCreAtIvE1 Task 1B\(^{24}\). Several hundreds of abstracts are extracted from a set of “GENIA” and they are treated as input documents, namely ‘New Documents’ in Fig. 1. Of those, between 10 and 100 abstracts are treated as a set of tagged sentences and 500 abstracts as a set of non-tagged sentences. Also 5,000 abstracts about “mouse” or “fly” are treated as a corpus to extend a training set. In addition, in a set of tagged sentences, 90 percent of all abstracts are a training set and the others are a validation set. Ten kinds of this combination of datasets are generated and 10 kinds of models are obtained. In the iteration of updating weights, 800 sentences are selected at random and added to the training set in the initial setting. In each step, the increase ratio of a weight of a feature \(U\) is 2, and the threshold \(T_R\) is 1,000. Moreover, the top 500 sentences are selected from ones whose weights are increased by updating to avoid selecting too many sentences. Since each model is not a weak learner, simple voting does not always result in the highest accuracy. Therefore, the threshold of a combination of models \(T_M\) is
We compare the proposed method with three baseline experiments. **Baseline (1):** a model is trained based on only tagged sentences and applied to non-tagged sentences. **Baseline (2):** a model is learned based on tagged sentences and a whole corpus, and applied to non-tagged sentences. **Baseline (3):** a model is learned based on tagged sentences and 50 abstracts chosen at random from a corpus, and applied to non-tagged sentences. Each method is evaluated by recall, precision, and F-measure. The results of the comparison are shown in **Fig. 9.** From the result of baselines (1) and (2), when a whole corpus is added to a training set, the accuracy declines significantly. In addition, from the result of baseline (3), when abstracts chosen at random from a corpus are added, the accuracy is higher than the case of adding a whole corpus (baseline(2)), but is lower than the case of adding no abstract from the corpus (baseline(1)). In contrast, in the proposed method, when a training set is sufficient, the accuracy is nearly as high as that in the case of baseline (1). However, when a training set is small, the accuracy is higher than any other cases. In particular, when the number of abstracts in a training set is less than 30, the accuracies of all baselines are much more than sentences in an original training set. Furthermore, when abstracts chosen at random are added, the number of added sentences is only about 400, but the accuracy is negatively affected. On the other hand, in the proposed method, between 1,200 and 1,400 sentences are added, and the accuracy is improved especially when an original training set is small. Therefore, it is confirmed that sentences that have a positive effect on the identification are selected in the proposed method in order to complement a small training set.

Next, we discuss recall, precision, and F-measure of results of the baselines and the proposed method. Recall, precision, and F-measure of each result are shown in **Fig. 12.** Here, 10 abstracts are used as a set of tagged sentences. In baseline (2), recall is lowest but precision is highest among all methods. This is because the fact that most data (tagged sentences and a whole corpus) are used...
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5. Conclusion

In this paper, we proposed a method to select effective sentences from a corpus and extend the training set. In the proposed method, a set of tagged sentences is split into a training set and a validation set. The process to select sentences with syntactic features is iterated using the result of the identification of protein names in a validation set as feedback. The F-measure of the proposed method is higher than the method without using a corpus and also higher than the method with a whole corpus, or with a part of a corpus chosen at random. Therefore, it is confirmed that the method selects effective sentences.

Our future work will focus on improving the accuracy of a model. We will consider that a model will be trained using syntax information as a method to be adapted for the sentence selection based on syntax information.
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