The optimal Leray-Trudinger inequality
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Abstract

We fill the gap left open in [MT], regarding the minimum exponent on the logarithmic correction weight so that the Leray-Trudinger inequality (see [PsSp]) holds. Instead of the representation formula used in [PsSp] and [MT], our proof uses expansion in spherical harmonics as in [VZ].
1 Introduction

Let $\Omega$ be an open subset of $\mathbb{R}^n$, $n \in \mathbb{N} \setminus \{1, 2\}$. The classical Sobolev inequality asserts that

$$\sup_{u \in D_n(\Omega)} \int_{\Omega} |u|^{2n/(n-2)} \, dx < \infty,$$

where we have set

$$D_n(\Omega) := \left\{ u \in C^1_c(\Omega) \mid \int_{\Omega} |\nabla u|^2 \, dx \leq 1 \right\}.$$

It is well known that the exponent $2n/(n - 2)$ cannot be increased. At least when $\Omega$ has finite Lebesgue measure, this may suggest that functions in $D^2(\Omega)$ could be bounded. Standard examples show that this is not the case and Neil Trudinger in [Tr] has established the optimal embedding in this case. More precisely, Trudinger’s inequality (see [Pe], [Po] and [Y] for prior results and [M] for the best constant) says that there exists a positive constant $c$ such that

$$\sup_{u \in D_2(\Omega)} \int_{\Omega} e^{\alpha u^2} \, dx < \infty \quad \forall \, \alpha < c,$$

and the exponent in the power $u^2$ cannot be increased.\footnote{In [T] and throughout this paper $\int_{\Omega} f \, dx$ stands for $(\mathcal{L}^n(\Omega))^{-1} \int_{\Omega} f \, dx$.}

Consider now the following higher dimensional Hardy-type inequality

$$\int_{\Omega} |\nabla u|^2 \, dx - \left(\frac{n-2}{n}\right)^2 \int_{\Omega} \frac{|u|^2}{|x|^2} \, dx \geq 0 \quad \forall \, u \in C^1_c(\Omega).$$

Leray seems to be the first to have provided a proof of (2) for $n = 3$ (see [Le, pg 47]). Note that in case $0 \in \Omega$, the constant $\left(\frac{n-2}{n}\right)^2$ turns out to be the best possible. Nevertheless, already in his paper, Leray proved a substitute inequality for the case $n = 2$ (see [Le, pg 49]). Of interest in this paper is the following version of Leray’s inequality: if $\Omega \subset \mathbb{R}^2$ is a bounded domain that contains the origin, then we have

$$I_2[u] := \int_{\Omega} |\nabla u|^2 \, dx - \frac{1}{4} \int_{\Omega} \frac{|u|^2}{|x|^2} X_1^2 \left(\frac{|x|}{R_\Omega}\right) \, dx \geq 0 \quad \forall \, u \in C^1_c(\Omega),$$

where $R_\Omega := \sup_{x \in \Omega} |x|$ and

$$X_1(t) := (1 - \log t)^{-1}, \quad t \in (0, 1], \quad X_1(0) := 0.$$

Moreover, the constant $1/4$ is the best possible and the power 2 on $X_1$ cannot be decreased (see for example [BFT1, Theorems 4.3 & 5.4] with $k = N$ there).
Now let $u \in C^1_c(\Omega) \setminus \{0\}$ where $\Omega \subset \mathbb{R}^2$ is as above and suppose further that $I_2[u] \leq 1$. Setting

$$v = uX_1^{1/2},$$

and using integration by parts, one easily obtains (see \cite[Proposition 2.6]{PsSp})

$$\int_\Omega |\nabla v|^2 \frac{X_1}{X^{1-1}(|x|/R_{\Omega})} \, dx = I_2[u]. \tag{4}$$

Since $X_1(t) \leq 1$ for all $t \in [0, 1]$, equality (4) readily implies $\int_\Omega |\nabla v|^2 \, dx \leq I_2[u] \leq 1$. Hence

$$\int_\Omega e^{\alpha u} X_1(|x|/R_{\Omega}) \, dx \leq \sup_{v \in D_2(\Omega)} \int_\Omega e^{\alpha u} \, dx < \infty,$$

because of Trudinger’s inequality \cite{Trudinger}. Consequently, with $c$ as in \cite{Trudinger} and

$$I_2(\Omega) := \{ u \in C^1_c(\Omega) \mid I_2[u] \leq 1 \},$$

we have the following combination of (3) and (1)

$$\sup_{u \in I_2(\Omega)} \int_\Omega e^{\alpha u} X_1(|x|/R_{\Omega}) \, dx < \infty \quad \forall \alpha < c. \tag{5}$$

In this paper we establish the optimal version of (5). More precisely, it has been shown in \cite{PsSp} that estimate (5) is far from being optimal. In fact, \cite[Theorem 1.1]{PsSp} says that given $\varepsilon > 0$, there exists a positive constant $c = c(\varepsilon)$ such that

$$\sup_{u \in I_2(\Omega)} \int_\Omega e^{\alpha u} X_1(|x|/R_{\Omega}) \, dx < \infty \quad \forall \alpha < c,$$

and that such an estimate fails to hold for all $\alpha > 0$ when $\varepsilon = 0$. Inspired by a result of Calanchi and Ruf \cite{CR}, further understanding on the problem was provided by Mallick and Tintarev in \cite{MT}. They showed that for any $\gamma \geq 2$ there exists a positive constant $c$, not depending on $\gamma$, such that

$$\sup_{u \in I_2(\Omega)} \int_\Omega e^{\alpha u} X_\gamma^2(|x|/R_{\Omega}) \, dx < \infty \quad \forall \alpha < c, \tag{6}$$

where

$$X_\gamma(\cdot) := X_1(X_1(\cdot)).$$

Moreover, such an estimate fails to hold for all $\alpha > 0$ when $\gamma < 1$. As observed in \cite{MT}, by \cite[Lemma 5]{CR}, inequality (6) is true for $\gamma = 1$ when restricted to $I_2^{\text{rad}}$, i.e. radially symmetric functions of $I_2(\mathbb{R}^2)$. In §3.1, we extend this result to the multi-dimensional case. Furthermore, in §3.2 we take away the radial restriction, proving thus the following optimal Leray-Trudinger inequality:

$^2\mathbb{B}^n$ stands for the unit ball of $\mathbb{R}^n$ having center at the origin.
Theorem 1.1. Let $\Omega \subset \mathbb{R}^n$, $n \in \mathbb{N} \setminus \{1\}$, be a bounded domain that contains the origin and set $R_{\Omega} := \sup_{x \in \Omega} |x|$. There exists a positive constant $c = c(n)$ such that

$$\sup_{u \in I_n(\Omega)} \int_{\Omega} e^{\alpha \left[|u|X_2^{1/n}(|x|/R_{\Omega})\right]^{n/(n-1)}dx} < \infty \quad \forall \alpha < c,$$

where $I_n(\Omega) := \{ u \in C^1_c(\Omega) \mid I_n[u] \leq 1 \}$ with

$$I_n[u] := \int_{\Omega} \nabla u|/n dx - \left(\frac{n-1}{n}\right)^n \int_{\Omega} \frac{|u|^n}{|x|^n} X_1^n\left(\frac{|x|}{R_{\Omega}}\right) dx.$$  \hspace{1cm} (8)

Moreover, the exponent $1/n$ on $X_1$ cannot be increased.

Note that $I_n[u]$ is always nonnegative (an elementary proof based on integration by parts and Hölder’s inequality can be found in [BFT1, Theorem 4.2] or [PsSp, Theorem 2.1]). For the optimality of the exponent on $X_1$ and of the constant which appear in (8), we refer to [BFT1, Theorem 5-(i)].

It is well known that the proof of the $n$-dimensional Trudinger’s inequality:

$$\sup_{u \in D_n(\Omega)} \int_{\Omega} e^{\alpha |u|^{n/(n-1)}} dx < \infty \quad \forall \alpha < c,$$

for some positive $c = c(n)$, is based on finding the sharp growth of the $L^q$-norm of $W^{1,n}_0$ functions, as $q \to \infty$. The key estimate to prove (9) is indeed

$$\left(\int_{\Omega} |u|^q dx\right)^{1/q} \leq c(n) q^{1-1/n} \|\nabla u\|_{L^n(\Omega)} \quad \forall q > n,$$

whenever $u \in C^1_c(\Omega)$. Following a similar path, to establish Theorem 1.1, we analogously prove

$$\left(\int_{\Omega} \left(\frac{|u|X_2^{1/n}(|x|/R_{\Omega})}{|x|^n} \right)^q dx\right)^{1/q} \leq c(n) q^{1-1/n} \left(I_n[u]\right)^{1/n} \quad \forall q > n,$$

whenever $u \in C^1_c(\Omega)$.

For partial results on the corresponding problem dealing with the Hardy inequality that involves the distance to the boundary of convex or mean convex domains, we refer to [WY], [FP] and [dBPP].

2 Preliminary estimates

2.1 Lower estimates on $I_n[u; \Omega]$

Notation. From now on we write $X_1, X_2$ instead of $X_1(|x|/R_{\Omega}), X_2(|x|/R_{\Omega})$.

We recall a known lower estimate for the Hardy-Leray difference
Proposition 2.1 ([PsSp] Proposition 2.6). Set $\lambda_n := 2^{n-1} - 1$. Whenever $u \in C^1_c(\Omega)$ we have
\[
\int_{\Omega} |\nabla v|^n X_1^{-n+1} \, dx \leq \lambda_n I_n[u], \tag{12}
\]
where $v := X_1^{1-1/n} u$. For $n = 2$ we have equality in (12).

In order to prove theorem 1.1, we are now going to establish one more lower estimate on $I_n[u; \Omega]$. This estimate (see (13) below) will be enough to prove our main theorem for radial functions. However, in the next section, it will be combined with Proposition 2.1 to remove the radiality assumption; see [GkPs]. Observe that for $n = 2$, estimate (13) agrees with (12).

Proposition 2.2. Set $\kappa_n := \lambda_n \left( \frac{2n}{n-1} \right)^{n-2}$. Whenever $u \in C^1_c(\Omega)$ we have
\[
\int_{\Omega} |x|^{2-n} |v|^{n-2} |\nabla v|^2 X_1^{-1} \, dx \leq \kappa_n I_n[u], \tag{13}
\]
where $v := X_1^{1-1/n} u$. For $n = 2$ we have equality in (13).

Proof. It suffices to consider $u \in C^1_c(\Omega \setminus \{0\})$. Setting $u = X_1^{-1+1/n} v$ we compute
\[
|\nabla u|^n = \left| X_1^{-1+1/n} \nabla v - \frac{n-1}{n} X_1^{1/n} \frac{v}{|x|} \right|^n.
\]
Applying the vectorial inequality (see also [Li])
\[
|b - a|^n - |a|^n \geq \frac{1}{\lambda_n^{2n-2}} |a|^{n-2} |b|^2 - n |a|^{n-2} a \cdot b, \tag{14}
\]
we get
\[
|\nabla u|^n - \left( \frac{n-1}{n} \right)^n \frac{|v|^n}{|x|^n} X_1 \geq \frac{1}{\kappa_n} |x|^{2-n} |v|^{n-2} |\nabla v|^2 X_1^{-1}
- \left( \frac{n-1}{n} \right)^{n-1} |x|^{-n} \nabla \left( |v|^n \right) \cdot x.
\]
This means
\[
I_n[u; \Omega] \geq \frac{1}{\kappa_n} \int_{\Omega} |x|^{2-n} |v|^{n-2} |\nabla v|^2 X_1^{-1} \, dx
+ \left( \frac{n-1}{n} \right)^{n-1} \int_{\Omega} |v|^n \, \text{div} \left\{ |x|^{-n} x \right\} \, dx.
\]
Since $\text{div} \left\{ |x|^{-n} x \right\} = 0$ in $\Omega \setminus \{0\}$, we deduce (13). Note that the proof of (12) in [PsSp] follows the same argument but uses the vectorial inequality
\[
|b - a|^n - |a|^n \geq \frac{1}{\lambda_n} |b|^n - n |a|^{n-2} a \cdot b, \tag{15}
\]
instead (see also [Li]).
2.2 An identity for the improved $L^2$-Hardy difference

One more ingredient we will use is the following equality, originally due to Filippas and Tertikas; see [FT] equality (6.7). We include the proof for the convenience of the reader.

**Proposition 2.3.** Let $n \in \mathbb{N}$ and let $U \subset \mathbb{R}^n$ be a bounded domain containing the origin. For any $f \in C^1_c(U \setminus \{0\})$ we have

$$\int_U |\nabla f|^2 \, dx - \left(\frac{n-2}{2}\right)^2 \int_U \frac{|f|^2}{|x|^2} \, dx - \frac{1}{4} \int_U \frac{|f|^2}{|x|^2} X_1^2 \, dx$$

$$= \int_U |x|^{2-n} |\nabla g|^2 X_1^{-1} \, dx,$$

(16)

where $g$ is defined through $f = |x|^{1-n/2} X_1^{-1/2} g$.

**Proof.** We compute first

$$\nabla f = -\frac{n-2}{2} |x|^{-n/2} X_1^{-1/2} g \frac{x}{|x|} - \frac{1}{2} |x|^{-n/2} X_1^{1/2} g \frac{x}{|x|} + |x|^{1-n/2} X_1^{-1/2} \nabla g,$$

in $U \setminus \{0\}$. Expanding now the square, we obtain

$$|\nabla f|^2 = \left(\frac{n-2}{2}\right)^2 \frac{|f|^2}{|x|^2} + \frac{1}{4} \frac{|f|^2}{|x|^2} X_1^2 + |x|^{2-n} X_1^{-1} |\nabla g|^2$$

$$+ \frac{n-2}{2} \frac{g^2}{|x|^n} - \frac{n-2}{2} |x|^{1-n} X_1 X_1^{-1} \nabla g \cdot \frac{x}{|x|} - \frac{1}{2} |x|^{1-n} \nabla g \cdot \frac{x}{|x|},$$

in $U \setminus \{0\}$. But this readily says that the difference between the left hand side and right hand side of (16) is given by

$$\frac{n-2}{2} \int_U \frac{g^2}{|x|^n} \, dx - \frac{1}{2} \int_U \left(n-2 + X_1 \right) |x|^{1-n} X_1^{-1} \nabla g \cdot \frac{x}{|x|} \, dx$$

$$= \frac{n-2}{2} \int_U \frac{g^2}{|x|^n} \, dx + \frac{1}{2} \int_U \text{div} \left\{ \left(n-2 + X_1 \right) |x|^{1-n} X_1^{-1} \frac{x}{|x|} \right\} g^2 \, dx$$

$$= 0,$$

because $\text{div} \left\{ \left(n-2 + X_1 \right) |x|^{1-n} X_1^{-1} \frac{x}{|x|} \right\} = -(n-2) |x|^{-n}$ in $U \setminus \{0\}$. 

\[\square\]

3 Proof of the main result

In this section we give the detailed proof of Theorem 1.1. Our proof is reminiscent of the arguments from [GKP], that were used to prove the optimal $L^p$-Hardy-Sobolev inequality for $2 < p < n$. 
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3.1 The case of radial functions

We start with an elementary lemma which substitutes an end point case of [Ps Lemma 6.1] (see also [CR Lemma 5]).

**Lemma 3.1.** For any \( g \in AC([0, 1]) \) with \( g(1) = 0 \) there holds

\[
\sup_{r \in [0, 1]} \left\{ |g(r)| X_2^{1/2}(r) \right\} \leq \left( \int_0^1 t |g'(t)|^2 X_1^{-1}(t) \, dt \right)^{1/2}.
\]  

(17)

**Proof.** Let \( 0 \leq r < 1 \). Since \( f(1) = 0 \) we have

\[
|g(r)| \leq \int_r^1 |g'(t)| \, dt = \int_r^1 \left\{ t^{-1/2} X_1^{1/2}(t) \right\} \left\{ t^{1/2} |g'(t)| X_1^{-1/2}(t) \right\} \, dt \leq \left( \int_r^1 t^{-1} X_1(t) \, dt \right)^{1/2} \left( \int_r^1 t |g'(t)|^2 X_1^{-1}(t) \, dt \right)^{1/2}.
\]

Since \( (\log X_1(t))' = t^{-1} X_1(t) \), the left integral is easily computed. We deduce

\[
|g(r)| \leq \left( - \log X_1(r) \right)^{1/2} \left( \int_0^1 t |g'(t)|^2 X_1^{-1}(t) \, dt \right)^{1/2}.
\]  

(18)

The definition of \( X_2 \) implies

\[
- \log X_1(r) = \frac{1 - X_2(r)}{X_2(r)} \leq \frac{1}{X_2(r)},
\]

which when inserted in (18) readily gives (17). \( \square \)

The proof of theorem 1.1 for radial functions is based on the following key proposition.

**Proposition 3.2.** Let \( q \geq 1 \). For any radial function \( f \in C^1_c(\mathbb{R}^n) \) we have

\[
\left( \int_{\mathbb{R}^n} \left( |f|^{2/n} X_1^{1-1/n} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq \frac{e^{n/q}}{n} \Gamma^{1/q} \left( 1 + q \frac{n-1}{n} \right) \left( \int_{\mathbb{R}^n} |x|^{2-n} \left| \nabla f \right|^2 X_1^{-1} \, dx \right)^{1/n},
\]

(19)

where \( \Gamma \) is the gamma function.
Proof. Write $\tilde{f}$ for the radial profile of $f$. From Lemma 3.1 with $g = \tilde{f}$ we obtain
\[
|\tilde{f}(r)|^{2/n} X_2^{1/n}(r) \leq \left( \int_0^1 t |\tilde{f}'(t)|^2 X_1^{-1}(t) \, dt \right)^{1/n}.
\]
This is the same as
\[
|f(x)|^{2/n} X_2^{1/n}(|x|) \leq \left( \frac{1}{n \omega_n} \int_{\mathbb{B}^n} |x|^{2-n} |\nabla f|^2 X_1^{-1} \, dx \right)^{1/n}.
\]
Multiplying both sides with $X^{-1+1/n}(|x|)$ and taking $L^q(\mathbb{B}^n)$-norms we arrive at
\[
\left( \int_{\mathbb{B}^n} \left( |f|^{2/n} X_1^{-q(1-1/n)} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq n^{-1/n} \left( \int_{\mathbb{B}^n} X_1^{-q(1-1/n)} \, dy \right)^{1/q} \left( \int_{\mathbb{B}^n} |x|^{2-n} |\nabla f|^2 X_1^{-1} \, dx \right)^{1/n}.
\]
(20)

Next we use elementary calculus to estimate the first integral on the right of (20). Clearly,
\[
\int_{\mathbb{B}^n} X_1^{-q(1-1/n)} \left( |y| \right) \, dy = n \int_0^1 t^{n-1} X_1^{-q(1-1/n)}(t) \, dt \quad = \frac{e^n}{n^{q(1-1/n)}} \int_{\mathbb{B}^n} e^{-r q(1-1/n)} \, dr ,
\]
where we have performed the change of variables $t \mapsto e^{1-t/n}$ to reach the last expression. From this we readily get
\[
\int_{\mathbb{B}^n} X_1^{-q(1-1/n)} \left( |y| \right) \, dy \leq \frac{e^n}{n^{q(1-1/n)}} \Gamma \left( 1 + q \frac{n-1}{n} \right).
\]
(21)
The proof of (19) follows by inserting (21) in (20).

Remark 3.3. We note at this point that applying Stirling’s formula and elementary estimates, we deduce from (19) that:
\[
\left( \int_{\mathbb{B}^n} \left( |f|^{2/n} X_1^{-1-q(1/n)} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq c(n) \frac{q^{1-1/n}}{n^{q(1/n)}} \left( \int_{\mathbb{B}^n} |x|^{2-n} |\nabla f|^2 X_1^{-1} \, dx \right)^{1/n},
\]
(22)
for any radial function $f \in C^1_c(\mathbb{B}^n)$. This is a form of (19) in the spirit of (10). In fact, it is (22) we are utilizing in the next section to treat the spherical mean of a general function $f \in C^1_c(\mathbb{B}^n)$ (not necessarily radial).
Proof of theorem 1.1 for radial functions. Let $u \in \mathcal{I}_n(\mathbb{R}^n) \setminus \{0\}$ be radially symmetric and define $v$ through $u = vX_1^{-1+1/n}$. The function

$$w := |v|^{n/2},$$

is then radially symmetric and also $w \in C^1_c(\mathbb{B}^n)$. Therefore, by taking $f = w$ in proposition 3.2 we obtain

$$\left( \int_{\mathbb{B}^n} \left( |v|X_1^{-1-1/n} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq \left( \frac{n}{2} \right)^{2/n} \frac{e^{n/q}}{n} \Gamma^{1/q} \left( 1 + q \frac{n - 1}{n} \right) \left( \int_{\mathbb{B}^n} |x|^{2-n} |v|^{n-2} |\nabla v|^{2} X_1^{-1} \, dx \right)^{1/n}.$$

Taking into account (12) with the hypothesis $I_n[u; \mathbb{B}^n] \leq 1$, this becomes

$$\left( \int_{\mathbb{B}^n} \left( uX_2^{1/n} \right)^q \, dx \right)^{1/q} \leq e^{n/q} \left( \frac{\kappa_n}{4\omega_n n^{n-2}} \right)^{1/n} \Gamma^{1/q} \left( 1 + q \frac{n - 1}{n} \right). \quad (23)$$

The rest of the proof is standard: Taking $q = ln/(n - 1)$, $l \in \mathbb{N}$, in (23) we get

$$\int_{\mathbb{B}^n} \left( \left[ u(x)X_2^{1/n} (|x|) \right]^{n/(n-1)} \right)^l \, dx \leq e^n \left( \frac{\kappa_n}{4\omega_n n^{n-2}} \right)^{l/(n-1)} \Gamma(1+l).$$

Note that this holds true also for $l = 0$. Now we multiply both sides by $a^l / l!$, note that $\Gamma(1+l) = l!$ and add for all integers $l \in [0, m]$, $m \in \mathbb{N}$, to arrive at

$$\int_{\mathbb{B}^n} \sum_{l=0}^{m} \frac{1}{l!} \left[ a \left( |u(x)|X_2^{1/n} (|x|) \right)^n \right]^l \, dx \leq e^n \sum_{l=0}^{m} \left[ a \left( \frac{\kappa_n}{4\omega_n n^{n-2}} \right)^{1/(n-1)} \right]^l.$$

The series on the right converges if and only if

$$a < \left( \frac{4\omega_n n^{n-2}}{\kappa_n} \right)^{1/(n-1)}.$$

Hence for any such $a$ the proof is completed by letting $m \to \infty$ and using the monotone convergence theorem. \[\square\]

**Remark 3.4.** Since $\kappa_2 = 1$, for $n = 2$, estimate (24) reads $a < 4\pi$; that is $a$ has to be strictly less than Moser’s sharp constant. We don’t know if it still holds true for $a = 4\pi$. 
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3.2 Proof of Theorem 1.1

Hence it is enough to establish (11) for Ω = BR0(0). Furthermore, being scaling invariant, it is enough to consider only the case RΩ = 1. Finally, it is enough to assume that u ∈ C1c(Bn \ {0}) (since W1,0n(Bn \ {0}) = W1,0(Bn); see for instance [HKM, Theorem 2.43]). Pick u ∈ Ln(Bn \ {0}) \ {0} and consider the function v defined through the transformation u = vX \ \frac{1}{1+1/n} 1. Following [VZ], we use spherical coordinates x = (r, θ) (r = |x| and θ = x/|x|) to decompose v into spherical harmonics. For this purpose, let \{h_l\} \in \mathbb{N} \cup \{0\} be the orthonormal basis of L2(Sn−1) that is comprised of eigenfunctions of the Laplace-Beltrami operator −∆Sn−1 (the angular part of the Laplacian when expressed in spherical coordinates). This has corresponding eigenvalues λ_l = l(l + n − 2), l ∈ \mathbb{N} \cup \{0\} (see [Schn, Appendix]). Thus for all l, m ∈ \mathbb{N} \cup \{0\} we have

\[ -\Delta_{S^{n-1}} h_l = \lambda_l h_l \text{ on } S^{n-1} \quad \text{and} \quad \int_{S^{n-1}} h_l(\theta)h_m(\theta) \, d\sigma(\theta) = \delta_{lm}. \]

With these definitions we have the decomposition of v in its spherical harmonics

\[ v(x) = \sum_{l=0}^{\infty} v_l(r)h_l(\theta). \]

In particular h_0(\theta) = 1 and the first term in the above decomposition is given by the spherical mean of v on ∂B_r(0), that is

\[ v_0(r) = \int_{\partial B_r(0)} v(x) \, d\sigma(x) = \int_{S^{n-1}} v(r\theta) \, d\sigma(\theta). \]

Now let q > n. Minkowski’s inequality implies

\[ \left( \int_{\mathbb{B}^n} \left( |u|X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq \left( \int_{\mathbb{B}^n} \left( |u_0|X_2^{1/n} \right)^q \, dx \right)^{1/q} + \left( \int_{\mathbb{B}^n} \left( |u - u_0|X_2^{1/n} \right)^q \, dx \right)^{1/q}, \]

(25)

where u_0 := v_0X_1^{−1+1/n}. Note that since X_1 is a radial function, u_0 is just the spherical mean of u on ∂B_r(0); a radial function.

Define w := |v|^{n/2} and consider w_0; that is, the spherical mean of w on ∂B_r(0). Hölder’s
inequality implies $|v_0| \leq w_0^{2/n}$. Indeed,

$$|v_0(r)|^{n/2} = \left| \int_{\partial B_r(0)} v(y) \, d\sigma(y) \right|^{n/2} \leq \int_{\partial B_r(0)} |v(y)|^{n/2} \, d\sigma(y) = \int_{\partial B_r(0)} w(y) \, d\sigma(y) = w_0(r).$$

Using this, we see for the first term in (25) that

$$\left( \int_{\mathbb{R}^n} \left| u_0 \right|^{X_2^{1/n}} \frac{q}{d} \right)^{1/q} = \left( \int_{\mathbb{R}^n} \left( \left| u_0 \right| X_1^{-1+1/n} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq \left( \int_{\mathbb{R}^n} \left( \left| u_0 \right| X_2^{-1+1/n} X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq c_1(n) \frac{q}{1-1/n} \left( \int_{\mathbb{R}^n} \left| x \right|^{2-n} \left| \nabla w_0 \right|^{2X_1^{-1}} \, dx \right)^{1/n}, \quad (26)$$

because of (22) with $f = w_0$.

For the second term of (25) we use first the fact that $X_2 \leq 1$ and then (10) to the function $u - u_0 \in W^{1,n}(\mathbb{R}^n)$ to get

$$\left( \int_{\mathbb{R}^n} \left( \left| u - u_0 \right| X_2^{1/n} \right)^q \, dx \right)^{1/q} \leq c_2(n) \frac{q}{1-1/n} \left( \int_{\mathbb{R}^n} \left| \nabla (u - u_0) \right|^{n} \, dx \right)^{1/n} = c_2(n) \frac{q}{1-1/n} \left( \int_{\mathbb{R}^n} \left| \nabla [(u - u_0) X_1^{-1+1/n}] \right|^{n} \, dx \right)^{1/n}. \quad (27)$$

Claim: The assumption $I_n[u] \leq 1$ is enough for each of the two integrals on the right of (26) and (27) to be bounded by a constant not depending on $u$. In particular we will show that

$$\int_{\mathbb{R}^n} \left| x \right|^{2-n} \left| \nabla w_0 \right|^{2X_1^{-1}} \, dx \leq c_3(n) \int_{\mathbb{R}^n} \left| x \right|^{2-n} \left| u \right|^{n-2} \left| \nabla v \right|^{2X_1^{-1}} \, dx, \quad (28)$$

and that

$$\int_{\mathbb{R}^n} \left| \nabla [(u - u_0) X_1^{-1+1/n}] \right|^{n} \, dx \leq c_4(n) \int_{\mathbb{R}^n} \left| \nabla v \right|^{n} X_1^{-n+1} \, dx. \quad (29)$$
Because of (12) and (13), estimates (28) and (29) will readily imply our claim.

Proof of (28): Set \( \zeta := |x|^{1-n/2} X_1^{-1/2} w \), then by proposition 2.3 with \( U = \mathbb{B}^n \) and \( f = \zeta_0 \), we have the following equality

\[
\int_{\mathbb{B}^n} |x|^{2-n}|\nabla w_0|^2 X_1^{-1} \, dx = \int_{\mathbb{B}^n} |\nabla \zeta_0|^2 \, dx - \left( \frac{n-2}{2} \right)^2 \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} \, dx - \frac{1}{4} \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} X_1^2 \, dx. \tag{30}
\]

From [FT, eq. (7.6)] we know that

\[
\int_{\mathbb{B}^n} |\nabla \zeta_0|^2 \, dx - \left( \frac{n-2}{2} \right)^2 \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} \, dx - \frac{1}{4} \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} X_1^2 \, dx \leq \int_{\mathbb{B}^n} |x|^{2-n}|\nabla w|^2 X_1^{-1} \, dx - \left( \frac{n-2}{2} \right)^2 \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} \, dx - \frac{1}{4} \int_{\mathbb{B}^n} \frac{|\zeta_0|^2}{|x|^2} X_1^2 \, dx \]

the last equality again because of proposition 2.3 with \( U = \mathbb{B}^n \), but \( f = \zeta \) this time. We have just showed that

\[
\int_{\mathbb{B}^n} |x|^{2-n}|\nabla w_0|^2 X_1^{-1} \, dx \leq \int_{\mathbb{B}^n} |x|^{2-n}|\nabla w|^2 X_1^{-1} \, dx,
\]

and the proof of (28) follows at once since \( w := |v|^{n/2} \).

Proof of (29): We start from the right hand side of (29), by noticing that

\[
\int_{\mathbb{B}^n} |\nabla v|^n X_1^{-n+1} \, dx \]

\[
= \int_0^1 X_1^{-n+1}(r) r^{n-1} \int_{S^{n-1}} \left( (\partial_r v)^2 + \frac{1}{r^2} |\nabla \theta v|^2 \right)^{n/2} \, d\sigma(\theta) \, dr \]

\[
\geq \int_0^1 X_1^{-n+1}(r) r^{n-1} \int_{S^{n-1}} |\partial_r v|^n \, d\sigma(\theta) \, dr \]

\[
+ \int_0^1 X_1^{-n+1}(r) r^{-1} \int_{S^{n-1}} |\nabla \theta v|^n \, d\sigma(\theta) \, dr, \tag{32}
\]

by the fact that \((\kappa + \lambda)^q \geq \kappa^q + \lambda^q\), for all \( \kappa, \lambda \geq 0 \) and any \( q \geq 1 \), and also because
$X_1^{-n+1}(r) \geq 1$ for all $r$. To estimate the first term on the right of (32) we use (15) to get

$$\int_{\mathbb{S}^{n-1}} |\partial_r v|^n \, d\sigma(\theta)$$

$$\geq \int_{\mathbb{S}^{n-1}} |\partial_r v|^n \, d\sigma(\theta) + \frac{1}{\lambda_n} \int_{\mathbb{S}^{n-1}} |\partial_r (v - v_0)|^n \, d\sigma(\theta)$$

$$+ n \int_{\mathbb{S}^{n-1}} |\partial_r v_0|^{n-2} (\partial_r v_0) \partial_r (v - v_0) \, d\sigma(\theta). \quad (33)$$

But since $\{v_l\}_{l \in \mathbb{N} \cup \{0\}}$ are radial

$$\int_{\mathbb{S}^{n-1}} |\partial_r v_0|^{n-2} (\partial_r v_0) \partial_r (v - v_0) \, d\sigma(\theta)$$

$$= |v_0'(r)|^{n-2} v_0'(r) \int_{\mathbb{S}^{n-1}} \partial_r (v - v_0) \, d\sigma(\theta)$$

$$= |v_0'(r)|^{n-2} v_0'(r) \sum_{l=1}^{\infty} v_l'(r) \int_{\mathbb{S}^{n-1}} h_l(\theta) \, d\sigma(\theta) = 0,$$

and so

$$\int_{\mathbb{S}^{n-1}} |\partial_r v|^n \, d\sigma(\theta) \geq \frac{1}{\lambda_n} \int_{\mathbb{S}^{n-1}} |\partial_r (v - v_0)|^n \, d\sigma(\theta),$$

where we have cancel also the first term on the right hand side of (33). Plugging this to (32) we deduce

$$\int_{\mathbb{B}^n} |\nabla v|^n X_1^{-n+1} \, dx$$

$$\geq \frac{1}{\lambda_n} \int_0^1 X_1^{-n+1}(r) r^{n-1} \int_{\mathbb{S}^{n-1}} \left( |\partial_r (v - v_0)|^n + \frac{1}{r^n} |\nabla v|^n \right) \, d\sigma(\theta) \, dr$$

$$+ \left( 1 - \frac{1}{\lambda_n} \right) J$$

$$\geq \frac{1}{\lambda_n} \int_0^1 X_1^{-n+1}(r) r^{n-1} \int_{\mathbb{S}^{n-1}} \left( |\partial_r (v - v_0)|^2 + \frac{1}{r^2} |\nabla v|^2 \right)^{n/2} \, d\sigma(\theta) \, dr$$

$$+ \left( 1 - \frac{1}{\lambda_n} \right) J$$

$$= \frac{1}{\lambda_n} \int_{\mathbb{B}^n} |\nabla (v - v_0)|^n X_1^{-n+1} \, dx + \left( 1 - \frac{1}{\lambda_n} \right) J, \quad (34)$$

by the fact that $\kappa^q + \lambda^q \geq 2^{1-q}(\kappa + \lambda)^q$, for all $\kappa, \lambda \geq 0$ and any $q \geq 1$. To estimate $J$ observe first that

$$\int_{\mathbb{S}^{n-1}} (v - v_0) \, d\sigma(\theta) = \sum_{l=1}^{\infty} v_l(r) \int_{\mathbb{S}^{n-1}} h_l(\theta) \, d\sigma(\theta) = 0,$$
so that utilizing once more the fact that $v_0$ is radial, we may use the Poincaré inequality on $\mathbb{S}^{n-1}$ (see for example [H])

\[
\int_{\mathbb{S}^{n-1}} |\nabla_\theta v|^n \, d\sigma(\theta) = \int_{\mathbb{S}^{n-1}} |\nabla_\theta (v - v_0)|^n \, d\sigma(\theta) \geq C_\mathcal{P}(n) \int_{\mathbb{S}^{n-1}} |v - v_0|^n \, d\sigma(\theta).
\]

Inserting this in the definition of $J$, we get from (34) the existence of a positive constant $C(n)$ such that

\[
\int_{\mathbb{B}^n} |\nabla v|^n X_1^{-n+1} \, dx \\
\geq C(n) \left( \int_{\mathbb{B}^n} |\nabla (v - v_0)|^n X_1^{-n+1} \, dx + \int_{\mathbb{B}^n} |x|^{-n} |v - v_0|^n X_1^{-n+1} \, dx \right)
\]

Since $X_1 \leq 1$ we replace $X_1^{-n+1}$ by $X_1$ in the second integral to deduce

\[
\int_{\mathbb{B}^n} |\nabla v|^n X_1^{-n+1} \, dx \\
\geq C(n) \left( \int_{\mathbb{B}^n} |\nabla (v - v_0)|^n X_1^{-n+1} \, dx + \int_{\mathbb{B}^n} |x|^{-n} |v - v_0|^n X_1 \, dx \right) \\
\geq C'(n) \int_{\mathbb{B}^n} |\nabla [(v - v_0) X_1^{-1+1/n}]|^n \, dx
\]

as required.
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