ABSTRACT In dense small cell networks (DSCNs), small cells are heterogeneous due to the unplanned deployment and various traffic loads, resulting in different energy efficiency (EE) preferences. In this paper, taking into account the heterogeneity of small cells, energy saving (ES) and EE are jointly optimized through subchannel allocation, subframe configuration and power allocation. In order to quantify the effects of small cells’ heterogeneous information on EE, an EE preference function is first defined. Then, the joint ES and EE optimization problem is formulated as a multi-objective optimization problem. Due to the coupling of ES and EE, obtaining the solution is non-trivial. Therefore, we propose a heterogeneity-aware ES and EE (HESEE) optimization algorithm, where subchannel allocation is optimized to ensure the fairness of active subframes required by the users in the same small cell base stations (SBSs). Then subframe configuration is conducted via group formation sleep mechanism. Particularly, address the non-concave sum-of-ratios optimization for system EE, the concave-convex procedure (CCCP) method is adopted. Simulation results show that the proposed HESEE algorithm can optimize the SBSs’ EEs according to their EE preferences. In addition, the HESEE algorithm can achieve good performance in reducing energy consumption as well as improving the system EE.
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I. INTRODUCTION
The rapid evolution of various mobile applications has led to the explosive growth of mobile data traffic in wireless networks. As a promising technology, dense small cell networks (DSCNs) composed of massive small cells can satisfy the data requirements. However, the energy consumption is non-negligible due to the increasingly deployed small cell base stations (SBSs). In recent years, green communications have attracted a lot of attention [1]. Meanwhile, energy saving (ES) and energy efficiency (EE) have become two important goals for next generation of mobile communication system [2]. Therefore, it is urgent to enhance EE with limited valuable energy in the DSCNs.

Due to random deployment of small cells and various service requirements of users, small cells are heterogeneous in the DSCNs, resulting in different EE preferences. For instance, when users’ data rate demands are large, i.e., the traffic load of a SBS is high, the SBS should strive to meet its users’ data rate requirements and pay more attention to its throughput, resulting in low EE preference. Otherwise, the SBS’s EE preference is high if its users’ data rate demands are easily met [3]. Therefore, it is necessary to consider the heterogeneity of small cells when optimize the system EE in the DSCNs.

A. RELATED WORK
In order to meet the demand of green communications, many researchers have proposed many different methods to reduce energy consumption.
energy consumption or improve the network EE. In [4], the authors provide the most overview of 5G technologies and discuss resource allocation technologies for green communications in the DSCNs.

Since BSs are typically deployed to guarantee the requirements of peak traffic volume, most of time they are underutilized. Therefore, the underutilized BSs are allowed to sleep to effectively reduce energy consumption. In [5], the authors compare random, distance based, and load based distributed sleep modes for delay-tolerant network traffic. However, sleeping for long time would lead to coverage holes and users served by sleeping SBSs should be transferred to neighbor SBSs [6]. On the other hand, the sleep mode also reduces the EE. Therefore, a system throughput based sleep scheme is proposed to reduce power consumption and enhance EE in [7]. In order to avoid the handover problem in the conventional sleep mode, SBSs can serve users in active subframes and sleep in some inactive subframes to save energy. Therefore, the system EE can be improved via subframe configuration and sleeping mode. In [8], the optimal number of active subframes for one macrocell BS (MBS) is deduced. However, the result is not suitable for the DSCNs due to the severe co-tier interference. In fact, since each SBS usually serves several users, the number of active subframes required by a SBS depends on the needs of its users, which is coupled with the subchannel allocation. However, to the best of our knowledge, there is no work concerning the fairness of the required activate subframes between users in the same SBS for energy saving.

Large numbers of researches focus on resource allocation to maximize the network EE, which is defined as the ratio between the total achievable data rate and the total network power consumption. From the type of available resource in wireless communication network, EE-based resource allocation algorithms can be classified into power domain, frequency domain, time domain, spatial domain and multi-domain combination based methods. In power domain, considering users’ quality of service (QoS) requirements, the network EE is improved through transmission power spreading in [9]. Frequency domain approaches are always combined with the power domain to enhance the network EE by joint frequency allocation and power allocation [10]–[14]. In time domain, user association and subframe configuration are jointly considered, where the optimal ratio of almost blank subframes (ABSs) is derived in [15]. In spatial domain, reference [16] optimizes beamforming design at both SBSs and MBS. Combining power domain, frequency domain and spatial domain, a weighted network EE maximization problem is optimized while considering the limited backhaul capacity and users’ fairness in [17]. In the aforementioned studies, since the network EE is optimized from the perspective of the whole network, it ignores the heterogeneity between the individual EE preferences.

A few studies on heterogeneity-based EE optimization includes weighted EE modeling [3] and cell load coupling model [18]. In [3], the effect of traffic load on EE preference is modeled by weighted EE optimization, but the weights are only random selected constants without any physical meaning. In [18], the authors propose a load-coupled signal to interference plus noise ratio (SINR) model, in which the BS’s traffic load is equivalent to the probability of interference to adjacent cells using the same frequency spectrum. Based on this SINR model, references [19] and [20] minimize the network energy consumption. In [21], both the network EE and weighted sum of the individual EEs are analyzed through resource block (RB) and power allocation. However, the EE weights of the individuals are constant, which can not be adjusted adaptively. In our previous work [22], we only consider the the influence of SBS’s load on EE optimization and energy saving scheme is not concerned.

There are also other methods enhancing network EE or saving energy, such as network planning, energy harvesting (EH) and transfer, and hardware improvement [23]. In [24], the SBS density, transmission power, number of users and attached antennas are jointly optimized to maximize EE. In order to reduce on-grid power consumption, a renewable SBS serves users only if it has harvested enough energy in a time slot [25]. However, renewable resources depend heavily on the environment and cannot guarantee a stable energy supply. In wireless environment, simultaneous wireless information and power transfer (SWIPT) technology can provide energy supply to wireless network by using radio frequency signals. In [26], the EE optimization problem for OFDM-based 5G wireless networks with SWIPT is studied. However, accurate information decoding must be carried out while the energy acquisition, which is challenging because of the different sensitivities of wireless information receivers and energy receivers. In [27], high EE power amplifier is designed by reducing peak-to-average power ratio through direct current circuit design, signal processing and coding design. In [28], the authors optimize the locations and utilization of the virtual machine (VM) servers to minimize power consumption. In [29], virtual network functions (VNFs) placement and traffic routing are jointly optimized to improve system EE.

As two main aspects of green communications, EE optimization is carried out by considering the throughput as well as the energy consumption while ES aims to minimize energy consumption only. Although these two goals might seemingly different, they are coupled due to the fact that both of them consider the energy consumption. In particular, minimizing the transmission power can save the energy, but it may degrade the EE. On the other hand, resource allocation for maximizing EE usually cannot guarantee the minimum energy consumption under the QoS constraints. Therefore, how to efficiently utilize the limited wireless resources to obtain optimal EE and ES needs to be further explored [30]. However, the existing studies usually focus on EE optimization and ES separately. In the existing researches on EE optimization, considering the heterogeneity of individuals, the sum of individual EEs is usually optimized by setting the EE weights to be constant in [3] and [21]. However, the correlation between constant EE weights and heterogeneous
information is not clearly quantified. In the existing studies on ES, traditional sleep mode would decrease EE significantly because some SBSs with higher throughput might be switched into sleep mode. In [7], a SBS can sleep only when the system throughput is enhanced when its users hand over to a new SBS. However, the sleep technique is too complex in the DSCN with lots of SBSs and SUEs. Motivated by [8], SBSs sleep in subframes can attain the tradeoff of energy saving and throughput loss. However, since each SBS serves several SUEs with various target data requirements, the number of active subframes for each SBS should be optimized.

B. CONTRIBUTIONS AND ORGANIZATION

To the best of our knowledge, quite few work conducts the researches on the joint ES and EE optimization while considering heterogeneity of small cells. In this paper, considering small cells’ heterogeneity and cooperation opportunities, our goal is to consume as little energy as possible to improve the sum of SBSs’ EEs through subchannel allocation, subframe configuration and power allocation. Our initial conference paper [31] does not consider the influences of subchannel allocation on subframe configuration and users’ various target data rates. Moreover, the group formation process is complicated. In this manuscript, considering different users’ rate requirements, we propose fairness-based subchannel allocation and group-based subframe configuration algorithms with low complexity in a more practical scenario, and provide more numerical simulations and analyses. The contributions of this paper are summarized as follows:

1) Existing studies mainly focus on ES or EE optimization. In this paper, we optimize ES and EE simultaneously via subchannel allocation, subframe configuration and power allocation, which is formulated as a multi-objective optimization problem. Then, a heterogeneity-aware optimization algorithm is designed to solve the thorny problem.

2) Considering the heterogeneity of small cells in the DSCN, we analyze the impacts of small cells’ heterogeneous information on EE optimization and quantify the effects by an EE preference function. Therefore, the EE preferences of small cells can be adjusted adaptively according to their information.

3) Due to the limited subchannels and the coupling of subchannel allocation and subframe configuration, the ES optimization via subchannel allocation and subframe configuration is difficult to solve. Thus, a fairness-based subchannel allocation algorithm and a group-based subframe configuration algorithm are proposed to deal with the problem.

4) Since the heterogeneity-aware EE maximization problem is a non-concave sum-of-ratios optimization, obtaining the optimal power allocation for EE optimization directly is arduous. However, the Dinkelbach method [32] used in [17] is no longer available. Therefore, we adopt the concave-convex procedure (CCCP) method to address EE maximization problem by transforming it into a difference-of-convex formation in this paper.

The rest of this paper is organized as follows. Section II describes the network layout, derives the EE preference function and formulates the joint EE and ES optimization problem. The heterogeneity-aware optimization algorithm is proposed and described in detail in section III. In section IV, the performance of the proposed algorithm is evaluated and numerical results are demonstrated to verify its effectiveness. Finally, Section V concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. SYSTEM MODEL

In this section, we consider a DSCN consisting of S co-channel deployed SBSs, as shown in Fig. 1. A local gateway (L-GW) provides a tunnel between small cells and the internet backhaul [33].

In the DSCN, the SBS set is denoted by $\mathcal{S} = \{1, 2, \ldots, S\}$. The system has $K$ subchannels, each one with bandwidth $B_0$ [Hz]. Maximum reference signal received power (RSRP) criterion is adopted for user association. The small cell user (SUE) set in the DSCN is denoted by $\mathcal{M}$ and $\mathcal{M}_s$ represents the SUE set in small cell $s$. We suppose that SUE $m$ is allocated $K_m$ subchannels and the corresponding set is $\mathcal{K}_m$. In time domain, each frame includes $N$ subframes and the subframe set in a frame is denoted by $\mathcal{N}$. The status of subframes is indicated by a subframe configuration matrix $\mathbf{A} = \{a_{sn}\}_{S \times N}$, where $a_{sn} = 1$ indicates the subframe $n$ of SBS $s$ is active and $a_{sn} = 0$ otherwise. Similar to reference [34], perfect channel state information (CSI) is assumed.

In SBS $s$, assuming that SUE $m \in \mathcal{M}_s$ occupies subchannel $k \in \mathcal{K}_m$, its SINR in subframe $n$ can be expressed as

$$\gamma_{skm}[n] = \frac{a_{sn}p_{sk}[n]g_{skn}}{\sum_{j=1,j \neq s}^{S} a_{jn}p_{jk}[n]g_{jkm} + \sigma^2}$$

where $p_{sk}[n]$ denotes the transmission power of SBS $s$ on subchannel $k$ in subframe $n$. The channel gain $g_{skn}$ between SBS $s$ and SUE $m$ on subchannel $k$ includes pathloss and shadowing. Since the time scale of user association is much larger than the time scale of fast fading, we do not consider

![Figure 1. System model of the downlink DSCN Scenario.](image-url)
the fast fading. \( I_{mk}[n] = \sum_{j=1, j \neq s}^{S} a_{jp[k]}[n] g_{km} \) represents the co-tier interference, and \( \sigma^2 \) is the power of additive white Gaussian noise. Then, the transmission data rate of SUE \( m \) on subchannel \( k \) in subframe \( n \) can be calculated as
\[
R_{skm}[n] = T_{sf} B_0 \log_2 (1 + \gamma_{skm}[n]),
\]
where \( T_{sf} \) is the duration of each subframe. Therefore, the average data rate of SUE \( m \) in a frame is
\[
R_m = \frac{1}{N} \sum_{n=1}^{N} \sum_{k \in K_m} R_{skm}[n].
\]

To evaluate the power consumption in the DSCN, we adopt the power model in [35], which is given by:
\[
P_{\text{total}}[sk] = \begin{cases} 
\Delta P_{sk}[n] + P_c, & \text{if } 0 < p_{sk}[n] \leq P_{sk}^{\text{max}}[n] \\
P_s, & \text{sleep mode},
\end{cases}
\]
where \( \Delta P \) is the inversion of power amplifier efficiency, \( P_c \) is the static dissipated power of SBS \( s \) on each subchannel, \( P_s \) is the power consumption of SBS \( s \) in sleep mode, and \( P_{sk}^{\text{max}}[n] \) is the maximum available power of SBS \( s \) on subchannel \( k \) in subframe \( n \).

Therefore, according to the EE definition in [36], the EE of SBS \( s \) on subchannel \( k \) in subframe \( n \) can be calculated by the following formulation:
\[
\eta_{sk}^{\text{EE}}[n] = \frac{R_{skm}[n]}{P_{\text{total}}[sk]} = \frac{T_{sf} B_0 \log_2 (1 + \gamma_{mk}[n])}{\alpha_{sn}(\Delta p_{psk}[n]+P_c)+(1-\alpha_{sn})P_s}.
\]

**B. ENERGY EFFICIENCY PREFERENCE FUNCTION**

In the DSCN, SBSs may have different EE preferences due to the heterogeneous information, such as traffic loads and number of neighbors. A SBS’s traffic load is proportional to the heterogeneous information, such as traffic loads and number of neighbors to L-GW, then the L-GW calculates their traffic load factors (TLFs) and neighbor densities (NDSs), which are defined in [31].

When the traffic load of a SBS is low, then the traffic load of a SBS is low, then the users served by this SBS are easily satisfied and it will pay more attention to its EE optimization, resulting in high EE preference. When a SBS has many neighbors, it has more cooperation opportunities with its neighbors to sleep and reduce co-tier interference, leading to high EE preference. In order to quantify the effects of TLF \( \rho \) and ND \( \zeta \) on EE, we define EE preference function as \( \omega(\rho, \zeta) \). Since \( \rho \) and \( \zeta \) are independent of each other, we define their impacts on EE optimization as \( \omega_1(\rho) \) and \( \omega_2(\zeta) \), respectively, which should have the following properties:

1. With the increase of TLF, the EE preference decreases. Therefore, \( \omega_1(\rho) \) decreases with the increase on \( \rho \), i.e., \( \omega_1'(\rho) < 0 \). Herein, \( \omega_1'(\rho) < 0 \) is the first-order derivative of \( \omega_1(\cdot) < 0 \).
2. With the increase of ND, the EE preference increases. Hence, \( \omega_2(\zeta) \) increases with the growth of \( \zeta \), i.e., \( \omega_2'(\zeta) > 0 \).
3. The EE preference becomes less sensitive to high TLF, which is that \( \omega_1'(\rho) \) decreases with the increase on \( \rho \). Therefore, \( \omega_1''(\rho) < 0 \). Herein, \( \omega_1''(\cdot) < 0 \) is the second-order derivative of \( \omega_1(\cdot) < 0 \).
4. The more SBS neighbors are, the more sensitive the EE preference is. Thus, \( \omega_2'(\zeta) \) increases with the growth of \( \zeta \), i.e., \( \omega_2''(\zeta) > 0 \).
5. \( \omega_1(\rho) \) and \( \omega_2(\zeta) \) have the value between 0 and 1, i.e., \( \omega_1(0) = 1, \omega_2(0) = 0, \omega_1(1) = 0, \) and \( \omega_2(1) = 1 \).

Based on the above properties, similar to [38], \( \omega_1(\rho) \) and \( \omega_2(\zeta) \) can be defined as follows:
\[
\omega_1(\rho) = e^{\rho_0} - e^{b},
\]
\[
\omega_2(\zeta) = \frac{e^{d_2} - 1}{e^{d_2} - 1},
\]
where \( b \) and \( d_2 \) are constants which are used to adjust the slope of the curve. Accordingly, through introducing a weight factor \( \alpha (0 \leq \alpha \leq 1) \), the EE preference function, \( \omega(\rho, \zeta) \), can be expressed as
\[
\omega(\rho, \zeta) = \alpha \omega_1(\rho) + (1 - \alpha) \omega_2(\zeta)
\]

**C. PROBLEM FORMULATION**

In this paper, we aim to improve the sum of EEs with limited energy while considering the heterogeneity of SBSs through subchannel allocation, subframe configuration and power allocation. Since subchannel allocation and subframe configuration have more significant impacts on energy consumption than power allocation, and they all affect the network EE heavily, based on the EE preference function \( \omega(\rho, \zeta) \) defined in Section II. B, the optimization problem can be formulated as:

\[
\begin{align*}
\min_{A, K, p} & \sum_{n=1}^{N} \sum_{s=1}^{S} \sum_{m \in M_s} \sum_{k \in K_m} a_{sn}(\Delta p_{psk}[n]+P_c)+(1-\alpha_{sn})P_s, \\
\max_{A, K} & \sum_{n=1}^{N} \sum_{s=1}^{S} \sum_{m \in M_s} \sum_{k \in K_m} a_{sn}(\Delta p_{psk}[n]+P_c)+(1-\alpha_{sn})P_s, \\
\text{subject to:} & \quad C_1 : R_m \geq p_{mnout}^{\text{min}}, \quad \forall m \in M, \\
& \quad C_2 : \sum_{k=1}^{K_m} K_m = K, \quad \forall s \in S, \\
& \quad C_3 : 0 \leq p_{sk}[n] \leq P_{sk}^{\text{max}}[n], \quad \forall s \in S, k \in K, \\
& \quad C_4 : \sum_{s=1}^{S} p_{sk}[n] \leq P_{sk}^{\text{max}}, \quad \forall s \in S, \\
& \quad C_5 : a_{sn} \in [0, 1], \quad \forall s \in S, n \in N',
\end{align*}
\]
where \( a_{sn} \) is the cardinality of set \( M_s \), i.e., the number of SUEs served by SBS \( s \), \( C3 \) is the constraint of power on each subchannel, \( C4 \) is the total power constraint of SBS and \( P_{s}^{\text{max}} \) is the maximum power of SBS \( s \), \( C5 \) represents that the subframe status is a binary variable. Problem (9) is a multi-objective optimization problem. Since \( P \) is continuous, \( K \) is integer variable, and \( A \) is binary variable, the second objective function in problem (9) is mixed integer non-convex programming problem. Also, the coupling of \( A \), \( K \), and \( P \) makes problem (9) even more complicated and obtaining its global optimal solution directly is very difficult.

III. HETEROGENEITY-AWARE ENERGY SAVING AND ENERGY EFFICIENCY OPTIMIZATION

Since the computational complexity of problem (9) is NP-Hard, in this section, we propose a suboptimal heterogeneity-aware ES and EE (HESEE) algorithm by dividing it into two subproblems to get a tractable solution. First, a joint subchannel allocation and subframe configuration scheme is proposed to solve the energy minimization problem. Then, CCCP method is applied to maximize the network EE.

A. JOINT SUBCHANNEL ALLOCATION AND SUBFRAME CONFIGURATION FOR ENERGY SAVING

In the DSCN, SBSs cooperate to sleep can reduce the network energy consumption. However, the number of active subframes required to serve users and subframe configuration should be optimized. In order to consume little energy while guaranteeing different SUEs’ QoS, we propose a joint subchannel allocation and subframe configuration scheme, which can be divided into the following three steps.

1) CALCULATION OF THE NUMBER OF ACTIVATED SUBFRAMES IN NON-COOPERATIVE CASE

In the non-cooperative case, we first suppose that SBSs are selfish and use maximum transmission power on all subchannels, then the energy-saving problem is formulated as follows:

\[
\min_{A, K} \sum_{n=1}^{N} \sum_{s \in S} \sum_{k \in K_s} a_{sn} (\Delta p p_{sk}[n]+P_c)+(1-a_{sn}) P_s, \\
\text{s.t.} \quad C1, C2, C5. 
\tag{10}
\]

In order to calculate the number of active subframes for each SBS, problem (10) can be transformed into the following problem:

\[
\min_{N_{s,\text{act}}} \sum_{s \in S} \sum_{n \in M_s} \sum_{k \in K_m} T_{sf} \left[ N_{s,\text{act}} (\Delta p \sum_{k=1}^{K} p_{sk}+P_c) + (N-N_{s,\text{act}}) P_s \right], \\
\text{s.t.} \quad C1, C2, 
\]

\[
C5': N_{s,\text{act}} = \sum_{n=1}^{N} a_{sn}, N_{s,\text{act}} \in \{0, 1, \ldots, N\}, \\
\quad \forall s \in S 
\tag{11}
\]

where \( N_{\text{act}} = \{N_{1,\text{act}}, N_{2,\text{act}}, \ldots, N_{S,\text{act}}\} \) and \( N_{s,\text{act}} \) is the number of active subframes in a frame for SBS \( s \).

In the DSCN, a SUE’s data rate depends on the number of active subframes of its serving SBS, i.e., \( N_{s,\text{act}} \), and the number of subchannels assigned to it, i.e., \( K_m \). Due to the coupling between these two variables, we first calculate \( N_{s,\text{act}} \) for given \( K_m \).

Suppose that SUE \( m \) needs \( N_{s,\text{act}} \) active subframes for data transmission, then the achievable data rate per active subframe should be \( \frac{N_{s,\text{act}}}{N_{s,\text{act}}} \). Since SUE \( m \) is allocated \( K_m \) subchannels, according to (1) and (2), the transmission power of SBS \( s \) on subchannel \( k \) in active subframe \( n \) can be expressed as

\[
p_{sk}[n] = \frac{\left( l_{mk}[n] + \sigma^2 \right)}{g_{skm}} \left( \frac{N_{s,\text{act}}^{\max}}{2K_mU_{m}T_{sf} N_{s,\text{act}} N_{s,\text{act}}^{\max}} - 1 \right), \quad \forall k \in K_m. 
\tag{12}
\]

Since the transmission power of each SBS on all subchannels is assumed to be equal, the total transmission power of SBS \( s \) to serve SUE \( m \) can be calculated as \( K_mT_{sf}N_{s,\text{act}} \). For notational brevity, we define \( \psi (N_{s,\text{act}}) = \frac{N_{s,\text{act}}}{K_mT_{sf}} \). Substituting (12) into (11) and relaxing \( N_{s,\text{act}} \) to be 0 \( \leq N_{s,\text{act}} \leq N \), problem (11) can be reorganized as:

\[
\min_{N_{s,\text{act}}} U (N_{s,\text{act}}) = \sum_{s \in S} \sum_{m \in M_s} T_{sf} \Delta p K_m \left( l_{mk}[n]+\sigma^2 \right) \left( \frac{N_{s,\text{act}}^{\max}}{2K_mU_{m}T_{sf} N_{s,\text{act}} N_{s,\text{act}}^{\max}} - 1 \right) \\
+ \sum_{s \in S} T_{sf} \left[ N_{s,\text{act}} (P_c-P_s)+NP_s \right], \\
\text{s.t.} \quad C5'': N_{s,\text{act}} \in \{0, N\}, \quad \forall s \in S, m \in M. 
\tag{13}
\]

The second-order derivative of (13) with respect to \( N_{s,\text{act}} \) can be calculated as follows:

\[
\frac{\partial^2 U (N_{s,\text{act}})}{\partial N_{s,\text{act}}^2} = \frac{T_{sf} \Delta p K_m \left( (\ln 2) \psi (N_{s,\text{act}}) \right)^2 2^{\psi (N_{s,\text{act}})}}{g_{skm}N_{s,\text{act}}^2 / (l_{mk}[n]+\sigma^2)^2} \geq 0. 
\tag{14}
\]

Therefore, problem (13) is convex with respect to \( N_{s,\text{act}} \) and we can solve \( \partial U (N_{s,\text{act}})/\partial N_{s,\text{act}} = 0 \) to obtain the optimal number of active subframes, which is given by

\[
N_{\text{opt}}^{s,\text{act}} = \frac{\left( \ln 2 \right) N_{R_{m,\text{min}}}}{K_mB_0T_{sf} \left[ 1+\text{lambertw} \left( \frac{g_{skm}(P_c-P_s)}{e\left(l_{mk}[n]+\sigma^2\right)K_m\Delta p} - \frac{1}{e} \right) \right]}, 
\tag{15}
\]

where \( \text{lambertw}(\cdot) \) is the Lambert W-function, which is defined as the inverse function of \( f (W) = We^W \). The detailed derivation of (15) can be found in [39].

Due to various channel conditions and the number of subchannels, different SUEs in the same SBS may need different
number of active subframes to meet their data rate requirements. Each SBS should use the maximum active subframes to guarantee all users’ target data rates. Thus, the optimal number of active subframes for SBS $s$ is

$$N_{s,\text{act}}^{\text{opt}} = \min \left\{ \max \left\{ N_{s_1,\text{act}}, N_{s_2,\text{act}}, \ldots, N_{s_{|M_s|},\text{act}} \right\}, N \right\}$$

(16)

Due to the fact that $N_{s,\text{act}}^{\text{opt}}$ should be an integer, $N_{s,\text{act}}^{\text{opt}}$ is recalculated by $\text{ceil}(N_{s,\text{act}}^{\text{opt}})$.

2) FAIRNESS-BASED SUBCHANNEL ALLOCATION

Formula (15) indicates that the number of active subframes is complex, it is difficult to obtain the optimal subchannel allocation scheme. Therefore, we propose a fairness-based subchannel allocation scheme.

We rewrite (15) as the following equation for simplicity:

$$N_{s,\text{act}}^{\text{opt}} = \frac{X_m}{K_m \left[ 1 + \text{lambertw} \left( Y_m / K_m - Z \right) \right]}$$

(17)

where $X_m = (1.2) N R_m_{\text{min}} / K_m R_0 T_d$, $Z = 1 / e$, and $Y_m = g_{\text{skm}} (P_c - P_s) / e (I_{\text{nc}} + \sigma^2) \Delta P$. In order to make SUES in the same SBS have fair active subframes, $N_{s_1,\text{act}}^{\text{opt}} = N_{s_2,\text{act}}^{\text{opt}} = \cdots = N_{s_{|M_s|},\text{act}}^{\text{opt}}$ should be satisfied. However, since (17) is complex, it is difficult to obtain the optimal subchannel allocation scheme $K^*$.

Notice that the influence of $K_m$ on $\text{lambertw}()$ is usually smaller than $Y_m$, we introduce a simple approximate proportional form that is easy to handle, which is given by

$$K_m^{\text{opt}} = \frac{X_m}{K_m \left[ \text{lambertw} \left( Y_m - Z \right) \right]}$$

(18)

To guarantee fair active subframes among SUES in the same SBS, i.e., $N_{s_1,\text{act}}^{\text{opt}} = N_{s_2,\text{act}}^{\text{opt}} = \cdots = N_{s_{|M_s|},\text{act}}^{\text{opt}}$, we have

$$\frac{X_1 / K_1}{\text{lambertw} \left( Y_1 \right)} = \frac{X_2 / K_2}{\text{lambertw} \left( Y_2 \right)} = \cdots = \frac{X_{|M_s|} / K_{|M_s|}}{\text{lambertw} \left( Y_{|M_s|} \right)}$$

(19)

where $Y_m = Y_m - Z$. Accordingly, the fairness-based subchannel allocation scheme can be obtained as follows:

$$K_m = \frac{X_m / \text{lambertw} \left( Y_m \right)}{\sum_{m=1}^{|M_s|} \left[ X_m / \text{lambertw} \left( Y_m \right) \right]}$$

(20)

Equation (20) suggests that SUES with larger target data rates and worse channel conditions would be assigned more subchannels. Therefore, the SUES within the same SBSs can have fair number of active subframes and their data requirements can be guaranteed. The fairness-based subchannel allocation scheme is given by Algorithm 1.

In Algorithm 1, in order to obtain the number the active subframes for each SBS, the transmission power on each subchannel in each SBS is assumed to be the maximum value, i.e., $P_{\text{max}}^{s_k}$, $\forall s_k \in S$, $k \in K$. As shown in step 2-5, in the DSCN, users choose their serving SBSs based on the maximum RSRP criterion. Therefore, we can obtain the SUE set served by each SBS. In order to make each SBS activate as few subframes as possible while ensuring all users’ target data rates, the subchannel allocation for SUES within the same SBS should be optimized. Step 6-12 demonstrate the subchannel allocation process. In each SBS, SUES calculate the co-tier interference they suffered. Then the interference and data rate requirements are reported to each SBS by its serving SUES. Thus, each SBS can calculate the values of $X_m$ and $Y_m$. According to equation (20), the number of subchannels required by each SUEs can be calculated. Then, each SBS can allocate a corresponding number of continuous subchannels to its service SUES. For the sake of convenience, we use $u(s, k)$ to denote the SUE occupied subchannel $k$ in SBS $s$.

3) GROUP-BASED SUBFRAME CONFIGURATION

Substituting (20) into (17), the optimal number of active subframes can be calculated as

$$N_{s,\text{act}}^{\text{opt}} = \frac{\text{lambertw} \left( \tilde{Y}_m \right) \cdot \sum_{m=1}^{|M_s|} \left[ X_m / \text{lambertw} \left( Y_m \right) \right]}{1 + \text{lambertw} \left( \sum_{m=1}^{|M_s|} \left[ X_m / \text{lambertw} \left( Y_m \right) \right] - Z \right)}$$

(21)

For each SBS, the optimal number of active subframes can be calculated by (21) and (16). Since the positions of active subframes can affect the co-tier interference, the subframe configuration should be optimized. In order to alleviate the co-tier interference between SBSs, SBSs can cooperate to form groups and conduct reasonable subframe configuration. Therefore, in this subsection, a group-based subframe configuration algorithm is presented.

When a SBS has large EE preference weight, it should form groups with its neighbors first in order to obtain more sleep opportunities. Therefore, the EE preference should be considered in the group formation process. Before forming groups, the L-GW characterizes all SBSs’ heterogeneous information, i.e., $\rho$ and $\zeta$, and calculates their EE preference weights $\omega(\rho, \zeta)$ based on (6)-(8).

Algorithm 2 describes the proposed group-based subframe configuration algorithm. The initial group structures are initialized, which includes $S$ groups with only one SBS in each group. Based on the EE preference weights, the initial groups are arranged in a weight list in descending order. Then, each SBS identifies the strongest interfering SBS from its neighbor SBSs. Step 4-14 show the process of group formation. Each group in the weight list tries to form new groups with its strongest interfering SBS by sending group formation
Algorithm 1 Fairness-Based Subchannel Allocation Algorithm

Input: SUEs’ target data rate $\lambda_{\text{min}}$, $\forall m \in \mathcal{M}$.
Output: the optimal subchannel allocation $\mathbf{K}^\star$.

1. Initialize the initial transmission power of each subchannel as $P_{sk}^\text{max}$, $\forall s \in S$, $k \in K$.
2. for $m = 1 : M$ do
3. User $m$ measures the RSRP value from all SBSs and choose its serving SBS according to the maximum RSRP criterion.
4. The SUE set served by SBS $s$ is denoted by $\mathcal{M}_s$.
5. end for
6. for $s = 1 : S$ do
7. for $m = 1 : |\mathcal{M}_s|$ do
8. SUE $m$ reports its target data rate and the interference it suffered to SBS $s$.
9. end for
10. SBS $s$ calculates $X_m$ and parameter $\tilde{Y}_m$, $m \in \mathcal{M}_s$.
11. According to (20), SBS $s$ calculates the number of subchannels required by SUE $m$, i.e., $K_m$, and assigns $K_m$ continuous subchannels to SUE $m$. In SBS $s$, if a SUE is assigned to subchannel $k$, we denote it as $u(s,k)$.
12. end for

To solve problem (23), we introduce Theorem 1 [40] and use $\omega_k$ to replace $\omega_k(\rho, \zeta)$ in the following.

**Theorem 1:** If $\mathbf{P}^\star [n]$, $\psi [n]$ is the optimal solution to (23), then there exist $\chi_{sk} [n], s = 1, \ldots, S, k = 1, \ldots, K$, such that $\mathbf{P}^\star [n]$ is a solution to the following problem:

\[
\max_{\mathbf{P}^s [n]} \sum_{s=1}^{S} \sum_{k=1}^{K} \chi_{sk} [n] \left( \omega_k R_{skm} [n] - \psi_{sk} [n] P_{sk}^\text{total} [n] \right),
\]

s.t. $C1' \land C3, C4$.

(24)

Furthermore, $\mathbf{P}^\star [n]$ satisfies the following equations for $\chi [n] = \chi^\star [n]$ and $\psi [n] = \psi^\star [n]$:

\[
\chi_{sk} [n] = \frac{1}{P_{sk}^\text{total} [n]} \psi_{sk} [n] = \frac{\omega_k R_{skm} [n]}{P_{sk}^\text{total} [n]}, \forall s \in S, k \in K.
\]

(25)

**Proof:** See Appendix A.

Theorem 1 implies that the optimal solution of (23) can be obtained by solving problem (24). Furthermore, we can rewrite the non-convex constraint $C1'$ into its equivalent convex linear form as

\[
C1' : p_{sk} [n] g_{skm} + \left( 1 - 2^{N_{\text{min}} / \log_2 \left( 1 + \frac{P_{sk}^\text{total} [n]}{N_{\text{min}} \text{act} K_m} \right)} \right) \left( n_{sk} [n] \text{+} \sigma^2 \right) \geq 0.
\]

(26)

Now, we rearrange the objective function in (24) as $U(\mathbf{P} [n]) = U_{\text{coave}1}(\mathbf{P} [n]) - U_{\text{coave}2}(\mathbf{P} [n])$, then problem (24) is equivalent to the following problem:

\[
\max_{\mathbf{P} [n]} U(\mathbf{P} [n]).
\]
Algorithm 2 Group-Based Subframe Configuration Algorithm

Input: SUEs’ target data rate $R^m_m$, $\forall m \in \mathcal{M}$, subchannel allocation $K^s$, SBSs’ EE preference weights $\omega (\rho, \zeta)$. 

Output: the final group structure $G$ and the optimal subframe configuration $A^*$. 

1: Initialize the initial group structure $G = \{G_1, G_2, \ldots, G_s, \ldots, G_S\}$, where the member of $G_s$ is SBS $s$. Initialize the final group structure $G = \tilde{G}$. 

2: All groups are stored in the weight list $G^{\text{wei}} = \{G^{\text{wei}}_1, G^{\text{wei}}_2, \ldots, G^{\text{wei}}_s, \ldots, G^{\text{wei}}_S\}$, where their EE preference weights $\omega (\rho, \zeta)$ are from large to small. 

3: Each SBS $s$, $s \in S$, identifies its strongest interfering SBSs $L_{e,\text{inf}}$ by resorting to a SUE. 

4: for $ele = 1 : |G_s|$ do 

5: Obtain SBS $s = G^{\text{wei}}_{ele}$, i.e., the element in the $G^{\text{wei}}_{ele}$. 

6: if SBS $s$ has not formed groups with others then 

7: SBS $s$ sends group formation request to its strongest interfering SBS $L_{e,\text{inf}}$. 

8: if SBS $L_{e,\text{inf}}$ receives group formation request and has not formed groups with others then 

9: The new group $G$ is formed, i.e., $G = s \cup L_{e,\text{inf}}$ and SBS $L_{e,\text{inf}}$ responds group formation acknowledgement message to the cooperative SBS. 

10: else 

11: The new group can not be formed and SBS $L_{e,\text{inf}}$ responses group formation failure message to the SBSs sending requests. 

12: end if 

13: end if 

14: end for 

15: for $g = 1 : |\tilde{G}|$ do 

16: if There is only one SBS in $\tilde{G}_g$ then 

17: Assign random active subframes for this SBS. 

18: else 

19: if There are two SBSs in $\tilde{G}_g$, i.e., SBSs $i$ and $j$, and the total number of active subframes for SBS $i$ and $j$ is not larger than $N$ then 

20: Assign orthogonal active subframes for SBS $i$ and $j$. 

21: else 

22: Assign orthogonal active subframes for these SBSs proportionately, i.e., assign $N_{\text{act}}^{\text{opt}} N / (N_{\text{act}}^{\text{opt}} + N_{\text{act}}^{\text{opt}})$ active for SBS $i$, and $N - N_{\text{act}}^{\text{opt}} N / (N_{\text{act}}^{\text{opt}} + N_{\text{act}}^{\text{opt}})$ subframes for $j$. 

23: end if 

24: end if 

25: end for 

$s.t. C1'', C3, C4, C6$, 

(27) 

where both $U_{\text{cave1}} (P [n])$ and $U_{\text{cave2}} (P [n])$ are concave, and $U_{\text{cave1}} (P [n]) = \sum_{s}^{S} \sum_{k=1}^{K} \chi_{sk} [n] \omega_{sk} B_{0} \log_{2} \left( \sum_{m=1}^{M} p_{sk} [n] g_{skm} + \sigma^{2} \right)$ and $U_{\text{cave2}} (P [n]) = \sum_{s}^{S} \sum_{k=1}^{K} \chi_{sk} [n] \omega_{sk} B_{0} \log_{2} \left( \sum_{m=1}^{M} p_{sk} [n] g_{skm} + \sigma^{2} \right) + \sum_{s}^{S} \sum_{k=1}^{K} \chi_{sk} [n] \psi_{sk} [n] p_{sk}^{\text{act}} [n]$. Thus, $U (P [n])$ is a difference-of-convex function. Therefore, problem (27) can be addressed by CCP method and we introduce Theorem 2 [41]. 

Theorem 2: The solution to problem (27) can be obtained by tackling the following sequence of convex programs:

$$P^{(l+1)} [n] = \arg \max_{P [n]} \left\{ U_{\text{cave1}} (P [n]) - P^{T} [n] \nabla U_{\text{cave2}} (P^{(l)} [n]) \right\}, \tag{28}$$

where $P^{T} [n]$ denotes the transpose of $P [n]$ and $\nabla U_{\text{cave2}} (P^{(l)} [n]) = [\nabla_{1}^{(l)} [n], \nabla_{2}^{(l)} [n], \ldots, \nabla_{K}^{(l)} [n]]$ denotes the gradient of $U_{\text{cave2}} (P [n])$ at $P^{(l)} [n]$ where

$$\nabla_{k}^{(l)} [n] = \sum_{j=1,j \neq s}^{S} \sum_{t=1,t \neq j}^{S} \frac{B_{0} \chi_{jk} [n] \omega_{jk} g_{skm(j,k)} / \ln 2}{p_{sk} [n] g_{skm(k,j)} + \sigma^{2}}$$

$$+ \Delta_{p} \chi_{sk} [n] \psi_{sk} [n] \Delta = L_{sk} (\chi_{sk}, \psi_{sk}) \right].$$

Proof: See Appendix B.

According to Theorem 2, problem (27) has been transformed into a standard convex optimization problem (28) and we can obtain the optimal power as

$$p_{sk}^{*} [n] = \left[ \frac{B_{0} \chi_{sk} [n] \omega_{sk} / \ln 2}{L_{sk} (\chi_{sk}, \psi_{sk}) [n] + \lambda_{sk} - \mu_{sk}} \right] \max_{\mu_{sk} \geq 0} [n], \tag{29}$$

where $\mu_{sk} = v_{sk} g_{skm} + \sum_{j=1,j \neq s}^{S} v_{jk} g_{skm(j,k)} \left( 1 - 2 \frac{\mu_{sk}}{v_{sk} g_{skm(j,k)}} \right)$, $v$ and $\lambda$ are Lagrange multiplier vectors. The heterogeneity-aware energy efficient power allocation algorithm is summarized in Algorithm 3. According to [41], the CCP algorithm can start at some random point in the feasible set, $P^{(0)} [n] = \left[ p_{sk}^{(0)} [n] \right]_{S \times K}$, where $p_{sk}^{(0)} [n]$ should subject to constraints $C1''$, $C3$, $C4$ and $C6$. We assume that the interfering SBSs use maximum transmission power and set $p_{sk}^{(0)} [n] = \left[ (2 \mu_{sk} g_{skm})^{-1} (I_{skm} [n] + \sigma^{2}) \right]_{\max_{\mu_{sk} \geq 0} [n]}$, $\forall s \in S, k \in K$.

C. COMPLEXITY ANALYSIS

The proposed HESEE algorithm includes three algorithms, which are fairness-based subchannel allocation in Algorithm 1, group-based subframe configuration in Algorithm 2, and heterogeneity-aware energy efficient power allocation in Algorithm 3. The complexity of subchannel allocation in Algorithm 1 is $O (|S| |\mathcal{M}|)$. In Algorithm 2, EE preference weights of $S$ SBSs are sorted
by L-GW and the according complexity is $O\left(S\log_2 S\right)$. Assuming that SBSs form $G_C$ groups, then the complexity of group-based subframe configuration scheme is $O\left(G_C\times NS\log_2 S\right)$. In Algorithm 3, the complexity of CCCP method is $O\left(\log\left(1/\epsilon\right)\right)$. Suppose that the required number of iterations for updating $(\chi\left[n\right], \psi\left[n\right])$ and subgradient method are $L^\text{iter}_\chi$ and $L^\text{iter}_\psi$, respectively, the complexity of Algorithm 3 is $O\left(SKNL^\text{iter}_\chi L^\text{iter}_\psi \log_2 \left(1/\epsilon\right)\right)$. Therefore, the total complexity of HESEE algorithm in the worst condition is $O\left(\sum_{m=1}^{|M_s|} G_C\times NS\log_2 S + SKNL^\text{iter}_\chi L^\text{iter}_\psi \log_2 \left(1/\epsilon\right)\right)$. Since $N$, $K$, $|M_s|$, $G_C$, $L^\text{iter}_\chi$ and $L^\text{iter}_\psi$ are usually small values, the HESEE algorithm can be well implemented in practice.

IV. NUMERICAL RESULTS

A. SIMULATION SETTINGS

In this section, the system level numerical simulation is developed via Monte-Carlo methods to illustrate the performance of the HESEE scheme. In the simulation setup, $S$ SBSs are randomly deployed in a 100×100m$^2$ area. SUEs’ target data rates are chosen from the set $\{R_i | R_i = (0.5i) \text{ Mbps}, i = 1 : 10\}$. The OFDM-based downlink transmission is investigated. The simulation parameters referenced from [42]. In particular, main simulation parameters are listed in Table 1. Unless otherwise specified, we set $\alpha = 0.5$ in the following simulations.

B. FAIRESS EVALUATION

In order to evaluate the fairness among SUEs in subframe configuration for HESEE scheme, we introduce Jain’s index [43], which is given by:

$$f\left(N_{s,m,act}^{\text{opt}}\right) = \sqrt{\frac{\sum_{m=1}^{|M_s|} N_{s,m,act}^{\text{opt}}}{|M_s|}} \frac{2}{\sum_{m=1}^{|M_s|} N_{s,m,act}^{\text{opt}}}, \forall s \in S. \quad (30)$$

The fairness index value ranges from 0 to 1, and the larger value means the more fair case.

C. SIMULATION RESULTS

In the following, we compare HESEE scheme with other schemes, which are:

1) Round robin based subchannel allocation (RRSA) scheme: All SUEs within a SBS are assigned subchannels in round robin way. Group-based subframe configuration is considered and transmission power is optimized to improve system EE.

2) Base scheme: Fairness-based subchannel allocation algorithm is adopted. All SBSs are active in all subframes and transmit with maximum power.

3) ES scheme: Fairness-based subchannel allocation and group-based subframe configuration are considered. Power allocation is optimized to minimize energy consumption.

4) EE maximum (MaxEE) scheme: Fairness-based subchannel allocation and non-cooperative subframe configuration are considered. Power allocation is optimized to maximize the system EE.

5) Equal weighted ES and EE optimization (EWEESEE) scheme: Fairness-based subchannel allocation and group-based subframe configuration are considered. All SBSs have equal EE preference weights and power allocation is optimized to maximize the system EE.

In RRSA, Base, ES and MaxEE schemes, different EE preference weights are considered.

### Table 1. Simulation parameters.

| Parameter | Value |
|-----------|-------|
| Carrier frequency | 3.5 GHz |
| Maximum transmission power of SBS | 30dBm |
| System bandwidth $B$ | 10 MHz |
| Number of users | 100 |
| Number of subchannels $K$ | 50 |
| Number of subframes per frame $N$ | 10 |
| Subframe duration $T_f$ | 1ms |
| Noise power spectral density | $-174$dBm/Hz |
| Small cell path loss model | $140.7 + 36.7\log(10(d[km])/dB$ |
| Log-normal shadowing fading | 10 dB |
| Traffic model | Full Buffer |
| Power consumption $\Delta P_r/P_s$ | 4.0/0.136W/4.3W |
| $b/d$ | 3.0/3.0 |
| Maximum traffic load threshold $\Gamma$ | 15 |
| Maximum distance threshold $D_0$ | 30m |
| Maximum number of iterations $L_{\max}$ | 100 |
In Fig. 2, the convergence of HESEE scheme is evaluated when the number of SBSs is 16. It can be seen from Fig. 2 that the average EEs on some random subchannels in a random subframe all converge after 12 iterations.

Fig. 3 shows the fairness values of SUEs and the number of active subframes for SBSs. From Fig. 3(a), we can see that the fairness in all SBSs in the HESEE scheme are above 0.93 while it is below 0.9 in the RRSA scheme. Therefore, our proposed fairness-based subchannel allocation algorithm is efficient in guaranteeing fair number of active subframes between SUEs within the same SBS. In addition, the SBSs need less active subframes to meet users’ data rate requirements in the HESEE scheme, as shown in Fig. 3(b).

Fig. 4 illustrates SUE satisfaction in the HESEE scheme. The ratio of satisfied SUEs is defined as the proportion of SUEs whose target data rates are satisfied to the total number of SUEs. It can be seen that the ratio of satisfied SUEs in the HESEE scheme is more than 99.7% while the values are less than 97.5% and 65.1% in the RRSA and Base schemes, respectively. Therefore, our proposed HESEE scheme can guarantee more SUEs’ data rate requirements via optimizing transmission power and assigning more subchannels to SUEs with larger rate requirements and worse channel conditions.

Fig. 5 shows the effects of heterogeneous information on EE in the HESEE scheme. As a comparison, the performance of EWESEE scheme is also given. Although all SBSs have equal EE preference weights in the EWESEE scheme, they obtain different EE due to various channel conditions. Table 2 presents the TLF, ND and EE preference weights of SBSs. In order to evaluate the influences of TLF and ND on EE, we set different weights in the following simulations.

1) Fig. 5 (a) presents the influence of TLF on EE through setting $\alpha = 1.0$. We can see that the EEs of SBS 3, 5, 6, and 9 in HESEE scheme are larger than that in EWESEE scheme. This is because these SBSs have lower traffic loads, resulting in larger EE preference weights than others in the HESEE scheme as shown in Table 2 while all SBSs have equal weights in the EWESEE scheme. Instead, SBS 1 and 8 obtain much lower EE in the HESEE scheme due to lower EE preference weights. Therefore, SBSs with lower traffic load can attain higher EE in the HESEE scheme and the EEs of SBSs can be adjusted based on their TLFs.

2) The impact of ND on EE is evaluated in Fig. 5 (b) where $\alpha = 0.0$. The EE preference weight $\omega(\rho, \xi) = 1.00$ in Table 2 means that the SBS has the maximum neighbors. It can be observed that SBS 4, 7, and 10 obtain higher EE in the HESEE scheme compared with the EWESEE scheme. Meanwhile, SBS 1 and 5 attain less EE because of lower EE preference weights. Therefore, SBSs with more neighbors can obtain higher EE in the HESEE scheme and the EEs of SBSs can be optimized based on their NDs.

3) In order to evaluate the co-effects of TLF and ND on EE, we set $\alpha = 0.5$ in Fig. 5 (c). Since the EE preference weights of SBS 4, 6, 7, 9, and 10 are much larger than others...
in Table 2, the EEs of these SBSs can be largely improved in the HESEE scheme. Thus, our proposed HESEE scheme can optimize the SBSs’ EEs based on their TLFs and NDs adaptively. In addition, the weights of TLF and ND can be adjusted as desired.

In order to evaluate the performance of group-based subframe configuration and power allocation in the HESEE scheme, the average network energy consumption and system EE with respect to network density are shown in Fig. 6 and Fig. 7, respectively.

In Fig. 6, we can find that the energy consumption increases with the increase of network density in all schemes. Since SBSs do not sleep in the Base scheme, energy consumption is the largest. Since SBSs cooperate with their neighbors to sleep in more subframes and power allocation is optimized to further reduce energy consumption in the ES scheme, its energy consumption is the smallest. Our proposed HESEE scheme consumes almost the same energy as the ES scheme. The reason is that the sleep strategies of these two schemes are the same and the transmission power is only a small part of the total energy consumption. Compared with the Base and MaxEE schemes, the HESEE scheme can reduce the network energy consumption by up to 48.2% and 6.5%, respectively. Therefore, our proposed HESEE scheme can save the network energy significantly.

As shown in Fig. 7, the system EE in all schemes increases with the growth of the network density due to the spectrum reuse. Compared with the ES scheme, the HESEE scheme can
improve the system EE by up to 13.5%. This is because the transmission power is optimized to improve the system EE in the HESEE scheme. Compared with the MaxEE scheme, the HESEE scheme decreases the system EE by 3.4% when the number of SBSs is 16. when the number of SBSs is over 24, the HESEE scheme can achieve larger EE than the MaxEE scheme. The reason is that SBSs use less active subframes to serve users by forming groups to sleep in the HESEE scheme and the co-tier interference can be efficiently mitigated in the deep network. Therefore, our proposed HESEE scheme can improve the system EE greatly through cooperating to sleep and energy-efficient power optimization in the DSCN.

From Fig. 6 and Fig. 7, we can observe that the system EE is seriously degraded in the ES scheme when SBSs cooperate to sleep and the transmission power is optimized to minimize the network consumption. However, our proposed HESEE scheme can consume almost the same energy with the ES scheme while improve the system EE by up to 13.5% through optimizing the transmission power in the active subframes to maximize the system EE. On the other hand, compared with the MaxEE scheme, our proposed HESEE scheme can improve system EE with less energy when the number of SBSs is over 24. Therefore, the transmission power of SBSs are utilized efficiently in the HESEE scheme.

V. CONCLUSION

This paper has investigated joint subchannel allocation, subframe configuration and power allocation to save energy and optimize EE simultaneously while considering SBSs’ heterogeneity. Firstly, the impacts of heterogeneous information on EE are characterized as the EE preference function. Then, the joint ES and EE optimization is formulated as a multi-objective optimization problem, which is tackled by the proposed HESEE algorithm. Fairness-based subchannel allocation and group-based subframe configuration are performed to reduce the network energy consumption, and energy-efficient power allocation is optimized with the CCCP method. Simulation results illustrate that SBSs’ EEs can be optimized based on their EE preferences. In addition, the HESEE scheme obtains better EE performance with less energy consumption.

In the practical system, due to the pilot contamination and high computational complexity, achieving accurate CSI is difficult, we will study the effects of imperfect CSI on energy efficient resource allocation in the future work. Caching content on SBSs can relieve the pressure of backhaul and reduce the transmission latency. Mobile edge computing (MEC) can reduce the computing burden of SUEs. Therefore, caching and MEC have been widely investigated. However, the serious interference in the DSCN would degrade the performance. In [44] and [45], the authors study the interference alignment in the DSCN with caching and computing. Since the caching energy consumption and computing energy consumption in the DSCN cannot ignored, we will focus on the

green communications in the DSCN with caching and computing in the future. In addition, since the numbers of SBSs and SUEs become huge, we will explore methods from the domain of machine learning to realize green communications for the next wireless communication networks.

APPENDIX A

PROOF OF THEOREM 1

The constraint C6 in problem (23) is equivalent to:

\[
\omega_s R_{skm}[n] - \psi_{sk}[n] p^{total}_{sk}[n] \geq 0. \tag{31}
\]

For the problem (22), we define the following function:

\[
L(P[n], \alpha, \beta, \theta, \chi[n])
\]

\[
= \sum_{s=1}^{S} \sum_{k=1}^{K} \beta_{mk} \left[ p_{sk}[n] g_{skm} + \left(1 - 2 \frac{\gamma_{N,R}^{\text{min}}}{\gamma_{N,R}^{\text{max}} + \sigma^2}ight) I_{mk} + \sigma^2 \right]
\]

\[
+ \alpha \sum_{s=1}^{S} \sum_{k=1}^{K} \psi_{sk}[n] + \sum_{s=1}^{S} \theta_{sn} \left( p_{sk}^{\max} - \sum_{k=1}^{K} p_{sk}[n] \right)
\]

\[
+ \sum_{s=1}^{S} \sum_{k=1}^{K} \chi_{sk}[n] \left[ \omega_s R_{skm}[n] - \psi_{sk}[n] p^{total}_{sk}[n] \right]. \tag{32}
\]

According to theorem 4.2.8 in [46], i.e., Fritz-John optimization conditions, we know that there exist \( \alpha^*, \beta^*, \theta^* \) and \( \chi^*[n] \) and the following equations can be met.

\[
\frac{\partial L}{\partial p_{sk}[n]} = 0, \quad \forall s, k, \tag{33}
\]

\[
\frac{\partial L}{\partial \psi_{mk}[n]} = \alpha^* - \chi^*_{mk}[n] p^{total}_{sk}[n] = 0, \quad \forall s, k, \tag{34}
\]

\[
\beta^*_s \frac{\partial L}{\partial \beta^*_s} = \beta^*_s \left[ p_{sk}[n] g_{skm} \right.
\]

\[
+ \left(1 - 2 \frac{\gamma_{N,R}^{\text{min}}}{\gamma_{N,R}^{\text{max}} + \sigma^2}\right) I_{mk} + \sigma^2 \right] = 0, \quad \forall s, k, \tag{35}
\]

\[
\theta^*_s \frac{\partial L}{\partial \theta^*_s} = \theta^*_s \left( p_{sk}^{\max} - \sum_{k=1}^{K} p_{sk}[n] \right) = 0, \quad \forall s, \tag{36}
\]

\[
\chi^*_{mk}[n] \frac{\partial L}{\partial \chi^*_{mk}[n]} = \chi^*_{mk}[n] \omega_s R_{skm}[n] - \psi_{sk}[n] p^{total}_{sk}[n] = 0, \quad \forall s, k, \tag{37}
\]

\[
C1’, C3, C4, C6, \tag{38}
\]

\[
\alpha^* \geq 0, \quad \beta^*, \theta^*, \chi^*[n] \geq 0. \tag{39}
\]

Suppose \( \alpha^* = 0, \forall p_{sk}[n] \in P[n] \). Since \( p^{total}_{sk}[n] > 0 \) in (34), we have \( \chi^*_{mk}[n] = 0 \). Therefore, from equations (33), (35)-(37), we can obtain

\[
\sum_{s \in L(P[n])} \beta^*_s \nabla g_{sk}(P^*[n]) = 0, \tag{40}
\]

\[
\sum_{s \in L(P[n])} \beta^*_s > 0, \beta^*_s \geq 0, \quad \forall s, k, \tag{41}
\]
where
\[
g_{sk}(P^*[n]) = \left(2 \frac{\rho_{\text{min}, n}}{\rho_{\text{min}, n, s}} - 1\right) (l_{sk} + \sigma^2) - p_{sk}^* [n] g_{skm},
\]

\[
I(P^*[n]) = \left\{ s | p_{sk}^* [n] g_{skm} + \left(1 - 2 \frac{\rho_{\text{min}, n}}{\rho_{\text{min}, n, s}}\right) (l_{sk} + \sigma^2) = 0 \right\}.
\]

According to the Slater condition, there exists \( P' \), satisfying
\[
g_{sk}(P'[n]) < 0, \quad \forall s, k.
\]

Since \( g_{sk}(P^*[n]) \) is convex with respect to \( P^*[n] \), \( \forall s \in I(P^*[n]) \), we have
\[
\nabla g_{sk}(P^*[n])^T (P'[n] - P^*[n]) \leq g_{sk}(P'[n]) - g_{sk}(P^*[n]) < 0.
\]

Let \( d = P'[n] - P^*[n] \), from (41) and (43), we can obtain
\[
\left( \sum_{s \in I(P^*[n])} \beta_{sk}^* \nabla g_{sk}(P^*[n]) \right) d < 0,
\]

which is in contradiction with (40). Thus \( \alpha^* > 0 \).

Replace \( \chi_{sk}^* \) and \( \beta_{sk}^* \) with \( \chi_{sk}[n] \) and \( \beta_{sk}[n] \), respectively.

According (34) and (37), we can obtain (25). Given \( \chi_{sk}[n] = \chi_{sk}^*[n] \) and \( \psi_{sk}[n] = \psi_{sk}^*[n] \), (33), (35) and (36) are Karush-Kuhn-Tucker (KKT) conditions of problem (24). Therefore, for \( \chi_{sk}[n] = \chi_{sk}^*[n] \) and \( \psi_{sk}[n] = \psi_{sk}^*[n] \), \( P^*[n] \) is a solution of problem (24).

**APPENDIX B**

**PROOF OF THEOREM 2**

According to [41], we construct minorization function \( G \) in \( \mathcal{P} \times \mathcal{P} \), satisfying
\[
\begin{align*}
U(P[n]) & \geq G(P[n], \mathcal{Q}[n]), \forall P[n], \mathcal{Q}[n] \in \mathcal{P}, \\
U(P[n]) & = G(P[n], P[n]), \forall P[n] \in \mathcal{P}.
\end{align*}
\]

Therefore, \( G(\cdot) \) is the lower bound of \( U(\cdot) \) and is equal to \( U(\cdot) \) at \( \mathcal{Q}[n] \). According to the minorization algorithm, the iterations of \( P[n] \) are as follows:
\[
P^{(l+1)}[n] = \arg \max_{P[n] \in \mathcal{P}} G\left(P[n], P^{(l)}[n]\right).
\]

If and only if \( P^{(l)}[n] = \arg \max_{P[n] \in \mathcal{P}} \{G(P[n], P^{(l)}[n])\} \) or \( \|P^{(l+1)} - P^{(l)}\| < \varepsilon \), the algorithm stops. It is easy to prove that \( U(P[n]) \) increases monotonically in each iteration, i.e.,
\[
U\left(P^{(l+1)}[n]\right) \geq \begin{cases} (a) & G\left(P^{(l+1)}[n], P^{(l)}[n]\right), \\ (b) & G\left(P^{(l)}[n], P^{(l)}[n]\right), \\ (c) & U\left(P^{(l)}[n]\right), \end{cases}
\]

where (a) and (c) are obtained through (45) and (b) through (46). The main idea of CCCP algorithm is to change the convex part of \( U(P[n]) \), i.e., \( -U_{\text{cave2}}(P[n]) \), to be linear through iteration. According to [41], use Taylor approximation to build the minorization function \( G \). Since \( -U_{\text{cave2}}(P[n]) \) is convex and differentiable, the following inequality is true.
\[
-U_{\text{cave2}}(P[n]) \geq -U_{\text{cave2}}(\mathcal{Q}[n]) - (P[n] - \mathcal{Q}[n])^T \ast \nabla U_{\text{cave2}}(\mathcal{Q}[n]), \\
\forall P[n], \mathcal{Q}[n] \in \mathcal{P}.
\]

Add \( U_{\text{cave1}}(P[n]) \) to both sides of this equation, and we obtain
\[
\begin{align*}
U(P[n]) & = U_{\text{cave1}}(P[n]) - U_{\text{cave2}}(P[n]) \\
& \geq U_{\text{cave1}}(P[n]) - U_{\text{cave2}}(\mathcal{Q}[n]) \\
& \quad - (P[n] - \mathcal{Q}[n])^T \ast \nabla U_{\text{cave2}}(\mathcal{Q}[n]) \\
& \quad \forall P[n], \mathcal{Q}[n] \in \mathcal{P}.
\end{align*}
\]

Define the minorization function as
\[
G(P[n], \mathcal{Q}[n]) \triangleq U_{\text{cave1}}(P[n]) - U_{\text{cave2}}(\mathcal{Q}[n]) \\
- (P[n] - \mathcal{Q}[n])^T \ast \nabla U_{\text{cave2}}(\mathcal{Q}[n]), \\
\forall P[n], \mathcal{Q}[n] \in \mathcal{P}.
\]

According to (46), the following convex programming can be used to solve the problem (27):
\[
P^{(l+1)}[n] = \arg \max_{P[n] \in \mathcal{P}} \left\{ U_{\text{cave1}}(P[n]) - U_{\text{cave2}}(P^{(l)}[n]) \\
- (P[n] - P^{(l)}[n])^T \ast \nabla U_{\text{cave2}}(P^{(l)}[n]) \right\}.
\]

Therefore, the problem (27) can be solved through (28).
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