Galois Theory of Parameterized Differential Equations and Linear Differential Algebraic Groups

Phyllis J. Cassidy† and Michael F. Singer‡

February 14, 2005

Abstract

We present a Galois theory of parameterized linear differential equations where the Galois groups are linear differential algebraic groups, that is, groups of matrices whose entries are functions of the parameters and satisfy a set of differential equations with respect to these parameters. We present the basic constructions and results, give examples, discuss how isomonodromic families fit into this theory and show how results from the theory of linear differential algebraic groups may be used to classify systems of second order linear differential equations.

∗This paper is an expanded version of a talk presented at the conference Singularités des équations différentielles, systèmes intégrables et groupes quantiques, November 24-27, 2004, Strasbourg, France. The second author would like to thank the organizers of this conference for inviting him.

†The City College of New York, Department of Mathematics, New York, New York 10038, USA pcassidy1@nyc.rr.com

‡North Carolina State University, Department of Mathematics, Box 8205, Raleigh, North Carolina 27695-8205, USA, singer@math.ncsu.edu. The second author was supported by NSF Grant CCR- 0096842.
Contents

1 Introduction 3

2 Review of Picard-Vessiot Theory 4

3 Parameterized Picard-Vessiot Theory 7

4 Linear Differential Algebraic Groups 14

5 Isomonodromic Families 16

6 Second Order Systems 19

7 Inverse Problem 21

8 Final Comments 24

9 Appendix 25

  9.1 Constrained Extensions .................................................. 26
  9.2 PPV-extensions ............................................................... 28
  9.3 Galois groups ................................................................. 32
  9.4 PPV-Rings and Torsors ..................................................... 35
  9.5 Parameterized Liouvillian Extensions ................................... 39

References 40


1 Introduction

We will describe a Galois theory of differential equations of the form

\[ \frac{\partial Y}{\partial x} = A(x, t_1, \ldots, t_n)Y \]

where \( A(x, t_1, \ldots, t_n) \) is an \( m \times m \) matrix with entries that are functions of the principal variable \( x \) and parameters \( t_1, \ldots, t_n \). The Galois groups in this theory are linear differential algebraic groups, that is, groups of \( m \times m \) matrices \( (f_{i,j}(t_1, \ldots, t_n)) \) whose entries satisfy a fixed set of differential equations. For example, in this theory, the equation

\[ \frac{\partial y}{\partial x} = \frac{t}{x}y \]

has Galois group

\[ G = \left\{ (f(t)) \mid f \frac{d^2 f}{dt^2} - \left( \frac{df}{dt} \right)^2 = 0 \right\} . \]

In the process, we will give an introduction to the theory of linear differential algebraic groups and show how one can use properties of the structure to deduce results concerning parameterized linear differential equations.

Various differential Galois theories now exist that go beyond the eponymous theory of linear differential equations pioneered by Picard and Vessiot at the end of the 19th century and made rigorous and expanded by Kolchin in the middle of the 20th century. These include theories developed by B. Malgrange, A. Pillay, H. Umemura and one presently being developed by P. Landesman. In many ways the Galois theory presented here is a special case of the results of Pillay and Landesman yet we hope that the explicit nature of our presentation and the applications we give justify our exposition. We will give a comparison with these theories in the Final Comments.

The rest of the paper is organized as follows. In section 2 we review the Picard-Vessiot theory of integrable systems of linear partial differential equations. In Section 3 we introduce and give the basic definitions and results for the Galois theory of parameterized linear differential equations ending with a statement of the Fundamental Theorem of this Galois theory as well as a characterization of parameterized equations that are solvable in terms of parameterized liouvillian functions. In Section 4 we describe the basic results concerning linear differential algebraic groups and give many examples. In Section 5 we show that, in the regular singular case, isomonodromic families of linear differential equations are precisely the parameterized linear differential equations whose parameterized Galois theory reduces to the usual Picard-Vessiot theory. In Section 6 we apply a classification of \( 2 \times 2 \) linear differential algebraic groups to show that any parameterized system of linear differential equations with regular singular points is equivalent to a system that is generic (in a suitable sense) or isomonodromic or solvable in terms of parameterized liouvillian functions. Section 7 gives two simple examples illustrating the subtleties of the inverse problem.
In our setting. In Section 8 we discuss the relationship between the theory presented here and other differential Galois theories and give some directions for future research. The Appendices contain proofs of the results of Section 8.

2 Review of Picard-Vessiot Theory

In the usual Galois theory of polynomial equations, the Galois group is the collection of transformations of the roots that preserve all algebraic relations among these roots. To be more formal, given a field $k$ and a polynomial $p(y)$ with coefficients in $k$, one forms the splitting field $K$ of $p(y)$ by adjoining all the roots of $p(y)$ to $k$. The Galois group is then the group of all automorphisms of $K$ that leave each element of $k$ fixed. The structure of the Galois group is well known to reflect the algebraic properties of the roots of $p(y)$. In this section we will review the Galois theory of linear differential equations. Proofs (and other references) can be found in [39].

One can proceed in an analogous fashion with integrable systems of linear differential equations and define a Galois group that is a collection of transformations of solutions that preserve all the algebraic relations among the solutions and their derivatives. Let $k$ be a differential field\footnote{All fields in this paper will be of characteristic zero}, that is, a field $k$ together with a set of commuting derivations $\Delta = \{\partial_1, \ldots, \partial_m\}$. To emphasize the role of $\Delta$, we shall refer to such a field as a $\Delta$-field. Examples of such fields are the field $\mathbb{C}(x_1, \ldots, x_m)$ of rational functions in $m$ variables, the quotient field $\mathbb{C}(\{x_1, \ldots, x_m\})$ of the ring of formal power series in $m$ variables and the quotient field $\mathbb{C}(\{x_1, \ldots, x_m\})$ of the ring of convergent power series, all with the derivations $\Delta = \{\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_m}\}$. If $k$ is a $\Delta$-field and $\Delta' \subset \Delta$, the field $\mathbb{C}_k^\Delta = \{c \in k \mid \partial c = 0 \text{ for all } \partial \in \Delta'\}$ is called the subfield of $\Delta'$-constants of $k$. When $\Delta' = \Delta$ we shall write $C_k$ for $C_k^\Delta$ and refer to this later field as the field of constants of $k$. An integrable system of linear differential equations is a set of equations

\[
\begin{align*}
\partial_1 Y &= A_1 Y \\
\partial_2 Y &= A_2 Y \\
\vdots \\
\partial_m Y &= A_m Y
\end{align*}
\]

where the $A_i \in \text{gl}_n(k)$, the set of $n \times n$ matrices with entries in $k$, such that

\[
\partial_i A_j - \partial_j A_i = [A_i, A_j]
\]

for all $i, j$. These latter equations are referred to as the integrability conditions. Note that if $m = 1$, these conditions are trivially satisfied.

The role of a splitting field is assumed by the Picard-Vessiot extension associated with the integrable system. This is a $\Delta$-extension field $K = k(z_{1,1}, \ldots, z_{n,n})$ where
1. the $z_{i,j}$ are entries of a matrix $Z \in \text{GL}_n(K)$ satisfying $\partial_i Z = A_i Z$ for $i = 1, \ldots, m$, and

2. $C_K = C_k = C$, i.e., the $\Delta$-constants of $K$ coincide with the $\Delta$-constants of $k$.

Note that condition 1. defines uniquely the actions on $K$ of the derivations $\partial_i$ and that the integrability conditions (2) must be satisfied since these derivations commute. We refer to the $Z$ above as a fundamental solution matrix and we shall denote $K$ by $k(Z)$. If $k = \mathbb{C}(x_1, \ldots, x_m)$ with the obvious derivations, one can easily show the existence of Picard-Vessiot extensions. If we let $\bar{a} = (a_1, \ldots, a_n)$ be a point of $\mathbb{C}^n$ where the denominators of all entries of the $A_i$ are holomorphic, then the Frobenius Theorem ([54], Ch. 1.3) implies that, in a neighborhood of $\bar{a}$, there exist $n$ linearly independent analytic solutions $(z_{1,1}, \ldots, z_{n,1})^T, \ldots, (z_{1,n}, \ldots, z_{n,n})^T$ of the equations (1). The field $k(z_{1,1}, \ldots, z_{n,n})$ with the obvious derivations satisfies the conditions defining a Picard-Vessiot extension. In general, if $k$ is an arbitrary $\Delta$-field with algebraically closed field of constants $C_k$ and $k$ is unique up to k-differential isomorphism. We shall refer to $K$ as the PV-extension associated with (1).

Let $K$ be a PV-extension associated with (1) and let $K = k(Z)$ with $Z$ a fundamental solution matrix. If $U$ is another fundamental solution matrix then an easy calculation shows that $\partial_i (ZU^{-1}) = 0$ for all $i$ and so $ZU^{-1} \in \text{GL}_n(C_k)$. We define the $\Delta$-Galois group $\text{Gal}_\Delta(K/k)$ of $K$ over $k$ (or of the system (1)) to be

$$\text{Gal}_\Delta(K/k) = \{ \sigma : K \to K \mid \sigma \text{ is a } k \text{-automorphism of } K \text{ and } \partial_i \sigma = \sigma \partial_i, \text{ for } i = 1, \ldots, m \}.$$ 

Note that a $k$-automorphism $\sigma$ of $K$ such that $\partial_i \sigma = \sigma \partial_i$ is called a $k$-differential automorphism. For any $\sigma \in \text{Gal}_\Delta(K/k)$, we have that $\sigma(Z)$ is again a fundamental solution matrix so the above discussion implies that $\sigma(Z) = ZA_\sigma$ for some $A_\sigma \in \text{GL}_n(C_k)$. This yields a representation $\text{Gal}_\Delta(K/k) \to \text{GL}_n(C_k)$. Note that different fundamental solution matrices yield conjugate representations. A fundamental fact is that the image of $\text{Gal}_\Delta(K/k)$ in $\text{GL}_n(C_k)$ is Zariski-closed, that is, it is defined by a set of polynomial equations involving the entries of the matrices and so has the structure of an linear algebraic group.

These facts lead to a rich Galois theory, originally due to E. Picard and E. Vessiot and given rigor and greatly expanded by E.R. Kolchin. We summarize the fundamental result in the following

**Theorem 2.1** Let $k$ be a $\Delta$-field with algebraically closed field of constants $C$ and (1) be an integrable system of linear differential equations over $k$.

1. There exists a PV-extension $K$ of $k$ associated with (1) and this extension is unique up to differential $k$-isomorphism.

2. The $\Delta$-Galois group $\text{Gal}_\Delta(K/k)$ equals $G(C)$, where $G$ is a linear algebraic group defined over $C$. 

5
3. The map that sends any differential subfield $F, k \subset F \subset K$, to the group $\text{Gal}_\Delta(K/F)$ is a bijection between the set of differential subfields of $K$ containing $k$ and and the set of algebraic subgroups of $\text{Gal}_\Delta(K/k)$. Its inverse is given by the map that sends a Zariski closed group $H$ to the field $K^H = \{ z \in K \mid \sigma(z) = z \text{ for all } \sigma \in H \}$.

4. A Zariski-closed subgroup $H$ of $\text{Gal}_\Delta(K/k)$ is a normal subgroup of $\text{Gal}_\Delta(K/k)$ if and only if the field $K^H$ is left set-wise invariant by $\text{Gal}_\Delta(K/k)$. If this is the case, the map $\text{Gal}_\Delta(K/k) \to \text{Gal}_\Delta(K^H/k)$ is surjective with kernel $H$ and $K^H$ is a PV-extension of $k$ with PV-group isomorphic to $\text{Gal}_\Delta(K/k)/H$. Conversely, if $F$ is a differential subfield of $K$ containing $k$ and $F$ is a PV-extension of $k$, then $\text{Gal}_\Delta(F/K)$ is a normal subgroup of $\text{Gal}_\Delta(K/k)$.

Remarks 2.2 1. The assumption that $C$ is algebraically closed is necessary for the existence of PV-extensions (cf., [11]) as well as necessary to guarantee that there are enough automorphisms so that 3. is correct. Kolchin’s original development of the Galois correspondence for PV-extensions did not make this assumption and he replaced automorphisms of the PV-extension with embeddings of the PV-extension into a large field (a universal differential field) (see [20]). One can also study linear differential equations over fields whose fields of constants are not algebraically closed using descent techniques (see [16]).

2. Theorem 2.1 is usually stated and proven for the case when $m = 0$, the ordinary differential case, although it is proven in this generality in [20]. The usual proofs in the ordinary differential case do however usually generalize to this case as well. In the appendix of [39], the authors also discuss the case of $m > 0$ and show how the Galois theory may be developed in this case. We will give a proof of a more general theorem in the appendix from which Theorem 2.1 follows as well.

3. Theorem 2.1 is a manifestation of a deeper result. If $K = k(Z)$ is a PV-extension then the ring $k[Z, \frac{1}{\det Z}]$ is the coordinate ring of a torsor (principal homogeneous space) $V$ defined over $k$ for the group $\text{Gal}_\Delta(K/k)$, that is, there is a morphism $V \times G \to V$ denoted by $(v, g) \mapsto vg$ and defined over $k$ such that $v1 = v$ and $(vg_1)g_2 = v(g_1g_2)$ and such that the morphism $V \times G \to V \times V$ given by $(v, g) \mapsto (v, vg)$ is an isomorphism. The path to the Galois theory given by first establishing this fact is presented in [24] and [39] (although Kolchin was well aware of this fact as well, cf., [20], Ch. VI.8 and the references there to the original papers.) This approach allows one to give an intrinsic definition of the linear algebraic group structure on the Galois group as well.

We end this section with a simple example that will also illuminate the Galois theory of parameterized equations.

Example 2.3 Let $k = \mathbb{C}(x)$ be the ordinary differential field with derivation $\frac{d}{dx}$ and consider the differential equation

$$\frac{dy}{dx} = \frac{t}{x}y$$
where \( t \in \mathbb{C} \). The associated Picard-Vessiot extension is \( k(x^t) \). The Galois group will be identified with a Zariski-closed subgroup of \( \text{GL}_1(\mathbb{C}) \). When \( t \in \mathbb{Q} \), one has that \( x^t \) is an algebraic function and when \( t \notin \mathbb{Q} \), \( x^t \) is transcendental. It is therefore not surprising that one can show that

\[
\text{Gal}_\Delta(K/k) = \begin{cases} 
\mathbb{C}^* = \text{GL}_1(\mathbb{C}) & \text{if } t \notin \mathbb{Q}, \\
\mathbb{Z}/q\mathbb{Z} & \text{if } t = \frac{p}{q}, (p, q) = 1.
\end{cases}
\]

3 Parameterized Picard-Vessiot Theory

In this section we will consider differential equations of the form

\[
\frac{\partial Y}{\partial x} = A(x, t_1, \ldots, t_m) Y
\]

where \( A \) is an \( n \times n \) matrix whose entries are functions of \( x \) and parameters \( t_1, \ldots, t_m \) and we will define a Galois group of transformations that preserves the algebraic relations among a set of solutions and their derivatives with respect to all the variables. Before we make things precise, let us consider an example.

Example 3.1 Let \( k = \mathbb{C}(x, t) \) be the differential field with derivations \( \Delta = \{ \partial_x = \frac{\partial}{\partial x}, \partial_t = \frac{\partial}{\partial t} \} \). Consider the differential equation

\[
\partial_x y = \frac{t}{x} y.
\]

In the usual Picard-Vessiot theory, one forms the differential field generated by the entries of a fundamental solution matrix and all their derivatives (in fact, because the matrix satisfies the differential equation, we get the derivatives for free). We will proceed in a similar fashion here. The function

\[
y = x^t
\]

is a solution of the above equation. Although all derivatives with respect to \( x \) lie in the field \( k(x^t) \), this is not true for \( \partial_t(x^t) = (\log x)x^t \). Nonetheless, this is all that is missing and the derivations \( \Delta \) naturally extend to the field

\[
K = k(x^t, \log x),
\]

the field gotten by adjoining to \( k \) a fundamental solution and its derivatives (of all orders) with respect to all the variables.

Let us now calculate the group \( \text{Gal}_\Delta(K/k) \) of \( k \)-automorphisms of \( K \) commuting with both \( \partial_x \) and \( \partial_t \). Let \( \sigma \in \text{Gal}_\Delta(K/k) \). We first note that \( \partial_x(\sigma(x^t)(x^t)^{-1}) = 0 \) so \( \sigma(x^t) = a_\sigma x^t \) for some \( a_\sigma \in K \) with \( \partial_x a_\sigma = 0 \), i.e., \( a_\sigma \in C_{K}^{(\partial_x)} = C_{k}^{(\partial_x)} = \mathbb{C}(t) \). Next, a calculation shows
that \( \partial_x(\sigma(\log x) - \log x) = 0 = \partial_t(\sigma(\log x) - \log x) \) so we have that \( \sigma(\log x) = \log x + c_\sigma \) for some \( c_\sigma \in \mathbb{C} \). Finally, a calculation shows that

\[
0 = \partial_t(\sigma(x^t)) - \sigma(\partial_t(x^t)) = (\partial_t a_\sigma - a_\sigma c_\sigma)x^t
\]

so we have that

\[
\partial_t(\frac{\partial_t a_\sigma}{a_\sigma}) = 0 . \tag{3}
\]

Conversely, one can show that for any \( a \) such that \( \partial_x a = 0 \) and equation (3) holds, the map defined by \( x^t \mapsto ax^t, \log x \mapsto \log x + \frac{\partial_t a}{a} \) defines a differential \( k \)-automorphism of \( K \) so we have

\[
\text{Gal}_\Delta(K/k) = \{ a \in C^*_K = C^*_k \mid a \neq 0 \text{ and } \partial_t(\frac{\partial_t a}{a}) = 0 \}
\]

This example illustrates two facts. The first is that the Galois group of a parameterized linear differential equation is a group of \( n \times n \) matrices (here \( n = 1 \)) whose entries are functions of the parameters (in this case, \( t \)) satisfying certain differential equations; such a group is called a linear differential algebraic group (see Definition 3.3 below). In general, the Galois group of a parameterized linear differential equation will be such a group.

The second fact is that in this example \( \text{Gal}_\Delta(K/k) \) does not contain enough elements to give a Galois correspondence. Expressing an element of \( C(t) \) as \( a = a_0 \prod (t - b_i)^{n_i}, a_0, b_i \in \mathbb{C}, n_i \in \mathbb{Z} \), one can show that if \( a \in \text{Gal}_\Delta(K/k) \) then \( a \in \mathbb{C} \), that is \( \text{Gal}_\Delta(K/k) = \mathbb{C}^* \). If \( \sigma \in \text{Gal}_\Delta(K/k) \) and \( \sigma(x^t) = ax^t \) with \( a \in \mathbb{C} \), then

\[
\sigma(\log x) = \sigma(\frac{\partial_t x^t}{x^t}) = \frac{\partial_t(ax^t)}{ax^t} = \log x .
\]

Therefore \( \log x \) is fixed by the Galois group and so there cannot be a Galois correspondence. The problem is that we do not have an element \( a \in \mathbb{C}(t) \) such that \( \partial_t(\frac{\partial_t a}{a}) = 0 \) and \( \partial_t a \neq 0 \).

In the Picard-Vessiot Theory, one avoids a similar problem by insisting that the constant subfield is large enough, \( i.e., \) algebraically closed. This insures that any consistent set of polynomial equations with constant coefficients will have a solution in the field. In the Parameterized Picard-Vessiot Theory that we will develop, we will need to insure that any consistent system of differential equations (with respect to the parametric variables) has a solution. This motivates the following definition.

Let \( k \) be a \( \Delta \)-field with derivations \( \Delta = \{ \partial_1, \ldots, \partial_m \} \). The \( \Delta \)-ring \( k\{y_1, \ldots, y_n\}_\Delta \) of differential polynomials in \( n \) variables over \( k \) is the usual polynomial ring in the infinite set of variables

\[
\{ \partial_1^{n_1} \partial_2^{n_2} \cdots \partial_m^{n_m} y_j \}_{j=1,\ldots,n} \in \mathbb{N}
\]

with derivations extending those in \( \Delta \) on \( k \) and defined by \( \partial_i(\partial_1^{n_1} \cdots \partial_i^{n_i} \cdots \partial_m^{n_m} y_j) = \partial_1^{n_1} \cdots \partial_{i+1}^{n_{i+1}} \cdots \partial_m^{n_m} y_j \).
Definition 3.2 We say that a $\Delta$-field $k$ is differentially closed if for any $n$ and any set 
\[ \{P_1(y_1, \ldots, y_n), \ldots, P_r(y_1, \ldots, y_n), Q(y_1, \ldots, y_n) \} \subset k\{y_1, \ldots, y_n\}_\Delta, \] 
if the system 
\[ \{P_1(y_1, \ldots, y_n) = 0, \ldots, P_r(y_1, \ldots, y_n) = 0, Q(y_1, \ldots, y_n) \neq 0 \} \]
has a solution in some $\Delta$-field $K$ containing $k$, then it has a solution in $k$.

This notion was introduced by A. Robinson [40] and extensively developed by L. Blum [4] (in the ordinary differential case) and E.R. Kolchin [19] (who referred to these as constrainedly closed differential fields). More recent discussions can be found in [29] and [31].

A fundamental fact is that any $\Delta$-field $k$ is contained in a differentially closed differential field. In fact, for any such $k$ there is a differentially closed $\Delta$-field $\bar{k}$ containing $k$ such that for any differentially closed $\Delta$-field $K$ containing $k$, there is a differential $k$-isomorphism of $\bar{k}$ into $K$. Differentially closed fields have many of the same properties with respect to differential fields as algebraically closed fields have with respect to fields but there are some striking differences. For example, the differential closure of a field has proper subfields that are again differentially closed! For more information, the reader is referred to the above papers.

Example 3.1(bis) Let $k$ be a $\Delta = \{\partial_x, \partial_t\}$-field and let $k_0 = C_k^{\partial_x}$. Assume that $k_0$ is a differentially closed $\partial_t$-field and that $k = k_0(x)$ where $\partial_x x = 1$ and $\partial_t x = 0$. We again consider the differential equation
\[ \partial_x y = \frac{t}{x} y \]
and let $K = k(x^t, \log x)$ where $x^t, \log x$ are considered formally as algebraically independent elements satisfying $\partial_t(x^t) = (\log x)x^t$, $\partial_x(x^t) = \frac{1}{x} x^t$, $\partial_t(\log x) = 0$, $\partial_x(\log x) = \frac{1}{x}$. One can show that $C_K^{\partial_t} = k_0$ and that the Galois group is again
\[ \text{Gal}_\Delta(K/k) = \{a \in k_0^* \mid \partial_t(\frac{\partial_t(a)}{a}) = 0 \} . \]

Note that $\text{Gal}_\Delta(K/k)$ contains an element $a$ such that $\partial_t a \neq 0$ and $\partial_t(\frac{\partial_t(a)}{a}) = 0$. To see this, note that the $\{\partial_t\}$-field $k_0(u)$, where $u$ is transcendental over $k_0$ and $\partial_t u = u$ is a $\{\partial_t\}$-extension of $k_0$ containing such an element (e.g., $u$). The definition of differentially closed ensures that $k_0$ also contains such an element. This implies that $\log x$ is not left fixed by $\text{Gal}_\Delta(K/k)$. In fact, we will show in Section 4 that the following is a complete list of differential algebraic subgroups of $\text{Gal}_\Delta(K/k)$ and the corresponding $\Delta$-subfields of $K$:

| Field | Group |
|-------|-------|
| $k((x^t)^{\log x})$, $z \in \mathbb{N}_{>0}$ | $\{a \in k_0^* \mid a^n = 1 \} = \mathbb{Z}/n\mathbb{Z}$ |
| $k(\log x)$ | $\{a \in k_0^* \mid \partial_t a = 0$ and $\partial_t(\partial_t(a)/a) = 0 \}$ |
| $k$ | $\{a \in k_0^* \mid \partial_t(\partial_t(a)/a) = 0 \}$ |
We now turn to stating the Fundamental Theorem in the Galois Theory of Parameterized Linear Differential Equations. We need to give a formal definition of the kinds of groups that can occur and also of what takes the place of a Picard-Vessiot extension. This is done in the next two definitions.

**Definition 3.3** Let $k$ be a differentially closed $\Delta$-differential field.

1. A subset $X \subset k^n$ is said to be Kolchin-closed if there exists a set $\{f_1, \ldots, f_r\}$ of differential polynomials in $n$ variables such that $X = \{a \in k^n \mid f_1(a) = \ldots = f_r(a) = 0\}$.
2. A subgroup $G \subset \text{GL}_n(k) \subset k^{n^2}$ is a linear differential algebraic group if $G = X \cap \text{GL}_n(k)$ for some Kolchin-closed subset of $k^{n^2}$.

In the previous example, the Galois group was exhibited as a linear differential algebraic subgroup of $\text{GL}_1(k_0)$. For any linear algebraic group $G$, the group $G(k)$ is a linear differential algebraic group. Furthermore, the group $G(C^\Delta_k)$ of constant points of $G$ is also a linear differential algebraic group since it is defined by the (algebraic) equations defining $G$ as well as the (differential) equations stating that the entries of the matrices are constants. We will give more examples in the next section.

In the next definition, we will use the following conventions. If $F$ is a $\Delta = \{\partial_0, \partial_1, \ldots, \partial_m\}$-field, we denote by $C^0_F$ the $\partial_0$ constants of $F$, that is, $C^0_F = C^0_F(\partial_0) = \{c \in F \mid \partial_0 c = 0\}$. One sees that $C^0_F$ is a $\Pi = \{\partial_1, \ldots, \partial_m\}$-field. We will use the notation $k(z_1, \ldots, z_r)_\Delta$ to denote a $\Delta$-field containing $k$ and elements $z_1, \ldots, z_r$ such that no proper $\Delta$-field has this property, i.e., $k(z_1, \ldots, z_r)_\Delta$ is the field generated over $k$ by $z_1, \ldots, z_r$ and their higher derivatives.

**Definition 3.4** Let $k$ be a $\Delta = \{\partial_0, \partial_1, \ldots, \partial_m\}$-field and let

$$\partial_0 Y = AY$$

be a differential equation with $A \in \text{gl}_n(k)$.

1. A $\Delta$-extension $K$ of $k$ is a Parameterized Picard-Vessiot extension of $k$ (or, more compactly, a PPV-extension of $k$) if $K = k(z_{i,1}, \ldots, z_{i,n})_\Delta$ where

   (a) the $z_{i,j}$ are entries of a matrix $Z \in \text{GL}_n(K)$ satisfying $\partial_0 Z = AZ$, and
   (b) $C^0_K = C^0_k$, i.e., the $\partial_0$-constants of $K$ coincide with the $\partial_0$-constants of $k$.

2. The group $\text{Gal}_\Delta(K/k) = \{\sigma : K \to K \mid \sigma$ is a $k$-automorphism such that $\sigma \partial = \partial \sigma \; \forall \partial \in \Delta\}$ is called the Parameterized Picard-Vessiot Group (PPV-Group) associated with the PPV-extension $K$ of $k$.

We note that if $K$ is a PPV-extension of $k$ and $Z$ is as above then for any $\sigma \in \text{Gal}_\Delta(K/k)$ one has that $\partial_0(\sigma(Z)Z^{-1}) = 0$. Therefore we can identify each $\sigma \in \text{Gal}_\Delta(K/k)$ with a matrix in $\text{GL}_n(C^0_k)$. We can now state the Fundamental Theorem of Parameterized Picard-Vessiot Extensions.
Theorem 3.5 Let \( k \) be a \( \Delta = \{ \partial_0, \partial_1, \ldots, \partial_m \} \)-field and assume that \( C_0^k \) is a differentially closed \( \Pi = \{ \partial_1, \ldots, \partial_m \} \)-field. Let
\[
\partial_0 Y = AY
\]be a differential equation with \( A \in \text{gl}_n(k) \).

1. There exists a PPV-extension \( K \) of \( k \) associated with (4) and this is unique up to differential \( k \)-isomorphism.

2. The PPV-Group \( \text{Gal}_\Delta(K/k) \) equals \( G(C_0^k) \), where \( G \) is a linear differential algebraic group defined over \( C_0^k \).

3. The map that sends any \( \Delta \)-subfield \( F, k \subset F \subset K \), to the group \( \text{Gal}_\Delta(K/F) \) is a bijection between differential subfields of \( K \) containing \( k \) and Kolchin-closed subgroups of \( \text{Gal}_\Delta(K/k) \). Its inverse is given by the map that sends a Kolchin-closed group \( H \) to the field \( \{ z \in K \mid \sigma(z) = z \text{ for all } \sigma \in H \} \).

4. A Kolchin-closed subgroup \( H \) of \( \text{Gal}_\Delta(K/k) \) is a normal subgroup of \( \text{Gal}_\Delta(K/k) \) if and only if the field \( K^H \) is left set-wise invariant by \( \text{Gal}_\Delta(K/k) \). If this is the case, the map \( \text{Gal}_\Delta(K/k) \to \text{Gal}_\Delta(K^H/k) \) is surjective with kernel \( H \) and \( K^H \) is a PPV-extension of \( k \) with PPV-group isomorphic to \( \text{Gal}_\Delta(K/k)/H \). Conversely, if \( F \) is a differential subfield of \( K \) containing \( k \) and \( F \) is a PPV-extension of \( k \), then \( \text{Gal}_\Delta(F/K) \) is a normal subgroup of \( \text{Gal}_\Delta(K/k) \).

The proof of this result is virtually the same as for the corresponding result of Picard-Vessiot Theory. We give the details in Appendices 9.1-9.4.

We will give two simple applications of this theorem. For the first, let \( K \) be a PPV-extension of \( k \) corresponding to the equation \( \partial_0 Y = AY \) and let \( K = k\langle Z \rangle_\Delta \), where \( Z \in \text{GL}_n(K) \) and \( \partial_0 Z = AZ \). We now consider the field \( K^{PV}_A = k\langle Z \rangle \subset K \). Note that \( K^{PV}_A \) is not necessarily a \( \Delta \)-field but it is a \( \{ \partial_0 \} \)-field. One can easily see that it is a PV-extension for the equation \( \partial_0 Y = AY \) and that the PPV-group leaves it invariant and acts as \( \{ \partial_0 \} \)-isomorphisms. We therefore have an injective homomorphism of \( \text{Gal}_\Delta(K/k) \to \text{Gal}_\{\partial_0\}(K_A^{PV}/k) \), defined by restriction. We then have the following result

Proposition 3.6 Let \( k, C_0^k, K \) and \( K_A^{PV} \) be as above. Then:

1. When considered as ordinary \( \{ \partial_0 \} \)-fields, \( K_A^{PV} \) is a PV-extension of \( k \) with algebraically closed field \( C_0^k \) of \( \partial_0 \)-constants.

2. If \( \text{Gal}_\{\partial_0\}(K_A^{PV}/k) \subset \text{GL}_n(C_0^k) \) is the Galois group of the ordinary differential field \( K_A^{PV} \) over \( k \), then the Zariski closure of the Galois group \( \text{Gal}_\Delta(K/k) \) in \( \text{GL}_n(C_0^k) \) equals \( \text{Gal}_\{\partial_0\}(K_A^{PV}/k) \).
**Remark 3.7** One sees that the field $K^\mathrm{PV}_A$ is independent of the particular invertible solution $Z$ of $\partial_0 Y = AY$ used to generate $K$ (although the Galois groups are only determined up to conjugacy). On the other hand, $K^\mathrm{PV}_A$ does depend on the the equation $\partial_0 Y = AY$ and not just on the field $K$, that is if $K$ is a PPV-extension of $k$ for two different equations $\partial_0 Y = A_1 Y$ and $\partial_0 Y = A_2 Y$ with solutions $Z_1$ and $Z_2$ respectively, the fields $K^\mathrm{PV}_{A_1}$ and $K^\mathrm{PV}_{A_2}$ (and their respective PV-groups) may be very different. We will give an example of this in Remark 7.3.

Our second application is to characterize those equations $\partial_0 Y = AY$ whose PPV-groups are the set of $\Delta$-constant points of a linear algebraic group. We first make the following definition.

**Definition 3.8** Let $k$ be a $\Delta$-differential field and let $A \in \mathfrak{gl}_n(k)$. We say that $\partial_0 Y = AY$ is completely integrable if there exist $A_i \in \mathfrak{gl}_n(k)$, $i = 0, \ldots, n$ with $A_0 = A$ such that

$$\partial_j A_i - \partial_i A_j = A_j A_i - A_i A_j \quad \text{for all } i, j = 0, \ldots, n.$$ 

The latter conditions on the $A_i$ are the usual integrability conditions and motivate the nomenclature.

**Proposition 3.9** Let $k$ be a $\Delta$-differential field and assume that $k_0$ is a $\Pi$-differentially closed $\Pi$-field. Let $A \in \mathfrak{gl}_n(k)$ and let $K$ be a PPV-extension of $k$ for $\partial_0 Y = AY$. Finally, let $C = C^\Delta_k$.

1. There exists a linear algebraic group $G$ defined over $C$ such that $\Gal_{\Delta}(K/k)$ is conjugate to $G(C)$ if and only if $\partial_0 Y = AY$ is completely integrable. If this is the case, then $K$ is a PV-extension of $k$ corresponding to this integrable system.

2. If $A \in \mathfrak{gl}_n(C^\Pi_k)$, then $\Gal_{\Delta}(K/k)$ is conjugate to $G(C)$ for some linear algebraic group defined over $C$.

**Proof.** 1. Let $K = k \langle Z \rangle_{\Delta}$ where $Z \in \mathrm{GL}_n(K)$ satisfies $\partial_0 Z = AZ$. If the PPV-group is as described, then there exists a $B \in \mathrm{GL}_n(C^0_k)$ such that $B \Gal_{\Delta}(K/k) B^{-1} = G(C)$, $G$ an algebraic subgroup of $\mathrm{GL}_n(C^0_k)$, defined over $C$. Set $W = ZB^{-1}$. One sees that $\partial_0 W = AW$ and $K = k \langle W \rangle_{\Delta}$. A simple calculation shows that for any $i = 0, \ldots, n$, $\partial_i W \cdot W^{-1}$ is left fixed by all elements of the PPV-group. Therefore $\partial_i W = A_i W$ for some $A_i \in \mathfrak{gl}_n(k)$. Since the $\partial_i$ commute, one sees that the $A_i$ satisfy the integrability conditions.

Now assume that there exist $A_i \in \mathfrak{gl}_n(k)$ as above satisfying the integrability conditions. Let $K$ be a PV-extension of $k$ for the corresponding integrable system. From Lemma 9.9 in the Appendix, we know that $K$ is also a PPV-extension of $k$ for $\partial_0 Y = AY$. Let
\( \sigma \in \text{Gal}_\Delta(K/k) \) and let \( \sigma(Z) = ZD \) for some \( D \in \text{GL}_n(C^0_K) \). Since \( \partial_i Z \cdot Z^{-1} = A_i \in \text{GL}_n(k) \), we have that \( \sigma(\partial_i Z \cdot Z^{-1}) = \partial_i Z \cdot Z^{-1} \). A calculation then shows that \( \partial_i(D) = 0 \). Therefore \( D \in \text{GL}_n(C^\Delta_K) \). We now need to show that \( C^\Delta_K \subset C^0_K = C^0_k \). The final claim of part 1. is now clear.

2. Under the assumptions, the matrices \( A_0 = A, A_1 = 0, \ldots, A_n = 0 \) satisfy the integrability conditions, so the conclusion follows from Part 1. above.

If \( A \) has entries that are analytic functions of \( x, t_1, \ldots, t_m \), the fact that \( \text{Gal}_\Delta(K/k) = G(C) \) for some linear algebraic group does not imply that, for some open set of values \( \vec{\tau} = (\tau_1, \ldots, \tau_m) \) of \( (t_1, \ldots, t_m) \), the Galois group \( G_{\vec{\tau}} \) of the ordinary differential equation \( \partial_x Y = A(x, \tau_1, \ldots, \tau_m)Y \) is independent of the choice of \( \vec{\tau} \). We shall see in Section 5 that for equations with regular singular points we do have a constant Galois group (on some open set of parameters) if the PPV-group is \( G(C) \) for some linear algebraic group but the following shows that this is not true in general.

**Example 3.10** Let \( \Pi = \{ \partial_1 = \frac{\partial}{\partial \tau_1}, \partial_2 = \frac{\partial}{\partial \tau_2} \} \) and \( k_0 \) be a differentially closed \( \Pi \)-field containing \( C \). Let \( k = k_0(x) \) be a \( \Delta = \{ \partial_0 = \frac{\partial}{\partial x}, \partial_1, \partial_2 \} \)-field where \( \partial_0|_{k_0} = 0, \partial_0(x) = 1 \), and \( \partial_1, \partial_2 \) extend the derivations on \( k_0 \) and satisfy \( \partial_1(x) = \partial_2(x) = 0 \). The equation

\[
\frac{\partial Y}{\partial x} = A(x, t_1, t_2)Y = \begin{pmatrix} t_1 & 0 \\ 0 & t_2 \end{pmatrix} Y
\]

has solution

\[
Y = \begin{pmatrix} e^{t_1x} & 0 \\ 0 & e^{t_2x} \end{pmatrix}
\]

One easily checks that

\[
A_1 = \frac{\partial Y}{\partial t_1} Y^{-1} \in \text{gl}_2(k) \quad \text{and} \quad A_2 = \frac{\partial Y}{\partial t_2} Y^{-1} \in \text{gl}_2(k)
\]

so the Galois group associated to this equation is conjugate to \( G(C) \) for some linear algebraic group \( G \) (in fact \( G(C) = C^* \times C^* \)). Nonetheless, for fixed values \( \vec{\tau} = (\tau_1, \tau_2) \in C^2 \), the Galois group of \( \partial_0 Y = A(x, \tau_1, \tau_2)Y \) is \( G(C) \) if and only if the only rational numbers \( r_1, r_2 \) satisfying \( r_1 \tau_1 + r_2 \tau_2 = 0 \) are \( r_1 = r_2 = 0 \). The statement of the result is the same *mutatis mutandis* as the corresponding result in the usual Picard-Vessiot Theory (cf., [39], Ch. 1.5) and will be proved in the Appendix.
Definition 3.11 Let $k$ be a $\Delta = \{\partial_0, \ldots, \partial_m\}$-field. We say that a $\Delta$-field $L$ is a parameterized liouvillian extension of $k$ if $C^0_L = C^0_k$ and there exist a tower of $\Delta$-fields $k = L_0 \subset L_1 \subset \ldots \subset L_r$ such that $L_i = L_{i-1}(t_i)_{\Delta}$ for $i = 1 \ldots r$, where either

1. $\partial_0 t_i \in L_{i-1}$, that is $t_i$ is a parameterized integral (of an element of $L_{i-1}$), or

2. $t_i \neq 0$ and $\partial_0 t_i / t_i \in L_{i-1}$, that is $t_i$ is a parameterized exponential (of an integral of an element in $L_{i-1}$), or

3. $t_i$ is algebraic over $L_{i-1}$.

One then has the following result

Theorem 3.12 Let $k$ be a $\Delta$-field and assume that $C^0_k$ is a differentially closed $\Pi = \{\partial_1, \ldots, \partial_m\}$-field. Let $K$ be a PPV-extension of $k$ with PPV-group $G$. The following are equivalent

1. $G$ contains a solvable subgroup $H$ of finite index.

2. $K$ is a parameterized liouvillian extension of $k$.

3. $K$ is contained in a parameterized liouvillian extension of $k$.

4 Linear Differential Algebraic Groups

In this section we review some known facts concerning linear differential algebraic groups and give some examples of these groups. The theory of linear differential algebraic groups was initiated by P. Cassidy in [8] and further developed in [9, 10, 11, 12, 13]. The topic has also been addressed in [6], [21], [33], [35], [22], [46], and [47]. For a general overview see [7].

Let $k_0$ be a differentially closed $\Delta' = \{\partial_1, \ldots, \partial_m\}$-field and let $C = C^\Delta_{k_0}$. As we have already defined, a linear differential algebraic group is a Kolchin-closed subgroup of $\text{GL}_n(k_0)$. Although the definition is a natural generalization of the definition of a linear algebraic group there are many points at which the theories diverge. The first is that an affine differential algebraic group (a Kolchin-closed subset $X$ of $k_0^m$ with group operations defined by everywhere defined rational differential functions) need not be a linear differential algebraic group although affine differential algebraic groups whose group laws are given by differential polynomial maps are linear differential algebraic groups [8]. Other distinguishing phenomena will emerge as we examine some examples.

Differential Algebraic Subgroups of $\mathbf{G}_a^n$. The group $\mathbf{G}_a = (k_0, +)$ is naturally isomorphic to $\{ \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix} | a \in k_0 \}$ and, as such, has the structure of a linear differential algebraic group. Nonetheless we will continue to identify this group with $k_0$. The set $\mathbf{G}_a^n = (k_0^n, +)$
can also be seen to be a linear differential algebraic group. In ([8], Lemma 11), Cassidy shows that a subgroup \( H \) of \( G_a^n \) is a linear differential algebraic group if and only if \( H \) is the set of zeros of a set of linear homogeneous differential polynomials in \( k_0\{y_1, \ldots, y_n\} \).

In particular, when \( m = n = 1, \Delta' = \{\partial\} \), the linear differential algebraic subgroups of \( G_a \) are all of the form

\[
G_a^L(k_0) = \{ a \in G_a(k_0) \mid L(a) = 0 \}
\]

where \( L \) is a linear differential operator (i.e., an element of the ring \( k_0[\partial] \)) whose multiplication is given by \( \partial \cdot a = a\partial + \partial(a) \). The lattice structure of these subgroups is given by

\[
G_a^{L_1}(k_0) \subset G_a^{L_2}(k_0) \iff L_2 = L_3L_1 \text{ for some } L_3 \in k_0[\partial] .
\]

**Differential Algebraic Subgroups of \( G_m^n \)** These have been classified by Cassidy ([8], Ch.IV). We shall restrict ourselves to the case \( n = m = 1, \Delta' = \{\partial\} \), that is, differential algebraic subgroups of \( G_m(k_0) = \text{GL}_1(k_0) = k^*_0 \). Any such group is either

1. finite and cyclic, or
2. \( G_m^L = \{ a \in G_m(k_0) \mid L(\frac{\partial a}{a}) = 0 \} \) for some \( L \in k_0[\partial] \).

For example, if \( L = \partial \), the group

\[
G_a^\partial(k) = \{ a \in k_0^* \mid \partial(\frac{\partial a}{a}) = 0 \}
\]

is the PPV-group of the parameterized linear differential equation \( \partial x y = \frac{1}{x} y \) where \( \partial = \partial_t \).

Notice that the only proper differential algebraic subgroup of \( \{ a \in k_0 \mid \partial a = 0 \} \) is \( \{0\} \).

Therefore the only proper differential algebraic subgroups of \( G_a^\partial \) are either the finite cyclic groups, or \( G_m(C) \). This justifies the left column in the table given in Example 3.1(bis). The right column follows by calculation.

The proof that the groups of 1. and 2. are the only possibilities proceeds in two steps. The first is to show that if the group is not connected (in the Kolchin topology where closed sets are Kolchin-closed sets), it must be finite (and therefore cyclic). The second step involves the logarithmic derivative map \( l\partial : G_m(k_0) \to G_a(k_0) \) defined by

\[
l\partial(a) = \frac{\partial a}{a} .
\]

This map is a differential rational map (i.e., the quotient of differential polynomials) and is a homomorphism. Furthermore, it can be shown that the following sequence is exact

\[
(1) \to G_m(C) \to G_m(k_0) \overset{a \rightarrow \frac{\partial a}{a}}{\longrightarrow} G_a(k_0) \to (0) .
\]

The result then follows from the classification of differential subgroups of \( G_a(k_0) \). Note that in the usual theory of linear algebraic groups, there are no nontrivial rational homomorphisms from \( G_m \) to \( G_a \).
Semisimple Differential Algebraic Groups These groups have been classified by Cassidy in [13]. Buium [6] and Pillay [35] have given simplified proofs in the ordinary case (i.e., \( m = 1 \)). Buium’s proof is geometric using the notion of jet groups and Pillay’s proof is model theoretic and assumes from the start that the groups are finite dimensional (of finite Morely rank).

We say that a connected differential algebraic group is semisimple if it has no nontrivial Kolchin-connected, commutative subgroups. Let us start by considering semisimple differential algebraic subgroups \( G \) of \( \text{SL}_2(k_0) \). Let \( H \) be the Zariski-closure of such a group. If \( H \neq \text{SL}_2(k_0) \), then \( H \) is solvable (cf., [39], p.127) and so the same would be true of \( G \). Therefore \( G \) must be Zariski-dense in \( \text{SL}_2(k_0) \). In [8], Cassidy classified the Zariski-dense differential algebraic subgroups of \( \text{SL}_n(k_0) \). Let \( D \) be the \( k_0 \)-vector space of derivations spanned by \( \Delta' \).

**Proposition 4.1** Let \( G \) be a proper Zariski-dense differential algebraic subgroup of \( \text{SL}_n(k_0) \). Then there exists a finite set \( \Delta_1 \subset D \) of commuting derivations such that \( G \) is conjugate to \( \text{SL}_n(C^{\Delta_1}_{k_0}) \), the \( \Delta_1 \)-constant points of \( \text{SL}_n(k_0) \).

Note that in the ordinary case \( m = 1 \), we can restate this more simply: A proper Zariski-dense subgroup of \( \text{SL}_n(k_0) \) is conjugate to \( \text{SL}_n(C) \). A complete classification of differential subgroups of \( \text{SL}_2 \) is given in [47]. The complete classification of semisimple differential algebraic groups is given by the following result. By a Chevalley group, we mean a connected simple \( \mathbb{Q} \)-group containing a maximal torus diagonalizable over \( \mathbb{Q} \).

**Proposition 4.2** Let \( G \) be a Kolchin-connected semisimple linear differential algebraic group. Then there exist finite subsets of commuting derivations \( \Delta_1, \ldots, \Delta_r \) of \( D \), Chevalley groups \( H_1, \ldots, H_r \) and a differential isogeny \( \sigma : H_1(C^{\Delta_1}_{k_0}) \times \cdots \times H_r(C^{\Delta_r}_{k_0}) \rightarrow G \).

5 Isomonodromic Families

In this section we shall describe how isomonodromic families of linear differential equations fit into this theory of parameterized linear differential equations. We begin with some definitions and follow the exposition of Sibuya [44], Appendix 5.3. Let \( \mathcal{D} \) be an open subset of the Riemann sphere (for simplicity, we assume that the point at infinity is not in \( \mathcal{D} \)) and let \( \mathcal{D}(\vec{\tau}, \vec{\rho}) = \prod_{h=1}^{p} D(\tau_h, \rho_h) \) where \( \vec{\tau} = (\tau_1, \ldots, \tau_p) \in \mathbb{C}^p \) and \( D(\tau_h, \rho_h) \) is the open disk in \( \mathbb{C} \) of radius \( \rho_h \) centered at the point \( \tau_h \). We denote by \( \mathcal{O}(\mathcal{D} \times \mathcal{D}(\vec{\tau}, \vec{\rho})) \) the ring of functions \( f(x, \vec{t}) \) holomorphic on \( \mathcal{D} \times \mathcal{D}(\vec{\tau}, \vec{\rho}) \). Let \( A(x, \vec{t}) \in \text{gl}_n(\mathcal{O}(\mathcal{D} \times \mathcal{D}(\vec{\tau}, \vec{\rho})) \) and consider the differential equation

\[
\frac{\partial W}{\partial x} = A(x, \vec{t})W
\]  

\(^2\)One need not assume that \( G \) is linear since Pillay [33] showed that a semisimple differential algebraic group is differentially isomorphic to a linear differential algebraic group.

\(^3\)The presentation clearly could be cast in the language of vector bundles (see [2], [3], [25], [26]) but the approach presented here is more in the spirit of the rest of the paper.
Definition 5.1 A system of fundamental solutions of (E) is a collection of pairs \( \{D(x_j, \vec{r}_j), W(x, \vec{t})\} \)

such that

1. the disks \( D(x_j, \vec{r}_j) \) cover \( \mathcal{D} \)

2. for each \( \vec{t} \in \mathcal{D}(\vec{r}, \vec{r}) \) the \( W_j(x, \vec{t}) \in \text{GL}_n(\mathcal{O}(D(x_j, \vec{r}_j) \times \mathcal{D}(\vec{r}, \vec{r})) \) are solutions of (E).

We define \( C_{i,j}(\vec{t}) = W_i(x, \vec{t})^{-1}W_j(x, \vec{t}) \) whenever \( D(x_i, \vec{r}_i) \cap D(x_j, \vec{r}_j) \neq \emptyset \) and refer to these as the connection matrices of the system of fundamental solutions.

Definition 5.2 The differential equation (E) is isomonodromic on \( \mathcal{D} \times \mathcal{D}(\vec{r}, \vec{r}) \) if there exists a system \( \{D(x_j, \vec{r}_j), W_j(x, \vec{t})\} \) of fundamental solutions such that the connection matrices \( C_{i,j}(\vec{t}) \) are independent of \( \vec{t} \).

We note that for a differential equation that is isomonodromic in the above sense, the monodromy around any path is independent of \( t \) as well. To see this let \( \gamma \) be a path in \( \mathcal{D} \) beginning and ending at \( x_0 \) and let \( D(x_1, \vec{r}_1), \ldots, D(x_s, \vec{r}_s), D(x_1, \vec{r}_1) \) be a sequence of disks covering the path so that \( D(x_i, \vec{r}_i) \cap D(x_{i+1}, \vec{r}_{i+1}) \neq \emptyset \) and \( x_0 \in D(x_1, \vec{r}_1) \). If one continues \( W_1(x_1, \vec{t}) \) around the path then the resulting matrix \( \tilde{W} = W_1(x_1, \vec{t})C_{1,s}C_{s,s-1} \ldots C_{2,1} \). By assumption, the monodromy matrix \( C_{1,s}C_{s,s-1} \ldots C_{2,1} \) is independent of \( \vec{t} \).

For equations with regular singular points, the monodromy group is Zariski dense in the PV-group. The above comments therefore imply that for an isomonodromic family, there is a nonempty open set of parameters such that for these values the PV-group is constant as the parameters vary in this set. As Sibuya points out, it is not clear if the reverse implication is true in general (although it is true in special cases [5]).

With these definitions, Sibuya shows ([44], Theorem A.5.2.3)

Proposition 5.3 The differential equation (E) is isomonodromic on \( \mathcal{D} \times \mathcal{D}(\vec{r}, \vec{r}) \) if and only if there exist \( p \) matrices \( B_h(x, \vec{t}) \in \text{gl}_n(\mathcal{O}(\mathcal{D} \times \mathcal{D}(\vec{r}, \vec{r})) \) such that the system

\[
\begin{align*}
\frac{\partial W}{\partial x} &= A(x, \vec{t})W \\
\frac{\partial W}{\partial t_h} &= B_h(z, \vec{t})W \quad (h = 1, \ldots, p)
\end{align*}
\]

(6) is completely integrable.

Some authors use the existence of matrices \( B_i \) as in Proposition 5.3 as the definition of isomonodromic (cf., [25]). Sibuya goes on to note that if \( A(x, \vec{t}) \) is rational in \( x \) and if the differential equation has only regular singular points, then the \( B_h(x, \vec{t}) \) will be rational in \( x \) as well (without the assumption of regular singular points one cannot conclude that the \( B_i \) will be rational in \( x \).) This observation leads to the next proposition.
For any open set $U \subset \mathbb{C}^p$, let $\mathcal{M}(U)$ be the field of functions meromorphic on $U$. Note that $\mathcal{M}(U)$ is a $\Pi = \{\frac{\partial}{\partial t_1}, \ldots, \frac{\partial}{\partial t_p}\}$-field. If $U' \subset U$ then there is a natural injection of $\text{res}_{U'\setminus U} : \mathcal{M}(U) \to \mathcal{M}(U')$. We shall need the following result of Seidenberg [42, 43]: Let $U$ be an open subset of $\mathbb{C}^p$ and let $F$ be a $\Pi$-subfield of $\mathcal{M}(U)$ containing $\mathbb{C}$. If $E$ is a $\Pi$-field containing $F$ and finitely generated (as a $\Pi$-field) over $\mathbb{Q}$, then there exists a nonempty open set $U' \subset U$ and an isomorphism $\phi : E \to \mathcal{M}(U)$ such that $\phi|_F = \text{res}_{U'\setminus U}$.

Let $A(x, \vec{t})$ be as above, assume the entries of $A$ are rational in $x$ and let $F$ be the $\Pi$-field generated by the coefficients of powers of $x$ that appear in the entries of $A$. Let $k_0$ be the differential closure of $F$. We consider $k = k_0(x)$ to be a $\Delta = \{\frac{\partial}{\partial x}, \frac{\partial}{\partial t_1}, \ldots, \frac{\partial}{\partial t_p}\}$-field in the obvious way. Given open subsets $U_1 \subset U_2$ of the Riemann Sphere, we say that $u_1$ is a punctured subset of $U_2$ if there exist a finite number of disjoint closed disks $D_1, \ldots D_r \subset U_2$ such that $U_1 = U_2 \setminus (\bigcup_{i=1}^r D_i)$.

**Proposition 5.4** Let $A(x, \vec{t}), k_0$ and $k$ be as above. Assume that the differential equation

$$\frac{\partial W}{\partial x} = A(x, \vec{t})W \tag{7}$$

has only regular singular points. Then this equation is isomonodromic on $D' \times U$, for some nonempty, open $U \subset D(\vec{\tau}, \vec{r})$ and $D'$ a punctured subset of $D$ if and only if the PPV-group of this equation over $k$ is of the form $G(\mathbb{C})$ for some linear algebraic group $G$ defined over $\mathbb{C}$. In this case, the monodromy group of $(7)$ is independent of $\vec{t} \in U$.

**Proof.** Assume that $(7)$ is isomonodromic. Proposition 5.3 and the comments after it ensure that we can complete $(7)$ to a completely integrable system $(\mathbf{8})$, where the $B_i(x, \vec{t})$ are rational in $x$. The fact that this is a completely integrable system is equivalent to the coefficients of the powers of $x$ appearing in the entries of the $B_i$ satisfying a system $\mathcal{S}$ of $\Pi$-differential equations with coefficients in $k_0$. Since this system has a solution and $k_0$ is differentially closed, the system must have a solution in $k_0$. Therefore we may assume that the $B_i \in \text{gl}_n(k)$. An application of Proposition 5.3.1 yields the conclusion.

Now assume that the PPV-group is $G(\mathbb{C})$ for some linear algebraic group $G$. Proposition 3.9.1 implies that we can complete $(7)$ to a completely integrable system $(\mathbf{10})$ where the $B_i(x, \vec{t})$ are in $\text{gl}_n(k)$. Let $E$ be the $\Pi$-field generated by the coefficients of powers of $x$ appearing in the entries of $A$ and the $B_i$. By the result of Seidenberg referred to above, there is a nonempty open set $U \subset D(\vec{\tau}, \vec{r})$ such that these coefficients can be assumed to be analytic on $U$. The matrices $B_i$ have entries that are rational in $x$ and so may have poles (depending on $\vec{t}$) in $D$. By shrinking $U$ if necessary and replacing $D$ with a punctured subset $D'$ of $D$, we can assume that $A$ and the $B_i$ have entries that are holomorphic in $D' \times U$. We now apply Proposition 5.3 to reach the conclusion. \[\square\]
6 Second Order Systems

In this section we will apply the results of the previous four sections to give a classification of parameterized second order systems of linear differential equations. We will first consider the case of second order parameterized linear equations depending on only one parameter.

Proposition 6.1 Let $k$ be a $\Delta = \{\partial_0, \partial_1\}$-field, assume that $k_0 = C^0_k$ is a differentially closed $\Pi = \{\partial_1\}$-field and let $C = C^\Delta_k$. Let $A \in \text{sl}_2(k)$ and let $K$ be the PPV-extension corresponding to the differential equation

$$\partial_0 Y = AY.$$  

(8)

Then, either

1. $\text{Gal}_\Delta(K/k)$ equals $\text{SL}_2(k_0)$, or

2. $\text{Gal}_\Delta(K/k)$ contains a solvable subgroup of finite index and $K$ is a parameterized liouvillian extension of $k$, or

3. $\text{Gal}_\Delta(K/k)$ is conjugate to $\text{SL}_2(C)$ and there exist $B_1 \in \text{SL}_2(k)$ such that the system

$$\begin{align*}
\partial_0 Y &= AY \\
\partial_1 Y &= B_1 Y
\end{align*}$$

is an integrable system.

Proof. Let $Z \in \text{GL}_2(k)$ be a fundamental solution matrix of (8) and let $z = \det Z$. We have that $\partial_0 z = (\text{trace} A) z$ (Exercise 1.14.5), so $z \in k_0$. For any $\sigma \in \text{Gal}_\Delta(K/k)$, $z = \sigma(z) = \det \sigma \cdot z$ so $\det \sigma = 1$. Therefore, $\text{Gal}_\Delta \subset \text{SL}_2(k_0)$. Let $G$ be the Zariski-closure of $\text{Gal}_\Delta(K/k)$. If $G \neq \text{SL}_2(k_0)$, then $G$ has a solvable subgroup of finite index and so the same holds for $\text{Gal}_\Delta(K/k)$. Therefore, 2. holds. If $G = \text{SL}_2(k_0)$, then 1. holds. If $G = \text{SL}_2(k)$ and $G \neq \text{Gal}_\Delta(K/k)$, then Proposition 4.1 and the discussion immediately following it imply that there is a $B \in \text{SL}_2(k_0)$ such that $B\text{Gal}_\Delta(K/k)B^{-1} = \text{SL}_2(C)$. Proposition 3 then implies that the parameterized equation $\partial_0 Y = AY$ is completely integrable, yielding conclusion 3.\hfill \blacksquare

If the entries of $A$ are functions of $x$ and $t$, analytic in some domain and rational in $x$, we can combine the above proposition with Proposition 5.4 to yield the next corollary. Let $D$ be an open region on the Riemann Sphere and $D(\tau_0, \rho_0)$ be the open disk of radius $\rho_0$ centered at $\tau_0$ in $\mathbb{C}$. Let $O(D \times D(\tau_0, \rho_0))$ be the ring of functions holomorphic in $D \times D(\tau_0, \rho_0)$ and let $A(t, x) \in \text{sl}_2(O(D \times D(\tau_0, \rho_0)))$ and assume that $A(x, t)$ is rational in $x$. Let $\Delta = \{\partial_0 = \frac{\partial}{\partial x}, \partial_1 = \frac{\partial}{\partial t}\}$ and $\Pi = \{\partial_1\}$. Let $k_0$ be a differentially closed $\Pi$-field containing the coefficients of powers of $x$ appearing in the entries of $A$ and let $k = k_0(x)$ be the $\Delta$-field gotten by extending $\partial_1$ via $\partial_1(x) = 0$ and defining $\partial_0$ to be zero on $k_0$ and $\partial_1(x) = 1$. 19
Corollary 6.2 Let $k_0, k, A(t, x)$ be as above and let $K$ be the PV-extension associated with
\[
\frac{\partial Y}{\partial x} = A(x, t)Y.
\]
(9)

Then, either

1. $\text{Gal}_\Delta(K/k) = \text{SL}_2(k_0)$, or

2. $\text{Gal}_\Delta(K/k)$ contains a solvable subgroup of finite index and $K$ is a parameterized liouvillian extension of $k$, or

3. equation (9) is isomonodromic on $D' \times U$ where $D'$ is a punctured subset of $D$ and $U$ is an open subset of $D(\tau_0, \rho_0)$.

We can also state a result similar to Proposition 6.1 for parameterized linear equations having more than one parameter. We recall that if $k_0$ is a $\Pi = \{\partial_1, \ldots, \partial_m\}$-field, we denote by $D$ the $k_0$-vector space of derivations spanned by $\Pi$.

Proposition 6.3 Let $k$ be a $\Delta = \{\partial_0, \ldots, \partial_m\}$-field, assume that $k_0 = C^0_k$ is a differentially closed $\Pi = \{\partial_1, \ldots, \partial_m\}$-field and let $C = C^\Delta_k$. Let $A \in \text{sl}_2(k)$ and let $K$ be the PPV-extension corresponding to the differential equation
\[
\partial_0 Y = AY.
\]

Then, either

1. $\text{Gal}_\Delta(K/k) = \text{SL}_2(k_0)$, or

2. $\text{Gal}_\Delta(K/k)$ contains a solvable subgroup of finite index and $K$ is a parameterized liouvillian extension of $k$, or

3. $\text{Gal}_\Delta(K/k)$ is a proper Zariski-dense subgroup of $\text{SL}_2(k_0)$ and there exist

   (a) a commuting $k_0$-basis $\{\partial'_1, \ldots, \partial'_m\}$ of $D$ and

   (b) an integer $r, 1 \leq r \leq m$ and elements $B_i \in \text{gl}_2(k), i = 1, \ldots r$,

such that the system
\[
\partial_0 Y = AY
\]
\[
\partial'_1 Y = B_1 Y
\]
\[
\vdots
\]
\[
\partial'_r Y = B_r Y
\]
is an integrable system.
Proof. The proof begins in the same way as that for Proposition 6.1 and Cases 1 and 2 are the same. If neither of these hold, then \( \text{Gal}_\Delta(K/k) \) is a proper Zariski-dense subgroup of \( \text{SL}_2(k_0) \) and so by Proposition 4.1 there exist commuting derivations \( \Delta' = \{ \partial'_1, \ldots, \partial'_r \} \subset \mathbb{D} \) such that \( \text{Gal}_\Delta(K/k) \) is conjugate to \( \text{SL}_2(C_0^{\Delta'}) \). We may assume that the \( \partial'_i \) are \( k_0 \) independent. Proposition 7 of Chapter 0 of [21] implies that we can extend \( \Delta' \) to a commuting basis of \( D \). After conjugation by an element \( B \in \text{GL}_2(k) \), we can assume that the PPV-group is \( \text{SL}_2(C_0^{\Delta'}) \). A calculation shows that \( (\partial'_i Y)Y^{-1} \) is left invariant by this group for \( i = 1, \ldots, r \) and the conclusion follows.

The third case of the previous proposition can be stated informally as: After a change of variables in the parameter space, the parameterized differential equation is completely integrable with respect to \( x \) and a subset of the new parameters.

7 Inverse Problem

The general inverse problem can be stated as: Given a differential field, which groups can occur as Galois groups of PPV-extensions of this field? We have no definitive results but will give two examples in this section.

Example 7.1 Let \( k \) be a \( \Delta = \{ \partial_0, \partial_1 \} \)-field with \( k_0 = C_k^{(\partial_0)} \) differentially closed and \( k = k_0(x), \partial_0(x) = 1, \partial_1(x) = 0 \). We wish to know: Which subgroups \( G \) of \( G_k^{(\partial_0)}(k_0) \) are Galois groups of PPV-extensions of \( k \)? The answer is that all proper differential algebraic subgroups of \( G_k^{(\partial_0)}(k_0) \) appear in this way but \( G_k^{(\partial_0)}(k_0) \) itself cannot be the Galois group of a PPV-extension \( K \) of \( k \).

We begin by showing that \( G_k^{(\partial_0)}(k_0) \) cannot be the Galois group of a PPV-extension \( K \) of \( k \). In Section 9.4 we show that \( K \) is the differential function field of a \( G \)-torsor. If \( G = G_k^{(\partial_0)}(k_0) \), then the Corollary to Theorem 4 of Chapter VII.3 of [21] implies that this torsor is trivial and so \( K = k\langle z \rangle_\Delta \) where \( \sigma(z) = z + c_\sigma \) for all \( \sigma \in G_k^{(\partial_0)}(k_0) \). This further implies that \( \partial_0(z) = a \) for some \( a \in k \). Since \( k = k_0(x) \) and \( k_0 \) is algebraically closed, we may write

\[
a = P(x) + \sum_{i=1}^{r} \left( \sum_{j=1}^{s_i} \frac{b_{i,j}}{(x-c_i)^j} \right)
\]

where \( P(x) \) is a polynomial with coefficients in \( k_0 \) and the \( b_{i,j}, c_i \in k_0 \). Furthermore, there exists an element \( R(x) \in k \) such that

\[
\partial_0(t - R(x)) = \sum_{i=1}^{r} \frac{b_{i,1}}{(x-c_i)}
\]

so after such a change, we may assume that

\[
a = \sum_{i=1}^{r} \frac{b_i}{x-c_i}
\]
for some $b_i, c_i \in k_0$.

We shall show that the Galois group of $K$ over $k$ is

\[ \{ z \in k_0 \mid L(z) = 0 \} \]

where $L$ is the linear differential equation in $k[\partial_1]$ whose solution space is spanned (over $C$) by \{ $b_1, b_2, \ldots, b_r$ \}. In particular, the group $G_a(k_0)$ is not a Galois group of a PPV-extension of $k$.

To do this form a new PPV-extension $F = k_0(\partial_1 \cdots \partial_r)\Delta$ where $\partial_0 z_i = \frac{1}{x - c_i}$. Clearly, there exists an element $w = \sum_{i=1}^r b_i z_i \in F$ such that $\partial_0 w = a$. Therefore we can consider $K$ as a subfield of $F$. A calculation shows that $\partial_0 (\partial_1 z_i - \frac{\partial_0 z_i}{x - c_i}) = 0$ so $\partial_1 z_i \in k$. Therefore Proposition 3.9 implies that the PPV-group $\text{Gal}_\Delta(F/k)$ is of the form $G(C)$ for some linear algebraic group $G$ and that $F$ is a PV-extension of $k$. The Kolchin-Ostrowski Theorem ([20], p. 407) implies that the algebraic group $\text{Gal}_\Delta(\partial_0) = \gamma$ satisfies the above equation ($\gamma$ is not a Galois group of a PPV-extension of $k$).

We now show that any proper differential algebraic subgroup $H$ of $G_a(C)$ is the PPV-group of a PPV-extension of $k$. As stated in Section 4, $H = \{ a \in G_a(k_0) \mid L(a) = 0 \}$ for some linear differential operator $L$ with coefficients in $k_0$. Since $k_0$ is differentially closed, there exist $b_1, \ldots, b_m \in k_0$ linearly independent over $C = C^d_k$ that span the solution space of $L(Y) = 0$. Let

\[ a = \sum_{i=1}^m \frac{b_i}{x - i} \]

The calculation above shows that the PPV-group of the PPV-extension of $k$ for $\partial_0 y = a$ is $H$.

The previous example leads to the question: Find a $\Delta$-field $k$ such that $G_a(k_0)$ is a Galois group of a PPV-extension of $k$. We do this in the next example.

**Example 7.2** Let $k$ be a $\Delta = \{ \partial_0, \partial_1 \}$-field with $k_0 = C_k^{(\partial_0)}$ differentially closed and $k = k_0(x, \log x, x^{t-1}e^{-x}), \partial_0(x) = 1, \partial_0(\log x) = \frac{1}{x}, \partial_0(x^{t-1}e^{-x}) = \frac{t-x-1}{x}x^{t-1}e^{-x}, \partial_1(x) = \partial_1(\log x) = 0, \partial_1(x^{t-1}e^{-x}) = (\log x)x^{t-1}e^{-x}$. Consider the differential equation

\[ \partial_0 y = x^{t-1}e^{-x} \]

and let $K$ be the PPV-extension of $k$ for this equation. We may write $K = k(\gamma)\Delta$, where $\gamma$ satisfies the above equation ($\gamma$ is known as the *incomplete Gamma function*). We have
that \( K = k(\gamma, \partial_1 \gamma, \partial^2 \gamma, \ldots) \). In [18], the authors show that \( \gamma, \partial_1 \gamma, \partial^2 \gamma, \ldots \) are algebraically independent over \( k \). Therefore, for any \( c \in \mathbf{G}_a(k_0) \), \( \partial^i_1 \gamma \mapsto \partial^i_1 \gamma + \partial^i c, \ i = 0, 1, \ldots \) defines an element of \( \text{Gal}_\Delta(K/k) \). Therefore \( \text{Gal}_\Delta(K/k) = \mathbf{G}_a(k_0) \).

Over \( k_0(x) \), \( \gamma \) satisfies
\[
\frac{\partial^2 \gamma}{\partial x^2} - \frac{t - 1 - x}{x} \frac{\partial \gamma}{\partial x} = 0
\]
and one can furthermore show that the PPV-group over \( k_0(x) \) of this latter equation is
\[
H = \left\{ \begin{pmatrix} 1 & a \\ 0 & b \end{pmatrix} \mid a \in k_0, b \in k_0^*, \partial_1 (\frac{\partial b}{b}) = 0 \right\}
\]
where \( \mathbf{G}_m^{\partial_1} = \{ b \in k_0^* \mid \partial_1 (\frac{\partial b}{b}) = 0 \} \).

**Remark 7.3** We can use the previous example to exhibit two equations \( \partial_0 Y = A_1 Y \) and \( \partial_0 Y = A_2 Y \) having the same PPV-extension \( K \) of \( k \) but such that \( K_{A_1}^{\text{PPV}} \neq K_{A_2}^{\text{PPV}} \) and that these latter PV-extensions have different PV-groups (cf., Remark 3.7). Let \( k \) and \( \gamma \) be as in the above example and let
\[
A_1 = \begin{pmatrix} 0 & x^{i-1} e^{-x} \\ 0 & 0 \end{pmatrix} \quad A_2 = \begin{pmatrix} 0 & x^{i-1} e^{-x} (\log x) x^{i-1} e^{-x} \\ 0 & 0 & 0 \end{pmatrix}.
\]
We have that
\[
Z_1 = \begin{pmatrix} 1 & \gamma \\ 0 & 1 \end{pmatrix} \quad Z_2 = \begin{pmatrix} 1 & \partial_1 (\gamma) \\ 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}
\]
satisfy \( \partial_0 Z_1 = A_1 Z_1 \) and \( \partial_0 Z_2 = A_2 Z_2 \). \( K \) is the PPV-extension associated with either equation and the Galois group \( \text{Gal}_\Delta(K/k) \) is \( \mathbf{G}_a(k_0) \). We have that \( K_{A_1}^{\text{PPV}} = k(\gamma) \neq K_{A_2}^{\text{PPV}} = k(\gamma, \partial_0 \gamma) \) since \( \gamma \) and \( \partial_1 \gamma \) are algebraically independent over \( k \). With respect to the first equation, \( \text{Gal}_\Delta(K/k) \) is represented in \( \text{GL}_2(k_0) \) as
\[
\left\{ \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} \mid c \in k_0 \right\}
\]
and with respect to the second equation \( \text{Gal}_\Delta(K/k) \) is represented in \( \text{GL}_3(k_0) \) as
\[
\left\{ \begin{pmatrix} 1 & c & \partial_1 (c) \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mid c \in k_0 \right\}.
\]
The image of \( \mathbf{G}_a(k_0) \) in \( \text{GL}_2(k_0) \) is Zariski-closed while the Zariski closure of the image of \( \mathbf{G}_a(k_0) \) in \( \text{GL}_3(k_0) \) is
\[
\left\{ \begin{pmatrix} 1 & c & d \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mid c, d \in k_0 \right\}.
\]
As algebraic groups, the first group is just \( \mathbf{G}_a(k_0) \) and the second is \( \mathbf{G}_a(k_0) \times \mathbf{G}_a(k_0) \).
8 Final Comments

Other Galois Theories In [36], Pillay proposes a Galois theory that extends Kolchin’s Galois theory of strongly normal extensions. We will explain the connections to our results.

Let $k$ be a differential field and $K$ a Picard-Vessiot extension of $k$. $K$ has the following property: for any differential extension $E$ of $K$ and any differential $k$-isomorphism $\phi$ of $K$ into $E$, we have that $\phi(K) \cdot C = K \cdot C$, where $C$ is the field of constants of $E$. Kolchin has shown ([20], Chapter VI) this is the key property for developing a Galois theory. In particular, he defines a finitely generated differential field extension $K$ of $k$ to be strongly normal if for any differential extension $E$ of $K$ and any differential $k$-isomorphism of $K$ into $E$, we have that

(1) $\phi(K)\langle C \rangle = K\langle C \rangle$, where $C$ are the constants of $E$ and

(2) $\phi$ leaves each of the constants of $K$ fixed.

For such fields, Kolchin shows that the differential Galois group of $K$ over $k$ has the structure of an algebraic group and that the usual Galois correspondence holds.

In [30, 34, 36, 37] Pillay considers ordinary differential fields and generalizes this theory. The key observation is that the condition (1) can be restated as

(1') $\phi(K)\langle X(E) \rangle = K\langle X(E) \rangle$,

where $X$ is the differential algebraic variety defined by the equation $\partial Y = 0$ and $X(E)$ are the $E$-points of $X$. For $X$, any differential algebraic variety defined over $k$ (or more generally, any Kolchin-constructible set), Pillay defines a differential extension $K$ to be an $X$-strongly normal extension of $k$ if for any differential extension $E$ of $K$ and any differential $k$-isomorphism of $K$ into $E$ we have that equation (1') holds and that (2) is replaced by technical (but important) other conditions. Pillay then uses model theoretic tools to show that for these extensions, the Galois group is a finite dimensional differential algebraic group (note that in the PPV-theory, infinite dimensional differential algebraic groups can occur, e.g., $G_a$). The finite dimensionality results from the fact that the underlying differential fields are ordinary differential fields and that finite sets of elements in the differential closure of an ordinary differential field generate fields of finite transcendence degree (a fact that is no longer true for partial differential fields). Because of this, Pillay was able to recast his theory in [37] in the language of subvarieties of certain jet spaces. If one generalizes Pillay’s definition of strongly normal to allow partial differential fields with derivations $\Delta$ and takes for $X$ the differential algebraic variety defined by $\{\partial_Y = 0 \mid \partial \in \Pi\}$ where $\Pi \subset \Delta$, then this definition would include PPV-extensions. Presumably the techniques of [36] can be used to prove many of these results as well. Nonetheless, we feel that a description of the complete situation for PPV-fields is sufficiently self contained as to warrant an independent exposition.

Landesman [23] has been generalizing Kolchin’s Galois theory of strongly normal extensions to differential fields having a designated subset of derivations acting as parametric
derivations. When this is complete, many of our results should follow as a special case of his results.

Umemura [50, 52, 51, 53, 48, 49] has proposed a Galois theory for general nonlinear differential equations. Instead of Galois groups, he uses Lie algebras to measure the symmetries of differential fields. Malgrange [28, 27] has proposed a Galois theory of differential equations where the role of the Galois group is taken by certain groupoids. Both Umemura and Malgrange have indicated to us that their theories can analyze parameterized differential equations as well.

**Future Directions** There are many questions suggested by the results presented here and we indicate a few of these.

1. Deligne [15, 14] (see also [39]) has shown that the usual Picard-Vessiot theory can be presented in the language of Tannakian Categories. Can one characterize in a similar way the category of representations of linear differential algebraic groups and use this to develop the Parameterized Picard-Vessiot theory?

2. How does the parameterized monodromy sit inside the parameterized Picard-Vessiot groups? To what extent can one extend Ramis’ characterization of the local Galois groups to the parameterized case?

3. Can one develop algorithms to determine the Galois groups of parameterized linear differential equations. Sit [47] has classified the differential algebraic subgroups of $\text{SL}_2$. Can this classification be used to calculate Galois groups of second order parameterized differential equations in analogy to Kovacic’s algorithm for second order linear differential equations?

4. Characterize those linear differential algebraic groups that appear as Galois groups of $k_0(x)$ where $k_0$ is as in Example 7.1

9 **Appendix**

In this Appendix, we present proofs of results that imply Theorem 3.5 and Theorem 3.12. In Section 3, Theorem 3.5 is stated for a parameterized system of *ordinary* linear differential equations but it is no harder to prove an analogous result for parameterized integrable systems of linear partial differential equations and we do this in this appendix. The first section contains a discussion of *constrained extensions*, a concept needed in the proof of the existence of PPV-extensions. In the next three sections, we prove results that simultaneously imply Theorem 2.1 and Theorem 3.3. The proofs are almost, word-for-word, the same as the proofs of the corresponding result for PV-extensions ([38], Ch. 1) once one has taken into account the need for subfields of constants to be differentially closed. Nonetheless we include the proofs for the convenience of the reader. The final section contains a proof of Theorem 5.12.
9.1 Constrained Extensions

Before turning to the proof of Theorem 3.5, we shall need some more facts concerning differentially closed fields (see Definition 3.2). If $k \subset K$ are $\Delta$-fields and $\eta = (\eta_1, \ldots, \eta_r) \in K^r$, we denote by $k\{\eta\}_\Delta$ (resp. $k\langle\eta\rangle_\Delta$) the $\Delta$-ring (resp. $\Delta$-field) generated by $k$ and $\eta_1, \ldots, \eta_r$, that is, the ring (resp. field) generated by $k$ and all the derivatives of the $\eta_i$. We shall denote by $k\{y_1, \ldots, y_n\}_\Delta$ the ring of differential polynomials in $n$ variables over $k$ (cf., Section 3). A $k$-$\Delta$-isomorphism of $k\{\eta\}_\Delta$ is a $k$-isomorphism $\sigma$ such that $\partial \sigma = \partial \sigma$ for all $\partial \in \Delta$.

**Definition 9.1** ([20], Ch. III.10; [19]) Let $k \subset K$ be $\Delta$-fields.

1. We say that a finite family of elements $\eta = (\eta_1, \ldots, \eta_r) \subset K^r$ is constrained over $k$ if there exist differential polynomials $P_1, \ldots, P_s, Q \in k\{y_1, \ldots, y_r\}_\Delta$ such that
   
   (a) $P_1(\eta_1, \ldots, \eta_r) = \ldots = P_s(\eta_1, \ldots, \eta_r) = 0$ and $Q(\eta_1, \ldots, \eta_r) \neq 0$, and
   
   (b) for any $\Delta$-field $E, k \subset E$, if $(\zeta_1, \ldots, \zeta_r) \in E^r$ and $P_1(\zeta_1, \ldots, \zeta_r) = \ldots = P_1(\zeta_1, \ldots, \zeta_r) = 0$ and $Q(\zeta_1, \ldots, \zeta_r) \neq 0$, then the map $\eta_i \mapsto \zeta_i$ induces a $k$-$\Delta$-isomorphism of $k\{\eta_1, \ldots, \eta_r\}_\Delta$ with $k\{\zeta_1, \ldots, \zeta_r\}_\Delta$.

   We say that $Q$ is the constraint of $\eta$ over $k$.

2. We say $K$ is a constrained extension of $k$ if every finite family of elements of $K$ is constrained over $k$.

3. We say $k$ is constrainedly closed if $k$ has no proper constrained extensions.

The following Proposition contains the facts that we will use:

**Proposition 9.2** Let $k \subset K$ be $\Delta$-fields and $\eta \in K^r$

1. $\eta$ is constrained over $k$ with constraint $Q$ if and only if $k\{\eta, 1/Q(\eta)\}_\Delta$ is a simple $\Delta$-ring, i.e. a $\Delta$-ring with no nontrivial $\Delta$-ideals.

2. If $\eta$ is constrained over $k$ and $K = k\langle\eta\rangle_\Delta$, then any finite set of elements of $K$ is constrained over $k$, that is, $K$ is a constrained extension of $k$.

3. $K$ is differentially closed if and only if it is constrainedly closed.

4. Every differential field has a constrainedly closed extension.

One can find the proofs of these in [19], where Kolchin uses the term constrainedly closed instead of differentially closed. Proofs also can be found in [30] where the author uses a model theoretic approach. Item 1. follows from the fact that any maximal $\Delta$-ideal in a ring containing $Q$ is prime ([20], Ch. I.2, Exercise 3 or [30], Lemma 1.17.1) and that for any radical differential ideal $I$ in $k\{y_1, \ldots, y_r\}_\Delta$ there exist differential polynomials $P_1, \ldots, P_s$ such that $I$ is the smallest radical differential ideal containing $P_1, \ldots, P_s$ (the Ritt-Raudenbusch
Theorem [20], Ch. III.4). Item 2. is fairly deep and is essentially equivalent to the fact that the projection of a Kolchin-constructible set (an element in the boolean algebra generated by Kolchin-closed sets) is Kolchin-constructible. Items 3. and 4. require some effort but are not too difficult to prove. Generalizations to fields with noncommuting derivations can be found in [25] and [32].

In the usual Picard-Vessiot theory, one needs the following key fact: Let \( k \) be a differential field with algebraically closed subfield of constants \( C \). If \( R \) is a simple differential ring, finitely generated over \( k \), then any constant of \( R \) is in \( C \) (Lemma 1.17, [39]). The following result generalizes this fact and plays a similar role in the Parameterized Picard-Vessiot Theory. Recall that if \( k \) is a \( \Delta = \{\partial_0, \ldots, \partial_m\} \)-field and \( \Lambda \subset \Delta \), we denote by \( C_k^\Lambda \) the set \( \{ c \in k \mid \partial c = 0 \ \forall \partial \in \Lambda \} \). One sees that \( C_k^\Lambda \) is a \( \Pi = \Delta \setminus \Lambda \)-field.

**Lemma 9.3** Let \( k \subset K \) be \( \Delta \)-fields, \( \Lambda \subset \Delta \), and \( \Pi = \Delta \setminus \Lambda \). Assume that \( C_k^\Lambda \) is \( \Pi \)-differentially closed. If \( K \) is a \( \Delta \)-constrained extension of \( k \), then \( C_K^\Lambda = C_k^\Lambda \).

**Proof.** Let \( \eta \in C_k^\Lambda \). Since \( K \) is a \( \Delta \)-constrained extension of \( k \), there exist \( P_1, \ldots, P_s, Q \in k\{y\}_\Delta \) satisfying the conditions of Definition 9.1 with respect to \( \eta \) and \( k \). We will first show that there exist \( P_1, \ldots, P_s, Q \in C_k^\Lambda \{y\}_\Delta \) satisfying the conditions of Definition 9.1 with respect to \( \eta \) and \( k \).

Let \( \{\beta_i\}_{i \in I} \) be a \( C_k^\Lambda \)-basis of \( k \). Let \( R \in k\{y\}_\Delta \) and write \( R = \sum R_i\beta_i \) where each \( R_i \in C_k^\Lambda \{y\}_\Delta \). Since linear independence over constants is preserved when one goes to extension fields ([20], Ch. II.1), for any differential \( \Delta \)-extension \( E \) of \( k \) and \( \zeta \in C_E^\Lambda \), we have that \( R(\zeta) = 0 \) if and only if all \( R_i(\zeta) = 0 \) for all \( i \). If we write \( P_j = \sum P_{ij}\beta_i, Q = \sum Q_i\beta_i \) then there is some \( i_0 \) such that \( \eta \) satisfies \( \{P_{i,j} = 0\}, Q_{i_0} \neq 0 \) and that for any \( \zeta \in C_E^\Lambda \) that satisfies this system, the map \( \eta \mapsto \zeta \) induces a \( \Delta \) isomorphism of \( k\{\eta\}_\Delta \) and \( k\{\zeta\}_\Delta \).

We therefore may assume that there exist \( P_1, \ldots, P_s, Q \in C_k^\Lambda \{y\}_\Delta \) satisfying the conditions of Definition 9.1 with respect to \( \eta \) and \( k \). We now show that there exist \( \tilde{P}_1, \ldots, \tilde{P}_s, \tilde{Q} \) in the smaller differential polynomial ring \( C_k^\Lambda \{y\}_\Pi \) satisfying: If \( E \) is a \( \Delta \)-extension of \( k \) and \( \zeta \in C_E^\Lambda \) satisfies \( \tilde{P}_1(\zeta) = \ldots = \tilde{P}_s(\zeta) = 0, \tilde{Q}(\zeta) \neq 0 \) then there is a \( k \)-\( \Delta \)-isomorphism of \( k\{\eta\}_\Delta \) and \( k\{\zeta\}_\Delta \) mapping \( \eta \mapsto \zeta \). To do this, note that any \( P \in C_k^\Lambda \{y\}_\Delta \) is a \( C_k^\Lambda \)-linear combination of monomials that are products of terms of the form \( \partial_0^a \cdots \partial_m^b y_j \) with \( i > 0 \) for some \( \partial_i \in \Lambda \). Note that for any \( \Delta \)-extension \( E \) of \( k \) and \( \zeta \in C_E^\Lambda \) we have \( P(\zeta) = 0 \) if and only if \( \tilde{P}(\zeta) = 0 \). Therefore, for any \( \zeta \in C_E^\Lambda \), if \( \tilde{P}_1(\zeta) = \ldots = \tilde{P}_s(\zeta) = 0 \) and \( \tilde{Q}(\zeta) \neq 0 \), then the map \( \eta \mapsto \zeta \) induces a \( \Delta \)-\( k \)-isomorphism of \( k\{\eta\}_\Delta \) with \( k\{\zeta\}_\Delta \).

We now use the fact that \( C_k^\Lambda \) is a \( \Pi \)-differentially closed field to show that any \( \eta \in C_k^\Lambda \) must already be in \( C_k^\Lambda \). Let \( \tilde{P}_1, \ldots, \tilde{P}_s, \tilde{Q} \in C_k^\Lambda \{y\}_\Pi \) be as above. Since \( C_k^\Lambda \) is a \( \Pi \)-differentially closed field and \( \tilde{P}_1 = \ldots = \tilde{P}_s = 0, \tilde{Q} \neq 0 \) has a solution in some \( \Pi \)-extension of \( C_k^\Lambda \) (e.g., \( \eta \in C_k^\Lambda \)), this system has a solution \( \zeta \in C_k^\Lambda \subset k \). We therefore can conclude that the map
\( \eta \mapsto \zeta \) induces a \( \Pi \)-\( \kappa \)-isomorphism from \( k\langle \eta \rangle \) to \( k\langle \zeta \rangle \). Since \( \zeta \in k \), we have that \( \eta \in k \) and so \( \eta \in C_k^\Lambda \).

We note that if \( \Pi \) is empty, then \( \Pi \)-differentially closed is the same as algebraically closed. In this case the above result yields the important fact crucial to the Picard-Vessiot theory mentioned before the lemma.

### 9.2 PPV-extensions

In the next three sections, we will develop the theory of PPV-extensions for parameterized integrable systems of linear differential equations. This section is devoted to showing the existence and uniqueness of these extensions, Section 9.3 we show that the Galois group has a natural structure as a linear differential algebraic group and in Section 9.4 we show that a PPV-extension can be associated with a torsor for the Galois group. As in the usual Picard-Vessiot theory, these results will allow us to give a complete Galois theory (see Theorem 9.5).

In this and the next three sections, we will make the following conventions. We let \( k \) be a \( \Delta \)-differential field. We designate a nonempty subset \( \Lambda = \{ \partial_0, \ldots, \partial_r \} \subset \Delta \) and consider a system of linear differential equations

\[
\begin{align*}
\partial_0 Y &= A_0 Y \\
\partial_1 Y &= A_1 Y \\
&\vdots \\
\partial_r Y &= A_r Y
\end{align*}
\]

where the \( A_i \in \text{gl}_n(k) \), the set of \( n \times n \) matrices with entries in \( k \), such that

\[
\partial_i A_j - \partial_j A_i = [A_i, A_j]
\]

We denote by \( \Pi \) the set \( \Delta \setminus \Lambda \). One sees that the derivations of \( \Pi \) leave the field \( C_k^\Lambda \) invariant and we shall think of this latter field as a \( \Pi \)-field. Throughout the next sections, we shall assume that \( C = C_k^\Lambda \) is a \( \Pi \)-differentially closed differential field. The set \( \Lambda \) corresponds to derivations used in the linear differential equations and \( \Pi \) corresponds to the parametric derivations. Throughout the first part of this paper \( \Delta \) was \( \{ \partial_0, \ldots, \partial_m \} \), \( \Lambda = \{ \partial_0 \} \), and \( \Pi = \{ \partial_1, \ldots, \partial_m \} \). We now turn to a definition.

**Definition 9.4** 1. A Parameterized Picard-Vessiot ring \( \text{(PPV-ring)} \) over \( k \) for the equations (11) is a \( \Delta \)-ring \( R \) containing \( k \) satisfying:

(a) \( R \) is a \( \Delta \)-simple \( \Delta \)-ring.

(b) There exists a matrix \( Z \in \text{GL}_n(R) \) such that \( \partial_i Z = A_i Z \) for all \( \partial_i \in \Lambda \).

(c) \( R \) is generated, as a \( \Delta \)-ring over \( k \), by the entries of \( Z \) and \( 1/\det(Z) \), i.e., \( R = k\{Z, 1/\det(Z)\}_\Delta \).
2. A Parameterized Picard-Vessiot extension of \( k \) (PPV-extension of \( k \)) for the equations (10) is a \( \Delta \)-field \( K \) satisfying

(a) \( k \subset K \).
(b) There exists a matrix \( Z \in \text{GL}_n(K) \) such that \( \partial_i Z = A_i Z \) for all \( \partial_i \in \Lambda \).
(c) \( C^\Lambda_K = C^\Lambda_k \), i.e., the \( \Lambda \)-constants of \( K \) coincide with the \( \Lambda \)-constants of \( k \).

3. The group \( \text{Gal}_\Delta(K/k) = \{ \sigma : K \to K \mid \sigma \text{ is a } k\text{-automorphism such that } \sigma \partial = \partial \sigma \ \forall \partial \in \Delta \} \) is called the Parameterized Picard-Vessiot Group (PPV-Group) associated with the PPV-extension \( K \) of \( k \).

Note that when \( \Delta = \Lambda, \Pi = \emptyset \) these definitions give us the corresponding definitions in the usual Picard-Vessiot theory.

Our goal in the next three sections is to prove results that will yield the following generalization of both Theorem 2.1 (when \( \Delta = \Lambda \)) and Theorem 3.5 (when \( \Delta = \{\partial_0, \partial_1, \ldots, \partial_m\} \) and \( \Lambda = \{\partial_0\} \)).

**Theorem 9.5**

1. There exists a PPV-extension \( K \) of \( k \) associated with (10) and this is unique up to \( \Delta \)-isomorphism.
2. The PPV-Group \( \text{Gal}_\Delta(K/k) \) equals \( G(C^\Lambda_k) \), where \( G \) is a linear \( \Pi \)-differential algebraic group defined over \( C^\Lambda_k \).
3. The map that sends any \( \Delta \)-subfield \( F, k \subset F \subset K \), to the group \( \text{Gal}_\Delta(K/F) \) is a bijection between \( \Delta \)-subfields of \( K \) containing \( k \) and \( \Pi \)-Kolchin closed subgroups of \( \text{Gal}_\Delta(K/k) \). Its inverse is given by the map that sends a \( \Pi \)-Kolchin closed group \( H \) to the field \( \{ z \in K \mid \sigma(z) = z \text{ for all } \sigma \in H \} \).
4. A \( \Pi \)-Kolchin closed subgroup \( H \) of \( \text{Gal}_\Delta(K/k) \) is a normal subgroup of \( \text{Gal}_\Delta(K/k) \) if and only if the field \( K^H \) is left set-wise invariant by \( \text{Gal}_\Delta(K/k) \). If this is the case, the map \( \text{Gal}_\Delta(K/k) \to \text{Gal}_\Delta(K^H/k) \) is surjective with kernel \( H \) and \( K^H \) is a PPV-extension of \( k \) with PPV-group isomorphic to \( \text{Gal}_\Delta(K/k)/H \). Conversely, if \( F \) is a differential subfield of \( K \) containing \( k \) and \( F \) is a PPV-extension of \( k \), then \( \text{Gal}_\Delta(F/K) \) is a normal \( \Pi \)-Kolchin closed subgroup of \( \text{Gal}_\Delta(K/k) \).

We shall show in this section that PPV-extensions for (10) exist and are unique up to \( \Delta \)-isomorphism and that every PPV-extension \( K \) of \( k \) is the quotient field of a PPV-ring (and therefore is also unique up to \( \Delta \)-isomorphism. We begin with

**Proposition 9.6**

1. There exists a PPV-ring \( R \) for (10) and it is an integral domain.
2. The field of \( \Lambda \)-constants \( C^\Lambda_k \) of the quotient field \( K \) of a PPV-ring over \( k \) is \( C^\Lambda_k \).
3. Any two PPV-rings for this system are \( k \)-isomorphic as \( \Delta \)-rings.
Proof. 1. Let \((Y_{i,j})\) denote an \(n \times n\) matrix of \(\Pi\)-indeterminates and let “det” denote the determinant of \((Y_{i,j})\). We denote by \(k\{Y_{1,1}, \ldots, Y_{n,n}, 1/\text{det}\}_\Pi\) the \(\Pi\)-differential polynomial ring in the variables \(\{Y_{i,j}\}\) localized at det. We can make this ring into a \(\Delta\)-ring by setting \((\partial_k Y_{i,j}) = A_k(Y_{i,j})\) for all \(\partial_k \in \Lambda\) and using the fact that \(\partial_k \partial_l = \partial_l \partial_k\) for all \(\partial_k, \partial_l \in \Delta\). Let \(p\) be a maximal \(\Delta\)-ideal in \(R\). One then sees that \(R/p\) is a PPV-ring for the equation. Since maximal differential ideals are prime, \(R\) is an integral domain.

2. Let \(R = k\{Z, 1/\text{det}(Z)\}_\Delta\). Since this is a simple differential ring, Proposition 9.2 implies that \(Z\) is constrained over \(k\) with constraint det. Statement 2. of Proposition 9.2 implies that the quotient field of \(R\) is a \(\Delta\)-constrained extension of \(k\). Lemma 9.3 implies that \(C^A_k = V^A_k\).

3. Let \(R_1, R_2\) denote two PPV-rings for the system. Let \(Z_1, Z_2\) be the two fundamental matrices. Consider the \(\Delta\)-ring \(R_1 \otimes_k R_2\) with derivations \(\partial_i(r_1 \otimes r_2) = \partial_i r_1 \otimes r_2 + r_1 \otimes \partial_i r_2\). Let \(p\) be a maximal \(\Delta\)-ideal in \(R_1 \otimes_k R_2\) and let \(R_3 = R_1 \otimes_k R_2/p\). The obvious maps \(\phi_i : R_i \to R_1 \otimes_k R_2\) are \(\Delta\)-homomorphisms and, since the \(R_i\) are simple, the homomorphisms \(\phi_i\) are injective. The image of each \(\phi_i\) is differentially generated by the entries of \(\phi_i(Z_i)\) and \(\text{det}(\phi_i(Z_i))\). The matrices \(\phi_1(Z_1)\) and \(\phi_2(Z_2)\) are fundamental matrices in \(R_3\) of the differential equation. Since \(R_3\) is simple, the previous result implies that \(C^A_k\) is the ring of \(\Lambda\)-constants of \(R_3\). Therefore \(\phi_1(Z_1) = \phi_2(Z_2) D\) for some \(D \in \text{GL}_n(C^A_k)\). Therefore \(\phi_1(R_1) = \phi_2(R_2)\) and so \(R_1\) and \(R_2\) are isomorphic.

Conclusion 2. of the above proposition shows that the field of fractions of a PPV-ring is a PPV-field. We now show that a PPV-field for an equation is the field of fractions of a PPV-ring for the equation.

Proposition 9.7 Let \(K\) be a PPV-extension field of \(k\) for the system \([\Pi]\), let \(Z \in \text{GL}_n(K)\) satisfy \(\partial_i(Z) = A_iZ\) for all \(\partial_i \in \Lambda\) and let \(\text{det} = \text{det}(Z)\).

1. The \(\Delta\)-ring \(k\{Z, 1/\text{det}\}_\Delta\) is a PPV-extension ring of \(k\) for this system.

2. If \(K'\) is another PPV-extension of \(k\) for this system then there is a \(k\)-\(\Delta\)-isomorphism of \(K\) and \(K'\).

To simplify notation we shall use \(\frac{1}{\text{det}}\) to denote the inverse of the determinant of a matrix given by the context. For example, \(k\{Y_{i,j}, \frac{1}{\text{det}}\}_\Delta = k\{Y_{i,j}, \frac{1}{\text{det}(Y_{i,j})}\}_\Delta\) and \(k\{X_{i,j}, \frac{1}{\text{det}}\}_\Pi = k\{X_{i,j}, \frac{1}{\text{det}(X_{i,j})}\}_\Pi\).

As in [39], p. 16, we need a preliminary lemma to prove this proposition. Let \((Y_{i,j})\) be an \(n \times n\) matrix of \(\Pi\)-differential indeterminates and let det denote the determinant of this matrix. For any \(\Pi\)-field \(k\), we denote by \(k\{Y_{i,j}, 1/\text{det}\}_\Pi\) the \(\Pi\)-ring of differential polynomials in the \(Y_{i,j}\) localized with respect to det. If \(k\) is, in addition, a \(\Delta\)-field, the derivations \(\partial \in \Lambda\) can be extended to \(k\{Y_{i,j}, 1/\text{det}\}_\Pi\) by setting \(\partial(Y_{i,j}) = 0\) for all \(\partial \in \Lambda\) and \(i, j\) with \(1 \leq i, j \leq n\). In this way \(k\{Y_{i,j}, 1/\text{det}\}_\Pi\) may be considered as a \(\Delta\)-ring. We consider \(C^A_k\{Y_{i,j}, 1/\text{det}\}_\Pi\) as a \(\Pi\)-subring of \(k\{Y_{i,j}, 1/\text{det}\}_\Pi\). For any set \(I \subset k\{Y_{i,j}, 1/\text{det}\}_\Pi\), we denote by \((I)_\Delta\) the \(\Delta\)-differential ideal in \(k\{Y_{i,j}, 1/\text{det}\}_\Pi\) generated by \(I\).
Lemma 9.8 Using the above notation, the map \( I \mapsto (I)_\Delta \) from the set of \( \Pi \)-ideals of \( C_k^A \{Y_{ij}, 1/\det\}_\Pi \) to the set of \( \Delta \)-ideals of \( k\{Y_{ij}, 1/\det\}_\Pi \) is a bijection. The inverse map is given by \( J \mapsto J \cap \Delta \{Y_{ij}, 1/\det\}_\Pi \).

Proof of Lemma 9.8 If \( S = \{s_\alpha\}_{\alpha \in A} \) is a basis of \( k \) over \( C_k^A \), then \( S \) is a module basis of \( k\{Y_{ij}, 1/\det\}_\Pi \) over \( C_k^A \{Y_{ij}, 1/\det\}_\Pi \). Therefore, for any ideal \( I \) of \( C_k^A \{Y_{ij}, 1/\det\}_\Pi \), one has that \( (I)_\Delta \cap \Delta \{Y_{ij}, 1/\det\}_\Pi = I \).

We now prove that any \( \Delta \)-differential ideal \( J \) of \( k\{Y_{ij}, 1/\det\}_\Pi \) is generated by \( I := J \cap \Delta \{Y_{ij}, 1/\det\}_\Pi \). Let \( \{e_\beta\}_{\beta \in B} \) be a basis of \( C_k^A \{Y_{ij}, 1/\det\}_\Pi \) over \( C_k^A \). Any element \( f \in J \) can be uniquely written as a finite sum \( \sum_{\beta \in B} m_\beta e_\beta \) with the \( m_\beta \in k \). By induction on the length, \( l(f) \), of \( f \) we will show that \( f \in (I)_\Delta \). When \( l(f) = 0,1 \), the result is clear. Assume \( l(f) > 1 \). We may suppose that \( m_\beta_1 = 1 \) for some \( \beta_1 \in B \) and \( m_\beta_2 \in k \setminus C_k^A \) for some \( \beta_2 \in B \). One then has that, for any \( \partial \in \Lambda \), \( \partial f = \sum_\beta \partial m_\beta e_\beta \) has a length smaller than \( l(f) \) and so belongs to \( (I)_\Delta \). Similarly \( \partial(m_{\beta_2}^{-1}f) \in (I)_\Delta \). Therefore \( \partial(m_{\beta_2}^{-1}f) = \partial(m_{\beta_2}^{-1})f - m_{\beta_2}^{-1}\partial f \in (I)_\Delta \).

Since \( C_k^A \) is the field of \( \Lambda \)-constants of \( k \), one has \( \partial_i(m_{\beta_2}^{-1}) \neq 0 \) for some \( \partial_i \in \Lambda \) and so \( f \in (I)_\Delta \).

Proof of Proposition 9.7 1. Let \( R_0 = k\{X_{ij}, 1/\det\}_\Pi \) be the ring of \( \Pi \)-differential polynomials over \( k \) and define a \( \Delta \)-structure on this ring by setting \( (\partial_i X_{ij}) = A_i(X_{ij}) \) for all \( \partial_i \in \Lambda \). Consider the \( \Delta \)-rings \( R_0 \subseteq K \otimes_k R_0 = K\{X_{ij}, 1/\det\}_\Pi \). Define a set of \( n^2 \) new variables \( Y_{ij} \) by \( (X_{ij}) = Z \cdot (Y_{ij}) \). Then \( K \otimes_k R_0 = K\{Y_{ij}, 1/\det\}_\Pi \) and \( \partial Y_{ij} = 0 \) for all \( \partial \in \Lambda \) and all \( i, j \). We can identify \( K \otimes_k R_0 \) with \( K \otimes_k R_1 \) where \( R_1 := k_0\{Y_{ij}, 1/\det\}_\Pi \). Let \( P \) be a maximal \( \Delta \)-ideal of \( R_0 \). \( P \) generates an ideal in \( K \otimes_k R_0 \) which is denoted by \( (P) \). Since \( K \otimes R_0/(P) \cong K \otimes (R_0/P) \neq 0 \), the ideal \( (P) \) is a proper differential ideal. Define the ideal \( \tilde{P} \subseteq R_1 \) by \( \tilde{P} = (P) \cap R_1 \). By Lemma 9.8 the ideal \( (P) \) is generated by \( \tilde{P} \). If \( M \) is a maximal \( \Pi \)-ideal of \( R_1 \) containing \( \tilde{P} \), then \( R_1/M \) is simple, finitely generated \( \Pi \)-extension of \( C_k^A \) and so is a constrained extension of \( C_k^A \). Since \( C_k^A \) is differentially closed, Proposition 9.7.3 implies that \( R_1/M = k_0 \). The corresponding homomorphism of \( C_k^A \)-algebras \( R_1 \to k_0 \) extends to a differential homomorphism of \( K \)-algebras \( K \otimes_k R_1 \to K \).

Its kernel contains \( (P) \subseteq K \otimes R_0 = K \otimes C_k^A R_1 \). Thus we have found a \( k \)-linear differential homomorphism \( \psi : R_0 \to K \) with \( P \subseteq \ker(\psi) \). The kernel of \( \psi \) is a differential ideal and so \( P = \ker(\psi) \). The subring \( \psi(R_0) \subseteq K \) is isomorphic to \( R_0/P \) and is therefore a PPV-ring. The matrix \( (\psi(X_{ij})) \) is a fundamental matrix in \( GL_n(K) \) and must have the form \( Z \cdot (c_{ij}) \) with \( (c_{ij}) \in GL_n(C_k^A) \), because the field of \( \Lambda \)-constants of \( K \) is \( C_k^A \). Therefore, \( k\{Z, 1/\det\}_\Delta \) is a PPV-extension of \( k \).

2. Let \( K' \) be a PPV-extension of \( k \) for \( \partial_0 Y = AY \). Part 1. of this proposition implies that both \( K' \) and \( K \) are quotient fields of PPV-rings for this equation. Proposition 9.6 implies that there is a these PPV-rings are \( k \)-\( \Delta \)-isomorphic and the conclusion follows.

The following result was used in Proposition 9.9.
Lemma 9.9 Let $\Delta = \{\partial_0, \partial_1, \ldots, \partial_m\}$ and $\Lambda = \{\partial_0\}$. Let

$$
\begin{align*}
\partial_0 Y &= AY \\
\partial_1 Y &= A_1 Y \\
\vdots & \quad \\
\partial_m Y &= A_m Y
\end{align*}
$$

be an integrable system with $A_i \in \mathfrak{gl}_n(k)$. If $K$ is a PV-extension of $k$ for (12), then $K$ is a PPV-extension of $k$ for $\partial_0 Y = AY$.

**Proof.** We first note that $C_{\Delta} \subset k$ is a subfield of $C_{\Lambda} \subset k$. Since this latter field is differentially closed, it is algebraically closed. Therefore, $C_{\Delta} \subset k$ is also algebraically closed. The usual Picard-Vessiot theory\(^4\) implies that $K$ is the quotient field of the Picard-Vessiot ring $k\{Z, 1/\det Z\}_{\Delta}$ where $Z$ satisfies the system (12). Since $R$ is a simple $\Delta$-ring, we have that $Z$ is constrained over $k$. Proposition 9.2.1 implies that $K$ is a $\Delta$-constrained extension of $k$. Since $C_{\Delta} \subset k$ is differentially closed, Corollary 9.3 implies that $C_{\partial_0 K} = C_{\partial_0 k}$ so $K$ is a PPV-extension of $k$.

\[\Delta\]

9.3 Galois groups

In this section we shall show that the PPV-group $\text{Gal}_\Delta(K/k)$ of a PPV-extension $K$ of $k$ is a linear differential algebraic group and also show the correspondence between Kolchin-closed subgroups of $\text{Gal}_\Delta(K/k)$ and $\Delta$-subfields of $K$ containing $k$. This is done in the next Proposition and conclusions 2. and 3. of Theorem 3.5 are immediate consequences.

To make things a little more precise, we will use a little of the language of affine differential algebraic geometry (see [8] or [21] for more details). We begin with some definitions that are the obvious differential counterparts of the usual definitions in affine algebraic geometry.

Let $k$ be a $\Delta$-field. An affine differential variety $V$ defined over $k$ is given by a radical differential ideal $I \subset k\{Y_1, \ldots, Y_n\}_{\Delta}$. In this case, we shall say $V$ is a differential subvariety of affine $n$-space and write $V \subset \mathbb{A}^n$. We will identify $V$ with its coordinate ring $k\{V\} = k\{Y_1, \ldots, Y_n\}_{\Delta}/I$. Conversely, given a reduced $\Delta$-ring $R$ that is finitely generated (in the differential sense) as a $k$-algebra, we may associate with it the differential variety $V$ defined by the radical ideal $I$ where $R = k\{Y_1, \ldots, Y_n\}_{\Delta}/I$. Given any $\Delta$-field $K \supset k$, the set of $K$-points of $V$, denoted by $V(K)$, is the set of points of $K^n$ that are zeroes of the defining ideal of $V$, and may be identified with the set of $k$-$\Delta$-homomorphisms of $k\{V\}$ to $K$. If $V \subset \mathbb{A}^n$ and $W \subset \mathbb{A}^p$ are affine differential varieties defined over $k$, a differential polynomial map $f : V \to W$ is given by a $p$-tuple $(f_1, \ldots, f_p) \in (k\{Y_1, \ldots, Y_n\}_{\Delta})^p$ such that the map that sends an $F \in k\{Y_1, \ldots, Y_p\}_{\Delta}$ to $F(f_1, \ldots, f_p) \in k\{Y_1, \ldots, Y_n\}_{\Delta}$ induces a $k$-$\Delta$-homomorphism $f^*$ of $k\{W\}$ to $k\{V\}$. A useful criterion for showing that a $p$-tuple

\[\text{Proposition 1.22 of [39] proves this only for the ordinary case. Proposition 9.7 above yields this result if we let } \Lambda = \Delta.\]
Given affine differential varieties $V$ and $W$ defined over $k$, we define the product $V \times_k W$ of $V$ and $W$ to be the differential affine variety associated with $k\{V\} \otimes_k k\{W\}$. Note that since our fields have characteristic zero, this latter ring is reduced.

In this setting, a linear differential algebraic group $G$ (defined over $k$) is the affine differential algebraic variety associated with a radical differential ideal $I \subset k\{Y_{1,1}, \ldots, Y_{n,n}, Z\}_\Delta$ such that

1. $1 - Z \cdot \det((Y_{i,j})) \in I$,
2. $(1,1) \in G(k)$ where id is the $n \times n$ identity matrix.
3. the map given by matrix multiplication $(g, (\det g)^{-1})(h, (\det h)^{-1}) \mapsto (gh, (\det(gh))^{-1})$
   (which is obviously a differential polynomial map) is a map from $G \times G$ to $G$ and the inverse map $(g, (\det g)^{-1}) \mapsto (g^{-1}, \det g)$ (also a differential polynomial map) is a map from $G$ to $G$.

Since we assume that $1 - Z \cdot \det((Y_{i,j})) \in I$, we may assume that $G$ is defined by a radical differential ideal in the ring $k\{Y_{1,1}, \ldots, Y_{n,n}, 1/\det(Y_{i,j})\}_\Delta$, which we abbreviate as $k\{Y, 1/\det Y\}_\Delta$. In this way, for any $K \supset k$ we may identify $G(K)$ with elements of $GL_n(K)$ and the multiplication and inversion is given by the usual operations on matrices. We also note that the usual Hopf algebra definition of a linear algebraic group carries over to this setting as well. See [9] for a discussion of $k$-differential Hopf algebras, and criteria for an affine differential algebraic group to be linear.

**Proposition 9.10** Let $K \supset k$ be a PPV-field with differential Galois group $\text{Gal}_\Delta(K/k)$. Then

1. $\text{Gal}_\Delta(K/k)$ is the group of $C_k^\Lambda$-points $G(C_k^\Lambda) \subset GL_n(C_k^\Lambda)$ of a linear $\Pi$-differential algebraic group $G$ over $C_k^\Lambda$.
2. Let $H$ be a subgroup of $\text{Gal}_\Delta(K/k)$ satisfying $K^H = k$. Then the Kolchin closure $\bar{H}$ of $H$ is $\text{Gal}_\Delta(K/k)$.
3. The field $K^{\text{Gal}_\Delta(K/k)}$ of $\text{Gal}_\Delta(K/k)$-invariant elements of the Picard-Vessiot field $K$ is equal to $k$.

**Proof.** 1. We shall show that there is a radical $\Pi$-ideal $I \subset S = k_0\{Y_{i,j}, 1/\det\}_\Pi$ such that $S/I$ is the coordinate ring of a linear $\Pi$-differential algebraic group $G$ and $\text{Gal}_\Delta(K/k)$ corresponds to $G(C_k^\Lambda)$. 
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Let $K$ be the PPV-extension for the integrable system (10). Once again we denote by $k\{X_{i,j}, \frac{1}{\det}\}_\Pi$ the II-differential polynomial ring with the added $\Delta$-structure defined by $(\partial_r X_{i,j}) = \Lambda_r(X_{i,j})$ for $\partial_r \in \Lambda$. $K$ is the field of fractions of $R := k\{X_{i,j}, \frac{1}{\det}\}_\Pi / q$, where $q$ is a maximal $\Delta$-ideal. Let $r_{i,j}$ be the image of $X_{i,j}$ in $R$ so $(r_{i,j})$ is a fundamental matrix for the equation $\partial_Y q = \Lambda Y$. Consider the following rings:

$$k\{X_{i,j}, \frac{1}{\det}\}_\Pi \subset K\{X_{i,j}, \frac{1}{\det}\}_\Pi = K\{Y_{i,j}, \frac{1}{\det}\}_\Pi \supset k\{Y_{i,j}, \frac{1}{\det}\}_\Pi$$

where the indeterminates $Y_{i,j}$ are defined by $(X_{i,j}) = r_{i,j}(Y_{i,j})$. Note that $\partial r_{i,j} = 0$ for all $\partial \in \Pi$. Since all fields are of characteristic zero, the ideal $qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi \subset K\{X_{i,j}, \frac{1}{\det}\}_\Pi = K\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ is a radical $\Delta$-ideal (cf., [39, Corollary A.16]). Lemma 9.7 implies that $qL(Y_{i,j}, \frac{1}{\det})$ is generated by $I = qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi \cap k\{Y_{i,j}, \frac{1}{\det}\}_\Pi$. Clearly $I$ is a radical $\Delta$-ideal of $S = k\{Y_{i,j}, \frac{1}{\det}\}_\Pi$. We shall show that $S/I$ is the $\Pi$-coordinate ring of a linear differential algebraic group, inheriting its group structure from $\text{GL}_n$. In particular, we shall show that $G(C_k^A)$ is a subgroup of $\text{GL}_n(C_k^A)$ and that there is an isomorphism of $\text{Gal}_\Delta(K/k)$ onto $G(C_k^A)$.

$\text{Gal}_\Delta(K/k)$ can be identified with the set of $(c_{i,j}) \in \text{GL}_n(C_k^A)$ such that the map $(X_{i,j}) \mapsto (X_{i,j})(c_{i,j})$ leaves the ideal $q$ invariant. One can easily show that the following statements are equivalent.

(i) $(c_{i,j}) \in \text{Gal}_\Delta(K/k)$

(ii) the map $k\{X_{i,j}, \frac{1}{\det}\}_\Pi \to K$ defined by $(X_{i,j}) \mapsto r_{i,j}(c_{i,j})$ maps all elements of $q$ to zero.

(iii) the map $K\{X_{i,j}, \frac{1}{\det}\}_\Pi \to K$ defined by $(X_{i,j}) \mapsto r_{i,j}(c_{i,j})$ maps all elements of $qK\{X_{i,j}, \frac{1}{\det}\}_\Pi = qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ to zero.

(iv) Considering $qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ as an ideal of $K\{X_{i,j}, \frac{1}{\det}\}_\Pi$, the map $K\{Y_{i,j}, \frac{1}{\det}\}_\Pi \to K$ defined by $(Y_{i,j}) \mapsto (c_{i,j})$ sends all elements of $qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ to zero.

Since the ideal $qK\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ is generated by $I$, the last statement above is equivalent to $(c_{i,j})$ being a zero of the ideal $I$, i.e., $(c_{i,j}) \in G(C_k^A)$. Since $\text{Gal}_\Delta(K/k)$ is a group, the set $G(C_k^A)$ is a subgroup of $\text{GL}_n(C_k^A)$. Therefore $G$ is a linear differential algebraic group.

2. Assuming that $\bar{H} \neq \text{Gal}_\Delta$, we shall derive a contradiction. We shall use the notation of part 1. above. If $\bar{H} \neq \text{Gal}_\Delta$, then there exists an element $P \in k\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ such that $P \not\in I$ and $P(h) = 0$ for all $h \in H$. Lemma 9.7 implies that $P \not\in (I) = qk\{Y_{i,j}, \frac{1}{\det}\}_\Pi$. Let $T = \{Q \in K\{X_{i,j}, \frac{1}{\det}\}_\Pi \mid Q \not\in (I) \text{ and } Q((r_{i,j})(h_{i,j})) = 0 \text{ for all } h = (h_{i,j}) \in H\}$. Since $K\{X_{i,j}, \frac{1}{\det}\}_\Pi = K\{Y_{i,j}, \frac{1}{\det}\}_\Pi \supset k\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ we have that $T \neq \{0\}$. Any element of $K\{X_{i,j}, \frac{1}{\det}\}_\Pi$ may be written as $\sum f_\alpha Q_\alpha$ where $f_\alpha \in K$ and $Q_\alpha \in k\{X_{i,j}, \frac{1}{\det}\}_\Pi$. Select $Q = f_{a_1} Q_{a_1} + \ldots + f_{a_m} Q_{a_m} \in T$ with the $f_{a_i}$ all nonzero and $m$ minimal. We may assume that $f_{a_1} = 1$. For each $h \in H$, let $Q^h = f_{a_1}^h Q_{a_1} + \ldots + f_{a_m}^h Q_{a_m}$. One sees that $Q^h \in T$. Since $Q - Q^h$ is shorter than $Q$ and satisfies $(Q - Q^h)((r_{i,j})(h_{i,j})) = 0$ for all $h = (h_{i,j}) \in H$
we must have that $Q - Q^h \in (I)$. If $Q - Q^h \neq 0$ then there exists an $l \in K$ such that $Q - l(Q - Q^h)$ is shorter than $Q$. One sees that $Q - l(Q - Q^h) \in T$ yielding a contradiction unless $Q - Q^h = 0$. Therefore $Q = Q^h$ for all $h \in H$ and so the $f_{\alpha i} \in k$. We conclude that $Q \in k\{X_{i,j}, \frac{1}{\det}\}_I$. Since $Q(r_{i,j}) = 0$ we have that $Q \in q$, a contradiction.

3. Let $a = \frac{b}{c} \in K\backslash k$ with $b, c \in R$ and let $d = b \otimes c - c \otimes b \in R \otimes_k R$. Elementary properties of tensor products imply that $d \neq 0$ since $b$ and $c$ are linearly independent over $C_k^A$. The ring $R \otimes_k R$ has no nilpotent elements since the characteristic of $k$ is zero (cf., [39], Lemma A.16). We define a $\Delta$-ring structure on $R \otimes_k R$ by letting $\partial(r_1 \otimes r_2) = \partial(r_1) \otimes r_2 + r_1 \otimes \partial(r_2)$ for all $\partial \in \Delta$. Let $J$ be a maximal differential ideal in the differential ring $(R \otimes_k R)[\frac{1}{J}]$. Consider the two obvious morphisms $\phi_i : R \to N := (R \otimes_k R)[\frac{1}{J}]$. The images of the $\phi_i$ are generated (over $k$) by fundamental matrices of the same matrix differential equation. Therefore both images are equal to a certain subring $S \subset N$ and the maps $\phi_i : R \to S$ are isomorphisms. This induces an element $\sigma \in G$ with $\phi_1 = \phi_2 \sigma$. The image of $d$ in $N$ is equal to $\phi_1(b)\phi_2(c) - \phi_1(c)\phi_2(b)$. Since the image of $d$ in $N$ is nonzero, one finds $\phi_1(b)\phi_2(c) \neq \phi_1(c)\phi_2(b)$. Therefore $\phi_2((\sigma b)c) \neq \phi_2((\sigma c)b)$ and so $(\sigma b)c \neq (\sigma c)b$. This implies $\sigma(\frac{b}{c}) \neq \frac{b}{c}$.

We have therefore completed proof of parts 2. and 3. of Theorem 9.5.

### 9.4 PPV-Rings and Torsors

In this section we will prove conclusion 4. of Theorem 9.5. As in the usual Picard-Vessiot theory, this depends on identifying the PPV-extension ring as the coordinate ring of a torsor of the PPV-group.

**Definition 9.11** Let $k$ be a $\Pi$-field and $G$ a linear differential algebraic group defined over $k$. A $G$-torsor (defined over $k$) is an affine differential algebraic variety $V$ defined over $k$ together with a differential polynomial map $f : V \times_k G \to V \times_k V$ (denoted by $f : (v, g) \mapsto vg$) such that

1. for any $\Pi$-field $K \supset k$, $v \in V(K), g, g_1, g_2 \in G(K)$, $v1_G = v$, $v(g_1g_2) = (vg_1)g_2$ and

2. the associated homomorphism $k\{V\} \otimes_k k\{V\} \to k\{V\} \otimes_k k\{G\}$ is an isomorphism (or equivalently, for any $K \supset k$, the map $V(K) \times G(K) \to V(K) \times V(K)$ is a bijection).

We note that $V = G$ is a torsor for $G$ over $k$ with the action given by multiplication. This torsor is called the trivial torsor over $k$. We shall use the following notation. If $V$ is a differential affine variety defined over $k$ with coordinate ring $R = k\{V\}$ and $K \supset k$ we denote by $V_K$ the differential algebraic variety (over $K$) whose coordinate ring is $R \otimes_k K = K\{V\}$.

We again consider the integrable system (10) over the $\Delta$-field $k$. The PPV-ring for this equation has the form $R = k\{X_{i,j}, \frac{1}{\det}\}_I/q$, where $q$ is a maximal $\Delta$-ideal. In the following, we shall think of $q$ as only a $\Pi$-differential ideal. We recall that $k\{X_{i,j}, \frac{1}{\det}\}_I$ is
the coordinate ring of the linear $\Pi$-differential algebraic group $GL_n$ over $k$. Let $V$ be the affine differential algebraic variety associated with the ring $k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q$. This is an irreducible and reduced $\Pi$-Kolchin-closed subset of $GL_n$. Let $K$ denote the field of fractions of $k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q$. We have shown in the previous section that the PPV-group Gal$_\Delta(K/k)$ of this equation may be identified with $G(C^A_k)$, that is the $C^A_k$-points of a $\Pi$-linear differential algebraic group $G$ over $C^A_k$. We recall how $G$ was defined. Consider the following rings

$$k\{X_{i,j}, \frac{1}{\det}\}_\Pi \subset K\{X_{i,j}, \frac{1}{\det}\}_\Pi = K\{Y_{i,j}, \frac{1}{\det}\}_\Pi \supset k_0\{Y_{i,j}, \frac{1}{\det}\}_\Pi,$$

where the relation between the variables $X_{i,j}$ and the variables $Y_{i,j}$ is given by $(X_{i,j}) = (r_{i,j})(Y_{i,j})$. The $r_{a,b} \in K$ are the images of $X_{a,b}$ in $k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q \subset K$. In Proposition 9.10 we showed that the ideal $I = qK\{X_{i,j}, \frac{1}{\det}\}_\Pi \cap k_0\{Y_{i,j}, \frac{1}{\det}\}_\Pi$ defines $G$. This observation is the key to showing the following.

**Proposition 9.12** $V$ is a $G$-torsor over $k$.

**Proof.** Let $E$ be a $\Delta$-field containing $k$. The group $G(C^A_k) \subset GL_n(C^A_k)$ is precisely the set of matrices $(c_{i,j})$ such that the map $(X_{i,j}) \mapsto (X_{i,j})(c_{i,j})$ leaves the ideal $q$ stable. In particular, for $(c_{i,j}) \in G(C^A_k)$, $(z_{i,j}) \in V(E)$ we have that $(z_{i,j})(c_{i,j}) \in V(E)$. We will first show that this map defines a morphism from $V \times G_k \to V$. The map is clearly defined over $k$ so we need only show that for any $(\bar{c}_{i,j}) \in G(E)$, $(\bar{z}_{i,j}) \in V(E)$ we have that $(\bar{z}_{i,j})(\bar{c}_{i,j}) \in V(E)$. Assume that this is not true and let $(\bar{c}_{i,j}) \in G(E)$, $(\bar{z}_{i,j}) \in V(K)$ be such that $(\bar{z}_{i,j})(\bar{c}_{i,j}) \not\in V(E)$. Let $f$ be an element of $q$ such that $f((\bar{z}_{i,j})(\bar{c}_{i,j})) \neq 0$. Let $(\alpha_s)$ be a basis of $E$ considered as a vector space over $C^A_k$ and let $f((\bar{z}_{i,j})(C_{i,j})) = \sum_s \alpha_s f_{\alpha_s}((C_{i,j}))$ where the $C_{i,j}$ are indeterminates and the $f_{\alpha_s}((C_{i,j})) \in C^A_k[C_{1,1}, \ldots, C_{n,n}]$. By assumption (and the fact that linear independence over constants is preserved when one goes to extension fields), we have that there is an $\alpha_s$ such that $f_{\alpha_s}((C_{i,j})) \neq 0$. Since $C^A_k$ is a $\Pi$-differentially closed field, there must exist $(c_{i,j}) \in G(C^A_k)$ such that $f_{\alpha_s}(c_{i,j}) \neq 0$. This contradicts the fact that $f((\bar{z}_{i,j})(c_{i,j})) = 0$.

Therefore the map $(V \times_k G_k)(E) \to V(E)$ defined by $(z, g) \mapsto zg$ defines a morphism $V \times_k G_k \to V$. At the ring level, this isomorphism corresponds to a homomorphism of rings

$$k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q \to k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q \otimes_{C^A_k} C^A_k[Y_{i,j}, \frac{1}{\det}]/I$$

$$\simeq k\{X_{i,j}, \frac{1}{\det}\}_\Pi/q \otimes_k (k \otimes_{C^A_k} C^A_k[Y_{i,j}, \frac{1}{\det}]/I)$$

where the map is induced by $(X_{i,j}) \mapsto (r_{i,j})(Y_{i,j})$. We have to show that the morphism $f : V \times_k G_k \to V \times_k V$, given by $(z, g) \mapsto (zg, z)$ is an isomorphism of differential algebraic varieties over $k$. In terms of rings, we have to show that the $k$-algebra homomorphism $f^* : k\{V\} \otimes_k k \{V\} \to k\{V\} \otimes_{C^A_k} k \{G\}$ is an isomorphism. To do this it suffices to find a $\Pi$-field extension $k'$ of $k$ such that $1_{k'} \otimes_k f^*$ is an isomorphism. For this it suffices to
find $\Pi$-field extension $k'$ of $k$ such that $V_{k'}$ is isomorphic to $G_{k'}$ as a $G_{k'}$-torsor over $k'$ that is, for some field extension $k' \supset k$, the induced morphism of varieties over $k'$, namely $V_{k'} \times_{k'} G_{k'}^* \to V_{k'}$, makes $V_{k'}$ into a trivial $G$-torsor over $k'$.

Let $k' = K$, the PPV-extension of $k$ for the differential equation. We have already shown that $I = qK\{X_{i,j}, \frac{1}{\det}n/g\} \cap k_0\{Y_{i,j}, \frac{1}{\det}\} \Pi$ and this fact implies that

$$K\{V\} = K \otimes_k (k\{X_{i,j}, \frac{1}{\det}\}n/g) \cong K \otimes_{C_k^A}(C_k^A\{Y_{i,j}, \frac{1}{\det}\}n/I) = K \otimes_{C_k^A}C_k^A\{G\} = K\{G\}$$

(13)

In other words, we found an isomorphism $h : V_K \cong G_K$. We still have to verify that $V_K$ as a $G$ torsor over $K$ is, via $h$, isomorphic to the trivial torsor $G \times_{C_k^A} G_K \to G_K$. To do this it is enough to verify that the following diagram is commutative and we leave this to the reader. The coordinate ring $C_k^A\{G\}$ of the group appears in several places. To keep track of the variables, we will write $C_k^A\{G\}$ as $C_k^A\{T_{i,j}, \frac{1}{\det}\}n/\bar{I}$ where $\bar{I}$ is the ideal $I$ with the variables $Y_{i,j}$ replaced by $T_{i,j}$.

Using this result (and its proof), we can now finish the proof of Theorem 9.5 by proving conclusion 4. of this theorem. As in the usual Picard-Vessiot theory, the proof depends on the following group theoretic facts. Let $G$ be a linear differential algebraic group defined over a $\Pi$-differentially closed field $C_k^A$. For any $g \in G$ the map $\rho_g : G \to G$ given by $\rho_g(h) = h g$ is a differential polynomial isomorphism of $G$ onto $G$ and therefore corresponds to an isomorphism $\rho_g^* : C_k^A\{G\} \to C_k^A\{G\}$. In this way $G$ acts on the ring $k\{G\}$. Let $H$ be a normal linear differential algebraic subgroup of $G$. The following facts follow from results of [8] and [21]:

1. The $G$-orbit $\{\rho_g^*(f) \mid g \in G(C_k^A)\}$ of any $f \in C_k^A\{G\}$ spans a finite dimensional $C_k^A$-vector space.

2. The group $G/H$ has the structure of a linear differential algebraic group (over $C_k^A$) and its coordinate ring $C_k^A\{G/H\}$ is isomorphic to the ring of invariants $C_k^A\{G\}^H$.

3. The two ring $Qt(C_k^A\{G\})^H$ and $Qt(C_k^A\{G\}^H)$ are naturally $\Pi$-isomorphic, where $Qt(\cdot)$ denotes the total quotient ring.

We now can prove
Proposition 9.13 Let $K$ be a PPV-extension of $k$ with Galois group $G$ and let $H$ be a normal Kolchin-closed subgroup. Then $K^H$ is a PPV-extension of $k$.

Proof. Let $K$ be the quotient field of the PPV-ring $R = k\{Z, \frac{1}{\det}\}$. As we have already noted (cf., [38]), we have

$$K \otimes_k R \cong K \otimes_{\Lambda_k^1} \Lambda_k^1\{G\}$$

that is, the torsor corresponding to $R$ becomes trivial over $K$. The group $G$ acts on $K \otimes_{\Lambda_k} \Lambda_k^1\{G\}$ by acting trivially on the left factor and via $\rho^*$ on the right factor, or trivially on the left factor and with the Galois action on the right factor. In this way we have that $K \otimes_k R^H \cong K \otimes_{\Lambda_k} \Lambda_k^1\{G\}^H = K \otimes_{\Lambda_k} \Lambda_k^1\{G/H\}$ and that $K \otimes_k K^H \cong K \otimes_{\Lambda_k} \Theta(k\{G\}^H)$ by the items enumerated above.

We now claim that $R^H$ is finitely generated as a $\Delta$-ring over $k$, hence as a $\Delta$-ring over $k$. Since $\Lambda_k^1\{G/H\}$ is a finitely generated $\Pi$-$\Lambda_k^1$-algebra, we have that there exist $f_1, \ldots, f_s \in R^H$ that generate $K \otimes_k R^H$ as a $\Pi$-$k$-algebra. We claim that $f_1, \ldots, f_s$ generate $R^H$ as a $\Pi$-$k$-algebra. Let $\mathcal{M}$ be a $k$-basis of $k\{f_1, \ldots, f_s\}_\Delta$. By assumption, any element of $f \in K \otimes_k R^H = K \otimes_k k\{f_1, \ldots, f_s\}_\Pi$ can be written uniquely as $f = \sum_{u \in \mathcal{M}} a_u \otimes u$ where $a_u \in K$. The Galois group $G(\Lambda_k)$ of $K$ over $k$ also acts on $K \otimes_k R^H$ by acting as differential automorphisms of the left factor and trivially on the right factor. Write $1 \otimes f \in 1 \otimes R^H \subset K \otimes_k R^H$ as $1 \otimes f = \sum_{a \in \mathcal{M}} a \otimes u$ where $a \in K$. Applying $\sigma \in G(\Lambda_k)$ to $f$ we have $1 \otimes f = \sum_{a \in \mathcal{M}} \sigma(a) \otimes u$. Therefore $\sigma(a) = a$ for all $\sigma \in G(\Lambda_k)$. The parameterized Galois theory implies that $a_u \in k$ for all $u$. Therefore $f \in k\{f_1, \ldots, f_s\}_\Delta$ and so $R^H = k\{f_1, \ldots, f_s\}_\Delta$.

Using item 1. in the above list, we may assume that $f_1, \ldots, f_s$ form a basis of a $G/H(\Lambda_k)$ invariant $\Lambda_k^1$-vector space. Let $\Theta$ be the free commutative semigroup generated by the elements of $\Lambda$. By Theorem 1, Chapter II of [20] (or Lemma D.11 of [39]), there exist $\theta_1 = 1, \ldots, \theta_s \in \Theta$ such that

$$W = (\theta_i(f_j))_{1 \leq i \leq s, 1 \leq j \leq s}$$

is invertible. For each $\partial_i \in \Lambda$, we have that $A_i = (\partial_i W)^{-1}$ is left invariant by the action of $G/H(k_0)$. Therefore each $A_i \in \text{gl}_n(k)$. Furthermore, the $A_i$ satisfy the integrability conditions. We have that $K^H$ is generated as a $\Delta$-field over $k$ by the entries of $W$. Since the constants of $K^H$ are $\Lambda_k^1$, we have that $K^H$ is a PPV-field for the system $\partial_i Y = A_i Y, \partial_i \in \Lambda$.

We can now complete the proof of conclusion 4. of Theorem 9.3. If $F = K^H$ is left invariant by $\text{Gal}_\Delta(K/k)$ then restriction to $F$ gives a homomorphism of $\text{Gal}_\Delta(K/k)$ to $\text{Gal}_\Delta(F/k)$. By the previous results, the kernel of this map is $H$ so $H$ is normal in $\text{Gal}_\Delta(K/k)$. To show surjectivity we need to show that any $\phi \in \text{Gal}_\Delta(F/k)$ extends to a $\tilde{\phi} \in \text{Gal}_\Delta(K/k)$. This follows from the fact the unicity of PPV-extensions.

Now assume that $H$ is normal in $\text{Gal}_\Delta(K/k)$ and that there exists an element $\tau \in \text{Gal}_\Delta(K/k)$ such that $\tau(F) \neq F$. The Galois group of $K$ over $\tau(F)$ is $\tau H \tau^{-1}$. Since $F \neq \tau(F)$ we have
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\[ H \neq \tau H \tau^{-1}, \] a contradiction.

The last sentence of conclusion 4. follows from the above proposition.

### 9.5 Parameterized Liouvillian Extensions

In this section we will prove Theorem 3.12. One may recast this latter result in the more general setting of the last three sections but for simplicity we will stay with the original formulation. Let \( K \) and \( k \) be as in the hypotheses of this theorem. Let \( K_A^{PV} \subset K \) be the associated PV-extension as in Proposition 3.6.

**1 \Rightarrow 2:** Assume that the Galois group \( \text{Gal}_\Delta(K/k) \) contains a solvable subgroup of finite index. We may assume this subgroup is Kolchin closed. Since \( \text{Gal}_\Delta(K/k) \) is Zariski-dense in \( \text{Gal}(K^{PV}/k) \), we have that this latter group also contains a solvable subgroup of finite index. Theorem 1.43 of [39] implies that \( K_A^{PV} \) is a liouvillian extension of \( k \), that is, there is a tower of \( \partial_0 \)-fields \( k = K_0 \subset K_1 \subset \ldots \subset K_r = K^{PV}_A \) such that \( K_i = K_{i-1}(t_i) \) for \( i = 1, \ldots r \) where either \( \partial_0 t_i \in K_{i-1} \), or \( t_i \neq 0 \) and \( \partial_0 t_i / t_i \in K_{i-1} \) or \( t_i \) is algebraic over \( K_{i-1} \). We can therefore form a tower of \( \Delta \)-fields \( k = \tilde{K}_0 \subset \tilde{K}_1 \subset \ldots \subset \tilde{K}_r \) by inductively defining \( \tilde{K}_i = \tilde{K}_{i-1}(t_i)_{\Delta} \). Since \( K_A^{PV} = K_r \), we have \( K = \tilde{K}_r \) and so \( K \) is a parameterized liouvillian extension.

**3 \Rightarrow 1:** Assume that \( K \) is contained in a parameterized liouvillian extension of \( k \). We wish to show that \( K_A^{PV} \) is contained in a liouvillian extension of \( k \). For this we need the following lemma.

**Lemma 9.14** If \( L \) is a parameterized liouvillian extension of \( k \) then \( L = \cup_{i \in \mathbb{N}} L_i \) where \( L_{i+1} = L_i(\{t_{i,j}\}_{j \in \mathbb{N}}) \) and \( \{t_{i,j}\} \) is a set of elements such that for each \( j \) either \( \partial_0 t_{i,j} \in L_i \) or \( t_{i,j} \neq 0 \) and \( \partial_0 t_{i,j} / t_{i,j} \in L_i \) or \( t_{i,j} \) is algebraic over \( L_i \).

**Proof.** In this proof we shall refer to a tower of fields \( \{L_i\} \) as above, as a \( \partial_0 \)-tower for \( L \). By induction on the length of the tower of \( \Delta \)-fields defining \( L \) as a parameterized liouvillian extension of \( k \), it is enough to show the following: Let \( \{L_i\} \) be a \( \partial_0 \)-tower for the \( \Delta \)-field \( L \) and let \( L(t)_{\Delta} \) be an extension of \( L \) such that \( \partial_0 t \in L, \partial_0 t / t \in L \) or \( t \) is algebraic of \( L \). Then there exists a \( \partial_0 \)-liouvillian tower for \( L(t)_{\Delta} \). We shall deal with three cases.

If \( t \) is algebraic over \( L \), then it is algebraic over some \( L_{j-1} \). We then inductively define \( \tilde{L}_i = L_i \) if \( i < j \), \( \tilde{L}_j = L_j(t) \) and \( \tilde{L}_i = L_i(\tilde{L}_j) \) if \( i > j \). The fields \( \{\tilde{L}_i\} \) are then a \( \partial_0 \)-tower for \( L(t)_{\Delta} \).

Now, assume that \( \partial_0 t = a \in L \). Let \( \Theta = \{\partial_0^{m_0} \partial_1^{n_1} \cdots \partial_m^{n_m}\} \) be the commutative semigroup generated by the derivations of \( \Delta \). Note that \( L(t)_{\Delta} = L(\{\theta t\}_{\theta \in \Theta}) \). For any \( \theta \in \Theta \) we have \( \partial_0(\theta t) = \theta(\partial_0 t) = \theta(a) \in L \). We define \( \tilde{L}_i = L_i(\{\theta t \mid (\theta a) \in L_{i-1}\}) \). Each \( \tilde{L}_i \) contains \( L_{i-1} \) and is an extension of \( L \) of the correct type. Since \( a \in L \), we have that for any \( \theta \in \Theta \) there exists an \( i \) such that \( \theta(a) \in L_{i-1} \), so \( \theta t \in \tilde{L}_i \). Therefore, \( \cup_{i \in \mathbb{N}} \tilde{L}_i = L(t)_{\Delta} \) so \( \{L\} \) is a \( \partial_0 \)-tower for \( L(t)_{\Delta} \).
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Finally assume that \( \partial_0 t/t = a \in L_j \subset L \). For \( \theta = \partial_0^{n_0} \partial_1^{n_1} \cdots \partial_m^{n_m} \in \Theta \), we define \( \text{ord} \theta = n_0 + n_1 + \ldots + n_m \). For any \( \theta \in \Theta \), the Leibnitz rule implies that \( \theta(at) = p_\theta + a\theta t \) where

\[
p_\theta \in \mathbb{Q}[\{\theta^a \}_{\text{ord}(\theta') \leq \text{ord}(\theta)}, \{\theta^\prime t\}_{\text{ord}(\theta') < \text{ord}(\theta)}].
\]

Note the strict inequality in the second subscript. Let \( S_\theta = \{\theta^a \}_{\text{ord}(\theta') \leq \text{ord}(\theta)} \cup \{\theta^\prime t\}_{\text{ord}(\theta') < \text{ord}(\theta)} \). We define a new tower inductively:

\[
\tilde{L}_1 = L_1(t) \\
\tilde{L}_i = \text{the compositum of } L_i \text{ and } \tilde{L}_{i-1}(\{\theta t \mid S_\theta \subset \tilde{L}_{i-1}\})
\]

We now show that this is a \( \partial_0 \)-tower for \( L(t)_\Delta \). We first claim that \( \tilde{L}_i \) is an \( \{\partial_0\} \)-extension of \( \tilde{L}_{i-1} \) generated by \( \partial_0 \)-integrals or \( \partial_0 \)-exponentials of integrals or elements algebraic over \( \tilde{L}_{i-1} \). For \( i = 1 \), we have that \( \partial_0 t/t \in L_0 \) and \( L_1 \) is generated by such elements. For \( i > 1 \), assume \( \theta \in \Theta \) and \( S_\theta \subset \tilde{L}_{i-1} \). We then have that

\[
\partial_0 \left( \frac{\theta t}{t} \right) = \frac{p_\theta}{t} \in \tilde{L}_{i-1}
\]

since \( t, p_\theta \in \tilde{L}_{i-1} \). Therefore \( \tilde{L}_{i-1} \) is generated by the correct type of elements.

We now show that for any \( \theta \in \Theta \) there is some \( j \) such that \( \theta(t) \in \tilde{L}_j \). We proceed by induction on \( i = \text{ord}(\theta) \). For \( i = 0 \) this is true by construction. Assume the statement is true for \( \text{ord}(\theta') < i \). Since there are only a finite number of such \( \theta \), there exists an \( r \in \mathbb{N} \) such that \( \{\theta^\prime t\}_{\text{ord}(\theta') < \text{ord}(\theta)} \subset \tilde{L}_r \). Since \( \{\theta^a \}_{\text{ord}(\theta') \leq \text{ord}(\theta)} \) is a finite subset of \( L \), there is an \( s \in \mathbb{N} \) such that \( \{\theta^a \}_{\text{ord}(\theta') \leq \text{ord}(\theta)} \subset L_s \). Therefore for \( j > \max(r, s) \), \( \theta t \in \tilde{L}_j \). Therefore, \( \cup_{i \in \mathbb{N}} \tilde{L}_i = L(t)_\Delta \) so \( \{\tilde{L}\} \) is a \( \partial_0 \)-tower for \( L(t)_\Delta \).

Let \( L \) be a parameterized liouvillian extension of \( k \) containing \( K \). Lemma 9.14 implies that \( K_\Delta^{PV} \) lies in a \( \partial_0 \)-tower. Since \( K_\Delta^{PV} \) is finitely generated, one sees that this implies that \( K_\Delta^{PV} \) lies in a liouvillian extension of \( k \). Therefore the PV-group \( \text{Gal}_\Delta(K_\Delta^{PV}/k) \) has a solvable subgroup \( H \) of finite index. Since we can identify \( \text{Gal}_{\{\partial_0\}}(K/k) \) with a subgroup of \( \text{Gal}_\Delta(K_\Delta^{PV}/k) \), we have that \( \text{Gal}_\Delta(K/k) \cap H \) is a solvable subgroup of finite index in \( \text{Gal}_\Delta(K/k) \).

\section*{References}

[1] Yves André. Sur la conjecture des p-courbures de Grothendieck-Katz et un problème de Dwork. In Alan Adolphson et al, editor, Geometric Aspects of Dwork Theory, de Gruyter Proceedings in Mathematics, pages 55–112. de Gruyter, Berlin, 2004.

[2] Maint Berkenbosch. Moduli spaces for linear differential equations. In Differential equations and the Stokes phenomenon, pages 15–33. World Sci. Publishing, River Edge, NJ, 2002.
[3] Maint Berkenbosch. *Algorithms and Moduli Spaces for Differential Equations*. Ph.d. thesis, University of Gröningen, 2004.

[4] Lenore Blum. Differentially closed fields: a model-theoretic tour. In *Contributions to algebra (collection of papers dedicated to Ellis Kolchin)*, pages 37–61. Academic Press, New York, 1977.

[5] Andrei A. Bolibruch. On isomonodromic deformations of Fuchsian systems. *J. Dynam. Control Systems*, 3(4):589–604, 1997.

[6] Alexandru Buium. *Differential algebraic groups of finite dimension*, volume 1506 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 1992.

[7] Alexandru Buium and Phyllis Joan Cassidy. Differential algebraic geometry and differential algebraic groups: from algebraic differential equations to Diophantine geometry. In Cassidy Bass, Buium, editor, *Selected Works of Ellis Kolchin with Commentary*, pages 567–636. American Mathematical Society, 1999.

[8] Phyllis Joan Cassidy. Differential algebraic groups. *Amer. J. Math.*, 94:891–954, 1972.

[9] Phyllis Joan Cassidy. The differential rational representation algebra on a linear differential algebraic group. *J. Algebra*, 37(2):223–238, 1975.

[10] Phyllis Joan Cassidy. Unipotent differential algebraic groups. In *Contributions to algebra (collection of papers dedicated to Ellis Kolchin)*, pages 83–115. Academic Press [Harcourt Brace Jovanovich Publishers], New York, 1977.

[11] Phyllis Joan Cassidy. Differential algebraic Lie algebras. *Trans. Amer. Math. Soc.*, 247:247–273, 1979.

[12] Phyllis Joan Cassidy. Differential algebraic group structures on the plane. *Proc. Amer. Math. Soc.*, 80(2):210–214, 1980.

[13] Phyllis Joan Cassidy. The classification of the semisimple differential algebraic groups and the linear semisimple differential algebraic Lie algebras. *J. Algebra*, 121(1):169–238, 1989.

[14] P. Deligne. Catégories tannakiennes. In P. Cartier et al., editor, *Grothendieck Festschrift, Vol. 2*, pages 111–195. Birkhäuser, 1990. Progress in Mathematics, Vol. 87.

[15] P. Deligne and J. Milne. Tannakian categories. In P. Deligne et al., editor, *Hodge Cycles, Motives and Shimura Varieties*, pages 101–228, 1982. Lecture Notes in Mathematics, Vol. 900.

[16] Mark van Hoeij and Marius van der Put. Descent for differential modules and skew fields. Preprint, 2003.
[17] E. Hrushovski. Computing the Galois group of a linear differential equation. In *Differential Galois Theory*, volume 58 of *Banach Center Publications*, pages 97–138. Institute of Mathematics, Polish Academy of Sciences, Warszawa, 2002.

[18] Joseph Johnson, Georg M. Reinhart, and Lee A. Rubel. Some counterexamples to separation of variables. *J. Differential Equations*, 121(1):42–66, 1995.

[19] Ellis R. Kolchin. Constrained extensions of differential fields. *Advances in Math.*, 12:141–170, 1974.

[20] Ellis R. Kolchin. *Differential Algebra and Algebraic Groups*. Academic Press, New York, 1976.

[21] Ellis R. Kolchin. *Differential algebraic groups*, volume 114 of *Pure and Applied Mathematics*. Academic Press Inc., Orlando, FL, 1985.

[22] Piotr Kowalski and Anand Pillay. Pro-algebraic and differential algebraic group structures on affine spaces. *Amer. J. Math.*, 122(1):213–221, 2000.

[23] Peter Landesman. *Generalized Differential Galois Theory*. Ph.d. thesis, Graduate Center, The City University of New York (in preparation).

[24] Andy Magid. *Lectures on Differential Galois Theory*. University Lecture Series. American Mathematical Society, 1994. Second Edition.

[25] Bernard Malgrange. Sur les déformations isomonodromiques. I. Singularités régulières. In *Mathematics and physics (Paris, 1979/1982)*, volume 37 of *Progr. Math.*, pages 401–426. Birkhäuser Boston, Boston, MA, 1983.

[26] Bernard Malgrange. Sur les déformations isomonodromiques. II. Singularités irrégulières. In *Mathematics and physics (Paris, 1979/1982)*, volume 37 of *Progr. Math.*, pages 427–438. Birkhäuser Boston, Boston, MA, 1983.

[27] Bernard Malgrange. Le groupoïde de Galois d’un feuilletage. In *Essays on geometry and related topics, Vol. 1, 2*, volume 38 of *Monogr. Enseign. Math.*, pages 465–501. Enseignement Math., Geneva, 2001.

[28] Bernard Malgrange. On nonlinear differential Galois theory. *Chinese Ann. Math. Ser. B*, 23(2):219–226, 2002. Dedicated to the memory of Jacques-Louis Lions.

[29] David Marker. Model theory of differential fields. In *Model theory, algebra, and geometry*, volume 39 of *Math. Sci. Res. Inst. Publ.*, pages 53–63. Cambridge Univ. Press, Cambridge, 2000.

[30] David Marker and Anand Pillay. Differential Galois theory. III. Some inverse problems. *Illinois J. Math.*, 41(3):453–461, 1997.
[31] Tracey McGrail. The model theory of differential fields with finitely many commuting derivations. *J. Symbolic Logic*, 65(2):885–913, 2000.

[32] David Pierce. Differential forms in the model theory of differential fields. *J. Symbolic Logic*, 68(3):923–945, 2003.

[33] Anand Pillay. Differential algebraic groups and the number of countable differentially closed fields. In D. Marker, M Messmer, and A. Pillay, editors, *Model theory of fields*, volume 5 of *Lecture Notes in Logic*, pages 113–144. Springer-Verlag, Berlin, 1996.

[34] Anand Pillay. Differential Galois theory. II. *Ann. Pure Appl. Logic*, 88(2-3):181–191, 1997. Joint AILA-KGS Model Theory Meeting (Florence, 1995).

[35] Anand Pillay. Some foundational questions concerning differential algebraic groups. *Pacific J. Math.*, 179(1):179–200, 1997.

[36] Anand Pillay. Differential Galois theory. I. *Illinois J. Math.*, 42(4):678–699, 1998.

[37] Anand Pillay. Algebraic $D$-groups and differential Galois theory. *Pacific J. Math.*, 216(2):343–360, 2004.

[38] Marius van der Put and Michael F. Singer. *Differential Galois Theory*. Unpublished preliminary version of [39](http://www4.ncsu.edu/~singer/ms_papers.html), 2002.

[39] Marius van der Put and Michael F. Singer. *Galois Theory of Linear Differential Equations*, volume 328 of *Grundlehren der mathematischen Wissenschaften*. Springer, Heidelberg, 2003.

[40] Abraham Robinson. On the concept of a differentially closed field. *Bull. Res. Council Israel Sect. F*, 8F:113–128 (1959), 1959.

[41] Abraham Seidenberg. Contribution to the Picard-Vessiot theory of homogeneous linear differential equations. *American Journal of Mathematics*, 78:808–817, 1956.

[42] Abraham Seidenberg. Abstract differential algebra and the analytic case. *Proc. Amer. Math. Soc.*, 9:159–164, 1958.

[43] Abraham Seidenberg. Abstract differential algebra and the analytic case. II. *Proc. Amer. Math. Soc.*, 23:689–691, 1969.

[44] Yasutaka Sibuya. *Linear differential equations in the complex domain: problems of analytic continuation*, volume 82 of *Translations of Mathematical Monographs*. American Mathematical Society, Providence, RI, 1990. Translated from the Japanese by the author.
[45] Michael F. Singer. Moduli of linear differential equations on the Riemann sphere with fixed Galois group. *Pacific Journal of Mathematics*, 106(2):343–395, 1993.

[46] William Yu Sit. Typical differential dimension of the intersection of linear differential algebraic groups. *J. Algebra*, 32(3):476–487, 1974.

[47] William Yu Sit. Differential algebraic subgroups of SL(2) and strong normality in simple extensions. *Amer. J. Math.*, 97(3):627–698, 1975.

[48] Hiroshi Umemura. Galios Theory and Painlevé Equations. Preprint, 2004.

[49] Hiroshi Umemura. Monodromy Preserving Deformation and Differential Galois Group I. Preprint, 2004.

[50] Hiroshi Umemura. Birational automorphism groups and differential equations. *Nagoya Mathematics Journal*, 119:1–80, 1990.

[51] Hiroshi Umemura. Differential Galois theory of infinite dimension. *Nagoya Mathematics Journal*, 144:59–135, 1996.

[52] Hiroshi Umemura. Galois theory of algebraic and differential equations. *Nagoya Mathematics Journal*, 144:1–58, 1996.

[53] Hiroshi Umemura. Lie-Drach-Vessiot Theory. In *CR-Geometry and Overdetermined Systems*, volume 25 of *Advanced Studies in Pure Mathematics*, pages 364–385. North-Holland, 1999.

[54] V.S. Varadarajan. *Lie Groups, Lie Algebras, and their Representations*. Number 102 in Graduate Texts in Mathematics. Springer-Verlag, New York, 1984.

[55] Yoav Yaffe. Model completion of Lie differential fields. *Ann. Pure Appl. Logic*, 107(1-3):49–86, 2001.