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Abstract

We investigate the stabilization of unstable multidimensional partially observed single-sensor and multi-sensor linear systems driven by unbounded noise and controlled over discrete noiseless channels under fixed-rate information constraints. Stability is achieved under fixed-rate communication requirements that are asymptotically tight in the limit of large sampling periods. Through the use of similarity transforms, sampling and random-time drift conditions we obtain a coding and control policy leading to the existence of a unique invariant distribution and finite second moment for the sampled state. We use a vector stabilization scheme in which all modes of the linear system visit a compact set together infinitely often. We prove tight necessary and sufficient conditions for the general multi-sensor case under an assumption related to the Jordan form structure of such systems. In the absence of this assumption, we give sufficient conditions for stabilization.
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I. INTRODUCTION

A. Problem Statement

In this paper, we consider the class of multi-sensor LTI discrete-time systems with both plant and observation noise. The system equations are given by

\[ x_{t+1} = Ax_t + Bu_t + w_t, \quad y_j^t = C_j^t x_t + v_j^t, \quad 1 \leq j \leq M, \quad (1) \]

where \( x_t \in \mathbb{R}^n \) and \( u_t \in \mathbb{R}^m \) are the state and control action variables at time \( t \in \mathbb{N} \) respectively. The observation made by sensor \( j \) at time \( t \) is denoted by \( y_j^t \in \mathbb{R}^{p_j} \). The matrices \( A, B, C_j \) and random vectors \( w_t, v_j^t \) are of compatible size. The initial state, \( x_0 \), is drawn from a Gaussian distribution.

**Assumption 1.1:** The noise processes \( \{w_t\} \) and \( \{v_j^t\} \) are each i.i.d. sequences of multivariate Gaussian random vectors with zero mean. At time \( t \), both \( w_t \) and \( v_j^t \) are independent of \( x_t \) and each other.

**Assumption 1.2:** We require controllability and joint observability. That is, the pair \((A, B)\) is controllable and the pair \([(C^1)^T \cdots (C^M)^T]^T, A)\) is observable but the individual pairs \((C^j, A)\) may not be observable.

The setup is depicted in Figure 1. The observations are made by a set of \( M \) sensors and each sensor sends information to the controller through a finite capacity channel. At each time stage \( t \), we allow sensor \( j \in \{1, \ldots, M\} \) to send an encoded value \( q_j^t \in \{1, 2, \ldots, N_j^t\} \) for some \( N_j^t \in \mathbb{N} \). In addition, the controller can send a feedback value \( b_t \in \{0, 1\} \) at times \( t = Ts \), where \( T \) is the period of our coding policy and \( s \in \mathbb{N} \). The value \( b_t \) is seen by all sensors at time \( t \). We define the rate at time \( t \) as \( R_t = \sum_{j=1}^M \log_2(N_j^t) \). The coding scheme is applied periodically with period \( T \) and so the rate for all time stages is specified by \( \{N_0^j, \ldots, N_{T-1}^j \} : 1 \leq j \leq M \}\). The average rate is

\[ R_{avg} = \frac{1}{T} \left( M + \sum_{t=0}^{T-1} R_t \right), \quad (2) \]

accounting for the encoded and feedback values.

**Information structure.** For a process \( \{x_t\} \) we define \( x_{[a,b]} = \{x_a, x_{a+1}, \ldots, x_b\} \). At time \( t \), each sensor \( j \) maps its information \( I_{t,j}^c := \{y_{[0,t]}^j, b_{[0,t]} \} \rightarrow q_j^t \in \{1, \ldots, N_j^t\} \). The controller maps its information \( I_t^c := \{q_{0,t}^1, \ldots, q_{0,t}^M \} \rightarrow u_t \in \mathbb{R}^m \).
Fig. 1: A multi-sensor system with finite-rate communication channels.

B. Notation

We denote the indicator function of an event $E$ by $1_E$. We will use $\mathbb{R}^{m \times n}$ to denote the space of real $m \times n$ matrices and $\mathbb{R}^n$ to denote the space of real $n$ dimensional vectors. We let $\mathbb{R}_+^n$ be the space of real $n$ dimensional vectors with all entries nonnegative. Unless otherwise stated, all vectors are assumed to be column vectors. For any $x \in \mathbb{R}^n$ we write $x = [x^1 \ldots x^n]^T$ where $x^i \in \mathbb{R}$ is the $i^{th}$ entry. We define the absolute value operation for vectors as the component-wise absolute value. That is, $|x| = [|x^1| \ldots |x^n|]^T$. For a matrix $A \in \mathbb{R}^{n \times n}$ we denote its transpose by $A^T$ and determinant by $\text{det}(A)$. If it is invertible, we denote the inverse by $A^{-1}$. We let $\Lambda(A)$ denote the set of eigenvalues of $A$. The $\ell^p$ norm is denoted by $\| \cdot \|_p$ and defined as $\|x\|_p = \left\{ \sum_{i=1}^{n} |x^i|^p \right\}^{\frac{1}{p}}$.

Definition 1.3: For $x \in \mathbb{R}^n$ and $y \in \mathbb{R}_+^n$ we write $x \leq y$ if $|x_i| \leq y_i$ for all $1 \leq i \leq n$. We write $x \nless y$ otherwise.

The observability matrix of sensor $j$ is $O_{(C^j, A)} = \begin{bmatrix} (C^j)^T & (C^j A)^T & \cdots & (C^j A^{n-1})^T \end{bmatrix}^T$, the null space is $N^j = \text{Ker}(O_{(C^j, A)})$ and the observable subspace is defined to be $O^j = (N^j)_{\perp}$ for $1 \leq j \leq M$. 
C. Brief Literature Review

Due to space limitations, we are unable to give a fair account of the literature. We refer the reader to the book [1] for a thorough review of the networked control literature and [2] and [3] for a general overview of some of the related results.

There has been an extensive study in networked control theory regarding quantizer design for both stabilization and optimization. References [4], [5] and [6] obtained a lower bound on the average rate of the information transmission for the finiteness of second moments. For the system (1), letting \( \{ \lambda_i \} \) be the set of eigenvalues of \( A \), this bound is \( R_{\text{avg}} \geq R_{\text{min}} \) where

\[
R_{\text{min}} = \sum_{|\lambda_i| > 1} \log_2(|\lambda_i|). \tag{3}
\]

Various publications have studied the characterization of minimum information requirements for multi-sensor and multi-controller linear systems with an arbitrary topology of decentralization and the fundamental bounds have been extensively studied in [1], [7], [8], [9], [10], [11], [12], [13], [14], [15] and [16].

When a linear system is driven by unbounded noise, the analysis is particularly difficult since the bounded quantizer range leads to a transient state process (see Proposition 5.1 in [5] and Theorem 4.2 in [17]). For such a noisy setup, a stability result of the form \( \lim \sup_{t \to \infty} E[\|x_t\|_2] < \infty \) was given for noisy systems with unbounded support in [5], which uses a variable-rate quantizer. Under this scheme, the quantizer is applied with a very high rate during some time intervals. More recently, a fixed-rate scheme was presented in [2] for a scalar noisy system using martingale theory, which achieved the lower bound plus an additional symbol required for encoding. The existence of an invariant distribution was established under the coding and control policy presented, along with a finite second moment of the state. That is, \( \lim_{t \to \infty} E[\|x_t\|_2] < \infty. \)

[18] considered a general random-time stochastic drift criteria for Markov chains and applied it to binary erasure channels in a similar spirit.

D. Contributions

In view of the literature, the contributions of this work are as follows:

- The case where the system is multi-dimensional and driven by unbounded noise over a discrete-channel has not been studied to our knowledge, regarding the existence of an
invariant distribution and ergodicity properties. Results for the limit properties of the finite moment are also new.

- We give sufficient conditions for multi-sensor systems with both system noise and observation noise with unbounded support, which has not been treated previously, to our knowledge.

Our approach builds on the martingale and the random-drift programs considered in [2] and [18], however, new geometric constructions are needed for the vector and partially observed settings. We define a more general class of stopping times and adopt a further geometric approach.

We structure the paper as follows. In Section II, we study single-sensor systems and give our main result for such systems, Theorem 2.3 Section II-D outlines the proof of Theorem 2.3. The more detailed proofs can be found in Section V-A. In Section III, we study multi-sensor systems and give our main result for such systems, Theorem 3.4. A supporting proof can be found in Section V-B. Some basic definitions and results from the theory of matrix algebra, Markov chains and stochastic stabilization are provided in Section V-C.

II. SINGLE-SENSOR SYSTEMS

A. Problem Statement

Consider the class of single-sensor LTI discrete-time systems with both plant and observation noise. The system equations are given by

\[
x_{t+1} = Ax_t + Bu_t + w_t, \quad y_t = Cx_t + v_t,
\]

where \(x_t \in \mathbb{R}^n\), \(u_t \in \mathbb{R}^m\) and \(y_t \in \mathbb{R}^p\) are the state, control action and observation at time \(t\) respectively. The matrices \(A, B, C\) and the noise vectors \(w_t, v_t\) are of compatible size. The initial state, \(x_0\), is drawn from a Gaussian distribution. We label the eigenvalues of \(A\) as \(\lambda_1, \ldots, \lambda_n\). Without loss, we assume that \(A\) is in real Jordan normal form and that \(|\lambda_i| > 1\) for all \(1 \leq i \leq n\).

**Assumption 2.1:** The noise processes \(\{w_t\}\) and \(\{v_t\}\) are each i.i.d. sequences of multivariate Gaussian random vectors with zero mean. At time \(t\), both \(w_t\) and \(v_t\) are independent of \(x_t\) and each other.

**Assumption 2.2:** The pair \((A, B)\) is controllable and the pair \((C, A)\) is observable.

The setup is depicted in Figure 2. The observations are made by the sensor and sent to the controller through a finite capacity channel. At each time stage \(t\), we allow the sensor to send an encoded value \(q_t \in \{1, \ldots, N_t\}\) for some \(N_t \in \mathbb{N}\). We define the rate of our system at time \(t\)
as \( R_t = \log_2(N_t) \). Now, suppose that the channel is used periodically, every \( T \) time stages. The rate for all time stages is then specified by \( \{N_0, \ldots, N_{T-1}\} \). The average rate is

\[
R_{avg} = \frac{1}{T} \sum_{t=0}^{T-1} R_t. \tag{5}
\]
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Fig. 2: A single-sensor system with finite-rate communication channel.

**Information structure.** At time \( t \), the sensor maps its information

\[ I^s_t := \{y_{[0,t]}\} \rightarrow q_t \in \{1, \ldots, N_t\}. \]

The controller maps its information

\[ I^c_t := \{q_{[0,t]}\} \rightarrow u_t \in \mathbb{R}^m. \]

**B. Main Result**

Our main result for single-sensor systems is the following:

**Theorem 2.3:** There exists a coding and control policy with average rate 

\[
R_{avg} \leq \frac{1}{(T2\epsilon)} \sum_{i=1}^{n} \log_2(\lceil |\lambda_i| T^{2n} + \epsilon \rceil + 1)
\]

for some \( \epsilon > 0 \) which gives:

(a) the existence of a unique invariant distribution for \( \{x_{2nt}\} \);

(b) \( \lim_{t \to \infty} E[\|x_{2nt}\|_2] < \infty \).

**Theorem 2.4:** The average rate in Theorem 2.3 achieves the minimum rate (3) asymptotically for large sampling periods. That is, \( \lim_{T \to \infty} R_{avg} = R_{min} \).

**C. Coding and Control Policy**

For now, assume that \( A \) has only one eigenvalue \( \lambda \). We will see later how this assumption can be made without loss.
Put $K = [|\lambda| + \epsilon]$ for some parameter $\epsilon > 0$ and consider the following scalar $(K + 1)$-bin uniform quantizer. Assuming that $K$ is even, this is defined for $k \in \{1, 2, \ldots, K\}$ as

$$Q^A_K(x) = \begin{cases} 
\left(\frac{-(K + 1)}{2} + k\right) \Delta, & \text{if } x \in \left(\left(-\frac{K}{2} + k - 1\right) \Delta, \left(-\frac{K}{2} + k\right) \Delta\right), \\
\frac{K - 1}{2} \Delta, & \text{if } |x| = \frac{K}{2} \Delta, \\
0, & \text{if } |x| > \frac{K}{2} \Delta,
\end{cases}$$

where $\Delta \in \mathbb{R}_+$ is the bin size. The set $\left[-\frac{K}{2} \Delta, \frac{K}{2} \Delta\right]$ is called the granular region while the set $(-\infty, -\frac{K}{2} \Delta) \cup (\frac{K}{2} \Delta, \infty)$ is called the overflow region. If the state is in the granular region, that is if $|x| \leq \frac{K}{2} \Delta$ then we say the quantizer is perfectly-zoomed. Otherwise, we say it is under-zoomed.

We write our quantizer as the composite function $Q^A_K(x) = D^A_K(E^A_K(x))$. The encoder $E^A_K : \mathbb{R} \rightarrow \{1, \ldots, K + 1\}$ and decoder $D^A_K : \{1, \ldots, K + 1\} \rightarrow C$ for $k \in \{1, 2, \ldots, K + 1\}$ are

$$E^A_K(x) = \begin{cases} 
k, & \text{if } x \in \left(\left(-\frac{K}{2} + k - 1\right) \Delta, \left(-\frac{K}{2} + k\right) \Delta\right), \\
\left(-\frac{K}{2} + k\right) \Delta, & \text{if } x = \frac{K}{2} \Delta, \\
K + 1, & \text{if } |x| > \frac{K}{2} \Delta,
\end{cases}$$

$$D^A_K(x) = \begin{cases} 
\left(-\frac{K + 1}{2} + x\right) \Delta, & \text{if } x \neq K + 1, \\
0, & \text{if } x = K + 1.
\end{cases}$$

At time $t$, we associate with each component $x_i^t$ a bin size $\Delta_i^t$. Let $q_i^t = E^A_K(y_i^t)$. We will be applying our control policy to system (9) where $y_s$ is a meaningful estimate of the state $x_s$. Let our fixed rate be $N_t = K^n + 1$ for all $t \in \mathbb{N}$. Choose any invertible function $f : \{1, \ldots, K\}^n \rightarrow \mathbb{R}$. We then choose the encoded value

$$q_t = \begin{cases} 
f(q_1^t, \ldots, q_n^t), & \text{if } q_i^t \neq 0 \text{ for all } 1 \leq i \leq n, \\
0, & \text{otherwise.}
\end{cases}$$

Upon receiving $q_t \neq 0$, the controller knows $q_1^t, \ldots, q_n^t$. The controller forms the estimate $\hat{x}_t$ as $\hat{x}_t = \left[\hat{x}^1_t \ldots \hat{x}^n_t\right]^T$, where

$$\hat{x}^i_t = \begin{cases} 
D^A_K(q_i^t), & \text{if } q_t \neq 0, \\
0, & \text{otherwise.}
\end{cases}$$
We assume without loss that $A$ is a Jordan block with eigenvalue $\lambda$. From the real Jordan canonical form (see for example [19]), we know that it can be written as

$$A = \begin{bmatrix} \lambda & 1 & & & \\ & \lambda & \ddots & & \\ & & \ddots & 1 & \\ & & & \lambda \end{bmatrix}, \text{ if } \lambda \in \mathbb{R}, \quad A = \begin{bmatrix} D & I & & & \\ & D & \ddots & & \\ & & \ddots & I & \\ & & & \ddots & D \end{bmatrix}, \text{ if } \lambda \in \mathbb{C},$$

where in the complex case we write $\lambda = a + ib$ for some $a, b \in \mathbb{R}$ and define $D = \begin{bmatrix} a & b \\ -b & a \end{bmatrix}$.

The update equations are

$$\Delta_{t+1} = \bar{Q}(q_t, \Delta_t) \Delta_t, \quad \bar{Q}(q_t, \Delta_t) = \begin{cases} \rho |\lambda|, & \text{if } q_t = 0, \\ \beta(\Delta_t), & \text{otherwise,} \end{cases} \quad (6)$$

for some $\rho > 1$ and with

$$\beta(\Delta_t) = \text{diag}(\beta_1(\Delta_1^i), \ldots, \beta_n(\Delta_n^i)), \quad \beta_i(\Delta_i^i) = \begin{cases} 1, & \text{if } \Delta_i^i \leq L_i^i, \\ \frac{|\lambda|}{|\lambda| + \epsilon - \eta}, & \text{otherwise,} \end{cases} \quad (7)$$

for some $0 < \eta < \epsilon$ and $L \in \mathbb{R}_+^n$. Note that if we define $\bar{L} = L|\lambda|/(|\lambda| + \epsilon - \eta)$ then $\Delta_i^i > \bar{L}^i$ for all $1 \leq i \leq n$ and all $t \in \mathbb{N}$.

**Bin ordering.** We set $L = c\Delta_0$, for some $0 < c \leq 1$. First let $\lambda \in \mathbb{R}$. For any $\delta > 0$ we can choose $\Delta_0^i$ and $\Delta_0^{i+1}$ such that $\Delta_0^{i+1} \leq \delta \Delta_0^i$ for all $1 \leq i \leq n-1$. With our update equations and our choice of $L$ we get that the ordering is preserved over all time stages. That is, $\Delta_i^{i+1} \leq \delta \Delta_i^i$ for all $1 \leq i \leq n-1$ and $t \in \mathbb{N}$.

Now let $\lambda \in \mathbb{C}$. We choose $\Delta_0^i = \Delta_0^{i+1}$ for all $i$ odd. Thus, we have divided the complex modes into their conjugate pairs and set their initial bin sizes to be equal. Our initial condition implies that $\Delta_i^i = \Delta_i^{i+1}$ for all $i$ odd and $t \in \mathbb{N}$. For any $\delta > 0$ we can choose $\Delta_0^i$ and $\Delta_0^{i+2}$ such that $\Delta_i^{i+2} \leq \delta \Delta_i^i$ for all $1 \leq i \leq n-2$ and $t \in \mathbb{N}$.

Under our information structure, the update equations (6) can be applied at the sensor and the controller. Our vector quantizer is implementable and at time $t$ the controller knows $\hat{x}_t$. We choose the control action $u_t = -A\hat{x}_t$. 

May 2, 2014 DRAFT
D. Outline of Proof for Theorem 2.3

In this section, we outline the supporting results and key steps in proving our main result for single-sensor systems, Theorem 2.3.

Lemma 2.5: We can sample every \(2n\) time stages and apply a similarity transform to \(x_t\) in (4) to obtain \(\bar{x}_s = P x_{2ns}\) with \(s \in \mathbb{N}\) for some invertible matrix \(P\). This new state satisfies the following system of equations:

\[
\bar{x}_{s+1} = \tilde{A} \bar{x}_s + \bar{u}_s + \bar{w}_s, \quad \bar{y}_s = \bar{x}_s + \bar{v}_s.
\]

The control action \(\bar{u}_s \in \mathbb{R}^n\) is chosen arbitrarily by the controller and the elimination of the \(B\) matrix can be justified by sampling. The estimate \(\bar{y}_s \in \mathbb{R}^n\) at time \(s\) is known by the sensor. The noise processes \(\{\bar{w}_s\}\) and \(\{\bar{v}_s\}\) are each i.i.d. sequences of zero mean multivariate Gaussian random vectors. At time \(s\), \(\bar{w}_s\) and \(\bar{v}_s\) are independent of \(\bar{x}_s\) but may be correlated with each other. For \(s_1 \neq s_2\), the vectors \(\bar{w}_{s_1}\) and \(\bar{v}_{s_2}\) are independent. The matrix \(\tilde{A}\) is in real Jordan normal form and has eigenvalues \(\lambda_1^{2n}, \ldots, \lambda_n^{2n}\).

By a slight abuse of notation, we will rewrite system (8) as

\[
x_{s+1} = Ax_s + u_s + w_s, \quad y_s = x_s + v_s,
\]

where \(x_s \in \mathbb{R}^n\), \(u_s \in \mathbb{R}^n\) and \(y_s \in \mathbb{R}^n\) are the state, control action and observation at time \(s\) respectively.

Remark 2.6: We consider the case where \(A\) is a single Jordan block with eigenvalue \(\lambda\). We can do this without loss since we are considering the single-sensor case and the sensor obtains an estimate for all components, as seen in Lemma 2.5. Thus, we can simply apply our control policy to each Jordan block. In all remaining theorems of this section, we will work with system (9). Where necessary, we will distinguish between the real and complex eigenvalue cases.

Lemma 2.7: The process \(\{(x_s, \Delta_s)\}\) is Markov.

Section II-C gives our control policy in terms of the parameters \(\rho, \epsilon\) and \(\eta\).

Lemma 2.8: For appropriate choices of \(\rho, \epsilon\) and \(\eta\), we can form a countable state space \(S\) for \(\{\Delta_s\}\). The process \(\{(x_s, \Delta_s)\}\) is an irreducible Markov chain on \(\mathbb{R}^n \times S\).

Define the sequence of stopping times

\[
\tau_0 = 0, \quad \tau_{s+1} = \min \left\{ s > \tau_s : |y_s = |x_s + v_s| \leq \frac{K}{2} \Delta_s \right\}.
\]
These are the times when all quantizers are perfectly-zoomed. We assume that this is satisfied at time $s = 0$. This technical condition is justified by showing that the process $\{(x_s, \Delta_s)\}$ moves to such a perfectly zoomed state in a finite time, which is dominated by a geometric distribution (see a similar discussion in [18]).

**Theorem 2.9:** If $K$ is even then the following hold.

(a) For any $r > 0$ and any polynomial of finite degree $Q(k)$ there exists a sufficiently large $H$ such that $Q(k)P(\tau_{s+1} - \tau_s > k | x_{\tau_s}, \Delta_{\tau_s}) \leq r^{-k}$ for all $k > H$ and for all $z \in \mathbb{N}$.

(b) Let $\Delta_{\tau_s} \to \infty$ be equivalent to stating that $\Delta^i_{\tau_s} \to \infty$ for all $1 \leq i \leq n$. Then

$$\lim_{\Delta_{\tau_s} \to \infty} P(\tau_{s+1} - \tau_s > 1 | x_{\tau_s}, \Delta_{\tau_s}) = 0$$

uniformly in $x_{\tau_s}$.

We define the compact sets

$$S = S_x \times S_\Delta, \quad S_\Delta = \{\Delta \in \mathbb{R}^n_+ : \Delta^i \leq F, 1 \leq i \leq n\},$$

$$S_x = \left\{x \in \mathbb{R}^n : |x^i| \leq \frac{K}{2} F, 1 \leq i \leq n \right\},$$

for some $F > L^1$ where $L^1$ is a component of $L$ as described in Section II-C. Note that at the stopping time $\tau_z$, if $\Delta_{\tau_z} \in S_\Delta$ then $|x^i_{\tau_z}| \leq \frac{K}{2} \Delta^i_{\tau_z} \leq \frac{K}{2} F$, for all $1 \leq i \leq n$, and thus $x_{\tau_z} \in S_x$ and $(x_{\tau_z}, \Delta_{\tau_z}) \in S$.

**Lemma 2.10:** For some $\gamma > 0$, the following drift condition holds:

$$\gamma E \left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (\Delta^i_s)^2 \right| x_{\tau_z}, \Delta_{\tau_z}] \leq (\Delta^i_{\tau_z})^2 - E[(\Delta^i_{\tau_{z+1}})^2 | x_{\tau_z}, \Delta_{\tau_z}] + b1_{\{(x_{\tau_z}, \Delta_{\tau_z}) \in S\}}. \quad (10)$$

For $\lambda \in \mathbb{C}$, the above also holds with $\Delta^2$ in place of $\Delta^1$.

For $x \in \mathbb{R}^n$, we say that $x^i$ and $x^{i+1}$ are a *conjugate pair* if $i$ is odd. To simplify notation in the complex eigenvalue case we find it convenient to define for any $x \in \mathbb{R}^n$, the set of vectors

$$\tilde{x}^i = \begin{bmatrix} x^i & x^{i+1} \end{bmatrix}^T, \quad \text{if } i \text{ is odd,} \quad \tilde{x}^i = \begin{bmatrix} x^{i-1} & x^i \end{bmatrix}^T, \quad \text{if } i \text{ is even,}$$

for $1 \leq i \leq n$. Note that $\tilde{x}^i = \tilde{x}^{i+1}$ for $i$ odd. We are only concerned with the case when $n$ is even.

**Theorem 2.11:** Let $\lambda \in \mathbb{R}$. For $i = n$, there exists a $\kappa > 0$ such that

$$E \left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (x^i_s)^2 \right| x_{\tau_z}, \Delta_{\tau_z}] \leq \kappa (\Delta^i_{\tau_z})^2. \quad (11)$$
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If $\lim_{s \to \infty} E[(x_s^k)^2] < \infty$ then the above holds for $i = k - 1$.

For $\lambda \in \mathbb{C}$, with $i = n - 1$, there exists a $\kappa > 0$ such that

$$E \left[ \sum_{s = \tau_s}^{\tau_{s+1}-1} (\hat{x}_s^i)^T \hat{x}_s^i \right] \leq \kappa (\Delta_{\tau_s}^1)^T \Delta_{\tau_s}^1.$$

If $\lim_{s \to \infty} E[(\hat{x}_s^k)^2] < \infty$ then the above holds for $i = k - 2$.

**Proof of Theorem 2.3**

(a) We know from Lemmas 2.7 and 2.8 that the process $\{(x_s, \Delta_s)\}$ is an irreducible Markov chain. The set $S$ is small (see Section V-C and [18]). Using Lemma 2.10 we can apply Theorem 5.8 with $a = 1$, the irreducible Markov chain $\{(x_s, \Delta_s)\}$ and the functions $V(x_s, \Delta_s) = (\Delta_s^1)^2$, $\beta(x_s, \Delta_s) = 1$ and $b$ as given in Lemma 2.10 to get that $\{(x_s, \Delta_s)\}$ is positive Harris recurrent and has a unique invariant distribution.

(b) Suppose that $\lambda \in \mathbb{R}$. We will apply Theorem 5.8 with $a = 0$, the irreducible Markov chain $\{(x_s, \Delta_s)\}$ and the functions $V(x_s, \Delta_s) = (\Delta_s^1)^2$, $\beta(x_s, \Delta_s) = \gamma(\Delta_s^1)^2$, $f(x_s, \Delta_s) = \frac{2}{\kappa} (x_s^2)^2$.

From Lemma 2.10 we get

$$E[V(x_{\tau_s+1}, \Delta_{\tau_s+1}) \mid \mathcal{F}_{\tau_s}] = E[(\Delta_{\tau_s+1}^1)^2 \mid x_{\tau_s}, \Delta_{\tau_s}]$$

$$\leq (\Delta_{\tau_s}^1)^2 - \gamma E \left[ \sum_{s = \tau_s}^{\tau_{s+1}-1} (\Delta_s^1)^2 \right] x_{\tau_s}, \Delta_{\tau_s} + b1\{x_{\tau_s}, \Delta_{\tau_s}\} \in S$$

$$\leq (\Delta_{\tau_s}^1)^2 - \gamma(\Delta_{\tau_s}^1)^2 + b1\{x_{\tau_s}, \Delta_{\tau_s}\} \in S$$

$$= V(x_{\tau_s}, \Delta_{\tau_s}) - \beta(x_{\tau_s}, \Delta_{\tau_s}) + b1\{x_{\tau_s}, \Delta_{\tau_s}\} \in S.$$

We know that Theorem 2.11 holds immediately for $\{x_s^n\}$ and thus

$$E \left[ \sum_{s = \tau_s}^{\tau_{s+1}-1} f(x_s, \Delta_s) \mid \mathcal{F}_{\tau_s} \right] = \frac{\gamma}{\kappa} E \left[ \sum_{s = \tau_s}^{\tau_{s+1}-1} (x_s^2)^2 \right] x_{\tau_s}, \Delta_{\tau_s} \leq \gamma(\Delta_{\tau_s}^1)^2 = \beta(x_{\tau_s}, \Delta_{\tau_s}),$$

where we have used the ordering of bin sizes as described in Section II-C.

Thus, $\lim_{s \to \infty} \frac{\gamma}{\kappa} E[(x_s^n)^2] < \infty$ by Theorem 5.8 and so $\lim_{s \to \infty} E[(x_s^n)^2] < \infty$. This implies that Theorem 2.11 holds for $\{x_s^{n-1}\}$ as mentioned in the proof and theorem statement. The finite second moment of all components then follows by induction.

In the complex case, we have that the drift condition (10) in Lemma 2.10 also holds with $\Delta_s^2$ in place of $\Delta_s^1$ since they are equal. Choosing the functions $V(x_s, \Delta_s) = (\Delta_s^1)^2 + (\Delta_s^2)^2$, $\beta(x_s, \Delta_s) = \gamma((\Delta_s^1)^2 + (\Delta_s^2)^2)$, $f(x_s, \Delta_s) = \frac{2}{\kappa} (\hat{x}_s^n)^T \hat{x}_s^n$, we obtain the result.

$\square$
III. Multi-Sensor Systems

A. Problem Statement

This is the main problem of the paper and is stated in Section I-A.

B. Main Result

To state the main result of this section, we first present a known result and an assumption.

The following theorem extends the classical observability canonical decomposition to the decentralized case. For a detailed proof in the centralized case, see [20]. The more general multi-agent setup, where each agent makes observations and applies a control action, can be found in [21]. We are not aware of an explicit proof and give a proof of Theorem 3.1 in Section V-B for the convenience of the reader.

**Theorem 3.1:** Under Assumption 1.2 there exists a matrix $Q$ such that if we define $\tilde{A} = QAQ^{-1}$ and $\tilde{C}_j = C_jQ^{-1}$ then

\[
\tilde{A} = \begin{bmatrix}
\tilde{A}_M & * & \cdots & * \\
& \tilde{A}_{M-1} & * & \cdots & * \\
& & \ddots & \ddots & \ddots \\
& & & 0 & \tilde{A}_1
\end{bmatrix},
\]

\[
\begin{bmatrix}
\tilde{C}_M^M \\
\tilde{C}_M^{M-1} \\
\vdots \\
\tilde{C}_1
\end{bmatrix} = \begin{bmatrix}
\tilde{C}_O^M & * & \cdots & * \\
& \tilde{C}_O^{M-1} & * & \cdots & * \\
& & \ddots & \ddots & \ddots \\
& & & 0 & \tilde{C}_O^1
\end{bmatrix},
\]

where the *’s denote irrelevant submatrices, each $\tilde{A}_j \in \mathbb{R}^{n_j \times n_j}$ and each $\tilde{C}_O^j \in \mathbb{R}^{p_j \times n_j}$.

**Remark 3.2:** In the proof of Theorem 3.1 we give one construction for the triangular decomposition in (12). This transformation is not unique. There may be many ways to achieve a block upper triangular form and it is not necessary to place the sensors in order $M, \ldots, 1$.

Let us label the Jordan blocks of $A$ as $J_1, \ldots, J_\ell$. Let $V_i$ be the (possibly generalized) eigenspace corresponding to $J_i$. That is, if $v_{i,1}, \ldots, v_{i,d_i}$ are the (possibly generalized) eigenvectors associated with $J_i$ then $V_i = \text{span}\{v_{i,1}, \ldots, v_{i,d_i}\}$ and has dimension $d_i$.

**Assumption 3.3:** Each eigenspace is observed by some sensor. That is, for each $1 \leq i \leq \ell$ there exists a $1 \leq j \leq M$ such that $V_i \subseteq O^j$.
The following is the main result of this section:

**Theorem 3.4:** Under Assumption 3.3 there exists a coding and control policy with average rate $R_{avg} \leq 1/(T^2n)(M + \sum_{i=1}^{n} \log_2(|\lambda_i|T^{2n} + \epsilon) + 1)$ for some $\epsilon > 0$ which gives:

(a) the existence of a unique invariant distribution for $\{x_{2nt}\}$;
(b) $\lim_{t \to \infty} E[\|x_{2nt}\|_2] < \infty$.

**Theorem 3.5:** The average rate in Theorem 3.4 achieves the minimum rate (3) asymptotically for large sampling periods. That is, $\lim_{T \to \infty} R_{avg} = R_{\text{min}}$.

**Proof of Theorem 3.5:** Follows from the proof of Theorem 2.4.

**Proof of Theorem 3.4:** Under Assumption 3.3, we can assign each eigenspace $V_i \subseteq O_j$ to some sensor $j$. Let $V_{j,1}, \ldots, V_{j,m_j}$ denote the eigenspaces assigned to sensor $j$ and let us write

$$V_{j,i} = \text{span}\{v_{j,i,1}, \ldots, v_{j,i,d_{j,i}}\}$$

where each $v_{j,i,h} \in \mathbb{R}^{n \times 1}$. We put

$$Q_{j,i} = \begin{bmatrix} Q_{j,i,1} & \cdots & Q_{j,i,m_j} \end{bmatrix}^T$$

and

$$Q = \begin{bmatrix} Q^M & \cdots & (Q^1)^T \end{bmatrix}^T.$$

Each $v_{j,i,h}$ belongs to the generalized eigenspace $V_{j,i}$, which is invariant under multiplication by $A$. That is

$$v_{j,i,h}A \in V_{j,i}. \tag{13}$$

We apply the similarity transform $\tilde{x}_t = Qx_t$ to (1) and define $\tilde{A} = QAQ^{-1}$, $\tilde{B} = QB$ and $\tilde{w}_t = Qw_t$ to get the system

$$\tilde{x}_{t+1} = \tilde{A}\tilde{x}_t + \tilde{B}\tilde{u}_t + \tilde{w}_t. \tag{14}$$

Furthermore, we can write $\tilde{A} = \text{diag}(\tilde{A}_M, \ldots, \tilde{A}_1)$ where $\tilde{A}_j \in \mathbb{R}^{n_j \times n_j}$ and $n_j = \sum_{i=1}^{m_j} d_{j,i}$ is the sum of the dimensions of $V_{j,1}, \ldots, V_{j,m_j}$. Equation (13) is analogous to (30) in the proof of Theorem 3.1 and from this proof, we obtain the desired diagonal form.

We now look at the estimation of the state by the sensors. For convenience, let us write $\tilde{x}_t = \begin{bmatrix} (\tilde{x}_t^M)^T & \cdots & (\tilde{x}_t^1)^T \end{bmatrix}^T$ where $\tilde{x}_t^i = \begin{bmatrix} (\tilde{x}_{t,1}^i)^T & \cdots & (\tilde{x}_{t,m_j}^i)^T \end{bmatrix}^T$ and $\tilde{x}_{t,i}^j = \begin{bmatrix} \tilde{x}_{t,1}^{j,i} & \cdots & \tilde{x}_{t,d_{j,i}}^{j,i} \end{bmatrix}^T$ with $\tilde{x}_{t,1}^{j,i,h} \in \mathbb{R}$. Let us write $O(C, A) = \begin{bmatrix} (o_{j,1})^T & \cdots & (o_{j,n_p})^T \end{bmatrix}^T$ where each $o_{j,i} \in \mathbb{R}^{1 \times n}$.

With our construction above, under Assumption 3.3 we have for each $j, i, h$ that $v_{j,i,h} = \sum_{\ell=1}^{n_p} k_{\ell}^{j,i,h} o_{j,\ell}$ for some real coefficients $\{k_{\ell}^{j,i,h}\}$. Consider the first $n$ time stages. By putting
\[ k^{j,i,h} = \begin{bmatrix} k^{j,i,h}_1 & \cdots & k^{j,i,h}_{n_{p_j}} \end{bmatrix}, \]

it follows that
\[
k^{j,i,h} \begin{bmatrix} (y^j_0)^T & \cdots & (y^j_{n-1})^T \end{bmatrix}^T = k^{j,i,h} O(C^{j,i,h}) x_0 + \bar{v}^{j,i,h}_0 \]
\[
= \sum_{\ell=1}^{n_{p_j}} k^{j,i,h}_\ell o(j,\ell) x_0 + \bar{v}^{j,i,h}_\ell = v^{j,i,h}_0 x_0 + \bar{v}^{j,i,h}_0 \]

where \( \bar{v}^{j,i,h}_0 \) is some zero mean Gaussian noise. We will use the same notation for \( \bar{v}^{j}_0 \) that we use for \( \bar{x}^{j}_t \).

As in Lemma 2.5 for the single-sensor case, we can use the next \( n \) times stages to apply a control action. We then apply the above scheme repeatedly and sample every \( 2n \) time stages. By a slight abuse of notation, we define \( x_s = \bar{x}_{2ns} \), \( A = \text{diag}(A_M, \ldots, A_1) = \bar{A}^{2n} \), \( u_s = \bar{u}_{2ns} \), \( w = \bar{w}_{2ns} \) and \( v^j_s = \bar{v}^j_{2ns} \) to get the system
\[
x_{s+1} = A x_s + u_s + w_s, \quad y^j_s = x^j_s + v^j_s, \quad 1 \leq j \leq M, \quad (15)\]
where \( x_s = \begin{bmatrix} (x^M_s)^T & \cdots & (x^1_s)^T \end{bmatrix}^T \), \( u_s \) is chosen arbitrarily by the controller and \( y^j_s \) is known by sensor \( j \) at time \( s \). The noise processes \( \{w_s\}, \{v^j_s\} \) are each i.i.d. sequences of zero mean Gaussian random vectors. At time \( s \), \( w_s \) and each \( v^j_s \) are independent of the state \( x_s \) but may be correlated with each other. For \( s_1 \neq s_2 \) we have that \( w_{s_1} \) and \( v^j_{s_2} \) are independent.

Finally, we can assume that each \( A_j \) is in real Jordan form. Using the same notation for \( x_s, \Delta_s \) as for \( \bar{x}_t \), we associate with each \( x^{j,i,h}_s \) the bin size \( \Delta^{j,i,h}_s \). We define the sequence of stopping times
\[
\tau_0 = 0, \quad \tau_{z+1} = \min\{s > \tau_z : |y_s| = |x_s + v^j_s| \leq \Delta_s \}. \]

The feedback value \( b_{2ns} \) is chosen as
\[
b_{2ns} = \begin{cases} 1, & \text{if } s = \tau_z \text{ for some } z \in \mathbb{N}, \\ 0, & \text{otherwise}, \end{cases} \]
so that we can then apply the same coding and control policy as in Section II-C. This reduces the problem to the single-sensor case and we obtain the result. \( \square \)

C. Sufficient Conditions for the General Multi-Sensor Case

In Section III-B, Assumption 3.3 allowed us to diagonalize \( \bar{A} \) in (12) in Theorem 3.1. Without this assumption, the lower components of the state act as noise for the upper components. In
particular, we need to bound these lower modes when all quantizers are perfectly-zoomed to achieve (b) of Theorem 2.9. To do this, we must have that the bin sizes of the lower modes are small compared with the upper ones. With many different eigenvalues, we cannot guarantee this in the general case. Below, we give a sufficient rate and an alternative assumption for stability.

For Theorem 3.6 below, let us write $\Lambda(\bar{A}_j) = \{\lambda_{j,1}, \ldots, \lambda_{j,n_j}\}$ where $\bar{A}_j$ is given in (12).

**Theorem 3.6:** There exists a coding and control policy which gives:

(a) the existence of a unique invariant distribution for $\{x_{2nt}\}$;
(b) $\lim_{t \to \infty} E[\|x_{2nt}\|^2] < \infty$,

and with average rate in the limit of large sampling periods

$$
\lim_{T \to \infty} R_{avg} = \sum_{j=1}^{M} \sum_{i=1}^{n_j} \log_2(\max\{\lambda_{j,i}, |\lambda_{h,\ell}| : h < j, 1 \leq \ell \leq n_h\}).
$$

**Proof of Theorem 3.6:** The proof follows that of Theorem 2.3. The main difference is that we define $\lambda'_{j,i} = \max\{|\lambda_{j,i}|, |\lambda_{h,\ell}| : h < j, 1 \leq \ell \leq n_h\}$ and the bin numbers $K_{j,i} = \lceil (\lambda'_{j,i})^{2n} + \epsilon \rceil$ for some $\epsilon > 0$ and treat the lower components of the state as noise.

Cleary, we could also achieve (a) and (b) in Theorem 3.6 with $\lim_{T \to \infty} R_{avg} = n \log_2(\lambda_{absmax})$ where $\lambda_{absmax} = \max_{j,i}\{|\lambda_{j,i}|\}$.

For Theorem 3.7 below, recall that we have some flexibility in the decomposition given by Theorem 3.1. See the proof of Theorem 3.1 and Remark 3.2.

**Theorem 3.7:** If the eigenvalues of $\bar{A}_M, \ldots, \bar{A}_1$ in (12) are ordered in decreasing magnitude then Theorem 3.4 holds without Assumption 3.3. That is, the theorem holds if for $\lambda_i \in \Lambda(\bar{A}_i)$ and $\lambda_j \in \Lambda(\bar{A}_j)$ we have that $|\lambda_i| \leq |\lambda_j|$ when $i < j$.

**Proof of Theorem 3.7:** The proof follows that of Theorem 2.3. Since the eigenvalues are ordered in decreasing magnitude, we can maintain the ordering of the bin sizes and treat the lower components as noise.

Finally, a remark on the vector scheme we have employed in this paper is in order.

**Remark 3.8:** In this paper we present a vector stabilization scheme. From the problem statement, it would be natural to adopt a sequential stabilization scheme. That is, each of the components of the state is viewed as a separate system. In this case, we lose the Markov property and the number of time stages we must wait (denoted by $H$ in Theorem 2.9) to establish geometric decay is not uniform across the set of valid conditions $(x_{r_z}, \Delta_{r_z})$. Such a scheme is left for future work.
IV. CONCLUSION

In this paper, we have presented a coding and control policy which achieves the minimum rate asymptotically in the limit of large sampling periods. We extend this result to the multi-sensor case under the assumption that each eigenspace is observed by some sensor. In the absence of this assumption, we give sufficient conditions for achieving stability. In all cases, we establish the existence of a unique invariant distribution for the sampled state and a finite second moment of the state. These strong forms of stability have not been considered in the literature for such systems to our knowledge. The proofs use random-time drift criteria for Markov chains. We wish to extend the results for control over general noisy channels along the lines of [22], [23], [24], [25] and [26].

V. APPENDIX

A. Supporting Results for Section II-D

Proof of Theorem 2.4: Let \( \{\lambda_1, \ldots, \lambda_n\} \) denote the set of eigenvalue of \( A \) with multiplicity. We give our control policy for period \( T = 2n \) with a fixed average rate of \( R_{\text{avg}} = \frac{1}{2n} \log_2 \left( \sum_{i=1}^{n} \log_2 \left( \left| \lambda_i \right|^T + \epsilon \right) \right) + 1 \). Suppose that instead of sending an estimate every \( 2n \) time stages, we apply them periodically every \( T2n \) time stages. Taking the limit as \( T \) approaches infinity, our average rate satisfies

\[
\lim_{T \to \infty} R_{\text{avg}} \leq \lim_{T \to \infty} \frac{1}{T2n} \left( \sum_{i=1}^{n} \log_2 \left( \left| \lambda_i \right|^{T2n} + \epsilon \right) + 1 \right)
= \lim_{T \to \infty} \left( \sum_{i=1}^{n} \log_2 \left( \left| \lambda_i \right|^{T2n} + \epsilon \right) + 1 \right)^{\frac{T}{T2n}} = \frac{1}{2n} \sum_{i=1}^{n} \log_2 \left( \left| \lambda_i \right| \right).
\]

In this sense, our policy achieves the minimum rate (3) asymptotically. \( \square \)

Proof of Lemma 2.5: Recall the basic recursion for LTI systems.

\[
x_t = Ax_{t-1} + Bu_{t-1} + w_{t-1} = A^2x_{t-2} + ABu_{t-2} + Bu_{t-1} + Aw_{t-2} + w_{t-1}
\]

\[
\cdots = A^ix_0 + \sum_{i=0}^{t-1} A^{t-1-i}Bu_i + \sum_{i=0}^{t-1} A^{t-1-i}w_i.
\]

In the first \( n \) time stages the sensor makes observations on the state and forms an estimate. In the second \( n \) time stages we allow the controller to apply a control action.
We set $u_i = 0$ for $0 \leq i \leq n - 2$ so that the first $n$ observations of the sensor are

$$
\begin{bmatrix}
  y_0 \\
  y_1 \\
  \vdots \\
  y_{n-1}
\end{bmatrix}
= \mathcal{O}_{(C,A)} x_0 +
\begin{bmatrix}
  0 \\
  Cw_0 \\
  \vdots \\
  \sum_{i=0}^{n-2} CA^{n-2-i} w_i
\end{bmatrix}
+ 
\begin{bmatrix}
  v_0 \\
  v_1 \\
  \vdots \\
  v_{n-1}
\end{bmatrix},
$$

where $\mathcal{O}_{(C,A)}$ is the observability matrix of the pair $(C, A)$. We have assumed that $(C, A)$ is an observable pair. Equivalently, $\mathcal{O}_{(C,A)}$ has full column rank. By choosing a subset of $n$ equations from the matrix equation above, it is clear that we can apply the inverse to obtain the estimate $\hat{y}_0 = x_0 + \sum_{i=0}^{n-2} \xi_i w_i + \sum_{i=0}^{n-1} \zeta_i v_i$, for some set $\{\xi_i, \zeta_i\}$ of matrices $\xi_i \in \mathbb{R}^{n \times n}$ and $\zeta_i \in \mathbb{R}^{n \times p}$.

Our estimate $\hat{y}_0$ is generated at time $n - 1$. At this time stage, the sensor sends the encoded value $q_{n-1}$ to the controller through the finite capacity channel. Based on this information, we allow the controller to apply control actions in time stages $n$ to $2n - 1$. This is standard and we do not describe it in detail. We then have the system of equations

$$
x_{2n} = A^{2n} x_0 + \bar{u}_0 + \sum_{i=0}^{2n-1} A^{2n-1-i} w_i,
\hat{y}_0 = x_0 + \sum_{i=0}^{n-2} \xi_i w_i + \sum_{i=0}^{n-1} \zeta_i v_i,
$$

where at time $n - 1$, the estimate $\hat{y}_0$ is known by the sensor and the action $\bar{u}_0$ is chosen arbitrarily by the controller.

Let us define the sampled variables $\tilde{x}_s = x_{2ns}$ and $\tilde{y}_s = \hat{y}_{2ns}$. We define the noise processes

$$
\tilde{w}_s = \sum_{i=0}^{2n-1} A^{2n-1-i} w_{2ns+i},
\tilde{v}_s = \sum_{i=0}^{n-2} \xi_i w_{2ns+i} + \sum_{i=0}^{n-1} \zeta_i v_{2ns+i},
$$

and note that they are both sequences of i.i.d. multivariate Gaussian random vectors. Then, by repeating our procedure every $2n$ time stages, we obtain the system

$$
\tilde{x}_{s+1} = A^{2n} \tilde{x}_s + \bar{u}_s + \tilde{w}_s,
\tilde{y}_s = \tilde{x}_s + \tilde{v}_s.
$$

Finally, we apply a real Jordan transformation to the above system. We define $\tilde{x}_s = P \tilde{x}_s$, $\tilde{A} = PA^{2n}P^{-1}$, $\bar{u}_s = P \bar{u}_s$, $\tilde{w}_s = P \tilde{w}_s$, $\tilde{y}_s = P^{-1} \tilde{y}_s$ and $\tilde{v}_s = P^{-1} \tilde{v}_s$ where $P$ is the Jordan transform matrix. This gives the system

$$
\tilde{x}_{s+1} = \tilde{A} \tilde{x}_s + \bar{u}_s + \tilde{w}_s,
\tilde{y}_s = \tilde{x}_s + \tilde{v}_s.
$$

Note that the matrix $\tilde{A}$ has eigenvalues $\lambda_1^{2n}, \ldots, \lambda_n^{2n}$. □
Remark 5.1: The estimate used in Lemma 2.5 may appear naive. At first glance it would appear better to apply the Kalman filter. In this case, a new system is formed with the estimate as the state. The problem is that the noise for this system is not independent across time and we cannot extend our result to the multi-sensor case.

Proof of Lemma 2.7: Note that under our control policy we can write $u_s = g(x_s, v_s, \Delta_s)$ and $\Delta_{s+1} = f(x_s, v_s, \Delta_s)$ for some functions $g$ and $f$.

Let $\mathcal{B}(\mathbb{R}^n \times \mathbb{R}_+^n)$ be the Borel $\sigma$-field on $\mathbb{R}^n \times \mathbb{R}_+^n$. It follows that

$$P((x_{s+1}, \Delta_{s+1}) \in (C \times D) \mid (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$= P(x_{s+1} \in C \mid \Delta_{s+1} \in D, (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$P(\Delta_{s+1} \in D \mid (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$= P(Ax_s + u_s + w_s \in C \mid \Delta_{s+1} \in D, (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$P(f(x_s, v_s, \Delta_s) \in D \mid (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$= P(Ax_s + g(x_s, v_s, \Delta_s) + w_s \in C \mid \Delta_{s+1} \in D, (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$P(f(x_s, v_s, \Delta_s) \in D \mid (x_s, \Delta_s), \ldots, (x_0, \Delta_0))$$

$$= P(Ax_s + g(x_s, v_s, \Delta_s) \in D \mid (x_s, \Delta_s))$$

$$P(f(x_s, v_s, \Delta_s) \in D \mid (x_s, \Delta_s))$$

$$= P((x_{s+1}, \Delta_{s+1}) \in (C \times D) \mid (x_s, \Delta_s)),$$

for all $(C \times D) \in \mathcal{B}(\mathbb{R}^n \times \mathbb{R}_+^n)$.

Proof of Lemma 2.8: This follows immediately from the scalar case, as presented in the proof of Theorem 2.4 of [2]. We can choose $\rho, \epsilon$ and $\eta$ such that $\log_2(\bar{Q}(q_s, \Delta_s))$ takes values in integer multiples of $\ell$ and the integers taken are relatively prime. By setting each $\Delta_0^i$ to be an integer multiple of $\ell$, it follows from the equation

$$\log_2(\Delta_{s+1}^i) = \log_2(\bar{Q}(q_s, \Delta_s))/\ell + \log_2(\Delta_s^i)/\ell$$

that $\log_2(\Delta_s^i)$ in an integer multiple of $\ell$ for all $s \in \mathbb{N}$.
To prove Theorem 2.9 we need the following simple Gaussian bound. Recall that \( \Lambda(\cdot) \) denotes the set of eigenvalues of its argument. Let us define \( \lambda_{\min}(A) = \min \Lambda(A) \) and \( \lambda_{\max}(A) = \max \Lambda(A) \).

**Lemma 5.2:** Let \( X \sim N(0, \Sigma) \) be a multivariate normal random variable with mean zero and covariance matrix \( \Sigma \in \mathbb{R}^{n \times n} \). For \( \Delta \in \mathbb{R}^n_+ \), the following bound holds.

\[
P(X \not\leq \Delta) \leq 2 \sqrt{\frac{\lambda_{\max}(\Sigma)}{2\pi \det(\Sigma)}} \sum_{i=1}^{\lambda_{\min}(\Sigma)} \exp \left\{ -\frac{(\Delta^i)^2}{2\lambda_{\max}(\Sigma)} \right\}.
\]

**Proof of Lemma 5.2:** Let \( X \sim N(0, \Sigma) \) be a multivariate normal random vector with mean zero and covariance matrix \( \Sigma \in \mathbb{R}^{n \times n} \). We avoid the degenerate case and assume that \( \Sigma \) is positive-definite. Let \( \Delta \in \mathbb{R}^n_+ \). Then

\[
P(X \not\leq \Delta) = P(\bigcup_{i=1}^{\lambda_{\min}(\Sigma)} \{|x^i| > \Delta^i\}) \leq \sum_{i=1}^{\lambda_{\min}(\Sigma)} P(|x^i| > \Delta^i)
\]

\[
= \sum_{i=1}^{\lambda_{\min}(\Sigma)} \int_{|x^i| > \Delta^i} \frac{1}{\sqrt{(2\pi)^n \det(\Sigma)}} \exp \left\{ -\frac{1}{2} x^T \Sigma^{-1} x^i \right\} dx^i
\]

\[
\leq \sum_{i=1}^{\lambda_{\min}(\Sigma)} \int_{|x^i| > \Delta^i} \frac{1}{\sqrt{(2\pi)^n \det(\Sigma)}} \exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1}) x^T x^i \right\} dx^i
\]

\[
= \frac{1}{\sqrt{2\pi \det(\Sigma)^{\lambda_{\min}(\Sigma)-1}}} \sum_{i=1}^{\lambda_{\min}(\Sigma)} 2 \int_{\Delta^i}^{\infty} \exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1})(x^i)^2 \right\} dx^i
\]

\[
\leq \frac{2}{\sqrt{2\pi \det(\Sigma)^{\lambda_{\min}(\Sigma)-1}}} \sum_{i=1}^{\lambda_{\min}(\Sigma)} \int_{\Delta^i}^{\infty} \exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1})(x^i)^2 \right\} dx^i
\]

\[
= \frac{2}{\sqrt{2\pi \det(\Sigma)^{\lambda_{\min}(\Sigma)-1}}} \sum_{i=1}^{\lambda_{\min}(\Sigma)} \frac{1}{\Delta^i} \left[ -\exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1})(x^i)^2 \right\} \right]_{\Delta^i}^{\infty}
\]

\[
= C \sum_{i=1}^{\lambda_{\min}(\Sigma)} \frac{1}{\Delta^i} \exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1})(\Delta^i)^2 \right\} \leq C \sum_{i=1}^{\lambda_{\min}(\Sigma)} \exp \left\{ -\frac{1}{2} \lambda_{\min}(\Sigma^{-1})(\Delta^i)^2 \right\},
\]

where the last line follows since we ensure \( \Delta^i \geq 1 \) for all \( 1 \leq i \leq n \) under our coding and control policy. We have also defined the constant \( C = 2/(\sqrt{2\pi \det(\Sigma)^{\lambda_{\min}(\Sigma)-1}}) \). The eigenvalues of \( \Sigma^{-1} \) are the inverse eigenvalues of \( \Sigma \). This gives the desired bound. \( \square \)
Proof of Theorem 2.9: i) Exponential Bound. Note that

\[ P(\tau_{z+1} - \tau_z > k \mid x_{\tau_z}, \Delta_{\tau_z}) = P \left( \bigcap_{s=1}^{k} \left\{ x_{\tau_z+s} + v_{\tau_z+s} \not\leq \frac{K}{2} \Delta_{\tau_z+s} \right\} \bigg\vert x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ = P \left( x_{\tau_z+k} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigcap_{s=1}^{k-1} \left\{ x_{\tau_z+s} + v_{\tau_z+s} \not\leq \frac{K}{2} \Delta_{\tau_z+s} \right\}, x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ \leq P \left( x_{\tau_z+k} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigcap_{s=1}^{k-1} \left\{ x_{\tau_z+s} + v_{\tau_z+s} \not\leq \frac{K}{2} \Delta_{\tau_z+s} \right\}, x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ = P \left( x_{\tau_z+k} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigg\vert \tau_{z+1} - \tau_z > k - 1, x_{\tau_z}, \Delta_{\tau_z} \right) \].

(16)

We first let \( \lambda \in \mathbb{R} \). Let us define the noise vector \( w_{\tau_z,k} = \frac{A^k}{\lambda^k} (-v_{\tau_z} + \sum_{s=0}^{k-1} A^{-1-s} w_{\tau_z+s}) + v_{\tau_z+k} \) and note that it is multivariate Gaussian. Before obtaining our bound, we define \( \xi = \frac{||\lambda| + \epsilon|}{||\lambda| + \epsilon - \eta} > 1 \). We let \( N \) denote the nilpotent matrix (the matrix with ones on the upper diagonal) of appropriate size. Note that \( N^s = 0 \) for all \( s \geq n \). Under our control policy, as described in Section II-C, we know that \( |(x_{\tau_z} + v_{\tau_z}) - \hat{x}_{\tau_z}| \leq \frac{1}{2} \Delta_{\tau_z} \). It then follows that

\[ P \left( \bigg\vert x_{\tau_z+k} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigg\vert \tau_{z+1} - \tau_z > k - 1, x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ = P \left( A^k x_{\tau_z} + A^{k-1} u_{\tau_z} + \sum_{s=0}^{k-1} A^{k-1-s} w_{\tau_z+s} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigg\vert \tau_{z+1} - \tau_z > k - 1, x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ = P \left( A^k (x_{\tau_z} - \hat{x}_{\tau_z} + v_{\tau_z} - v_{\tau_z}) + \sum_{s=0}^{k-1} A^{k-1-s} w_{\tau_z+s} + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigg\vert \tau_{z+1} - \tau_z > k - 1, x_{\tau_z}, \Delta_{\tau_z} \right) \]

\[ = P \left( (\lambda I + N)^k (x_{\tau_z} + v_{\tau_z} - \hat{x}_{\tau_z}) + A^k (-v_{\tau_z} + \sum_{s=0}^{k-1} A^{-1-s} w_{\tau_z+s}) + v_{\tau_z+k} \not\leq \frac{K}{2} \Delta_{\tau_z+k} \bigg\vert \tau_{z+1} - \tau_z > k - 1, x_{\tau_z}, \Delta_{\tau_z} \right) \]
\[
\leq P\left( \left| \lambda^k + \sum_{s=1}^{k} \binom{k}{s} \lambda^{-s} N^s \right| \left( x_{\tau_s} + v_{\tau_s} - \hat{x}_{\tau_s} \right) + \lambda^k w_{\tau_s,k} \right| \leq \frac{K}{2} \rho^{-1} |\lambda|^{-1} \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \Delta_{\tau_s} \left| x_{\tau_s}, \Delta_{\tau_s} \right) \right)
\]

\[
\leq P\left( \left| \lambda^k + \sum_{s=1}^{n} \binom{k}{s} |\lambda|^{-s} N^s \right| \left| x_{\tau_s} + v_{\tau_s} - \hat{x}_{\tau_s} + |\lambda|^k w_{\tau_s,k} \right| \leq \rho^{-1} |\lambda|^{-\epsilon} \frac{1}{\lambda} \Delta_{\tau_s} \left| x_{\tau_s}, \Delta_{\tau_s} \right) \right)
\]

\[
\leq P\left( |\lambda|^k \left| x_{\tau_s} + \frac{1}{2} \lambda^{-\epsilon} \sum_{s=1}^{n} \binom{k}{s} |\lambda|^{-s} w_{\tau_s,k} \right| \leq \rho^{-1} |\lambda|^k \frac{1}{\lambda} \Delta_{\tau_s} \left| x_{\tau_s}, \Delta_{\tau_s} \right) \right)
\]

\[
\leq P\left( |w_{\tau_s,k} \leq \rho^{-1} |\lambda|^k \frac{1}{\lambda} \Delta_{\tau_s} \left| x_{\tau_s}, \Delta_{\tau_s} \right) \right)
\]

\[
\leq P\left( |w_{\tau_s,k} \leq \rho^{-1} |\lambda|^k \frac{1}{\lambda} \Delta_{\tau_s} \left| x_{\tau_s}, \Delta_{\tau_s} \right) \right) \leq 2 \lambda^{-n} \exp\left\{ \frac{-\rho^{2(k-1)}(\Delta^2)}{8 \max(\Sigma_{\tau_s,k})} \sum_{i=1}^{n} \right\},
\]

where (17) follows from our bin ordering. Equations (18) and (19) hold for all \( k \geq H \) for some \( H \) sufficiently large and in the special case of \( k = 1 \). In the case \( k = 1 \) we choose \( \delta \) sufficiently small such that \( \xi - 1 - \delta n > 0 \). Equation (19) holds for some \( 1 < \rho' < \rho \) since we need only show that \( \rho'^{k-1} \xi - 1 - \delta nk_n > (\rho')^{k-1} \) for sufficiently large \( k \) and this follows since \( \lim_{k \to \infty} \rho^{k-1} / (\rho')^{k-1} = \infty \) and \( \lim_{k \to \infty} (1 - \delta nk_n) / (\rho')^{k-1} = 0 \) by L'Hôpital's rule. In (19), we have used Lemma 5.2 with the zero mean Gaussian vector \( w_{\tau_s,k} \) and denoted its covariance matrix by \( \Sigma_{\tau_s,k} \). From (19), we can see that (b) of Theorem 2.9 holds.

In order to bound (19) further, we define the covariance matrices \( \Sigma_{\psi} = E[v_{\psi}v_{\psi}^T], \Sigma_{\psi,w} = \)
Similarly, we can see that

\[
\Sigma_{r,k} = E_\tau[w_{r,k}w_{r,k}^T] = E\left\{ \frac{A^k}{\lambda^k} \left( -v_{\tau_z} + \sum_{s=0}^{k-1} A^{-s}w_{r,s} + \frac{v_{\tau_z+k}}{\lambda^k} \right) \right\}^T
\]

\[
= \frac{A^k}{\lambda^k} \left( \Sigma_w - \Sigma_{v,w}(A^{-1})^T - A^{-1}\Sigma_{v,w} + \sum_{s=0}^{k-1} A^{-s}\Sigma_w(A^{-1-s})^T \right) \frac{(A^k)^T}{\lambda^k} + \Sigma_v
\]

where we have used the independence of \( \{w_s\}, \{v_s\} \) across time and the independence of \( v_{s_1} \)
and \( w_{s_2} \) for \( s_1 \neq s_2 \). Since both processes are zero mean, the cross terms are zero.

Recall that

\[
A^k = \begin{bmatrix}
\lambda^k & \binom{k}{1} \lambda^{k-1} & \ldots & \binom{k}{n-1} \lambda^{k-n+1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & \binom{k}{1} \lambda^{k-1} & \lambda^k
\end{bmatrix}
\]

and let \( Tr(\cdot) \) denote the trace of its argument. We get that

\[
Tr(A^k(A^k)^T) = \sum_{\ell=0}^{n-1} \sum_{s=0}^{\ell} \binom{k}{s}^2 \lambda^{2(k-s)} \leq n \sum_{s=0}^{n-1} \binom{k}{s}^2 \lambda^{2(k-s)} \leq n \lambda^k \sum_{s=0}^{n-1} \binom{k}{s}^2 \leq \lambda^k n \lambda^k \sum_{s=0}^{2n} \binom{k}{s}^2 \leq \lambda^k n \lambda^k 2n.
\]

Similarly, we can see that \( Tr(A^{k-1-s}(A^{k-1-s})^T) \leq \lambda^2 n \lambda^2 k 2n \) for all \( 0 \leq s \leq k - 1 \).

Define \( \Sigma_1 = E[(\tau_{r_z} + A^{-1}w_{r_z})(-v_{\tau_z} + A^{-1}w_{r_z})^T] = \Sigma_v - \Sigma_{v,w}(A^{-1})^T - A^{-1}\Sigma_{v,w} + A^{-1}\Sigma_w(A^{-1})^T \). For symmetric matrices, every eigenvalue has an eigenvector. Thus, for \( \Sigma_{r,k} \), there exists a vector of unit length \( e \in \mathbb{R}^n \) such that

\[
\lambda_{\text{max}}(\Sigma_{r,k}) = e^T \Sigma_{r,k} e = \frac{1}{\lambda^{2k}} (e^T A^k) \Sigma_1 ((A^k)^T e)
\]

\[
+ \frac{1}{\lambda^{2k}} \sum_{s=1}^{k-1} (e^T A^{k-1-s}) \Sigma_w ((A^{k-1-s})^T e) + \frac{1}{\lambda^{2k}} e^T \Sigma_v e
\]

\[
\leq \frac{1}{\lambda^{2k}} \lambda_{\text{max}}(\Sigma_1) e^T A^k (A^k)^T e
\]

\[
+ \frac{1}{\lambda^{2k}} \lambda_{\text{max}}(\Sigma_w) \sum_{s=1}^{k-1} e^T A^{k-1-s}(A^{k-1-s})^T e + \frac{1}{\lambda^{2k}} \lambda_{\text{max}}(\Sigma_v) e^T e
\]

\[
\leq \frac{1}{\lambda^{2k}} \lambda_{\text{max}}(\Sigma_1) \lambda_{\text{max}}(A^k(A^k)^T) e^T e
\]

\[
+ \frac{1}{\lambda^{2k}} \lambda_{\text{max}}(\Sigma_w) \lambda_{\text{max}}(A^{k-1-s}(A^{k-1-s})^T) \sum_{s=1}^{k-1} e^T e + \lambda_{\text{max}}(\Sigma_v)
\]
\[
\leq \frac{1}{\lambda^{2k}}\lambda_{\text{max}}(\Sigma_1)Tr(A^k(A^k)^T) + k \frac{1}{\lambda^{2k}}\lambda_{\text{max}}(\Sigma_w)Tr(A^{k-1-s}(A^{k-1-s})^T) + \lambda_{\text{max}}(\Sigma_v)
\leq n^2k^{2n+1}(\lambda_{\text{max}}(\Sigma_1) + \lambda_{\text{max}}(\Sigma_w) + \lambda_{\text{max}}(\Sigma_v)).
\]

Recall Minkowski’s Determinant Theorem (see for example [27]). For nonnegative definite \(n \times n\) matrices \(A\) and \(B\), it follows that \(\det(A + B) \geq \det(A) + \det(B)\).

Using the above bound and the identity \(\det(A) = \det(A^T)\) we get

\[
\det(\Sigma_{\tau_2,k}) \geq \frac{1}{\lambda^{2k}}\det(A^k)^2\det\left(\Sigma_1 + \sum_{s=1}^{k-1} A^{-1-s}\Sigma_w(A^{-1-s})^T\right) + \frac{1}{\lambda^{2k}}\det(\Sigma_v)
\geq \det(\Sigma_1) + \det\left(\sum_{s=1}^{k-1} A^{-1-s}\Sigma_w(A^{-1-s})^T\right) \geq \det(\Sigma_1) + \sum_{s=1}^{k-1} \det(A^{-1-s}\Sigma_w(A^{-1-s})^T)
\]

\[
= \det(\Sigma_1) + \det(\Sigma_w)\sum_{s=1}^{k-1} (\lambda^{-1-s})^{2n} \geq \det(\Sigma_1).
\]

Defining the constants \(c_1 = n^2(\lambda_{\text{max}}(\Sigma_1) + \lambda_{\text{max}}(\Sigma_w) + \lambda_{\text{max}}(\Sigma_v))\) and \(c_2 = \det(\Sigma_1)\) we have obtained the bounds

\[
\lambda_{\text{max}}(\Sigma_1) \leq c_1k^{2n+1}, \quad \det(\Sigma_{\tau_2,k}) \geq c_2.
\] (20)

Combining (20) with (19) we get that

\[
P(\tau_{x+1} - \tau_2 > k \mid x_{\tau_2}, \Delta_{\tau_2}) \leq 2 \sqrt{(c_1k^{2n+1})^{n+1}} \sum_{i=1}^{n} \exp \left\{ -\frac{(\rho')^{2(k-1)}(\Delta^i)^2}{8c_1k^{2n+1}} \right\}
\leq Ck^{n^2/2 + n + 1} \sum_{i=1}^{n} \exp \left\{ -\frac{(\rho')^{2(k-1)}(\Delta^i)^2}{8c_1k^{2n+1}} \right\}
\] (21)

where \(C\) is the appropriate constant.

\textbf{ii) Geometric Bound.} Note that in (21) we have a double exponential in \(k\) since \((\rho')^{2(k-1)} = e^{(k-1)2\log(\rho')}\). Let \(a, b, c > 0\) and recall that \(\lim_{k \to \infty} e^k/((a + b)k^{c+1}) = \infty\) by L’Hôpital’s rule. This means that for all \(L > 0\) there exists an \(N\) such that \(e^k/((a + b)k^{c+1}) > L\), for all \(k \geq N\). Thus, \(e^k/k^c > L(a + b)k\), for all \(k \geq N\). Then choosing \(N\) large enough so that \((a + b)N > 1\) and subtracting \((a + b)k\) we get \(e^k/k^c - (a + b)k > (L - 1)(a + b)k > L - 1\), for all \(k \geq N\). Therefore, we have that \(\lim_{k \to \infty} e^k/k^c - (a + b)k = \infty\). Since \(\log(k) \leq k\) for \(k \geq 1\), comparing with the above we find that \(\lim_{k \to \infty} e^k/k^c - a\log(k) - bk = \infty\).
Let \( Q(k) \) be a polynomial of finite degree \( m \). We can write \( Q(k) = a_0 + a_1 k + \cdots + a_m k^m \), for some coefficients \( a_0, \ldots, a_m \in \mathbb{R} \). Let \( r > 1 \) and consider

\[
\lim_{k \to \infty} r^k Q(k) \exp \left\{ -\frac{e^k}{k c} \right\} = \lim_{k \to \infty} \sum_{i=0}^{m} a_i k^i r^k \exp \left\{ -\frac{e^k}{k c} \right\} 
= \lim_{k \to \infty} \sum_{i=0}^{m} a_i \exp \left\{ -\frac{e^k}{k c} + i \log(k) + \log(r)k \right\} = 0. \tag{22}
\]

Combining (21) and (22) gives the result for \( \lambda \in \mathbb{R} \). The case of \( \lambda \in \mathbb{C} \) is similar and we omit it.

\[\Box\]

**Proof of Lemma 2.10**: We take \( \lambda \in \mathbb{R} \). The proof for \( \lambda \in \mathbb{C} \) is identical. We use the abbreviations \( P_z(k) = P(\tau_{z+1} - \tau_z = k \mid x_z, \Delta_{\tau_z}) \), \( P_z(k \mid Y) = P(\tau_{z+1} - \tau_z = k \mid Y, x_z, \Delta_{\tau_z}) \), \( \bar{P}_z(k) = P(\tau_{z+1} - \tau_z > k \mid x_z, \Delta_{\tau_z}) \) and \( \bar{P}_z(k \mid Y) = P(\tau_{z+1} - \tau_z > k \mid Y, x_z, \Delta_{\tau_z}) \).

Put \( r > \rho^2 |\lambda|^2 \). Using Theorem 2.9 we can bound the first term in (10) using the law of iterated expectations as follows

\[
E\left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (\Delta^1_s)^2 \mid x_z, \Delta_{\tau_z} \right] = \sum_{k=1}^{\infty} P_z(k) \sum_{s=0}^{k-1} E[(\Delta^1_{\tau_z + s})^2 \mid \tau_{z+1} - \tau_z = k, \Delta_{\tau_z}^1] 
\leq \sum_{k=1}^{\infty} P_z(k) \sum_{s=0}^{k-1} \rho^{2s} |\lambda|^2 (\Delta^1_{\tau_z})^2 \leq (\Delta^1_{\tau_z})^2 \sum_{k=1}^{\infty} k P_z(k) \rho^{2k} |\lambda|^2 
\leq (\Delta^1_{\tau_z})^2 \left( \sum_{k=1}^{H} k P_z(k) \rho^{2k} |\lambda|^2 + \sum_{k=H+1}^{\infty} \left( \frac{\rho^2 |\lambda|^2}{r} \right)^k \right) = (\Delta^1_{\tau_z})^2 G_1. \tag{23}
\]

We have defined \( G_1 = \sum_{k=1}^{H} k P_z(k) |\lambda|^2 + \sum_{k=H+1}^{\infty} (\rho^2 |\lambda|^2 / r)^k \). The series on the right converges since it is geometric. Similarly, we can bound the term \( E[(\Delta^1_{\tau_{z+1}})^2 \mid x_z, \Delta_{\tau_z}] \). Using the law of total expectation, we get

\[
E[(\Delta^1_{\tau_{z+1}})^2 \mid x_z, \Delta_{\tau_z}] = P_z(1) E[(\Delta^1_{\tau_{z+1}})^2 \mid \tau_{z+1} - \tau_z = 1, \Delta_{\tau_z}] 
+ \bar{P}_z(1) E[(\Delta^1_{\tau_{z+1}})^2 \mid \tau_{z+1} - \tau_z > 1, \Delta_{\tau_z}] 
\leq P_z(1) E[(\Delta^1_{\tau_{z+1}})^2 \mid \tau_{z+1} - \tau_z = 1, \Delta_{\tau_z}] + \bar{P}_z(1) \sum_{k=2}^{\infty} P_z(k \mid \tau_{z+1} - \tau_z > 1) \rho^{2} |\lambda|^2 (\Delta^1_{\tau_z})^2 
= P_z(1) E[(\Delta^1_{\tau_{z+1}})^2 \mid \tau_{z+1} - \tau_z = 1, \Delta_{\tau_z}] + P_z(1) \bar{G}_2 (\Delta^1_{\tau_z})^2 \tag{24}
\]
where we have defined $G_2 = \sum_{k=2}^{\infty} P_z(k \mid \tau_{z+1} - \tau_z > 1) \rho^2 |\lambda|^2 < \infty$. Convergence comes from the geometric decay, as in the previous bound. Note that the geometric bound in Theorem 2.9 still holds with $P_z(k \mid \tau_{z+1} - \tau_z > 1)$ in place of $P_z(k)$ since we obtain our bound by looking only at the $\tau_z + k$ term, as can be seen in (16).

There exists a $\zeta$ such that $0 < \zeta < 1 - (|\lambda|/(|\lambda| + \epsilon - \eta))^2$. We know from Theorem 2.9 that $\lim_{\Delta_z \to \infty} \bar{P}_z(1) = 0$. Recall that $\Delta_t \geq \bar{t}$ for all $t \in \mathbb{N}$. Then, we choose $L$ large enough to get an appropriate $L$ such that $P_z(1)G_2 < \zeta$. We put

$$\gamma = \frac{1 - \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 - \zeta}{G_1}$$

so that $\gamma > 0$. Now, if $\Delta_{\tau_z} \notin S_\Delta$ then we have that $\Delta_{\tau_z}^1 \geq F$ since $\Delta_{\tau_z}^1 \geq \Delta_{\tau_z}^2 \geq \cdots \geq \Delta_{\tau_z}^n$ for all $t \in \mathbb{N}$ by construction. Since $F > L^1$, the bin size shrinks and

$$E[(\Delta_{\tau_z+1})^2 \mid \tau_{z+1} - \tau_z = 1, \Delta_{\tau_z}] = \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 (\Delta_{\tau_z})^2.$$  

If $\Delta_{\tau_z} \in S_\Delta$ then we use the simple bound $E[(\Delta_{\tau_z+1})^2 \mid \tau_{z+1} - \tau_z = 1, \Delta_{\tau_z}] \leq \rho^2 |\lambda|^2 (\Delta_{\tau_z}^1)^2$.

From the above, we have the following bounds. If $\Delta_{\tau_z} \notin S_\Delta$ then

$$E[(\Delta_{\tau_z+1})^2 \mid x_{\tau_z}, \Delta_{\tau_z}] \leq (\Delta_{\tau_z}^1)^2 \left( \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 + \zeta \right).$$  

If $\Delta_{\tau_z} \in S_\Delta$ then

$$E[(\Delta_{\tau_z+1})^2 \mid x_{\tau_z}, \Delta_{\tau_z}] \leq (\Delta_{\tau_z}^1)^2 \{ \rho^2 |\lambda|^2 + \zeta \}.  \tag{26}$$

In the case $\Delta_{\tau_z} \notin S_\Delta$ we apply (23), (24) and (25) to get

$$\gamma E \left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (\Delta_s^1)^2 \mid x_{\tau_z}, \Delta_{\tau_z} \right] \leq (\Delta_{\tau_z}^1)^2 \gamma G_1$$

$$= (\Delta_{\tau_z}^1)^2 \left( 1 - \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 - \zeta \right) \leq (\Delta_{\tau_z}^1)^2 - E[(\Delta_{\tau_z+1})^2 \mid x_{\tau_z}, \Delta_{\tau_z}].$$

In the case $\Delta_{\tau_z} \in S_\Delta$ we apply (23), (24) and (26) to get

$$\gamma E \left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (\Delta_s^1)^2 \mid x_{\tau_z}, \Delta_{\tau_z} \right] \leq (\Delta_{\tau_z}^1)^2 \gamma G_1 = (\Delta_{\tau_z}^1)^2 \left( 1 - \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 - \zeta \right)$$

$$= (\Delta_{\tau_z}^1)^2 - (\Delta_{\tau_z}^1)^2 \{ \rho^2 |\lambda|^2 + \zeta \} + (\Delta_{\tau_z}^1)^2 \left\{ \rho^2 |\lambda|^2 - \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 \right\}$$

$$\leq (\Delta_{\tau_z}^1)^2 - E[(\Delta_{\tau_z+1})^2 \mid x_{\tau_z}, \Delta_{\tau_z}] + F^2 \left\{ \rho^2 |\lambda|^2 - \left( \frac{|\lambda|}{|\lambda| + \epsilon - \eta} \right)^2 \right\}.$$
We set $b = F^2 \{ \rho^2 |\lambda|^2 - (|\lambda|/|\lambda| + \epsilon - \eta)^2 \}$. Since $\Delta_{\tau_z} \in S_\Delta$ if and only if $(\mathbf{x}_{\tau_z}, \Delta_{\tau_z}) \in S$, we obtain Lemma \ref{lemma:2.10}.

\textbf{Proof of Theorem 2.11:} Consider first the case $\lambda \in \mathbb{R}$ and let $x_{\lambda}^{n+1} = 0$. Using the law of total expectation we get

\begin{align*}
E \left[ \sum_{s=\tau_z}^{\tau_{z+1}-1} (x_s^i)^2 | \mathbf{x}_{\tau_z}, \Delta_{\tau_z} \right] &= E \left[ E \left[ (x_s^i)^2 + \sum_{s=\tau_{z+1}}^{\tau_{z+1}-1} (\lambda x_s^i + x_{s-1}^i + u_{s-1}^i + w_{s-1}^i)^2 \right] | \tau_{z+1} - \tau_z, \mathbf{x}_{\tau_z}, \Delta_{\tau_z} \right] \\
&= \sum_{k=1}^{\infty} P_z(k) E \left[ (x_s^i)^2 + \sum_{s=1}^{k-1} \left( \lambda^s (x_s^i + v_{s-1}^i - \hat{x}_{\tau_z}^i) + \lambda^{s-1} (x_{s-1}^i + v_{s-1}^i - \hat{x}_{\tau_z}^i) + \sum_{j=0}^{s-1} \lambda^{s-1-j} w_{s-1}^i \right)^2 \right] \\
&\leq \sum_{k=1}^{\infty} P_z(k) E \left[ (x_s^i)^2 + \sum_{s=1}^{k-1} \left( \lambda^{2s} (x_s^i + v_{s-1}^i - \hat{x}_{\tau_z}^i)^2 + \lambda^{2(s-1)} (x_{s-1}^i + v_{s-1}^i - \hat{x}_{\tau_z}^i)^2 \right. \right. \\
&\quad + \left( \sum_{j=1}^{s-1} \lambda^{s-1-j} x_{s-1}^i \right)^2 + \left. \lambda^{2s} (v_{s-1}^i)^2 + \lambda^{2(s-1)} (v_{s-1}^i)^2 \right] \\
&\quad + \left( \sum_{j=0}^{s-1} \lambda^{s-1-j} w_{s-1}^i \right)^2 \left| \mathbf{x}_{\tau_z}, \Delta_{\tau_z} \right] \\
&\leq \sum_{k=1}^{\infty} P_z(k) E \left[ K\Delta_{\tau_z}^2 \left( \sum_{s=1}^{k-1} \left( \lambda^{2s} \left( \frac{1}{2} \Delta_{\tau_z}^2 \right)^2 + \lambda^{2(s-1)} \left( \frac{1}{2} \Delta_{\tau_z}^2 \right)^2 \right) \right. \right. \\
&\quad + \left. s \sum_{j=1}^{s-1} \lambda^{2(s-1-j)} (x_{s-1}^i + v_{s-1}^i)^2 + \lambda^{2s} (v_{s-1}^i)^2 + \lambda^{2(s-1)} (v_{s-1}^i)^2 \right] \\
&\quad + \left. s \sum_{j=0}^{s-1} \lambda^{2(s-1-j)} (w_{s-1}^i)^2 \right| \mathbf{x}_{\tau_z}, \Delta_{\tau_z} \\
&\quad \leq \sum_{k=1}^{\infty} P_z(k) E \left[ \frac{K^2}{4} \Delta_{\tau_z}^2 + \sum_{s=1}^{k-1} \left( \lambda^{2s} \left( \frac{1}{2} \Delta_{\tau_z}^2 \right)^2 + \lambda^{2(s-1)} \left( \frac{1}{2} \Delta_{\tau_z}^2 \right)^2 \right) \right. \\
&\quad + \left. s \sum_{j=1}^{s-1} \lambda^{2(s-1-j)} (x_{s-1}^i + v_{s-1}^i)^2 + \lambda^{2s} (v_{s-1}^i)^2 + \lambda^{2(s-1)} (v_{s-1}^i)^2 \right] \\
&\quad + \left. s \sum_{j=0}^{s-1} \lambda^{2(s-1-j)} (w_{s-1}^i)^2 \right| \mathbf{x}_{\tau_z}, \Delta_{\tau_z}\right] 
\end{align*}

(27)
\[
\leq 6 \sum_{k=1}^{\infty} P_z(k) \left( \frac{K^2}{4} (\Delta^1_{\tau_z})^2 + \sum_{s=1}^{k-1} \left( \lambda^{2s} \frac{1}{2} (\Delta^1_{\tau_z})^2 + s^2 \lambda^{2s} M^{i+1} + \lambda^{2s} \sigma^2_{v,i} + \lambda^{2s} \sigma^2_{v,i+1} + s^2 \lambda^{2s} \sigma^2_{w,i} \right) \right)
\leq (\Delta^1_{\lambda})^2 \sum_{k=1}^{\infty} P_z(k) \left\{ \frac{K^2}{4} + \sum_{s=1}^{k-1} \lambda^{2s} \left( \frac{1}{2} + s^2 M^{i+1} + \sigma^2_{v,i} + \sigma^2_{v,i+1} + s^2 \sigma^2_{w,i} \right) \right\}
\]  

(29)

In (27) and (28) we have used Jensen’s inequality. Line (29) follows since we can bound \( \Delta^1 s > 1 \) for all \( s \in \mathbb{N} \). We have defined \( M^i = \sup_{s \in \mathbb{N}} E[(x^1_s)^2] < \infty, \sigma^2_{v,i} = E[(v^1_s)^2] \) and \( \sigma^2_{w,i} = E[(w^1_s)^2] \).

The fact that \( M^i \) is finite for \( 2 \leq i \leq n - 1 \) follows from induction in the proof of Theorem 2.3. By convention we put \( M^n+1 = 0 \). Now, we apply Theorem 2.9 with \( Q(k) = k^3 \) and \( r > \lambda_2 \) to yield

\[
\sum_{k=1}^{\infty} P_z(k) \sum_{s=1}^{H} \sum_{k=1}^{k-1} P_z(k) \lambda^{2s} s^2 + \sum_{k=H+1}^{\infty} \sum_{s=1}^{k-1} \lambda^{2s} P_z(k) s^2
\leq G + \sum_{k=H+1}^{\infty} \lambda^{2k} P_z(k) k^3 \leq G + \sum_{k=H+1}^{\infty} \left( \frac{\lambda^2}{r} \right)^k < \infty.
\]

The last series converges since it is geometric. We have defined \( G = \sum_{k=1}^{H} \sum_{s=1}^{k-1} P_z(k) \lambda^{2s} s^2 < \infty \). Therefore we can set

\[
k = 6 \sum_{k=1}^{\infty} P_z(k) (K^2/4) + \sum_{s=0}^{k-1} \lambda^{2s} \left( 1/2 + s^2 M^{i+1} + \sigma^2_{v,i} + \sigma^2_{v,i+1} + s^2 \sigma^2_{w,i} \right) < \infty
\]

to get the result. For \( \lambda \in \mathbb{C} \), the proof is similar and we omit it. \qed

\textbf{B. A Supporting Result for Section [III-B]}

**Proof of Theorem 3.1:** We define \( n_1 = \dim(O^1) \), and \( n_j = \dim(O^j \setminus \bigcup_{i=1}^{j-1} O^i) \), for \( 2 \leq j \leq M \). We choose \( n_1 \) linearly independent row vectors from \( O^{(1, A)} \) and label them \( q_1^1, \ldots, q_{n_1}^1 \).

Proceeding by induction, we choose \( \{q_1^j, \ldots, q_{n_j}^j\} \) from \( O^{(j, A)} \) such that

\[
\{q_1^1, \ldots, q_{n_1}^1, q_1^2, \ldots, q_{n_2}^2, \ldots, q_1^j, \ldots, q_{n_j}^j\}
\]
is a set of linearly independent vectors.

We define \( Q^j = \begin{bmatrix} (q_1^j)^T & \cdots & (q_{n_j}^j)^T \end{bmatrix}^T \) for all \( 1 \leq j \leq M \) and concatenate these matrices to choose our transformation matrix \( Q = \begin{bmatrix} (Q^M)^T & \cdots & (Q^1)^T \end{bmatrix}^T \). It will also be convenient to denote the rows of \( Q \) by \( q_1, \ldots, q_n \) so that \( Q = \begin{bmatrix} (q_1)^T & \cdots & (q_n)^T \end{bmatrix}^T \).
From the Cayley-Hamilton Theorem, we know that for all $m \geq n$ there exist $\alpha_0, \ldots, \alpha_{n-1}$ such that $A^m = \sum_{i=0}^{n-1} \alpha_i A^i$. Since $\{q_1^j, \ldots, q_n^j\}$ are rows of $O_{(C^j, A)}$, this implies that $q_i^j A$ is in the row space of $O_{(C^j, A)}$ for all $1 \leq i \leq n_j$. Let us define the sets

$$S_j := \{q_1^j, \ldots, q_{n_1}^j, q_1^2, \ldots, q_{n_2}^j, \ldots, q_1^j, \ldots, q_{n_j}^j\}, \quad 1 \leq j \leq M$$

From our construction, it is then clear that $q_1^j A, \ldots, q_{n_j}^j A \in \text{span}(S_j)$. \hfill (30)

We write $\bar{A}$ in terms of its column vectors as $\bar{A} = \begin{bmatrix} \bar{a}_1 & \cdots & \bar{a}_n \end{bmatrix}$ where $\bar{a}_i \in \mathbb{R}^{n \times 1}$ for each $1 \leq i \leq n$. Our similarity transform gives $\bar{A} Q = Q A$. \hfill (31)

Recall from linear algebra that we can write the left side of (31) as $\sum_{i=1}^n \bar{a}_i q_i$, where $\bar{a}_i q_i \in \mathbb{R}^{n \times n}$ for each $1 \leq i \leq n$. Now, to return to our earlier notation, each vector $q_i^j A$ is a linear combination of $\{q_k^j : 1 \leq k \leq j, 1 \leq \ell \leq n_k\}$ and is linearly independent of the remaining rows of $Q$. Since $QA = \begin{bmatrix} (q_1^j A)^T & \cdots & (q_n^j A)^T \end{bmatrix}^T$, we see from (31) that the $i^{th}$ row of $\bar{A}$ is the representation of $q_i^j A$ with respect to $q_1, \ldots, q_n$. More precisely, we write $\bar{a}_i = [\bar{a}_{i,1} \cdots \bar{a}_{i,n}]^T$ with each $\bar{a}_{i,h} \in \mathbb{R}$ so that (31) gives the system of equations

$$\sum_{i=1}^n \bar{a}_{i,h} q_i = q_h A, \quad 1 \leq h \leq n.$$ \hfill (32)

Combing (30) and (32) gives the desired form.

We next turn our attention to the form of $\bar{C}^j$. Since each $C^j$ is a submatrix of $O_{(C^j, A)}$, it is clear that the rows of $C^j$ are in the span of $S_j$. Since $\bar{C}^j Q = C^j$, by writing $\bar{C}^j$ in terms of its column vectors we obtain the desired form. \hfill \Box

**C. Review of Symmetric Matrices, Markov Chains and Stochastic Stability**

Recall that a matrix $A \in \mathbb{R}^{n \times n}$ is said to be *symmetric* if $A^T = A$.

**Lemma 5.3:** Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix with eigenvalues $\lambda_1, \ldots, \lambda_n$. If we let $\lambda_{\min} = \min\{\lambda_1, \ldots, \lambda_n\}$ and $\lambda_{\max} = \max\{\lambda_1, \ldots, \lambda_n\}$ then $\lambda_{\min} x^T x \leq x^T A x \leq \lambda_{\max} x^T x$ for all $x \in \mathbb{R}^n$. 
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We present a brief discussion on stochastic stability of Markov chains. For a list of definitions on Markov chains, the reader is referred to [28] and [29]. Let \( \phi = \{ \phi_t, t \geq 0 \} \) be a Markov chain with a complete separable metric state space \((\mathbb{X}, \mathcal{B}(\mathbb{X}))\), and defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where \( \mathcal{B}(\mathbb{X}) \) denotes the Borel \( \sigma \)-field on \( \mathbb{X} \), \( \Omega \) is the sample space, \( \mathcal{F} \) a sigma field of subsets of \( \Omega \), and \( \mathbb{P} \) a probability measure. Let \( P(x, D) := P(\phi_{t+1} \in D | \phi_t = x) \) denote the transition probability from \( x \) to \( D \).

**Definition 5.4:** For a Markov chain, a probability measure \( \pi \) is invariant on the Borel space \((\mathbb{X}, \mathcal{B}(\mathbb{X}))\) if \( \pi(D) = \int_{\mathbb{X}} P(x, D) \pi(dx), \ \forall D \in \mathcal{B}(\mathbb{X}) \).

**Definition 5.5:** A Markov chain is \( \mu \)-irreducible if for any set \( B \in \mathcal{B}(\mathbb{X}) \) with \( \mu(B) > 0 \) and \( \forall x \in \mathbb{X} \), there exists some integer \( n > 0 \), possibly depending on \( B \) and \( x \), such that \( P^n(x, B) > 0 \), where \( P^n(x, B) \) is the transition probability in \( n \) stages. That is \( P(\phi_{t+n} \in B | \phi_t = x) \).

**Definition 5.6:** A set \( A \subset \mathbb{X} \) is small if there is an integer \( n \geq 1 \) and a positive measure \( \mu \) satisfying \( \mu(\mathbb{X}) > 0 \) and \( P^n(x, B) \geq \mu(B), \ \forall x \in A, B \in \mathcal{B}(\mathbb{X}) \).

**Definition 5.7:** A set \( A \subset \mathbb{X} \) is \( \zeta \)-petite on \((\mathbb{X}, \mathcal{B}(\mathbb{X}))\) if for some distribution \( \mathcal{Z} \) on \( \mathbb{N} \) (set of natural numbers), and some non-trivial measure \( \zeta, \sum_{n=0}^{\infty} P^n(x, B) \mathcal{Z}(n) \geq \zeta(B), \forall x \in A, B \in \mathcal{B}(\mathbb{X}) \).

In the following, let \( \mathcal{F}_t \) denote the filtration generated by the random sequence \( \{ \phi_{[0,t]} \} \). Define a sequence of stopping times \( \{ T_i : i \in \mathbb{N}_+ \} \), measurable on the filtration described above, which is assumed to be non-decreasing, with \( T_0 = 0 \).

**Theorem 5.8:** Suppose that we have a \( \varphi \)-irreducible Markov chain \( \phi \). Suppose moreover that there are functions \( V : \mathbb{X} \rightarrow [a, \infty) \), \( \beta : \mathbb{X} \rightarrow [a, \infty) \), \( f : \mathbb{X} \rightarrow [a, \infty) \), for some \( a \geq 0 \), small set \( C \), constant \( b \in \mathbb{R} \) and consider:

\[
E[V(\phi_{T_{i+1}}) | \mathcal{F}_{T_i}] \leq V(\phi_{T_i}) - \beta(\phi_{T_i}) + b1_{\{\phi_{T_i} \in C \}}, \quad (33)
\]

\[
E\left[ \sum_{k=T_z}^{T_{z+1} - 1} f(\phi_k) | \mathcal{F}_{T_z} \right] \leq \beta(\phi_{T_z}), \quad z \geq 0. \quad (34)
\]

If \( a = 1 \) and (33) holds then \( \phi \) is positive Harris recurrent with some unique invariant distribution \( \pi \). If \( a = 0 \), (33), (34) hold and \( \phi \) is positive Harris recurrent with some unique invariant distribution \( \pi \) then we get that \( \lim_{t \to \infty} E[f(\phi_t)] < \infty \).
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