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Abstract—The wide spread of fake news is increasingly threatening both individuals and society. Great efforts have been made for automatic fake news detection on a single domain (e.g., politics). However, correlations exist commonly across multiple news domains, and thus it is promising to simultaneously detect fake news of multiple domains. Based on our analysis, we pose two challenges in multi-domain fake news detection: 1) domain shift, caused by the discrepancy among domains in terms of words, emotions, styles, etc. 2) domain labeling incompleteness, stemming from the real-world categorization that only outputs one single domain label, regardless of topic diversity of a news piece. In this paper, we propose a Memory-guided Multi-view Multi-domain Fake News Detection Framework (M³ FEND) to address these two challenges. We model news pieces from a multi-view perspective, including semantics, emotion, and style. Specifically, we propose a Domain Memory Bank to enrich domain information which could discover potential domain labels based on seen news pieces and model domain characteristics. Then, with enriched domain information as input, a Domain Adapter could adaptively aggregate discriminative information from multiple views for news in various domains. Extensive offline experiments on English and Chinese datasets demonstrate the effectiveness of M³ FEND, and online tests verify its superiority in practice. Our code is available at https://github.com/ICTMCG/M3FEND.
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1 INTRODUCTION

With the rapid growth of web technologies, more and more people rely on online social media for news acquisition. According to the 2021 Pew Research Center survey, 48% of American adults get news from social media “often” or “sometimes” [1]. Meanwhile, the wide spread of fake news on social media has threatened both individuals and society. In the COVID-19 infodemic [2], thousands of fake news pieces have been widely spread around the world [3], which caused social panic [4] and weakened the effect of pandemic countermeasures [5]. Under such severe circumstances, automatic detection of fake news has been critical for the sustainable and healthy development of news platforms [6], and great efforts have been made to build automatic fake news detection systems [7], [8], [9], [10].

A real-world news platform releases millions of news pieces in diverse domains every day, e.g., finance, politics, health, as shown in Fig. 1. However, most existing methods only focus on a single domain (e.g., politics). In fact, news pieces in different domains are inherently correlated, where news (b) and (c) come from different domains while sharing a similar topic of COVID-19. Intuitively, simultaneously modeling multiple correlated news domains benefits fake news detection, and thus it is valuable to study multi-domain fake news detection in real-world news platforms [11].

In this paper, we first investigate multi-domain news data and find that multi-domain fake news detection empirically faces two challenges (see detailed analysis in Section 2):

(1) Domain Shift Among Multiple News Domains. Various news domains have significant domain discrepancies, e.g., words, emotions, styles. Fig. 1 shows that the topics of Politics and Health Domains are different. In addition, as shown in Fig. 2, we find distributions of the writing styles, word usages, publisher emotions of various domains would be largely different, and the differences among domains are called domain shift [12]. Generally, domain shift could seriously influence the effectiveness of joint training multi-domain data [13], [14], [15]. Thus, it is essential to propose well-designed multi-domain models to alleviate the influence of domain shift.

(2) Domain Labeling Incompleteness for News Pieces. In a real-world news platform, a news piece is released in a single domain (channel). However, a news piece is a mixture...
of diverse elements which makes it relate to multiple news domains. As shown in Fig. 1, news (c) is categorized into the Politics Domain, while it also involves a health topic on COVID-19 as shown in news (b). In addition, in Section 2, we find the domain boundary of news domains is not clear, which also indicates a news piece could have multiple domain labels. Since domain labels are useful for multi-domain learning [12], [16], completing the domain labels is important for building an accurate multi-domain fake news detection system.

For multi-domain fake news detection, [17] combined two existing datasets FakeNewsNet [18] and CoAID [19] into a three-domain dataset and proposed a method to preserve domain-specific and domain-shared knowledge. In practice, a news platform consists of far more than three domains, which indicates more challenging domain shift problem. Moreover, the News Platform consists of more than three domains. As shown in Fig. 1, news (c) is categorized into the Politics Domain, while it also involves a health topic on COVID-19 as shown in news (b). In addition, in Section 2, we find the domain boundary of news domains is not clear, which also indicates a news piece could have multiple domain labels. Since domain labels are useful for multi-domain learning [12], [16], completing the domain labels is important for building an accurate multi-domain fake news detection system.

Along this line, we propose a novel Memory-guided Multi-view Multi-domain Fake News Detection Framework (M³-FEND). Since the distributions of word usage, style, and emotion vary from domain to domain, we first propose three multi-channel networks to model news pieces from semantic view, emotional view, and stylistic view, named SemNet, EmoNet, and StyNet, where each channel can focus on different patterns. Cross-view interactions could capture associations among different views and produce more diverse combinations of views which benefits modeling the domain discrepancy [23], [24], [25], [26], [27]. With the advantage of cross-view interactions, we propose a Multi-head Adaptive Cross-view Interactor to adaptively learn various cross-view interactions. Note that the discriminability of views varies from domain to domain, e.g., the style view is discriminative for Science Domain while not for Entertainment Domain as shown in Section 2. Therefore, we propose a Domain Adapter with domain information as input to adaptively aggregate discriminative cross-view representations for news in different domains.

To complete domain labels and enrich domain information, we propose a Domain Memory Bank which consists of a Domain Characteristics Memory and multiple Domain Event Memories. Domain Characteristics Memory aims to automatically capture and store information of domain characteristics. In addition, each domain has a Domain Event Memory matrix which records all news released in this domain. Each Domain Event Memory matrix consists of several memory units, and each unit represents a cluster of similar news. Then, we compute the similarity between each Domain Event Memory matrix and a certain news piece. The similarity can denote the distribution of domain labels, and we utilize the similarity distribution to enrich domain information for the news piece. The enriched domain information is utilized to guide the Domain Adapter to aggregate cross-view representations.

M³-FEND has been successfully deployed in an online fake news detection system that handles millions of news pieces every day, leading to a more trustful online news ecosystem. Our contributions are summarized as follows:

1) We investigate the problem of multi-domain fake news detection and point out two challenges of domain shift and domain labeling incompleteness.
2) To solve the challenges, we propose a novel Memory-guided Multi-view Multi-domain Fake News Detection Framework (M³-FEND), which can improve the detection performance of most domains.
3) We conduct both offline and online experiments to demonstrate the effectiveness of M³-FEND. Our code is available at https://github.com/ICTMCG/M3FEND.

2 ANALYSIS

In this section, we first investigate domain shift in multi-domain fake news detection. We analyze domain shift from three views, including word usage, writing style, and publisher emotion. In addition, we testify to the problem of domain labeling incompleteness. All analysis is performed based on a Chinese multi-domain fake news detection dataset [21] with nine domains, denoted as Ch-9 in this paper. The statistics of the Ch-9 dataset are shown in Table 2.

2.1 Domain Shift

2.1.1 Word Usage

Intuitively, news pieces published in different domains have various topics and domain-specific word usage [17], [21]. To testify the domain-specific word usage, we plot word clouds of different domains based on word frequency in Fig. 2a. From Fig. 2a, we observe that different news domains have significant differences in the frequently used words.

2.1.2 Writing Style

Fake news publishers utilize particular writing styles to appeal to and persuade a wide scope of consumers. The writing styles of various domains could be largely different. Based on [28] that mines writing style for news on the social
network, we extract eight writing styles including Readability, Logic, Credibility, Formality, Interactivity, Interest-ness, Sensation, and Integrity. The average normalized writing style features of fake and real news are shown in Figs. 2b and 2d, respectively. We can find that style features of fake and real news pieces are different, and the discriminative style features of various domains are also different, e.g., the Logic feature is beneficial to detect fake news for Science Domain while not for Finance Domain.

### 2.1.3 Publisher Emotion

Fake news is more likely to be emotional or inflammatory than real news [6], [29], and emotional signals are useful patterns to detect fake news [30], [31]. According to [31], we evaluate seven kinds of emotions in publisher contents with an affective lexicon ontology database [32], including Anger, Disgust, Fear, Sadness, Surprise, Like, Joy. The emotional features of fake and real news are shown in Figs. 2c and 2e. We can observe that the discriminative emotion features of various domains are different, e.g., fake news publishers of Politics Domain show more disgust, while the publishers of Health Domain show more anger.

### 2.2 Domain Labeling Incompleteness

Generally, a news piece is manually categorized into a single domain, but the content of a news piece could be related to several domains at the same time. In other words, it is difficult to discriminate domains by news content. To testify this problem, we conduct a supervised domain classification task, which exploits deep models (TextCNN [33], BiGRU [34]) to predict domain labels by news content. First, We visualize in Fig. 3 the network activations of the test set (before classifier) learned by TextCNN and BiGRU learned using t-SNE embeddings [35]. From Fig. 3, we can find that the domain decision boundary is not clear, and many samples of different domains are overlapping, especially Society Domain. For fake news detection without the object of domain classification, it is more difficult to discriminate domain labels. In addition, we evaluate and list the accuracy of domain classification tasks in Table 1, and the unsatisfying accuracy also demonstrates the content of the news piece could be related to several domains. Thus, domain labeling incompleteness is an important issue for multi-domain fake news detection.

### 3 Model

In this section, we introduce the proposed Memory-guided Multi-view Multi-domain Fake News Detection Framework (M^3 FEND) in detail, and the overall structure is shown in Fig. 4. We first give the definitions of multi-domain fake news detection. Then, we detail the components of M^3 FEND: The Multi-view Extractor extracts multi-view representations and adaptively models cross-view interactions. The Domain Memory Bank tackles the problem of domain label incompleteness and enriches domain information. With enriched domain information as input, the Domain Adapter models the domain discrepancy and feeds useful cross-view representations into the Predictor.

### 3.1 Problem Definition

Let $P$ be a news piece on social media, and the text of the news piece consists of $T$ tokens (words). We adopt RoBERTa [36], [37], a robustly optimized BERT [38] pre-training model to encode tokens of the news content as $T = \{t_1, \ldots, t_T\}$, where $t \in \mathbb{R}^O$ denotes an embedding and $O$ indicates the dimension of embeddings. Inspired by [31] and the above analysis, we extract emotion features from
the news piece, including emotion category, emotional intensity, sentiment score, and so on. The emotion features are denoted as $E = \{e_1, \ldots, e_{|E|}\}$. Similarly, we extract style features based on [28], and the writing style features of the news piece are denoted as $S = \{s_1, \ldots, s_{|S|}\}$. Both emotion and style features are numerical features [39]. Each news piece has a ground-truth label $y \in \{0, 1\}$, where 1 and 0 denote the new piece is fake and real, respectively. In addition, each news piece is manually categorized into a single domain with a domain label $d \in \{\text{Domain}_1, \ldots, \text{Domain}_N\}$, where $N$ indicates the number of domains. Given a news piece $P$ and a domain label $d$, multi-domain fake news detection aims to detect whether the news is fake or real.

### 3.2 Multi-View Extractor

According to the above analysis in Section 2.1, various views can be useful to detect fake news. Thus, first, it is necessary to extract news representations from multiple views. Specifically, we exploit three deep extractors to extract news representations from the semantic view, emotional view, and stylistic view, respectively.

**Semantic Network (SemNet).** It aims to extract representations from the semantic view with the text content of news pieces. In this paper, TextCNN [33] is employed as SemNet with encoded embeddings $\{t_1, \ldots, t_{|T|}\}$ as input, which can be formulated as

$$r^{\text{sem}} = \text{SemNet}(\{t_1, \ldots, t_{|T|}\}).$$

**Emotion Network (EmoNet).** This part focuses on modeling the emotional view with emotional signals $\{e_1, \ldots, e_{|E|}\}$. In this paper, Multilayer Perceptron (MLP) is adopted as EmoNet to extract emotional representations of news pieces $r^{\text{emo}}$. Specifically, an EmoNet denoted as

$$r^{\text{emo}} = \text{EmoNet}(\{e_1, \ldots, e_{|E|}\}).$$

**Style Network (StyNet).** It pays attention to the stylistic view with writing style features $\{s_1, \ldots, s_{|S|}\}$. MLP is employed as StyNet to extract style representations $r^{\text{sty}}$, which can be formulated as

$$r^{\text{sty}} = \text{StyNet}(\{s_1, \ldots, s_{|S|}\}).$$

Inspired by multi-channel CNN [40], [41], it is beneficial to extract multiple representations for each view with different, learned multi-channel SemNet, EmoNet, and StyNet. Multi-channel extractors allow the model to jointly attend to information from different representation subspaces [40], [42], and different representations could focus on various patterns [43], [44]. Then, we could obtain three groups of representations, each of which corresponds to semantics, emotion, and style views, respectively, denoted as $\{r_i^{\text{sem}}\}_{i=1}^{k_{\text{sem}}}$, $\{r_i^{\text{emo}}\}_{i=1}^{k_{\text{emo}}}$, and $\{r_i^{\text{sty}}\}_{i=1}^{k_{\text{sty}}}$, where $k_{\text{sem}}$, $k_{\text{emo}}$, and $k_{\text{sty}}$ indicate the channel number of SemNet, EmoNet, and StyNet, respectively.

**Multi-Head Adaptive Cross-View Interactor.** Cross-view interactions could capture associations among different views and produce more diverse combinations of views. A direct way is to enumerate the view combinations with all views, which will result in high computational complexity. In addition, such the method cannot model the importance of views in a cross-view interaction, and indiscriminative views may lead to noisy view combinations that degrade model performance. To tackle the problems, we propose an Adaptive Cross-view Interactor to automatically learn cross-view representations, which is formulated as

![Overall architecture of the Memory-guided Multi-view Multi-domain Fake News Detection Framework (M^4 FEND). The model consists of a Multi-view Extractor, a Domain Memory Bank, a Domain Adapter, and a Predictor. The Multi-view Extractor aims to extract multi-view representations and model cross-view interactions. The Domain Memory Bank stores and provides enriched domain information. The Domain Adapter aggregates discriminative cross-view representations for news in different domains. The Predictor uses the aggregated representations for the final prediction.](image_url)
where \( a^{sem} \), \( a^{emo} \), and \( a^{sty} \) indicate the importance of different representations from semantic, emotional, and stylistic views, respectively, which are learnable parameters. \( z \) indicates a representation of a cross-view interaction. In addition, the cross-view interaction can be denoted as product operation of various views, and the Equation 4 can be reformulated as

\[
z = z = \prod_{i=1}^{k_{sem}} (r^{sem})^{a^{sem}} \otimes \prod_{j=1}^{k_{emo}} (r^{emo})^{a^{emo}} \otimes \prod_{q=1}^{k_{sty}} (r^{sty})^{a^{sty}},
\]

where \( \otimes \) denotes element-wise product operation and \( \prod \) indicates continuous element-wise product. An Adaptive Cross-view Interactor can extract representations of a cross-view interaction. However, a single cross-view representation is not discriminative for all domains. For example, the Health Domain may largely rely on the semantic and emotional views, while the Science Domain depends on the semantic and stylistic views. Thus, it is necessary to extract various cross-view representations. Along this line, to model different cross-view interactions, we propose a Multi-head Adaptive Cross-view Interactor with \( H \) heads, and each head adaptively learns a kind of cross-view representation. \( H \) cross-view representations are denoted as \( \{z_i\}_{i=1}^H \).

### 3.3 Domain Memory Bank

Domain Memory Bank aims to complete domain labels and enrich domain information in news pieces, which consists of a Domain Characteristics Memory and a set of Domain Event Memories. The enriched domain information is utilized as the input of the Domain Adapter.

#### 3.3.1 Domain Characteristics Memory

It aims to automatically capture and store domain characteristics. Domain Characteristics Memory can be denoted as \( C = \{c_i\}_{i=1}^N \), where \( c_i \) represents a memory unit of the \( i \)th domain and \( N \) denotes the number of domains. All parameters of the Domain Memory \( C \) are randomly initialized. The memory unit \( c_i \) is only learned from training samples of the \( i \)th domain, so it could be seen as the characteristics representation of the \( i \)th domain.

#### 3.3.2 Domain Event Memory

A certain news piece is given a specific domain label \( d \), but the news piece may simultaneously contain information of other domains. To tackle the problem of domain labeling incompleteness, we propose a Domain Event Memory mechanism that aims to discover potential domain labels of news and enrich domain information. The key idea is that a Domain Event Memory matrix records all news released in this domain, and for a certain news piece, we evaluate the similarity between the news and all Domain Event Memory matrices. The similarity can represent the distributions of potential domain labels.

Domain Event Memory of the \( j \)th domain is denoted as \( M_j = \{m_i\}_{i=1}^Q \), where \( m \) represents a memory unit and \( Q \) denotes the number of memory units. A memory unit \( m \) represents a set of similar news pieces, and all news pieces in a specific news domain can be divided into \( Q \) clusters. Each domain has a Domain Event Memory matrix, so there are \( N \) Domain Event Memory matrices.

**Initialization.** We initialize \( m \) by clustering similar news pieces with K-means algorithm. A news piece is represented as \( n = [s(t_1, \ldots, t_{|t|}); \{e_1, \ldots, e_{|e|}\}; \{s_1, \ldots, s_{|s|}\}] \in \mathbb{R}^l \), where \( G() \) denotes a learnable attention layer with a mask operation (replacing the padding position as \(-\infty\)) following [21]. Before training, we obtain representations of all news pieces, and we aggregate news representations into \( Q \) clusters using K-means for each domain, respectively. For a specific domain, all centers of clusters are utilized to initialize its memory units.

**Reading Operation.** This operation aims to evaluate the similarity between a given news piece and all Domain Event Memory matrices. Specifically, for a given news piece, we first find all similar memory units \( m \) in a certain Domain Event Memory matrix \( M_j \) and aggregate them into a domain representation

\[
o_j = \text{softmax}(nWg(M_j)/\tau)M_j,
\]

where \( g(\cdot) \) denotes transpose function, and \( W \in \mathbb{R}^{l \times l} \) is a learnable parameter matrix. We set \( \tau = 0.01 \) to only find the most similar event cluster. All domain representations are concentrated into a matrix as \( D = [o_1, \ldots, o_N] \in \mathbb{R}^{N \times l} \), where \( N \) indicates the number of domains. Then, the similarity distribution can be denoted as

\[
v = \text{softmax}(nVg(D)),
\]

where \( V \in \mathbb{R}^{l \times l} \) is a learnable parameter matrix, and \( v \in \mathbb{R}^N \) indicates the similarity distribution.

For a certain news piece, according to the domain label \( d \), we look up the Domain Characteristics Memory \( C \) to obtain an explicit domain representation \( c_d \). Then, with the similarity distribution \( v \), we evaluate an implicit domain representation as \( u = \sum_i v_ii \), where \( v_i \) is the representation of \( i \)th domain and \( v_i \) denotes the \( i \)th element of the similarity distribution vector. The implicit domain representation contains potential domain information. Finally, the implicit representation \( u \) and the explicit representation \( c_d \) are concentrated into \( [c_d; u] \) to represent enriched domain information in the news piece.

**Writing Operation.** A given domain label \( d \) indicates that the news piece contains topics of a certain domain. Thus, we store the news piece in the specific Domain Event Memory \( M_d \). Inspired by neural turning machine (NTM) [45], when writing the Domain Event Memory matrix \( M_d \), it will be erased first before new information is added. We compute the similarity between the news piece and each memory unit as \( \text{sim} = \text{softmax}(nWg(M_d)/\tau) \). The erasing vector from the memory unit \( m \) is denoted as \( \text{erase}_t = \text{sim} \cdot m \). Then, an adding vector for the memory unit \( m \) is denoted as \( \text{add}_t = \text{sim} \cdot n \). The overall writing operation can be formulated as
where $\beta$ is a parameter to control that the proportions of memory erasing and adding are the same (here, 0.05).

### 3.3.3 Discussion

In this work, we utilize the Domain Memory Bank to complete the domain labels. Note that domain labeling incompleteness is different from the missing label issue. Domain labeling incompleteness indicates a news piece is given a single domain label, but it could be related to multiple news domains, while the missing label issue denotes some samples have no label. Pseudo label generation has been widely used in semi-supervised scenarios, which trains a classifier to infer the missing labels [46, 47]. Intuitively, such pseudo label generation methods can be exploited to complete domain labels. However, in multi-domain fake news detection, it is difficult to train a satisfying domain classifier as shown in Section 2. Thus, the pseudo labels generated by the domain classifier are unreliable, and the model might be misled by the wrong domain labels. To achieve a similar function and avoid the above issues, we propose the Domain Memory Bank. Different from pseudo label generation methods, our design is not determined by the accuracy of the Domain Memory Bank as it is trained end-to-end with the fake news detection as the final objective. In addition, our method has better transparency because it preserves more event information to help us know how it finds potential domain labels as shown in Table 11.

### 3.4 Domain Adapter

Due to the existing domain discrepancy, the discriminative cross-view representations of various domains could be different. Thus, we propose a Domain Adapter to model the domain discrepancy. The Domain Adapter takes the enriched domain representation $[c_d, u]$ from the Domain Memory Bank as input to aggregate useful cross-view representations for final prediction. Specifically, the aggregated cross-view representation is formulated as

$$r = \sum_{i=1}^{H} w_i z_i, \quad w = \text{softmax}(f([c_d, u])), \quad (9)$$

where $f(\cdot)$ is a feed-forward network and $w \in \mathbb{R}^H$ is the weight vector representing the importance of different cross-view representations. $H$ is the number of cross-view representations. Note that the weight vector $w$ could help us understand the decision process of a certain news piece depends on which cross-view interactions.

### 3.5 Predictor

With the aggregated cross-view representation $r$, we predict the probability of a news piece $P$ being fake with

$$\hat{p} = \text{Sigmoid}(\text{MLP}(r)). \quad (10)$$

All parameters are learnable and can be optimized by minimizing the cross entropy loss with back-propagation

$$L = -y \log \hat{p} - (1 - y) \log (1 - \hat{p}). \quad (11)$$

### 4 Experiments

In this section, we conduct experiments with the aim of answering the following research questions:

- **RQ1** Does our proposed M³ FEND outperform other approaches in different datasets?
- **RQ2** Can M³ FEND framework improve the performance of a real-world fake news detection system?
- **RQ3** What are the effects of different views and components in our proposed M³ FEND?
- **RQ4** How does M³ FEND model the domain discrepancy and find potential domain labels? How sensitive are the hyperparameters?

#### 4.1 Experimental Settings

##### 4.1.1 Datasets

We evaluate M³ FEND with baselines on both English and Chinese datasets of multi-domain fake news detection tasks. The statistics of the Ch-9 and En-3 datasets are shown in Tables 2 and 3, respectively.

**English Dataset.** Following [17], we combine FakeNewsNet [18] and COVID [48] into an English multi-domain fake news detection dataset with three domains, including GossipCop, PolitiFact, and COVID, which we named as En-3.

**Chinese Dataset** [21]. It is a Chinese multi-domain fake news detection dataset collected from Sina Weibo with nine domains, including Science, Military, Education, Disaster, Politics, Health, Finance, Entertainment, and Society. We denote the full dataset as Ch-9. In addition, to testify the effectiveness of M³ FEND under various scenarios, we sample two datasets as Ch-3 and Ch-6. Ch-3 contains the same three domains as the En-3 dataset. Ch-6 contains 6 domains that are related to daily life, including Education, Disaster, Health, Finance, Entertainment, and Society.

To capture multi-view information, we extend the two datasets with emotion and style features. All emotion features are listed in Table 4. The extraction process of emotion features follows the work of Zhang et al. [31] with their official codes. In this paper, we follow Yang et al. [28] to extract Style features, including eight high-level features:

- **Readability** measures the clarity of the news, evaluated as: Readability = - (Sentence_broken + Characters +
TABLE 3
Data Statistics of En-3

| Domain       | GossipCop | PolitiFact | COVID | All   |
|--------------|-----------|------------|-------|-------|
| #Real        | 16,804    | 447        | 4,750 | 22,001|
| #Fake        | 5,067     | 379        | 1,317 | 6,763 |
| Total        | 21,871    | 826        | 6,067 | 28,764|

TABLE 4
Emotion Features

| Feature                  | Description                                                                 |
|--------------------------|-----------------------------------------------------------------------------|
| Emotional Category       | The probabilities that the given text contains certain emotions obtained from publicly available emotion classifiers. |
| Emotional Lexicon        | The overall emotion score that is aggregated from scores of each word and the whole text across all the emotions. |
| Emotional Intensity      | The overall intensity scores which is extracted from the existing emotion dictionaries annotated with similar process as Emotional Lexicon. |
| Sentiment Score          | The degree of the positive or negative polarity of the whole text calculated by using sentiment dictionaries or public toolkits. |
| Auxiliary Features       | The frequency of emoticons, punctuations, sentimental words, personal pronoun, and uppercase letters. |

Words + Sentences + Clauses + Average_word_length + Professional_words+ LW + RIX + LIX).

- **Logic** determines whether the news are logical and contextually coherent or not. Logic = Forward_reference + Conjs.
- **Credibility** measures the rigor and reliability of the news, computed as: Credibility = @ + Numerals + Official_speech + Time + Place + Object - Uncertainty + Image.
- **Formality** is used to measure the writing normative. Formality = Noun + Adj + Prep - Pron - Verb - Adv - Sentence_broken.
- **Interactivity** represents the interaction between news and the readers, computed as: Interactivity = Question_mark + First_pron + Second_pron + Interrogative_pron.
- **Interestingness** is used to measure whether the news will be attractive. Interestingness = Rhetoric + Exclamation mark + Face + Idiom + Adversative + Adj + Image.
- **Sensation** measures the impression that the news leaves on the reader, computed as: Sensation = Sentiment_score + Adv_of_degree + Modal_particle + First_pron + Second_pron + Exclamation_mark + Question_mark.
- **Integrity** is used to measure whether a news piece is complete. Integrity = 2*HasHead + 2*HasImage + 2*HasVideo + 2*HasTag + HasAt + HasUrl.

We just list how to calculate these style features based on other low-level features, and more details can be found in [28]. Both low- and high-level style features are exploited to extract information of the stylistic view in this paper.

4.1.2 Baselines

We categorize our baselines into three groups. The first group is single-domain methods that separately train models for each domain, including:

- BiGRU [34] is a widely used baseline in many existing works of fake news detection for text encoding. We implement a one-layer BiGRU with a hidden size of 300.
- TextCNN [33] is a popular text encoder. We implement TextCNN with 5 kernels. The 5 kernels with the same 64 channels have different steps of 1, 2, 3, 5, and 10.
- RoBERTa [36], [37] is a robustly optimized BERT [38] pre-training model. We utilize RoBERTa to encode tokens of news content and feed the extracted average embedding into an MLP to obtain the final prediction. The two kinds of RoBERTa [36], [37] are exploited for Chinese and English datasets, respectively.

The second group is the mixed-domain baselines which combine all domains into a single domain. BiGRU [34], TextCNN [33], and RoBERTa [36], [37] of this group have the same implementation as the first group. Another two baselines of this groups are:

- StyleLSTM [49] exploits a BiLSTM to extract news representation from content. Then, it feeds the representation and style features into an MLP to obtain the final prediction. The utilized style features in this paper are the same as StyleLSTM.
- DualEmo [31] extracts news representation with a BiGRU. It exploits both the representation and emotion features to predict fake or real. The utilized emotion features in this paper are the same as DualEmo.

The third group is well-designed multi-domain methods, including:

- EANN [50] consists of three components: feature extractor, event discriminator, and fake news detector. It aims to learn event-invariant representations. In this paper, we modify EANN to learn domain-invariant representations following [17].
- MMoE [20] is a popular multi-domain model that shares a mixture-of-experts (MoE) across various domains, and each domain has its specific head. In this paper, both experts and heads of MMoE are MLPs.
- MoSE [51] is a recent multi-domain model that replaces the experts of MMoE with LSTM.
- EDDFN [17] is a multi-domain fake news detection model which preserves domain-specific and domain-shared knowledge. All domain-specific and domain-shared modules are MLPs. The concentrated domain-specific and domain-shared representations are fed into a classifier to obtain the final prediction.
- MDFEND [21] is the latest multi-domain fake news detection model which utilizes a Domain Gate to select useful experts of MoE.
4.1.3 Experimental Details

Following [21], [52], all datasets are randomly divided into train/validation/test sets in the ratio of 6:2:2 with keep the domain distribution in each set. We do not perform any dataset-specific tuning except early stopping on validation sets. For all methods, the initial learning rate for the Adam [53] optimizer is tuned by grid searches from 1e-6 to 1e-2. The number of heads and channels is tuned by grid searches from 1 to 10. The number of memory units is searched from 5 to 50. The mini-batch size is 64. To ensure a fair comparison, all BiGRU and BiLSTM have one layer with a hidden size of 300. All TextCNN have 5 kernels with steps in {1, 2, 3, 5, 10} and 64 channels. For all MLPs in these methods, the dimension of the hidden layer is set to 384, and ReLU activation function is employed. The maximum sequence length of English and Chinese datasets is set as 300 and 170, respectively. We record average results over ten runs. We report accuracy (Acc), macro F1 score (F1), and Area Under ROC (AUC).

4.2 Offline Results (RQ1)

In this section, we conduct offline experiments on both English and Chinese datasets. The results of En-3 are shown in Table 5, and results of Ch-3, -6, and -9 are listed in Tables 6, 7, and 8 (F1 for each domain and F1, Acc, and AUC for overall performance), respectively. Bold and underlined results indicate the best and second best, respectively. From these results, we have several findings:

(1) On most tasks, the mixed-domain methods outperform the single-domain approaches, which demonstrates jointly training data of multiple domains is helpful to improve not only the overall performance of multiple domains but also the performance of each domain. Meanwhile, we observe that BiGRU, TextCNN, and RoBERTa of the second group have worse performance than the single-domain group in Table 5, and this phenomenon could be caused by serious domain conflict of the En-3 dataset, which shows the necessity of well-designed multi-domain models to alleviate domain conflict.

### Table 5

| Method   | Gossip | Polit. | COVID | F1 | Acc | AUC |
|----------|--------|--------|-------|----|-----|-----|
| single   | BiGRU  | 0.7666 | 0.7722 | 0.8885 | 0.7958 | 0.8668 | 0.8840 |
|          | TextCNN| 0.7786 | 0.8011 | 0.9040 | 0.8079 | 0.8692 | 0.9023 |
|          | RoBERTa| 0.7810 | 0.8583 | 0.9288 | 0.8184 | 0.8802 | 0.9108 |
| mixed    | BiGRU  | 0.7479 | 0.7339 | 0.7448 | 0.7501 | 0.8321 | 0.8504 |
|          | TextCNN| 0.7519 | 0.7040 | 0.8322 | 0.7679 | 0.8362 | 0.8674 |
|          | RoBERTa| 0.7823 | 0.7967 | 0.9014 | 0.8101 | 0.8744 | 0.9058 |
|          | StyleLSTM | 0.8007 | 0.7937 | 0.9252 | 0.8285 | 0.8826 | 0.9250 |
|          | DualEmo | 0.8056 | 0.7868 | 0.9019 | 0.8270 | 0.8818 | 0.9251 |
| multi    | EANN   | 0.7937 | 0.7558 | 0.8836 | 0.8123 | 0.8743 | 0.9053 |
|          | MMoE   | 0.8022 | 0.8477 | 0.9379 | 0.8561 | 0.8920 | 0.9265 |
|          | MoSE   | 0.7981 | 0.8576 | 0.9326 | 0.8318 | 0.8885 | 0.9252 |
|          | EDDFN  | 0.8067 | 0.8505 | 0.9306 | 0.8378 | 0.8912 | 0.9263 |
|          | MDFEND | 0.8080 | 0.8473 | 0.9331 | 0.8390 | 0.8936 | 0.9237 |
| M^3 FEND |        | **0.8237** | 0.8478 | **0.9392** | **0.8517** | **0.8977** | **0.9342** |

* (p ≤ 0.05) and ** (p ≤ 0.005) indicate paired t-test of M^3 FEND versus the best baseline.

### Table 6

| Method   | Politics | Health | Ent. | F1 | Acc | AUC |
|----------|----------|--------|------|----|-----|-----|
| single   | BiGRU    | 0.8469 | 0.8335 | 0.7913 | 0.8402 | 0.8411 | 0.9213 |
|          | TextCNN  | 0.8514 | 0.9041 | 0.8423 | 0.8846 | 0.8850 | 0.9521 |
|          | RoBERTa  | 0.8137 | 0.8924 | 0.8434 | 0.8691 | 0.8697 | 0.9420 |
| mixed    | BiGRU    | 0.8384 | 0.8577 | 0.8687 | 0.8733 | 0.8741 | 0.9402 |
|          | TextCNN  | 0.8579 | 0.8716 | 0.8683 | 0.8833 | 0.8838 | 0.9493 |
|          | RoBERTa  | 0.8300 | 0.8955 | 0.8862 | 0.8911 | 0.8915 | 0.9566 |
|          | StyleLSTM | 0.8298 | 0.8924 | 0.8896 | 0.8912 | 0.8917 | 0.9564 |
|          | DualEmo  | 0.8362 | 0.8968 | 0.9020 | 0.8977 | 0.8980 | 0.9605 |
| multi    | EANN     | 0.8405 | 0.9189 | 0.8974 | 0.9038 | 0.9042 | 0.9644 |
|          | MMoE     | **0.8779** | 0.9215 | 0.8800 | 0.9048 | 0.9052 | 0.9629 |
|          | MoSE     | 0.8564 | 0.9023 | 0.8872 | 0.8978 | 0.8985 | 0.9572 |
|          | EDDFN    | 0.8440 | 0.9235 | 0.8748 | 0.8965 | 0.8970 | 0.9614 |
|          | MDFEND   | 0.8555 | 0.9419 | 0.9103 | 0.9205 | 0.9208 | 0.9750 |
| M^3 FEND |          | **0.8618** | **0.9479** | **0.9304** | **0.9308** | **0.9311** | **0.9759** |

* (p ≤ 0.05) and ** (p ≤ 0.005) indicate paired t-test of M^3 FEND versus the best baseline.
Then, we find that the multi-domain group outperforms the mixed-domain group, which validates that well-designed multi-domain models are important. The reason could be that the multi-domain models with a well-designed sharing structure could alleviate the domain conflict.

StyleLSTM and DualEmo achieve better results than BiGRU, TextCNN, and RoBERTa, which testifies introducing more views is beneficial for multi-domain fake news detection. Especially, DualEmo is extremely effective for Entertainment and Finance domains and even outperforms most multi-domain methods.

With the results of the t-test, we find that M³ FEND outperforms the best baseline significantly in most tasks, which demonstrates that M³ FEND is an effective solution to improve not only overall detection performance but also the performance of the specific domains. The main reason is that M³ FEND enriches domain information and explicitly models various domain discrepancies by aggregating useful cross-view interactions for different domains.

We observe MDFEND, and M³ FEND outperforms EANN, MMoE, MoSE, and EDDFN on most tasks. EANN directly learns a shared network with adversarial training. MMoE and MoSE utilized a shared bottom and multiple separate heads for different domains. EDDFN learns both domain-specific and domain-shared subnetworks. We find that all of them take hard sharing mechanisms to learn shared knowledge from all domains. However, the existing studies [15], [54] found it is hard to learn the common knowledge with a shared structure from too many domains. Different from these methods, MDFEND and M³ FEND exploit soft sharing mechanisms to aggregate beneficial shared knowledge for fake news detection.

(2) Then, we find that the multi-domain group outperforms the mixed-domain group, which validates that well-designed multi-domain models are important. The reason could be that the multi-domain models with a well-designed sharing structure could alleviate the domain conflict.

(3) StyleLSTM and DualEmo achieve better results than BiGRU, TextCNN, and RoBERTa, which testifies introducing more views is beneficial for multi-domain fake news detection. Especially, DualEmo is extremely effective for Entertainment and Finance domains and even outperforms most multi-domain methods.

With the results of the t-test, we find that M³ FEND outperforms the best baseline significantly in most tasks, which demonstrates that M³ FEND is an effective solution to improve not only overall detection performance but also the performance of the specific domains. The main reason is that M³ FEND enriches domain information and explicitly models various domain discrepancies by aggregating useful cross-view interactions for different domains.

(5) We observe MDFEND, and M³ FEND outperforms EANN, MMoE, MoSE, and EDDFN on most tasks. EANN directly learns a shared network with adversarial training. MMoE and MoSE utilized a shared bottom and multiple separate heads for different domains. EDDFN learns both domain-specific and domain-shared subnetworks. We find that all of them take hard sharing mechanisms to learn shared knowledge from all domains. However, the existing studies [15], [54] found it is hard to learn the common knowledge with a shared structure from too many domains. Different from these methods, MDFEND and M³ FEND exploit soft sharing mechanisms to aggregate beneficial shared knowledge for fake news detection.

(6) Both MDFEND and M³ FEND exploit soft sharing mechanisms, but M³ FEND achieves better results on most tasks. The improvements come from multiple aspects: 1) M³
FEND contains a Domain Memory Bank to discover potential distributions of domain labels, while MDFEND assumes the given domain label is exact and complete. However, we find that domain labeling incompleteness is an important issue for multi-domain fake news detection in Section 2; 2) MDFEND only extracts semantic information, while M³ FEND simultaneously models semantic, emotional, and stylistic views and adaptively captures cross-view information.

4.3 Online Tests (RQ2)
The M³ FEND framework has already been deployed in our online fake news detection system (http://www.newsverify.com/) which handles millions of news pieces every day. To verify the real benefits of M³ FEND brings to our system, we conduct online testing experiments within one week. Different from offline datasets, the online test set is highly skewed (real versus fake, roughly 300:1). Online data is collected by the system, and the time intervals of training and test sets do not intersect. Precisely, we deploy M³ FEND and several competitive baselines (EANN, EDDFN, and MDFEND). The online baseline is the mixed-domain RoBERTa model. In real-world scenarios, the number of fake news is much lower than real news, which means that we should detect fake news without misclassifying real news as possible. In other words, the task is improving the True Positive Rate (TPR) on the basis of low False Positive Rate (FPR). Thus, beyond AUC and F1, following [55], [56], we adopt standardized partial AUC (SPAUC,FPR,0.1). Due to the company regulations, we cannot detail the online data and the absolute results, so we report the relative improvement over the online baseline RoBERTa. The online results in Table 9 demonstrate that the proposed M³ FEND achieves a satisfying improvement on all metrics against the baselines.

4.4 Ablation Study (RQ3)
In this section, we analyze the effects of different views and components in our proposed M³ FEND and conduct an ablation study on the four datasets with the overall F1 score shown in Table 10. First, we conduct experiments to verify the contributions of different views and introduce three kinds of models, w/o SemView, w/o EmoView, and w/o StyView, which remove the semantic, emotional, and stylistic views from M³ FEND, respectively. We find that all views are beneficial for fake news detection, especially the semantic view, which is the core of most existing methods [52], [57]. Since the emotion and style features are manually extracted from the textual content, these features are usually utilized as auxiliary information for semantic view modeling [31], [49]. In addition, we observe that the emotional view is more effective than the stylistic view. The reason could be that the emotion features include both publisher and social characteristics [31], while the style features only represent the publisher preference [28].

Furthermore, to testify the effectiveness of each component in M³ FEND, we introduce three kinds of M³ FEND, (1) w/o Interactor: remove Multi-head Adaptive Cross-view Interactor. The performance drop demonstrates modeling cross-view interaction could capture more information. (2) w/o Memory: remove the Domain Event Memory. The performance decrease on four datasets indicates enriching domain information is useful. (3) w/o Adapter: replace Domain Adapter by average operation. M³ FEND w/o Adapter obtains the worse results, which demonstrates the aggregation process of discriminative representations is necessary. Note that the Adapter takes two parts from the Domain Event Memory and Domain Characteristics Memory as input. Thus, that M³ FEND w/o Adapter achieves worse results than M³ FEND w/o Memory demonstrates the implicit representation from the Domain Characteristics Memory is useful. In addition, we observe the Adapter is more effective than the Interactor, which shows that selecting informative representations is more effective than adaptively learning cross-view information.

4.5 Analysis (RQ4)
4.5.1 Effectiveness of Domain Discrepancy Modeling
In this section, we conduct experiments on Ch-6 to demonstrate M³ FEND can model the domain discrepancy. Due to domain discrepancy, discriminative cross-view representations vary from domain to domain, and the proposed M³ FEND can find useful cross-view representations for different domains. For brevity, we set the number H of Interactor heads as 4 and the channel number k of multi-view extractors as 1, and remove the implicit domain representations. First, we visualize the absolute adaptive weight \( a \) in Equation (4) for four cross views, as shown in Fig. 5, we see that the cross-view representations derived from M³ FEND have quite differences on the combination of semantic, emotional, and stylistic views, which diversifies cross-view representations and facilitates the modeling of domain discrepancy.

Then, the domain adapter aggregates useful cross-view representations for each domain, and we visualize the importance \( w \) of each cross-view representation for six domains in Fig. 6. We see the discriminative cross-view representations vary from domain to domain, which demonstrates the M³ FEND can model the domain discrepancy. Such importance distributions are indeed in line with our intuition. For example, the Entertainment news is often sensational, which provokes strong emotion of audience. We see the cross view 3 which largely depends on the emotional view is valued the most by Entertainment Domain.

| Improvement on | SPAUC | AUC | F1 |
|---------------|-------|-----|----|
| EANN          | 2.12% | 0.67% | 0.33% |
| EDDFN         | -0.37% | -2.02% | -3.34% |
| MDFEND        | 2.82% | 0.74% | 1.85% |
| M³ FEND       | 5.50% | 2.89% | 4.49% |

| Relative Improvement Over the Online Baseline |
|-----------------------------------------------|
| Improvement on | SPAUC | AUC | F1 |
|----------------|-------|-----|----|
| M³ FEND        | 0.9308 | 0.9208 | 0.9216 | 0.8517 |
| w/o SemView    | 0.8202 | 0.8161 | 0.8249 | 0.6573 |
| w/o EmoView    | 0.9195 | 0.9136 | 0.9147 | 0.8403 |
| w/o StyView    | 0.9255 | 0.9178 | 0.9177 | 0.8472 |
| w/o Interactor | 0.9217 | 0.9169 | 0.9173 | 0.8398 |
| w/o Memory     | 0.9237 | 0.9182 | 0.9176 | 0.8501 |
| w/o Adapter    | 0.9172 | 0.9169 | 0.9157 | 0.8367 |
4.5.2 Effectiveness of Domain Label Completion

To probe how the Domain Event Memory contributes to discovering potential domain labels, we present a case study. Recall that a unit of a Domain Event Memory represents an event set, and each news piece is only categorized into one unit. For the target political news piece in Table 11, we find the most related memory units of each Domain Event Memory and show a representative example from the event sets of them. The predicted distribution of domain labels (similarity distribution \( v \)) indicates that the Domain Event Memory can effectively capture the distributions of potential domain labels.

4.5.3 Hyperparameter Sensitivity

We test the sensitivity of multiple hyperparameters based on the Ch-6 dataset, including \#Channel of SemNet \( k_{sem} \), \#Channel of EmoNet \( k_{emo} \), \#Channel of StyNet \( k_{sty} \), \#Head of Interactor \( H \), and the hyperparameter of the memory mechanism \( \beta \). As shown in Fig. 7, with various hyperparameters, \( M^3 \) FEND can achieve satisfying performance. We can observe that even the worst setting of \( M^3 \) FEND in Figs. 7a, 7b, 7c, and 7d can get \( F1 = 0.9149 \) which is better than the best baseline MDFEND (\( F1 = 0.9093 \)) on the Ch-6 dataset, which demonstrates our model are insensitive to the hyperparameters \( k_{sem} \), \( k_{emo} \), \( k_{sty} \), and \( H \). From Fig. 7e, we can observe that the performance first increases and then decreases rapidly as \( \beta \) varies and demonstrates a bell-shaped curve. A big \( \beta \) indicates that the memory module could quickly forget historical samples and focus on most recent samples, unsatisfying performance. On the contrary, a small \( \beta \) could lead to underfitting on recent samples. Thus, we need to choose a suitable \( \beta \) for the Domain Event Memory.

5 RELATED WORK

In this section, we will introduce the related work on Fake News Detection and Multi-domain Learning.

Fake News Detection. Researchers have investigated fake news detection which aims at automatically classifying a news piece as real or fake for a long time. Existing methods can be generally grouped into two clusters: content-based and social-context-based fake news detection [6], [58].

Content-based models mainly rely on news content features and existing factual sources to classify fake news [6], [58]. Some methods focus on extracting textual representations [9], [10], [57], [59], [60]. In addition, visual features of news have been shown to be an important indicator for fake news detection [50], [61], [62]. As fake news publishers tend to use inflammatory and emotional expressions to draw reader’s attention for a wide dissemination, style [39], [49], [63] and emotion [30], [31] are useful patterns for fake news detection. Some methods [64], [65], [66], [67] exploit existing factual sources to detect fake news.

Social-context-based models exploit relevant user social engagements to detect fake news [6]. Propagation networks have been testified their effectiveness for fake news detection [68], [69], [70]. In addition, user profile [71], [72] and crowd feedbacks [52], [73] are also important patterns to detect fake news.

Our work mainly falls into the first group, which utilizes semantic, style, emotion features to detect fake news. In addition, most of existing works focus on a single specific domain, e.g., politics [52], [63], health [48], [65], [74]. Our work focuses on multi-domain fake news detection [17], [21]. Silva et al. [17] proposed EDDFN that adopts multiple domain-specific subnetworks and a domain-shared subnetwork, and models common knowledge from all domains with the domain-shared subnetwork. However, studies have shown that it is hard to simultaneously model the common knowledge of many domains [15], [54]. Thus,

| Target News | Representative Example |
|-------------|------------------------|
| Science | NASA used the Nuclear Spectroscopy Telescope to photo the spiral galaxy 1068 in the Cetus. |
| Military | U.S. sends 35 medical ships. |
| Edu. | A student admitted to Harvard University. |
| Disaster | The US “World Journal” reported a five-level fire in a restaurant. |
| Politics | US deaths from COVID-19 exceed 100k. |
| Health | The animal experiment of Oxford’s COVID-19 vaccine failed. |
| Finance | Pfizer’s stock price rose 15%, boosted by the company’s COVID-19 vaccine news. |
| Ent. | 10 more people tested positive for COVID-19 in Italian Serie A. |
| Society | A COVID-19 carrier refused security check at the airport. |
EDDFN is unlikely to work well for a real-world news platform that has a large and increasing domain set. Different from EDDFN which uses a hard sharing mechanism, our M^3 FEND adopts a soft sharing mechanism that aggregates the specific shared knowledge of different domains. Nan et al. [21] built a multi-domain fake news detection dataset containing news in nine domains and a simple baseline MDFEND which also takes the soft sharing strategy and utilizes a domain gate to aggregate multiple semantic representations extracted by a Mixture-of-Experts structure [20], [22]. However, MDFEND holds an assumption that the provided single domain label is complete, which is not always true due to the complex semantic property of news pieces. To tackle the problem of domain labeling incompleteness, our proposed M^3 FEND utilizes the Domain Memory Bank to complete domain labels and enrich domain information in news pieces. In addition, we explore the mechanism of knowledge sharing on not only the semantic view but also emotional and stylistic views, and we further explore the adaptive cross-view knowledge for fake news detection.

**Multi-Domain Learning.** In the real world, data usually come from various domains. Multi-domain learning aims to simultaneously model multiple domains and improve overall performance, which falls into the area of transfer learning [12]. Some existing methods focus on learning domain-invariant representations [13], [14], and the others model domain relationships [20], [51], [75]. M^3 FEND falls into the second group and outperforms existing methods.

## 6 Conclusion

In this paper, we analyzed two challenges in multi-domain fake news detection, domain shift, and domain labeling incompleteness. Then, to solve the two challenges, we proposed a novel Memory-guided Multi-view Multi-domain Fake News Detection Framework (M^3 FEND). First, we extracted news representations from multiple views and automatically modeled cross-view interactions. To tackle the problem of domain shift, we proposed a Domain Adapter to aggregate cross-view representations for prediction. To solve the second challenge, we proposed a Domain Memory Bank to discover potential domain labels and model domain characteristics. Finally, we demonstrated the superior effectiveness of the proposed M^3 FEND in both offline experiments and online tests, compared to other state-of-the-art approaches.
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