Variational Autoencoder Leveraged MMSE Channel Estimation
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Abstract—We propose to utilize a variational autoencoder (VAE) for data-driven channel estimation. The underlying true and unknown channel distribution is modeled by the VAE as a conditional Gaussian distribution in a novel way, parameterized by the respective first and second order conditional moments. As a result, it can be observed that the linear minimum mean square error (LMMSE) estimator in its variant conditioned on the latent sample of the VAE approximates an optimal MSE estimator. Furthermore, we argue how a VAE-based channel estimator can approximate the MMSE channel estimator. We propose three variants of VAE estimators that differ in the data used during training and estimation. First, we show that given perfectly known channel state information at the input of the VAE during estimation, which is impractical, we obtain an estimator that can serve as a benchmark result for an estimation scenario. We then propose practically feasible approaches, where perfectly known channel state information is only necessary in the training phase or is not needed at all. Simulation results on 3GPP and QuaDRiGa channel data attest a small performance loss of the practical approaches and the superiority of our VAE approaches in comparison to other related channel estimation methods.

Index Terms—Channel estimation, deep learning, variational autoencoder, MMSE estimator, machine learning

I. INTRODUCTION

Machine learning (ML), and deep learning (DL) in specific, are promising candidates for further improvements of massive MIMO systems [1]. DL incorporates the characteristics of a communications scenario by training neural networks based on data stemming from that scenario. The acquired knowledge about the scenario can often be leveraged to outperform classical methods in typical tasks such as channel estimation. The great performance of DL-based channel estimation has been demonstrated in a large number of publications, e.g., see [2]–[5]. Roughly speaking, such approaches can either be specified as end-to-end or model-based learning [6] or as a mixture of both. While end-to-end approaches model the system as a black box and use neural networks to learn the unknown behavior, model-based approaches rely on analytical relationships which are parameterized using neural networks.

In this work, we want to take a model-based approach for channel estimation with the help of DL. An approach closely related to ours is the recently proposed Gaussian mixture model (GMM)-based channel estimator [7], [8]. The estimator is proven to converge to the true conditional mean estimator for an infinite number of mixture components, and at the same time it was shown that a small number of components achieves a good performance in practice. The idea is to fit a GMM to channel data, which is used afterwards for channel estimation based on noisy observations. The membership to a mixing component in a GMM can be interpreted as a discrete hidden or latent variable. In contrast, the variational autoencoder (VAE) method [9], [10], which shares common features with the GMM approach, uses a continuous latent space to learn the distribution of the underlying data. In a variety of tasks in communications, the VAE showed its effectiveness, for instance in channel equalization [11]. However, to our knowledge, there are no approaches in the literature that use the VAE for channel estimation.

Our contributions in this work are as follows. We propose a framework that allows to employ the VAE for channel estimation. To this end, we train a VAE to generate a conditional mean and covariance for each channel realization, which can subsequently be used to determine the individual linear minimum mean square error (LMMSE) channel estimator for a given observation of the channel. Due to the inherent structure of the VAE, the probability distribution of the underlying radio scenario is approximated as a conditionally Gaussian distribution. The VAE thus provides an overall prior information about channel state conditions. Further analysis shows that the VAE channel estimator is able to asymptotically approximate the MMSE estimator. In total, we propose three variants of VAE-based channel estimators. We first analyze the full potential of the VAE by allowing genie-knowledge of the true underlying channel for the latent encoding. We then propose practically feasible approaches that either use noiseless channel data solely in the training phase or only work with noisy data for both training and testing. Our simulations highlight that these approaches provide strong channel estimators close to the genie-based estimator, which offers a lot of potential, also for a prospective application to other system models.

II. SYSTEM AND CHANNEL MODEL

In this work, we consider a single-input multiple-output (SIMO) communications scenario. A base station (BS) equipped with $M$ antennas receives uplink training signals from a single antenna mobile terminal (MT). In particular, at the BS after decorrelating the pilot signal, noisy observations

$$y = h + n \in \mathbb{C}^M$$

(1)
are received, where the channel $h$ is perturbed with Gaussian noise $n \sim N_C(0, \Sigma)$. We assume that the BS is equipped with a uniform linear array (ULA) with half-wavelength spacing. The channel covariance of a ULA is known to have a Toeplitz structure, which can be asymptotically approximated by a circulant matrix for a large number of antennas [12]. Diagonalization of a circulant matrix $C$ can be obtained with the help of the discrete Fourier transform (DFT) matrix $F \in \mathbb{C}^{M \times M}$:

$$C = F^H \text{diag}(c) F, \quad c \in \mathbb{R}^M.$$  

(2)

In Section III, we will use this circulant approximation to design a channel estimator in three variations.

Moreover, we consider different channel models in this work to validate our method. The 3rd Generation Partnership Project (3GPP) defines spatial channel models which allow the channel to be modeled as [13]

$$h \mid \delta \sim N_C(0, C_\delta)$$  

(3)

where the random vector $\delta$ encodes the information about path gains and angles of arrival that define the propagation clusters that belong to the channel. Since we consider a SIMO scenario here, the covariance

$$C_\delta = \int_{-\pi}^{\pi} g(\vartheta; \delta) a(\vartheta) a(\vartheta)^H d\vartheta$$

represents the receive-side covariance. The terms $g(\vartheta; \delta) \geq 0$ and $a(\vartheta)$ depict a power angular spectrum and the array steering vector, respectively. It has to be noted that, although the channel is modeled as conditionally Gaussian, without knowledge of $\delta$, which cannot be assumed in practice, the channels are clearly not Gaussian distributed. Also, we consider a single snapshot scenario, where for each channel realization an independent realization of $\delta$ is drawn.

More realistic channels can be obtained with the QuaDRiGa channel simulator [14], [15]. Therein, channels are modeled as a superposition of $L$ propagation paths such that

$$h = \sum_{\ell=1}^{L} g_\ell \exp(-2\pi j f_c \tau_\ell)$$

where the carrier frequency is denoted as $f_c$ and the delay of the $\ell$-th path as $\tau_\ell$. The vector $g_\ell$ expresses the attenuation characteristics between every antenna pair, as well as the antenna radiation pattern and polarization. After generation, the channels are post-processed to remove the path gain, as described in the QuaDRiGa documentation [15].

For both 3GPP and QuaDRiGa specifications, we create a training dataset consisting of $N_0 = 10^5$ samples and a test dataset consisting of $N_v = 10^4$ samples.

III. VAE FOR CHANNEL ESTIMATION

The aim of this section is to briefly introduce the concept behind the VAE and which objective it follows. Afterwards, we present an approach how a VAE, that is trained on channel data in a completely unsupervised manner, can be leveraged for channel estimation.

A. VAE Preliminaries

Variational Inference (VI) builds the foundation of the VAE where the optimization of the evidence lower bound (ELBO) is the central objective [16]. A well-known decomposition of the log-likelihood of a data point $x \sim p(x)$ reads as

$$\log p(x) = \mathcal{L}(q) + D_{KL}(q(z|x) \parallel p(z|x))$$  

(4)

with the ELBO $\mathcal{L}(q)$ and the Kullback-Leibler divergence

$$D_{KL}(q(z|x) \parallel p(z|x)) = E_{q(z|x)} \left[ \log \frac{q(z|x)}{p(z|x)} \right].$$

VI introduces the variational distribution $q(z|x) \in \mathbb{Q}$, which belongs to a family of distributions $\mathbb{Q}$, and depends on the so-called latent vector $z$. Its purpose is to approximate the true posterior distribution $p(z|x)$ as closely as possible. A maximization of the ELBO achieves two goals: 1) the data log-likelihood is maximized, and 2) the KL divergence between $q(z|x)$ and the posterior $p(z|x)$ is minimized.

The VAE optimizes the ELBO with the help of neural networks and the reparameterization trick [9], [10]. This makes VI broadly accessible as it enables to process large amounts of data in a straight-forward way. The drawing in Fig. 1 illustrates the functionality of the VAE. For training of a VAE, it is beneficial to express the ELBO as

$$\mathcal{L}(q) = E_{q_\phi(z|x)} [\log p_\theta(x|z)] - D_{KL}(q_\phi(z|x) \parallel p(z)).$$  

(5)

The parameters $\theta$ and $\phi$ highlight certain parameterizations for the posteriors $p_\theta(x|z)$ and $q_\phi(z|x)$, respectively. Their technical implementation is represented by the encoder and decoder of the VAE.

At this point, we must decide for a type and structure of the distributions that appear in (5). A common choice for this is to assume diagonal Gaussian distributions. Consequently, the probability distributions involved are

$$p(z) = N(0, I),$$

$$p_\theta(x|z) = N_C(m(z), \text{diag}(c(z))),$$

and

$$q_\phi(z|x) = N(\mu(x), \text{diag}(\sigma^2(x))).$$

With these definitions, let us examine Fig. 1 in more detail. The encoder takes a data sample $x$ and maps it to the mean value $\mu(x)$ and standard deviation vector $\sigma(x)$ of $q_\phi(z|x)$. A sample $\varepsilon$ from a standard Gaussian distribution in combination with $\mu(x)$ and $\sigma(x)$ is used to obtain a reparameterized sample $z = \mu(x) + \sigma(x) \times \varepsilon$, the latent variable. The sample $z \in \mathbb{R}^L$ is fed into the decoder in the last step, to obtain the
mean value $m(z)$ and covariance vector $c(z)$ of the Gaussian distribution $p_\theta(x|z)$.

Additionally, the usage of diagonal Gaussians lets us find closed-form and simple-to-compute expressions for the terms in the optimization objective in (5). The expectation on the left can be approximated with Monte-Carlo samples $z^{(k)} \sim q_\phi(z|x)$, $k = 1, \ldots, K$, such that $E_{q_\phi(z|x)}[\log p_\theta(x|z)]$ is

$$
\sum_{k=1}^{K} \left\{ -M \log \pi - \sum_{m=1}^{M} \log c_i(z^{(k)}) - \frac{|x_i - m_i(z^{(k)})|^2}{c_i(z^{(k)})} \right\}.
$$

(6)

The subscript $i$ symbolizes that the $i$-th element of the respective vector is selected, e.g., $x_i$ is the $i$-th element of $x$. The KL-term $D_{KL}(q_\phi(z|x) \| p(z))$ results in

$$
\frac{1}{2} \sum_{l=1}^{L} \left\{ -\log \sigma_l^2(x) + \mu_l(x)^2 + \sigma_l^2(x) \right\} - L.
$$

(7)

It should be noted that we can approximate the true covariance of the channels with the presented VAE. This is the case because the covariance is Toeplitz structured, which can be approximated by a circulant matrix as described in Section II and [12], [17]. Suppose now that the VAE achieves its goal and (8) holds, we have

$$
E[h \| y] \approx \frac{1}{K} \sum_{k=1}^{K} E[h \| z^{(k)}, y].
$$

(11)

Note that the channel estimates on the right-hand side can still be efficiently computed with the VAE in combination with (10). To save computational complexity, we use only one sample—namely $\mu(x)$—in our numerical experiments and still achieve remarkable results. Under this assumption, the estimator from (11) simplifies for $K = 1$ as

$$
E[h \| y] \approx E[h \| z^{(1)} = \mu(x), y].
$$

(12)

For another motivation for approximating the outer expectation in (9) using only the mean $\mu(x)$, we can interpret $\sigma(x)$ as the uncertainty of the encoder to produce a suitable latent representation. If the noise variance in (1) is small, we expect this uncertainty to be small so that all samples are close to $\mu(x)$ and $z \approx \mu(x)$ holds.

C. Channel Estimation with the VAE

A common assumption, which we make here as well, is white noise, which yields $\Sigma = \varsigma^2 I$, with the noise variance $\varsigma^2$ that is given in our experiments. For the LMMSE estimator in (10), it is necessary to know the conditional mean $\mu_{h|z}$ and covariance $C_{h|z}$ of $h$ given $z$ to estimate the channel based on $y$. A close look at Fig. 1 reveals how the VAE can be used for channel estimation. For an input sample $x$, the VAE decoder delivers a conditional mean $m(z)$ and a diagonal covariance $c(z)$ that parameterize the distribution in (8). As we use Fourier-transformed input samples for complexity savings as explained before, the quantities in (10) of the conditionally Gaussian are computed as

$$
\mu_{h|z} = F^H m(z), \quad C_{h|z} = F^H \text{diag}(c(z)) F.
$$

(13)

In the following, we present three possible channel estimators that leverage the VAE. All three estimators have in common
that the VAEs can be trained offline before their application to channel estimation. Moreover, all estimators use $z = \mu(x)$ as in (12) during the estimation phase after training.

1): The transformed true channel $x = Fh$ is fed into the VAE encoder for both training and evaluation. Its latent representation is the basis for the evaluation of the decoder likelihood model $p_0(x|z)$ in (6). The outputs of the encoder, i.e., $\mu(x)$ and $\sigma(x)$, are used to evaluate the KL-term in (7) during training. This estimator is supposed to produce the best estimation results because conditional mean and covariance at the decoder are inferred with the true channel at the encoder and its latent representation. The relation $z = \mu(x)$ holds well in this situation as the noise variance is zero. In our simulations, we could also observe that the variance $\sigma^2(x)$ at the encoder is approximately zero which is a strong motivation for the usage of the estimator in (12). Although this estimator even has the potential to outperform the conditional mean estimator $E[h|y]$, as the true channel state information acts as side information, this estimator is obviously not applicable to a real scenario since it requires knowledge of the channel during the evaluation phase. Instead, it inspires the basic idea of the proposed method and can serve as a suitable benchmark result in a channel estimation scenario where the optimal estimator itself is unknown and inaccessible. We therefore call this estimator VAE-genie.

2): The decoder likelihood $p_0(x|z)$ in (6) is again computed with the true $x = Fh$ during training, but the encoder is fed with $\tilde{x} = F\tilde{y}$. This causes the encoder to output $\mu(\tilde{x})$ and $\sigma(\tilde{x})$ based on which the KL-term in (7) is evaluated during training. The adaption also changes the variational distribution from $q_0(z|x)$ to $q_0(z|\tilde{x})$. Practical deployment of this estimator is now possible as the encoder’s input is $\tilde{x}$, which allows to use this VAE for estimation of $h$ based on $y$ after training. The relation $z = \mu(x)$ holds only for high SNR. At low SNR, we therefore expect a performance loss when using only $\mu(x)$ in (12). Moreover, it is expected that this estimator delivers worse estimation quality than VAE-noisy as is does not have access to the true channel in the evaluation phase. It is, in contrast, applicable to a real scenario, as the true channels are only used during training. We call this estimator VAE-noisy.

3): The VAE is fed with $\tilde{x} = F\tilde{y}$ at the encoder and (6) is also evaluated with $\tilde{x}$ during training. The KL-term in (7) is again evaluated with the decoder outputs $\mu(\tilde{x})$ and $\sigma(\tilde{x})$ during training. The variational distribution stays the same as for VAE-noisy, but the decoder likelihood changes from $p_0(x|z)$ to $p_0(\tilde{x}|\tilde{z})$. It follows that this model learns a lower bound to $p(\tilde{x})$, which is different from our actual objective. For $\mu_{h|x}$ in (10), this is not a problem as long as $E[\mu] = 0$, which is the case in (1). The channel covariance can be determined with a simple workaround. While the VAE decoder continues to output $c(z)$, the term $\text{diag}(c(z)) + \zeta^2 I$ is used instead to compute (6) during training. In this way the decoder’s learning algorithm is forced to substitute only the desired part, the diagonal channel covariance $c(z)$. The mean is left as $m(z)$. Note that this adaptation is also necessary for the back-transformation in (13). In this way, we enforce that the decoder outputs the channel covariance, by training solely on noisy observations $y$ at the encoder and decoder. As for VAE-noisy, the relation $z = \mu(x)$ holds only for high SNR and we expect to observe a similar performance loss at low SNR by only using $\mu(x)$ in (12). It should be noted that no access to the true channels is needed, neither during training nor during evaluation. We call this more practical and realistic estimator VAE-real.

Finally, we want to state that evaluating (12) with more samples than exclusively with $\mu(x)$, would certainly deliver better estimation results, especially for VAE-noisy and VAE-real at low SNR. It is of great interest to know how many samples are necessary for best estimation results. Our future work should therefore also cover such an analysis.

D. VAE Architecture

Since the channels are complex-valued, we stack the real and imaginary part of the vector channels to create input vectors of size $2M$ for the neural networks of the VAE. Please note, the test dataset is previously unseen data for the VAE. The neural networks used in every VAE have the following architecture: encoder and decoder are built up symmetrically. The encoder consists of three times a building block of a convolutional (conv.) layer, Batch Normalization (BN) layer, and ReLU activation function. Each conv. layer uses a kernel of size 7, the input samples are mapped from 1 to 8, to 32, to 128 conv. channels, and a stride of 2 is used. The three blocks are followed by two linear layers that map to $\mu(x)$ and $\sigma(x)$. The decoder architecture is analog to the encoder architecture, just flipped symmetrically. We use a learning rate of $10^{-4}$ during the training phase. The architectures were found with a random search over the hyperparameter space by searching for the configuration that yields the highest ELBO value. Our neural networks are implemented with the help of PyTorch, and optimized with the Adam optimizer [20], together with the method of free bits [21]. Note that during training of VAE-noisy and VAE-real we create new noisy observations $y$ in every epoch by sampling the additive noise term in (1). This exhibited an additional performance gain in our experiments. The VAEs are trained exclusively for a certain SNR value, except VAE-genie where this is not required. We train our VAEs until the ELBO saturates and use the model that yields the highest ELBO value.

E. Related Channel Estimators

For performance evaluation of our proposed estimators, we compare them with other channel estimators from the literature. In the case of 3GPP channel data, we have access to the covariance matrix $C_\delta$ of the conditionally Gaussian channel in (3). This lets us evaluate the conditional mean estimator [5], which is given by

$$h_{\text{ genie-cov}} = C_\delta(C_\delta + \Sigma)^{-1} y, \quad (14)$$

and represents the true MMSE estimator for the conditionally Gaussian channel. Genie-knowledge in the form of $C_\delta$ is
required for this estimator, which is why we call it \textit{genie}-cov. Note that it cannot be used for QuaDRiGa based channel data. Another closely related estimator is the evaluation of (14) with a sample covariance matrix. To this end, a covariance matrix

\[ \hat{C} = \frac{1}{N_v} \sum_{i=1}^{N_v} h_i h_i^H \]

is computed from the \( N_v \) samples \( h_i \) in the evaluation dataset, and \( \hat{C} \) is used in (14) instead of \( C_\delta \). We refer to this estimator as \textit{sample-cov}. A simple, yet commonly employed estimator, is based on least squares (LS), i.e., \( \hat{h}_{\text{LS}} = y \). We also compare our approaches to the GMM-based channel estimator [7], [8]. We expect that the GMM estimator is the strongest baseline we compare our VAE channel estimation approaches to as it is proven to be asymptotically optimal for an infinite number of mixture components. The GMM is fitted with 128 components and the covariance matrix of each component is set to be circulant, so that both methods produce circulant covariances.

\[ \text{IV. SIMULATION RESULTS} \]

This section presents the channel estimation results of our numerical simulations based on 3GPP and QuaDRiGa channel data. In all our experiments, we calculate the normalized mean squared error (NMSE) as

\[ \text{NMSE} = \frac{1}{N_v} \sum_{i=1}^{N_v} \frac{\|h_i - \hat{h}_i\|^2}{\|h_i\|^2} \]

for the evaluation dataset. We define the SNR on a per-sample basis such that \( \text{SNR} = \frac{\|h\|^2}{M \sigma^2} \).

Fig. 2 shows the NMSE over a SNR from -10 to 20 dB for 3GPP data with 3 propagation clusters and 32 antennas at the BS. Path gains are sampled from a uniform distribution in \([0, 1]\) to sum up to one with a maximum difference of 9 dB. Angles of arrival are also sampled from a uniform distribution in \([-90^\circ, 90^\circ]\) with a minimum difference of 1°. In this plot and the following, we display our approaches with solid, all others with dashed linestyles. The plot shows that VAE-genie is almost everywhere on par with genie-cov. In the low SNR regime it is even possible to beat genie-cov. The explanation for this at first glance unintuitive behavior has already been mentioned before when VAE-genie was introduced. This method uses the information about the actual channel state as side information to achieve an optimal representation of the channel in the latent space of the VAE, and thus has even more information than the conditional mean estimator. The worst performance in Fig. 2 shows LS, followed by sample-cov. This is expectable as these approaches are not scenario-specific and very simple. VAE-noisy is always better than VAE-real, which is a reasonable behavior since VAE-noisy has access to the noiseless channels, but the performance gap is small. At high SNR, VAE-real converges to VAE-noisy as \( y \) converges to \( \hat{h} \). At low SNR, VAE-noisy has a few dB advantage over VAE-real. The GMM is better than the non-genie VAEs at low SNR, and becomes worse from 0 dB on. All displayed methods, except genie-cov, stay clearly behind the performance of VAE-genie.

The results for 3GPP data with 3 propagation clusters and 128 antennas at the BS in Fig. 3 are in agreement with the findings for 32 antennas at the BS. Simulation settings are
identical to the 32 antennas case. Fig. 3 shows that VAE-genie is not able to beat genie-cov in this setting, but almost for every SNR value it is on par with genie-cov. The sample-cov and LS approach still perform worst. VAE-noisy and VAE-real perform similarly as in Fig. 2, but manage to reach the genie curves more closely for higher SNR values. This can be explained with the asymptotic equivalence of the Toeplitz and circulant matrix for higher dimensions [12]. The GMM shows a similar performance as in Fig. 2. In consequence of the better performance for higher SNR of VAE-noisy and VAE-real, the performance of the GMM appears worse than in the 32 antenna setting when compared to the mentioned VAE methods.

At this point, we want to clarify that the conditional Gaussianity of the 3GPP channels in (3) is not connected to the objective of the VAE to model the channels conditionally Gaussian as stated in (8). More precisely, the latent variable $z$ of the VAE is not trained to approximate a Gaussian as stated in (8). More precisely, the latent variable $z$ of the VAE is not trained to approximate a Gaussian as stated in (8). Moreover, in cases where the optimal estimator is not available, the proposed VAE-genie curves more closely for higher SNR values. This can be explained with the asymptotic equivalence of the Toeplitz and circulant matrix for higher dimensions [12]. The GMM shows a similar performance as in Fig. 2. In consequence of the better performance for higher SNR of VAE-noisy and VAE-real, the performance of the GMM appears worse than in the 32 antenna setting when compared to the mentioned VAE methods.

In this work, we presented a novel approach for data-driven channel estimation. Its basis forms a VAE that enables us to learn a conditional mean and covariance for every channel that can subsequently be used in the conditional mean channel estimation formula. Due to the inherent structure of the VAE it approximates the MMSE estimator under certain assumptions, regardless of the channel distribution. Simulation results demonstrated this supposed optimality for different channel models and highlighted the potential of our methods. Two of them deserve a special mentioning. The VAE-genie may be used as a baseline for channel estimation in a communications scenario, while the VAE-real can be trained solely with noisy observations without access to a dataset of noiseless channels. We find that the VAE-real is a particularly interesting method because noiseless channel data are, in reality, unavailable, as there always remains estimation noise in the data. Our future work includes a rigorous proof of the conjectured MMSE approximation of the proposed techniques, an investigation of how many samples are necessary in (11), and the extension of our methods to other system models.
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