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Abstract
This work discusses single-objective constrained genetic algorithm with floating-point, integer, binary and permutation representation. Floating-point genetic algorithm tuning with use of test functions is done and leads to a parameterization with comparatively outstanding performance.
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1 Introduction

The idea of application of biological evolution [1] and genetic [2] principles to the optimization problems was first sketched by Alan Turing in his 1948 essay titled Intelligent Machinery [3] and later extended by himself [4] to a technique which is now called genetic programming [5]. These works were the very beginning of the evolutionary computations (EC)—field of computer science devoted to the population-based, trial-and-error methods of problem solving. One of the first EC performed on a computer were done by Nils A. Barricelli in [one.osf/nine.osf/five.osf/three.osf at the Institute for Advanced Study at Princeton, NJ [six.osf] on a machine built by John von Neumann’s group [seven.osf]. Nowadays, EC field consists of many subfields—one of them is genetic algorithm (GA) approach [eight.osf], subject of this work.

1.1 Genotype and its representation

Genotype $g$ is a finite polymorphic list of Boolean, real or integer values called genes [nine.osf]. More precisely, $g \in X_0 \times \ldots \times X_{c-1} = \prod_{i=0}^{c-1} X_i$, where $X_i$ is equal to $\mathbb{B} = \{ \text{false, true} \}$ or is bounded subset of set of real numbers $\mathbb{R}$ or integer numbers $\mathbb{Z}$. This work considers subsets of kind of intervals of type $[a, b]$ or $[a, b]_\mathbb{Z} \equiv \{ k \in \mathbb{Z} \mid a \leq k \leq b \}$. Despite the fact that a priori every gene in genotype can be of different type, it is common practice to employ genotypes with pure representation: binary ($g \in \mathbb{B}^c$), floating-point ($g \in \mathbb{R}^c$) or integer ($g \in \mathbb{Z}^c$) [ten.osf]. Otherwise, the representation is called mixed and is out of scope of this work.

Proper genotype for given optimization problem can have some additional constraints, $g \in G \subseteq \prod_{i=0}^{c-1} X_i$. The $G$ set can be arbitrary subset of $\prod_{i=0}^{c-1} X_i$, i.e. constraints imposed on different genes can be different and constraints for given gene can depend on values of all other genes. However, if $G = X_i^c$, then genotype is called uniform. Moreover, $G$ can be defined as an extension of predicate $Q$: $\prod_{i=0}^{c-1} X_i \rightarrow \mathbb{B}$, i.e. $G = \{ (x_0, \ldots, x_{c-1}) \in \prod_{i=0}^{c-1} X_i \mid Q(x_0, \ldots, x_{c-1}) \}$. One can define permutation representation, where $G = \{ (x_0, \ldots, x_{c-1}) \in \{0, \ldots, c-1\}^c \mid \forall i \neq j: x_i \neq x_j \}$, i.e. it is extension of permutation condition predicate.

Value $c$, i.e. domain dimension of $\prod_{i=0}^{c-1} X_i$, is called genotype length (or size), while position in genotype is called locus (pl. loci), so if genotype is of length $c$ then locus belongs to the set $\{0, \ldots, c-1\}$ (notation inspired by the APL language [eleven.osf]).

1.2 Population and sequence of populations

Sequence of genotypes of length $\mu$:

$$
(g_i^\mu)_{i=0}^{\mu-1} \in \{ \mu \rightarrow \prod_{i=0}^{c-1} X_i \} \equiv P_{X_0,\ldots,X_{c-1}}^\mu \subset \bigcup_{\mu=0}^{\infty} P_{X_0,\ldots,X_{c-1}}^\mu \equiv P_{X_0,\ldots,X_{c-1}}
$$

is called population or, in context of evolutionary step, generation while $P_{X_0,\ldots,X_{c-1}}^\mu$ and $P_{X_0,\ldots,X_{c-1}}^\nu$ are sets of all possible populations of genotypes formulated basing on domain $\prod_{i=0}^{c-1} X_i$ with length $\mu$ or arbitrary (including zero), respectively. Zero-length population is marked with the symbol $\epsilon$.

Notion of population is insufficient to describe the evolutionary process, though—it is necessary to make one step further and define sequence of populations:

$$
(g_{i,j}^\nu_{i=0}^{(j-1)} \in \{ \nu \rightarrow P_{X_0,\ldots,X_{c-1}}^\nu \} \equiv P_{X_0,\ldots,X_{c-1}}^\nu \subset \bigcup_{\nu=0}^{\infty} P_{X_0,\ldots,X_{c-1}}^\nu \equiv P_{X_0,\ldots,X_{c-1}}^\nu
$$

Notation $g_{i,j}^\nu$ is equal to $g_i^\nu$, $g_{i,j}^\nu \in g_i^\nu \forall j \lt \nu$, $\nu \rightarrow g_{i,j}^\nu = (g_{i,j}^\nu)_{j=0}^{\nu-1}$, $g_{i,j}^\nu \in g_i^\nu \forall j$.
The essence of metaheuristics is intelligent search of space of potential solutions with intention of finding the best one. In order to achieve this, one considers examples of mutation operators and fitness functions from set $\sigma$ and $\mu$—Bernoulli distributions $B$ will be used—their definitions can be easily found in literature. Normal distribution with mean $\mu$ and standard deviation $\sigma$ is marked here $N(\mu, \sigma)$ (contrary to conventional form $N(\mu, \sigma^2)$). Uniform distribution has continuous form $\mathcal{U}(a, b)$ for $a, b \in \mathbb{R}$, where values are drawn from closed interval $[a, b]$, and discrete form $\mathcal{U}\{a, b\}$ for $a, b \in \mathbb{Z}$ or $a, b \in \mathbb{B}$, where values are drawn from set $\{a, b\}$ or $\{a, b\} \subseteq \mathbb{B}$, respectively. Furthermore, the following notation for drawing from set $X$ is also assumed:

$$\mathcal{U}(X) = \begin{cases} \mathcal{U}(a, b) & \text{if } X = [a, b] \\ \mathcal{U}\{a, b\} & \text{if } X = \{a, b\} \subseteq \mathbb{B} \end{cases}$$

For Bernoulli distribution $\mathcal{B}(1, p)$ the probability of drawing value $1$ (equivalent to true $\in \mathbb{B}$) equals to $p$. Value $0$ (equivalent to false $\in \mathbb{B}$) can be drawn with probability $1 - p$.

### 1.3 Fitness function

Set of genotypes is by itself not very useful if there is no objective function to optimize over it, or—to put it differently—if there is no optimization problem to solve. In GA field, the term fitness function is used and common practice is to define the problem in such a way, that this function is maximized. Fitness function, that is $f : G \to \mathbb{R}$, represents given maximization problem, but it does not need necessarily be formulated explicitly and calculation of its values might be costly. Fitness function ensures gradual enhancement of population “quality” in evolutionary process. In multi-objective GA the fitness function is extended to the so-called cost function $G \to \mathbb{R}^d$, where $d \in \mathbb{N}$, and this function is able to maximize many, often competing, parameters simultaneously and solution of such problem has form of set called Pareto frontier [13]. This work, however, is devoted to $d = 1$ case.

### 1.4 Variation operators

The essence of metaheuristics is intelligent search of space of potential solutions with intention of finding the best one. In order to achieve that in GA approach the mechanism of exploitation of successful genotypes’ genes is applied. This mechanism includes variation operator dependent on representation, which is a function $n, m : V^n, m \to V^n$ where $V^n, m \equiv P^n_{X_0, \ldots, X_{n-1}} \to P^m_{X_0, \ldots, X_{n-1}}$. Variation $n, m$ applied on parents $(g_i)_{i=0}^{n-1}$ results in offspring $(h_i)_{i=0}^{m-1}$, where every element is called child. Application of variation on population will be denoted with $n, m (g_i)_{i=0}^{n-1}$ or similar.

There are three main cases of variation: mutation (or unary variation) $v_{1,1}$ and two recombinations (or binary variations)—$v_{2,1}$ (one child) and $v_{2,2}$ (two children). Variations of other kinds are less often used and are out of the scope of this work. Variations can be composed and are often used that way. For case of recombination and mutation the canonical composition is to first apply recombination and then the mutation. Mutation is in that case, using term taken from functional programming, mapped on every child obtained from the recombination process, i.e. $(\text{map}_n v_{1,1}) \circ v_{2,1}$, where in special case of operations on populations map$_n : V^n_{X_0, \ldots, X_{n-1}} \to V^n_{X_0, \ldots, X_{n-1}}$, i.e. map$_n v_{1,1} (g_i)_{i=0}^{n-1} = (v_{1,1} (g_i))_{i=0}^{n-1}$.

### 1.5 Probability distributions

Variations are often based on drawing procedure from some probability distribution. In this work normal $\mathcal{N}$, uniform $\mathcal{U}$ and special case of Bernoulli distributions $\mathcal{B}$ will be used—their definition can be easily found in literature. Normal distribution with mean $\mu$ and standard deviation $\sigma$ is marked here $\mathcal{N}(\mu, \sigma)$ (contrary to conventional form $\mathcal{N}(\mu, \sigma^2)$). Uniform distribution has continuous form $\mathcal{U}(a, b)$ for $a, b \in \mathbb{R}$, where values are drawn from closed interval $[a, b]$, and discrete form $\mathcal{U}\{a, b\}$ for $a, b \in \mathbb{Z}$ or $a, b \in \mathbb{B}$, where values are drawn from set $\{a, b\}$ or $\{a, b\} \subseteq \mathbb{B}$, respectively. Furthermore, the following notation for drawing from set $X$ is also assumed:

$$\mathcal{U}(X) = \begin{cases} \mathcal{U}(a, b) & \text{if } X = [a, b] \\ \mathcal{U}\{a, b\} & \text{if } X = \{a, b\} \subseteq \mathbb{B} \end{cases}$$

For Bernoulli distribution $\mathcal{B}(1, p)$ the probability of drawing value $1$ (equivalent to true $\in \mathbb{B}$) equals to $p$. Value $0$ (equivalent to false $\in \mathbb{B}$) can be drawn with probability $1 - p$.

### 1.6 Examples of mutation operators

- **Gaussian mutation** is a floating-point variation having two parameters: $\sigma \in \mathbb{R}^+$ and $p \in [0, 1]$. Variation of each gene in a given genotype occurs with probability $p$ and consists of addition of a value $\sigma \cdot \mathcal{N}(0, 1)$. In case where such mutation was to move locus $i$ gene value out of constraints imposed by $X_i$ set, the inf $X_i$ or sup $X_i$ value is used instead.

- **Swap mutation** is an uniform genotype variation, where for genotype of size $c$ it consists of swapping values of two genes with loci drawn from $\mathcal{U}(\lfloor c/2 \rfloor)$.

- **Random-reset mutation** is a binary, floating-point and integer variation having one parameter $p \in [0, 1]$. Each gene of a given genotype is changed with probability $p \in [0, 1]$ and variation of gene locus $i$ consists of assigning new value drawn from $\mathcal{U}(X_i)$.
1.7 Examples of recombination operators

- **Arithmetic recombination** is a floating-point variation of type $V^2_1$ and when applied to $(x_i)_{i=0}^{c-1}$ and $(x'_i)_{i=0}^{c-1}$ then result consists of one child equal to $((x_i + x'_i)/2)_{i=0}^{c-1}$.

- **Single arithmetic recombination** is a floating-point variation of type $V^2_2$ and when applied to $(x_i)_{i=0}^{c-1}$ and $(x'_i)_{i=0}^{c-1}$ then result consists of two children equal to $(x_0, \ldots, (x_k + x'_k)/2, \ldots , x_{c-1})$ and $(x'_0, \ldots, (x_k + x'_k), \ldots , x'_{c-1})$, where locus $k$ is drawn from $U(\iota_c)$.

- **One-point crossover** is a binary, floating-point and integer variation of type $V^2_2$, where locus $k$ is drawn from $U(\iota_c)$ and genotypes $(x_0, \ldots, x_k, x'_k, \ldots, x'_{c-1})$ and $(x'_0, \ldots, x'_k, x_k, \ldots, x_{c-1})$ are obtained, i.e. "tails" of parent genotypes $(x_i)_{i=0}^{c-1}$ and $(x'_i)_{i=0}^{c-1}$ are exchanged. This variation can be easily extended to $n$-point crossover.

- **Cut-and-crossfill recombination** is a permutation variation of type $V^2_2$, where locus $k$ is drawn from $U(\iota_c \setminus \{0\})$, first $k$ genes are copied from first parent to first child and, analogously, from second parent to second child, then genotype of first child is filled with not yet used genes of second parent in order of increasing $\iota$ and, analogously, second child is filled with genes from first parent.

1.8 Self-adaptive mutation

Self-adaptive mutation [14] is an extension of Gaussian mutation, where standard deviation $\sigma$ also evolves and is de facto part of the genotype. There are several types of self-adaptive mutation, but only the most popular version will be shown. It employs $c$ additional genes containing values of $\sigma_i$ on each direction of optimization problem, i.e. instead of $g = (x_0, \ldots, x_{c-1}) \in \prod_{i=0}^{c-1} X_i$ and $G$, genotype $g_{\sigma} = (x_0, \ldots, x_{c-1}, \sigma_0, \ldots, \sigma_{c-1}) \in \prod_{i=0}^{c-1} X_i \times \prod_{i=0}^{c-1} \Sigma_i$ and $G_{\Sigma}$, where $\Sigma_i \subset \mathbb{R}_+$, are used. Genotype size is here equal to $c_{\sigma} = 2c$, domain $G_{\Sigma}$ can be defined as predicate extension as well, while the self-adaptive mutation is operator of class $V^{1,3}_{X_0, \ldots, X_c, \Sigma_0, \ldots, \Sigma_{c-1}}$. Extension of the fitness function from $f: G \rightarrow \mathbb{R}$ to $f: G_{\Sigma} \rightarrow \mathbb{R}$ is trivial, because $\sigma_i$ does not influence $f$ values.

Contrary to Gaussian mutation each gene is mutated unconditionally (with probability equal to 1) for self-adaptive mutation and the process itself has two stages. First, every $\sigma_i$ gene is mutated: $\sigma'_i = \sigma_i \cdot \exp(r_i \cdot \mathcal{N}(0(1) + \tau_1 \cdot \mathcal{N}(0(1)))$, where $\mathcal{N}(0,1)$ is drawn once while $\mathcal{N}(0,1)$ is drawn for every gene $\sigma_i$. Next, every $x_i$ is mutated with use of new values of $\sigma'_i$ according to the formula $x'_i = x_i + \sigma'_i \cdot \mathcal{N}(0,1)$. If mutation of gene $\sigma_i$ or $x_i$ was to move gene value out of constraints then, likewise in Gaussian mutation, infimum or supremum value is used instead. Self-adaptive mutation has two parameters, $\tau_0$ and $\tau_1$, which values depend on genotype length:

$$\tau_0 \propto 1/\sqrt{2c}, \quad \tau_1 \propto 1/\sqrt{2\sqrt{c}}$$

(8)

1.9 Predicate $Q$ violations

Result of variation $v_{n,m}(g)_{i=0}^{n-1} = (h_i)_{i=0}^{m-1}$ for some combination of $v_{n,m}(g)_{i=0}^{n-1}$ and $Q$ chosen by GA practitioner might violate predicate $Q$, i.e. $\exists j \in i_m: \neg Q h_j$, which is equivalent to $h_i \notin G$ for some $i$. From point of view of logic it might be considered as an imperfection of problem formulation. On the other hand, at some occasions, the cost of creation of new variation operator proper for the given predicate might outweigh time overhead resulting from slower algorithm. Proposed solution is to modify the fitness function so it would be able to treat problematic $h_i$. Previously defined fitness function $f: G \rightarrow \mathbb{R}$ can be extended to the whole domain, $f_Q: \prod_{i=0}^{c-1} X_i \rightarrow \mathbb{R}$:

$$f_Q(g) = \left\{ \begin{array}{ll}
  f(g) & g \in G \\
  -\Delta_f & g \in \prod_{i=0}^{c-1} X_i \setminus G
\end{array} \right. \quad (9)$$

where $-\Delta_f$ is chosen such, that $\forall g \in G: -\Delta_f \ll f(g)$, i.e. improper genotype has small chance of selection to the next generation and to the multiset of parents. This extension can be done provided that $\min_{g \in G} f(g) > -\infty $, which is reasonable assumption in numerical calculations. Unfortunately, $\min_{g \in G} f(g)$ might not be known a priori, so for the sake of simplicity the fitness function can be modified even further taking $-\Delta_f = -\infty$, i.e. $f_Q: \prod_{i=0}^{c-1} X_i \rightarrow \mathbb{R} \cup \{-\infty\}$.

1.10 Stochastic variation operator

Beside that variation operators are often stochastic per se, for purpose of GA, stochastic variation operator $S: V^{m,n}_{X_0, \ldots, X_{c-1}} \times [0, 1] \rightarrow V^{m,n}_{X_0, \ldots, X_{c-1}}$ is defined in such a way, that it randomly decides whether variation provided as its argument is applied or not:

$$S(v_{n,m}, p)(g)_{i=0}^{n-1} = \left\{ \begin{array}{ll}
  v_{n,m}(g)_{i=0}^{n-1} & \text{if } s \\
  l_{n,m}(g)_{i=0}^{n-1} & \text{if } \neg s \quad \text{for } s = B(1, p)
\end{array} \right. \quad (10)$$
where \( i_{n,m} \): \( V_{X_0, \ldots, X_{n-1}}^{n,m} \) is defined for \( n, m \geq 0 \):

\[
\begin{align*}
  i_{n,m}(g_i^{n-1}) & = (g_0, \ldots, g_{n-1}) \\
  i_{n,m+1}(g_i^{n-1}) & = (g_0, \ldots, g_{k-1}, g_k, g_{k+1}, \ldots, g_{n-1}) , \quad k = \mathcal{U}(i_n) \\
  i_{n,m-1}(g_i^{n-1}) & = (g_0, \ldots, g_{k-1}, g_k, g_{k+1}, \ldots, g_{n-1}) , \quad k = \mathcal{U}(i_n)
\end{align*}
\]

i.e. sequence is expanded (shortened) through copy (deletion) of randomly selected elements distribution according to uniform probability distribution.

### 1.11 Selection

The second part of intelligent search of space of all possible solutions is genotype selection. Selection is a function \( p_{\mu}^v : P_{X_0, \ldots, X_{n-1}}^v \rightarrow P_{X_0, \ldots, X_{n-1}}^v \) and there are two important cases: parent selection \( v = 1 \) and survivor selection \( v = 2 \), which—for the purpose of this work—is called selection to the next generation. Every algorithm of class \( v = 1 \) can be easily generalized into arbitrary \( v > 0 \) with composition \( p_{\mu}^v = p_{\mu}^1 \circ b \). This composition will be useful, especially in case of stochastic universal sampling mechanism described further.

Selection algorithm \( p_{\mu}^v \) is parameterized with selection probability function [8] \( \pi : P_{X_0, \ldots, X_{n-1}}^v \rightarrow [0, 1]^v \), which determines selection probabilities of each genotype in a given population and which satisfies condition:

\[
\sum_{i=0}^{\mu'-1} \pi(g_0, \ldots, g_{\mu'-1})_{i} = 1
\]

As an example of selection probability function fitness proportional selection (a.k.a. fitness proportionate selection) with windowing procedure (FPS) was chosen:

\[
\pi_{\text{FPS}}(g_i^{\mu'-1})_{i_0} = \begin{cases} 
\frac{f(g_i) - \min_{j \in \mathcal{I}_{\mu'}} f(g_j) + 1/\mu'}{1 - \mu' \cdot \min_{j \in \mathcal{I}_{\mu'}} f(g_j) + \sum_{j \in \mathcal{I}_{\mu'}} f(g_j)} & g_i \in G \\
0 & g_i \in \prod_{i=0}^{\mu'-1} X_i \setminus G
\end{cases}
\]

This function is well defined if \( \exists i \in \mathcal{I}_{\mu'} : g_i \in G \), otherwise optimization problem must be reformulated as there are too many violations of \( Q \). In an extreme case of population size \( \mu' \) of equally fit genotypes, e.g. \( (g_0, \ldots, g_0) \), this function returns \( (1/\mu', \ldots, 1/\mu') \), which is the expected result.

The aforementioned FPS mechanism has insufficient selection pressure in some applications, though. If for two genotypes \( g_0, g_1 \) one of them is slightly more fit, \( f(g_0) = f(g_1) + \epsilon i \), then also \( \pi_{\text{FPS}}(g_1^{\mu'-1})_{i_0} \approx \pi_{\text{FPS}}(g_0^{\mu'-1})_{i_0} \) i.e. there is practically no preference of \( g_0 \) over \( g_1 \) during selection. Therefore, ranking selection [15] will be introduced.

Let us, however, define several helper functions first. The \( F_P : V_{X_0, \ldots, X_{n-1}}^{\mu'} \) function filters the population according to a given predicate \( P : \prod_{i=0}^{\mu'-1} X_i \rightarrow \mathbb{B} \):

\[
F_P(g_i^{\mu'-1}) = (g_i)_{j \in \{j \in \mathcal{I}_{\mu'} | P(g_j)\}} , \quad i_0 < \cdots < \mu'-1 , \quad \mu'' = \# \{ j \in \mathcal{I}_{\mu'} | P(g_j) \}
\]

where \# stands here for cardinality of set and will shortly be reused with new meaning. The \( \# : P_{X_0, \ldots, X_{n-1}}^{\mu'} \rightarrow \mathbb{N} \) function returns size of the population, i.e. \( \#(g_i^{\mu'-1}) = \mu' \). Obviously, \( \# \circ F_P(g_i^{\mu'-1}) = \#\{ j \in \mathcal{I}_{\mu'} | P(g_j) \} \). The last helper function, \( \sigma_Q : V_{X_0, \ldots, X_{n-1}}^{\mu''} \) performs stable sort of the population according to the ascending fitness function values \( f_Q \):

\[
\sigma_Q(g_i^{\mu''-1}) = (g_i)_{j \in \mathcal{I}_{\mu''}} , \quad f_Q(g_{ij}) \leq \cdots \leq f_Q(g_{i\mu''-1}) , \quad f_Q(g_{ij}) = f_Q(g_{i j+1}) \Rightarrow i_j < i_{j+1}
\]

Finally, ranking selection (RS) can be defined as:

\[
\pi_{\text{RS}}(h_i^{\mu'-1})_{i_0} = b\left(0^{\mu'-1}_{j=0}, \left(\left(0^{\mu''-1}_{j=0} \circ \sigma_Q\right)^{\mu'-1}_{j=0}\right)\right) , \quad (h_i)_{j=0}^{\mu'-1} = \sigma_Q(g_i)_{j=0}^{\mu''-1}
\]

where \( \mu'' = \# F_Q(g_i^{\mu'-1}) \), \( \mu'' = \# F_Q(g_i^{\mu'-1}) \) and \( \mu' = \mu'' + \mu'\), while \( \rho_{\mu'}^Q \) is selection probability with linear or exponential pressure:

\[
f_{\mu'}^{\text{lin}} = \left\{ \begin{array}{ll} 
1/(\mu') & \text{if } \mu' = 1 \\
2 - s \cdot 1/(\mu') & \text{if } 1 < s \leq 2 \end{array} \right.
\]

\[
f_{\mu'}^{\text{exp}} = \left\{ \begin{array}{ll} 
1 - e^{-\mu'/(\mu' - 1)} & \text{if } 1 < s \leq 2 \\
1 - e^{-1} & \text{if } \mu' > 1
\end{array} \right.
\]

Similarly to the FPS, ranking selection is well defined if at least one genotype in the population being its argument satisfies predicate \( Q \). Contrary to the FPS, equally fit genotypes are given different selection probabilities with RS.
1.12 Examples of selection $P^\pi_{\mu \nu}$

- **Roulette wheel algorithm** (RWA) is of class $P^\pi_{\mu \pi^1}$. This mechanism is traditionally explained with use of wheel with one arm and with fields of angular width proportional to selection probability function $\pi$ value for given genotype. Drawing genotype from this algorithm can be compared to spinning the wheel and drawn genotype is pointed out by the arm. In order to draw $\mu$ genotypes one has to perform $\mu$ algorithm runs.

- **Stochastic universal sampling** (SUS) [15] is of class $P^\pi_{\mu 1}$ and is extension of RWA with $\mu$ equidistant arms where draw of $\mu$ genotypes occurs in one run.

- **Generational selection** (GS) is trivial algorithm of class $P^\pi_{\mu 2}$ where from two populations of equal sizes (current generation and offspring) returns second (offspring).

1.13 Genetic algorithm

GA starts with some initial population $(h_i)_{i=0}^{\mu-1} \in P^\mu_{X_0, \ldots, X_{c-1}}$. This population can be selected ad hoc or randomly with some probability distribution—the only requirement is that the use of procedure $v_{0,\mu} : V_{X_0, \ldots, X_{c-1}}$, which creates first generation $v_{0,\mu} = (h_i)_{i=0}^{\mu-1}$, should guarantee that $\forall i : h_i \in G$. If random procedure was used, e.g. $h = (\mathcal{U}(X_i))_{i=0}^{\mu-1}$, then afterwards $h$ should be rejected if $\nexists Q(h)$ and procedure should be repeated. Selection of bounded sets in definition of gene stated previously is not accidental, because otherwise drawing from uniform distribution would violate Kolmogorov probability axioms [16].

After initial population selection, the algorithm performs loop, where next generation is created based on previous one. Next generation creation process starts with parent selection $P^\pi_{\mu \mu^1}$. Parents population is divided into tuples of size $n$ and for every tuple variation $v_{n,m}$ is applied, resulting with offspring size $m$. Total offspring can be marked as $(h_i)_{i=0}^{\lambda-1} \in P^\lambda_{X_0, \ldots, X_{c-1}}$, where $\lambda = k \cdot m$. Then, selection to the next generation $P^\mu_{\mu^2}$ is applied, i.e. selection of $\mu$ genotypes from previous generation of size $\mu$ and offspring of size $\lambda$. Sequence of populations generated during evolutionary process consisting of initial population and populations generated through selection to the next generation is called evolution. In GA it is common approach to use constant size of generation over whole evolutionary process, so if generation size equals to $\mu$ then evolution of size $\nu$ is an element of $P^\nu_{X_0, \ldots, X_{c-1}}$, while evolution of unknown size belongs to $P^\mu_{X_0, \ldots, X_{c-1}}$. It is easy to note, that evolution of type $P^\nu_{X_0, \ldots, X_{c-1}}$ is Markov chain with discrete time [17].

Evolutionary loop stops when termination condition in form of predicate $\exists \mathcal{Z} \times P^\mu_{X_0, \ldots, X_{c-1}} \rightarrow \mathbb{B}$, taking loop counter and evolution produced so far, is fulfilled. Termination conditions can be joined with conjunction or disjunction.

1.14 Examples of termination condition

- Reaching of maximum number of permitted iterations.

- Reaching of plateau of fitness function.

- Reaching previously specified value of fitness function by any genotype.

1.15 GA extensions

An abstract GA was introduced here alongside with concrete example realizations of its constituents. However, there are some extensions to the basic algorithm, e.g. introducing spatial structure, i.e. cellular GA [18] (being special case of cellular automaton [19, 20]), where genotypes are vertices of some connected graph and can recombine only with their neighbors. These extensions are out of scope of this work.

1.16 GA implementation

For the purpose of this work custom C++ implementation named Quilë available at https://github.com/ttarkowski/quile/ was used.

2 Optimization algorithm benchmark—test functions

2.1 Test functions. Algorithm tuning

Optimization algorithms for problems of $\mathbb{R}^c \rightarrow \mathbb{R}^d$ type, including floating-point GA, can be benchmarked with use of so-called test functions (TFs). The aim is to evaluate the performance of optimum finding capabilities of given algorithm or its parameterization—Pareto frontier in multi-objective optimization or point in $\mathbb{R}^c$ space in ordinary single-objective algorithm. Different parameterizations of one algorithm (e.g. genetic) can be compared with each other with use of TFs—this procedure can be used for algorithm tuning in order to increase its performance. Here, floating-point single-objective GA effectivity and efficiency analysis with use of TFs will be presented.
It is common practice that TF $f^*$: $\prod_{i=0}^{c-1} X_i \to \mathbb{R}$ is minimized, i.e. one searches for point $\hat{x}_{\text{min}} \in \prod_{i=0}^{c-1} X_i \subset \mathbb{R}^c$ such, that $\forall \hat{x} \in \prod_{i=0}^{c-1} X_i: f^*(\hat{x}_{\text{min}}) \leq f^*(\hat{x})$. Point $\hat{x}_{\text{min}}$ is also denoted as $\text{arg min}_x f^*(x)$. From the numerical point of view function minimization relies on finding such approximation of minimum $\hat{x}_{\text{approx min}}$, which satisfies two conditions. Firstly, obviously, this approximation should be close to real minimum (“proximity in domain”), i.e. $|\hat{x}_{\text{approx min}} - \hat{x}_{\text{min}}| \leq \varepsilon_x$ for some small $\varepsilon_x$. Secondly, function value at approximation point should approximate function value at real minimum (“proximity in codomain”), i.e. $|f^*(\hat{x}_{\text{approx min}}) - f^*(\hat{x}_{\text{min}})| \leq \varepsilon_f$ for some small $\varepsilon_f$. Both conditions are not equivalent—one can consider multimodal function with nearly deep minima to show that second condition does not imply the first one and unimodal function with discontinuity points around real minimum to show that first condition does not imply the second one.

History of research on optimization problems, not only floating-point, delivers substantial set of TFs (problems). These are scattered around different scientific reports and compiled into repositories and review articles of different size and quality (caveat emptor). One of the positively standing out resource in regard to size, quality, documentation and ease of use is still developed MINLPLib repository (http://www.minlplib.org), which contains problems of binary, integer, floating-point and mixed types with different complexity of objective function and predicate defining its domain formulated algebraically (complexity of type linear, quadratic, polynomial and signomial [21]).

For the purpose of this work 16 single-objective TFs were selected (Ackley, Alpine, Aluffi-Pentini, Booth, Colville, Easom, exponential, Goldstein-Price, Hosaki, Leon, Matyas, Mexican hat, Miele-Cantrell, Rosenbrock, Schwefel, sphere) from literature [22, 23, 24, 25, 26, 27, 28, 29, 30]. These TFs are defined in Tab. 1, visualized for selected cases in Fig. 1, implemented in Quilë library and are not necessarily contained in aforementioned MINLPLib repository.

TFs can be classified with respect to continuity, convexity, codomain dimensionality (single- and multi-objective), domain dimensionality (c value), number of local minima (uni- and multimodal), separability or using descriptive terms (e.g. "valleys", "basins"). Separability occurs when:

$$\min_{x_0, . . . , x_{c-1}} f^*(x_0, . . . , x_{c-1}) = \left(\min_{x_0} f^*(x_0, . . . , x_{c-1}), \ldots , \min_{x_{c-1}} f^*(x_0, . . . , x_{c-1})\right)$$

(19)

Optimization algorithm tuning process is by itself optimization task. This raises natural question, whether GA parameterization can be found using some algorithm, even genetic. The answer is positive and such genetic mechanism is called metagenetic algorithm [31] while from group of other procedures one can mention e.g. F-Race algorithm [32]. Unfortunately, none of these techniques is commonly used by EC practitioners and it will not be employed here either. The tuning process will be performed using method of testing intuitively or conventionally chosen parameters. The key point of the whole process is statistical analysis.

2.2 Statistical parameters

Statistical analysis of optimization algorithms performance is done for fixed parameterization—for each TF the series of minimization attempts is performed in order to obtain statistical sample. For purpose of performance description one can use several statistical parameters connected to the number of successfully finished optimization attempts, average number of fitness function or $Q$ predicate evaluations, average total number of generated unique genotypes or average “best” genotype’s fitness function value at given moments of the algorithm [33]. The following parameters were here used:

- For description of algorithm’s effectivity standard SR (success rate) parameter was used. It is defined as fraction of successfully finished (i.e. optimum was found) search processes to the total number of processes.

- Efficiency is described by AUS and $\sigma_{\text{AUS}}$ parameters equal to average number of unique individuals to get a solution (i.e. in successfully finished search processes) and standard deviation (root of the unbiased estimator of variance) corresponding to the aforementioned average, respectively. The AUS parameter was designed specifically for purpose of this work.

- Description of quality of minimum approximation found by the algorithm was done with average distance between function value at real minimum and its approximation $|\Delta f^*|$ and with average distance between real minimum and its approximation $|\Delta \hat{x}|$. Furthermore, corresponding standard deviations $\sigma_{|\Delta f^*|}$ and $\sigma_{|\Delta \hat{x}|}$ were also employed.
Given the fact, that Quilë library uses database of calculated fitness function values and that these values are computed once for each unique genotype, parameters AUS and $\sigma_{\text{AUS}}$ should be good metric of stochastic algorithm complexity in case of objective function, which is costly to calculate, i.e. its computation time is of the order of magnitude of seconds or more.

### 2.3 Benchmark method. Results

The Quilë library GA performance benchmark was done for TFs from Tab. 1 for $c \in \{2^i \mid i \in \mathbb{N} \setminus \{0\}\}$, where $\eta$ value was chosen individually for different variation operators. The recombination and mutation operators were applied stochastically with recombination probability $p_r$ and mutation probability $p_m$ equal to 1 or 0.5. Exploration was done mostly through the recombination, while exploration—through mutation. Calculations were divided into three groups differentiated by variation operator:

- arithmetic recombination with Gaussian mutation with $p = 1/c$, while $\sigma$ was adapted to each TF individually with formula $\sigma = r \cdot \min_{i \in \mathbb{N}}(b_i - a_i)$, where $[a_i, b_i] = X_i$ and $r \in \{50\%, 5\%, 0.5\%\}$,

- single arithmetic recombination with Gaussian mutation with parameters identical with the point above,

- single arithmetic recombination with random-reset mutation with $p = 1/c$.

Table 1: Test functions implemented in Quilë library: 1. Ackley, 2. Alpine, 3. Aluffi-Pentini, 4. Booth, 5. Colville, 6. Easom, 7. exponential, 8. Goldstein–Price, 9. Hosaki, 10. Leon, 11. Matyas, 12. Mexican hat, 13. Miele-Cantrell, 14. Rosenbrock, 15. Schwefel, 16. sphere. The $x_{0,\text{AP}}$ value was calculated to 15 decimal places: $x_{0,\text{AP}} = \frac{2\sqrt{3}}{5} \cos \left(\frac{1}{2} \arccos \left(-\frac{3\sqrt{3}}{5} q - \frac{2q}{3} k\right)\right)_{q=\frac{1}{10}, k=2} \approx -1.046680531804602$.

| # | $c$ | $f^*(\vec{x})$ | $\prod_{i=0}^{n-1} X_i$ | $\vec{x}_{\text{min}}$ |
|---|---|---|---|---|
| 1. | $n$ | $-20\exp\left(-\frac{0.02}{\sqrt{n}} \sqrt{\sum_{i=0}^{n-1} x_i^2}\right) - \exp\left(\frac{1}{n} \sum_{i=0}^{n-1} \cos(2\pi x_i)\right) + 20 + e$ | $[-35, 35]^n$ | $(0, \ldots, 0)$ |
| 2. | $n$ | $\sum_{i=0}^{n-1} |x_i \sin x_i + 0.1 x_i|$ | $[-10, 10]^n$ | $(0, \ldots, 0)$ |
| 3. | 2 | $\frac{1}{4} x_0^4 - \frac{1}{2} x_2^2 + \frac{1}{10} x_0 + \frac{1}{2} x_1^2$ | $[-10, 10]^2$ | $(x_{0,\text{AP}}, 0)$ |
| 4. | 2 | $\left(x_0 + 2x_1 - 7\right)^2 + (2x_0 + x_1 - 5)^2$ | $[-10, 10]^2$ | $(1, 3)$ |
| 5. | 4 | $100 \left(x_0 - x_1^2\right)^2 + (1 - x_0)^2 + 90 \left(x_3 - x_2^2\right)^2 + (1 - x_2)^2$ | $[-10, 10]^4$ | $(1, 1, 1, 1)$ |
| 6. | 2 | $-\cos x_0 \cdot \cos x_1 \cdot \exp\left((-x_0 - x_1)^2 - (x_1 - x_2)^2\right)$ | $[-100, 100]^2$ | $(\pi, \pi)$ |
| 7. | $n$ | $-\exp\left(-\frac{1}{2} \sum_{i=0}^{n-1} x_i^2\right)$ | $[-1, 1]^n$ | $(0, \ldots, 0)$ |
| 8. | 2 | $\left(1 + \left(x_0 + x_1 + 1\right)\left(19 - 14x_0 + 3x_0^2 - 14x_1 + 6x_0x_1 + 3x_1^2\right)\right)$ | $[-2, 2]^2$ | $(0, -1)$ |
| 9. | 2 | $\left(1 - 8x_0 + 7x_0^2 - \frac{7}{3} x_3^2 + \frac{1}{4} x_0^4\right) x_2^3 \exp(-x_1)$ | $[-10, 10]^2$ | $(4, 2)$ |
| 10. | 2 | $100 \left(x_1 - x_0^2\right)^2 + (1 - x_0)^2$ | $[-1, 2, 1, 2]^2$ | $(1, 1)$ |
| 11. | 2 | $0.26 \left(x_2^2 + x_3^2\right) - 0.48x_0x_1$ | $[-10, 10]^2$ | $(0, 0)$ |
| 12. | $2\sin g(x_0, x_1) - g(x_0, x_1) = 0.1 + \sqrt{(x_0 - 4)^2 + (x_1 - 4)^2}$ | $[-10, 10]^2$ | $(4, 4)$ |
| 13. | $4 \left(\exp(-x_0) - x_1^4\right) + 100 \left(x_1 - x_2\right)^6 + \tan^4(x_2 - x_3) + x_0^8$ | $[-1, 1]^4$ | $(0, 1, 1, 1)$ |
| 14. | $n$ | $\sum_{i=0}^{n-2} \left(100 \left(x_{i+1} - x_i^2\right)^2 + (x_i - 1)^2\right)$ | $[-30, 30]^n$ | $(1, \ldots, 1)$ |
| 15. | $n$ | $\sum_{i=0}^{n-1} \left(\sum_{j=0}^{i} x_j\right)^2$ | $[-100, 100]^n$ | $(0, 0, \ldots, 0)$ |
| 16. | $n$ | $\sum_{i=0}^{n-1} x_i^2$ | $[0, 10]^n$ | $(0, 0, \ldots, 0)$ |
Table 2: Maximum optimization effectiveness (SR) realized by some GA parameterization ($2k$, $p_r$, $p_m$ and—in Gaussian mutation case—$r$) for $\varepsilon_f = 10^{-1}$, $\varepsilon_s = 10^{-2}$ precision. Please see examples/benchmark/results_detailed.txt file in Quié repository for more details.

| $\pi$ | $c$ | Ackley | Alpine | Aluffi-Pentini | Booth | Colville | Easom | exponential | Goldstein-Price | Hosakli | Leon | Matyas | Mexican hat | Miele-Cantrell | Rosenbrock | Schwefel | Sphere |
|-------|-----|--------|--------|---------------|-------|----------|-------|-------------|--------------|---------|-------|--------|-------------|--------------|------------|----------|--------|
| Gauss m., arith. r. | 2   | 100    | 56     | 99            | 90    | 15       | 100   | 99          | 0            | 45      | 100   | 100    | -             | 46           | 100        | 100      | 100    |
|       | 4   | 7      | 4      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 27           | 0          | 72       | 100    |
|       | 8   | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., lin-RS | 2   | 100    | 56     | 100           | 100   | -        | 100   | 100         | 0            | 100     | 100   | 100    | -             | 82           | 98         | 100      | 100    |
|       | 4   | 0      | 2      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 8   | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., exp-RS | 2   | 100    | 99     | 91            | 97    | 100      | 100   | 99          | 100          | 88      | 100   | 100    | -             | 67           | 100        | 100      | 100    |
|       | 4   | 4      | 5      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 35           | 10         | 100      | 100    |
|       | 8   | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., single arith. r. | 2   | 100    | 52     | 100           | 91    | -        | 32    | 100         | 100          | 1      | 100   | 100    | -             | 26           | 100        | 100      | 100    |
|       | 4   | 22     | 4      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 46           | 0          | 4        | 100    |
|       | 8   | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 16  | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., lin-RS | 2   | 100    | 53     | 100           | 99    | -        | 100   | 100         | 100          | 90      | 99    | 100    | -             | 79           | 99         | 100      | 100    |
|       | 4   | 100    | 14     | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 0            | 1         | 100      | 100    |
|       | 8   | 40     | 0      | -             | -     | -        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 16  | 0      | 0      | -             | -     | -        | -     | 98          | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., exp-RS | 2   | 100    | 100    | 87            | 84    | 100      | 100   | 1            | 33           | 100     | 100   | 29     | 100          | -             | 29         | 100      | 100    |
|       | 4   | 5      | 3      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 8   | 0      | 0      | -             | -     | -        | -     | 2           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 16  | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., single arith. r. | 2   | 100    | 47     | 100           | 88    | -        | 100   | 100         | 100          | 0      | 33    | 78     | 100          | -             | 33         | 87       | 100    |
|       | 4   | 100    | 13     | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 1            | 1          | 0        | 86     |
|       | 8   | 45     | 2      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 4        | 100    |
|       | 16  | 0      | 0      | -             | -     | 57       | -     | -           | -            | -       | -     | -      | -             | 0            | 0          | 0        | 100    |
|       | 32  | 0      | 0      | -             | -     | -        | -     | 0           | -            | -       | -     | -      | -             | 0            | 0          | 0        | 100    |
| Gauss m., lin-RS | 2   | 100    | 74     | 100           | 98    | -        | 100   | 100         | 100          | 47      | 54    | 100    | -             | 10           | 87         | 100      | 100    |
|       | 4   | 100    | 33     | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | 0             | 1            | 1          | 100      | 100    |
|       | 8   | 100    | 6      | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | -             | 1            | 0          | 100      | 100    |
|       | 16  | 100    | 0      | -             | -     | -        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
|       | 32  | 100    | 0      | -             | -     | -        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 100      | 100    |
| Gauss m., exp-RS | 2   | 100    | 49     | 100           | 90    | -        | 99    | 100         | 99           | 38      | 83    | 100    | -             | 29           | 78         | 100      | 100    |
|       | 4   | 96     | 13     | -             | -     | 0        | -     | 100         | -            | -       | -     | -      | 0             | 0            | 1          | 100      | 100    |
|       | 8   | 17     | 1      | -             | -     | -        | -     | 100         | -            | -       | -     | -      | 0             | 0            | 33         | 100      | 100    |
|       | 16  | 0      | 0      | -             | -     | -        | -     | 100         | -            | -       | -     | -      | -             | 0            | 0          | 0        | 100    |
|       | 32  | 0      | 0      | -             | -     | -        | -     | 80          | -            | -       | -     | -      | -             | 0            | 0          | 0        | 100    |
Generation size $\mu$ was equal to 100, which is relatively small number and implies low probing of space of possible solutions during creation of first random generation. Simulations were done for parent multiset of size $2k \in \{2, 4, 8, 16, 32, 64\}$. Each genetic process used SUS mechanism in order to enhance quality of parent selection and selection to the next generation—FPS and RS with linear (lin-RS, $s=2$) and exponential (exp-RS) pressure procedures were used. Absolute precision of minimum finding in codomain $\varepsilon_P$ was set to $10^{-1}$, while in domain $\varepsilon_x$ to $10^{-2}$. GA was terminated when some genotype approached the real minimum to the distance of at most $\varepsilon_P$ in codomain and to the distance of at most $\varepsilon_x$ in domain or after reaching limit of $10^5$ iterations in order to stop ineffective processes. The numerical simulations were done for every possible parameter combination and for each parameterization they were performed 100 times in order to collect appropriate statistics. The result for each parameterization and for each TF consists of SR, AUS, $\sigma_{\text{AUS}}$, $|\Delta F|$, $\sigma_{|\Delta x|}$ and $|\Delta x|$. The best SR values are shown in Tab. 2. The detailed results can be assessed by analyzing the examples/benchmark/ directory of the Quilë library repository. For the sake of brevity only the most important conclusions will be shown further.

2.4 Conclusions

By analyzing the numerical simulations results one can observe several properties of described GA. Firstly, choosing each parameter value of GA process in isolation might lead to poor performance, even when every parameter might be individually proper. This parameterization applied to concrete TF might be unable to find function minimum, while other might have for this concrete TF the SR equal to 100.

Secondly, optimization performance is obviously decreasing with problem dimensionality. It happens, because potential solution space volume grows exponentially with dimension. With the increase of $c$ value the AUS parameter increases and SR decreases. Fortunately, the AUS parameter grows slower than size of space of possible solutions, which can be assessed analyzing the best calculation series for Ackley, exponential and sphere TFs in case of random-reset mutation with single arithmetic recombination with lin-RS, where SR parameter was equal to 100 for $c \in \{2, 4, 8, 16, 32\}$. Moreover, for Ackley function the best efficiency was achieved by the same parameterization ($p_m = 0.5$, $p_r = 1$, $2k = 64$) and relation $\text{AUS} \sim e^{1.85 \times 0.08}$ has occurred.  

Thirdly, some TFs (Colville, Hosaki) were not optimized at all with chosen strategy and some were optimized with moderate efficiency. This observation is emanation of NFL theorem [34]: GA is comparatively versatile tool, but, on the other hand, its efficiency is not high. This rule is confirmed even with apparent exception of sphere TF for optimization with Gaussian mutation. This function has its minimum on the edge of domain, which causes that Gaussian mutation, being unable to cross the boundary, can very quickly select the point on edge, which drastically helps finding the minimum.

Summary

Theory of genetic algorithm was discussed. Algorithm tuning with use of test functions was done and the best parameterization was found. Evolutionary computations has found wide applications in many disciplines which is proven by review literature [35, 36, 37, 38, 39, 40]. Genetic algorithm is the tool worth knowing.
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