Size consistent excited states via algorithmic transformations between variational principles
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I. INTRODUCTION

In a large range of chemical and materials applications, including homogeneous catalysis, liquid-phase light harvesting, and band gap engineering, it is essential that the predictions made by theoretical methods retain their accuracy as the system size is varied. For example, a method whose accuracy was highly dependent on the number of solvent molecules included in a simulation is less useful than a method whose accuracy is not. Likewise, when performing solid-state calculations on a series of increasingly large simulation cells in order to get a grip on finite-size effects, it is important that a method’s accuracy not be dependent on the system size, or else it will be difficult to separate real finite size effects from other methodological artifacts. At the very least, it is desirable that methods used in these contexts satisfy size consistency, which demands that two separated systems produce the same results whether they are simulated independently or together.

Famously, not all wave function approximations satisfy size consistency. While the coupled cluster ansatz does, truncated configuration interaction does not. Likewise, the single Slater determinant of standard Hartree-Fock theory is size consistent, but symmetry-projected Hartree-Fock theory is not. The antisymmetric geminal power (AGP) is not size consistent when used alone, but becomes size consistent when paired with the right type of Jastrow factor (JAGP). Indeed, when designing new or improved wave function ansatizes, an important theoretical test is to check whether or not size consistency is retained.

Like wave function ansatizes, variational principles come in both size consistent and size inconsistent varieties. The most famous and widely used variational principle, the ground state energy, is of course size consistent, but others, including some used for the direct optimization of excited states, are not. Indeed, even when paired with a size consistent wave function (e.g. one that product factorizes) such size inconsistent variational principles can lead to size inconsistent results. Thus, when designing variational principles and methods based on them, it is important to consider the consequences that different choices will have on size consistency.

Of course, many other properties, not least of which is affordability, must be considered when designing principles and algorithms for use in the optimization of wave functions. For example, one can imagine incorporating higher powers of the Hamiltonian operator when
constructing a new variational principle, although in practice it is quite rare to see powers higher than two for the simple reason that higher Hamiltonian powers tend to lead to higher evaluation costs. As accurate electronic structure methods are already quite computationally intensive, it is not appealing to raise costs further.

Unfortunately, there is a strong formal problem that arises for excited states when limiting the functional form of a variational principle to include only the first and second power of the Hamiltonian. As we prove in this paper, such variational principles cannot simultaneously target an individual excited state and remain size consistent. In light of this challenge, we advocate that in practice a wave function optimization method intended for use with excited states may be best served by amalgamating multiple variational principles. For example, as was achieved recently by the $\sigma$-SCF method, \cite{19} an optimizer might begin by minimizing a size inconsistent but state specific variational principle, but upon approaching convergence gradually transition to minimizing a size consistent but state nonspecific variational principle. The idea is for the first variational principle to get the optimization close enough to the desired eigenstate so that the lack of state specificity in the final variational principle is no longer an issue.

Following our formal proof, we will present one such amalgamation that works in the context of wave function optimization via quantum Monte Carlo (QMC). \cite{20} Crucially, QMC can work with many excited state variational principles for a cost similar to its ground state cost \cite{18}, and ground state QMC can reach scales up to hundreds of atoms thanks to its low scaling and easy parallelization \cite{1, 21}. The realization of a state specific and size consistent excited state optimizer in QMC thus marks an important step towards achieving more reliable predictions of excited states and spectral properties in complicated molecules and materials.

## II. THEORY

### A. Variational Principles

For the purposes of this paper, let us define a state selective variational principle as a smooth function of a wave function ansatz's variables with the following property: if the ansatz is capable of exactly describing the individual Hamiltonian eigenstate of interest,
then the function will have its unique global minimum at the variable values corresponding
to that exact eigenstate. If the state being targeted is the ground state, as occurs for the
function
\[
E(\Psi) = \langle \hat{H} \rangle = \frac{\langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle},
\]
(1)
then we will call the function a ground state variational principle. An excited state vari-
ational principle is, therefore, a state selective variational principle for which the global
minimum corresponds to an excited state.

Note that the energy variance
\[
\sigma^2(\Psi) = \frac{\langle \Psi | (\hat{H} - E)^2 | \Psi \rangle}{\langle \Psi | \Psi \rangle} = \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2,
\]
(2)
can be employed as a variational principle, but that it is not state selective, as its
global minimum is not unique. Indeed, any Hamiltonian eigenstate gives the equally low
value of \(\sigma^2 = 0\). As we will discuss further in Section III.B, this lack of state selectivity can
make optimization to the desired eigenstate more difficult than one would prefer.

To be practical, a variational principle must be paired with an efficient method for its
evaluation and minimization. This requirement more or less explains why the energy-based
ground state variational principle has been more successful than variational principles for
excited states. Note that the functional form of \(E\) requires an expectation value of only
the first power of the Hamiltonian, in contrast to \(\sigma^2\) whose evaluation requires expectation
values of both \(\hat{H}\) and \(\hat{H}^2\), the latter of which is in most circumstances more computationally
demanding. Indeed, the construction of excited state variational principles that work by
measuring a wave function’s “energetic distance” from a desired position \(\omega\) in the spectrum,
such as \[17, 19, 28, 29\]
\[
W(\Psi) = \frac{\langle \Psi | (\omega - \hat{H})^2 | \Psi \rangle}{\langle \Psi | \Psi \rangle} = (\omega - E)^2 + \sigma^2
\]
(3)
or \[18\]
\[
\Omega(\Psi) = \frac{\langle \Psi | (\omega - \hat{H}) | \Psi \rangle}{\langle \Psi | (\omega - \hat{H})^2 | \Psi \rangle} = \frac{\omega - E}{(\omega - E)^2 + \sigma^2},
\]
(4)
tend to also require \(\hat{H}^2\), because computing a distance typically involves taking a square.
In this respect, variational Monte Carlo (VMC) offers the advantage that \(\hat{H}^2\) expectation
values can be evaluated via Monte Carlo integration \[18\] of the integral
\[
\langle \hat{H}^2 \rangle = \frac{\langle \Psi | \hat{H}^2 | \Psi \rangle}{\langle \Psi | \Psi \rangle} = \int \left| \frac{\langle \Psi | \vec{r} \rangle}{\langle \Psi | \Psi \rangle} \right|^2 \left| \frac{\langle \vec{r} | \hat{H} | \Psi \rangle}{\langle \vec{r} | \Psi \rangle} \right|^2 \, d\vec{r}.
\] (5)

This approach avoids having to explicitly square the Hamiltonian operator and is thus similar in difficulty to a VMC evaluation of the energy $E$. In principle, variational principles that depend on cubic or higher powers of $\hat{H}$ could be constructed, but these are likely to be even less practical, and so we will for this study limit our attention to quadratic and lower powers of $\hat{H}$.

B. The $V_{1,2}$ set

To be size consistent, a method must predict the same total energy for completely separate subsystems $A$ and $B$ whether treating them separately or together. This occurs, for example, when the ground state variational principle is paired with a product factorizable ansatz,

\[
\Psi_{AB} = \Psi_A \Psi_B.
\] (6)

In this section, we define a broad class of state selective excited state variational principles. In the next section, we will show that these fail to satisfy size consistency even when the ansatz is product factorizable.

To begin, let us define $V_{1,2}$ as the set of all state selective variational principles that have the following three properties. First, in the interest of affordable evaluation, we require the functional form of any $\Gamma \in V_{1,2}$ to depend on the wave function variables only through the expectation values $\langle \hat{H} \rangle$ and $\langle \hat{H}^2 \rangle$. Using Eqs. (1) and (2), we see that this is the same as requiring that $\Gamma$ depend on the wave function only through $E$ and $\sigma^2$,

\[
\Gamma(\Psi) = \Gamma(E(\Psi), \sigma^2(\Psi)).
\] (7)

Second, we require that $\Gamma$ have a unique global minimum corresponding to a particular interior and nondegenerate eigenstate of $\hat{H}$, thus limiting the analysis to nondegenerate excited states and excluding both $\Gamma = E$ and $\Gamma = \sigma^2$ as possibilities. Finally, we require $\Gamma$ to be real analytic (i.e. real valued and equal to its Taylor series) in a contiguous, open region around the global minimum $(E, \sigma^2) = (E_t, 0)$, where $E_t$ is the energy of the targeted
eigenstate. Upon close inspection, one finds that both $\Omega \in V_{1,2}$ and $W \in V_{1,2}$ when $\omega$ is close to but below $E_t$.

Note that we should not expect results to be size consistent if the wave function ansatz cannot be product factorized when dealing with isolated systems. Unless stated otherwise, we therefore assume that we are working with two completely separate subsystems $A$ and $B$ and that our overall ansatz can be written as a product of separate ansatizes for the two subsystems. In this case, both the energy and variance will be additive:

$$E_{AB} = E_A + E_B, \quad \sigma^2_{AB} = \sigma^2_A + \sigma^2_B,$$

where $E_{AB} = E(\Psi_{AB})$ is the energy of the system when evaluated as a combined whole and $E_A = E(\Psi_A)$ is the energy of $A$ when treated alone.

C. Proof of no size consistency

We now proceed to show that any variational principle within $V_{1,2}$ is not size consistent. First, note some general properties that the Taylor series of $\Gamma$,

$$\Gamma(E, \sigma^2) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{mn} (\sigma^2)^m (E - E_t)^n,$$

must satisfy if it is to be a member of $V_{1,2}$. To start, we note that there must be a nonzero coefficient among the terms with $m = 0$ and $n > 1$. If there were not, then either $\Gamma$ would not be state specific or it would not target an interior eigenstate. Similarly, there must be a nonzero coefficient among the terms with $n = 0$ and $m > 0$, or else any state with $E_t$ as its energy expectation value would give the same value for $\Gamma$ as the targeted eigenstate. Finally, for ease of analysis and without loss of generality, we will set $a_{00} = 0$, as this does not alter the nature of the global minimum. With these restrictions and defining $\Delta = E - E_t$, we can write the Taylor series as

$$\Gamma = \sum_{m=p}^{\infty} a_{m0} (\sigma^2)^m + \sum_{m=q}^{\infty} \sum_{n=r}^{\infty} a_{mn} (\sigma^2)^m \Delta^n + \sum_{n=s}^{\infty} a_{0n} \Delta^n$$

in which $p$, $q$, $r$, and $s$ are positive integers, $a_{p0} \neq 0$, $a_{0s} \neq 0$, and it is understood that there exist $1 < s < \infty$ and $0 < p < \infty$ such that $a_{0s} \neq 0$ and $a_{p0} \neq 0$. Note that it is possible
for all the elements in the middle sum to have zero coefficients, but they can in general be nonzero. In the latter case, \( a_{qr} \neq 0 \).

With these qualities of \( \Gamma \) in mind, consider the stationary condition

\[
0 = \frac{\partial \Gamma}{\partial \Delta} \frac{\partial E}{\partial x} + \frac{\partial \Gamma}{\partial \sigma^2} \frac{\partial \sigma^2}{\partial x} \tag{12}
\]

for minimizing \( \Gamma \) when system \( A \) is treated alone with an ansatz depending on a single variable \( x \). For any choice of \( \Gamma \in V_{1,2} \), we show in Appendix A that there exist system/ansatz pairs for which neither \( E \) nor \( \sigma^2 \) are stationary at the global minimum of \( \Gamma \). Choosing this type of system/ansatz pair for system \( A \) and defining the analytic functions

\[
\mu(\Delta, \sigma^2) \equiv \frac{\partial \Gamma}{\partial \Delta} = \sum_{m=q}^{\infty} \sum_{n=r}^{\infty} n a_{mn}(\sigma^2)^{m-1} + \sum_{n=s}^{\infty} n a_{0n}(\Delta)^{n-1} \tag{13}
\]

and

\[
\nu(\Delta, \sigma^2) \equiv \frac{\partial \Gamma}{\partial \sigma^2} = \sum_{m=p}^{\infty} m a_{m0}(\sigma^2)^{m-1} + \sum_{m=q}^{\infty} \sum_{n=r}^{\infty} m a_{mn}(\sigma^2)^{m-1}(\Delta)^n \tag{14}
\]

we can rewrite the stationary condition as

\[
0 = \mu(\Delta, \sigma^2) \frac{\partial E}{\partial x} + \nu(\Delta, \sigma^2) \frac{\partial \sigma^2}{\partial x}. \tag{15}
\]

When system \( A \) is alone, this condition is satisfied for some \( x = x_A \) at which \( \Delta = \Delta_A \), \( \sigma^2 = \sigma^2_A \), \( \partial E/\partial x \neq 0 \) and \( \partial \sigma^2/\partial x \neq 0 \). Now imagine if we added a system \( Q \) that is completely separated from system \( A \) such that \( \hat{H} = \hat{H}_A + \hat{H}_Q \). Choosing the overall wave function ansatz to be a product of the ansatzes from \( A \) and \( Q \) such that Eqs. (8) and (9) apply, we see that \( \Delta \) and \( \sigma^2 \) will be the only parts of Eq. (15) affected by the addition of \( Q \) so long as \( x \) is held fixed at \( x = x_A \). Crucially, note that \( \partial E/\partial x \) and \( \partial \sigma^2/\partial x \) are not affected.

We now separate \( V_{1,2} \) into two subsets and show that size consistency is violated in both. First, take the subset in which the middle sum of Eq. (11) is absent, \( p = 1 \), and \( a_{m0} = 0 \) for \( m > 1 \). In this case, the right hand side of Eq. (15) will not be a function of \( \sigma^2 \). If we were to hold \( x = x_A \) fixed, then it would be a nonconstant and analytic function of \( \Delta \), and thus by the principle of permanence its root at \( \Delta = \Delta_A \) would be isolated. This implies that upon adding a system \( Q \) so that \( \Delta \to \Delta_A + \Delta_Q \), the stationary condition would for small but nonzero \( \Delta_Q \) no longer be satisfied unless the value of \( x \) were adjusted. Thus, in
FIG. 1: A schematic showing values of $\Delta$ and $\sigma^2$ that can be reached by adding systems of types $B$ and $C$. The line shows values accessible by the addition of systems of type $B$. The shaded region shows values accessible by the addition of systems of types $B$ and $C$ together. The circle and the X give examples for $\Gamma$’s analytic region and global minimum, respectively.

this subset of $V_{1,2}$, the addition of system $Q$ would change the optimal wave function in system $A$, despite the overall wave function product factorizing and the two subsystems not interacting.

Second, take the subset that contains all $\Gamma \in V_{1,2}$ not in the previous subset. In this case, if we were to hold $x = x_A$ fixed, the right hand side of Eq. [15] will be an analytic function that depends on both $\Delta$ and $\sigma^2$. By now adding one subsystem of type $B$ and one of type $C$ (see Appendix B) such that none of the three subsystems interact and the overall wave function is a product of the three subsystem wave functions, we will have

$$\Delta = \Delta_A + \Delta_B + \Delta_C$$  \hspace{1cm} (16)

$$\sigma^2 = \sigma_A^2 + \sigma_B^2 + \sigma_C^2$$  \hspace{1cm} (17)
in which

\[ \Delta_B = \frac{\alpha^2}{1 + \alpha^2}, \quad (18) \]
\[ \sigma_B^2 = \frac{\alpha}{(1 + \alpha^2)^2}, \quad (19) \]
\[ \Delta_C = 0, \quad (20) \]
\[ \sigma_C^2 = \frac{\beta^2}{1 + \beta^2}, \quad (21) \]

where \( \alpha \) and \( \beta \) are real numbers. By choosing different systems \( B \) and \( C \), we may vary \( \alpha \) and \( \beta \) to map out a contiguous two-dimensional patch within the region on which \( \Gamma \) is analytic, as shown in Figure 1. As we can choose the system/ansatz pair in \( A \) such that its stationary point \( (\Delta_A, \sigma_A^2) \) is arbitrarily close to the global minimum, we may assume without loss of generality that this patch is inside the region within which \( \Gamma \) is analytic. If the stationary condition in Eq. (15) were satisfied at all points in the patch, then by repeated use of the principle of permanence, we see that it would also be satisfied at all points in an open region encompassing the global minimum. As this would violate our assumption of a unique global minimum, we must conclude that at the vast majority of points in the mapped-out patch, i.e. for most choices of systems \( B \) and \( C \) with small \( \alpha \) and \( \beta \), Eq. (15) will not be satisfied when \( x = x_A \). In other words, the addition of these completely separate subsystems changes the optimal wave function in system \( A \). As this will in turn change the energy, we see that size consistency is violated.

To summarize, we have found that for any \( \Gamma \in V_{1,2} \), it is possible to construct a product separable ansatz for completely separate subsystems in such a way that the optimal wave function on one subsystem is changed by the presence of other subsystems. As a result, the total energy will be different if we treat the systems separately instead of together. We must thereby conclude that there are no size consistent variational principles in \( V_{1,2} \).

D. Transformations between variational principles

While individual members of \( V_{1,2} \) are not size consistent, it is nonetheless possible to employ them as part of an overall optimization scheme that is both state selective and size consistent. As was achieved for Slater determinants in the \( \sigma \)-SCF method [19], the general strategy is to begin the optimization with a state selective variational principle in
order to ensure the correct state is targeted. Once the wave function was “close” to the desired state, σ-SCF prescribed a transition to state nonspecific variance minimization, which, among other benefits, ensures size consistency. Here, we present an evolution of this general strategy that both makes it compatible with VMC and guarantees that state selectivity is maintained throughout the optimization, even in the final stage in which size consistency is achieved through variance minimization.

The key to our strategy is to recognize that special choices for ω can make either $W$ or $Ω$ (and likely many other members of $V_{1,2}$) become akin to variance minimization. For example, one sees that

$$W(\Psi)\bigg|_{\omega\rightarrow E} = \sigma^2$$

and

$$Ω(\Psi)\bigg|_{\omega\rightarrow E-\sigma} = -\frac{1}{2\sigma}.$$  

If, in the final stage of the optimization, we ensure that ω is chosen appropriately and self consistently, then minimizing $W$ or $Ω$ for a particular state will produce the same result as if variance minimization had been achieved for that state. Crucially, we adopt a strategy in which $Ψ$ and ω are updated separately in a “tick-tock” fashion, which ensures that ω is fixed during an update step for $Ψ$. This choice guarantees that the desired state is targeted, as it remains the global minimum of $W$ or $Ω$ during the $Ψ$ update step. If we instead simply switched to variance minimization, we would in general have to rely on the state in question being a stable local minimum of the variance, which does not offer the same convergence guarantees as a state selective approach in which the desired state is the global minimum. Between each $Ψ$ update, we adjust ω to its special value (e.g. $E$ or $E-\sigma$) so that at convergence the result is equivalent to variance minimization and thus size consistent. Although we have chosen to test this strategy using $Ω$ as the variational principle and the VMC linear method [18, 30–34] as the wave function update method, we expect it to be effective for other variational principles and updated methods as well.

In practice, one must take care in handling the transition between the initial “fixed-ω” and the final “adaptive-ω” stages of the optimization. When ω is changed, the nonlinear function being optimized is altered. One can imagine that a large alteration made abruptly at the end of the fixed-ω stage (Figure 2) could move the function’s minimum far enough that the
wave function variables were no longer within the basin of convergence for the chosen update method. Indeed, we have observed exactly this behavior in some tests involving $\Omega$ and the linear method update scheme. To avoid such pathologies, we instead add a “transitional-$\omega$” stage to our optimization, in which $\omega$ is gradually interpolated between its initial fixed value and the value required to achieve variance minimization. In this way, the variational principle’s minimum is moved only small steps at a time (Figure 3) to ensure that the wave
function remains within its basin of convergence. In this study, we use the interpolation

\[ \omega_j = \alpha_j \omega_0 + (1 - \alpha_j)(E_{j-1} - \sigma_{j-1}) \]  \hspace{1cm} (24)

\[ \alpha_j = \begin{cases} 
1 & j \leq N_F \\
\frac{1}{N_T}(N_F + N_T - j) & N_F < j \leq N_F + N_T \\
0 & j > N_F + N_T 
\end{cases} \]  \hspace{1cm} (25)

in which \( j \) is the linear method iteration number and \( N_F \) and \( N_T \) are the number of iterations in the fixed-\( \omega \) and transitional-\( \omega \) stages, respectively. In the cases tested here, we find that \( N_F \) between 5 and 20 and \( N_T \) between 10 and 20 are effective choices.

In addition to ensuring both state selectivity and size consistency, this strategy improves the practical usability of excited state variational principles in VMC. Although the final wave function’s energy is often not very sensitive to the choice of \( \omega \) \[18\], there are likely to be cases where the user’s choice of \( \omega \) has a meaningful effect on the results. In previous work, \( \omega \) has sometimes been adjusted by hand in order to minimize \( \Omega \). Although this does make the choice of \( \omega \) unique, the process is tedious and prevents the overall methodology from achieving black box operation. With the adaptive approach described here, a user need only specify the initial value \( \omega_0 \) so as to target the desired state.

### III. RESULTS

#### A. Computational Details

In the next few sections, we will present numerical results that complement our formal analysis. Results for CO and N\(_2\) were obtained with our own Hilbert space VMC software in a STO-3G basis \[35\], with integrals imported from PySCF \[36\]. Bond distances were fixed at 1.19 Å and 1.18 Å for CO and N\(_2\), respectively. For the formaldehyde-water system, the geometry was optimized to a local minimum (see Figure 9) using the \( \omega\)-B97X-D density functional \[37\] and a 6-311G basis \[38\] set within QChem \[39\]. VMC results for this system were obtained with a development version of QMCPACK \[21\] with molecular orbitals and configuration interaction singles (CIS) \[40\] initial guesses imported from GAMESS \[41\]. Equation of motion coupled cluster with singles and doubles (EOM-CCSD) \[42\] results were obtained with MOLPRO \[43, 44\]. The VMC orbitals as well as the CIS and EOM-CCSD
results for the formaldehyde-water system used the pseudopotentials of Burkatzki et al. [45], replacing core electrons for C and O atoms, and the corresponding valence double zeta (VDZ) basis set.

![Energy vs. iteration](image1.png)

**FIG. 4:** Energy in a.u. with respect to optimization step for the ground state of N₂ optimized with $\sigma^2$ minimization (gray) and our adaptive-$\omega$ method (black).

![Variance vs. iteration](image2.png)

**FIG. 5:** Variance in a.u. with respect to optimization step for the ground state of N₂ optimized with $\sigma^2$ minimization (gray) and our adaptive-$\omega$ method (black).

**B. Comparison to Variance Minimization**

In this section, we use the JAGP ansatz in Hilbert space to compare the results of our optimization scheme to those that are obtained by a simple minimization of $\sigma^2$. To begin,
we apply both optimizations (with $\omega_0 = -109.00$ Hartrees, $N_F = 8$, and $N_T = 10$ for the adaptive-$\omega$ method) to the ground state of $N_2$, using the restricted Hartree-Fock (RHF) determinant with slightly randomized orbital coefficients for the JAGP initial guess. As seen in Figures 4 and 5, the two methods produce the same values for $E$ and $\sigma^2$ upon convergence. We also apply both optimization methods (with $\omega_0 = -111.30$ Hartrees, $N_F = 15$, and $N_T = 10$ for the adaptive-$\omega$ method) to the first excited singlet of CO. In this case, the initial guess for the JAGP pairing matrix was constructed by adding a HOMO-LUMO promotion and slight orbital coefficient randomization to the RHF ground state to produce a crude open-shell singlet representation. Figures 6 and 7 show that, starting from this guess, both simple variance minimization and our $\Omega$-based, adaptive-$\omega$ method converge to the same result, as expected.

To compare the state selectivity of our method with that of variance minimization, we have also performed a series of optimizations for CO in which the initial guess for the wave function was interpolated between a ground state guess and an excited state guess. Specifically, we used pairing matrix guesses of the form

$$\mathcal{M} = (1 - \mu)\mathcal{M}^{(0)} + \mu\mathcal{M}^{(1)}$$

(26)

where $\mathcal{M}^{(0)}$ is the pairing matrix corresponding to the RHF ground state, $\mathcal{M}^{(1)}$ is the open-shell singlet pairing matrix resulting from a HOMO-LUMO promotion, and $\mu \in [0, 1]$. As shown in Figure 8, simple variance minimization converged to the ground state when

---

FIG. 6: Energy in a.u. with respect to optimization step for the first excited singlet of CO optimized with $\sigma^2$ minimization (gray) and our adaptive-$\omega$ method (black).
FIG. 7: Variance in a.u. with respect to optimization step for the first excited singlet of CO optimized with $\sigma^2$ minimization (gray) and our adaptive-\(\omega\) method (black).

FIG. 8: Energies of optimized JAGP wave functions for CO when starting from a range of different initial guesses that interpolate between a pure ground state guess ($\mu = 0$) and a pure excited state guess ($\mu = 1$). Results are shown for both $\sigma^2$ minimization (black X) and our adaptive-\(\omega\) method (gray circles).

$\mu \leq 0.3$. In contrast, our $\Omega$-based optimization (with $\omega_0 = -111.30$ Hartrees, $N_F = 20$, and $N_T = 10$) converged to the (targeted) excited state for all cases except $\mu = 0$. Indeed, we found that as little as 0.5% excited state character (i.e. $\mu = 0.005$) in the initial guess was sufficient for our method to converge to the excited state, providing a clear example of the advantage offered by a state selective approach.
C. Size Consistency

As shown in Section II C, optimizing $\Omega$ with a particular, fixed value of $\omega$ can lead to size consistency issues when working with approximate wave functions. Of course, with exact wave functions, results will be $\omega$-independent and size consistency will be achieved because in this limit, minimizing $\Omega$ will produce exact Hamiltonian eigenstates [18]. While it is not always easy to tell how far from this limit one is, one indication may be how sensitive the optimized wave function’s energy is to the precise choice of $\omega$. In the systems at hand, we find that $N_2$’s ground state energy is quite insensitive to $\omega$, varying by less than $10^{-3}$ Hartrees for fixed-$\omega$ optimizations in which $\omega$ is set anywhere between $-107.7$ to $-108.6$ Hartrees. The first excited state of CO is more sensitive, with fixed-$\omega$ optimizations producing energies that change by as much as 0.01 Hartrees as $\omega$ is varied between $-111.10$ and $-111.35$ Hartrees.

Given that the JAGP wave function approximation does produce nontrivial sensitivity to $\omega$ in at least one of these molecules, it is an interesting case in which to investigate size consistency. We should stress that, although it is an approximate ansatz, the Hilbert-space JAGP product factorizes and so will produce size consistent energies when paired with a size consistent variational principle [15]. Thus, any size consistency violation in its use can be linked to the variational principle. The test we perform is to optimize $N_2$’s ground state and CO’s first excited state, both separately and when the two molecules are treated together at a distance of 20 Å. This test provides a simple case in which we may ask whether CO’s excited state is affected by the presence of a far away molecule.

When we minimize $\Omega$ with a fixed value of $\omega$ chosen in Hartrees as $\omega = \tilde{E} - 0.26$, with $\tilde{E}$ being the expected energy based on variance minimization results for the separate molecules, we find that the size consistency error, $E_{CO+N_2} - E_{CO} - E_{N_2}$, is over 2 milliHartrees. When instead we employ our adaptive-$\omega$ method, the results are size consistent to within our statistical uncertainty, as shown in Table [1] Thus, the ability to gradually transform the variational principle so that it is equivalent to variance minimization at convergence allows size consistent results to be achieved.
TABLE I: Size consistency errors $|E_{CO+N_2} - E_{CO} - E_{N_2}|$ and their statistical uncertainties for the first singlet excited state of CO when combined with a far away nitrogen molecule.

| Method       | Error (mE$_h$) |
|--------------|----------------|
| fixed-$\omega$ | 2.6 ± 0.2     |
| adaptive-$\omega$ | 0.04 ± 0.2 |

FIG. 9: Hydrogen-bonded formaldehyde-water complex. [48]

D. Formaldehyde and water

To show a slightly more realistic example where having a size consistent optimization method matters, we turn to a hydrogen-bonded complex between formaldehyde and water, shown as complex A in Figure 9. To evaluate the first singlet excitation energy on the formaldehyde, we employ the recently-developed variation after response (VAR) approach [46, 47] as implemented in a development version of QMCPACK for a Slater determinant in real-space. In this context, VAR uses a finite-difference scheme to allow orbital optimization and a Jastrow factor to be applied variationally to a CIS-like linear response expansion [47]. By combining the adaptive-$\omega$ optimization we’ve presented here with VAR’s ability to start from the output of a CIS calculation, we intend to show how VMC may deal with an excited state in a relatively black box fashion.

For the Jastrow-Slater ground state optimization, we chose $\omega_0 = -44.175$ to be several Hartrees below the RHF energy. As shown in Figure 10, this resulted in the energy increasing slightly during the transitional-$\omega$ phase of the optimization, as is to be expected when
FIG. 10: Energy versus iteration for the ground state (solid black) and excited state (solid gray) of A. The dotted line marks the end of the transitional-\(\omega\) phase.

converting from a ground-state-energy-like variational principle to something more akin to variance minimization. For the VAR excited state optimization, we chose \(\omega_0 = -41.175\) Hartrees, which is in between the values \(-40.8747\) and \(-42.2812\) that result for \(E_{CIS} - \sigma\) when \(\sigma\) is taken from the optimized Jastrow-Slater ground state or the CIS wave function, respectively. For both states, we set \(N_F = 10\) and \(N_T = 20\).

TABLE II: Excitation energies in \(E_h\) for complex A.

| Method    | Excitation Energy |
|-----------|-------------------|
| CIS       | 0.1718            |
| EOM-CCSD  | 0.1511            |
| VMC       | 0.1439 \(\pm\) 0.0006 |

As shown in Table II, the VMC-based excitation energy agrees more closely with that of EOM-CCSD than with that of CIS. Presumably, this is due to the excited state orbital optimization lowering the excited state energy as compared to CIS, whereas even in RHF the ground state already enjoyed state specific orbital optimization and so its energy was lowered less by VMC. Although complex A is used here for the purposes of demonstration, the ability of VMC to produce a relatively accurate, nearly black box result for an excited state in the presence of a hydrogen-bonded solvent molecule is promising. Given QMC’s low scaling compared to EOM-CCSD (\(N^4\) versus \(N^6\)), it will be interesting to explore its
prospects in larger and more technologically relevant examples of solvated photo-absorbers.

IV. CONCLUSIONS

We have shown that size consistency is lacking in interior state selective variational principles that are analytic around their global minima and based on at most the second power of the Hamiltonian, a set we have denoted as $V_{1,2}$. In contrast, the well-established approach of variance minimization is known to be size consistent but not state selective. To achieve the best of both worlds, we have proposed a general optimization strategy that amalgamates variance minimization with a state selective variational principle from $V_{1,2}$. The approach is size consistent at convergence and maintains rigorous state selectivity at all stages. In an initial exploration with the $\Omega$ variational principle, we find that it is important that the transformation of the variational principle proceed gradually, lest the basin of convergence be moved away from the current wave function. We note that the overall strategy is applicable to a wide range of variational principles, including the $W$ function employed recently by $\sigma$-SCF, and is readily compatible with the leading wave function optimizers in variational Monte Carlo.

Having demonstrated a viable path to variational, size consistent excited states, it is worth considering where such methods may be most useful in future. Thanks to QMC’s ability to work with either open or periodic boundary conditions, the methodology should be equally applicable in both solids and molecules. Thus, in addition to its implications for modeling charge transfer excitations in the presence of explicit solvent, the approach may also prove useful in modeling defect-centered excitons. Regardless of the specific application, the removal of $\omega$ as a free parameter should make QMC-based excited state investigations more straightforward. In conjunction with recent variation-after-response developments that can build atop simple excited state quantum chemistry methods, the optimization approach presented here presages a more black box route to high-accuracy QMC results in a wide variety of excited state applications.
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VI. APPENDIX A

Here we show that for any state specific target function $\Gamma(E, \sigma^2)$ that is real analytic (i.e. can be written as a convergent power series with real coefficients) in a region around its global minimum, there exist system/ansatz pairs for which neither $E$ nor $\sigma^2$ is stationary at the $\Gamma$ minimum. We will do so by constructing a particular counterexample, although we suspect that other counterexamples exist. Consider a system in which three of the Hamiltonian eigenvalues are $-b$, 1, and 2, with normalized eigenvectors

$$\hat{H}|\Phi_b\rangle = -b|\Phi_b\rangle, \quad \hat{H}|\Phi_1\rangle = |\Phi_1\rangle, \quad \text{and} \quad \hat{H}|\Phi_2\rangle = 2|\Phi_2\rangle.$$  \hfill (27)

For our approximate ansatz we choose the single-variable wave function

$$|\Psi(x)\rangle = x|\Phi_b\rangle + |\Phi_1\rangle + (b^2 + x)|\Phi_2\rangle,$$  \hfill (28)

in which $x$ is allowed to take on real values. This defines a set of system/ansatz pairs in which we can control through $b$ how closely the ansatz can come to an exact representation of the $|\Phi_1\rangle$ eigenstate, which we will take to be the state targeted by $\Gamma$.

The energy and variance of this ansatz can be written as

$$E = \frac{P}{D},$$  \hfill (29)

$$\sigma^2 = \frac{QD - P^2}{D^2},$$  \hfill (30)

in which we have used the three polynomials

$$P = 1 - bx^2 + 2(b^2 + x)^2,$$  \hfill (31)

$$Q = 1 + b^2x^2 + 4(b^2 + x)^2,$$  \hfill (32)

$$D = 1 + x^2 + (b^2 + x)^2.$$  \hfill (33)
Using the properties of the geometric series and the fact that $D$ cannot be zero when $b > 0$, we note that both $E$ and $\sigma^2$ are analytic functions of $x$ and $b$ so long as the point $(x, b)$ is sufficiently close to $(0, 0)$. By inspecting the stationary points of $E$ and $\sigma^2$, we will find that we can always choose $b$ positive but small enough that these stationary points are distinct from the $\Gamma$ minimum.

Begin with the stationary point for the energy, at which

$$\frac{\partial E}{\partial x} = 0,$$

(34)

which may be rearranged as

$$b \left( (2b + b^2)x^2 + (1 + 2b^3 + b^4)x - b \right) = 0,$$

(35)

from which we see that the energy is always stationary when $b = 0$. When $b$ is small but positive, we will have two roots, but only one of them,

$$x_E = b - 2b^3 + O(b^4),$$

(36)

will occur near the origin. The other root,

$$x_F = -\frac{1}{2b} + \frac{1}{4} + O(b),$$

(37)

will be far from the origin.

Moving on to the variance, we find that its stationary condition,

$$\frac{\partial \sigma^2}{\partial x} = 0$$

(38)

can be rearranged into a cubic polynomial in $x$,

$$0 = 2b^2(1 - b^4) + 2(2 + b(2 + b + 6b^4 + 2b^5 + 4b^7 + 4b^8 + b^9))x$$

$$+ 6b^2(1 + b)^3(2 + b(b^2 + b - 2))x^2 + 4(2 + 2b + b^4(2 + b)^2)x^3.$$

(39)

At small values of $b$, one can show that the discriminant of this polynomial is negative, implying that it has one real and two complex roots. As our ansatz does not admit complex values for $x$, the variance will have only one stationary point. Using the cubic formula and assuming $b$ is small, this root can be found to be

$$x_V = -\frac{b^2}{2} + \frac{b^3}{2} - \frac{b^4}{4} + O(b^5).$$

(40)
Having found the energy and variance stationary points, we now consider the target function as given in Eq. (11). For our particular system/ansatz choice, we can see that \( \Gamma \) will be a real analytic function of \( x \) and \( b \) when \( b \) is small and \( x \) is close to the global minimum, which we know occurs at \( x = 0 \) when \( b \) is chosen to be 0. This is because both \( E \) and \( \sigma^2 \) are analytic in \( x \) and \( b \) in this region, and by assumption \( \Gamma \) is real analytic near its global minimum. Furthermore, for small \( b \) and \( x \), we have

\[
\Delta = b (b^3 + 2bx - x^2 + \text{higher order terms}),
\]
(41)
\[
\sigma^2 = b^4 + 2b^2x + (2 + 2b + b^2)x^2 + \text{higher order terms},
\]
(42)

and so at \( b = 0 \), the leading order term in \( \Gamma \) will be an even power of \( x \) with degree 2 or higher. This makes sense as the minimum could not be \( x = 0 \) if the leading term were odd.

Let us now express the stationary condition for \( \Gamma \) as

\[
\frac{\partial \Gamma}{\partial x} = Z(x,b) = 0.
\]
(43)

By the differentiability of analytic functions, \( Z \) will be real analytic and thus smooth in the region surrounding \( \Gamma \)'s minimum. When \( b = 0 \), we know that \( Z \) will have an odd power of \( x \) with degree 1 or greater as its leading order term, and so the stationary point that is the global minimum will occur at \( x = 0 \) as expected. As \( Z \) is a smooth function of both \( x \) and \( b \), this implies that when \( b > 0 \), the value of \( x \) that minimizes \( \Gamma \) can be forced arbitrarily close to zero by making \( b \) sufficiently small. Finally, note that \( Z(x,0) \) is a nonconstant function of \( x \) in the region of small \( x \), as this is required for the global minimum of \( \Gamma \) to be unique. As \( Z \) is smooth in \( b \), this implies that if we hold \( b \) fixed at a positive but small value, \( Z \) will still be a nonconstant function of \( x \). By the principle of permanence, this function will have isolated roots, and so there will be only one stationary point of \( \Gamma \) that approaches \( x = 0 \) as \( b \) becomes small. It now remains to show that \( b \) can be chosen positive but small enough so as to prevent this stationary point coinciding with either \( x_E \) or \( x_V \), which are the only stationary points of the energy and variance that approach 0 as \( b \) becomes small.

First consider \( x_E \). When \( b \) is small and \( x = x_E \), we find that

\[
\Delta = b^3 + b^4 + O(b^5) \quad \text{and} \quad \sigma^2 = 2b^2 + 4b^3 + O(b^4).
\]
(44)

This implies that for \( x = x_E \) and small but nonzero \( b \), \( \sigma^2 \) will be small and nonzero. Furthermore, because \( x_E \) and \( x_V \) are distinct for nonzero \( b \), \( \sigma^2 \) will not be stationary here.
We will now deal with two cases for $\Gamma$ separately. First, if the middle sum in Eq. (11) is absent, we have
\[
\frac{\partial \Gamma}{\partial x} = \sum_{m=p}^{\infty} ma_m (\sigma^2)^{m-1} \frac{\partial \sigma^2}{\partial x},
\]
which, based on what we know about $\sigma^2$, shows that $\Gamma$ will not be stationary at $x = x_E$ if $b$ is positive and sufficiently small. For the second case, in which the middle sum is present, we have to be more careful. Using the fact that $\sigma^2$ is not stationary at $x = x_E$, the stationary condition $\partial \Gamma/\partial x = 0$ can for this second case be written as
\[
0 = \sum_{m=p}^{\infty} ma_m (\sigma^2)^{m-1} + \sum_{m=q}^{\infty} \sum_{n=r}^{\infty} ma_{mn} (\sigma^2)^{m-1} \Delta^n.
\]
If $p \leq q$, this condition cannot be satisfied at small but nonzero $b$ as all the terms in the right hand sum will be higher order in $b$ than the first term in the left hand sum, because $r > 0$ and $\Delta$ is order $b^3$. If instead $p > q$, we may divide through by $(\sigma^2)^{q-1}$ to obtain
\[
0 = \sum_{m=p}^{\infty} ma_m (\sigma^2)^{m-q} + \sum_{m=0}^{\infty} \sum_{n=r}^{\infty} (m + q)a_{(m+q)n} (\sigma^2)^m \Delta^n.
\]
This equation is analytic in $b$ and has a solution at $b = 0$. As nonconstant analytic functions have isolated roots, Eq. (47) cannot also have a solution at arbitrarily small but positive $b$ unless the right hand side is zero for all $b$. We can show that this is not so by inspecting the leading order terms in $b$. Using Eq. (44), we see that if the lowest order terms from the two sums are to be the same order, we must have
\[
2(p - q) = 3r,
\]
which implies that there is a positive integer $z$ such that
\[
p - q = 3z \quad \text{and} \quad r = 2z.
\]
If so, the leading order terms from Eq. (47)'s left hand sum will be proportional to
\[
b^{6z} + 6zb^{6z+1}
\]
while the leading order terms from its right hand sum will be proportional to
\[
b^{6z} + 2zb^{6z+1}.
\]
Thus, regardless of the values of $p$, $q$, and $r$, these two sums cannot cancel exactly and so $\Gamma$ will not be stationary at $x = x_E$ when $b$ is chosen to be positive and small.

We follow a similar analysis to show that $\Gamma$ will not be stationary at $x = x_V$, where

$$\Delta = \frac{3b^5}{4} - \frac{b^7}{2} + O(b^8) \quad \text{and} \quad \sigma^2 = \frac{b^4}{2} + \frac{b^5}{2} + O(b^6). \quad (52)$$

As the energy is not stationary at $x = x_V$, the stationary condition $\partial \Gamma / \partial x = 0$ can be written as

$$0 = \sum_{m=q}^{\infty} \sum_{n=r}^{\infty} n a_{mn} (\sigma^2)^m \Delta^{n-1} + \sum_{n=s}^{\infty} n a_{0n} \Delta^{n-1}. \quad (53)$$

If the $qr$ sum is not present, then clearly $\Gamma$ will not be stationary at $x = x_V$ when $b$ is positive and small. Otherwise, following the same logic we used for $x_E$, we now need to show that the right hand side of Eq. (53) is not zero for all $b$. If $s \leq r$, the leading order term in the right hand sum will be of a different order in $b$ than that of the left hand sum, and so the right hand side will be nonzero for $b$ small and positive. If instead $s > r$, we may divide through by $\Delta^{r-1}$ to obtain

$$0 = \sum_{m=q}^{\infty} \sum_{n=0}^{\infty} (n + r) a_{m(n+r)} (\sigma^2)^m \Delta^n + \sum_{n=s}^{\infty} n a_{0n} \Delta^{n-r}. \quad (54)$$

If the two sums are to cancel, so must their leading order terms. Using Eq. (52), we see that this can only occur if

$$4q = 5(s - r), \quad (55)$$

which implies that there is a positive integer $y$ such that

$$q = 5y \quad \text{and} \quad s - r = 4y. \quad (56)$$

If $q$, $r$, and $s$ have this relationship, we find that the left hand sum is proportional to

$$b^{20y} + 5yb^{20y+1} + O(b^{20y+2}) \quad (57)$$

while the right hand sum is proportional to

$$b^{20y} - \frac{8y}{3}b^{20y+2} + O(b^{20y+3}). \quad (58)$$

Thus, regardless of the values of $q$, $r$, and $s$, we see that $\Gamma$ will not be stationary at $x = x_V$ when $b$ is positive and small.
To conclude, we find that in this system/ansatz pairing, $b$ can be chosen to be positive but small enough such that the minimum of $\Gamma$, which will approach $x = 0$ as $b$ gets small, does not coincide with either the lone energy stationary point near $x = 0$ nor the lone variance stationary point near $x = 0$. We therefore conclude that for any $\Gamma \in V_{1,2}$ there exist system/ansatz pairs in which neither the energy nor the variance is stationary at the $\Gamma$ minimum.

VII. APPENDIX B

Here we provide two classes of system that are used in our proof of no size consistency. First, we define systems of type $B$ in which we target the $E = 0$ eigenstate. Let this system have among its eigenstates the two states

$$\hat{H}|B_0\rangle = 0, \quad \hat{H}|B_1\rangle = |B_1\rangle.$$ (59)

Let the approximate wave function be

$$|\Psi\rangle = |B_0\rangle + \alpha|B_1\rangle$$ (60)

in which $\alpha$ is a nonzero real number. We then find that

$$\Delta_B = E - 0 = \frac{\alpha^2}{1 + \alpha^2} \quad \text{and} \quad \sigma^2_B = \frac{\alpha^2}{(1 + \alpha^2)^2} > 0.$$ (61)

Second, we define systems of type $C$, for which $\Delta = 0$ and $\sigma^2 > 0$ when targeting its $E = 1$ eigenstate. Let this system have among its eigenstates the three states

$$\hat{H}|C_0\rangle = 0, \quad \hat{H}|C_1\rangle = |C_1\rangle, \quad \hat{H}|C_2\rangle = 2|C_2\rangle.$$ (62)

Let the approximate wave function be

$$|\Psi\rangle = \frac{\beta}{\sqrt{2}}|C_0\rangle + |C_1\rangle + \frac{\beta}{\sqrt{2}}|C_2\rangle,$$ (63)

in which $\beta$ is a nonzero real number. We then find that

$$\Delta_C = E - 1 = 0 \quad \text{and} \quad \sigma^2_C = \frac{\beta^2}{1 + \beta^2} > 0.$$ (64)
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