Worldline algorithm by oracle-guided variational autoregressive network
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The variational autoregressive network is extended to the Euclidean path integral representation of quantum partition function. An essential challenge is adapting the sequential process of sample generation by an autoregressive network to a nonlocal constraint due to the periodic boundary condition in path integral. An add-on oracle is devised for this purpose, which accurately identifies and stalls unviable configurations as soon as they occur. The oracle enables rejection-free sampling conforming to the periodic boundary condition. As a demonstration, the oracle-guided autoregressive network is applied to obtain variational solutions of quantum spin chains at finite temperatures with relatively large system sizes and numbers of time slicing, and to efficiently compute thermodynamic quantities.

I. INTRODUCTION

The Euclidean path integral representation of a quantum mechanical partition function creates a bridge between quantum and classical statistical mechanics, and has engendered continued developments in the theory of quantum many-body systems. For a lattice Hamiltonian $H$, the imaginary time axis $[0, \beta]$ can be discretized into slices separated by $\Delta \tau$ and the Boltzmann measure becomes a product of $e^{-\Delta \tau H}$ evaluated on the spacetime lattice, with a suitable boundary condition. This reduces the quantum statistical problem to a classical one in $(d+1)$ dimensions, whose configuration can often be represented conveniently by worldlines. Numerical techniques, often referred to as worldline algorithms, have been developed to evaluate the partition function based on the Monte Carlo method which is especially powerful for boson and quantum spin problems.

Neural network quantum states ansatz for quantum many-body systems has been recently introduced, in which many-body wave functions coded by a neural network are optimized by variational Monte Carlo. The neural network quantum states ansatz has subsequently been extended to quantum ground states and low lying excited states, as well as open quantum many-body dynamics. Many of these approaches rely on Monte Carlo sampling, which then are subject to some of the inherent limitations of Monte Carlo algorithms, such as the lack of a universal cluster update scheme, critical slowing down and non-parallelizability of a Markov chain.

Recently, Wu et al proposed a variational approach based on an autoregressive network to compute the partition function of a classical many-body system. In this approach, the distribution function of a classical system is factorized into a product of conditional probabilities that can be processed and optimized by an autoregressive network. This variational autoregressive network (VAN) approach to classical statistical mechanics is free of the Markov chains, and consequently, highly parallelizable. Furthermore, because its sample generation carries minimal correlation, the VAN method may avoid the critical slowing down. VAN (or other generative models) has been adapted in some of quantum many-body problems mentioned above, including solving ground state wavefunctions, simulating open quantum many-body dynamics, and solving variational density matrices.

In this paper, we report an investigation of the VAN approach to quantum statistical problems. Although VAN has been proved successful in solving ground state wavefunctions, adapting VAN to path-integral Monte Carlo scheme to solve quantum statistical problems remains to be explored. For a quantum statistical problem at finite temperatures, an essential obstacle to adapting VAN to a path integral is the constraint that the worldlines must be periodic in $\tau$. This nonlocal constraint is not easily expressible in an autoregressive network, which parses and predicts configurations consecutively on a spacetime lattice. Here, this problem is overcome by an add-on oracle, which efficiently identifies and stalls dead ends among intermediate configurations in the sequential sample generation process. The oversight by the oracle ensures rejection-free sampling of the spacetime configurations, which are then parsed and optimized by the VAN to reach thermal equilibrium. We illustrate our method using the $XXZ$ quantum spin chain model. It is found that thermodynamic quantities can be computed efficiently and accurately for antiferromagnetic and $XY$-like regimes, establishing a technique for exploring problems in quantum many-body systems at finite temperatures.

II. WORLDLINE ALGORITHM BY VAN

Our variational autoregressive network to quantum statistical problems in the worldline representation is described in this section. We begin with a review of how the $XXZ$ quantum spin model is mapped to a classical one, which leads to the worldline representation of the quantum partition function. Then the VAN approach to
this effective classical spin model is introduced. In particular, an oracle is designed to monitor the sequential and multi-pass process of sample generation by the VAN, in order to impose the periodic boundary condition in the imaginary time direction. Last, the action rescaling technique is introduced, which is shown to remedy the mode collapse problem.

A. Path integral by checkerboard decomposition

For concreteness, we consider a quantum spin-1/2 model on a 1-dimensional lattice with \( N \) (even) sites, and the Hamiltonian involves only interactions between spin connected by nearest-neighbor bonds. The XXZ model with a Zeeman field \( B \)

\[
H = J \sum_i s_i^x s_{i+1}^x + s_i^y s_{i+1}^y + \lambda s_i^z s_{i+1}^z - B \sum_i s_i^z
\]

breaks the \( SU(2) \) symmetry of the Heisenberg model down to the \( U(1) \) group, corresponding to rotation of every spin around the \( z \)-axis. Here the in-plane coupling \( J \) is used as the natural energy units, and \( \lambda = J_z/J \) is then the anisotropy factor. Periodic boundary condition is assumed. The spin operators \( s_i^x \) satisfy the commutation relations, \( [s_i^x, s_j^y] = i \hbar \delta_{ij} e^{\pi i}\sigma^z \).

The \( U(1) \) symmetry means that the \( z \)-component of the total spin, \( S_z = \sum s_i^z \), is conserved. To compute the partition function, \( Z = \text{Tr} e^{-\beta H} \), a path-integral representation is often used. Upon discretization of the imaginary time, the problem becomes a classic spin problem in 1+1 dimension.\(^2\)\(^3\) We now briefly describe the process.

In the checkerboard decomposition,\(^2\)\(^3\) \( H \) can be divided into two separately commuting parts, involving even and odd bonds only,

\[
H_{\text{even/odd}} = \sum_{i=\text{even/odd}} s_i^x s_{i+1}^x + s_i^y s_{i+1}^y + \lambda s_i^z s_{i+1}^z - h s_i^z,
\]

with \( h \) is a Zeeman field in \( z \)-direction. The partition function \( Z = \text{Tr} e^{-\beta H} \) can be written as

\[
Z = \lim_{M \to \infty} \text{Tr} \left[ e^{-\Delta \tau (H_{\text{even}} + H_{\text{odd}})} \right]^M.
\]

\( 2M \) is the number of slices on the imaginary time axis, and \( \Delta \tau = \beta/M \). Keeping \( M \) finite and inserting the complete sets of basis that diagonalize \( s_z \), we find\(^3\)\(^5\)

\[
Z = \sum_{i_1, \ldots, i_{2M}} \langle i_1 | e^{-\Delta \tau H_{\text{even}}} | i_{2M} \rangle \langle i_{2M} | e^{-\Delta \tau H_{\text{odd}}} | i_{2M-1} \rangle \\
= \sum_c S[c] = \sum_c \prod_{\pi_e} w(\pi_e)
\]

where \( c = \{ s(m, n) | m = 0, \ldots, 2M-1, n = 0, \ldots, N-1 \} \) is the spin configuration on the spacetime lattice and \( w(\pi_e) \) is the plaquette weight to be discussed shortly.

As a result of the checkerboard decomposition, the spacetime is partitioned into a \( 2M \times N \) checkerboard, as shown in Fig. 1(a). For each configuration \( c \), one can connect spin-up sites with non-intersecting and periodic paths, or loops, as illustrated in Fig. 1(a). A loop starts at \( \tau = 0 \) and ends at \( \tau = \beta \) on the same lattice point, and owing to the spin conservation can only travel between adjacent time slices either vertically or diagonally across a dark square. Each spacetime lattice point the loop visits takes spin up state, whereas an unvisited lattice point is in the down spin state. A dark square decorated by the loop segments passing through along the vertical edges or the diagonals is referred to as a plaquette. Because of the division of the \( H \) into even and odd bond terms and the \( U(1) \) symmetry, only the six types of plaquettes, as shown in Fig. 1(b), need to be evaluated, whose weights are given by\(^4\)

\[
w(\pi_1) = e^{-\Delta \tau (\lambda-2h)/4}, \quad w(\pi_2) = e^{-\Delta \tau (\lambda+2h)/4},
\]

\[
w(\pi_3) = w(\pi_4) = e^{\Delta \tau \lambda/4} \cosh \frac{\Delta \tau}{2}, \quad w(\pi_5) = w(\pi_6) = e^{\Delta \tau \lambda/4} \sinh \frac{\Delta \tau}{2}.
\]

FIG. 1. (a) The checkerboard representation of the quantum spin model. The green lines connecting blue dots at \( \tau = 0 \) and \( \beta \) are loops. The red line is an example of a worldline violating periodic boundary condition. (b) The plaquettes arising in the XXZ model. (c) A schematic of the oracle-guided VAN with \( M = 1, N = 2 \). \( s \) is a configuration to be generated, \( h \) is a hidden layer, and \( q \) is the last layer of neurons which produce \( q_0 \). Each layer of the artificial network contains \( 2M \times N \) array of neurons. In the autoregressive architecture, succeeding layers are densely but not fully connected, which evidently mirrors the structure of the right-hand side in Eq. (6). (d) The autoregressive connectivity between \( s \) and \( q \) layers, without showing the hidden layer. Here, the neurons representing spins and \( q_i \)’s are shown as 1-dimensional arrays, though they correspond to the same network as in (c).
B. Variational autoregressive network

Rewriting the partition function as \( Z = \sum \exp(-\beta H_{el}) \), the spacetime action \( S[c] = \beta H_{el} \) leads to an energy function of the Gibbs measure, \( H_{el} \). Viewing \( p[c] = e^{-\beta H_{el}}/Z \) as a Gibbs distribution, the joint probability \( p[c] \) can be factored into a product of successive conditional probabilities.\(^{17,28,29}\) We now implement this factorization on an autoregressive network, as shown in Fig. 1(c),

\[
q_\theta(c) = \prod_{mn} q(s_{mn} = \uparrow \mid c_{mn}), \quad (6)
\]

where \( c_{mn} = \{ s_{m'n'} \mid m'N + n' < mN + n \} \) and \( q(s_{00} = \uparrow) = 1/2 \).\(^{30}\) The factorized \( q_\theta(c) \) is optimized as close as possible to \( p[c] \), by minimization of the free energy corresponding to \( q_\theta(c) \). The network is not densely connected, as shown in Fig. 1(c), as the neuron \( q_i \) is only connected to neurons \( s_{j<i} \). Because of this autoregressive connectivity, this network is referred to an autoregressive network.\(^{28,31,32}\) As indicated in Fig. 1(d), the overall connectivity between the spin configuration \( s \) and \( q_\theta \) is also autoregressive.

In order to understand this variational process, we now describe the structure of VAN that factorizes \( q_\theta(c) \). VANs are a type of generative model,\(^{17,32}\) which can generate samples with a variational distribution \( q_\theta(c) \) parameterized by the autoregressive network. The model distribution \( q_\theta(c) \) is optimized using the samples generated by VAN itself, which requires that the variational distribution \( q_\theta(c) \) can be predicted from a given configuration \( c \) and vice versa. Therefore we choose the autoregressive network to parameetrize \( q_\theta(c) \). An illustration of the sample generation process by a simple autoregressive network, known as the fully visible sigmoid belief network,\(^{28}\) is shown in Fig. 2. The input layer on the left contains the sequentially generated sample \( s = (s_1, s_2, s_3, s_4) \) as input. The output layer on the right produces conditional probabilities \( q = (q_1, q_2, q_3, q_4) \), as shown in Eq. (6), where \( q_i \) corresponds to \( q(s_{mn} = \uparrow \mid c_{mn}) \in [0,1] \), the current predicted conditional probability \( s_{mn} = \uparrow \) is given the knowledge of spin states of all preceding sites. In each step, \( q_i \) is determined by preceding spins \( s_{j<i} \) (red neurons in \( s \) layer), and one spin (blue neuron) \( s_i \) is generated according to conditional probability \( q_i \). A configuration \( c \) is generated with a total of \( 2M \times N \) passages of the network in a row-major order over the spacetime lattice (Fig. 1(a)). It should be remarked that only on the first row \( (\tau = 0) \) the spins are generated freely by the network. For all subsequent time slices, the spin conservation on each plaquette is coded into our VAN.

Thus, the autoregressive network constitutes a surrogate model to produce the distribution for sampling the spin configuration, which can be used to compute the free energy

\[
F[q_\theta] = \frac{1}{\beta} \sum_c q_\theta S[c] + q_\theta \log q_\theta. \quad (7)
\]

![FIG. 2. An illustration of how a VAN generates a configuration of 4 spins in 4 steps as discussed in the text. The input layer on the left is given the sequentially generated sample \( s \) as input. The output layer on the right produces conditional probabilities \( q \). In each step, \( q_i \) is determined by preceding spins \( s_{j<i} \) (red neurons in \( s \) layer), and one spin (blue neuron) \( s_i \) is generated according to conditional probability \( q_i \). The best approximant \( q_\theta(c) \) to \( p(c) \) is obtained by minimizing the free energy \( F[q_\theta] \) with respect to the variation of network parameters \( \theta \), in a standard batched stochastic minimization process.\(^{29}\) This procedure formally describes a variational approach to the quantum statistical problem.

C. Oracle

In conventional loop algorithms, a spacetime lattice configuration is subject to periodic updates in every Monte Carlo step.\(^{2–5}\) A key obstacle to the VAN for the quantum statistical problem outlined above lies with the fact that periodic boundary condition is a nonlocal constraint and consequently difficult to implement in a sequential process of sample generation. Thus a naïve implementation inevitably leads to a large number configurations violating the boundary condition, which we call the dead ends, and consequently has low sampling efficiency and staggeringly slow learning rate. To overcome this problem, we introduce an add-on oracle\(^{33}\) to VAN, which is designed to predict and eliminate dead ends far before they occur, which we now describe.

At the beginning of a configuration generation, the spin configuration of time slice \( \tau = 0 \) is decided stochastically by VAN, giving a set of starting points of the loops which will be returned to at \( \beta \). Call the set of end points \( \{ e_i = (x_j, \beta) \} \). For an end point \( e_i \), the left- and right-most paths leading up to it form a lightcone, in the sense that all points bounded between this pair of paths can find a way to end at \( e_i \) and are hence in the absolute past of \( e_i \), and all other points are absolutely separated from \( e_i \).
The lightcone for a single end point is shown in Fig. 3(a), of which the left- and right-most path are constructed by the greedy algorithm, heading diagonally across the dark squares. Shown in Fig. 3(b) and (c) are examples with multiple end points and correspondingly multiple lightcones. We employ a width-first greedy algorithm with multiple end points and correspondingly multiple dark squares. Shown in Fig. 3(b) and (c) are examples by the greedy algorithm, heading diagonally across the of which the left- and right-most path are constructed on a time slice at an intermediate step of VAN sampling. The dark regions are absolutely separated from all end points.

Incidentally, the oracle not only enables rejection-free sampling, it also alleviates partly the mode collapse problem commonly plaguing generative adversarial networks. Mode collapse happens when a VAN fails to be ergodic, only producing a small portion of configurations. For a comparison, we also perform a sampling without the oracle where dead ends are allowed, but with a large penalty to the loss function. As shown in Fig. 4(a) for a 16-site antiferromagnetic ($J > 0$) antiferromagnetic chain ($\beta J = 1$), the penalty approach shows a sequence of plateauing in the variational process. In contrast, the oracle-guided VAN shows much faster convergence toward the exact free energy without visible plateaus. This is because in rejection-free sampling the network is better focused on the specialized learning goal it is designed for, whereas in the penalty method the early training is biased toward prioritizing eliminating the dead ends by generating ferromagnetic configurations.

**D. VAN sampling**

A worldline configuration $c$ is generated with a total of $2M \times N$ passages of the network in a row-major order. Only on the first row ($\tau = 0$) the spins are generated freely by the network; for all subsequent time slices, the continuity of worldline and periodic boundary condition along the imaginary time axis is coded into our VAN. This is done by masking the output conditional probabilities of VAN: if a random spin direction is deemed to dead end, it will be forced to another direction while the VAN output conditional probability of this spin is being masked.

As $S^z = \sum s_i^z$ is conserved, the worldline in Fig. 1(a) is continuous. This continuity is easy to implement in the VAN sampling procedure. In the XXZ model case, the two spins on the top corners of a dark square are restricted by spin conservation: if bottom corners spins are $|\uparrow\uparrow\rangle / |\downarrow\downarrow\rangle$, top corners spins must be $|\uparrow\uparrow\rangle / |\downarrow\downarrow\rangle$; if bottom corners spins are $|\uparrow\downarrow\rangle$ or $|\downarrow\uparrow\rangle$, top corners spins can be either $|\uparrow\downarrow\rangle$ or $|\downarrow\uparrow\rangle$. In the latter case, only the first spin is randomly sampled by VAN, and the VAN output conditional probability of the second spin is masked ($q_i$ forced to 0 or 1).

As discussed earlier, an oracle is turned on for the last $\min(M/N,2)$ rows to prevent dead ends. Due to the space periodic boundary condition, a worldline configuration could have a nonzero winding number (here we define winding number as the number of times of worldlines cross the spatial boundary). When we sample the last $\min(N/2,M)$ rows, the k worldlines of the last $\min(N/2,M)$ rows could have a winding number $w \in [-k,k]$, so the $k$ intermediate points $\{o_1, \ldots, o_k\}$ and the $k$ lightcones of end points $\{e_1, \ldots, e_k\}$ have $2k+1$ potential matches

$$\left( \begin{array}{cccc} e_1 - N & \cdots & e_k - N \\ o_1 & \cdots & o_k \end{array} \right) \cdots \left( \begin{array}{cccc} e_1 + N & \cdots & e_k + N \\ o_1 & \cdots & o_k \end{array} \right),$$

During the sampling procedure, all $2k+1$ matches are considered to ensure ergodic VAN sampling.
E. Action rescaling

As shown in Fig. 4(a), the oracle alleviates partly the mode collapse problem. However, it is also observed that the oracle alone does not eliminate mode collapse during the variational process completely. Therefore, we also introduce an action rescaling

$$S_{\text{rescaled}} = S_{\text{min}} + (1 - r^{\text{epoch}})(S - S_{\text{min}}),$$

(8)

in which $0 < r < 1$ is the strength of rescaling, $S_{\text{min}}$ is the smallest action value within the current epoch. This rescaling narrows the distribution of reward signal initially. This evens out the distribution of initial VAN predictions and keeps the samples from being attracted to locally plausible configurations. As shown in Fig. 4(b), for a 32-site Antiferromagnetic chain with little action rescaling ($r = 0.9$), mode collapse shows up in the oracle-guided VAN solution. But as soon as we increase $r$, mode collapse disappears. We also remark that large $r$ value leads to slower early descent of the loss function, but better approach to the exact free energy later in the minimization.

III. RESULTS

Now we apply the oracle-guided fully visible sigmoidal belief network to examine the thermodynamics of the quantum $XXZ$ spin chain in a few regimes, namely the antiferromagnetic ($\lambda = 1$) and $XY$ ($\lambda = 1/8$) limits over a range of temperatures. In addition to the free energy as given in Eq. (7), we also compute specific heat and magnetic susceptibility. The specific heat per spin is defined as $C_V = N^{-1}(\partial^2 E / \partial T^2)_N$, where $E = \partial S / \partial \beta$ and over bar denotes thermal averaging by VAN. Therefore, the specific heat is computed as the following average

$$C_V = k_B \beta^2 \left( \overline{E^2} - \overline{E}^2 - \overline{C} \right),$$

(9)

where $C = \partial^2 S / \partial \beta^2$. Analytical expressions for $E$ and $C$ can be easily derived and sampled using the VAN. The susceptibility is computed by sampling the total magnetic moments, $m_z = N^{-1} \sum s_z^i$, as

$$\chi = - \left( \frac{\partial^2 f}{\partial B^2} \right)_{T,N} = \beta \left( \overline{m_z^2} - \overline{m_z}^2 \right).$$

(10)

The same quantities are also computed with stochastic series expansion (SSE) and exact diagonalization for calibrations.

![FIG. 4.](image)

(a) The VAN solution of a 16-site Heisenberg chain, using oracle or energy penalty for eliminating dead ends. The difference between computed and exact free energies is plotted as a function of epoch. (b) The oracle-guided VAN solution of a 32-site Heisenberg model, with different $r$ values for action rescaling. $\beta J = 1$ and $M = 8$ in both (a) and (b).

![FIG. 5.](image)

Various thermodynamic quantities computed using oracle-guided VAN, in comparison with SSE and exact diagonalization (ED) results. (a) Free energies of antiferromagnetic and $XY$-like (marked in legends) chains, with $M = 8$ or 16 in VAN (see text). (b) Susceptibilities and (c) specific heats of Heisenberg and $XY$ chains.
that even though VAN produces accurate free energies in the temperature range studied here, the performance for the antiferromagnetic Ising limit is not satisfactory, likely due to large Trotter discretization error, and very slow unbolting from localized modes exaggerating the occurrence of local excitations.

The computed susceptibilities shown in Fig. 5(b) again display little dependences on system sizes, and both show maxima at finite temperatures. For the antiferromagnetic case, where SSE solutions are available, the VAN-computed susceptibilities agree well with the Monte Carlo results and exact results. For the XY-like chains, the computed susceptibilities are considerably larger than those in the antiferromagnetic chains as expected, due to the floppiness of spins in this regime. In both cases, the susceptibilities for the long chain ($N = 96$) show slightly larger deviations from references. The computed specific heats are shown in Fig. 5(c), which are in general agreement with the reference values offered and show the maxima at finite temperatures, but have somewhat larger deviation than susceptibilities shown in Fig. 5(b).

IV. CONCLUSION

In summary, we have constructed a variational autoregressive network, which efficiently and accurately represents the partition function of quantum spin systems, which is subsequently solved variationally. An oracle accompanying this VAN approach allows for rejection-free sampling satisfying the requisite boundary condition. Clearly, this approach to quantum statistical problem allows for highly parallelizable solutions of quantum many-body systems at finite temperatures. The oracle, based on a width-first greedy algorithm, results in significant reduction of computational cost compare to generating each spin by VAN, which can be applied to worldline generation in other methods, such as quantum Monte Carlo methods (worldline Monte Carlo, etc) continuous time quantum Monte Carlo, stochastic series expansion). An immediate future direction is to extend this approach to problems at higher dimensions, as well as quantum many-body problems of other types, such as Bose-Hubbard models, t-J models. Another example is the quantum dimer model, where the local constraints can be baffling to cluster-flipping quantum Monte Carlo, the VAN method may provide a viable alternative. A main limitation of VAN method is the fact that its sample generation is sequential, which is not efficient especially when a large number of spins is needed to represent a worldline configuration. A potential direction to explore is how graph neural network offer a better representation of the configuration.
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APPENDIX A. WHEN TO TURN ON ORACLE

In this section, we provide the proof of the lemma used in the paper regarding the onset of unavailable configurations when generating spin configuration on a spacetime lattice. We will have to start with a few definitions before a statement of the lemma is presented. The proof for the lemma is comprised of two propositions.

Definition 1. A checkerboard is a pattern formed by dividing a $N \times H$ rectangle into $N \times H$ unit squares, which are then colored white and dark alternately in both directions. Periodic boundary condition is imposed in the horizontal direction only, so $N$ is even.

The direction along which there are $N$ squares is called horizontal direction, and the other is called vertical direction. In view of the periodic boundary condition, the checkerboard is a finite cylindrical surface and can be stereographically mapped onto an annulus, of which WLOG the inner circle is the bottom edge, and the outer circle the upper edge, as shown in Fig. A-1.

**Definition 2.** Corners of the $N \times H$ squares are called grid points. A $B \times H$ checkerboard has $N \times (H + 1)$ grid points.

The locations of a grid point is specified by an ordered doublet, $(n, h), n = 1, \ldots, N, h = 1, \ldots, H + 1$. For the problem we will discuss, there are $k$ points located at distinct grid points, $\{x|x \in \mathbb{Z}, 1 \leq x \leq N\}$, on the bottom edge, and $k$ points on the top edge at $\{y|y \in \mathbb{Z}, 1 \leq y \leq N\}$.

Definition 3. A path connects pair of grid points on the top and bottom edges of the checker board, and is as a
collection of connected and directed line segments. Every line segment is upward directed starting and ending on grid points, and is either vertical or a diagonal of a dark square.

When $H$ is small, a path may be be found for a pair of edge points. The question is: what is the lower bound of $H$ for a given $N$, a path can be found for a pair of edge points. What if there are more than one pair of points? The answer is Lemma 1:

**Lemma 1.** When $H \geq N/2+1$, a set of paths can always be found connecting $k \leq N$ arbitrary grid points on the lower edge to $k$ arbitrary grid points on the top edge.

The proof for Lemma 1 consists of two proposition/definitions.

**Proposition/Definition 1.** On each of two concentric circles lie $k$ points. $N$ rays from the center can be drawn to partition the plane into $N$ sections. For an arbitrary $N$, we can always find a partitioning where the two arcs in each section have identical numbers of points, and the angle made by abutting rays are less than or equal to $180^\circ$.

Proposition 1 can be demonstrated by a constructive procedure for achieving this kind of partitioning. So long as $k \geq 1$, there must a point such that if we draw a ray through it and rotate the ray clockwise through an angle $\leq 180^\circ$, the first point the ray encounters lies on the other circle. We then draw rays through this pair of points to create a section, and erase this pair of points. Repeating the above process $k$ times, we will have $k$ sections each containing a pair of points located on the two circles. To obtain the final partitioning, we take unions of overlapping and neighboring sections with the constraint that the angle subtended by a final section is no greater than $180^\circ$.

As a consequence of Proposition 1, we can partition the checkerboard into non-empty sections, and in each section there are equal number of points on the top and bottom edges, and the horizontal separations between points are no greater than $N/2$. The partitioning resulted from the above algorithm is usually not unique, and may not be the simplest; Proposition/Definition 1 merely asserts its existence. In $\sigma$th section, we number the points on the top and bottom edges separately, as $i_\sigma = 1 \ldots n_\sigma$ in increasing order from left to right.

**Proposition/Definition 2.** In a unidirectional section $\sigma$, $x(i_\sigma) \leq y(i_\sigma)$ for all $i_\sigma$. If its width $+1 \leq H$, then the points on the top and bottom edges can be pair-wise connected by nonintersecting paths.

**Proof.** We first show that in a contiguous section $\sigma$ where $\{x(i_\sigma)\}$ are consecutive integers and so are $\{y(i_\sigma)\}$ (which then is unidirectional), pairwise paths can be constructed. WLOG, we suppose $\ell_\sigma = y(1_\sigma) - x(1_\sigma) \geq 0$.

In the first step, a path connecting the last ($n_\sigma$th) pair of points is constructed by the procedure: starting at $(x(n_\sigma), 1)$ we draw a vertical line to the first grid point $(x(n_\sigma), h_\sigma)$ upper-right to whom a dark square lies, and draw along the diagonals to the grid point beneath $y(n_\sigma)$, and then draw a vertical line to reach the top edge. Since $H \geq \ell_\sigma + 1$, this path can always be drawn.

Subsequently, similar procedure is performed consecutively for each pair to the left: a vertical line is drawn from $(x(n_\sigma - j), 1)$ to $(x(n_\sigma - j), h_\sigma + j)$, which then continues diagonally upward and to the right till beneath $y(n_\sigma - j)$ and then continues upward. The diagonal part of the path can be completed if

$$H - (h_\sigma + n_\sigma - 1) \geq \ell_\sigma.$$ 

Since $\ell_\sigma + n_\sigma \leq H$ and $h_\sigma = 0$ or 1, the inequality holds.

For a unidirectional section that is not contiguous, paths can be constructed from those of an auxiliary contiguous section with the same numbers of points on the top and bottom edges at $\{\hat{x}(j_\sigma)\}$ and $\{\hat{y}(j_\sigma)\}$, respectively, where $\hat{x}(1) = x(1_\sigma)$, $\hat{y}(n_\sigma) = y(n_\sigma)$. Now starting at $(x(j_\sigma), 1)$ a path will travel upward till it meets auxiliary path $j_\sigma$, then travels along with the path $j_\sigma$ until beneath $y(j_\sigma)$, and then continues vertically to $(y(j_\sigma), H+1)$. This is always possible since $\hat{x}(j_\sigma) \leq x(j_\sigma)$ and $\hat{y}(j_\sigma) \geq y(j_\sigma)$.

Obviously, each non-unidirectional section can always be further divided into unidirectional sections. The proof for Lemma 1 is completed. Incidentally, since the paths constructed in our proof always travel from the starting point on the lower edge toward the end point in the horizontal direction, we come to a corollary:

**Corollary 1.** If $H \geq N/2+1$, at least one greedy solution exists.

**APPENDIX B. EXACT DIAGONALIZATION**

We exactly diagonalize the many-body Hamiltonian of short spin chains to provide a reference for the results from VAN. The many-body Hamiltonian is constructed on a basis of spin configurations $|\{s^z\}| = \Pi_j |s^z_j\rangle$. Rewriting Eq. (1) as

$$H = \sum_j \lambda_j s^z_j s^z_{j+1} + \frac{1}{2} (s^+_j s^-_{j+1} + H.c.)$$  

(A-1)
where \( s^+_j = s^x_j + i s^y_j \), and \( B = 0 \).

For example, the basis of a two-spin system can be chosen as \(|\downarrow\downarrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\uparrow\uparrow\rangle\), and the Hamiltonian matrix will be

\[
H_{N=2} = J \begin{pmatrix}
\lambda/4 & 0 & 0 & 0 \\
0 & -\lambda/4 & 1/2 & 0 \\
0 & 1/2 & -\lambda/4 & 0 \\
0 & 0 & 0 & \lambda/4 \\
\end{pmatrix}
\]  
\( (A-2) \)

We can see that in \((A-2)\) the Hamiltonian matrix is block diagonal, which is a natural result from the conservation of total spins. In general, the N-spins Hamiltonian has \( N+1 \) blocks \( H_{N,n_\uparrow} \), where \( n_\uparrow = 0, 1, \ldots, N \) is the number of up-spins. Computing the eigenvalues \( E^{(i)}_{N,n_\uparrow} \) of \( H_{N,n_\uparrow} \), using *numpy* offered in standard python, where \( i = 1, 2, \ldots, \frac{N!}{n_\uparrow!(N-n_\uparrow)!} \), we obtain the partition function as

\[
Z = Tr[e^{-\beta H_N}] = \sum_{n_\uparrow} \sum_i e^{-\beta E^{(i)}_{N,n_\uparrow}}.
\]  
\( (A-3) \)

---
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