UNIVERSAL EXTENSION CLASSES FOR $GL_2$

CHRISTOPHER M. DRUPIESKI

Abstract. In this note we give a new existence proof for the universal extension classes for $GL_2$ previously constructed by Friedlander and Suslin via the theory of strict polynomial functors. The key tool in our approach is a calculation of Parker showing that, for suitable choices of coefficient modules, the Lyndon–Hochschild–Serre spectral sequence for $SL_2$ relative to its first Frobenius kernel stabilizes at the $E_2$-page. Consequently, we obtain a new proof that if $G$ is an infinitesimal subgroup scheme of $GL_2$, then the cohomology ring $H^\bullet(G, k)$ of $G$ is a finitely-generated noetherian $k$-algebra.

1. Introduction

In this note we give a new existence proof for the universal extension classes for $GL_2$ previously constructed by Friedlander and Suslin via the theory of strict polynomial functors. These classes have also been exhibited without recourse to strict polynomial functors by van der Kallen [5, Lemma 4.7]. The key tool in our approach is a calculation of Parker showing that, for suitable choices of coefficient modules, the Lyndon–Hochschild–Serre spectral sequence for $SL_2$ relative to its first Frobenius kernel stabilizes at the $E_2$-page. Consequently, we obtain a new proof that if $G$ is an infinitesimal subgroup scheme of $GL_2$, then the cohomology ring $H^\bullet(G, k)$ of $G$ is a finitely-generated noetherian $k$-algebra. Using Parker’s recursive formulas for computing higher extensions between modules for $SL_2$, we also obtain the fact that the universal extension classes for $GL_2$ are unique up to scalar multiples (Theorem 4.5); this is a sharper result than the existence statement given by van der Kallen. Most of the notation in this article is standard, and can be found for example in [3, 4].

2. Preliminaries

Let $G$ be a reduced algebraic group scheme over $k$; we will be primarily interested in the cases $G = GL_2$ and $G = SL_2$. Assume that $G$ is defined over the prime field $\mathbb{F}_p$, and let $F : G \to G$ be the standard Frobenius morphism defining the $\mathbb{F}_p$-structure on $G$. For each integer $r \geq 1$, write $G_r$ for the $r$-th infinitesimal Frobenius kernel of $G$, that is, the scheme-theoretic kernel of the $r$-th iterate $F^r$ of $F$. Given a rational $G$-module $V$, let $V^* = \text{Hom}_k(V, k)$ denote the dual module, and let $V^{(r)}$ denote the $r$-th Frobenius twist of $V$, that is, the rational $G$-module obtained by twisting the structure map for $V$ by $F^r$. Then the action of $G_r$ on $V^{(r)}$ is trivial. If $V$ and $W$ are finite-dimensional rational $G$-modules, then there exists a natural isomorphism of rational cohomology groups $\text{Ext}_{G_r}^\bullet(V, W) \cong \text{Ext}_{G}^\bullet(W^*, V^*)$.
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Next let \( G = SL_2 \). Let \( T \subset SL_2 \) be a maximal torus. Then the character group \( X(T) \) is generated as a free abelian group by the fundamental dominant weight \( \varpi \). Henceforth, we identify \( X(T) \) with \( \mathbb{Z} \) via \( n \varpi \mapsto n \). Under this identification, the set \( X(T)_+ \) of dominant weights identifies with the subset \( \mathbb{N} \) of non-negative integers.

Given \( n \in \mathbb{N} \), write \( L(n) \), \( \Delta(n) \), and \( \nabla(n) \), respectively, for the irreducible, Weyl, and induced modules for \( SL_2 \) of highest weight \( n \). Then \( L(n) \) occurs as the socle of \( \nabla(n) \) and as the head of \( \Delta(n) \), and \( \Delta(n) \cong \nabla(n)^* \). The modules \( \Delta(n) \) and \( \nabla(n) \) are also known, respectively, as the standard and costandard modules for \( SL_2 \) of highest weight \( n \). Taking \( n = 0 \), one has the trivial module \( k = L(0) = \Delta(0) = \nabla(0) \).

Write \( k^2 \) for the natural representation of \( GL_2 \). As an \( SL_2 \)-module, \( k^2 \cong (k^2)^* \), and \( k^2 \cong L(1) \cong \Delta(1) \cong \nabla(1) \). The tensor product \( k^2 \otimes (k^2)^* \cong \text{Hom}_k(k^2, k^2) \) identifies as a \( GL_2 \)-module with \( \mathfrak{gl}_2 \), the adjoint representation of \( GL_2 \). Evidently, \( \mathfrak{gl}_2 \) is self-dual as an \( SL_2 \)-module. If \( p \neq 2 \), then \( L(2) \cong \Delta(2) \cong \nabla(2) \cong \mathfrak{sl}_2 \), the adjoint representation for \( SL_2 \), and the tensor product \( k^2 \otimes (k^2)^* \cong L(1) \otimes L(1) \) is isomorphic as an \( SL_2 \)-module to the direct sum \( L(0) \oplus L(2) \). Indeed, if \( p \neq 2 \), then the inclusion of the trivial module into \( \text{Hom}_k(k^2, k^2) \) as the scalar multiples of the identity splits via the trace map. On the other hand, if \( p = 2 \), then one still has \( \Delta(2) \cong \mathfrak{sl}_2 \), but \( L(1) \otimes L(1) \) is isomorphic to \( T(2) \), the indecomposable tilting module for \( SL_2 \) of highest weight 2. At any rate, for all primes there exist short exact sequences of \( SL_2 \)-modules

\[
\begin{align*}
0 &\rightarrow \nabla(0) \rightarrow L(1) \otimes L(1) \rightarrow \nabla(2) \rightarrow 0, \quad \text{and} \\
0 &\rightarrow \Delta(2) \rightarrow L(1) \otimes L(1) \rightarrow \Delta(0) \rightarrow 0;
\end{align*}
\]

cf. [\text{I}] \[1\]. In particular, \( \mathfrak{gl}_2 \cong L(1) \otimes L(1) \) admits a Weyl filtration with sections \( \Delta(2) \) and \( \Delta(0) \).

As is customary, we identify the blocks of \( SL_2 \) with subsets of \( \mathbb{N} \) via \( L(n) \mapsto n \). Let \( \lambda, \mu \in \mathbb{N} \), and write \( \lambda = pa+i \) and \( \mu = pb+j \), with \( a, b \in \mathbb{N} \) and \( 0 \leq i, j < p-1 \).

If \( i = p - 1 \), then \( \mu \) is in the same block as \( \lambda \) only if \( j = p - 1 \). If \( i \neq p - 1 \), then \( \mu \) is in the same block as \( \lambda \) only if either \( a - b \) is even and \( i = j \), or if \( a - b \) is odd and \( j = p - 2 - i \). In particular, if \( s \geq 1 \), then \( \lambda \) lies in the same block as \( 2p^s \) only if either \( a \) is even and \( i = 0 \), or if \( a \) is odd and \( i = p - 2 \). In this paper we apply various recursive formulas developed by Parker [\text{I}] for computing the higher extension groups between certain classes of rational \( SL_2 \)-modules. In order to simplify the statements of some formulas, we sometimes include more summands than are written in the formulas’ original statements. This causes no harm, since the extra summands will correspond to extension groups between modules whose highest weights lie in different blocks for \( SL_2 \), and hence will be zero.

3. Existence of universal extension classes for \( SL_2 \)

The first theorem of this section is the analogue for \( SL_2 \) of \text{[2]} Theorem 1.2.

**Theorem 3.1.** For each \( r \geq 1 \), there exists a rational cohomology class

\[
e_r \in \text{Ext}^{2p^{r-1}}_{SL_2}(k, \mathfrak{g}l_2^{(r)})
\]

that restricts nontrivially to \( \text{Ext}^{2p^{r-1}}_{(SL_2)_1}(k, \mathfrak{g}l_2^{(r)}) \).

**Proof.** Set \( G = SL_2 \), and consider the Lyndon–Hochschild–Serre (LHS) spectral sequence

\[
E_2^{m,n} = \text{Ext}^n_{G/G_1}(k, \text{Ext}^m_{G_1}(k, \mathfrak{g}l_2^{(r)})) \Rightarrow \text{Ext}^{m+n}_{G}(k, \mathfrak{g}l_2^{(r)}).
\]
Since \( \mathfrak{gl}_2 \) is self-dual as an \( SL_2 \)-module, the spectral sequence may be rewritten as
\[
(3.1) \quad E_2^{n,n} = \mathrm{Ext}_G^n(k, \mathrm{Ext}_G^0(\mathfrak{gl}_2^r, k)) \Rightarrow \mathrm{Ext}_G^{n+n}(\mathfrak{gl}_2^r, k).
\]
By [3, §4.1] (cf. especially the second-to-last paragraph on page 394), this spectral sequence stabilizes at the \( E_2 \)-page. Specifically, taking \( i = a = 0 \) and \( N = (\mathfrak{gl}_2^r) \) in the last spectral sequence on page 394 of [4] if \( p \geq 3 \), or in the second spectral sequence on page 395 of [4] if \( p = 2 \), one obtains for \( q \geq 0 \) the vector space decomposition
\[
(3.2) \quad \mathrm{Ext}_G^q(\mathfrak{gl}_2^r, k) \cong \bigoplus_{n=0}^q E_2^{q-n,n} \cong \bigoplus_{n=0}^q \mathrm{Ext}_G^{q-n}(\mathfrak{gl}_2^{r-1}, \nabla(n)).
\]

Since (3.1) stabilizes at the \( E_2 \)-page, one has for each \( n \geq 0 \) that \( E_2^{0,n} \) consists entirely of permanent cycles. On the other hand, by standard properties of the LHS spectral sequence, the vertical edge map
\[
\mathrm{Ext}_G^0(\mathfrak{gl}_2^r, k) \to E_2^{0,n} = \mathrm{Hom}_{G/G_1}(k, \mathrm{Ext}_G^n(\mathfrak{gl}_2^r, k)),
\]
which identifies with the cohomological restriction map from \( G \) to \( G_1 \), has as its image precisely the space of permanent cycles in \( E_2^{0,n} \). Thus, one concludes that restriction from \( G \) to \( G_1 \) induces for each \( n \geq 0 \) a surjective map
\[
\mathrm{Ext}_G^n(\mathfrak{gl}_2^r, k) \to E_2^{0,n} = \mathrm{Hom}_{G/G_1}(k, \mathrm{Ext}_G^n(\mathfrak{gl}_2^r, k)) \cong \mathrm{Hom}_G(\mathfrak{gl}_2^{r-1}, \nabla(n)).
\]

Now to prove the theorem, it suffices only to show for each \( r \geq 1 \) that
\[
E_2^{0,2p-1} \cong \mathrm{Hom}_G(\mathfrak{gl}_2^{r-1}, \nabla(2^{p-1})) \cong \mathrm{Hom}_{G_{r-1}}(\mathfrak{gl}_2^{r-1}, \nabla(2^{p-1} G_{r-1}))
\]
is nonzero. Since \( \nabla(n) = \mathrm{ind}_{G_2}(n) \), where \( B \) is the “negative” Borel subgroup of \( G \) containing \( T \), it follows from [3, I.6.12(a)] that \( \nabla(2^{p-1} G_{r-1}) = \nabla(2^{p-1}) \) as \( G/G_{r-1} \)-modules. Then
\[
\mathrm{Hom}_{G_{r-1}}(\mathfrak{gl}_2^{r-1}, \nabla(2^{(r-1)})) \cong \mathrm{Hom}_G(\mathfrak{gl}_2, \nabla(2)).
\]
Since \( \mathfrak{gl}_2 \) admits a Weyl filtration, the dimension of this last Hom-space is equal by [3, II.4.19] to the multiplicity with which \( \Delta(2) \) occurs in such a filtration. Thus, we conclude by the remarks of Section 2 that \( \mathrm{Hom}_G(\mathfrak{gl}_2, \nabla(2)) \) is one-dimensional, and hence that \( E_2^{0,2p-1} \) is nonzero. \( \square \)

Next we compute the dimension of the cohomology group \( \mathrm{Ext}_{SL_2}^{2p-1}(k, \mathfrak{gl}_2^r) \).

**Theorem 3.2.** Let \( r \geq 1 \). Then \( \mathrm{Ext}_{SL_2}^{2p-1}(k, \mathfrak{gl}_2^r) \) is one-dimensional. In particular, restriction from \( SL_2 \) to \( (SL_2)_1 \) defines an isomorphism
\[
\mathrm{Ext}_{SL_2}^{2p-1}(k, \mathfrak{gl}_2^r) \cong \mathrm{Ext}_{(SL_2)_1}^{2p-1}(k, \mathfrak{gl}_2^r)^{SL_2}.
\]

**Proof.** Set \( G = SL_2 \) and \( q = 2p-1 \). We saw in the proof of Theorem 3.1 that
\[
(3.3) \quad \mathrm{Ext}_G^q(k, \mathfrak{gl}_2^r) \cong \bigoplus_{n=0}^q \mathrm{Ext}_G^{q-n}(\mathfrak{gl}_2^{r-1}, \nabla(n))
\cong \bigoplus_{n=0}^q \mathrm{Ext}_G^{q-n}(\Delta(n), \mathfrak{gl}_2^{r-1}),
\]
and that the \( n = q \) summand in this direct sum identifies with \( \mathrm{Ext}_G^q(k, \mathfrak{gl}_2^r)^{G} \) and is one-dimensional. Then to prove the theorem it suffices to show that the other summands in (3.3) are zero.
Twisting a module by an iterate of the Frobenius morphism is an exact functor, so applying the Frobenius twist \((-)^{(r)}\) to (2.11), one obtains the new short exact sequence
\[
0 \to k \to \mathfrak{g}^{(r)}_2 \to \nabla(2)^{(r)} \to 0.
\]
One obtains a similar short exact sequence upon applying \((-)^{(r-1)}\) to (2.11). Then considering the associated long exact sequences in cohomology, and applying the fact that all higher extensions of induced modules by Weyl modules split [3 II.4.13], it follows that
\[
\text{Ext}^q_G(k, \mathfrak{g}^{(r)}_2) \cong \text{Ext}^q_G(k, \nabla(2)^{(r)}) \cong \bigoplus_{n=0}^q \text{Ext}^{q-n}_G(\Delta(n), \nabla(2)^{(r-1)}).
\]

Now if \(r = 1\), the summands with \(n \neq q\) are all zero by [3 II.4.13], so assume for the remainder of the proof that \(r \geq 2\).

Write \([\cdot]\) for the greatest integer function. Then [4, Theorem 6.1] asserts that if \(\Delta(n)\) lies in the same block as \(\nabla(2)^{(r-1)}\), then
\[
\text{Ext}^{q-n}_G(\Delta(n), \nabla(2)^{(r-1)}) \cong \bigoplus_{i=0}^{q-n} \text{Ext}^{q-n-i}_G(\Delta([n/p] + i), \nabla(2)^{(r-2)}).
\]
Applying this formula recursively, it follows that \(\text{Ext}^q_G(k, \nabla(2)^{(r)})\) can be rewritten as a direct sum of various extension groups \(\text{Ext}^q_G(\Delta(b), \nabla(2))\) with \(a, b \in \mathbb{N}\). Moreover, such an extension group is nonzero only if \(a = 0\) and \(b = 2\), and when nonzero it is exactly one-dimensional [3 II.4.13].

Let us call the right-hand side of (3.4) the first step in the recursion to compute \(\text{Ext}^q_G(k, \nabla(2)^{(r)})\). Then for \(m \geq 1\), the \((m+1)\)-th step in the recursion is obtained by applying [4, Theorem 6.1] to all of the nonzero terms from the \(m\)-th step in the recursion. Thus, \(\dim_k \text{Ext}^q_G(k, \nabla(2)^{(r)})\) is equal to the number of times that \(\text{Hom}_G(\Delta(2), \nabla(2))\) occurs in the \(r\)-th step of the recursion. For example, starting with the expression \(\text{Hom}_G(\Delta(2^{p^{r-1}}), \nabla(2)^{(r-1)})\), the subsequent steps of the recursion yield the Hom-groups \(\text{Hom}_G(\Delta(2^{p^{r-s}}), \nabla(2)^{(r-s)})\) for \(2 \leq s \leq r\), resulting finally in a single copy of \(\text{Hom}_G(\Delta(2), \nabla(2))\). We claim that this is the only copy of \(\text{Hom}_G(\Delta(2), \nabla(2))\) that occurs in the \(r\)-th step of the recursion.

First, suppose that in some step of the recursion there occurs a nonzero extension group of the form \(\text{Ext}^a_G(\Delta(b), \nabla(2)^{(s)})\) with \(a + b < 2p^s\) (so by (3.4), this expression occurs in the second step of the recursion or beyond). Then from the recursion formula, and recalling the discussion for when a weight can be in the same block as \(2p^{s+1}\), it follows that there exists \(i \in \mathbb{N}\) such that in the previous step of the recursion, there is a nonzero extension group of the form
\[
\begin{align*}
\text{Ext}^{a+i}_G(\Delta(p(b - i)), \nabla(2)^{(s+1)})) & \quad \text{if } b - i \text{ is even, or} \\
\text{Ext}^{a+i}_G(\Delta(p(b - i) + (p - 2)), \nabla(2)^{(s+1)}) & \quad \text{if } b - i \text{ is odd.}
\end{align*}
\]
Now
\[
(a + i) + p(b - i) + p - 2 = (a + b) + (p - 1)(b + 1) - (p - 1)i - 1
\leq 2p^s + (p - 1)(b + 1)
\leq 2p^s + (p - 1)(2p^s) = 2p^{s+1}.
\]
This shows that, whether \(b - i\) is even or odd, the immediate precursor in the recursion to the extension group \(\text{Ext}^a_G(\Delta(b), \nabla(2)^{(s)})\) is an extension group of the form \(\text{Ext}^c_G(\Delta(d), \nabla(2)^{(s+1)})\) with the property \(c + d < 2p^{s+1}\). This is a contradiction, because, working backwards to the first step in the recursion, each extension group \(\text{Ext}^{q-n}_G(\Delta(n), \nabla(2)^{(r-1)})\) in the right-hand side of (3.4) satisfies the property
\[(q - n) + n = 2p^{r-1}.\] Thus, we conclude that at no point in the recursion can there be an extension group of the form \(\text{Ext}^i_G(\Delta(b), \nabla(2)^{(s)})\) with \(a + b < 2p^s\).

Now consider the possible precursors in the recursion to \(\text{Hom}_G(\Delta(2), \nabla(2))\). From the recursion formula, and from the conditions for a weight to be in the same block as \(2p^s\), the only possible immediate precursors to \(\text{Hom}_G(\Delta(2), \nabla(2))\) are \(\text{Hom}_G(\Delta(2p^s), \nabla(2)^{(s)})\), \(\text{Ext}^i_G(\Delta(p + (p - 2)), \nabla(2)^{(1)})\), and \(\text{Ext}^i_G(\Delta(0), \nabla(2)^{(1)})\), though the discussion of the previous paragraph shows that the latter two possibilities cannot occur. Similarly, given \(s \geq 1\), the possible immediate precursors to \(\text{Hom}_G(\Delta(2p^s), \nabla(2)^{(s)})\) are of the form

\[
\text{Ext}^i_G(\Delta(p(2p^s - i)), \nabla(2)^{(s+1)}) \quad \text{if } 2p^s - i \text{ is even, or}
\]

\[
\text{Ext}^i_G(\Delta(p(2p^s - i) + (p - 2)), \nabla(2)^{(s+1)}) \quad \text{if } 2p^s - i \text{ is odd,}
\]

for some \(i \in \mathbb{N}\). If \(i \geq 1\), then

\[
i + p(2p^s - i) + (p - 2) = 2p^{s+1} - (p - 1)i + (p - 2) \\
\leq 2p^{s+1} - (p - 1) + (p - 2) \\
= 2p^{s+1} - 1 < 2p^{s+1}.
\]

Thus, the previous paragraph shows that the only possible immediate precursor in the recursion to \(\text{Hom}_G(\Delta(2p^s), \nabla(2)^{(s)})\) is \(\text{Hom}_G(\Delta(2p^{s+1}), \nabla(2)^{(s+1)})\), and from this it follows that the only nonzero expressions occurring in the recursion are those already given above, namely, \(\text{Hom}_G(\Delta(2p^{r-s}), \nabla(2)^{(r-s)})\) for \(0 \leq s \leq r\). This proves the claim, and hence establishes that the only nonzero summand in \(\mathbb{E}_3\) is the summand with \(n = q\).

As a corollary of the proof, we have:

\textbf{Corollary 3.3.} Let \(r \geq 1\), and let \(0 \leq n < 2p^r\). Then

\[
\text{Ext}^{2p^r-n}_{SL_2}(\Delta(n), \text{gl}_2^{(r)}) = \text{Ext}^{2p^r-n}_{SL_2}(\Delta(n), \nabla(2)^{(r)}) = 0.
\]

4. Generalization to \(GL_2\)

In this section we show that analogues of Theorems 3.1 and 3.2 hold with \(SL_2\) replaced by \(GL_2\). This gives a new existence proof for the universal extension classes for \(GL_2\) first constructed by Friedlander and Suslin via the theory of strict polynomial functors. First we require a general result about restriction from \(GL_n\) to \(SL_n\):

\textbf{Proposition 4.1.} Let \(n \geq 2\), and let \(V\) and \(W\) be rational \(GL_n\)-modules, considered also as rational \(SL_n\)-modules by restriction. Suppose that the center of \(GL_n\) acts trivially on both \(V\) and \(W\). Then restriction from \(GL_n\) to \(SL_n\) defines an isomorphism of rational cohomology groups

\[
\text{Ext}^*_{GL_n}(V, W) \cong \text{Ext}^*_{SL_n}(V, W).
\]

\textbf{Proof.} Given \(V\) and \(W\), consider the associated LHS spectral sequence

\[
E_2^{i,j} = \text{Ext}^i_{GL_n/SL_n}(k, \text{Ext}^j_{SL_n}(V, W)) \Rightarrow \text{Ext}^{i+j}_{GL_n}(V, W).
\]

The quotient group \(GL_n/SL_n\) is isomorphic to the multiplicative group \(\mathbb{G}_m\), a diagonalizable group scheme. Then by \([3]\) I.4.3, one has \(E_2^{i,j} = 0\) for all \(i > 0\), so
the spectral sequence collapses to the first column, and it follows that restriction from $GL_n$ to $SL_n$ induces an isomorphism

$$\text{Ext}^\bullet_{GL_n}(V, W) \cong \text{Ext}^\bullet_{SL_n}(V, W)^{GL_n/SL_n}.$$ 

Then to finish the proof, it suffices to show that the action of $GL_n$ on $\text{Ext}^\bullet_{SL_n}(V, W)$ is trivial. Since taking fixed points commutes with scalar extension \cite[I.2.10(3)]{Kap}, we may assume for the rest of the proof that the field $k$ is algebraically closed. In this case $GL_n(k)$ is dense in $GL_n$ \cite[I.6.16]{Kap}, so it suffices further to show that the action of $GL_n(k)$ on $\text{Ext}^\bullet_{SL_n}(V, W)$ is trivial.

Write $Z$ for the center of $GL_n$. Recall that the action of $GL_n$ on $\text{Ext}^\bullet_{SL_n}(V, W)$ is induced by the conjugation action of $GL_n$ on $SL_n$ together with the given actions of $GL_n$ on $V$ and $W$ \cite[I.6.7]{Kap}. Also, $SL_n$ acts trivially on $\text{Ext}^\bullet_{SL_n}(V, W)$ for any pair of rational modules $V$ and $W$. Since the conjugation action of $Z$ on $SL_n$ is trivial, and since $Z$ acts trivially on $V$ and $W$ by assumption, the induced action of $Z$ on $\text{Ext}^\bullet_{SL_n}(V, W)$ is trivial. But, using the fact that $k$ contains arbitrary $n$-th roots, $GL_n(k)$ is generated as an abstract group by $Z(k)$ and $SL_n(k)$. Specifically, if $A \in GL_n(k)$ and $a \in k$ is any fixed $n$-th root of $\det(A)$, then $A = (A \cdot a^{-1}I_n) \cdot (aI_n) \in SL_n(k) \cdot Z(k)$, where $I_n$ denotes the $n \times n$ identity matrix. Thus, we conclude that $GL_n(k)$ acts trivially on $\text{Ext}^\bullet_{SL_n}(V, W)$, and hence so does the full group scheme $GL_n$. \hfill \Box

Remark 4.2. Since $(GL_n)/1/(SL_n) \cong (G_m)_1$ is a diagonalizable group scheme, an argument completely analogous to that in the above proof shows that if $V$ and $W$ are rational $(GL_n)_1$-modules, then restriction from $(GL_n)_1$ to $(SL_n)_1$ defines an isomorphism

$$\text{Ext}^\bullet_{(GL_n)_1}(V, W) \cong \text{Ext}^\bullet_{(SL_n)_1}(V, W)^{(GL_n)_1/(SL_n)_1}.$$ 

In particular, restriction from $(GL_n)_1$ to $(SL_n)_1$ is injective.

Remark 4.3. It is not true in general that if $V$ and $W$ are rational $GL_n$-modules that restriction from $GL_n$ to $SL_n$ defines an isomorphism of rational cohomology groups. Indeed, choose rational $GL_n$-modules $V$ and $W$ such that $\text{Ext}^\bullet_{SL_n}(V, W)$ is nonzero, and write det for the 1-dimensional determinant representation of $GL_n$. Then $W \otimes \text{det} \cong W$ as rational $SL_n$-modules, and

$$\text{Ext}^\bullet_{SL_n}(V, W \otimes \text{det}) \cong \text{Ext}^\bullet_{SL_n}(V, W) \otimes \text{det}$$

as rational $GL_n$-modules. The action of $GL_n$ on the cohomology spaces in (4.1) factors through the quotient $GL_n/SL_n \cong G_m$. Now $GL_n$ will act nontrivially on at least one of the cohomology spaces $\text{Ext}^\bullet_{SL_n}(V, W)$ and $\text{Ext}^\bullet_{SL_n}(V, W) \otimes \text{det}$, so either $\text{Ext}^\bullet_{GL_n}(V, W) \not\cong \text{Ext}^\bullet_{SL_n}(V, W)$ or $\text{Ext}^\bullet_{GL_n}(V, W \otimes \text{det}) \not\cong \text{Ext}^\bullet_{SL_n}(V, W \otimes \text{det})$, because the action of $GL_n$ on $\text{Ext}^\bullet_{GL_n}(V, W)$ and $\text{Ext}^\bullet_{GL_n}(V, W \otimes \text{det})$ is trivial.

The center of $GL_n$ acts trivially on the adjoint representation, hence also on any Frobenius twist of it. Then a special case of Proposition 4.1 is:

Corollary 4.4. Let $r \geq 1$. Then restriction from $GL_n$ to $SL_n$ defines an isomorphism

$$\text{Ext}^\bullet_{GL_n}(k, gl^{(r)}_n) \cong \text{Ext}^\bullet_{SL_n}(k, gl^{(r)}_n).$$

We now obtain the main theorem of this section:
Theorem 4.5. Let \( r \geq 1 \). Then \( \text{Ext}_{GL_2}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) \) is one-dimensional, and restriction from \( GL_2 \) to \( (GL_2)_1 \) defines an isomorphism

\[
\text{Ext}_{GL_2}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) \cong \text{Ext}_{(GL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)})^{GL_2}.
\]

In particular, any nonzero class \( e_r \in \text{Ext}_{GL_2}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) \) restricts nontrivially to \( \text{Ext}_{(GL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) \).

Proof. Consider the following commutative diagram of restriction homomorphisms:

\[
\begin{array}{ccc}
\text{Ext}_{GL_2}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) & \xrightarrow{\alpha} & \text{Ext}_{SL_2}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}) \\
\downarrow{\cong} & & \downarrow{\cong} \\
\text{Ext}_{(GL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)})^{GL_2} & \xrightarrow{\beta} & \text{Ext}_{(SL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)})^{SL_2}.
\end{array}
\]

We know that \( \alpha \) and \( \beta \) are isomorphisms by Corollary 4.4 and Theorem 3.2, and that \( \gamma \) is an injection by Remark 4.2. Since \( \beta \circ \alpha \) is a \( GL_2 \)-equivariant isomorphism, we conclude that

\[
\text{Ext}_{(SL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)})^{SL_2} = \text{Ext}_{(SL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)})^{GL_2} = (\text{Ext}_{(SL_2)_1}^{2p^{-1}}(k, \mathfrak{gl}_2^{(r)}))_{(GL_2)_1}/(GL_2)_1,
\]

where the last isomorphism follows from Remark 4.2. Thus, we conclude that \( \gamma \) is an isomorphism, from which it follows that \( \delta \) is an isomorphism as well. This proves the second and third claims of the theorem, while the first follows from the isomorphism \( \alpha \) and Theorem 3.2.

5. Cohomological finite-generation

In this section we describe how Theorem 4.5 can be applied to show that if \( G \) is an infinitesimal subgroup scheme of \( GL_2 \), then the cohomology ring \( H^*(G, k) \) is a finitely-generated \( k \)-algebra. The arguments establishing these facts are essentially the same as those given by Friedlander and Suslin in [2] §1, so we will omit most of the details. The one case where slightly modified arguments are required is the case \( p = 2 \). This is because when working with infinitesimal subgroups of \( GL_n \), Friedlander and Suslin specifically assume \( n \neq 0 \) mod \( p \). To deal with the case \( n \equiv 0 \) mod \( p \), they instead embed their given infinitesimal group \( G \) into a larger general linear group where their general arguments go through. As we have not exhibited universal extension classes for larger general linear groups, this workaround is not available to us and we must argue more directly.

Before describing the necessary modifications to handle the case \( p = n = 2 \), we give some notation in order to state the main theorem. For each \( i \geq 1 \), let \( e_i \in H^{2p^{-1}}(GL_2, \mathfrak{gl}_2^{(i)}) \) be a fixed nonzero cohomology class as in Theorem 4.5. Then as in [2] Remark 1.2.2, we can for each \( j \geq 1 \) pull back \( e_i \) along the \( j \)-th iterate of the Frobenius morphism to obtain a new cohomology class \( e_i^{(j)} \in H^{2p^{-1}}(GL_2, \mathfrak{gl}_2^{(i+j)}) \). Now let \( r \geq 1 \), and let \( G \subset (GL_2)_r \) be an infinitesimal subgroup scheme. Then the
restriction of $\mathfrak{gl}_2^{(r)}$ to $G$ is trivial, so
\[ H^\ast(G, \mathfrak{gl}_2^{(r)}) \cong H^\ast(G, k) \otimes \mathfrak{gl}_2^{(r)} \cong \text{Hom}_k((\mathfrak{gl}_2^{(r)})^\ast, H^\ast(G, k)). \]
Thus, the restriction of $e_i^{(r-i)}$ to $G$ determines a linear map
\[ (\mathfrak{gl}_2^{(r)})^\ast \to H^{2p-1}(G, k), \]
and hence a homomorphism of graded $k$-algebras
\[ S^\ast((\mathfrak{gl}_2^{(r)})^\ast(2p-1)) \to H^\ast(G, k). \]
Here $S^\ast((\mathfrak{gl}_2^{(r)})^\ast(2p-1))$ denotes the symmetric algebra on $(\mathfrak{gl}_2^{(r)})^\ast$, considered as a graded algebra with $(\mathfrak{gl}_2^{(r)})^\ast$ concentrated in degree $2p-1$. Note that if $G = (GL_2)_r$, then $[5.1] \text{ and } [5.2]$ are $GL_2$-equivariant homomorphisms. Taking the product of the maps in $[5.2]$, one obtains a homomorphism of graded algebras $\bigotimes_{i=1}^r S^\ast((\mathfrak{gl}_2^{(r)})^\ast(2p-1)) \to H^\ast(G, k)$. The main theorem of this section is now:

**Theorem 5.1.** Let $G \subset (GL_2)_r$ be an infinitesimal group scheme over $k$. Let $C$ be a commutative $k$-algebra, considered as a trivial $G$-module, and let $M$ be a noetherian $C$-module on which $G$ acts by $C$-linear transformations. Then $H^\ast(G, M)$ is noetherian over $\bigotimes_{i=1}^r S^\ast((\mathfrak{gl}_2^{(r)})^\ast(2p-1)) \otimes C$. In particular, $H^\ast(G, k)$ is a finite module over the polynomial algebra $\bigotimes_{i=1}^r S^\ast((\mathfrak{gl}_2^{(r)})^\ast(2p-1))$, and hence is a finitely-generated noetherian $k$-algebra.

The proof of the theorem is by induction on $r$. For $r = 1$, the key step is to show that the linear map $[5.1]$ coincides, up to a nonzero scalar factor, with the composition of maps
\[ (\mathfrak{gl}_2^{(1)})^\ast \to (\mathfrak{gl}_2^{(1)})^\ast \to H^2(G, k), \]
Here $\mathfrak{g} = \text{Lie}(G)$, the arrow $(\mathfrak{gl}_2^{(1)})^\ast \to (\mathfrak{g}^{(1)})^\ast$ is induced by duality from the inclusion of Lie algebras $\mathfrak{g} \to \mathfrak{gl}_2$, and the map $(\mathfrak{g}^{(1)})^\ast \to H^2(G, k)$ is the horizontal edge map of the May spectral sequence
\[ E_2^{s,t} = S^{s/2}((\mathfrak{g}^{(1)})^\ast) \otimes H^t(\mathfrak{g}, k) \Rightarrow H^{s+t}(G, k); \]
cf. [2] p. 217–218. By the naturality of the May spectral sequence, it suffices to check that the maps coincide in the special case $G = (GL_2)_1$. In this case, $[5.1]$ and $[5.3]$ are both $GL_n$-equivariant homomorphisms. To check that $[5.1]$ and $[5.3]$ coincide in the special case $G = (GL_2)_1$, we have the following analogue of [2] Lemma 1.7] that is valid for fields of arbitrary positive characteristic:

**Lemma 5.2.** Let $r \geq 1$, and let $(\mathfrak{gl}_2^{(r)})^\ast \to H^{2p-1}((GL_2)_1, k)$ be a nonzero $GL_2$-equivariant homomorphism. Then this homomorphism coincides, up to a nonzero scalar factor, with the composition
\[ (\mathfrak{gl}_2^{(r)})^\ast \to S^p((\mathfrak{gl}_2^{(1)})^\ast) \to H^{2p-1}((GL_2)_1, k), \]
where the first arrow raises elements to the $p^{r-1}$ power, and the second arrow is the horizontal edge map of the May spectral sequence.

**Proof.** The map $[5.5]$ is evidently a $GL_2$-module homomorphism. On the other hand,
\[ \text{Hom}_{GL_2}((\mathfrak{gl}_2^{(r)})^\ast, H^{2p-1}((GL_2)_1, k)) \cong H^{2p-1}((GL_2)_1, \mathfrak{gl}_2^{(r)})^{GL_2} \]
is one-dimensional by Theorem 4.5, so any two nonzero $GL_2$-module homomorphisms $(gl^r_2)^* \to H^{2p-1}(GL_2, k)$ must coincide up to a scalar factor. □

With Lemma 5.2 established, the case $r = 1$ of Theorem 5.1 is proven exactly as in [2, p. 217–218], and then the general case of Theorem 5.1 is handled exactly as in [2, p. 219–220]. Repeating the arguments of [2, p. 220–221], the reader can also obtain a new proof that if $G$ is a finite group scheme such that for some finite field extension $k'$ of $k$, the connected component of $G_{k'}$ containing the identity element is an infinitesimal subgroup scheme of $GL_2$, then the cohomology ring $H^*(G, k)$ is a finitely-generated $k$-algebra, and $H^*(G, M)$ is a finitely-generated $H^*(G, k)$-module for any rational $G$-module $M$.
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