Shift current bulk photovoltaic effect influenced by quasiparticles and excitons
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We compute the shift current bulk photovoltaic effect (BPVE) in bulk BaTiO$_3$ and two-dimensional monochalcogenide SnSe considering quasi-particle corrections and exciton effects. We explore changes in shift current peak position and magnitude reduction due to band renormalization. For BaTiO$_3$, we demonstrate that shift current is reduced near the band edge due to exciton effects. Comparison of these results with experiments on BaTiO$_3$ indicate that the mechanism other than shift current may be contributing to BPVE. Additionally, we reveal that the shift current near the band gap shows only a small change due to excitons in two-dimensional SnSe, suggesting that the thin film geometry provides a feasible way to reduce the exciton effect on the shift current. These results suggest that many-body corrections are important for accurate assessments of bulk photovoltaic materials and to understand the mechanisms behind the BPVE.

The bulk photovoltaic effect (BPVE), which has also been referred to as the “photogalvanic effect”, is a resonant nonlinear process where photocurrent is generated in the bulk of materials\cite{1,2}. The BPVE requires a lack of inversion symmetry, allowing an asymmetric photoexcitation of carriers\cite{3,4}. Because the photovoltage is not limited by the band-gap energy, and a p-n junction or interface is not required, the BPVE in ferroelectrics has attracted a lot of attention\cite{6,8}. Ferroelectric oxide materials including BaTiO$_3$\cite{9,11}, LiNbO$_3$\cite{12,13} and BiFeO$_3$\cite{14,17} have been widely studied for their photovoltaic properties, with substantial effort devoted to understanding their origins. Deeper understanding of photovoltaic effects is crucial for the discovery and the design of new types of ferroelectric semiconductors, including organic and hybrid materials\cite{18,19}, topological materials\cite{20}, and layered two-dimensional materials\cite{21} for BPVE applications. More than one mechanism could contribute to the DC photocurrent, including the shift current\cite{2,22} and the ballistic current\cite{23,25}, with their relative magnitudes currently under debate. The shift current is the result of the movement of the center of charge during optical excitation, e.g., transitions from valence to conduction bands. In similar fashion, transitions from defect levels to conduction bands should give rise to shift currents as well. In this paper, we focus on the shift current, which has been a topic of current research, and show that many-body effects which are often neglected in its computation give rise to sizable corrections.

Comparisons of the experimentally measured BPVE in ferroelectric BaTiO$_3$\cite{10,11} and BiFeO$_3$\cite{26} with first-principles DFT calculations\cite{17,27} suggests that shift current is responsible for a significant portion of the BPVE in ferroelectrics. However, these conclusions were drawn from calculations neglecting quasi-particle corrections and excitonic effects, and should be revised with these many-body effects taken into account. Similarly, many theoretical predictions of shift current in new materials are routinely made without these many-body effects taken into account.

In the present Letter, we study the shift current with quasiparticle GW corrections and excitonic effects in the typical perovskite oxide BaTiO$_3$ and large BPVE two-dimensional monochalcogenide SnSe\cite{28,30}. These many-body effects work to redistribute the spectral weight of the shift current response. In general, there is a tendency for the shift-current response to be reduced by the exciton effects, although the behaviors are different for bulk material and two-dimensional materials, as we show below.

In Refs.\cite{2,27,31}, shift current is calculated within perturbation theory, with the monochromatic electric field treated classically, taking the form $E_s(t) = E_s(\omega) e^{i\omega t} + E_s(-\omega) e^{-i\omega t}$. The second order response function for the shift current includes transitions of electrons to all unoccupied bands,

$$j_Q(\omega) = \sum_s \sigma_{ssQ}(0, \omega, -\omega) E_s(\omega) E_s(-\omega)$$

$$\sigma_{ssQ}(0, \omega, -\omega) = \frac{\pi e^2}{\hbar^2} \int \frac{dk}{4\pi^2} \sum_{nm} f_{mn} r_s(m, n, k)$$

$$\times r_s(n, m, k) R_Q(m, n, k) \delta(\omega_{mn} \pm \omega)$$

(1)

where $n$ and $m$ are the band indices, $k$ is the wave vector, $f_{mn} = f_m - f_n$ is the Fermi-Dirac occupation number, $\omega_{mn} = \omega_m - \omega_n$ is the band energy difference and $\sigma_{ssQ}$ is a third-rank tensor giving current density $J$ as a response to monochromatic electromagnetic field $E$.

The expression is composed of the effective position matrix elements $r_s(m, n, k)$ and the so-called “shift vector” $R_Q(m, n, k)$:

$$r_s(m, n, k) \equiv \frac{v_s(m, n, k)}{i\omega_{mn}} = \frac{\langle m k | v_s | n k \rangle}{i\omega_{mn}}$$

$$R_Q(m, n, k) = -\frac{\partial \phi(m, n, k)}{\partial Q} - (A_Q(n, n, k) - A_Q(m, m, k))$$

(2)
Here, \( \nu(m, n, \mathbf{k}) \) are velocity matrix elements, \( A(m, m, \mathbf{k}) \) are Berry connections for band \( m \), and \( \phi(m, n, \mathbf{k}) \) is the phase of the momentum matrix element between bands \( m \) and \( n \).

The wave functions and eigenvalues were generated using the plane-wave density functional theory (DFT) package Quantum ESPRESSO with the generalized gradient approximation (GGA) exchange correlation functional. Norm-conserving, designed nonlocal pseudopotentials \([32, 33]\) were produced using the OPIUM package. Quasiparticle corrections to the nonlinear conductivity \( \sigma \) were made by using GW-renormalized matrix elements \([34]\) and quasiparticle energies in Eq. 1 (See Eq. S6 for details). The current density induced by an external light source depends not only on the nonlinear conductivity, but also on the attenuation of the light field within the material. To account for this effect, we consider corrections to the dielectric function at the GW+Bethe Salpeter Equation (BSE) level. The BSE

\[
(\varepsilon_{\mathbf{k}} - \varepsilon_{\nu\mathbf{k}}) A_{\nu\mathbf{k}}^S + \sum_{\nu'\nu''\mathbf{k}'} K_{\nu\mathbf{k},\nu'\nu''\mathbf{k}'}(\Omega^S) A_{\nu''\mathbf{k}'}^S = \Omega^S A_{\nu\mathbf{k}}^S
\]

(3)

gives correlated e-h excitations \( S \) of energy \( \Omega^S \), expanded in the basis of e-h pairs \( |S\rangle = \sum A_{\nu\mathbf{k}}^S |\nu\mathbf{k}\rangle \). Here, \( \nu \) and \( \mathbf{k} \) stand for the valence and conduction band indices, respectively. \( K \) is e-h interaction kernel. The quasiparticle and excitonic effects are incorporated into shift-current calculation by interfacing our in-house shift current code \([17, 27]\) with the BerkeleyGW package \([35, 36]\). For additional information, see the Supplemental Materials \([37]\).

We first perform first-principles DFT calculations of the shift current for BaTiO\(_3\) (BTO), which derives from the cubic perovskite structure and is in a tetragonal ferroelectric phase at room temperature. We use experimental room temperature geometries \([33]\) for this calculation. The quasiparticle energies are calculated with the GoW\(_0\) approximation. Because the quasiparticle wavefunction is equal to the DFT wavefunctions at the first order, we do not update the wavefunctions for shift current tensor calculation at the GW level. In Fig 1 (a-c), we show the shift current tensor elements in the direction of material polarization (Z), and the shift vector integrated over the Brillouin zone \( \mathbf{R} \) given by

\[
\mathbf{R}_Z(\omega) = \sum_{nm} \int d\mathbf{k} R_Z(m, n, \mathbf{k}) \delta(\omega_m - \omega_n + \omega)
\]

(4)

The direct band gap at the GGA level is 2.10 eV, and the quasiparticle direct band gap is 3.78 eV, consistent with previous GW calculations \([39]\). To compare spectra at both GGA and GW levels, we plot the spectra as a function of energy above their respective band gaps. The peak of response is several eV above the band gap and well outside the visible spectrum, while the shift current at energies near the band gap is small.

GW corrections in general increase band gaps and bandwidths \([40]\) in semiconductors. We therefore expect that the effect of GW corrections on a shift current spectrum is to shift and stretch the spectrum to higher frequencies. Peak position changes, indicated by arrows in Fig 1(a), are stronger at the high energy, but tiny at low energy (e.g. peak A). The corresponding \( k \)-resolved photocurrent \( \sigma_{\nu\mathbf{k}} \) at the GW level (d), in which the color gives the value of the photocurrent response. The dominant contributions to the photocurrent peaks at the GW level are labeled in (d), corresponding to labeled peak in (a). The calculations adopt the experimental lattice constants at room temperature \( a = b = 3.9998 \) Å, and \( c = 4.018 \) Å.
The current susceptibility $\sigma_{yy}$ (a) and $\sigma_{xx}$ (b) for mono layer SnSe as a function of energy above their respective band gaps. In (a) and (b), spectra are given at the GGA level (blue) and GW level (red), and the correspond energy of spectra at the GW level are given on the top of each panel. The $k$-resolved photocurrent susceptibility $\sigma_{yy}$ (c) and $\sigma_{xx}$ (d) at the GW level. In (c) and (d), the color gives the value of the photocurrent response, and each direction valley in Brillouin zone can be optically pumped separately by excitation with linearly polarized light.

The stretching of the spectrum distributes spectral weight over a greater spectral range, resulting in lower magnitudes of shift current. The GW increases the valence and conduction bandwidths by 22% and 20% for BTO, respectively, showing that the quasiparticle correction in BTO is important for accurate shift current spectra.

Next, we apply this GW shift current analysis to the monolayer monochalcogenides, a class of room-temperature two-dimensional ferroelectrics [28–31]. We select SnSe as a prototype, which has large spontaneous polarization 0.3 C/m$^2$ in the Y direction [28, 29] and large shift current susceptibility [29]. The GGA and GW band gaps of 0.92 eV and 1.41 eV are in the optimal range for solar cells [42, 43]. There are large shift current responses under $yy$ (Fig 2a) and $xx$ (Fig 2b) polarized illumination within 1 eV above the band gap. Similar to BTO, We find that the GW shift current spectrum is shifted and stretched to higher frequencies, and the magnitudes after GW correction are smaller. However, the shift current response correction is weaker than that of bulk BTO. We attribute this to the smaller bandwidth correction for monolayer SnSe due to the stronger Coulomb screening, as the GW valence and conduction bandwidths increase by only 13% and 8%, respectively. The shift current susceptibility $\sigma_{xx}$ near band gap is much smaller than $\sigma_{yy}$. It can be understood from the $k$-resolved current susceptibility (Fig 2c and 2d). The $yy$ polarized light pumps more current for the $y$ valley. Each valley in Brillouin zone can be separately pumped with linearly polarized light. Interestingly, different from the valley separated by circular-polarized light in MoS$_2$ [44, 45], here it is separated by linear-polarized light.

Generally, the bandwidth of most bulk semiconductors is underestimated by more than 10% at DFT level, while GW gives a more accurate bandwidth [40, 46]. The quasiparticle correction is suggested for shift current especially for the high-energy photon. On the other hand, the quasiparticle correction for shift-current of two-dimensional materials to be strong is not guaranteed, suggesting a case-by-case analysis of the quasiparticle correction on shift current.

Next, we analyze the impact of the excitons on absorption and reflectivity, and their effect on shift current. The total current in the direction normal to light incidence is

$$J_{ssQ} = \frac{K_{ssQ}}{\alpha_{ss}(\omega)}(1 - R_{ss})(1 - e^{-\alpha_s(\omega) d}) w I_s$$  \hspace{1cm} (5)

$$K_{ssQ} = \frac{2 \sigma_{ssQ}}{\varepsilon_0 \sqrt{\varepsilon_r}}$$

where $\alpha_{ss}$ is the absorption coefficient, $R_{ss}$ is reflection ratio, $I_s$ is the light intensity for light polarization direction $s$, $w$ is the width of the crystal surface exposed to illumination, $d$ is depth of the crystal, and $\varepsilon_r$ is dielectric constant. For a bulk crystal, e.g. BaTiO$_3$, the depth $d$ is much larger than length scale of inverse absorption coefficient $\alpha^{-1}$ (hundreds of Å), and the total current is

$$J_{ssQ} = \frac{\sigma_{ssQ}}{\alpha_{ss}(\omega)}(1 - R_{ss}) w E_s^2 = G_{ssQ} (1 - R_{ss}) w I_s$$  \hspace{1cm} (6)

where $G_{ssQ}$ is the Glass coefficient [12]. The absorption coefficient is calculated using $\alpha(\omega) = \frac{\omega}{4} \sqrt{2 \varepsilon_1^2 + \varepsilon_2^2 - 2 \varepsilon_1}$, where $\varepsilon_1$ and $\varepsilon_2$ are obtained from the BSE calculations. See Supplemental Material for more details [37, 48, 49].

From Eq.(6), we see that the shift current is highly dependent on the absorption coefficient for bulk materials. For bulk single-crystal BTO, the experimental absorption coefficient from Ref. [47] is compared to the coefficients computed using GGA and GW with exciton effects, shown in Fig 3a. Even with a shift of the GGA absorption spectrum to the experimental band gap, it is still qualitatively incorrect compared to experiment. The absorption coefficient is highly underestimated by the GGA calculation, while the GW with exciton correction gives much better absorption coefficient. The enhancement of $\varepsilon_2$ near the band edge induced by exciton significantly influences absorption; the $\alpha(\omega)$ with exciton effects is larger than without, for photon energies within 1 eV above the band gap. Besides the absorption coefficient, the reflection ratio (or reflectivity), calculated from dielectric constant, is also influenced by excitons (see supplemental information). For the reflection ratio in BTO, experimental results suitable for quantitative comparison could not be located. However, the reflection ratio measured using unpolarized light and an unpoled sample is around 22%-30% [17] within 1 eV above band gap,
FIG. 3. For BaTiO$_3$, (a) the experimental [47] and computed absorption spectra as a function of photon energy. (b) The reflection ratio computed with GGA, GW with exciton, and GW without exciton. The GGA absorption spectrum and reflection ratio are shifted to the experimental band gap. The GGA reflectivity is not very different from the GW with exciton correction. So the shift current difference between GGA and GW with exciton correction in BTO is dominated by the absorption coefficient correction. In Fig 3c, the experimental current response from [10] is compared to the shift current computed using GGA and GW with exciton correction, using the light intensity 0.5 mW/cm$^2$ and crystal dimensions 0.15 cm of the experiment [10, 11]. The GW with exciton correction improves the energy alignment of transvers current ($xxZ$) response. However, the magnitude of the current including exciton effect is around half of the experimental value, suggesting that mechanisms other than the shift current may contribute to the BPVE.

Next, we consider the excitonic effects in two-dimensional semiconductor SnSe. We use Coulomb slab truncation and 35 Å vacuum in the GW and exciton calculations, which was sufficient for convergence (see Supplemental Material). Fig 4(a) and (b) show the absorption and reflection ratio at different levels of calculation, with similar features as for BTO. The absorption coefficient with excitonic effects is enhanced near the band gap, and the reflection ratio including GW with exciton is renormalized, compared with GGA calculations. Nevertheless, these renormalizations do not have a strong effect on the photocurrent of two-dimensional SnSe.

FIG. 4. For two dimensional SnSe, (a) the absorption coefficient is computed at the GGA level, GW level, and GW with exciton correction and (b) reflection ratio, for longitudinal ($yy$) electric field orientation, as a function of photon energy. (c) the shift current density, for longitudinal ($yy$) electric field orientation, at GGA level and GW with exciton correction as a function of energy above the GW band gap. For comparison, we estimate the thickness of SnSe to be 5.5 Å. The GGA spectra in each panel are shifted to the GW band gap.
SnSe because its thickness $d$ (5.5 Å) is much smaller than the inverse absorption coefficient, e.g. $\alpha_{\text{inv}}^{-1} = 2000$ Å for 1.41 eV light. So, Eq.(5) is reduced to $J_{\text{ss}} = K_{\text{ss}}Q(1 - \alpha_{\text{ss}})dwI_s$ for two-dimensional materials. As a result, excitonic effects on the absorption coefficient has a weak influence on the shift current of two-dimensional materials. The overall shift current density (Fig 4c) with exciton is renormalized and slightly reduced from the GGA calculated shift current, caused by the renormalized reflectivity due to excitons and band stretching due to quasiparticles. Importantly, the small reduction in the magnitude of the shift current near the band edge implies that the exciton effect plays much less role in this case and the reason is that the optical penetration depth is much larger than the thickness of the material.

In summary, we have demonstrated that many-body effects lead to significant changes in the shift current response. Quasiparticle GW corrections lead to shifts in peak position and reductions in shift current magnitude, while excitonic effects on the absorption and reflection result in rearrangements of spectral weight, reducing shift current response near the band gap. These results have consequences for our understanding of the role of shift current in the BPVE, and our assessments of the performance of shift current materials. Comparisons of our BaTiO$_3$ calculations with experiment indicate that other mechanisms are likely to play a role in the BPVE. The two-dimensional SnSe calculations reveal that excitons have very small influence near the band gap, suggesting in-plane two-dimensional or thin film geometries can optimize the materials for BPVE application.
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