Recognition of the Typical Distress in Concrete Pavement Based on GPR and 1D-CNN
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Abstract: Ground-penetrating radar (GPR) signal recognition depends much on manual feature extraction. However, the complexity of radar detection signals leads to conventional intelligent algorithms lacking sufficient flexibility in concrete pavement detection. Focused on these problems, we proposed an adaptive one-dimensional convolution neural network (1D-CNN) algorithm for interpreting GPR data. Firstly, the training dataset and testing dataset were constructed from the detection signals on pavement samples of different types of distress; secondly, the raw signals were directly inputted into the 1D-CNN model, and the raw signal features of the radar wave are extracted using the adaptive deep learning network; finally, the output used the Soft-Max classifier to provide the classification result of the concrete pavement distress. Through simulation experiments and actual field testing, the results show that the proposed method has high accuracy and excellent generalization performance compared to the conventional method. It also has practical applications.
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1. Introduction

Roads are the city’s most important transport facilities. As roads are used, distress appears on the road pavement. Pavement often contains voids, disengaging, no compactness, and other distress. The emergence and development of pavement distress are hidden, which may cause significant damage (Figure 1). We detected and evaluated pavement distress to analyze the distress causes. It minimizes the damage done by the distress to protect the security infrastructure and maintain the normal operations of the infrastructure [1–3].

Ground-penetrating radar (GPR) is a high-resolution non-destructive testing method applied to the pavement. It can effectively detect distress in the pavement. G. Leimbach and H. Lowy first proposed to make use of GPR to detect the distribution characteristics of underground bodies. Then, they acquired a patent for GPR in 1910 [4]. Geophysical Survey Systems Inc. (GSSI) invented the first commercial GPR-SIR radar in the 1970s, and in 1995, it produced the first GPR system for highway quality detection. The effective application of GPR depends not only on the implementation of a hardware system, but also on signal processing and data interpretation technology. The GPR reflection signal identification technology can improve GPR from extensive use in detecting distress in the concrete pavement [5–8].

Methods for recognizing distress in concrete include processing the GPR signal, feature selection, and signal recognition. The quality of the recognition model is directly related to the recognition effect. So, establishing a high accuracy recognition model is the key to solving the problem of pavement distress recognition [9–11]. The most common method in the literature is the Hough Transform method [12]. Despite pavement distress recognition achieved by some methods, on top of that, problems of false alarms have not been fully resolved [13]. Many scholars have researched the scientific issues to focus on the problem.
Davis et al. proposed the use of a back-propagation neural network (B.P.) and radial basis function network (RBF) using the feature extraction radar waves to identify internal defects in the concrete. However, this method has an intense subjectivity, and the accuracy of the evaluation is not high [14,15]. For solving the recognition accuracy problem of the conventional neural network, Xie et al. used the support vector machine (SVM) to classify the type of pavement distress based on GPR detection. The process entails the non-linear function transformation of the map feature vectors of radar signal maps into high dimensional feature space, and the optimal hyperplane is constructed in high dimensional space for sample classification. However, the classification accuracy is greatly affected by the feature vector selected, which limits the ability to make widespread use of this method [16,17]. Pouria et al. used the AdaBoost machine learning algorithm based on the GPR histogram of oriented gradients (HOG) feature to identify the steel in the bridge deck. This method is an integration of several classifiers for the classification of the GPR image. However, the method still needs to select radar image features [18,19]. In spite of the above method having a specific effect, the manual extraction of certain features is generally useful only for specific data. The mentioned methods cannot directly extract the feature from the raw GPR signal. The conventional machine learning (ML) methods are challenging to promote the development of detection technology.

Recently, deep learning theory has gradually become the main development direction for machine learning [20,21]. Deep learning network architecture automatically extracts the features of the sample layer by layer, which is independent of the artificial feature extraction and expert knowledge. It has been widely applied in natural language processing, pattern recognition, visual computer tasks, and machine fault diagnosis [22–24]. As an essential branch of deep learning, the convolution neural network (CNN) has mainly been used in the sequence feature extraction of two-dimensional (2D) and three-dimensional (3D) images in recent years. Some scholars have introduced CNN into the GPR field [25,26]. Chae et al. focused on classifying B-scans of GPR cylinders according to their depth, size, material, and the dielectric constant of the underlying medium using convolutional neural networks [27,28]. Kien et al. presented an automated rebar localization and detection algorithm based on the integration of conventional image processing techniques and deep convolutional neural networks [29,30]. Namguy et al. used CNN for the underground object detection of urban road pavement based on a large amount of GPR B-scan image libraries [31,32]. These methods used the CNN algorithm for GPR 2D image recognition. The self-learning ability of CNN has not been fully utilized. The radar signal is a 1D typical time-series signal, and its data correlates with every time point. If the 1D raw radar signal is transformed into a two-dimensional image form, and the original sequence space correlation is destroyed, then the original information in the raw data is lost [33–36].

In summary, the pavement distress detection methods are divided into two types: the combination of artificial design features and traditional ML classification algorithms or CNN based on candidate regions for recognition. Artificial design features can not fully
detect road distress, traditional ML classification algorithm has difficulty dealing with a complex road environment, and CNN algorithm based on candidate areas can not realize real-time detection. It is necessary to study an effective automatic recognition algorithm for GPR data interpretation.

At present, 1D-CNN research on the classification of the GPR signal field is still in the exploratory stage. The primary advantage of 1D-CNN is that a real-time and low-cost hardware implementation is feasible due to the compact and straightforward configuration of 1D CNNs that perform only 1D convolutions [37]. It brings a challenge to explore 1D-CNN in the GPR data interpretation field. In this paper, the raw radar signal is directly set as an input, and the 1D-CNN method is established for GPR signal recognition. The method is independent of feature extraction and maximizes the implementation of the self-learning function of CNN to generate the intelligence recognition model of the GPR signal. The proposed 1D-CNN-based GPR signal cognition approach was developed and verified using experimental simulation data for a benchmark pavement GPR detection problem and useful pavement detection data. The significance of this work can be summarized as follows:

- Unlike the conventional machine learning method based on GPR signal cognition available in the literature, the proposed method directly operates on the raw GPR signal without the need for manual feature extraction. The high-level features of the GPR signal are automatically extracted through the convolutional operation layer of 1D-CNN.

- Conventional machine learning methods applied to GPR signals use manual features that are limited by the specific data set. The proposed CNN-based method uses the optimal features learned by the 1D-CNNs to maximize classification accuracy. It is the critical property that significantly improves classification performance.

- Furthermore, we showed the cognition classification results have high accuracy in one simulation experiment in benchmark pavement GPR detection and one practical pavement detection experiment.

This paper is organized as follows: The authors discussed previous studies on object detection with GPR data in Section 1. The novel approach to distress detection/localization in concrete pavement GPR field data based on 1D-CNN is proposed and introduced in Section 2. A detailed description of the implementation of the proposed method and performance study is provided in Sections 3 and 4. The main conclusions are listed in Section 5.

2. Theory and Methodology

2.1. GPR Detection Concrete Distress Theory

GPR transmit antennas send high-frequency electromagnetic waves into the concrete. As the electromagnetic waves propagate in the medium, the reflection of the electromagnetic waves occurs when the electromagnetic waves are faced with electromagnetic differences in the target. According to the transmission waveform signal, the reflected waves collected by the receiving antenna detect subsurface anomalies, wave amplitude, two-way travel time, and other parameters (Figure 1). The application of GPR has evolved from geophysical field applications to civil engineering applications.

In the time domain, the composite wavelet can be expressed as the convolution of the GPR incident wave \( R_i(t) \) with the reflectivity series \( r(t) \) and noise \( n(t) \):

\[
R_r(t) = R_i(t) * r(t) + n(t)
\]  

(1)

Based on the assumption of the plane wave, the effective reflection coefficients of the top and bottom interfaces are as follows:

\[
r_1 = \frac{\sqrt{\varepsilon_2} - \sqrt{\varepsilon_1}}{\sqrt{\varepsilon_2} + \sqrt{\varepsilon_1}}
\]  

(2)
\[ r_2 = \left( 1 - r_1^2 \right) \frac{\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2}}{\sqrt{\varepsilon_2} + \sqrt{\varepsilon_1}} \]  

(3)

where \( \varepsilon_1 \) and \( \varepsilon_2 \) are the relative dielectric constants of the concrete and void regions, respectively.

The transmission coefficient of the void layer is defined as:

\[ T = e^{-2\omega b/v} \]  

(4)

where \( \omega \) is the composite wavelet frequency, \( b \) is the attenuation constant, and \( v \) is the velocity in the medium.

Based on Figure 1, the composite wavelet consists of two reflections from the top and bottom interfaces. The wavelet can be defined as:

\[ R_r = R_{r1} + R_{r2} \]  

(5)

Based on Equations (1)–(5), the amplitude spectrum of \( R_r(t) \) in the frequency domain can be expressed as the following:

\[ A_r(\omega) = A_i(\omega) H(\omega) = A_i(\omega) \left( r_1 + r_2 T^2 \right) \]  

(6)

where \( A_r(\omega) \) and \( A_i(\omega) \) are the amplitude spectrums of \( R_r(t) \) and \( R_i(t) \) respectively.

The data interpretation of GPR generally includes two aspects (data processing and image interpretation):

- Data processing includes preprocessing (marking and station correction, etc.) and post-processing. Its primary purpose is to suppress interference and highlight sound signals under the condition of ensuring resolution to make the degree of reflection wave as clear as possible. It can extract various valuable parameters (such as electromagnetic wave velocity, waveform, etc.).
- The purpose of image interpretation is to analyze the processed time profile and interpret the anomalies. In the process of interpretation, the reflection signals are interpreted qualitatively and quantitatively according to the appearance features of the image, such as reflection intensity and phase features, and combining with drilling data and other supporting data.

2.2. One-Dimensional Convolution Neural Network

CNN is sensitive to local information, and the global information is obtained from higher-level neurons and the fusion of different layers of local information. The CNN structure constitutes an alternation of the convolutional layer and the pooling layer (Figure 2a).

Figure 2. (a) An overview of a sample conventional CNN; (b) The one-dimensional convolutional neural network.

However, the convolution kernel and feature image are two-dimensional in a conventional CNN. The GPR signal is a typical one-dimensional signal, and a conventional CNN cannot directly implement the classification of the GPR signal. So, we proposed the a 1D-CNN to classify the GPR signal. The input signal is one-dimensional in 1D-CNN.
The vectors of the convolution kernel and feature image within the network are also one-dimensional. The structure is shown in Figure 2b.

In a 1D-CNN, the assumption of \( l \) the layer is the convolutional layer. The expression of the 1D convolutional layer is as follows:

\[
    x^l_j = f \left( \sum_{i=1}^{M} x^{l-1}_i * k^l_{ij} + b^l_j \right)
\]

where \( x^l_j \) is the \( j \)th feature mapping in \( l \) the layer, \( f \) is the activate function, \( M \) is the number of input feature maps, \( * \) is the convolution operation, \( k^l_{ij} \) is the trainable convolutional kernel, and \( b^l_j \) is the bias.

The activation function \( f \) meant to improve the convergence rate and reduce over-fitting benefits. The Rectified Linear Unit (ReLU) is one of the essential activation functions. The ReLU activation function is as follows:

\[
    \text{ReLU}(x) = \max(0, x)
\]

The assumption that \( l + 1 \) the layer is the pooling layer, and then \( l + 1 \) the layer is shown as:

\[
    s^l_j = f \left( \text{down} \left( x^l_j \right) + b^l_j \right)
\]

where \( \text{down}(\cdot) \) is the down-sampling function that is the sum of all elements of the vector \( n \times 1 \), as down-sampling only affects the overlap region. Thus, the result is the size of the original \( 1/n \).

The pooling layer of the assumption is \( l + 1 \) layer as a feature vector, and the input vector \( s^{l+1}_i \) is a single layer perceptron. Therefore, the output vector can be expressed as:

\[
    y^{l+1}_i = f \left( W^{l+1} s^{l+1}_i + b^{l+1} \right)
\]

where \( W^{l+1} \) are the weights and \( b^{l+1} \) is the bias.

CNN training is based on the back-propagation (B.P.) principle, which minimizes the mean square error during the convolution kernel training and bias training. The L-BFGS algorithm avoids directly solving the Hessian matrix. In place of approximating the Hessian matrix, the partial gradient operator and model correction is saved to solve the pseudo-Hessian matrix [38]. It avoids occupying much memory space and computation time for the Hessian matrix requirement.

The GPR detection signal has a close correlation with the partial sample, and the long-distance between the samples has a weak correlation. So, the 1D-CNN can easily extract and learn the features of the raw radar signal. During the construction of the 1D-CNN, the raw GPR signal corresponding to the sample label data is first used for training the 1D-CNN. In the 1D-CNN, the feature extraction model is constituted alternately of convolution layers and pool layers. Then, the classification vector is used for training the Soft-Max classification model. Finally, the trained network model feature extraction combines with the Soft-Max classifier model to build one integral 1D-CNN. The network model training process is shown in Figure 3.

The training process is divided into two phases in the GPR 1D-CNN. Firstly, during the training of the 1D-CNN, the neural network parameters are initialized, and the neural network parameters are trained using the BP algorithm. The network error or iteration times reach the set requirements, and the classification vector can be obtained. Secondly, the classification vectors of the neural network are used as inputs to train the Soft-Max classifier model, and the iteration computation does not stop until the iteration times reach the set maximum. Finally, network training accuracy needs to be tested. If the solution meets the accuracy requirements, the network model is saved. Otherwise, the convolution kernel size of the pool of nuclear factors needs to be reset.
3. GPR Numerical Simulation Model Experiment

3.1 Pavement GPR Detection Benchmark Simulation

A simulation model was created to evaluate the contribution of 1D-CNN based on the Matlab 2016 platform (The MathWorks, Natick, MA, USA). The established pavement model is shown in Figure 4a. The dimensions were 2.8 × 1.2 m². The model consisted of three layers: 0.1 meter thick air (ε = 1.0, σ = 0 ms/m), 0.3 meter thick surface layer (ε = 6, σ = 1 ms/m), and 0.8 meter thick base (ε = 16, σ = 5 ms/m). Three distresses (void, disengaging, and no compactness) were embedded in the model. The sizes were 0.3 × 0.1 m². The corresponding depths were 0.1 m, 0.3 m, and 0.1 m.

Figure 3. GPR 1D-CNN training flow chart.

Figure 4. GPR numerical simulation model: (a) Pavement geometry model of GPR detection; (b) Synthetic B-Scan resulting from the theoretical upper model.
During the simulation of the GPR with the finite difference time domain (FDTD), the hardware platform utilized was Intel Core i5-6200 central processing unit dual-core 2.3 GHz, random access memory 8.0 GB. The computational grid size was 0.005 m, and the length of the time window was 40 ns. The sample number was 512. The central frequency of the transceiver antenna was set to 900 MHz, the transceiver antenna distance is 0.01 m, and the work mode was self-excitation and self-receiving. The scanner result of the simulation was shown in Figure 4b.

There are 281 traces of GPR signals in the experimental test results; 90 traces were in the anomaly; 30 traces were located at each hidden distress. In total, 200 trace signals were randomly selected as a training dataset, with the remaining portion set as a testing dataset. Based on the establishment of the data sets, the 1D-CNN was used to study the recognition of pavement distress (A. Normal; B. Void; C. Disengaging; D. No compactness).

3.2. Design and Hyperparameter Optimization of 1D-CNN

In the experiment, the 1D-CNN is composed of two convolutional neural layers, two pool layers, and the perception of one full connection layer. There are four categories (Normal, Hole, Disengaging, and No compactness) regarding the health status of the pavement. During the 1D-CNN training process, the inputs are the raw 1D GPR signal data while the corresponding outputs are \((1, 0, 0, 0)\), \((0, 1, 0, 0)\), \((0, 0, 1, 0)\), and \((0, 0, 0, 1)\) respectively. The construction of the 1D-CNN model and the selection of appropriate model parameters are the premises for ensuring high accuracy. Furthermore, the solution efficiency was also considered. It is necessary to optimize the structure of 1D-CNN and the training parameters involved as much as possible. We focused on the design of the 1D-CNN. The effect experiments of the parameters were involved in determining the size of the convolutional kernel and the training parameters.

3.2.1. Effect Analysis of the Size of Convolution Layer Neurons

Most of the time, we increased the number of convolutional neural layers or the number of convolution neurons to improve solution accuracy. As the GPR signal is a typical 1D radar wave model, the sample dimension was low, and the number of training samples was limited. The number of convolution layers was fixed at two convolution layers to avoid over-fitting of the CNN. We considered the influence of different configurations and training parameters of the 1D-CNN for the training and test samples classification accuracy, while the training time was considered a reference evaluation index. Due to the error between the actual output and the expected output, the network structure needs training to solve the final classification results. The 1D-CNN can directly input the raw GPR data to train the network model without preprocessing the signals, such as dimension reduction, filtering, etc.

When setting the number of neurons in the hidden layer, the number of neurons in one fore layer was not more than one-half the neurons in one back layer. In the study, eight different types of neuron configurations were tested. The experimental results are shown in Table 1.

| Neuron Configuration | Recognition Accuracy (%) | Training Time (s) |
|----------------------|--------------------------|-------------------|
|                      | Train | Test |                      |                      |
| 16, 8                | 93.00 | 90.12 | 11.75                |
| 32, 8                | 94.50 | 91.19 | 18.06                |
| 32, 16               | 96.00 | 93.83 | 20.78                |
| 64, 16               | 96.50 | 92.59 | 31.92                |
| 64, 32               | 96.50 | 92.59 | 35.57                |
| 128, 32              | 97.00 | 96.30 | 59.64                |
| 128, 64              | 97.00 | 96.30 | 66.38                |
| 256, 64              | 97.00 | 95.06 | 113.30               |
According to Table 1, the model training samples can enhance the ability to identify categories by increasing the number of convolution kernels. However, it increases the training time-cost. When using the neuron configuration (128, 32), the recognition rate of the training sample is highest, and the time consumed is lower than that of the last two configuration styles; in the case where the arrangement of neurons uses the (128, 32) configuration, the testing recognition rate is optimal, and the time spent is about half of the neurons using the (256, 64) configuration. Considering both the recognition rate of the testing set and the training time indicators, we selected the neurons of the convolutional model (128, 32) configuration.

3.2.2. Effect Analysis of the Learning Rate and Training Iterations

The learning rate of CNN is an essential parameter in the training process, which directly affects the stability and convergence rate of CNN. If the learning rate is too large, the numerical results appear to diverge, and the neural network cannot be trained appropriately; if the learning rate is too low, the neural network training speed slows down, and the training time increases exponentially. The training iteration times were tested in the research, and the influence of the learning rate was studied. The recognition accuracy of concrete pavement distress is shown in Figure 5, changing with the training iteration times.

![Net training accuracy and learning rate parameters.](image)

Figure 5. Net training accuracy and learning rate parameters.

According to Figure 5, the learning rate of the training parameters is within the range between 0.0005 and 0.004. There is a maximum value in the range between 0.0028 and 0.0036. It shows the excellent classification performance of the network, and the learning rate affects the CNN recognition accuracy to a certain extent. As the trained neural network has high accuracy, the learning rate does not significantly affect the recognition accuracy in the range.

Under the appropriate learning rate, the increasing number of iterations can reduce network errors and obtain higher accuracy. In Figure 6, the learning rate is 0.003. With the increasing number of iterations, the network computation error gradually decreases, as shown in Figure 6.

In Figure 6, with the increase in the iterative number, the recognition accuracy gradually increases. When the iteration number reaches 50, the change in the accuracy of the network stabilizes. Then, the efficiency is not significantly improved as the iterations increase. The iterative number was set to 50 times in the 1D-CNN.
3.3. Performance Analysis and Comparison of the 1D-CNN

3.3.1. D-CNN Performance Analysis

Based on the structure and training parameters of the 1D-CNN, the GPR 1D-CNN was applied to recognize each category in the testing set. After 50 iterations, the classification accuracy of the testing set reached 97.5%. It shows that the algorithm has a high ability to recognize pavement distress in GPR detection. To more clearly demonstrate each category's recognition in the test, the confusion matrix was introduced in the performance analysis of the 1D-CNN. The confusion matrix is shown in Figure 7.

According to Figure 7, there is only one case of no compactness distress that is misrecognized, and the recognition accuracies of the two categories even reached 100%. This shows that the proposed method is accurate in recognizing concrete pavement distress based on GPR detection.

To further study the convolutional layer and the pooling layer on the effect of the deep learning feature, the data was reduced to two-dimensional data, and visualization of the non-linear dimensionality reduction algorithm was obtained. Herein, the extracted two-dimensional elements in different levels of the output vector feature were visualized using t-Distributed Stochastic Neighbor Embedding (t-SNE). The results are shown in Figure 8.
Figure 8a shows the analysis results of the raw input. Due to the redundancy of the raw radar signal, it was difficult to distinguish between each category individually. After the first convolution learning layer, the sample distribution of input significantly improved from Figure 8b, and most categories were gathered in their respective regions. However, part of the sample still did not have clustering. In Figure 8c, through the second convolutional learning layer, each category sample shows more aggregate than the first convolutional layer, with only a small amount of the samples having been misclassified. In Figure 8d, each category sample gathers in their respective regions, and all of the samples were classified correctly.

Then, the trained 1D-CNN was used to recognize pavement distress in the entire cross-section. The recognition result of the distresses displays in lines. In Figure 9, the three-line region represents the recognition result of the distress (Yellow line: Void; Green line: Disengaging; Blue line: No compactness).

According to the defection region in Figure 9, there are three lines on the synthetic B-Scan. Compared with the location of distresses in Figure 4a, three categories of concrete defects are correctly recognized with 1D-CNN in Figure 9. The proposed algorithm can accurately recognize the distribution of three different defects in the pavement.
3.3.2. Performance Comparison of Different Methods

In GPR signal recognition, the 1D-CNNModel is not only simple but has high recognition accuracy. To further test the network performance, the 1D-CNN performance was compared with the conventional method. First, the eight kinds of statistical features extracted from the data set were set as the input vector. There are five machine learning methods—to be tested, including BP neural network, support vector machine (SVM), extreme learning machine (ELM), and Adaboost classifier. The five methods identified the established GPR simulated data sets. The corresponding recognition results are shown in Table 2.

Table 2. Performance comparison of the different methods.

| ML Algorithm | Recognition Accuracy (%) | Training Time (s) |
|--------------|--------------------------|-----------------|
|              | Train                    | Test            |                 |
| BP           | 67.00                    | 61.72           | 3.8             |
| SVM          | 86.50                    | 82.50           | 19.61           |
| ELM          | 69.50                    | 64.20           | 0.0012          |
| Adaboost     | 96.00                    | 90.12           | 1.34            |
| 1D-CNN       | 97.00                    | 96.30           | 66.38           |

In Table 2, there are significant differences among the classification results of the five machine learning classification algorithms. 1D-CNN presents the highest recognition accuracy and can accurately identify the different kinds of concrete pavement distress. 1D-CNN does not require feature extraction radar signals in advance and only has a longer training time than other algorithms, but this does not affect the practical application of the method. Compared to the conventional machine learning algorithm, it has significant advantages.

4. Engineering Application

4.1. Distress Recognition in Pavement Engineering

We implemented the application of the established 1D-CNN and investigated the highways in the Nanjing City of China with GPR. The detection device used was a Mala GPR X3M controller and had a shielded antenna with a 500 MHz central frequency (Figure 10a). Figure 10b shows GPR real-life validation test site. One length of the detection section studied was 10.0 m. The acquisition space interval was 0.02 m, and the cross-section contained 500 trace records, with each trace having 512 sampling points.

Figure 10. (a) Mala GPR X3M controller and 500 MHZ shielded antenna; (b) GPR real-life validation experiment spot.

Figure 11a shows the survey records of the GPR. According to the established 1D-CNN based on Section 3, the convolution layer is used for feature extraction of GPR signals, and the Soft-Max classifier is used to obtain categories. The inputs are the raw 1D GPR signal data while the corresponding outputs are (1, 0, 0, 0) or (0, 1, 0, 0) respectively. In
total, 200 trace data were randomly selected from the 500 trace data as the training set for 1D-CNN. In the process of training, the size of each batch is 50, and the learning rate is set to 0.006. The hardware platform utilized was Intel Core i5-6200 central processing unit dual-core 2.3 GHz, random access memory 8.0 GB. 1D-CNN was trained for 100 epochs. Then, the trained 1D-CNN was used to recognize pavement distress in the entire cross-section. In Figure 10b, the yellow line region represents the recognition result of the distresses.

![Figure 11. (a) Time-domain GPR record data of the pavement; (b) Marked distresses distribution region on GPR record profile.](image)

According to the distress region in Figure 11b, the GPR diagram displays discontinuity in the surface layer and is significantly different from the other sections. The concrete distress region of the recognition matches the actual no compactness concrete region very well. One spot in the distress region was exposed for validation (Figure 12). The evidence shows distress existed in the region. Thus, 1D-CNN has an excellent ability to recognize distress in pavement engineering using GPR detection.

![Figure 12. A photo of the pavement distress.](image)

4.2. Interpretation of 3D-GPR Detection

The 3D-GPR uses three-dimensional array antennas to collect three-dimensional data, which has higher spatial resolution and measurement accuracy for road distress. 3D-GPR detected the road in the area took the cavity in the pavement as the distress body in this case. The cavity was a 60 mm × 40 mm × 10 mm rectangular block. The horizontal projection is located at the position of the simulation area (55 mm, 70 mm), and the depth of its center point was 60 mm from the surface. The position and shape are shown in Figure 13a. A 20-channel 3-D GPR was simulated, and a 1.5 GHz Ricker wavelet was used in the case.

The hardware platform utilized was Intel Core i7-10710U central processing unit six-core 1.61 GHz, random access memory 16.0 GB. In the same way, the 3D data of 3D-GPR detection was obtained through the forward simulation of the FDTD method. The 3D data body contained 600 trace records, with each trace having 780 sampling points. The data blocks or planes can be extracted arbitrarily from this data volume for imaging. The slice images can be selected along the survey line direction, vertical survey line direction, and horizontal direction for display, as shown in Figure 13b.
Pavement distress identification in GPR detection involves many technologies, including GPR echo wave signal processing, feature extraction, and signal recognition. The problem of establishing a high-precision recognition model is the critical technology needed for the identification of pavement distress in the GPR detection process. 1D-CNN is not only simple but also possesses high accuracy in the recognition and identification of pavement distress. According to the CNN architecture design principle, 1D-CNN is introduced into the GPR signals for recognition of pavement distress. In total, 300 trace data were randomly selected from the 600 trace data as the training set for 1D-CNN as same as Section 4.1.

Then, the trained 1D-CNN was used to recognize pavement distress in the entire area. The distress location was marked in the entire area (Figure 14). In Figure 14, the yellow points represent the recognition distresses in correspondence location. The establishment of the distress location was marked in the entire area (Figure 14). In Figure 14, the yellow points represent the recognition distresses in correspondence location.

According to the distress results in Figure 14, the concrete distress region of the recognition matches the actual distress region very well. The recognition accuracy is higher than 95%. The 1D-CNN can also be used to recognize distress with 3D GPR detection as well as conventional GPR detection.

5. Conclusions

Pavement distress identification in GPR detection involves many technologies, including GPR echo wave signal processing, feature extraction, and signal recognition. The problem of establishing a high-precision recognition model is the critical technology needed for the identification of pavement distress in the GPR detection process. 1D-CNN is not only simple but also possesses high accuracy in the recognition and identification of pave-
ment distress. Based on the GPR detection principle analysis in concrete pavement distress and the 1D-CNN model theory, 1D-CNN was introduced into the GPR signals for recognition of pavement distress. According to the CNN architecture design principle, one 1D-CNN Model, which is suitable for recognizing pavement distress in GPR detection, was established. The experimental data set came from GPR simulation testing and real field GPR testing on the road. Based on the data set, the 1D-CNN performance was analyzed and compared with that of conventional machine learning algorithms. Several conclusions can be drawn as follows:

1. The 1D-CNN Model is alternately constituted of 1D convolution layers and pool layers to extract the radar echo signal features. This method solves the problem that conventional CNN has of only fitting to 2D image recognition of GPR. The 1D-CNN directly recognizes the distress in the pavement from the GPR 1D echo signal.

2. The 1D-CNN Model not only can effectively recognize the pavement distress using the GPR signal, but also it can correctly identify different types of distress. Its classification accuracy is higher than 96%. It gives a dominant performance in recognition of concrete pavement distress.

3. Based on the performance comparison of 1D-CNN and several conventional machine learning models, the accuracy of the 1D-CNN Model is the highest and has the best classification effect in the identification of concrete distress.

In this paper, the type of distress is the most common type of concrete pavement distress. Therefore, we need to study other types of pavement distress further and obtain more real-life evidence with the outcomes of the proposed algorithm. More simulation data and field test data on GPR detection need to be established in the future. It realistically solves the engineering problems related to concrete pavement distress. In addition, 1D-CNN will be used to further applications in the procedure. It will be possible to use the method to detect metallic reinforcement and even be applied to non-metallic reinforcement when employed for diagnostic testing of building structures.
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