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We study the nonequilibrium dynamics of photoinduced phase transitions in charge ordered (CO) systems with a strong electron-lattice interaction and analyze the interplay between electrons, periodic lattice distortions, and a phonon thermal reservoir. Simulations based on a tight-binding Hamiltonian and Boltzmann equations reveal partially decoupled oscillations of the electronic order parameter and the periodic lattice distortion during CO melting, which becomes more energy efficient with lower photon energy. The cooling rate of the electron system correlates with the CO gap dynamics, responsible for an order of magnitude decrease of the cooling rate upon the gap reopening. We also find that the time-dependent frequency of coherent oscillation reflects the dynamics of the energy landscape, such as transition between single-well and double-well, which sensitively depends on the photon energy and the pump fluence. The results demonstrate the intricate nonequilibrium dynamics in CO materials.
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I. INTRODUCTION

Advances in computing and communication technology demand ultrafast switching devices. Recently, photoinduced insulator-metal transitions in charge ordered (CO) or charge density wave (CDW) materials have been considered as a mechanism for future ultrafast switching devices. In addition, studies of photoinduced nonequilibrium dynamics have revealed properties and phases of materials inaccessible through equilibrium thermodynamic processes. One class of materials of particular interest are transition metal oxides of perovskite or Ruddlesden-Popper structure, which include manganites, cuprates, and nickelates. The layers of $MO_2$, where $M$ and $O$ represent a transition metal element and oxygen respectively, play a dominant role in electronic properties of these materials. For example, time-resolved experiments on $Pr_{0.5}Ca_{0.5}MnO_3$ in a CO phase using ultrashort optical pump and x-ray probe at or off resonance have revealed decoupled nonequilibrium dynamics of electrons and periodic lattice distortion during photoinduced melting of the CO phase.

In spite of the recent experimental progress, theoretical and computational studies of nonequilibrium dynamics in CO and related CDW materials have been restricted to phenomenological Ginzburg-Landau approaches and models based on dynamics of the electronic density of states (DOS). In this paper, we present simulations of the photoinduced CO insulator-metal transitions in a model $MO_2$ system, using a tight-binding Hamiltonian and a coupling between the electrons on $M$ ions and distortion of $O$ ions. The dynamics of the periodic lattice distortion is treated classically. The electron dynamics follows the Boltzmann equations, as done in Refs. The CO phase is recovered through the coupling between the electron system and a phonon thermal reservoir. Detailed time-domain studies of photoinduced melting of CO, particularly dynamics of the energy landscape, are presented. The results reveal nonequilibrium dynamics of the electronic order parameter and the periodic lattice distortion under various conditions of the photon energy and the pump fluence. In addition to the CO in transition metal oxides, the results are compared with experiments on CDW materials of other structures, because both phenomena involve coupled electron density modulation and lattice distortions.

The paper is organized as follows. Section II presents the model system and equations governing the dynamics of the model system. Results of our simulations are shown in Sec. III and compared with experimental results in Sec. IV. A summary is provided in Sec. V.

II. MODEL

A. Hamiltonian

We consider a model system of a $N\times N$ $MO_2$ square lattice with periodic boundary conditions, shown in Fig. 1. To capture the essential mechanism of CO transition in a model, we consider one spinless isotropic electronic orbital per $M$ ion. The electron creation operator on the $M$ site at $n = (n_x, n_y)$ is represented by $c^\dagger_n$. In this model, the CO instability arises as a result of Fermi surface nesting and electron-lattice coupling. Therefore, we include the displacements of the $O$ ions at $n + e_a/2$ along the $a$-direction represented by $u^a_n$ in the model, where $a = x, y$. One electron is present per two $M$ sites in the system, which would result in the checkerboard CO state and the lattice distortions shown in Fig. 1. The periodic distortion of the $O$ ions is parameterized by a classical variable $u$, as indicated in Fig. 1. Motion of the $M$ ions...
is not considered because the O ions move symmetrically with respect to the $M$ ions.

The Hamiltonian for electrons has two terms. The first term represents the electron hopping between the nearest neighbor $M$ sites, given by

$$H_{\text{hop}} = -t_h \sum_n \left( \epsilon_n^c c_{n+x}^\dagger + \epsilon_n^c c_{n+x} + \text{H.c.} \right),$$ (1)$$

where $t_h$ is the electron hopping constant. The second term represents the coupling between the electron at $M$ site and the distortion of the surrounding negatively-charged O ions, given by

$$H_{\text{el-latt}} = -\lambda \sum_n \frac{u_x^2 - u_x^2 - u_y^2 + u_y^2}{4},$$ (2)$$

where $\lambda$ is the electron-lattice coupling constant. The potential and the kinetic energies of the O ions are treated classically, and represented by the Hamiltonian term

$$H_{\text{latt}} = \sum_n \left[ \frac{K}{2} \left( u_x^2 + u_y^2 \right) + \frac{m}{2} \left( v_x^2 + v_y^2 \right) \right],$$ (3)$$

where $K$ is the force constant associated with the O ion displacements, $m$ is the mass of the O ion, and $v_n^a = du_n^a/\text{dt}$ ($a=x,y$) is the velocity.

The total Hamiltonian is the sum of the above terms,

$$H_{\text{tot}} = H_{\text{hop}} + H_{\text{el-latt}} + H_{\text{latt}},$$ (4)$$

which results in the electron energy levels,

$$\varepsilon_{l\mathbf{k}} = (-1)^l \sqrt{4t_h^2 (\cos k_x + \cos k_y)^2 + \lambda^2 u^2},$$ (5)$$

with the band index $l = 0,1$ and $\mathbf{k} = (k_x, k_y)$ in the first Brillouin zone $\Omega_{1\text{BZ}} = \{ \mathbf{k} | |k_x| + |k_y| \leq \pi \}$. The distribution function for the state $|l\mathbf{k}\rangle$ is represented by $f_{l\mathbf{k}}$. A gap $\Delta_{\text{gap}} = 2\lambda |u|$ occurs at the boundary of $\Omega_{1\text{BZ}}$. The metallic state with $u = 0$ has a Peierls instability with the Fermi surface nesting vector $\mathbf{Q} = (\pi, \pi)$. Therefore, the CO insulating phase develops, as $|u|$ becomes finite.

The order parameter for the CO state is defined as the $\mathbf{Q} = (\pi, \pi)$ component of the charge density modulation at the $M$ ions site that is,

$$\delta n = \frac{1}{N^2} \sum_n e^{i\mathbf{Q} \cdot \mathbf{r}_n} (\epsilon_n^d)^\dagger \epsilon_n^d.$$

We choose the size of our system $N = 512$. The hopping constant $t_h = 0.5$ eV, the electron-lattice coupling constant $\lambda = 0.936$ eV Å$^{-1}$, and the force constant $K = 0.85$ eV Å$^{-2}$ are chosen similar to the values used for perovskite manganites.$^{19,20}$ The mass of the oxygen ion is $m = 1.66$ meV ps$^{-2}$ Å$^{-2}$. While the dynamics of a particular phonon mode directly coupled to the CO is coherent and parameterized by $u$, the rest of phonon system is assumed to be incoherent and play the role of a thermal reservoir to the electron system excited by the optical pump, because the phonon system has a much greater specific heat than the electron system. To simulate the role as a thermal reservoir, we describe the state of the incoherent phonon system by the Bose-Einstein distribution function $b_\omega$ with the temperature fixed at the initial temperature $T_i$ as done in Ref. 15, and consider the scattering between electrons and phonons. The phonon DOS per site $D_p(\omega)$ is obtained by modifying the Debye model. Below the Debye energy $\omega_D$, the phonon DOS $D_p(\omega)$ is proportional to $\omega^2$. Above $\omega_D$, a Gaussian function is assumed with the peak at $\omega_D$ matched to $D_p(\omega)$ of the Debye model,

$$D_p(\omega) = \begin{cases} \frac{\omega^2}{\pi \omega_D^2} e^{-\omega^2/\omega_D^2} & \text{for } 0 \leq \omega \leq \omega_D, \\ \frac{\omega^2}{\pi \omega_D^2} e^{-\omega^2/\omega_D^2} & \text{for } \omega > \omega_D. \end{cases}$$ (7)$$

We choose $\omega_D = 60$ meV and $\eta = 15$ meV, so that the highest phonon energy is similar to the phonon energy for the typical $M$-O bond stretching mode. The total number of phonon modes per site is chosen as 5 to match to the number of longitudinal phonon modes per transition metal ion in perovskite transition metal oxides, which sets $\zeta = 3.63 \times 10^{-5}$ meV$^{-3}$.

### B. Lattice dynamics

In the model, the coherent lattice distortion parameterized by $u$ is treated classically and follows Newtonian dynamics. The corresponding potential energy per site is given by

$$U(u) = \frac{1}{N^2} \sum_{l\mathbf{k}} \varepsilon_{l\mathbf{k}}(u) f_{l\mathbf{k}} + K u^2.$$ (8)$$

The Lagrangian per site $L = mv^2 - U(u)$ with $v = du/\text{dt}$ and the damping lead to the equation for the dynamics of the distortion $u$,

$$2m \frac{d^2u}{dt^2} = -2Ku - \frac{1}{N^2} \sum_{l\mathbf{k}} \frac{\partial \varepsilon_{l\mathbf{k}}(u)}{\partial u} f_{l\mathbf{k}} - \gamma \frac{du}{dt},$$ (9)$$
where a value of damping constant $\gamma = 9 \text{ meV ps} \Delta^{-2}$ is chosen, so that the decay rate of the oscillation is similar to experiments.\textsuperscript{12}

\section*{C. Electron dynamics}

Dynamics of electrons in the model is governed by the Boltzmann equations that describe electron-electron and electron-phonon scattering. As done in Refs.\textsuperscript{17,18} the momentum conservation is integrated out under the approximation of isotropic Debye phonons and electrons with an isotropic parabolic dispersion relation. This gives rise to the following equations

\[
\frac{df_e}{dt} (\epsilon) = \frac{K_{ee}}{2} \int \left[ -f_e f_e' (1-f_e') (1-f_{\epsilon+\epsilon'}-f_{\epsilon'}) + (1-f_e) (1-f_e') f_{\epsilon''} f_{\epsilon+\epsilon'-\epsilon''} \right] \times D_e(\epsilon') D_e(\epsilon'') D_e(\epsilon + \epsilon' - \epsilon'') d\epsilon' d\epsilon'' \tag{10}
\]

where $K_{ee}$ represents the electron-electron scattering, and

\[
\left( \frac{df_e}{dt} \right)_{ep} = K_{ep} \int \left\{ [f_e + \omega (1-f_e)] (b_\omega + 1) - f_e (1-f_{\epsilon+\omega}) b_\omega \right\} D_p(\omega) D_e (\epsilon + \omega) + \left[ f_e - \omega (1-f_e) b_\omega - f_e (1-f_{\epsilon-\omega}) (b_\omega + 1) \right] \times D_p(\omega) D_e (\epsilon - \omega) \} d\omega \tag{11}
\]

represents the electron-phonon scattering, in terms of electron and phonon distribution functions, $f_e$ and $b_\omega$, and corresponding DOS, $D_e(\epsilon)$ and $D_p(\omega)$. The number of energy bins is chosen as $N_\epsilon = 2400$, which results in an energy bin size of about 1.7 meV. The constants for the electron-electron and the electron-phonon scattering are $K_{ee} = 1953 \text{ eV ps}^{-1}$ and $K_{ep} = 0.2325 \text{ eV ps}^{-1}$, chosen with the same order of magnitude as the values used in Refs.\textsuperscript{17} and \textsuperscript{18}.

\section*{D. Approximations used}

We list some of the approximations chosen for the model and discuss why they are reasonable. In the simulations, the electron DOS plays a dominant role in dynamics. Electron hopping amplitudes beyond the nearest neighbors are not only small, but also have a negligible effect on the electron DOS, which justifies the approximation of including only the nearest neighbor hopping. An approximation has been also made for the effect of the optical pump. The main focus of the simulations is the dynamics after the optical pump, not during the optical pump. Further, the typical width of the optical pulse, $\sim 10 \text{ fs}$, is much shorter than the period of coherent oscillation, $\sim 500 \text{ fs}$. Therefore, the dynamics during the optical pump is irrelevant for the simulation and we approximate the effect of the optical pump as an instantaneous electronic excitation as described in Sec. \textsuperscript{III A}.

Finally, all phonon modes, except one primary coherent distortion mode parameterized by $u$, have no memory of the phonons emitted or absorbed by electrons, and are treated as a thermal reservoir at a fixed temperature. The effect of dynamic incoherent phonon distribution is expected to be small, because the phonons have a much greater specific heat than the electrons. Excitations of other coherent phonon modes coupled to the primary coherent phonon mode could be incorporated in the model by including anharmonic coupling between various coherent phonon modes, as postulated for perovskite manganites.\textsuperscript{12}

With these reasonable approximations, we capture essential features of CO and its photoinduced dynamics in a simple model, and obtain results which could spur future experiments. The model also provides a computational framework, upon which more realistic models could be built.

\section*{III. RESULTS}

\subsection*{A. Equilibrium states and excitations by optical pump}

Before presenting the results for the nonequilibrium dynamics, we discuss the equilibrium properties of the system and the effects of the optical pump. To ensure consistency, the dynamics simulation itself is used to obtain the equilibrium states $f_e^{eq}$ and $u_{eq}$, which show a second order phase transition with a critical temperature of $T_c \approx 217 \text{ K}$ and $u_{eq}(T \approx 0) = 0.035 \text{ Å}$.

As mentioned in Sec. \textsuperscript{III D}, the effect of the optical pump is considered as an instantaneous electron excitation. Therefore, the distribution function for the upper and lower bands at $t=0$, right after the optical pump, is altered from the equilibrium distribution $f_e^{eq}$ by a Gaussian function,

\[
f_e(t=0) = f_e^{eq} \pm \delta f \exp \left[ -\frac{(2\epsilon + E_{\text{photon}})^2}{8W^2} \right], \tag{13}
\]

where $E_{\text{photon}}$ is the median photon energy in the optical pump, and $\delta f$ is the maximum change in the distribution function. The fluence per site $F$ of the optical pump is calculated as the change in electronic energy at $t = 0$. For most results in this paper, we take an initial temperature of $T_i = 135 \text{ K}$, for which the equilibrium distortion, order parameter, and CO gap are $u_{eq} = 0.031 \text{ Å}$, $\Delta u_{eq} = 0.056$, and $\Delta \text{gap} = 58.9 \text{ meV}$, respectively. The width of the pump beam is fixed as $W = 0.02 \text{ eV}$ for most simulations.
B. Nonequilibrium dynamics induced by photons with $E_{\text{photon}} \gg \Delta_{\text{gap}}$

Since the early-time dynamics and the energy efficiency of melting the CO depend sensitively on the photon energy, the results for $E_{\text{photon}} \gg \Delta_{\text{gap}}$ and $E_{\text{photon}} = \Delta_{\text{gap}}$ are presented separately in this and the next subsections. The results for $E_{\text{photon}} = 2$ eV, much greater than $\Delta_{\text{gap}} = 58.9$ meV, and fluences large enough to melt the CO are presented in Figs. 2 and 3. In Fig. 2 the electron distribution functions for selected times are shown to demonstrate the evolution of $f(\varepsilon)$. Video simulations of $f(\varepsilon, t)$ for the $E_{\text{photon}} \gg \Delta_{\text{gap}}$ and $E_{\text{photon}} = \Delta_{\text{gap}}$ cases are provided in the supplementary material. In Fig. 3 the evolution of various quantities are shown. To reveal the fast early dynamics and slow late dynamics in the same figure, the dynamics during $-0.1-2$ ps and $2-50$ ps are displayed in different time scales. To parameterize the energy of the electron system at time $t$, the effective temperature $T_{\text{eff}}(t)$ in the nonequilibrium state is defined by matching the total energy between the actual and the Fermi-Dirac distributions, that is,

$$
\int_{-\infty}^{\infty} \varepsilon f(\varepsilon, t) d\varepsilon = \int_{-\infty}^{\infty} \varepsilon f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t)) d\varepsilon,
$$

where $f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t))$ is the Fermi-Dirac distribution function with the temperature $T_{\text{eff}}(t)$ and the chemical potential zero. Figure 3(a) shows the difference between $T_{\text{eff}}$ and the initial temperature $T_i$ before the pump, which is a measure of the excess energy in the electron system. The effective electron temperature $T_{\text{eff}}$ increases to 907 K right after the optical pump. The semilogarithmic plot of $T_{\text{eff}} - T_i$ versus time $t$ reveals three distinct exponential decay rates, $r = 0.202$ ps$^{-1}$ up to around 16 ps, $r = 0.013$ ps$^{-1}$ between 16 ps and 21 ps, and $r = 0.053$ ps$^{-1}$ after around 21 ps, which correspond to three stages of the relaxation process, that is, stages of CO melting, CO gap reopening, and thermal relaxation. Such multistage relaxation has been observed in CO or CDW materials. We now discuss these different stages in more detail.

As shown in Fig. 2(a), initial electron-hole excitations for $E_{\text{photon}} \gg \Delta_{\text{gap}}$ occur far away from the CO gap, but fast electron-electron scattering removes the Gaussian peak features at $\varepsilon = \pm E_{\text{photon}}/2$ within 0.15 ps, initiating the stage of CO melting. As mentioned in Sec. II, the CO accompanies periodic lattice distortions. Such electronic and lattice modulations would produce superlattice peaks in x-ray and neutron scattering. Their normalized intensities are approximately squares of the displacement $u$ or the CO density $\delta n$ normalized to the equilibrium values at temperature $T_i$ before the optical pump,

$$
\bar{u}^2(t) = \left[ u(t)/u_{\text{eq}}(T_i) \right]^2,
$$

$$
\bar{\delta n}^2(t) = \left[ \delta n(t)/\delta n_{\text{eq}}(T_i) \right]^2.
$$

In equilibrium, $u$ and $\delta n$ are directly related to each other to characterize the decoupling between the CO and periodic lattice distortion in nonequilibrium. Figure 2(b) shows that substantial electron-hole excitations near the gap created by the electron-electron scattering reduce the order parameter $\delta n$ and initiate the coherent oscillation in $u$, which damps out by around 1 ps. The result further reveals a difference between $\bar{u}^2$ and $\bar{\delta n}^2$, up to approximately 15% at $t \approx 0.13$ ps, as shown more clearly for $\bar{d} = \bar{u}^2 - \bar{\delta n}^2$ in Fig. 3(c), which indicates a partial decoupling of the electrons and lattice distortions. The O ion has about thirty thousand times greater mass than an electron, which results in lattice dynamics lagging behind the electron dynamics and $\bar{d} > 0$. The oscillation amplitude of the normalized lattice distortion is larger than that of the normalized electronic order parameter for the same reason. The average difference $\Delta f(t)$ be-

![FIG. 2. Examples for the evolution of the distribution function $f$ versus energy $\varepsilon$ for $E_{\text{photon}} \gg \Delta_{\text{gap}}$. (a) The red line shows the distribution function right after the optical pump, $t = 0$; the solid orange line represents the distribution function at $t = 0.15$ ps. The Fermi-Dirac distribution at the corresponding effective temperature $T_{\text{eff}} = 904$ K, defined by Eq. (14), at $t = 0.15$ ps is shown in a dashed orange line. (b) The solid blue line represents the electron distribution at $t = 18$ ps during the gap reopening. The Fermi-Dirac distribution with the corresponding effective temperature $T_{\text{eff}} = 177$ K at $t = 18$ ps is shown in a dashed blue line.](image-url)
between \( f(\varepsilon, t) \) and \( f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t)) \), calculated according to

\[
\Delta f(t) = \sqrt{\int_{-\infty}^{\infty} [f(\varepsilon, t) - f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t))]^2 D_\varepsilon(\varepsilon, t) d\varepsilon},
\]

(18)
is shown in Fig. 3(d), which indicates that the electronic state deviates substantially from the Fermi-Dirac distribution during the CO melting. To track the transfer of electrons between the upper and the lower bands, we calculate the number of electrons per site in the upper band at time \( t \),

\[
N_{\text{upper}}(t) = \int_{0}^{\infty} f(\varepsilon, t) D_\varepsilon(\varepsilon, t) d\varepsilon,
\]

(19)
and find the change from the number before the optical pump,

\[
\Delta N_{\text{upper}}(t) = N_{\text{upper}}(t) - N_{\text{upper}}(t < 0),
\]

(20)shown in Fig. 3(e). The number of photoexcited electrons in the upper band is 0.002 per site, as indicated by a vertical dot-dashed line in Fig. 3, while the number of electrons excited through the subsequent thermalization up to \( t \approx 1 \) ps is 0.021 per site, an order of magnitude greater, because many low energy electrons are excited near the gap as photoexcited high energy electrons decay through the energy-conserving electron-electron scattering.

As the effective electron temperature \( T_{\text{eff}} \) drops below \( T_c \) around \( t = 12 \) ps, indicated by the vertical dot-dashed line in Fig. 3, the system enters the stage of CO gap reopening, and loses the \textit{internal} equilibrium up to approximately \( t = 30 \) ps. Figure 3(b) shows that the squares of electronic order parameter and periodic lattice distortion, \( \tilde{\delta}n^2 \) and \( \tilde{\delta}^2 \), increase from zero. The square of the normalized lattice distortion that the system would have, if the system is in the equilibrium state at \( T_{\text{eff}} \),

\[
\tilde{u}_{\text{eq}}^2(t) = \left[ \frac{u_{\text{eq}}(T_{\text{eff}}(t))}{u_{\text{eq}}(T_i)} \right]^2,
\]

(21)is also shown in Fig. 3(b) for \( t > 2 \) ps. The strong reduction of the normalized actual distortion \( \tilde{u}(t) \) compared to the normalized equilibrium distortion \( \tilde{u}_{\text{eq}}(t) \) clearly shows the effect of nonequilibrium dynamics. The electronic ordering precedes the lattice ordering again and therefore \( d = \tilde{u}^2 - \tilde{\delta}n^2 < 0 \) [Fig. 3(c)]. Furthermore, rapid opening of the gap pushes electron and hole energies up, which causes a very slow decay of \( T_{\text{eff}} \) [Fig. 3(a)], a substantial deviation of \( f(\varepsilon) \) from \( f_{\text{FD}}(\varepsilon) \) near the gap [Fig. 2(b)], and enhanced \( \Delta f \) [Fig. 3(d)]. We discuss this in more detail in Sec. III E.

Finally, the stage after around 30 ps is characterized as the thermal relaxation stage, because the electron system and the periodic lattice distortion gradually approach the initial state before the optical pump, while maintaining \textit{internal} equilibrium between them.

The critical fluence \( F_c \) for the insulator-metal transition versus the initial temperature \( T_i \) before the pump for \( E_{\text{photon}} \gg \Delta \text{gap} \) is shown in blue dots in Fig. 3. To compare the photoinduced and thermodynamic insulator-metal transitions, we calculate the thermodynamic CO melting energy \( \Delta E_{\text{tot}}(T_i) \) at temperature \( T_i < T_c \) for the whole system including the phonon thermal reservoir according to

\[
\Delta E_{\text{tot}}(T_i) = E_{\text{tot}}(T_c) - E_{\text{tot}}(T_i),
\]

(22)where

\[
E_{\text{tot}}(T) = \int_{-\infty}^{\infty} \varepsilon f_{\text{FD}}(\varepsilon, T) D_\varepsilon(\varepsilon, u_{\text{eq}}(T)) d\varepsilon + K u_{\text{eq}}^2(T)
\]

\[
+ \int_{0}^{\infty} \omega b_\omega(T) D_\omega(\omega) d\omega.
\]

(23)
The result shown in purple line in Fig. 4 indicates that the energy required for the photoinduced phase transition $F_c(T_i)$ is substantially lower than the energy required for the thermodynamic phase transition $\Delta E_{\text{tot}}(T_i)$ for the model system, because for the photoinduced transitions there is insufficient time to heat the incoherent phonons. We also find the thermodynamic melting energy without the incoherent phonons $\Delta E_{e+u}(T_i)$ shown in orange line in Fig. 4 by excluding the last term in Eq. (23) and calculating the difference between $T_c$ and $T_i$. The critical fluence $F_c(T_i)$ is greater than $\Delta E_{e+u}(T_i)$, indicating that a part of the energy initially deposited to the electron system leaks to the phonon thermal reservoir before the high energy electron and hole pairs cascade down to the states near the gap and initiate the insulator-metal transition.

\[ \Delta E_{\text{tot}}(T_i) = \Delta E_{e}(T_i) + \Delta E_{u}(T_i) \]

\[ F_c(T_i) = E_{\text{phot}} = \Delta E_{\text{gap}} \]

C. Nonequilibrium dynamics induced by photons with $E_{\text{phot}} = \Delta E_{\text{gap}}$

In this subsection, the results of the simulations with $E_{\text{phot}} = \Delta E_{\text{gap}}$ are presented, particularly before 1.5 ps when the dynamics shows a behavior different from the case of high photon energy $E_{\text{phot}} \gg \Delta E_{\text{gap}}$. The dynamics of the square of the normalized distortion $\tilde{u}^2$ and the square of the normalized order parameter $\delta \bar{n}^2$ are shown in Figs. 5(c)-5(e) for three values of the fluence $F = 0.97, 1.83, 5.65$ meV/site, all above the critical fluence $F_c = 0.91$ meV/site. At $t = 0$, while $\tilde{u}^2$ still decreases continuously, the electronic parameter $\delta \bar{n}^2$ jumps abruptly by the amount that increases with the fluence $F$. This jump in $\delta \bar{n}^2$ occurs because the electrons with energies right at the gap, which are relevant to the CO, are directly excited by the optical pump. Figure 5(e) shows that the electronic order virtually vanishes and remains close to zero for a high enough fluence with $E_{\text{phot}}$ close to $\Delta E_{\text{gap}}$. The energy of the electrons and holes excited by the optical pump near the gap is strongly coupled to $\tilde{u}$ and gives rise to oscillating effective electron temperature $T_{\text{eff}}$, as shown in Fig. 5(b) for $F = 0.97$ meV/site. With the low energy of the photoexcited electrons, the initial electron thermalization reduces $\Delta N_{\text{upper}}$, as indicated in Fig. 5(b), very different from $E_{\text{phot}} \gg \Delta E_{\text{gap}}$ case shown in Fig. 5(e). Figures 5(c)-5(e) also show that the period of oscillation depends sensitively on time and the fluence, which will be analyzed in more detail in the next subsection.

Red dots in Fig. 4 show the critical fluence $F_c$ versus the initial temperature $T_i$ for $E_{\text{phot}} = \Delta E_{\text{gap}}$ and the inset in Fig. 4 displays $F_c$ versus $E_{\text{phot}}$ at $T_i = 135$ K. As the photon energy decreases from $E_{\text{phot}} \gg \Delta E_{\text{gap}}$ to $E_{\text{phot}} = \Delta E_{\text{gap}}$, the critical fluence $F_c(T_i)$ reduces by about 60%, toward the thermodynamic melting energy $\Delta E_{e+u}(T_i)$ without incoherent phonons. The melting of the CO is greatly facilitated by exciting the electrons close to the gap, because photons in the optical pump directly alter the CO and more energy is used for the CO melting.

D. Dynamics of energy landscape and coherent oscillation frequency

The energy landscape plays an important role in both thermodynamic and photoinduced phase transitions. We therefore calculate the dynamic energy landscape $U(u, t)$ according to

\[ U(u, t) = \frac{1}{N^2} \sum_{l,k} \hat{\epsilon}_{l,k}(u) f_{l,k}(t) + K u^2, \tag{24} \]

where the first term, the electron energy summed over the occupation, represents the electron-lattice coupling, and the second term represents the vibrational potential energy from ion-ion interactions. In the first term, the electron distribution $f_{l,k}$ in the band and momentum indices is independent of the distortion $u$, because $u$ is varied adiabatically. Strikingly different early-time energy landscape dynamics are found for different photon energies, as shown in Fig. 6. Video simulations of $U(u, t)$ are provided in the supplementary material. Figures 6(a)
and (c) display the results for $E_{\text{photon}} \gg \Delta_{\text{gap}}$. The energy landscape right after the optical pump at $t = 0$ [red line in Fig. 6(a)] is close to a vertical shift of the energy landscape before the optical pump. Subsequently, the energy landscape changes from a double-well (red and orange lines) to a single-well potential (green and cyan lines), and as the effective temperature $T_{\text{eff}}$ drops below $T_c$, the energy landscape becomes double-well again (dark blue and purple lines). Figure 6(c) shows the full energy landscape dynamics in $U$-$u$-$t$ space, along with the dynamics of the distortion $u$. Energy landscape changes from a double-well to a single-well during the first oscillation in $u$, resulting in a slow first oscillation, as discussed in more detail later in this subsection.

The energy landscape dynamics for the $E_{\text{photon}} = \Delta_{\text{gap}}$ case in Figs. 6(b) and 6(d) show a behavior very different from the $E_{\text{photon}} \gg \Delta_{\text{gap}}$ case, particularly during $t < 3$ ps. With the CO state directly destroyed by the optical pump, the energy landscape right after the optical pump [red line in Fig. 6(b)] already has a metallic single-well potential. Comparison between $E_{\text{photon}} \gg \Delta_{\text{gap}}$ case and $E_{\text{photon}} = \Delta_{\text{gap}}$ case in Fig. 6 reveals that, when the pump energy is tuned at the gap, the change in the shape of the energy landscape occurs in the time scale of the pump pulse width, resulting in much faster and more energy efficient melting of the CO phase, which could be important in using such phenomena for ultrafast switching devices.

Energy landscape dynamics can be experimentally observed through the time-dependent frequency of coherent oscillations. To analyze the correlation between the energy landscape and the frequency of the oscillation for the model, we first find the angular frequency $\Omega = \pi/(t_{n+1} - t_n)$ versus time $t = (t_{n+1} + t_n)/2$, where $t_n$ is the time for the $n$-th local maximum of $\tilde{u}(t)$. Figure 7(a) displays the results for two cases of $E_{\text{photon}} = \Delta_{\text{gap}}$ [cases of Figs. 6(c) and 6(d)] and two cases of $E_{\text{photon}} \gg \Delta_{\text{gap}}$ (including the case in Fig. 5). For comparison, Fig. 7 also shows the bare angular frequency $\Omega_{\text{bare}}$ without electron-
lattice coupling and the equilibrium angular frequency \( \Omega_{\text{eq}} \) for the equilibrium double-well potential before the pump [see dotted black lines in Figs. 6(a) and 6(b)]. The results reflect the rapidly changing energy landscape, as the excited electrons and holes redistribute in ways that depend on the photon energy and the fluence. For \( E_{\text{photon}} = \Delta_{\text{gap}} \) shown in red symbols in Fig. 7(a), instantaneous melting of CO leads to \( \Omega \) either close to or higher than \( \Omega_{\text{eq}} \) right after the optical pump, depending on whether \( F \approx F_c \) or \( F \gg F_c \). When the energy landscape is about to change from a single-well to a double-well around 2 ps, the energy landscape becomes highly anharmonic with the flat bottom of potential well [see the curve for \( t = 2 \text{ ps} \) in Fig. 6(b)], reflected in a small \( \Omega < \Omega_{\text{eq}} \) around 2 ps in Fig. 7(a). In contrast, for \( E_{\text{photon}} \gg \Delta_{\text{gap}} \) shown in blue symbols in Fig. 7(a), the situation is reversed. The energy landscape starts out with a double-well that turns into a single-well, reflected in a small \( \Omega < \Omega_{\text{eq}} \) right after the pump. The angular frequency \( \Omega \) increases after melting of CO and remains almost constant for \( t = 1 \sim 2 \text{ ps} \) because the energy landscape remains single-well till much later \( t \approx 12 \text{ ps} \).

From the first half-oscillation we take the initial angular frequency \( \Omega_{\text{1st}} \) and plot with respect to the fluence \( F \) in Fig. 7(b) for \( E_{\text{photon}} = \Delta_{\text{gap}} \) and \( E_{\text{photon}} = 2 \text{ eV} \gg \Delta_{\text{gap}} \). The corresponding critical fluences \( F_c \) are also shown in vertical dashed lines. Much faster increase in \( \Omega_{\text{1st}} \) with the fluence for \( E_{\text{photon}} = \Delta_{\text{gap}} \) reflects the dominant effect of the states near the gap on the energy landscape. Transient stiffening of the phonon mode by the optical pump has been identified in a CDW phase of CeTe₃ (Ref. 22), and is consistent with the Kohn anomaly, that is a softening of the phonon mode responsible for the CO or CDW when approaching \( T_c \) from above.

E. Nonthermal electron distribution and electron energy relaxation

Nonthermal electron distribution could give rise to dynamic behaviors significantly different from the predictions of models based on thermal electron distribution, such as the absence of divergent electron relaxation time at low temperatures in metals that contradicts the prediction from the two-temperature model. In this subsection, we discuss the character and the origin of the nonthermal electron distribution during the photoinduced insulator-metal transition and the reopening of the gap. The high photon energy case shown in Figs. 2 and 3 is analysed as a specific example.

The distribution function \( f(\varepsilon, t = 0) \) right after the optical pump and the equilibrium Fermi-Dirac distribution function \( f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t = 0)) \) with the same energy are schematically drawn in Fig. 8(a). Two typical electron-electron scattering processes that would change \( f(\varepsilon, t = 0) \) closer to \( f_{\text{FD}}(\varepsilon, T_{\text{eff}}(t = 0)) \) are also shown in green and blue arrows in Fig. 8(a), which indicates the net electron transfer from the lower to the upper band responsible for the rapid rise of \( \Delta N_{\text{upper}} \) during the first 1 ps [Fig. 8(c)].

The reopening of the CO gap results in another stage with nonthermal electron distribution [Fig. 8(d)]. As shown in Fig. 8(b) for \( t = 18 \text{ ps} \), the difference between the actual distribution and the thermal distribution is largest near the gap. Figure 8(b) explains schematically why this happens. The distortion \( \alpha \) affects energy levels near the gap most sensitively. Adiabatic opening of the gap pushes electron and hole energy levels up without changing the occupation \( f_{\text{TD}}(\varepsilon, t) \), as indicated by arrows in Fig. 8(b). This shift contributes to the increase of the effective temperature \( T_{\text{eff}} \) and competes against the cooling by the phonon thermal reservoir, which gives rise to a particularly slow electron energy relaxation of exponential decay rate \( r \approx 0.013 \text{ ps}^{-1} \) [Fig. 8(a)].

The dynamics of the CO gap plays an essential role for the relaxation of the electronic energy shown in Fig. 8(a) in two aspects. First, the size of the CO gap directly affects the energy transfer from the electron to the phonon system, because phonons with energy smaller than the CO gap cannot participate in electron energy decay across the gap, limiting the thermal conductivity between the electron and the phonon system. This explains the order-of-magnitude increase of the relaxation time at the onset of the CO gap reopening. Second, the reopening of the CO gap pushes up the energy of the excited electrons and holes adiabatically, competing against the cooling of the electron system by the phonon thermal
reservoir. The rapid increase of the CO gap makes the energy relaxation particularly slow right after $T_{\text{eff}}$ drops below $T_c$.

**IV. COMPARISON WITH EXPERIMENTS**

We make comparisons between our results and experimental data. The photon energy of 1.55 eV used to melt CO in Ref. 12 corresponds to the CO gap energy in Pt$_{0.5}$Ca$_{0.5}$MnO$_3$, and, therefore, the experimental results can be compared with our results for $E_{\text{photon}} = \Delta_{\text{gap}}$. Approximately, the normalized off-resonance structural superlattice peak intensity and the normalized on-resonance charge order peak intensity in Fig. 2 in Ref. 12 correspond to $\tilde{u}^2$ and $\delta\tilde{n}^2$ in our model. Large oscillation of the structural superlattice peak intensity and almost complete suppression of the CO peak intensity in the experiments are consistent with the evolution of $\tilde{u}^2$ and $\delta\tilde{n}^2$ shown in Fig. 5(e) for $E_{\text{photon}} = \Delta_{\text{gap}}$ case for our model.

Experimentally, unlike our simulation results, the energy for the photoinduced transition is not necessarily smaller than the energy for the thermodynamic transition, 12,27,28,29 It has been proposed that the observed high critical fluence is related to the long wavelength distortions, or the changes in unit cell symmetry present in these materials, which cannot fully relax during the short time scale of photoinduced phase transitions. This discrepancy between simulation results and experimental results indicates that the long wavelength distortions, which are not included in the model, may indeed play an important role in the increase of the critical fluence, competing against the opposite effect from transient decoupling of incoherent phonons.

Increased energy efficiency of the photoinduced phase transition with a lower $E_{\text{photon}}$ found from the simulations (Fig. 4) has been also observed in experiments. For example, in the CDW phases of 1T-TaS$_2$ (Ref. 27) and VO$_2$ (Ref. 28), as $E_{\text{photon}}$ is reduced from 1.5 eV to 0.5 eV, the energy required for the photoinduced transition drops by about 75% and 50% respectively, which are comparable to about 60% drop of the critical fluence between $E_{\text{photon}} = \Delta_{\text{gap}}$ and $E_{\text{photon}} = \Delta_{\text{gap}}$ cases in the simulations.

**V. SUMMARY**

In summary, we have simulated photoinduced melting of charge order using a model of $MO_2$ square lattice and a phonon thermal reservoir. The stages of CO melting, CO gap reopening, and thermal relaxation have been identified. During the stage of CO melting, the dynamics of the periodic lattice distortion is partially decoupled from and lags behind the dynamics of electronic order parameter due to large inertia of ions. As the effective electron temperature $T_{\text{eff}}$ drops below $T_c$, electron system enters the stage of CO gap reopening and its state changes from thermal to nonthermal. The cooling rate of the electron system is reduced by an order of magnitude, because of adiabatic push of electron and hole levels by the gap reopening and reduced thermal conductivity between electron system and phonon thermal reservoir. During the stage of thermal relaxation, the electron system and the periodic lattice distortion maintain internal equilibrium, as they relax back to the initial state. Energy efficiency of photoinduced switching from insulator to metal more than doubles as the photon energy is reduced towards the CO gap. The frequency of coherent oscillation depends sensitively on time, fluence, and photon energy, which is interpreted in terms of the energy landscape dynamics. Agreements are found between the simulation results and recent experiments.

The results have shown intricately coupled dynamics of electrons, periodic lattice distortions, and incoherent phonons in nonequilibrium states excited by the optical pump in CO materials. Our approach can be extended in various ways, in particular by including more basis states in the tight-binding Hamiltonian. Inclusion of multiple orbitals would allow the study of the dynamics of orbital ordering in addition to the dynamics of charge ordering, as found in Ref. 12. Adding spin degrees of freedom and on-site Coulomb interaction would allow the simulations of dynamics of magnetic ordering found in some CO or CDW materials. The study of such extended models would shed insight on how to make ultrafast switching devices out of CO or CDW materials.
SUPPLEMENTARY MATERIAL

See supplementary material for video simulations of the dynamics of electron distribution function $f(c)$ together with the energy landscape $U(n)$ for $E_{\text{photon}} \gg \Delta_{\text{gap}}$ and $E_{\text{photon}} = \Delta_{\text{gap}}$ cases.
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