Adversarial Training for a Continuous Robustness Control Problem in Power Systems
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Abstract—We propose a new adversarial training approach for injecting robustness when designing controllers for upcoming cyber-physical power systems. Previous approaches relying deeply on simulations are not able to cope with the rising complexity and are too costly when used online in terms of computation budget. In comparison, our method proves to be computationally efficient online while displaying useful robustness properties. To do so we model an adversarial framework, propose the implementation of a fixed opponent policy and test it on an L2RPN (Learning to Run a Power Network) environment. That environment is a synthetic but realistic modeling of a cyber-physical system accounting for one third of the IEEE 118 grid. Using adversarial testing, we analyze the results of submitted trained agents from the robustness track of the L2RPN competition. We then further assess the performance of those agents in regards to the continuous N-1 problem through tailored evaluation metrics. We discover that some agents trained in an adversarial way demonstrate interesting preventive behaviors in that regard, which we discuss.

Index Terms—adversarial, robustness, control, power system

I. INTRODUCTION

Power systems have always been critical systems in which robustness is crucial [1]. For the last decades, developed power grids have tried to remain robust to unexpected events following a simple guiding “N-1” redundancy principle: the system should keep operating in nominal conditions despite the loss of any single asset such as lines or power plants at any time. Operators hence anticipated through forecasts and simulations the effect of having any line disconnected in the hours to come. This very fundamental property has been the root of the success of power systems: to distribute electricity reliably throughout the grid at all times. However, these aging systems are moving closer to their limits and this redundancy constraint is no longer easy to satisfy due to the ever-increasing complexity. In addition, climate change can lead to more frequent and extreme weather events which also have to be accounted for. As a consequence, the time resolution operators are considering is moving towards sampling and refresh rates of 15 minutes instead of 3 hours previously. Because of constraints over the computation time budget in real-time operations, not every contingency can be studied on these higher resolution forecasting horizon. There is therefore a need for new methods to be robust to extreme events while having the capacity to operate in real time even at larger scales. That need has led to a trend toward cyber-physical systems with innovative behaviors [2].

Some methods have successfully addressed this problem before (worst case methods [3], robust control) but they have troubles scaling up to continuous time horizon and adapting to cyber considerations. It is therefore essential to find new ways of coming up with robust strategies that are capable of coping with the new complexity in the power systems.

Machine Learning seems to be a promising approach to solve this issue. Indeed, learning a certain behavior beforehand could allow to constantly use that knowledge instead of making use of the computation budget to simulate events and thus gain significant improvements in online computation times as shown by [4], possibly solving the scaling issue. In particular, it could be possible to predict power flows using Deep Learning. Other kinds of Machine Learning methods look particularly suited to the problem, such as Reinforcement Learning methods [5] [6]. These methods let agents learn through experience, possibly solving extremely complex problems [7]. Reinforcement Learning techniques also adapted for finding robust policies [8]. There is a wide access to experience data in power systems that could allow for Reinforcement Learning methods to thrive.

Thus, control is now a central area of power systems. Recent research recommends worst case methods, adversarial testing and safe learning [9]. Following these guidelines, we seek to achieve safe learning through an adversarial training approach. Furthermore, we make use of the L2RPN (Learn to Run a Power Network) competitions environments [10] to evaluate the submitted agents using adversarial testing. In this paper we present the opponent that we considered, we propose to characterize in a more exhaustive way the robustness and we evaluate the relevance of adversarial training as a means of building robust policies.

II. FORMALIZATION OF THE N-1 PROBLEM

The initial objective for the robustness competition is that the agent should be able to solve the continuous N-1 problem over time, which we will simply call the N-1 problem.

The N-1 problem is a well-known problem in the study of power systems [11].
A. Definition of N-1 continuous problem

At a given time, the instantaneous N-1 problem is to keep operating the network despite the loss of any element of the electrical network at that moment. That is, at that instant, one must be robust to the loss of any electrical element of the network.

Therefore, the continuous N-1 problem is the following: to be able to keep operating the network over a time horizon, despite the untimely loss of an element of the electrical network. This implies a notion of robustness because it is necessary to prepare in advance for the eventual loss of an element, hence the name N-1. Specifically, one must not only be prepared for the loss of an element but also have the grid be in a configuration that is acceptable for the hours to come when an element happens to be lost.

Our goal is on the one hand to create a framework that models and implements the N-1 problem and that provides a means to evaluate the robustness of an agent, and on the other hand to propose agents that can respond to it, i.e. agents that are robust to the loss of an element of the power grid.

B. Metrics to evaluate the N-1

We first look for a meaningful metric in regards to the N-1 problem. The objective is to find a single quantity that is capable of assessing an agent’s performance relatively to the N-1 problem at some time step \( t \). We call it the N-1 reward, \( M_t \). Other studies have aimed at evaluating the N-1 criterion before, typically through an evaluation reward equally considering the different line disconnections [6]:

\[
M_t = \sum_{i=1}^{\text{nlines}} S_{i,t}
\]  
(1)

Where :

- \( n_{\text{lines}} \) is the number of attackable lines.
- \( S_{i,t} \) is a stability score to be determined when the disconnection of the line \( i \) is simulated at time step \( t \).

In the previous example [6], \( S_{i,t} \) equals 1 if a power flow solution exists, else 0.

Such metrics account for the robustness to the different possible line disconnections uniformly. At the contrary, worst case approaches only consider the worst possible line disconnection at some given time [12] [5] [13], using :

\[
M_t = \min_{i \in [1,n_{\text{lines}}]} S_{i,t}
\]  
(2)

We propose another approach in-between those two that accounts for all the different possible line disconnections while putting an emphasis on the worst ones.

We remind that the N-1 problem, that we emulated through an opponent, is to be robust to the untimely disconnection of one of the attackable lines.

Therefore to evaluate it, we choose to simulate exhaustively at each step the disconnection of each of those attackable lines and check whether any overflow appeared in the power grid. That way, we know if the agent was prepared for such a disconnection.

We then put together these values \( S_{i,t} \) into the following formula for the N-1 reward \( M_t \) :

\[
M_t = \sum_{i=1}^{\text{nlines}} w_{\phi_{i}} S_{i,t}
\]  
(3)

Where :

- We choose that the stability score \( S_{i,t} \) equals 1 if no overflows appeared in the grid after the disconnection was simulated, else 0.
- \( w_{j} \) are weights given to the stability scores of the disconnections and will be discussed further down.

At a given time step \( t \), the highest weights are always given to the lowest scores \( S_{i,t} \), hence the permutation \( \phi_{i} \) to reorder the weights to the stability scores.

This is done to have a behavior close to the one of worst case evaluation, while still considering all line disconnections instead of only the worst one.

Through this evaluation reward, we consider all of the different possible line disconnections while assigning higher weights to the most dangerous ones.

As for the weights, we choose the following :

\[
w_{j} = \exp(-\lambda \frac{j - 1}{n_{\text{lines}} - 1})
\]  
(4)

The weights are exponentially decreasing and \( w_{0} = 1 \), where \( \lambda \) is a parameter to be determined and which balances the emphasis to be put on the worst disconnections. Tuning that parameter effectively allows us to get closer to either the worst case metrics or the uniform ones.

We choose a value for \( \lambda \) such that 95% of the weights are contained in the 20% worst line disconnections, i.e. with lowest stability scores \( S_{i,t} \) at a given time. This allows for a strong importance to be given to the worst line disconnections while being soft enough so that the values for the metric can be easily and meaningfully compared for different agents and scenarios.

III. MODELING & ADVERSARIAL APPROACH IMPLEMENTATION

A. Opponent modeling

At scale, it is impossible to simulate all N-1 disconnections online because of the computation burden. Therefore, we propose a new adversarial approach that lets a controller learn offline to be robust to those disconnections without having to simulate them online.

Our adversarial approach is inspired from the classical RL (Reinforcement Learning) framework [14], where an agent and an environment interact with each other sequentially.
Here we introduce a modified version of this framework where we add a new adversarial actor, the opponent. The opponent acts in parallel to the agent and in a similar way, picking an action at each time step according to some observation for the current state that it received from the environment. The purpose of the opponent will be to trigger untimely adversarial powerline disconnections that the agent then have to cope with. This aims at forcing the agent to acquire some sort of robustness to these disconnections, the objective being that it can then solve the N-1 problem.

The observations for the agent mostly contains information concerning power flows, productions, consumptions and the topology of the grid. The actions that are available to the agent are topological modifications of the lines and substations as well as redispatching actions. Please refer to [15] for more details.

The opponent has access to the same observations as the opponent and can choose to either disconnect a powerline or to do nothing.

Furthermore, so that the difficulty of the competition is not too high, the opponent can only disconnect some of the powerlines in the grid, shown in red in figure 2.

The opponent will attack by sampling among the toughest line disconnections for the agent. If the agent is able to cope with the toughest line disconnections for him, it should be robust to other line disconnections as well in the end.

The agent and the opponent hence have opposite goals that lead to joint equations for their optimal policies:

\[ \pi^* = \arg\max_{\pi \in \Pi} E[\sum_{t=0}^{t_{\text{final}}} R_t | \pi, \psi^*] \]  
\[ \psi^* = \arg\min_{\psi \in \Psi} E[\sum_{t=0}^{t_{\text{final}}} R_t | \pi^*, \psi] \]

Where:
- \( \pi \) and \( \psi \) are the agent and opponent policies respectively.
- \( \Pi \) and \( \Psi \) are the agent and opponent policy domains respectively, which may be different to the total spaces due to constraints over the policies.
- \( R_t \) is the reward received by the agent at time step \( t \).
- \( t_{\text{final}} \) is the total number of time steps for the scenario.

Eventually, an agent that is robust to the optimal opponent policy \( \psi^* \) is also robust to all opponent policies for the N-1 problem.

**B. Considering the class of fixed policy opponents for the L2RPN competition**

However, we need to choose a fixed opponent policy for the competition beforehand. Thus, during the competition, only the agent policy is going to change and improve relatively to that opponent policy. This policy will likely be different from the opponent optimal policy \( \psi^* \).

Now arises the question of the choice of the opponent policy. We consider that the opponent actually has two distinct objectives:
- His attacks must be as dangerous as possible for the agent as stated before.
- His attacks must be fairly uniformly distributed among the powerlines.

We choose to add that second goal in order to be consistent with reality and not to be too predictable for the participants of the competition.

Those two goals can easily go in opposite directions since enforcing a uniform distribution acts as a constraint for the effectiveness objective. It is necessary to find a compromise between those two aspects.

Thus, we integrate a second term into the opponent’s optimal policy equation to reflect that second end of the opponent:

\[ \psi^* = \arg\min_{\psi \in \Psi} E[\sum_{t=0}^{t_{\text{final}}} R_t + \mu \cdot \delta_{\text{attack}} | \pi^*, \psi] \]  
\[ \text{with } \delta_{\text{attack}} = \max_{i,j \in [1,n_{\text{lines}}]^2} |n_i - n_j| \]

Where:
- \( n_i \) is total number of times the opponent has attacked the powerline \( i \) during the scenario.
μ is a parameter balancing the relative importance between the two terms.
• \( n_{\text{lines}} \) is the number of attackable lines in the power grid.

The second term of the equation states that the \( n_i \) should be as close as possible, meaning that the attack distribution should be as balanced as possible.

We try to come up with an opponent for the competition that is close to \( \psi^* \). Here are some possible opponents examples:
• Baseline : DoNothingOpponent. This opponent does nothing, i.e. never attacks. It is useful as a baseline for comparison with other opponents.
• Proposal : WeightedRandomOpponent. This is the opponent that we bring forward here and that we chose for the competition. It will be detailed in the next subsection.
• Trained opponent : this is a possibility that we did not explore because it would require having reliable and diverse agents to train against.

Before diving into the opponent that we propose, it is important to talk about the constraints that we chose for the opponent. Indeed, it is necessary for the opponent to have constraints to prevent it from freely disconnecting a line at each time step, which would result in a problem that would be too far from reality and also probably could not be solved, hence not really interesting and useful to study.

We choose the following constraints for the opponent:
• An attack consists in the disconnection of \( n_{\text{attack}} \) powerlines.
  \( n_{\text{attack}} = 1 \).
• An attack must last a duration \( d_{\text{attack}} \). During that time, the powerline cannot be reconnected.
  \( d_{\text{attack}} = 4 \) hours.
• The opponent is restricted to a cooldown \( c_{\text{attack}} \) between attacks, meaning that it can only attack once in that time period.
  \( c_{\text{attack}} = 24 \) hours.
• Additionally, the opponent has a certain budget which increases at each time step. The opponent can only attack if the cost of the attack is inferior to its current budget.
• Only some powerlines in the grid can be attacked by the opponent. The opponent will not be able to disconnect the other ones.

C. WeightedRandomOpponent

For that opponent, each day, the time of the attack is uniformly picked at random during the day.

The powerline that is attacked is also picked at random among the attackable powerlines, with probabilities \( \rho_{i,t}/\alpha_i \) if the attack is made at time step \( t \), where \( \rho_{i,t} \) is the electric current flowing in the powerline \( i \) at time step \( t \) relatively to the thermal capacity of the line, and \( \alpha_i \) is a normalizing factor equal to the mean value of \( \rho_{i,t} \) through time.

This opponent aims at fulfilling the two objectives of the opponent. Indeed, on the one hand it favors the most dangerous attacks since the most loaded powerlines have a higher chance of being attacked and are more likely to put the agent in danger when disconnected. On the other hand, the normalizing factors \( \alpha_i \) ensure a balanced distribution of attacks between the different powerlines.

At the same time, the behavior of the opponent is randomized, should it be for the choice of the time of the attack or of the line to attack. This is so that it is not easily predictable for the participants of the competition.

IV. Expériences & results

A. Competition results

As a first step, we picked the top submitted agents from the WCCI (World Congress on Computational Intelligence) and NeurIPS (Neural Information Processing Systems) robustness competitions [16] and ran them against those two competitions. The results are shown in table I. The only major difference between the two competitions lies in the fact that the NeurIPS competition uses an opponent to threaten the agents, while the WCCI competition does not. Therefore, the superiority of the NeurIPS agents over one of the top WCCI contestants, zenghsh3, could suggest an effectiveness of the adversarial training method to which the NeurIPS agents were confronted.

Not only are those agents stronger on the NeurIPS Robustness competition, they also outperform the WCCI agent on the WCCI competition. Plus, while the scores for the NeurIPS agents are only a little bit lower on the NeurIPS competition, which is expected since that competition uses an opponent and is thus harder to deal with, the performance of zenghsh3 drops much more dramatically when confronted to the opponent.

It should be noted that contrarily to the other two NeurIPS agents, lujixiang’s score also drops more significantly on the NeurIPS competition but this was also expected since we noted that it was already less robust on the WCCI competition compared to the other agents, failing at one scenario, despite obtaining a very high score thanks to better energy loss management. As a whole, these results seem to indicate not only a better performance in general of the agents which have used adversarial training, but also a stronger robustness to line disconnections. However, since we only have one strong agent to study from the WCCI competition,
we cannot fully conclude on that matter given only these data.

In this part we have evaluated the agents robustness through their competition scores, in particular on the NeurIPS competition, which is actually adversarial testing.

Next, we come up next with different metrics and evaluations that fit better the N-1 problem in order to have a more meaningful of measure of what we want to achieve as well as a deeper insight on the agents behaviors.

B. Evaluation based on the N-1 criterion

It is important to note that we conduct a preventive robustness study here, since that metric is based on simulated disconnections but does not allow the agent to take a corrective answer. Thus, it evaluates how well the agent is prepared but not how well the agent could correct an issue.

We then run exhaustive experiments for some of the best agents from the NeurIPS competition and some of our baselines, on the 24 NeurIPS competition test scenarios, and measure their performance based on the N-1 reward $M_t$ averaged over these scenarios.

During all the following experiments, no opponent has been used since the N-1 problem evaluation is already contained in the N-1 reward. These scenarios each last one week and go from Monday to Sunday. The results are shown in figure 3. Through that experiment, we want to evaluate if an agent actually more robust to attacks is ultimately more robust to the N-1 continuous problem.

The N-1 rewards are very highly correlated with the load in the power grid. Indeed, for each agent, the N-1 rewards tend to increase when the load is low and to decrease when it is high. This is expected as a higher load means more loaded lines and hence a higher probability to see congestion appearing on the grid, hence a lower reward.

A clear gap is to be observed at all times between rl_agent and the other agents. Indeed, as already indicated in the competition scores, that agent does much better than the other ones when evaluated with the N-1 reward, reinforcing the idea that this agent acquired a strong notion of robustness to the disconnection of the powerlines. Next come reco_powerline and binbinchen. We don’t notice any substantial gain from binbinchen agent there: we can wonder why given its good score in the competition. To study more carefully this observation, we also choose to inspect the mean N-1 rewards for each scenario individually in order to have a clearer view of the agents performance, which we display in figure 4.

The rl_agent agent has again the highest mean N-1 reward on almost all scenarios, accounting once more for his higher robustness. The other NeurIPS agents, binbinchen and lujixiang, come next along with the baseline reco_powerline. Their performance as evaluated by the N-1 reward is rather disappointing given that they both reached high scores in the competition. We believe this can be explained by the fact that we only evaluate the preventive capacity of the agents and they most probably rely strongly on their corrective capacities. This will be the object of future works.

It can be seen that the WCCI agent zenghsh3 perform slightly worse than all other agents on almost all scenarios, suggesting again that the agents which have used adversarial trained have effectively acquired a stronger robustness to powerline disconnections.

Yet, there are still several difficult scenarios during which the loads are rather high and in which no agent could really conserve a durable robustness.

Lastly, we inspect the agents robustness to each line disconnection separately to see if a robustness has been acquired uniformly throughout the grid as desired, or if the management of some of the powerlines has been prioritized.

We show the probabilities that the disconnection of a powerline will cause an overflow, averaged over the 24 NeurIPS test scenarios, for the rl_agent agent compared to reco_powerline
in figure 5.

It can be seen that for all the attackable lines in the grid, the probability of a disconnection causing an overflow is lower for the rl_agent agent than for reco_powerline. This suggests that the agent has obtained a robustness to line disconnections not only in some parts of the power grid but in the whole grid, making it a robust and versatile agent. This what we hoped for when designing our opponent and we believe it helped achieve that robustness property. Studying the impact of different opponents on the learnt agent robustness will be the object of future works to draw more define conclusions about the opponent design. Adversarial training hence showed to be an appropriate framework for an agent to become robust to the N-1 problem, and this without having to run costly online N-1 simulations to ensure it.

V. Conclusion

In this paper, we presented an original approach for learning a controller, i.e. an agent, with desirable robustness properties, in particular according to the N-1 principle. We achieve interesting online computational efficiency and robust performance without online N-1 simulations thanks to our adversarial training. The best agent further displays a preventive behavior in addition to the corrective behavior in addition to the preventive one, as well as the design of new opponents with trained policies.
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