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\begin{abstract}
\textbf{Background and Objective:} Recently, the COVID-19 epidemic has become more and more serious around the world, how to improve the image resolution of COVID-CT is a very important task. The network based on progressive upsampling for COVID-CT super-resolution increases the reconstruction error. This paper proposes a progressive back-projection network (PBPN) for COVID-CT super-resolution to solve this problem.

\textbf{Methods:} In this paper, we propose a progressive back-projection network (PBPN) for COVID-CT super-resolution. PBPN is divided into two stages, and each stage consists of back-projection, deep feature extraction and upsampling. We design an up-projection and down-projection residual module to minimize the reconstruction error and construct a residual attention module to extract deep features. In each stage, firstly, PBPN performs back-projection to extract shallow features by two up-projection and down-projection residual modules; then, PBPN extracts deep features from the shallow features by two residual attention modules; finally, PBPN upsamples the deep features through sub-pixel convolution.

\textbf{Results:} The proposed method achieves the improvements of about 0.14-0.47 dB/0.0012-0.0060 for × 2 scale factor, 0.02-0.08 dB/0.0024-0.0059 for × 3 scale factor, and 0.08-0.41 dB/0.0040-0.0147 for × 4 scale factor than state-of-the-art methods (Bicubic, SRCNN, FSRCNN, VDSR, LapSRN, DRCN and DSRN) in terms of PSNR/SSIM on benchmark datasets.

\textbf{Conclusions:} The proposed method obtains better performance for COVID-CT super-resolution and reconstructs high-quality high-resolution COVID-CT images that contain more details and edges.

© 2021 Elsevier B.V. All rights reserved.
\end{abstract}

1. Introduction

The COVID-19 [1, 2] is a highly contagious and harmful infectious disease. Seriously ill patients [3, 4] with COVID-19 will die if they are not treated in time. Image super-resolution reconstruction for COVID-CT is a hotspot issue at present. Improving the COVID-CT image reconstruction quality and resolution becomes a critically important task.

Recently, many deep neural networks for super-resolution (SR) have been studied [5-8]. These networks can mainly be divided into three categories [9]: network based on predefined upsampling, network based on single upsampling, and network based on progressive upsampling.

Network based on predefined upsampling uses bicubic to generate high-resolution (HR) images before low-resolution (LR) images enter the network. SR reconstruction networks based on predefined upsampling include convolutional neural network for super-resolution (SRCNN), fusing multiple convolutional neural network for super-resolution (CNF) and deep convolutional network for super-resolution (VDSR). SRCNN [10] uses 3 convolutional layers to extract features and reconstruct high-resolution (HR) image, which achieves better performance than traditional methods. CNF [11] uses a context-wise network fusion scheme to fuse different individual networks based on SRCNN. VDSR [12] successfully constructs a 20-layer convolutional neural network by using residual learning. Although networks based on predefined upsampling can achieve better performance, they can produce new noise in the process of reconstruction.

Network based on single upsampling uses a deconvolution or sub-pixel convolution at the last layer of network to upsample the LR feature maps. Super-resolution reconstruction networks based on single upsampling include fast convolutional neural network for
super-resolution (FSRCNN), efficient sub-pixel convolutional neural network for super-resolution (ESPCN), deeply-recursive convolutional network for super-resolution (DRCN), deep recursive residual network (DRRN) and enhanced deep residual network for super-resolution (EDSR). FSRCNN [13] directly inputs LR image into an 8-layer convolutional network with $3 \times 3$ convolutional kernel, which firstly uses a deconvolutional layer to upsample in the last layer. ESPCN [14] directly extracts features from a low-resolution image and uses a sub-pixel convolution to upsample the extracted features, which not only reduces the computational complexity of reconstruction process but also improves the efficiency of reconstruction. DRCN [15] applies the recurrent neural network to reconstruct HR image to extend the receptive field, and uses residual learning to adjust the depth of network. DRRN [16] uses global and local residual learning and recursive learning to increase network depth, which improves the performance of SR reconstruction without weight parameters. EDSR [17] removes the batch normalization layers of ResNet to simplify the network architecture, which not only improves the performance but also improves the computational efficiency. Although these methods have achieved better reconstruction results, they cannot learn complex non-linear functions due to the limitation of network capacity.

Network based on progressive upsampling uses several up-sampling modules to gradually reconstruct HR image. For example, deep laplacian pyramid super-resolution network (LapSRN) [18] gradually extracts feature maps by a cascade of convolutional layers and uses a deconvolution layer to upsample the extracted feature maps, which progressively predicts the residual and reconstructs the HR image with different scale factors ($\times 2, \times 4, \times 8$) by a coarse-to-fine fashion. LapSRN also uses a robust Charbonnier loss function to train the network.

However, super-resolution reconstruction network based on progressive upsampling increases the reconstruction error. To solve this problem, we propose a progressive back-projection network (PBPN) for COVID-CT super-resolution. In PBPN, we design up-projection and down-projection residual modules (UD) and construct residual attention modules (RA). PBPN is divided into two stages. Each stage is composed of three parts: back-projection, deep feature extraction and upsampling. In each stage, the operation of back-projection is implemented by UD modules, which consist of improved up-projection, improved down-projection and feature fusion layers; the operation of deep feature extraction is implemented by RA modules, which consist of residual attention blocks (RAB); the operation of upsampling is implemented by sub-pixel convolutional layer. In the process of several upsampling of LR image features, the proposed PBPN improves the performance of COVID-CT super-resolution reconstruction by back-projection and deep feature extraction.

2. Methods

In this paper, we propose a progressive back-projection network (PBPN). The architect of PBPN is shown in Fig. 1. We can find that PBPN mainly consists of four up-projection and down-projection residual (UD) modules and four residual attention (RA) modules. The details of PBPN are as follows.

2.1. Improved up-projection block and improved down-projection block

Recently, Haris [19] proposed an up-projection block and a down-projection block, which reduce the reconstruction error by iterative error-correcting feedback mechanism. The structures of up-projection block and down-projection block are shown in Fig. 2. From Fig. 2, we can find that the up-projection block consists of two deconvolutional layers and a convolutional layer by residual connection; the structure of down-projection is similar to up-projection. The up-projection block and down-projection block use $6 \times 6$ kernel size. And the input channel and output channel of convolutional layer and deconvolutional layer are 64.

However, since the larger convolutional kernel has more parameters, the operation of up-projection block and down-projection block is complicated. The up-projection block and down-projection block don’t fuse the features of adjacent convolutional layers. To solve this problem, we design an improved up-projection block and an improved down-projection block. The structures of improved up-projection block and improved down-projection block are shown in Fig. 3. We add a 64-dimensional feature fusion layer (64-FFL) and a 128-dimensional feature fusion layer (128-FFL) in up-projection block and down-projection block. The improved up-projection block and improved down-projection block use $4 \times 4$ kernel size instead of $6 \times 6$ kernel size. We set the input channel/output channel of convolutional layer and deconvolutional layer to 128/64 and 128/128, respectively. The 64-dimensional feature fusion layer and 128-dimensional feature fusion layer use $1 \times 1$ kernel size. We set the input channel/output channel of 64-dimensional feature fusion layer and 128-dimensional feature fusion layer to 64/64 and 128/128, respectively.

2.2. Up-projection and down-projection residual module

Up-projection and down-projection residual module (UD) consists of an improved up-projection block and an improved down-projection block by residual connection. Improved up-projection consists of feature upsampling, feature downsampling and residual upsampling. Improved down-projection is similar to the up-projection, which is composed of feature upsampling, feature upsampling, and residual downsampling. The up-projection and down-projection residual module is defined as follows:

\[
\text{improved up – projection feature upsampling} : H_0^+ = (L_1^{-1} \ast p_i) \uparrow^4
\]

(1)

\[
\text{improved up – projection feature downsampling} : I_0^- = (H_0^+ \ast g_i) \downarrow^4
\]

(2)

\[
\text{improved up – projection residual} : e_i = I_0^- - (L_1^{-1} \ast q_i)
\]

(3)
improved up – projection residual upsampling : $H^1_2 = (e^t_2 * p_1) \uparrow^t$  
(4)

the output of improved up – projection : $H^2_2 = (H^2_0 * k_t) + H^1_2$  
(5)

improved down – projection feature downsampling : $L^1_1 = (H^2_2 * g_t) \downarrow_s$  
(6)

improved down – projection feature upsampling : $H^1_3 = (L^1_1 * p_t) \uparrow^i$  
(7)

improved down – projection residual : $e^b_1 = H^1_3 - (H^2_2 * k_t)$  
(8)

improved down – projection residual downsampling : $L^2_2 = (e^b_1 * g_t) \downarrow_s$  
(9)

the output of UD : $L^t = L^2_2 + (L^1_1 * q_t) + L^{t-1}$  
(10)

where * denotes the convolution operation, $\uparrow^t$ and $\downarrow_s$ denote the up-sampling operation and down-sampling operation with scale factors, respectively. $p_t$ denotes the upsampling deconvolutional layer of the t-th UD. $g_t$ denotes the downsampling convolutional layer of the t-th UD. $q_t$ denotes 128-dimensional feature fusion layer of the t-th UD. $k_t$ denotes 64-dimensional feature fusion layer of the t-th UD.

The structure of UD is composed of an improved up-projection block and an improved down-projection block, as shown in Fig. 4. In the improved up-projection block, firstly, the input LR feature $L^{t-1}$ is mapped to HR feature $H^0_0$ by deconvolutional layer $p_t$; secondly, $H^0_0$ is mapped back to LR feature $L^0_0$ by convolutional layer $g_t$, improved up-projection gets the residual $e^t_1$ between the reconstructed feature $L^0_0$ and the input LR feature $L^{t-1}$, which is calculated by 128-dimensional feature fusion layer $q_t$; thirdly, the residual $e^t_1$ is mapped to HR feature $H^1_0$ by deconvolutional layer $p_t$; finally, improved up-projection sums the HR feature $H^1_0$ and the HR feature $H^1_1$, which is calculated by 64-dimensional feature fusion layer $k_t$. The operation of improved down-projection is similar to improved up-projection. After the operation of improved up-projection and improved down-projection, the output of UD is $L^t = L^2_2 + (L^1_1 * q_t) + L^{t-1}$. UD uses three times upsampling and three times downsampling by residual connection to extract shallow features by minimizing the reconstruction error.

2.3. Residual attention module (RA)

The residual block has better performance in feature extraction [17]. The features extracted by the residual block contain a large amount of high- and low-frequency information. Low-frequency information is generally located in smooth areas, which is easier to reconstruct. However, high-frequency information is usually in the boundary, texture, and other areas, which is difficult to reconstruct. In order to extract more deep high-frequency information of LR image, we propose the residual attention module (RA). The structure of RA is shown in Fig. 5. The RA consists of three residual attention blocks (RAB) which are connected by residual connection. The RAB is composed of a residual block and a channel attention block. The operation of RAB can be described as:

$$L^1_1 = (h_t * L^{t-1}) + (u_t * L^{t-1})$$  
(11)

$$L^2_2 = (h_t * L^1_1) + (u_t * L^1_1) + L^{t-1}$$  
(12)

$$L^3_3 = h_t * L^2_2$$  
(13)

$$L^4_4 = (pooling_{mean}(L^3_3) * m_t)$$  
(14)

$$L^5_5 = L^1_5 \otimes \text{sigmoid}(L^4_4)$$  
(15)

where * denotes convolution operation, $h_t$, $u_t$, and $m_t$ denote convolutional layers of the t-th RAB, $\otimes$ denotes element-wise multiplication. pooling_{mean}( • ) denotes the operation of mean-pooling.
2.4. Network architect

Fig. 1 shows the progressive back-projection network (PBPN). PBPN can be divided into two stages. Each stage performs the reconstruction with scale factor $2$. Each stage consists of three parts: back-projection, deep feature extraction and upsampling. $L_{bp}$ and $L_{de}$ are set as the input image and the reconstructed image of PBPN. The input image $I_{LR}$ is extracted by an initial layer to get initial features $L_{initial}$. The operation of the initial layer is described as:

$$L_{initial} = C_{initial} \ast I_{LR}$$  \hspace{1cm} (16)

where $C_{initial}$ denotes the initial layer which is a convolutional layer.

In the first stage, firstly, PBPN performs the back projection for the initial features $L_{initial}$. The operation of back-projection is described as:

$$L_{bp} = f_{bp}(L_{initial})$$  \hspace{1cm} (17)

where $f_{bp}(\cdot)$ denotes the operation of back-projection. $L_{bp}$ is the extracted shallow features by back-projection. The operation of back-projection is implemented by two UD modules. Secondly, PBPN uses two RA module to extract deep features from the extracted shallow features. The operation of deep feature extraction is described as:

$$L_{deep} = f_{deep}(L_{bp})$$  \hspace{1cm} (18)

where $f_{deep}(\cdot)$ denotes the operation of deep feature extraction. $L_{deep}$ denotes the extracted features by deep feature extraction. Finally, PBPN upsamples the extracted features by sub-pixel convolutional layer. The operation of upsampling is described as:

$$L_{up} = f_{up}(L_{initial} + C_{middle} \ast L_{deep})$$  \hspace{1cm} (19)

where $f_{up}(\cdot)$ denotes the operation of upsampling. $C_{middle}$ denotes the middle layer which is a convolutional layer. $L_{up}$ denotes the upsampling features.

In the second stage, the PBPN operation is similar to the first stage. Finally, PBPN reconstructs HR images from the upsampling features. The operation of reconstruction is described as:

$$L_{SR} = C_{res} \ast L_{up} = f_{CBPN}(I_{LR})$$  \hspace{1cm} (20)

where $C_{res}$ denotes the reconstruction layer which is a convolutional layer. $f_{CBPN}(\cdot)$ denotes the operation of PBPN. The network architect setting of PBPN is shown in Table 1.

$$\{ f_{SR}, f_{HR} \}^{N}_{i=1}$$ is set as the training set, which contains $N$ low-resolution images and their high-resolution counterparts. We use $L_1$ loss function to optimize PBPN as follow:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left\| f_{SR} - f_{HR} \right\|_1$$  \hspace{1cm} (21)

where $\theta$ denotes the parameters of PBPN. $L_1$ loss function is minimized by Adam [20] algorithm. The overall process of PBPN is shown in Algorithm 1.
Table 1
The network architect setting of PBPN. Including initial layer, UD module, RAB module, middle layer, upscale module, and reconstruction layer.

| Network part       | Kernel size | Stride | padding | Input size | Output size |
|--------------------|-------------|--------|---------|------------|-------------|
| Initial layer      | 3 x 3       | 1      | 1       | H x W x 1  | H x W x 64  |
| UD module          | 4 x 4       | 2      | 0       | H x W x 64 | H x W x 128 |
| 64-F FL            | 1 x 1       | 1      | 0       | H x W x 64 | H x W x 64  |
| 128-F FL           | 1 x 1       | 1      | 0       | H x W x 128| H x W x 128 |
| Conv3              | 4 x 4       | 2      | 1       | H x W x 128| H x W x 64  |
| RAB module         | 3 x 3       | 1      | 1       | H x W x 64 | H x W x 64  |
| Conv4              | 3 x 3       | 1      | 1       | H x W x 64 | H x W x 64  |
| Conv5              | 1 x 1       | 1      | 0       | H x W x 64 | H x W x 4   |
| Conv6              | 1 x 1       | 1      | 0       | H x W x 4  | H x W x 64  |
| Middle layer       | 3 x 3       | 1      | 1       | H x W x 64 | H x W x 64  |
| Upscale module     | 3 x 3       | 1      | 1       | H x W x 64 | 2H x 2W x 64|
| Reconstruction layer| 3 x 3     | 1      | 1       | 2H x 2W x 64| 2H x 2W x 1 |

The quantitative evaluation results are shown in Table 2. From Table 2, compared with other SR methods for different scale factors on four datasets, we can find that PBPN obtains the improvement of PSNR/SSIM. Specifically, for ×4 scale factor, PBPN achieved the highest PSNR/SSIM on all four datasets. We also find that PBPN achieves the second-highest PSNR for ×3 scale factor on Set14 and for ×2 scale factor on BSD100. As for other testing datasets, PBPN outperforms other methods about 0.02–0.08 dB/0.0024–0.0059 for ×3 scale factor and 0.14–0.47 dB/0.0012–0.0060 for ×2 scale factor in terms of PSNR/SSIM.

We use COVID-CT [30] as the testing set to further verify the performance of PBPN. The visual comparison and PSNR/SSIM values comparison of PBPN with other methods for ×4 scale factor on COVID-CT are shown in Fig. 6. From Fig. 6, we can find that PBPN achieves higher PSNR/SSIM values than other algorithms on COVID-CT. Specifically, PBPN achieves 32.81 dB/0.8520, 26.41 dB/0.7489, 25.71 dB/0.7481 on Fig. 6(a)–(c), respectively. We also find that PBPN can clearly reconstruct the details and edges of COVID-CT images when other SR methods produce blurry results. Compared with other SR methods, PBPN extracts more details and edges by up-projection and down-projection residual modules and residual attention modules to generate high-quality high-resolution COVID-CT images.

4. Discussion

As super-resolution reconstruction network based on progressive upsampling increases the reconstruction error in the reconstruction process, the reconstructed COVID-CT image contains fewer details, which increases the diagnostic difficulty for a doctor. In order to obtain high-quality COVID-CT images, we propose a progressive back-projection network (PBPN) for COVID-CT super-resolution. The experimental results demonstrate the proposed PBPN outperforms networks based on predefined upsampling (SRCNN [10] and VDSR [12]), networks based on single upsampling (FSRCNN [13], DRCN [16], and DSRN [29]), and network based on progressive upsampling (LapSRN [18]) in terms of quantitative evaluation and visual evaluation. Specifically, from Table 2, we can find that the PNSR of PBPN achieves the improvements of 1.14 dB, 0.75 dB, 0.27 dB, 0.28 dB, 0.17 dB and 0.14 dB than SRCNN, FSRCNN, VDSR, LapSRN, DRCN and DSRN for ×2 scale factor on Set5, respectively.

The reasons for these results are as follows: SRCNN only has 3 convolutional layers and it cannot extract deep features of the low-resolution image, resulting in high-resolution image reconstructed by SRCNN with fewer details. Although VDSR uses residual learning to add the number of convolutional layers to 20, it is still difficult to extract deep features of the low-resolution image. SRCNN and VDSR belong to networks based on predefined upsampling, which upsample the low-resolution image to the de-
Fig. 6. Visual comparison of PBPN and state-of-art methods for ×4 scale factor on COVID-CT.

sired spatial resolution before the low-resolution image enters the network. These methods increase unnecessary computational consumption and produce noise in the reconstruction process. FSRCNN only has 8 convolutional layers and uses a deconvolution layer to upsample the extracted features, so the ability of FSRCNN which extracts depth features is limited. Although DRCN uses a recursive convolutional network with 16 convolutional recursions and uses skip connections to reduce the difficulty of training, most of the features extracted by DRCN are shallow features, which contain less detailed information. DSRN uses a dual-state recurrent network to exchange recurrent signals between low-resolution to high-resolution and high-resolution to low-resolution. FSRCNN, DRCN and DSRN are networks based on single upsampling, which use a deconvolutional layer or a sub-pixel convolutional layer at the last layer of networks to upsample the extracted features. Due to the limitation of network capacity, these methods cannot learn the complex nonlinear functions between low-resolution images and high-resolution images. LapSRN progressively uses a cascade of convolutional layers to extract deep features of the low-resolution image and a deconvolutional layer to upsample the extracted features in a coarse-to-fine fashion. In other words, LapSRN can produce different scale factors high-resolution images by gradually
extracting features and upsampling, it belongs to network based on progressive upsampling. However, LapSRN increases the reconstruction error in the reconstruction process, which cause that the reconstructed image cannot contain clear details and textures.

Compared with the above methods, the proposed PBPN firstly uses up-projection and down-projection residual module to gradually extract shallow features and reduce the reconstruction error, secondly, residual attention module is used to extract deep features, such as textures and edges, then residual learning is used to reduce the learning error between low-resolution image and high-resolution image, finally, sub-pixel convolutional layer is used to upsample the extracted shallow and deep features. As PBPN reduces the learning and reconstruction error in the reconstruction process and extracts more deep features (textures, edges, etc.), so PBPN can reconstruct high-quality high-resolution COVID-CT images. These COVID-CT images can be used to easily judge whether a patient is infected by COVID-19. If the patient is infected by COVID-19, these COVID-CT images can provide more details of patient lung and tissues to doctors. According to these details, doctors can identify the precise location of lesion and grasp the severity of lesion, so the diagnostic accuracy is improved.

5. Conclusion

To solve the problem of increasing reconstruction error in progressive upsampling network, we propose a progressive back-projection network (PBPN) for COVID-CT super-resolution. In PBPN, we design an up-projection and down-projection residual module (UD), which uses three times upsampling and three times downsampling by residual connection to minimize the reconstruction error; and we also construct a residual attention module to extract deep features. We progressively upsample the extracted deep features to reconstruct high-resolution images with different scale factors. Extensive experiments show that PBPN obtains higher values of PSNR/SSIM and gets more clear reconstruction image of COVID-CT. In future work, based on the idea of back projection, we will further optimize the network structure and design a better image super-resolution reconstruction network.
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