Extreme Augmentation : Can deep learning based medical image segmentation be trained using a single manually delineated scan?
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Abstract—Yes, it can. Data augmentation is perhaps the oldest preprocessing step in computer vision literature. Almost every computer vision model trained on imaging data uses some form of augmentation. In this paper, we use the inter-vertebral disk segmentation task alongside a deep residual U-Net as the learning model, to explore the effectiveness of augmentation. In the extreme, we observed that a model trained on patches extracted from just one scan, with each patch augmented 50 times; achieved a Dice score of 0.73 in a validation set of 40 cases. Qualitative evaluation indicated a clinically usable segmentation algorithm, which appropriately segments regions of interest, alongside limited false positive specks. When the initial patches are extracted from nine scans the average Dice coefficient jumps to 0.86 and most of the false positives disappear. While this still falls short of state-of-the-art deep learning based segmentation of discs reported in literature, qualitative examination reveals that it does yield segmentation, which can be amended by expert clinicians with minimal effort to generate additional data for training improved deep models. Extreme augmentation of training data, should thus be construed as a strategy for training deep learning based algorithms, when very little manually annotated data is available to work with. Models trained with extreme augmentation can then be used to accelerate the generation of manually labelled data. Hence, we show that extreme augmentation can be a valuable tool in addressing scaling up small imaging data sets to address medical image segmentation tasks.

I. INTRODUCTION

Medical image segmentation involves the automated or semi-automated delineation of physician specified anatomy using patient scans. Deep learning based algorithms for segmentation are considered state-of-the-art in this problem domain [6], [9], [10], [27], [18], [16], [31]. However, it is unclear, just how many human annotated scans should be used to initially train a given algorithm. Human expert annotation is both cumbersome and expensive in the medical setting [31], [4]. Thus, methods which can train with relatively fewer manually annotated data and yet achieve robust performance on segmentation tasks are especially valuable in the medical image analysis setting [25], [23].

In this work we show that copious data augmentation can be applied to small training data sets to extract substantial performance gains for deep learning based segmentation. Data augmentation has been at the heart of improving the performance of machine learning models, especially in vision, from the earliest days[28], [20], [22], [8], [11]. Landmark papers have relied on some form of data augmentation as a key pre-processing step. [12], [7]. Yet, data augmentation remains under appreciated, especially given how powerful it can be, when data set sizes are small, like in medical image analysis. This study is our attempt to highlight the importance of this key pre-processing step and document it’s effectiveness.

We use a deep residual U-Net model [30] shown in figure 1 for training. This model is derived from the older U-Net model [21] which has been incredibly successful in medical image segmentation. In our study intervertebral disk segmentations were performed by medical staff under the supervision of an attending neurosurgeon (LM). Fifty scans, each belonging to a separate individual, obtained from 8 different scanners were used for the study. 10 scans were chosen randomly to be used for creating training datasets of varying sizes. The remaining 40 scans were used as a validation set.

We trained the deep residual U-Net model with varying degrees (5x,10x,20x,30x and 50x) of data augmentation, and by using either 1, 3, 5 or 9 scans for training purposes, and documented the results. The rest of this manuscript is organized into four sections. In the ‘Methods’ section, we describe the architecture chosen and precisely detail the augmentation procedure used. In the ‘Results’ section, we present graphical and tabular evidence to support our claims. In the conclusions section, we present our insights based on the results. In the discussion section, we discuss the advantages of being able to train with small datasets.

II. METHODS

A. Model Architecture

Figure 1 describes the fully convolutional model architecture used in our experiments. Briefly, there are 5 -residual downsampling stages wherein the number of filters doubles with every stage. There’s a central residual stage and 5 upsampling residual stages. Feed-forward connections between downsampling and upsampling stages follow the standard architectural paradigm of the U-Net.

The input layer was designed to ingest a single channel 128x128 px input image. The output layer was designed to generate a 128x128px segmentation map. All convolutional layers used ReLU activation [19] with 3x3 convolution filtering and a stride of 1. The output layer used the sigmoid activation to ensure that the output stays bounded in the unit interval. Exact details of the network architecture are presented in Figure 1. The model was trained to maximize
We implemented this network in the Keras [2] package which is a deep learning API built on top of Google’s Tensorflow [1] library.

### B. Data collection and pre-processing

The data used as a part of this work was obtained by querying the University of California at Los Angeles (UCLA) picture archiving and communication system (PACS) for individuals who had undergone any form of spine imaging using the corresponding CPT (Current Procedural Terminology) codes [24] corresponding to lumbar MRI. The search yielded a large number of accession numbers, of which we randomly selected 50 for the purposes of experiments detailed here. This data was obtained under the IRB no. 16-000196.

All 50 images were downloaded from PACS, anonymized and resampled in the axial plane to 256x256-px. Subsequently each image was converted to the NIFTI [14], [13] format and linearly histogram matched linearly to a template image using the SimpleITK [17] package. The template image intensities were originally scaled to lie between a maximum of 1 and a minimum of 0. Linear histogram matching, ensured that the same was true of each of the 50 images used in this study.

Manual segmentation of inter vertebral disks was performed by two medical students using ITK-SNAP [29] and validated by a resident physician. These manual segmentation data were used as ground truth.
C. Patch set generation

The central aim of the investigation presented here was to demonstrate that data augmentation, can be applied to solve challenging medical image segmentation problems even in the absence of large quantities of training data. Large annotated data sets are typically thought of as prerequisites for training deep learning methods. In this work we show that this is not necessarily always the case.

Recall that our network was designed to operate on 128x128 pixel patches of imaging data. In our experiments we generate image patches from axial slices extracted from 3D data using 64 px strides as depicted in figure 2. Input patches are collected from pre-processed input scan(s) and output patches are collected from corresponding manual segmentation(s). Perhaps a completely different model and patch generation scheme could have been used. However, our aim in this work is not to focus on model optimization, but rather to highlight the effectiveness of data augmentation. Hence, we used a particular instance of model architecture and patch generation schema.

D. Augmentation

Augmentation was performed on a patch by patch basis. It was performed by transforming each patch (and the corresponding segmentation) by some randomly picked combination of a translation, rotation and scaling. For each slice, the augmentation algorithm randomly picked an angle between \[+/- 20^\circ\], a scaling factor between \([0.8, 1.2]\] and x-translation and y-translation limited by \[+/- 50\] px. Spine images tend to come to our PACS system in a specific orientation. Hence, flipping was not included in the augmentation heuristic used for the experiments presented here.

To study the effect of augmentation, it is necessary to quantify the degree of augmentation applied to a training dataset. For the purposes of this paper augmentation levels were defined as follows. If each patch was `augmented` using 5 randomly picked augmentation transformations, we defined the resulting post-augmentation dataset to be at the `5x` level of augmentation. We generated training data at 5x, 10x, 20x, 30x, 40x and 50x augmentation levels.

E. Experiment design and validation

In our experiments, we trained the residual U-Net model on training data sets of various different sizes (1 scan, 3 scans, 5 scans, 7 scans and 9 scans). For each training data set size, we applied augmentation at all levels and recorded results for the first 100 epochs during training. Each trained model, obtained at the end of 100 epochs was used to segment disks using the 40 MRIs of the validation set.

III. RESULTS

A. Training curves

We recorded training accuracy in terms of the Dice score for the 100 epochs for models trained using training datasets of all sizes and at all augmentation levels. Table 1 presents the final training accuracy for each model at the 100th epoch. Note that a total of 30 models were trained in the course of the experiment, one model corresponding to each possible combination of the level of augmentation and the size of training data. Training accuracy curves are presented in figures 3 and 4. Each plot in figure 3 groups training Dice scores across various sizes of training data but at a single augmentation level into a single plot. Only, data from models trained at 5x, 20x and 50x levels are presented for the sake of brevity. Each plot in figure 4 groups training curves across
Fig. 4: Training Dice scores curves grouped by training data set size. N represents augmentation level. For example N = 50 represents 50x augmentation.

Various augmentation levels, but belonging to particular size of training data into a single plot. Again due to lack of space, only curves corresponding to models trained using 1 scan, 5 scans and 9 scans are presented.

**TABLE I:** Training accuracy, as measured by Dice Score at 100th epoch

| # Training subjects | 1    | 3    | 5    | 7    | 9    |
|---------------------|------|------|------|------|------|
| Augmentation Level   | 5x   | 10x  | 20x  | 30x  | 40x  | 50x  |
| 5x                  | 0.848| 0.913| 0.913| 0.917| 0.928|
| 10x                 | 0.892| 0.950| 0.932| 0.931| 0.936|
| 20x                 | 0.920| 0.941| 0.939| 0.938| 0.942|
| 30x                 | 0.926| 0.946| 0.944| 0.942| 0.944|
| 40x                 | 0.932| 0.947| 0.946| 0.944| 0.946|
| 50x                 | 0.936| 0.949| 0.947| 0.945| 0.947|

**TABLE II:** Mean Dice score over validation data, for different models

| # Training subjects | 1    | 3    | 5    | 7    | 9    |
|---------------------|------|------|------|------|------|
| Augmentation Level   | 5x   | 10x  | 20x  | 30x  | 40x  | 50x  |
| 5x                  | 0.641| 0.773| 0.787| 0.814| 0.838|
| 10x                 | 0.682| 0.798| 0.802| 0.832| 0.850|
| 20x                 | 0.710| 0.804| 0.819| 0.842| 0.855|
| 30x                 | 0.721| 0.812| 0.824| 0.851| 0.860|
| 40x                 | 0.723| 0.818| 0.822| 0.853| 0.858|
| 50x                 | 0.729| 0.817| 0.826| 0.861| 0.863|

**B. Validation curves**

We used 40 scans for validation, none of which were in the training set to generate figures 6 and 7. Each of the 30 models trained, were used to segment the validation cohort of 40 cases, and Dice scores comparing algorithmic segmentations to human generated segmentations were recorded. Mean Dice scores for the entire validation datasets, generated by each model are presented in Table 2. To give the reader a qualitative assessment of how powerful extreme augmentation is, we show in figure 5, a mid-sagittal slice with segmentation overlays generated by models at 50x data augmentation. Dice scores, at augmentation levels 5x, 20x and 50x, for all training sets, are shown in figure 6. Likewise, figure 7 shows Dice scores generated by holding the data set size constant, and varying the level of augmentation. Only results from training datasets of sizes 1, 5 and 9 are shown.

**IV. CONCLUSIONS**

Figures 3 and 4 along with table 1 indicate that more augmentation leads to lower training error, as does training with larger datasets. Figures 5 and 6 alongside Table 2, confirm this trend in the validation dataset. Thus, we may conclude that, for a given training dataset, a greater degree of augmentation leads to improved generalization accuracy. This is expected, given the long history of augmentation. What is surprising is how well augmentation can work. The top row of figure 3 (and figure 6) show that at 5x augmentation our trained model struggles to ‘learn’ how to segment disks. Bottom rows of the same figures show that with 50x augmentation, the situation is largely rectified. Perhaps, the most startling conclusion here is that a single scan, segmented by a human expert can be used by a deep machine learning algorithm to ‘learn’ how to segment intervertebral disks. Perhaps, this is true of other anatomical regions of interest as well. Of course, heavy augmentation (50x) is necessary to achieve this task (Fig 3, row 3). Figure
Fig. 5: Disk segmentation obtained using 50x augmented data (case picked from validation data set)

5 (c) shows that segmentation generated using a residual U-Net trained on a test case. While the segmentation in 5(c) is of poorer quality than that in 5(d) due to the presence of small noisy blobs in posterior to the spinal cord, it is still remarkable, given that the network was trained from exactly one delineated ‘scan’. All the disks are correctly localized and the delineation is comparable to human generated segmentation. This demonstrates the power of augmentation in training deep learning segmentation models.

Our experiments demonstrate that data augmentation improves both training and validation accuracy across the board, for a given training dataset size. This can be seen from figures 4 and 7. While the increase in accuracy due to augmentation is much higher in single subject based training, an accuracy boost due to increased augmentation persists even when 9 separate scans are used for training. While this is expected, it underlines the fact that a properly designed augmentation strategy might be just as important as the structure of the neural network model being used. This is especially relevant given that both the computer vision and medical image analysis communities tend to be more focused on network architecture design. In practical applications for clinical usage, augmentation might be just as important.

Inter-vertebral disc segmentation is one of the fundamental tasks in spine image analysis. Dice scores in the range of 0.9+ have been reported in literature for this task. Yet,
While hyper-parameters associated with network architecture are generally favorite targets of study in model optimization, perhaps parameters associated with data augmentation should be given an equal weight in future studies.
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