Abstract

We present a selection criterion for the Euclidean metric adapted during warmup in a Hamiltonian Monte Carlo sampler that makes it possible for a sampler to automatically pick the metric based on the model and the availability of warmup draws. Additionally, we present a new adaptation inspired by the selection criterion that requires significantly fewer warmup draws to be effective. The effectiveness of the selection criterion and adaptation are demonstrated on a number of applied problems.
An implementation for the Stan probabilistic programming language is provided.

1 Introduction

Hamiltonian Monte Carlo (HMC) methods (Duane et al., 1987; Neal, 2011; Betancourt, 2017) have proven to be very effective for use in high level Bayesian inference packages like Stan (Carpenter et al., 2017) and PyMC3 (Salvatier et al., 2016). The usefulness of HMC is limited by how well it can be adapted to a problem’s posterior geometry. Ideally this is done dynamically, but this introduces additional complexity in the form of higher order derivatives and non-linear solves that make it difficult to scale the approaches to large numbers of parameters (Girolami and Calderhead, 2011; Betancourt, 2013).

For problems where posterior curvature varies little, this dynamic adaptation is also unnecessary. The simpler approach is to build a fixed, linear coordinate transformation during the Monte Carlo warmup phase and use that for sampling. This can be formalized as choosing a Euclidean metric for the sample space (Betancourt, 2017). This method would be expected to work on models with unimodal, approximately normal, possibly correlated posteriors.

The basic metric comes from the observation that, when sampling a multivariate normal posterior, if the metric is set equal to the posterior covariance, sampling becomes much easier. Thus, the metric normally chosen is a variant of the sample covariance (Neal, 2011; Betancourt, 2017).

Estimating a full covariance matrix can be just as hard as sampling the desired posterior distribution, thus estimating the full covariance so that the posterior can be sampled is a chicken and egg problem. If the estimate is made badly, it will not improve sampler efficiency. In light of this difficulty, the inverse of a diagonal covariance approximation is often used as the metric because of the ease with which it can be constructed (Carpenter et al., 2017). This is useful for some problems, but highly correlated posteriors, even in low dimensions, will render this ineffective.

The properties of the leapfrog integrator inside HMC can be used as a proxy to understand the effectiveness of HMC on different problems, in terms of the number of effective sample size per second (ESS/s). This line of reasoning leads to the two contributions of this paper: a selection criterion for predicting the effectiveness of a metric on a problem, and a new metric based on the Hessian of the log density that requires fewer warmup draws than the sample covariance to be effective.

This paper is organized as follows. Section 2 provides the motivation behind the selection criterion and the adaptation, and Section 3 covers the implementation details. Section 4 demonstrates the utility of the selection criterion and the robustness of the adaptation on a variety of problems. Code for the benchmark problems and an implementation of the method using Stan is provided in the supplementary material.
2 Preliminaries

2.1 Hamiltonian Monte Carlo

Hamiltonian Monte Carlo methods begin by defining a Hamiltonian

\[ H(q,p) = -\log P(X|q)P(q) + \frac{1}{2}p^T M^{-1}p \quad (1) \]

with \( N \) position variables, \( q \), and \( N \) momentum variables, \( p \), (Duane et al., 1987; Neal, 2011; Betancourt, 2017). The position variables correspond to parameters in the distribution that is to be sampled, and transitions in the Markov chain are generated from simulations of trajectories on the Hamiltonian.

In basic HMC, the Hamiltonian is simulated via the leapfrog method (Leimkuhler and Reich, 2004; Hairer et al., 2006). The length of the integrals can either be fixed or adapted dynamically (Hoffman and Gelman, 2014; Betancourt, 2017). The Euclidean metric, \( M \), is the degree of freedom that can be adapted in a problem specific way to make sampling efficient.

2.2 Linearized Dynamics

The simplest way to analyze the characteristics of a Hamiltonian system is by examining a linearization of the dynamics around a fixed point (Perko, 2013). In the context of Bayesian inference and HMC, looking at center fixed points correspond to looking at a multivariate normal (Laplace) approximation of the posterior, or a quadratic approximation of the potential energy of the Hamiltonian around the maximum a-posteriori estimate (Gelman et al., 2013).

The dynamics of the Hamiltonian in Eq. 1 are (Perko, 2013; José and Saletan, 2000)

\[
\begin{bmatrix}
q \\
p
\end{bmatrix}' = 
\begin{bmatrix}
M^{-1}p \\
-\nabla_q H
\end{bmatrix} = 
\begin{bmatrix}
M^{-1}p \\
\nabla \log P(X|q)P(q)
\end{bmatrix},
\quad (2)
\]

The linearization of this Hamiltonian around a fixed point \((q_0, p_0)\) is

\[
\begin{bmatrix}
\Delta q \\
\Delta p
\end{bmatrix}' = 
\begin{bmatrix}
0 & M^{-1}p \\
-\nabla^2_{qq} H(q_0) & 0
\end{bmatrix}
\begin{bmatrix}
\Delta p \\
\Delta q
\end{bmatrix},
\quad (3)
\]

where \( \Delta q = q - q_0 \), and \( \Delta p = p - p_0 \). The eigenvalues of the matrix in Eq. 3 are given by the zeros of

\[
\det(M^{-1}\nabla^2_{qq} H(q_0) + \omega^2 I)
\quad (4)
\]

and describe the dynamics of the linearized system.

To compute the zeros of this determinant, we can look at the eigenvalues of the simplified system

\[
M^{-1}\nabla^2_{qq} H(q_0)x_i = \lambda_i x_i.
\quad (5)
\]
The eigenvalues of Eq. 3 are given by the pairs $\pm \sqrt{\lambda}i$. Because the metric must be positive definite, it can be decomposed as $LL^T = M^{-1}$. The substitution $x = Ly$ gives

$$L^T \nabla^2_{qq} H(q_0)Ly_i = \lambda_i y_i.$$  \hfill (6)

This transformed space has the same eigenvalues as the original (Eq. 5). Because $L^T \nabla^2_{qq} H(q_0)L$ is symmetric, the eigenvalues of Eqs. 5 and 6 are real.

The dynamics in Eq. 3 govern the efficiency of integration in the original Hamiltonian problem and hence the performance of HMC, and can be characterized by the eigenvalue problem in Eq. 6.

### 2.3 Leapfrog Stability

Assuming the posterior being sampled is a multivariate normal distribution with fixed covariance, $\Sigma$, the Hamiltonian will be

$$H(q,p) = \frac{1}{2} q^T \Sigma^{-1} q + \frac{1}{2} p^T M^{-1} p.$$  \hfill (7)

Given the eigendecomposition $\nabla^2_{qq} H = \Sigma^{-1} = V \Lambda V^T$, the metric $M = V V^T$ will diagonalize the Hessian in Eq. 6. For $N$ parameters (and assuming $\Sigma$ is strictly positive definite), this reduces the $N$ dimensional dynamical system to $N$ one-dimensional oscillators.

Each of these oscillators can be run separately. From Leimkuhler and Reich (2004), the leapfrog stability limit for each of the $n$ oscillators is

$$\Delta t = \frac{2}{\sqrt{|\lambda_n|}},$$  \hfill (8)

where $\lambda_n$ is the square of the angular frequency.

When integrating the complete system, the overall timestep is limited by the smallest single timestep, the size of which is limited by the largest eigenvalue, $|\lambda|_{\text{max}}$. Thus, when integrating in the direction of least curvature, the timestep is too small by a factor inversely proportional to the square root of the ratio of the eigenvalues, compared to an ideal case

$$\frac{\Delta t_{\text{fast}}}{\Delta t_{\text{slow}}} \propto \sqrt{\frac{|\lambda|_{\text{max}}}{|\lambda|_{\text{min}}}}.$$  \hfill (9)

This is the square root of the condition number of Eqs. 5 and 6. In this way, the problem of selecting the metric can be recast in terms of selecting a good preconditioner for the Hessian of the log density. For this example, the metric $M = \Sigma^{-1}$ would result in a condition number of one.

This makes it possible to ask, for two metrics, $M_1$ and $M_2$, which is better to use?

A practical issue is that the derivation of Eq. 9 is based on a linearization around a fixed point. During sampling, there is little chance that the sampler
will land exactly on a fixed point. The assumption needed then is that local curvature in the typical set will extrapolate well around the posterior.

2.4 Approximate Hessian

We are assuming that the largest eigenvalues and eigenvectors of the Hessian of the log density change very little across the posterior. A low rank approximation to the Hessian can be built by picking out the largest $K$ eigenvalue-eigenvectors pairs of the Hessian

$$\nabla^2_{qq} H(q_0) \approx \sum_{i=1}^{K} v_i \lambda_i v_i^T. \quad (10)$$

Each of these eigenvalues correspond to the curvature of the posterior in the direction given by the eigenvector. Scaling each of the largest directions by the inverse of the corresponding eigenvalues will make it possible to pick larger and larger timesteps without violating the stability condition in Eq. 8.

The largest eigenvalue-eigenvector pairs of the Hessian can be computed via the Lanczos algorithm. The Lanczos algorithm converges most quickly for extreme eigenvalues and those with the most separation from their neighboring eigenvalues Meyer (2000). This means that the scales and directions in parameter space that are most limiting to the performance of HMC can be identified with relative ease. Conveniently, the Lanczos algorithm only requires Hessian vector products, which can be approximated with gradients from reverse mode automatic differentiation and finite differences:

$$\nabla^2_{qq} H(q) \cdot v \approx \nabla_q H(q + \frac{\Delta x}{2} v) - \nabla_q H(q - \frac{\Delta x}{2} v) \over \Delta x. \quad (11)$$

A diagonal matrix can be used to extend the approximation in Eq. 10 to full rank so that it can be used directly as a preconditioner for $\nabla^2_{qq} H(q)$. Take $\lambda_{K+1}$ to be the $K + 1^{th}$ smallest eigenvalue, and call the approximation $A(\nabla^2_{qq} H(q))$:

$$A(\nabla^2_{qq} H(q)) = \sum_{i=1}^{K} v_i (\lambda_i - \lambda_{K+1}) v_i^T + \lambda_{K+1} I. \quad (12)$$

The inverse of this approximation scales the eigenvector directions by their respective eigenvalues and every other direction by the eigenvalue $\lambda_{K+1}$.

3 Implementation Details

3.1 Selection Criterion

An issue with Eq. 9 is that the local curvature of the Hessian, especially around the smaller eigenvalues like $(\lambda_{\min})$, often does not accurately represent the posterior. Figure 1 shows a slice from a log density where local curvature is not representative of the whole posterior.
Figure 1: Slice of a log density plotted along the direction of an eigenvector of the Hessian, centered at a posterior draw (indicated with the dashed line). \( x \) is the distance from the posterior draw. The local curvature is positive and not representative of the scale of the log density in this direction.

The trick is to replace \( \lambda_{\text{min}} \) with the inverse of the largest eigenvalue of the covariance rescaled under the chosen metric. That is, use the selection criterion

\[
\sqrt{|\lambda|_{\text{max}} (L^T \nabla^2_{qq} H(q)L) \lambda_{\text{max}} (L^{-1}\Sigma L^{-T})}
\]

instead of Eq. 9. For a normal posterior, Eq. 9 and Eq. 13 are equivalent and the smallest Hessian eigenvalue, \( \lambda_{\min} \), corresponds to the largest covariance eigenvalue. For non-normal posteriors, the covariance can capture long scale behavior even when the local curvature does not.

The usefulness of Eq. 13 is predicated on the assumption that computing the largest eigenvalue of the rescaled covariance is easier than estimating the rescaled covariance \( (L^{-1}\Sigma L^{-T}) \) itself. The applicability of this type of assumption is explored in Loukas (2017).

### 3.2 Low Rank Hessian Approximation

Because of differing parameter scales, computing a useful low rank approximation to the Hessian through an eigendecomposition is difficult even for simple posteriors. Instead of computing the approximation as in Eq. 12, a diagonal covariance estimate can be used to rescale the problem that makes it much easier to work with

\[
D^{-\frac{1}{2}} A(D^{\frac{1}{2}} \nabla^2_{qq} H(q) D^{\frac{1}{2}}) D^{-\frac{1}{2}}.
\]

Figure 2 shows the eigenvalues of the Hessian, \( \nabla^2_{qq} H(q) \), and the rescaled Hessian, \( D^{\frac{1}{2}} \nabla^2_{qq} H(q) D^{\frac{1}{2}} \), to give a sense of what this rescaling does to make the approximation in Eq. 12 work better.

### 3.3 Limiting to the Sample Covariance

The inverse of the sample covariance is a good metric as long as enough posterior draws are available. A metric based on local curvature information will require
fewer draws to estimate but will be limited by how well that local curvature information extends to the full posterior.

The inverse of the approximation in Eq. 14 can be used as an initial estimate of the posterior covariance ($\Sigma_0$). Take as a prior

$$P(\Sigma) = W^{-1}((\nu_0 - d - 1)\Sigma_0, \nu_0),$$

where $W^{-1}$ is an inverse-Wishart distribution and there are $d$ parameters in the problem. Assuming the posterior draws come from a multivariate normal distribution, the posterior on $\Sigma$ can be computed in closed form. Given $n$ draws $Y$, we have

$$P(\Sigma|Y) = W^{-1}((\nu_0 - d - 1)\Sigma_0 + (n - 1)S, \nu_0 + n),$$

where $S$ is the sample covariance of $Y$. As the number of warmup draws increases, $\Sigma$ will be more and more weighted toward the sample covariance.

## 4 Benchmarks

A version of Stan (Carpenter et al., 2017) was modified to incorporate the selection criterion and adaptation for benchmarking. Unless otherwise noted, warmup is carried out over one thousand draws in the following sequence of steps. First, seventy five draws are used to move the sampler near to the typical set. Next, the metric is iteratively refined over five increasingly sized adaptation windows. The first window lasts for twenty-five draws, the second for fifty draws, the third for one hundred draws, the fourth for two hundred draws, and the last for five hundred draws. The final stage uses fifty draws to finalize the timestep selection.

At the end of each of the five metric adaptation windows, the draws from that window are divided into train (80%) and test (20%) splits. The train split is used to compute the different metrics and the test split is used to evaluate the
selection criterion for each. The $L$ variables in Eq. 13 come from the training split and $W$ and $\Sigma$ come from the test split. The selection criterion for each metric is computed at five different random draws from the test set and the maximum of these values is used as the final selection criterion. The chosen metric is recomputed using all of the draws in the given window.

4.1 Example Problems

The full source and data for the example models are available in the Supplementary Material.

The **Kilpisjärvi** model is a three parameter linear regression. Yearly summer temperatures in Kilpisjärvi, Finland are fit as a function of year. The year covariate is not centered, and there is a very high correlation between the slope and intercept parameters which makes the model difficult to sample (Gelman and Hill, 2006).

The **Diamonds** model is a twenty-six parameter regression with highly correlated covariates based on the ggplot2 diamonds dataset (Wickham, 2016) and the model generated with the software package brms (Bürkner, 2017). The correlated covariates lead to posterior correlations. This can be avoided with a reparameterization of the problem (Stan Development Team, 2018), or with an appropriate adaptation.

**Radon** is a three hundred and eighty-nine parameter hierarchical model of radon levels in three hundred eighty-six different counties (Gelman and Hill, 2006) adapted from Fonnesbeck (2016). This model is interesting because of the large number of parameters.

The **Accel GP** model is a sixty-six parameter fit to time series data from the mcycle dataset of Venables and Ripley (1999). The mean and standard deviations of the acceleration were modeled with Gaussian processes using a basis function expansion (Riutort Mayol et al., 2019; Solin and Särkkä, 2014) in brms (Bürkner, 2017).

The **Accel Splines** model is an eighty-two parameter spline model generated with brms (Bürkner, 2017) and fit to the same dataset as **Accel GP** with varying mean and standard deviation.

The **Prophet** (Taylor and Letham, 2018) model used here is a sixty-two parameter time series model of RStan downloads over a few year period. Prophet implements structural time series model with different time resolutions (daily, weekly, etc.).

4.2 Results

The results of running thirty-two independent chains of four different adaptations on the example models are given in Table 1. The minimum and maximum of the selection criteria (lower is better) computed at the end of the last stage of warmup over all thirty-two chains is given for every model. The minimum and maximum of effective sample size per second (ESS/s) over eight different groups of four chains each was given as a proxy for the performance. This assumes
that the utility of the posterior is limited by the parameter with lowest effective sample size. The maximum four chain $\hat{R}$ computed over all eight groups of chains of the parameter with the lowest effective sample size is reported as a diagnostic. To keep the $\hat{R}$ values low, four thousand post-warmup draws were collected for the Accel GP and Accel Splines models. In all other cases one thousand post-warmup draws were collected. $\hat{R}$ and the (bulk) effective sample sizes were computed following Vehtari et al. (2019). All benchmarks were run on an AMD Ryzen 7 2700X desktop.

The switching adaptation, described in the caption of Table 1, is competitive in all examples, with two exceptions. First, one of the eight four-chain Accel GP inferences done with switching adaptation performed unusually poorly in terms of ESS/s, and secondly another had an alarming number of divergences, one hundred and forty over thirty-two thousand post-warmup draws on the same model. For the Accel GP and Accel Splines models, all the other non-diagonal adaptation calculations had less than fifty divergences for the same number of post-warmup draws. The diagonal adaptations in comparison had at worst one (for Accel GP) and four (for Accel Splines) divergences.

Even without introducing the new Hessian-based adaptation scheme, the selection criteria can pick between the established methods (Diagonal and Dense). If enough draws are available such that the full sample covariance is an effective adaptation, the adaptation will pick Dense over Diagonal. Knowing if there were enough draws has been a simple but significant impediment in the deployment of Dense adaptation. All of the adaptations discussed assume posterior curvature is not varying greatly.

The Radon model is large enough that the dense matrix-vector products affect sampler performance. Table 2 shows the results of enforcing a diagonal sparsity pattern on the metrics, enabling efficient matrix-vector products.

One of the advantages of the low rank adaptation is that it can work with fewer warmup draws than a full sample covariance. To highlight this, the results of running a number of extremely short adaptations on the Diamonds and Prophet example models are displayed in Figure 3. For these experiments, adaptation was limited to the initial seventy-five draws used to get near the typical set, one metric adaptation window, and a final fifty draws to adjust the timestep.

The short warmup experiments are also useful for understanding the effect of the rank approximation from Eq. 12 as well as the inverse-Wishart update in Section 3.3. For the most part, these are useful modifications, but neither guarantees a performance increase. Results are plotted in 4.
| Model     | Adaptation | Crit. [min, max] | Min ESS/s [min, max] | Max $\hat{R}$ |
|-----------|------------|------------------|----------------------|--------------|
| **Kilpisjärvi** | Diagonal  | [350, 600]       | [110, 150]           | 1.01         |
|           | Dense      | [95, 130]        | [390, 6100]          | 1.00         |
|           | Rank-1     | [1.3, 1.9]       | [22000, 33000]       | 1.00         |
|           | Switching  | [1.2, 1.7]       | [23000, 33000]       | 1.00         |
| **Diamonds**  | Diagonal  | [490, 670]       | [0.61, 0.90]         | 1.01         |
|           | Dense      | [4.7, 5.7]       | [160, 190]           | 1.01         |
|           | Rank-1     | [2.0, 2.4]       | [510, 620]           | 1.00         |
|           | Switching  | [1.9, 2.4]       | [510, 590]           | 1.00         |
| **Accel GP**  | Diagonal  | [210, 570]       | [2.5, 5.2]           | 1.00         |
|           | Dense      | [41, 240]        | [1.1, 6.4]           | 1.01         |
|           | Rank-1     | [46, 240]        | [3.4, 8.1]           | 1.00         |
|           | Switching  | [45, 460]        | [3.7, 9.8]           | 1.00         |
| **Accel Splines** | Diagonal | [680, 1800]       | [0.17, 0.45]         | 1.02         |
|           | Dense      | [90, 420]        | [2.3, 5.3]           | 1.00         |
|           | Rank-1     | [83, 330]        | [1.5, 4.7]           | 1.00         |
|           | Switching  | [92, 320]        | [0.38, 5.0]          | 1.02         |
| **Prophet**  | Diagonal  | [390, 470]       | [1.3, 1.7]           | 1.00         |
|           | Dense      | [13, 15]         | [22, 28]             | 1.00         |
|           | Rank-1     | [2.8, 3.3]       | [24, 29]             | 1.00         |
|           | Switching  | [2.8, 3.3]       | [15, 28]             | 1.00         |
| **Radon**   | Diagonal  | [5.3, 7.2]       | [170, 210]           | 1.00         |
|           | Dense      | [67, 93]         | [33, 42]             | 1.00         |
|           | Rank-1     | [7.4, 9.2]       | [120, 140]           | 1.00         |
|           | Switching  | [4.3, 6.0]       | [180, 210]           | 1.00         |

Table 1: Four different metrics were benchmarked on six different models. Diagonal and Dense are Stan default metrics. Dense is a full covariance estimate and Diagonal is a diagonal covariance approximation that is much easier to compute. Both are regularized a small mount towards an identity matrix. Rank-1 is an metric from Section 3.3 using a rank-1 Hessian approximation, and Switching is a metric that switches between dense, diagonal, rank-1, 2, 4, and 8 Hessian approximation adaptations with and without the modifications described in Section 3.3 by choosing the metric with the lowest maximum selection criterion at the end of each warmup window. Only the post-warmup draws are timed. The range of maximum selection criteria (lower is better) from all thirty-two chains are given in the “Crit. [min, max]” column. The ESS/s column characterizes efficiency as effective sample size per second computed over eight groups of four chains each. The maximum four chain $\hat{R}$ computed over eight different groups of four chains is given as a diagnostic.
Table 2: The Radon experiments from Table 1 are repeated here if the metric is forced to be a diagonal (to take advantage of the efficient matrix-vector multiplies this allows). The Switching adaptation switches between diagonal, and diagonalized rank-1, 2, 4, and 8 Hessian adaptations without the modifications in Section 3.3. Only the post-warmup draws are timed.

| Model | Adaptation | Crit. [min, max] | Min $N_{eff}/s$ | Max $R$ |
|-------|------------|------------------|----------------|--------|
| Radon | Diagonal   | [5.1, 6.1]       | [390, 520]     | 1.00   |
|       | Switching  | [4.6, 5.8]       | [370, 490]     | 1.00   |

Figure 3: Effectiveness of adaptations with short warmup. The Switching adaptation chooses automatically between dense, diagonal, and rank 1, 2, 4, and 8 adaptations from Eq. 12 with and without the inverse-Wishart update from Section 3.3. Only the post-warmup draws are timed. The maximum and minimum four chain ESS/s across eight groups are plotted as ranges. For more warmup samples, the advantages of switching adaptation go away (as can be seen in Table 1.

5 Conclusions

Adapting an effective metric is important for the performance of HMC. This paper outlines a criterion that can be used to automate the selection of an efficient metric from an array of options. In addition, we present a new low-rank adaptation scheme that makes it possible to sample effectively from highly correlated posteriors, even when few warmup draws are available. The selection criterion and the new adaptation are demonstrated to be effective on a number of different models.

All of the necessary eigenvalues and eigenvectors needed to evaluate the selection criterion and build the new adaptation can be computed efficiently with the Lanczos algorithm, making this method suitable for models with large numbers of parameters.
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