Correlation effects in double-Weyl semimetals
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We study the long-range Coulomb interaction effects on the double-Weyl fermion system which is possibly realized in the three dimensional semimetal HgCr$_2$Se$_4$ in the ferromagnetic phase. Within the one-loop renormalization group analysis, we find that there exists a stable fixed point at which the Coulomb interaction is screened anisotropically. At the stable fixed point, the renormalized Coulomb interaction induces nontrivial logarithmic corrections to the physical quantities such as specific heat, compressibility, diamagnetic susceptibility, and the finite frequency (dynamic) conductivity that are obtained utilizing RG equations near the stable fixed point.

Introduction—There has been recently much interest in semimetals, which support gapless quasiparticle excitations only in the vicinity of isolated band touching points in the Brillouin zone (BZ). When the Fermi energy is pinned to the band touching points, these semimetals can possess universal power-law behaviors for thermodynamic and transport quantities as a function of temperature or external frequency. There are many well known experimental examples of the semimetals which possess linearly dispersing massless Dirac quasiparticles in both two dimensions (2D) and three dimensions (3D), e.g. Monolayer graphene [1–3] in 2D and Bi$_{1-x}$Sb$_x$ [4–6], Pb$_{1-x}$Sn$_x$Te [7, 8], and Cd$_3$As$_2$ [9], Na$_3$Bi [10] in 3D. It is also possible to realize parabolic semimetals which possess parabolic dispersions at band touching, e.g. Berner-Stacked bilayer graphene [11] in 2D, and HgTe [7], gray tin [12], and the normal state at high temperature for some 227 irradiates such as Pr$_2$Ir$_2$O$_7$ [13–18] in 3D.

In the presence of strong spin-orbit interactions in three dimensions, the unusual semimetalfic phase called the topological Weyl semimetals are predicted to exist in pyrochlore iridates [19–21], cold atom systems [22, 23], and in multilayer topological insulator systems [24, 25]. In close proximity of the gapless points, the effective Hamiltonian is described by a quadratic dispersion in two directions, e.g. Berner-Stacked bilayer graphene [11] in 2D, and HgTe [7], gray tin [12], and the normal state at high temperature for some 227 irradiates such as Pr$_2$Ir$_2$O$_7$ [13–18] in 3D.

In addition to the usual Weyl semimetals, recently Ref. [26] proposed the possible presence of new 3D topological semimetals in materials with point group symmetries termed as double-Weyl semimetals and triple-Weyl semimetals. The new double(triple)-Weyl semimetals possess Weyl nodes with quadratic dispersions in two directions, e.g. $\hat x - \hat y$ plane. The double-Weyl nodes are protected by $C_4$ or $C_6$ rotation symmetry. Furthermore, the double-Weyl semimetals are suggested to be realized in the 3D semimetal HgCr$_2$Se$_4$ in the ferromagnetic phase, which possess a pair of double-Weyl nodes along $\Gamma Z$ direction [26, 27]. In addition, the first-principle calculations in the material HgCr$_2$Se$_4$ [27] also suggested the existence of Weyl-nodes along $\Gamma Z$ with quadratic dispersions in the presence of spin-orbit coupling. The (anti-)double-Weyl node possesses a monopole charge of (-2)+2 and the double-Weyl semimetal shows double Fermi-arcs on the surface BZ [26, 27]. This new semimetallic phase with an in-plane quadratic dispersion can serve as a new platform for studying the (long-range) Coulomb interaction effects on the double-Weyl fermion. The low-energy physics of the double-Weyl fermion can possibly serve as a new source term contributing to the physical properties in HgCr$_2$Se$_4$ for chemical potential sitting near the Weyl nodes, such as a $T^2$ term to the specific heat $C$ that was not considered previously [28].

In this Letter, we consider a single double-Weyl fermion coupled to the long-range Coulomb interaction and study the effects within the one-loop renormalization group (RG) analysis in the Wilsonian momentum shell scheme [29]. Due to the anisotropic dispersions of the double-Weyl node, the density of states (DOS) is linearly proportional to the energy, $D(\epsilon) \propto \epsilon$, sharply different to that in the usual Weyl fermion with $D(\epsilon) \propto \epsilon^2$. Due to the anisotropic dispersions, the scalings for the three spatial coordinates can be different. In the noninteracting limit, for scaling transformation invariance of the action we find the dynamical scaling exponent $z = 2$, the scaling exponents of the spatial coordinates $\hat x$ and $\hat y$ are 1, i.e. the scaling dimension $[\hat x] = [\hat y] = -1$, while that of $\hat z$ is two, $[\hat z] = -2$. The result of such nontrivial scaling transformations in spatial dimensions result in the Coulomb interaction $e^2$ with engineering scaling dimension $[e^2] = z - 1 = 1$ and anisotropy parameter $\eta$, which dictates the anisotropy of the system, with engineering scaling dimension $[\eta] = -2$.

After coarse-graining within RG analysis, we find that in the low-energy limit, the system becomes highly anisotropic and $\eta$ becomes infinitesimal. The Coulomb potential receives strong renormalization along the linear dispersion axis and the Coulomb interaction strength $e^2$ also becomes infinitesimal due to the strongly irrelevant anisotropy variable $\eta$. The composite variable similarly equal to the ratio of Coulomb interaction strength and the square root of the anisotropy parameter, $\sim e^2/\sqrt{\eta}$, approaches a fixed value in the low-energy limit, which defines the stable fixed point in RG. At the stable fixed point, the Coulomb potential is renormalized anisotropically, which is consistent with the random phase approximation (RPA) calculation detailed in the supplemental mate-
we introduce two variables \( \alpha \) and \( \lambda \), after performing Hubbard-Stratonovich transformation of the four-fermion Coulomb interaction. The variable \( \alpha \) represents the so-called finite frequency (dynamic) conductivity \( \sigma_{\mu
u=x,y,z}(\omega) \). Furthermore, we find unexpectedly that the diamagnetic susceptibility \( \chi_D \) gets \textit{enhanced} in a logarithmic manner due to the long-range Coulomb interaction.

**Double Weyl Semimetal in the long-range Coulomb interaction**—We consider a minimal model of a single double-Weyl fermion coupled to the long-range Coulomb interaction. The action in the Euclidean path integral formalism is

\[
S_L = \int d^3 \vec{x} \left\{ \psi^\dagger \left[ \partial_\tau - ie \phi + \vec{d} \cdot \vec{\sigma} \right] \psi + \frac{1}{2 \sqrt{\eta}} \left[ (\partial_\tau \phi)^2 + (\partial_\phi \vec{d} \cdot \vec{\sigma})^2 + \frac{\sqrt{\eta}}{2} (\partial_\tau \vec{d} \cdot \vec{\sigma})^2 \right] \right\},
\]

with \( \vec{d} = \left\{ -m^{-1} (\partial_\tau^2 - \partial_y^2), -m^{-1}(2\partial_\tau \partial_y), -iv_x \partial_y \right\} \), where \( \psi \) and \( \phi \) represent the electron annihilation field and the boson annihilation field. The integration of \( \phi \) gives the usual instantaneous long-range Coulomb interaction. The variable \( m \) along the \( \vec{x} - \vec{y} \) plane represent the effective mass and the variable \( v_x \) along \( \vec{z} \) direction is the velocity. The anisotropy variable \( \eta \) is introduced due to the anisotropic dispersions. We choose the scaling transformations for the fields and the variables as \( \tau = b^2 \tau_R, x = b x_R, y = b y_R, z = b z_R, v_z = Z v_z, m^{-1} = Z^{-1} m_R^{-1}, \eta = Z^{-1} \eta_R, e = Z e_R, \) where the parameter \( b = e^\ell \) represents a length scale slightly greater than one with a logarithmic length scale \( \ell \ll 1 \) and the subscript \( R \) labels renormalized variables while coarse-graining.

For analytically extracting the RG equations, we adopt the RG scheme in Ref. [30] and perform integration within a momentum shell in the \( q_\perp \equiv \sqrt{q_x^2 + q_y^2} \) direction, i.e. \( q_\perp \in [\sqrt{A e^{-\ell}}, \Lambda] \), and no restriction along \( q_z \) direction (\( q_z \in [0, \Lambda_z \to \infty] \)). For clarity in the presentation of RG results, we introduce two variables \( \alpha = \frac{m \ell^2}{12 \pi \Lambda^2} \) and \( \lambda = \frac{m^2 v_x e^\ell}{48 \pi^2 \sqrt{\eta} \Lambda^2} \).

We obtain the one-loop RG equations

\[
\frac{d \ln v_x}{d \ell} = z - z_1 + \frac{3 \alpha^2}{4 \lambda},
\]

\[
\frac{d \ln m^{-1}}{d \ell} = z - 2 + \frac{3c \alpha^2}{4 \lambda},
\]

\[
\frac{d \alpha}{d \ell} = \alpha \left[ 1 - 2\lambda - \frac{3c + 2 \alpha^2}{4 \lambda} \right],
\]

\[
\frac{d \lambda}{d \ell} = 2\lambda \left[ 1 - 2\lambda - \frac{6c - 3 \alpha^2}{8 \lambda} \right].
\]

where \( c = \ln(3 + 2\sqrt{3})/2 \simeq 0.881 \). If we hold \( v_x \) and \( m^{-1} \) fixed, we get

\[
z = 2 - \frac{3c \alpha^2}{4 \lambda},
\]

\[
z_1 = z + \frac{3 \alpha^2}{4 \lambda} = 2 + \frac{3(1-c) \alpha^2}{4 \lambda}.
\]

We can see that fixed points are located at \( (\alpha, \lambda) = (0, 0) \), and \( (0, 1/2) \). Linearizing around these two fixed points, we find that the fixed point \( (0, 0) \) is the \textit{unstable} Gaussian fixed point, and \( (0, 1/2) \) is the \textit{stable} fixed point controlled by the parameters \( \alpha \) and \( \lambda \). The RG streamplot is shown in Fig. 2b.

The Coulomb interaction decreases to the stable fixed point mostly along the path of \( \lambda = 1/2 \). Along this path, the square of the Coulomb interaction \( e^\ell \) decreases to zero in a logarithmic manner, which is reflected as the non-monotonic temperature or frequency dependences of physical quantities such as specific heat \( C \), compressibility \( \kappa \), diamagnetic susceptibility \( \chi_D \), and the so-called finite frequency (dynamic) conductivity \( \sigma_{\mu\nu=x,y,z}(\omega) \), which we will show below.

At the stable fixed point with \( (\alpha_s, \lambda_s) = (0, 1/2) \), we can see that the dynamical exponent \( z = 2 \) is stable. If we focus on the renormalized boson propagator (which gives the Coulomb screening effects), the renormalized boson propagator at the fixed point is (below we will suppress the irrelevant dimensionful variables)

\[
q_x^2 + q_y^2 - \Pi(q) \sim q_x^2 (1 + \alpha_s^2/\lambda_s \ell) + q_y^2 (1 + 4 \lambda_s \ell)
\]

\[
= q_x^2 + q_y^2 (1 + 2 \ell),
\]
which shows that there is only a correction along the \( q_z \) direction. If we consider the relative scalings between \( q_\perp \) and \( q_z \), we can obtain

\[
q_\perp^2 + q_z^2 - \Pi(q) \sim q_\perp^2 + q_z^2 |q_z|^2 \Delta = q_\perp^2 + |q_z|, \tag{9}
\]

where \( z_1 = 2 \) at the stable fixed point. Hence, at the stable fixed point the renormalized Coulomb interaction is \( V_c(q) \sim 1/(q_\perp^2 + |q_z|) \). Fourier transforming \( V_c(q) \) back to the real space, we find that the renormalized Coulomb potential falls off anisotropically, \( V_c(r_\perp, |z|) = 0 \sim r_\perp^{-2} \), and \( V_c(r_\perp = 0, |z|) \sim |z|^{-1} \), where \( r_\perp \equiv \sqrt{x^2 + y^2} \). In the supplemental material, we perform RPA analysis of the screened Coulomb interaction and find that the scaling analysis above is consistent with the RPA analysis.

**Logarithmic corrections to the scaling behavior of physical quantities**—According to the strong-coupling analysis in supplemental material, we find that the renormalized Coulomb interaction acquires a infrared logarithmic divergence that can lead to the logarithmic corrections to physical quantities. Instead of calculating higher-order corrections in the perturbation theory, we follow Ref. [31] to utilize the RG equations near the stable fixed point and the scaling arguments to obtain the scaling behaviors of the physical quantities.

Focusing on the path of \( \lambda = 1/2 \) near the stable fixed point, we know that the mass inverse \( m^{-1} \) and velocity \( v_z \) receive nontrivial renormalization as \( m^{-1}(1 + \frac{3c}{4} \alpha^2 \ln b) \) and \( v_z(1 + \frac{3c}{4} \alpha^2 \ln b) \), where \( \ln b = \ell \). From the scaling invariance of action, we know \( Z_\psi = b^{\alpha-2} \), \( Z_{\psi_{\perp}} = b^{\alpha-2} \), and \( Z_{\psi_z} = b^{\alpha-2} \). For a finite potential term, we can consider to add a term \(-\mu \int d^3x \int d\tau \psi^\dagger \psi \) to the action and we can obtain the transformation \( \mu = b^{\alpha-2}\mu_R \). We can also consider the free energy \( F \), which can be a general function of \( T, \alpha, \mu \), magnetic field \( B \), etc., that transforms as \( F = Z_F^{-1} F_R \). Considering the exponent of a partition function \( \int d^3x \int d\tau F \), we know that the exponent should be dimensionless, which requires \( F = b^{\alpha-2}\mu_R F_R \). In addition, the temperature is renormalized under coarse-graining as \( T = b^{-\alpha} T_R \).

The relevant RG equations near the stable fixed point along the path \( \lambda = 1/2 \) are

\[
\frac{d\alpha}{d \ln b} = -\frac{3c+2}{2} \alpha^3(b), \tag{10}
\]

\[
\frac{dT}{d \ln b} = T(b) \left[ 2 - \frac{3c}{2} \alpha^2(b) \right]. \tag{11}
\]

Solving the RG equations, we get

\[
\alpha^2(b) = \alpha^2 \left( 1 + (3c+2) \alpha^2 \ln b \right)^{-1}, \tag{12}
\]

\[
T(b) = T(b^*) \left( 1 + (3c+2) \alpha^2 \ln b \right)^{-1/2} \approx T(b^*) \left( 1 + \frac{3c}{4} \alpha^2 \ln b \right)^{-1/2} \tag{13}
\]

where \( \alpha \) and \( T \) represent the bare Coulomb interaction \( \alpha(0) \) and bare temperature \( T(0) \). Choosing the temperature cut-off \( T(b^*) = T_0 = m^{-1} \Lambda^2 \), we get

\[
b^* \sim \left[ \frac{T_0}{T} \left( 1 + \frac{3c}{4} \alpha^2 \ln \frac{T_0}{T} \right) \right]^{1/4}. \tag{14}
\]

The renormalization of specific heat under RG can be obtained as \( C = -T \frac{\partial^2 F}{\partial \mu^2} = b^{-2(\alpha-1)} C_R \). Choosing the cut-off \( b^* \) and using the high temperature result of specific heat, \( C_R \sim T_0^2 \) which is originated from \( D(\epsilon) \sim \epsilon \) in the noninteracting double-Weyl semimetals. We get

\[
C \sim \frac{T^2}{(1 + \frac{3c}{4} \alpha^2 \ln \frac{T_0}{T})^2} \sim \frac{T^2}{(1 + \frac{3c}{4} \alpha^2 \ln \frac{T_0}{T})^2} \tag{15}
\]

where we crudely approximate \( c \sim 1 \) in the last line. The compressibility can be obtained as \( \kappa = \frac{\partial^2 F}{\partial \mu^2} = b^2 b^{-2(\alpha-1)} \kappa_R \).

If we substitute \( b^* \) for \( b \) and use the noninteracting result \( \kappa_R \sim T_0 \), we get

\[
\kappa \sim \left( 1 + \frac{3c}{4} \alpha^2 \ln \frac{T_0}{T} \right)^{-2} \sim \left( 1 + \frac{3c}{4} \alpha^2 \ln \frac{T_0}{T} \right)^{-2}. \tag{16}
\]

Let’s shift our focus on the scaling behavior of the finite frequency conductivity. In the presence of magnetic vector potential, the kinetic terms are modified as \(-i\partial_j \rightarrow -i\partial_j + eA_j \), with \( j = x, y, z \). Due to the minimal coupling, we require that the composite variables \( eA_j \) rescale the same as that of \( \partial_j \), which leads to \( A_\perp = b^{-1} \left[ 1 + \frac{3c}{2} \alpha^2 \ln b \right]^{-1/2} \left[ 1 + 2\alpha^2 \ln b \right]^{-1/4} A_\perp, \) with \( A_\perp = A_x, \) and \( A_z = b^{-2} \left[ 1 + \frac{3c}{2} \alpha^2 \ln b \right]^{-1/2} \times \left[ 1 + 2\alpha^2 \ln b \right]^{-1/4} A_z, \)

where we explicitly use \( \lambda = 2 \) near the fixed point and the scaling of electric charge \( \omega \) obtained in the RG equation derivation in the supplemental material.

In order to obtain the scaling relations for the finite frequency conductivity, we can rely on the Kubo formula. According to the Kubo formula, the current-current correlation function \( \Pi_{\mu\mu}(\omega_n) = \int d\tau e^{i\omega_n \tau} \int d^3q \langle \{ j_\mu(q, \tau) j_\mu(q, 0) \} \rangle \) can be related to the dynamic conductivity as \( \sigma_{\mu\mu}(\omega) = -i\mu\Pi_{\mu\mu}(\omega)/\omega \), where \( \omega_n \rightarrow \omega \) and \( j_\perp(q, \tau) \) and \( j_z(q, \tau) \) can be obtained from the Fourier transform of \( j_\perp(\vec{x}, \tau) \approx c m^{-1} \psi(\vec{x}, \tau) \psi(\vec{x}, -\tau) \) and \( j_z(\vec{x}, \tau) = \) \( \psi(\vec{x}, \tau) \sigma_z \psi(\vec{x}, \tau) \).

We first obtain that \( j_z(\vec{x}, \tau) = \) \( b^{-1} \left[ 1 + \frac{3c}{2} \alpha^2 \ln b \right]^{-1/2} \left[ 1 + 2\alpha^2 \ln b \right]^{-1/4} j_z, \) \( j_z(\vec{x}, \tau) \rightarrow c m^{-1} \psi(\vec{x}, \tau) \psi(\vec{x}, -\tau) \) and \( j_z(\vec{x}, \tau) = \) \( \psi(\vec{x}, \tau) \sigma_z \psi(\vec{x}, \tau) \).

We can then obtain the following scaling relations

\[
b^* \sim \left[ \frac{\omega_0}{\omega} \left( 1 + \frac{3c}{4} \alpha^2 \ln \frac{\omega_0}{\omega} \right) \right]^{1/4}. \tag{17}
\]
which is due to the fact that the $\omega(b)$ scales the same as the temperature $T(b)$, i.e. $\mathcal{O} = b^{-2} \mathcal{O}_R$, where $\mathcal{O} = T, \omega$. With the cut-off frequency, we obtain

$$\sigma_{\perp}(\omega) \sim \frac{[1 + \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)]^{\frac{1}{2}}}{[1 + \frac{3}{2} \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)][1 + \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)]} e^{2\omega} \sim \left[1 - \frac{3c + 1}{4} \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)\right] e^{2\omega}, \quad (18)$$

$$\sigma_{zz}(\omega) \sim \frac{[1 + \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)]^{\frac{3}{2}}}{1 + \frac{3}{4} \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)} e^{2} \sim \left[1 - \frac{1}{4} \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)\right] e^{2}, \quad (19)$$

where we approximate $\sigma_{\perp,R}(\omega)$ and $\sigma_{zz}(\omega)$ to be the non-interacting results of the dynamic conductivity at finite frequency obtained in the supplemental material. We can see that $\sigma_{\mu\mu}(\omega)$ receive nonmonotonic logarithmic suppressions due to the long-range Coulomb interaction.

Last but not least, we focus on the temperature dependence of the diamagnetic susceptibility. The diamagnetic susceptibility can be obtained from taking second derivative of the free energy, $\chi_D = -\partial^2 F/\partial B^2$. Since $\vec{B} = \nabla \times \vec{A}$, the renormalization of the magnetic field under coarse-graining can be obtained straightforward using the renormalization of $A_j$ illustrated above. We find that the diamagnetic susceptibility scales differently for in-plane magnetic field $\vec{B} = B\hat{r}_\perp$ and for perpendicular magnetic field $\vec{B} = B\hat{z}$. For $\vec{B} = B\hat{r}_\perp$, the diamagnetic susceptibility renormalizes as $\chi_D^\perp \sim \left[1 + \frac{3c + 1}{2} \alpha^2 \ln b\right]^{\frac{1}{2}} \chi_{D,R}^\perp$.

For $\vec{B} = B\hat{z}$, the diamagnetic susceptibility renormalizes as $\chi_D^z \sim e^{-b^{-2}} \left[1 + \frac{3c + 1}{2} \alpha^2 \ln b\right]^{\frac{3}{2}} \left[1 + 3c - 2 \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)\right]^{\frac{1}{2}} \chi_{D,R}^z$.

We use $b^* = \left[\frac{\tilde{\omega}}{c} \left(1 + \frac{3c + 1}{2} \alpha^2 \ln \left(\frac{\omega}{\tilde{\omega}}\right)\right)\right]^{\frac{1}{2}}$, and use the noninteracting results of $\chi_{D,R}$ which we derive using the Fukuyama formula for the orbital diamagnetic susceptibility [32] in the supplemental material. We obtain

$$\chi_D^\perp \sim \left[1 + \frac{3c + 5}{4} \alpha^2 \ln \left(\frac{T_0}{T}\right)\right] e^{2\omega}, \quad (20)$$

$$\chi_D^z \sim \left[1 + \frac{6c - 2}{4} \alpha^2 \ln \left(\frac{T_0}{T}\right)\right] e^{2T/m_0\omega}. \quad (21)$$

Therefore, we expect that the temperature dependence of the diamagnetic susceptibility for a magnetic field in general direction at low temperature can be approximated as

$$\chi_D \sim \left[1 + \alpha^2 \ln \left(\frac{T_0}{T}\right)\right] (\sin^2 \theta \chi_0 + \cos^2 \theta T), \quad (22)$$

where $\theta$ is the angle between the magnetic field and $\hat{z}$-axis, i.e. $\vec{B} \cdot \hat{z} = B \cos \theta$, and $\chi_0$ is a constant independent of temperature and the diamagnetic susceptibility gets enhanced due to the presence of long-range Coulomb interaction.

In the end, let us briefly discuss the effects of the short-range interactions and disorders. The Lagrangian density of a short-range interaction can be written similarly as $g_j(\psi^\dagger \Gamma_j \psi)^2$, where $\Gamma_j = \mathbb{I}_2, \sigma_j$. We can see that a short-range coupling at tree-level scales as $g_j = b^{-2} g_{j,R}$, which is strongly irrelevant. A possible $e^4$ term may be generated under RG that causes the irrelevant short-range couplings to run to strong coupling, similar to the situations in the parabolic semimetals [13–18]. However, due to the strong irrelevance of the short-range couplings and the fact that the $e^2$ vanishes from the one-loop RG analysis shown in the present Letter, the short-range couplings should remain irrelevant under RG and negligible. The effects of the disorders are more intriguing and detrimental. The Lagrangian density of disorders can be written as $V_j \psi^\dagger M_j \psi$, with $M_j = \mathbb{I}_2, \sigma_j$. If we choose Gaussian white noise distribution for the disorder according to $\langle (V_i(\vec{x}) V_j(\vec{x}')) \rangle = \Delta_{j,i} \delta^{(3)}(\vec{x} - \vec{x}')$. We perform the average over disorder by employing replica method [18–22]. The effective disorder terms mimic the four-fermi interactions but nonlocal in imaginary time, i.e. $S_D \sim \int d^4x d\tau d\tau' \Delta_{j,i} \psi_i^\dagger(\vec{x}, \tau) M_j \psi_j(\vec{x}, \tau') \psi_i^\dagger(\vec{x}', \tau') M_j \psi_j(\vec{x}', \tau')$, where $a, b$ are replica indices and note the different imaginary times $\tau$ and $\tau'$. The disorder average vertices are marginal, $\Delta_j = \Delta_{j,R}$, at the tree-level RG analysis. Hence, a more thorough treatment including one-loop corrections is needed, which we leave for the future studies.

Conclusions—We study the long-range Coulomb effects on the double-Weyl semimetals that is suggested to be stabilized by $C_4$ or $C_3$ rotation symmetry in the 3D ferromagnetic phase of HgCr$_2$Se$_4$. Within one-loop RG analysis we find that the long-range Coulomb interaction receives anisotropic screening. In the low-energy limit, the composite variable defined as the ratio of the Coulomb interaction strength and the square root of the anisotropy parameter, $\sim e^2/\sqrt{\eta}$, is fixed to be a finite value, which defines the stable fixed point in the RG analysis. Focusing near the stable fixed point, we utilize RG equations to obtain non monotonic temperature or frequency dependences of various physical quantities.

Acknowledgments—H.-H. Lai thanks James Murray and Kun Yang for helpful discussions and thanks Pallab Goswami for the illumination of this work. This work is supported by the national Science Foundation through grants No. DMR-1004545 and No. DMR-1442366.

[1] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and A. A. Firsov, Science 306, 666 (2004).
[2] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A. Firsov, Nature 438, 197 (2004).
[3] Y. Zhang, Y.-W. Tan, H. L. Stormer, and P. Kim, Nature 438, 201 (2004).
[4] B. Lenoir, M. Cassart, J.-P. Michenaud, H. Scherrer, and S. Scherrer, Journal of Physics and Chemistry of Solids 57, 89 (1996)
[5] A. Goswali, P. Goswami, and S. Chakravarty, Phys. Rev. B 75, 115123 (2007).
[6] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov,
and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009)
[7] R. Dornhaus, G. Nimtz, and B. Schlicht, Narrow-Gap Semiconductors (Springer Berlin Heidelberg, Berlin, 1983).
[8] P. Goswami and S. Chakravarty, Phys. Rev. Lett. 107, 196803 (2011)
[9] S. Borisenko, Q. Gibson, D. Etvusinsky, V. Zabolotny, B. Bühner, and R. J. Cava, Phys. Rev. Lett. 112, 027603 (2014)
[10] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Wang, D. Prabhakaran, S.-K. Mo, Z. X. Shen, Z. Fang, X. Dai, Z. Hussain, and Y. L. Chen, Science 343, 864 (2014)
[11] K. S. Novoselov, E. McCann, S. V. Morozov, V. I. Fal’ko, M. I. Katsnelson, U. Zeitler, D. Jiang, F. Schedin, and A. K. Geim, Nat. Phys. 2, 177 (2006)
[12] S. Groves and W. Paul, Phys. Rev. Lett. 11, 194 (1963)
[13] S. Nakatsuji, Y. Machida, Y. Maeno, T. Tayama, T. Sakakibara, J. DUIjn, L. Balicas, J. Millican, R. Macaulay, and J. Chan, Phys. Rev. Lett. 96, 087204 (2006)
[14] Y. Machida, S. Nakatsuji, S. Onoda, T. Tayama, and T. Sakakibara, Nature 463, 210 (2010)
[15] A. Abrinkosov, Sov. Phys. JETP 39, 709 (1974).
[16] E.-G. Moon, C. Xu, Y. B. Kim, and L. Balents, Phys. Rev. Lett. 111, 206401 (2013)
[17] K. Sun, W. V. Liu, A. Hemmerich, and S. Das Sarma, Nat. Phys. 6, 87 (2010)
[18] J.-H. Jiang, Phys. Rev. A 85, 033640 (2012).
[19] A. Burkov and L. Balents, Phys. Rev. Lett. 107, 127205 (2011)
[20] G. Halász and L. Balents, Phys. Rev. B 85, 035103 (2012)
[21] C. Fang, M. Gilbert, X. Dai, and B. Bernevig, Phys. Rev. Lett. 108, 266802 (2012)
[22] G. Xu, H. Weng, Z. Wang, X. Dai, and Z. Fang, Phys. Rev. Lett. 108, 186806 (2011)
[23] W. Wang, A. Li, T. Dong, M. Lei, X. Fu, S. Miao, P. Zheng, P. Wang, Y. Shi, J. Luo, and N. Wang, Journal of Low Temperature Physics 171, 127 (2013)
[24] B.-J. Yang, E.-G. Moon, H. Isobe, and N. Nagaosa, Nat. Phys. 10, 774 (2014)
[25] D. Sheehy and J. Schmalian, Phys. Rev. Lett. 99, 226803 (2007)
[26] H. Fukuyama, Progress of Theoretical Physics 45, 704 (1971)
[27] P. Goswami and S. Chakravarty, Phys. Rev. Lett. 107, 196803 (2011)

SUPPLEMENTAL MATERIAL

One-loop RG corrections for double-Weyl Semimetal in clean limit

The action of a double-Weyl fermion coupled to the long-range Coulomb interaction is given in Eq. (1). We can define the fermion Green’s function and the (boson) scalar Green’s function as

$$G_0(k, \omega) = \frac{\omega}{\omega^2 + m^2 k_\perp^4 + \nu^2 k_z^2},$$

$$D_0(k, \omega) = \frac{\sqrt{\eta}}{k_\perp^2 + \eta k_z^2},$$

where we define $$k_\perp = (k_x, k_y)$$ and $$|k_\perp| \equiv k_\perp \equiv \sqrt{k_x^2 + k_y^2}$$.

The Fig. 1(a) illustrates the Coulomb interaction induced fermion self-energy $$\Sigma^{ex}(k, \omega)$$. The expression for the correction to $$\Sigma^{ex}(k, \omega)$$, is

$$\Sigma^{ex}(k, \omega) = -\frac{e^2}{2} \int_\Omega \int q q' G_0(q, \Omega) D_0(k - q, \omega - \Omega) |q| \equiv \frac{e^2}{2} \int_\Omega \int q q' \frac{\Sigma^{ex}(q)}{\Omega} D_0(k - q, \omega - \Omega) \Sigma^{ex}(q)$$

where we introduce the abbreviations $$\int_\Omega \equiv \int 3d\Omega/(2\pi)$$ and $$\int q q' \equiv \int d^3q/(2\pi)^3$$, and the prime means the momentum integral within a momentum shell between $$[\Lambda e^{-\ell}, \Lambda]$$, with $$\ell \ll 1$$. We adopt the RG scheme introduced by B.-J. Yang et al. and introduce the large momentum cut-off $$\Lambda$$ along $$q_\perp$$ direction, while there is no restriction for the integral along $$q_z$$. We take the correction terms for $$d_3\sigma^2$$ for example. We consider $$\frac{Tr[\sigma^2 \partial_\kappa \Sigma^{ex}(k, 0)]}{Tr[\sigma^2 \sigma]}|_{k \to 0}$$, which gives the correction to $$d_3(k)$$, i.e.,

$$\frac{Tr[\sigma^2 \partial_\kappa \Sigma^{ex}(k, 0)]}{Tr[\sigma^2 \sigma]}|_{k \to 0} = \eta^{3/2} v_z e^2 \int_q q_\perp^2 \sqrt{m^2 q_\perp^4 + v_z^2 q_z^4} \frac{q_z^2}{(q_z^2 + \eta q_z^2)^2}$$

$$= \frac{\sqrt{\eta} e^2}{4\pi^2} \int_0^\infty dz \frac{1}{\sqrt{z^2 + (\frac{\sqrt{\eta}}{mv_z})^2}} (z^2 + 1)^2$$

$$= \frac{2\sqrt{\eta} e^2}{4\pi^2} \int_0^\infty dz \frac{1}{\sqrt{z^2 + A^2}} (z^2 + 1)^3 \approx \frac{\sqrt{\eta} e^2}{4\pi^2}$$

where we introduced $$z = \sqrt{\eta} q_z / \Lambda$$, and dimensionless $$A \equiv \sqrt{\eta} \Lambda / (mv_z)$$. If we solve the RG equations, we will see that the parameter $$A$$ is irrelevant and flows toward zero, and we show the leading contribution in the last line above.

For the correction to $$d_2\sigma^4$$ for example. We consider $$\frac{Tr[\sigma^4 \partial_\kappa \partial_\kappa \Sigma^{ex}(k, 0)]}{Tr[\sigma^4 \sigma]}|_{k \to 0}$$, which will give the
correction to $d_2(\vec{k})$,
\[
\frac{Tr[\sigma^y \partial_{\vec{k}} \partial_{\vec{k}} \Sigma^{xy}(\vec{k},0)]}{Tr[\sigma^y \sigma^y]}
\]
\[
eq 8\frac{\sqrt{\eta e^2}}{m} \int_q^{\Lambda} \frac{q_1^4}{\sqrt{m^2 q_1^2 + \eta e^2 q_2^2}} dq_2
\]
\[
eq \frac{\sqrt{\eta e^2}}{4\pi^2 m v_z \ell} \int_{q \Lambda} q \Lambda dq \int_{-\infty}^{\infty} dz \sqrt{m^2 q_1^2 + \eta e^2 q_2^2} (q_1^2 + \eta q_2^2)^3
\]
\[
eq \frac{c \sqrt{\eta e^2} \ell}{2\pi^2 m v_z} \int_{0}^{\infty} d\tilde{z} \sqrt{\tilde{z}^2 + A^2 (\tilde{z}^2 + 1)^3}
\]
\[
(27)
\]
where $c = \ln(3 + 2\sqrt{2})/2 \approx 0.881$. During the calculation, we introduced the momentum cut-off for $q_z$ since if there is no restriction, we will get an artificial logarithm of $A$. It is also physically intuitive to introduce a momentum cut-off for $q_z$. Since if we choose $A_\perp$ to be the largest momentum scale and perform the momentum shell integral along $q_\perp$, the largest momentum $A_\perp$ along $q_\perp$ should satisfy $v_z A_\perp \approx m^{-1} A_\perp^2$, which are the energies along $q_\perp$ and $q_z$. Therefore, we can get an identity as $m v_z/(A_\perp^2 / A_\perp^2) \approx 1$. For $A_\perp \approx A_\perp$, we can get $m v_z / A \approx 1$ and thus $A \approx \sqrt{\eta A} / (m v_z) \approx \sqrt{\eta}$. From rotation symmetry, we know the correction to $d_1(\vec{k})$ is the same as that of $d_2(\vec{k})$. Combining the corrections with the bare terms, we get
\[
\tilde{d}_1(\vec{k}) \cdot \tilde{\sigma}_\perp \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right] + d_3(\vec{k}) \sigma_\perp \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right],
\]
\[
(28)
\]
where we define $\tilde{d}_1(\vec{k}) = (\sigma_1, \sigma_2)$. The Fig. 1(b) represents the boson self-energy $\Pi(\vec{k}, \omega)$.
\[
\Pi(\vec{k}, \omega) = e^2 \int_\Omega \int_q^{\Lambda} Tr \left[ G_0(q, \Omega) G_0(q + \vec{k}, \Omega + \omega) \right]
\]
\[
(29)
\]
Since the boson propagator is frequency dependent, we can focus on static $\Pi(\vec{k}, \omega = 0)$. After frequency integral, we get
\[
\Pi(\vec{k}, 0) = -e^2 \int_q^{\Lambda} \left[ \frac{1}{E_q + E_{q+k}} - \frac{\tilde{d}(\vec{q}) \cdot \tilde{d}(\vec{q} + \vec{k})}{E_{q+k} E_q (E_{q+k} + E_q)} \right],
\]
\[
(30)
\]
where we define $E_q^2 = m^{-2} q_1^2 + v_z^2 q_2^2$. After expansion to quadratic order in $\vec{k}$, the integrals give
\[
\frac{\Box \vec{q}}{6\pi^2 v_z} (k_x^2 + k_y^2) + \frac{m v_z \alpha \ell}{12\pi^2 \sqrt{\eta} A^2}
\]
\[
(31)
\]
Combining the corrections and the bare terms, we obtain
\[
\frac{1}{2\sqrt{\eta}} \left( k_x^2 + k_y^2 \right) \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z} \right] + \frac{\sqrt{\eta} k_z^2}{2} \left[ 1 + \frac{m v_z \alpha \ell}{12\pi^2 \sqrt{\eta} A^2} \right],
\]
\[
(32)
\]
The renormalized action after inclusion of the self-energy corrections due to the long-range Coulomb interaction is
\[
\hat{S}_L = \int d\tau d^3\vec{r} \left[ \psi^\dagger \left( \partial_\tau - i e \phi \right) + \left( 1 + \frac{c \sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right) \partial_\perp \cdot \tilde{\sigma}_\perp + \frac{1}{2\sqrt{\eta}} \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z} \right] \left( (\partial_x \phi)^2 + (\partial_y \phi)^2 \right) + \frac{\sqrt{\eta} \ell}{2} \left( 1 + \frac{m^2 v_z e^2 \ell}{12\pi^2 \sqrt{\eta} A^2} \right) (\partial_z \phi)^2 \right].
\]
\[
(33)
\]
We rescale the parameters as $\tau = \tau R e^{-\ell \tau}$, $x = x R e^{\ell \tau}$, $y = y_R e^{\ell \tau}$, $z = z_R e^{\ell \tau}$, $\tau = Z^{-1/2} \epsilon, x = Z\epsilon^{1/2} e^{\ell \tau}$, $y = Z\epsilon^{1/2} e^{\ell \tau}$, $z = Z\epsilon^{-1/2} e^{\ell \tau}$, and $\phi = Z\epsilon^{-1/2} \phi_R$ to bring the action back to the original form. We obtain
\[
Z_\psi = e^{(2+\zeta)\ell},
\]
\[
(34)
\]
\[
Z_{v_x} = e^{(z-z_1)\ell} \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right],
\]
\[
(35)
\]
\[
Z_{m^{-1}} = e^{(z-2)\ell} \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right],
\]
\[
(36)
\]
\[
Z_\phi = e^{(z+1)\ell} \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z} \right] \left[ 1 + \frac{m^2 v_z e^2 \ell}{12\pi^2 \sqrt{\eta} A^2} \right]^{1/2},
\]
\[
(37)
\]
\[
Z_\eta = e^{(1-z_1)\ell} \left[ 1 + \frac{m^2 v_z e^2 \ell}{12\pi^2 \sqrt{\eta} A^2} \right] \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z} \right]^{-1},
\]
\[
(38)
\]
\[
Z_{v_z} = e^{(z-1)\ell} \left[ 1 + \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z} \right] \left[ 1 + \frac{m^2 v_z e^2 \ell}{12\pi^2 \sqrt{\eta} A^2} \right]^{-1/2},
\]
\[
(39)
\]
The RG equations are
\[
\frac{d \ln v_z}{d \ell} = z - z_1 + \frac{\sqrt{\eta e^2} \ell}{4\pi^2 v_z},
\]
\[
(40)
\]
\[
\frac{d \ln m^{-1}}{d \ell} = \left( z - 2 + \frac{c \sqrt{\eta e^2} \ell}{4\pi^2 v_z} \right),
\]
\[
(41)
\]
\[
\frac{d \ln \eta}{d \ell} = 2(1 - z_1) + \frac{m^2 v_z e^2 \ell}{12\pi^2 \sqrt{\eta} A^2} - \frac{\sqrt{\eta e^2} \ell}{3\pi^2 v_z},
\]
\[
(42)
\]
\[
\frac{d \ln e^2}{d \ell} = z - 1 - \frac{\sqrt{\eta e^2} \ell}{6\pi^2 v_z} - \frac{m^2 v_z e^2 \ell}{24\pi^2 \sqrt{\eta} A^2}.
\]
\[
(43)
\]
Introducing the dimensionless parameters,
\[
\alpha = \frac{m e^2}{12\pi^2 A^2},
\]
\[
(44)
\]
\[
\lambda = \frac{m^2 v_z e^2}{48\pi^2 \sqrt{\eta} A^2}.
\]
\[
(45)
\]
where we obtain the RG equations,
\[
\frac{d \ln v_z}{d \ell} = z - z_1 + \frac{3\alpha^2}{4\lambda},
\]
\[
\frac{d \ln m^{-1}}{d \ell} = z - 2 + \frac{3c\alpha^2}{4\lambda},
\]
\[
\frac{d \ln \alpha}{d \ell} = z - 1 - 2\lambda - \frac{1\alpha^2}{2\lambda},
\]
\[
\frac{d \ln \lambda}{d \ell} = z + z_1 - 2 - 4\lambda.
\]

If we hold \( v_z \) and \( m^{-1} \) fixed, we get
\[
\begin{align*}
  z &= 2 - \frac{3c\alpha^2}{4\lambda}, \\
  z_1 &= z + \frac{3\alpha^2}{4\lambda} = 2 + \frac{3(1 - c)\alpha^2}{4\lambda}.
\end{align*}
\]

The RG equations for double-Weyl semimetals in the presence of long-range Coulomb interaction are
\[
\begin{align*}
  \frac{d \alpha}{d \ell} &= \alpha \left[ 1 - 2\lambda - \frac{3c + 2\alpha^2}{4\lambda} \right], \\
  \frac{d \lambda}{d \ell} &= 2\lambda \left[ 1 - 2\lambda - \frac{6c - 3\alpha^2}{8\lambda} \right].
\end{align*}
\]

We can see that fixed points are located at \( (\alpha, \lambda) = (0, 0) \), and \( (0, 1/2) \). Linearizing around these two fixed points, we find that the fixed point \( (0, 0) \) is the unstable Gaussian fixed point, and \( (0, 1/2) \) is the stable fixed point controlled parameter defined as the ratio of long-range Coulomb interaction and the anisotropic parameter. The RG flow diagram is shown in Fig. 2.

Random Phase Approximation analysis of screened Coulomb interaction in double-Weyl semimetals

We use RPA analysis to examine the screened Coulomb interaction in double-Weyl semimetals. We will focus on polarization function \( \Pi(\vec{k}, \omega) \) illustrated in Fig. 1b) and perform the integral without restricting integrating range. For clarity, we relabel the frequency and the momenta \( (\omega, k_x, k_y, k_z) \rightarrow (k_0, k_1, k_2, k_3) \). The polarization function after proper scaling of the variable is
\[
\frac{v_z}{2me^2} \Pi(k_0, \sqrt{m k_\perp}, \frac{k_3}{v_z}) = \int \frac{dx}{q} \frac{\tilde{q}_0(q_0 + k_0) - q_3(q_3 + k_3) - d_j(q - \frac{\vec{q}}{2})d_j(q + \frac{\vec{q}}{2})}{[q_0^2 + E_{q_j}^2][q_0^2 + k_0^2] + E_{q_j}^2} + E_{q_j}^2 k_3^2
\]
\[
= \int q, x \frac{q_0(q_0 + k_0) - q_3(q_3 + k_3) - d_j(q - \frac{\vec{q}}{2})d_j(q + \frac{\vec{q}}{2})}{[q + x\vec{k}]^2 + (x(1 - x)k^2 + x(q_j^2) + (1 - x)(q_j^2))^2}
\]
where the integrand is \( \int_q x \int_q dx \) and we introduced the Feynman parameter \( x \), which leads to two vectors \( \mathbf{q} = (q_0, q_3) \), \( \mathbf{k} = (k_0, k_3) \) and \( (q_j^2)^2 \equiv (q_1 + k_1/2)^2 + (q_2 + k_2/2)^2 \) and the repeated subscript indices \( j \) means summation over \( j = 1, 2 \).

We also introduce the rescaled dispersion \( E_{\mathbf{q}}^2 = k_1^2 + k_2^2 \).

We then introduce \( \mathbf{q} = \mathbf{q} + x\mathbf{k} \) so that \( \mathbf{q}(\mathbf{q} + \mathbf{k}) = (\mathbf{q} - x\mathbf{k})[\mathbf{q} + (1 - x)\mathbf{k}] \) and perform the integration of \( \mathbf{q} \) and \( \mathbf{q} \).

We obtain the static polarization function as
\[
\Pi(0, \sqrt{m k_\perp}, \frac{k_3}{v_z}) = \frac{me^2}{8\pi^3 v_z} \int_0^1 dx \int q_0 \times \frac{-d_j(q_j^2)d_j(q_j^2) + x(1 - x)k_3^2}{x(1 - x)k_3^2 + x(q_j^2)^2 + (1 - x)(q_j^2)^2}.
\]

Now we can examine the leading terms in \( k_3 \) and \( k_\perp \). First if we set \( k_\perp = 0 \), the result after regularization is
\[
\Pi(0, 0, \frac{k_3}{v_z}) = -\frac{m e^2}{64 v_z} |k_3| \propto |k_3|,
\]
which is linear in \( k_3 \). If we set \( k_3 = 0 \), the integral can not be performed analytically. But we can factorize out the \( k_\perp \) dependence to see how the result scales with \( k_\perp \). We find the result is
\[
\Pi(0, \sqrt{m k_\perp}, 0) = -\frac{m e^2}{4\pi^3 v_z} k_\perp^3 \int f(x, y) \propto k_\perp^2,
\]
where
\[
f(x, y) = \frac{1}{2x} x^4 + y^4 - \frac{3}{2} y^2 + x^2(2y^2 - \frac{1}{2})
\]
\[
\times \ln \left( \frac{(2x - 1)^2 + 4y^2}{(2x + 1)^2 + 4y^2} \right).
\]

We can see from Eq. 57 that the leading term in \( k_\perp \) is still quadratic. We can conclude that the leading terms in RPA analysis is
\[
\Pi(0, \sqrt{m k_\perp}, \frac{k_3}{v_z}) \sim k_\perp^2 + |k_3|,
\]
which is consistent with the RG analysis.

Large-\( N_f \) analysis

In this appendix, we will illustrate how the infrared divergence near the stable fixed point arises via a simplified large \( N_f \) analysis. The strong-coupling analysis starts with the action at the stable fixed point,
\[
S_a = \int \psi^\dagger (H_0 - i\gamma) \psi + N_f \int (q_{\perp}^2 + |q_3|) |\phi_{q,\omega}|^2
\]
where \( N_f \) different copies of fermions are introduced and we suppress dimensionful numbers and the boson propagator is from the RPA calculation. Here instead of evaluating the \( N_f \rightarrow \infty \) limit exactly, we use the RPA results that capture the correct momentum dependence in each direction. Since we are only interested in how the infrared divergence appears,
the use of the simplified RPA result can be justified. It is important that the electric charge does not appear in the action since it is always possible to absorb the constant into the boson field by redefining the field.

Given the approximate action, we can evaluate $1/N_f$ correction. The electron self-energy with the momentum cutoff $\Lambda$ in the quadratic direction is

$$\Sigma_f(k, \omega) = \frac{1}{N_f} \int_q d_q (k + q) \sigma^a \frac{1}{E_{k+q} - g_3},$$

(61)

where $d_q \sigma^a \sim (k_f^2 - k_f^2) \sigma^1 + 2k_1 k_2 \sigma^2 + k_3 \sigma^3$ and the dispersion $E(k) = \sqrt{\sum_q (d_q)^2}$. The correction can be read off by considering the $k \to 0$ limit as

$$\frac{\partial \Sigma_f(k + q)}{\partial d_q} \bigg|_{k \to 0} \sim \frac{1}{N_f} \int_{\mu^2}^{\Lambda^2} dq q^2 \sim \ln \frac{\Lambda^2}{\mu^2}.$$  (62)

We can see there is a logarithmic divergence at the infrared limit ($\mu \to 0$). Hence, the anisotropic screening induces the logarithmic correction similar to conventional graphene physics.

**Dynamic conductivity at noninteracting limit**

Within linear response theory, we first start from the Matsubara formalism to calculate the current-current correlation function

$$\Pi_{\mu\mu}(i\omega_n) = -e^2 \int_0^{\beta} d\tau e^{i\omega_n \tau} \langle T_\tau [J_\mu(\tau)J_\mu(0)] \rangle,$$

(63)

and perform analytic continuation to the real frequency as

$$\Pi_{\mu\mu}(\omega) = \Pi_{\mu\mu}(i\omega_n \to \omega + i\eta^+).$$

(64)

In the end, we can extract the dynamic conductivity by extracting the imaginary part

$$\sigma_{\mu\mu}(\omega) = -\frac{1}{\omega} \Im \Pi_{\mu\mu}(\omega).$$

(65)

Before the indulging in the calculations, we first note that due to the rotation symmetry, $\Pi_{xx}(i\omega_n) = \Pi_{yy}(i\omega_n) \neq \Pi_{zz}(i\omega_n)$. We will discuss separately $\Pi_{xx}(i\omega_n) = \Pi_{yy}(i\omega_n)$ and $\Pi_{zz}(i\omega_n)$, which lead to the conductivity $\sigma_{xx}(\omega) = \sigma_{yy}(\omega) \neq \sigma_{zz}(\omega)$.

The current components are

$$J_x = \int_q \psi_q^\dagger \left(\frac{2ie}{m} \sigma^x + \frac{2ie}{m} \sigma^y \right) \psi_q \equiv \int_q \psi_q^\dagger J_x \psi_q,$$

(66)

$$J_y = \int_q \psi_q^\dagger \left(\frac{2ie}{m} \sigma^x + \frac{2ie}{m} \sigma^y \right) \psi_q \equiv \int_q \psi_q^\dagger J_y \psi_q,$$

(67)

$$J_z = \int_q \psi_q^\dagger v_z \sigma^z \psi_q \equiv \int_q \psi_q^\dagger J_z \psi_q.$$

(68)

and the diagonal current-current correlation function in the Matsubara domain can be expressed as

$$\Pi_{\mu\mu}(i\omega_n) = \frac{e^2}{\beta} \sum_m \oint_q Tr \left[ \mathcal{G}(q, im \omega_n) \mathcal{G}(q, im \omega_n + i\omega_n) \right],$$

(69)

where $\mathcal{G}(q, i\omega_n)$ is the noninteracting fermion green’s function in the Matsubara domain as

$$\mathcal{G}(k, i\omega_n) = \frac{1}{i\omega_n + \mu - \mathcal{H}_0},$$

(70)

where the $\mathcal{H}_0$ is the Hamiltonian density of the system. After straightforward derivation, below we list the main results.

**A) Drude weight at zero frequency, $\sigma_{xx}(\omega) |_{\omega \to 0}$**

$$\sigma_{xx}(\omega) |_{\omega \to 0} = -e^2 \frac{2mT}{4\pi \mu^2} \left[ \text{Li}_2(-e^{2\mu/T}) + \text{Li}_2(-e^{-2\mu/T}) \right] \delta \left( \frac{\omega}{T} \right),$$

(71)

$$\sigma_{zz}(\omega) |_{\omega \to 0} = -e^2 \frac{2mT}{4\pi \mu^2} \left[ \text{Li}_2(-e^{2\mu/T}) + \text{Li}_2(-e^{-2\mu/T}) \right] \delta \left( \frac{\omega}{T} \right).$$

(72)

The Drude weights show different behaviors at different limits. 

1. $\mu/T \ll 1$:

$$\sigma_{xx,yy}(\omega) |_{\omega \to 0} \to \frac{\zeta(2)e^2}{3\pi \mu^2} \left( \frac{2\mu}{T} \right) \delta \left( \frac{\omega}{T} \right);$$

(73)

$$\sigma_{zz}(\omega) |_{\omega \to 0} \to \frac{me^2}{8} \ln(2) \delta \left( \frac{\omega}{T} \right).$$

(74)

2. $\mu/T \gg 1$:

$$\sigma_{xx,yy}(\omega) |_{\omega \to 0} \to \frac{e^2}{2\pi \mu^2} \left( \frac{\mu}{T} \right)^2 \delta \left( \frac{\omega}{T} \right);$$

(75)

$$\sigma_{zz}(\omega) |_{\omega \to 0} \to \frac{me^2}{16} \left( \frac{\mu}{T} \right)^2 \delta \left( \frac{\omega}{T} \right).$$

(76)

**B) Dynamic conductivity at finite frequency, $\sigma_{\mu\mu}(\omega \neq 0)$:**

$$\sigma_{xx,yy}(\omega) |_{\omega > 0} =$$

$$= \frac{e^2}{24\pi \mu^2} \left[ \tanh \left( \frac{\omega - 2\mu}{2T} \right) + \tanh \left( \frac{\omega + 2\mu}{2T} \right) \right];$$

(77)

$$\sigma_{zz}(\omega) |_{\omega > 0} =$$

$$= \frac{me^2}{128} \left[ \tanh \left( \frac{\omega - 2\mu}{2T} \right) + \tanh \left( \frac{\omega + 2\mu}{2T} \right) \right].$$

(78)
Combining both the zero frequency and finite frequency parts, the dynamic conductivity can be expressed as
\[ \sigma_{xx}(\omega, T) = \frac{e^2}{2m} \frac{\chi_{\perp}(\omega/T, \mu/T)}{v_{\perp}^2} \]
and
\[ \sigma_{zz}(\omega, T) = \frac{m e^2}{16} \frac{\chi_{\parallel}(\omega/T, \mu/T)}{v_{\perp}^2} \] with the scaling function
\[ \Phi_{\perp}(a, b) = -\left[ Li_2(-e^b) + Li_2(-e^{-b}) \right] \delta(a) + \frac{1}{16} a \left[ \tanh\left( \frac{a}{4} + \frac{b}{2} \right) + \tanh\left( \frac{a}{4} - \frac{b}{2} \right) \right]; \quad (79) \]
\[ \Phi_{\parallel}(a, b) = -\left[ Li_1(-e^b) + Li_1(-e^{-b}) \right] \delta(a) + \frac{1}{8} a \left[ \tanh\left( \frac{a}{4} + \frac{b}{2} \right) + \tanh\left( \frac{a}{4} - \frac{b}{2} \right) \right]. \quad (80) \]

### Diamagnetic susceptibility at noninteracting limit

In the noninteracting limit, the Hamiltonian is
\[ H_{DWS} = \frac{q_x^2 - q_y^2}{m} \sigma_x + \frac{2 q_x q_y}{m} \sigma_y + v_z q_z \sigma_z. \quad (81) \]

In order to calculate the diamagnetic susceptibility, we will use the Fukuyama formula as
\[ \chi_D = e^2 \frac{1}{\beta} \sum_n \int_q Tr \left[ G_0 \gamma_0 G_0 \gamma_0 G_0 \gamma_0 G_0 \gamma_0 \right], \quad (82) \]
where \( G_0 \) is the fermion Green’s function in the Matsubara domain, the \( n \) summation represents the Matsubara frequency sum, and \( \gamma_a = \partial H/\partial q_a \), with \( a \) being the direction axis that perpendicular to the direction of the magnetic field. Before we go into the calculations, we first note that due to the anisotropy it is expected that the diamagnetic susceptibilities for the cases with \( \vec{B} = B \hat{z} \) and \( \vec{B} = B \hat{x} \) are the same. However, the diamagnetic susceptibility for the case with \( \vec{B} = B \hat{z} \) should be different to the two former cases. Let us discuss each case separately below to see the temperature dependence of the diamagnetic susceptibilities in different cases. Below, we set the chemical potential to be zero.

First, we choose \( \vec{B} = B \hat{z} \) and the result should be the same to the case of \( \vec{B} = B \hat{y} \). Now, we have \( \gamma_y = -(2q_y/m)\sigma_x + (2q_x/m)\sigma_y \) and \( \gamma_z = v_z \sigma_z \). The Fukuyama formula gives
\[ \chi_D = e^2 \frac{1}{\beta} \sum_n \int_q Tr \left[ G_0 \gamma_y G_0 \gamma_z G_0 \gamma_y G_0 \gamma_z \right] \quad (83) \]
\[ = \frac{4e^2 v_z^2}{m^2} \frac{1}{\beta} \sum_n \int_q Tr \left[ q_z G_0 \sigma_y G_0 \sigma_y G_0 \sigma_y G_0 \sigma_y + q_y^2 G_0 \sigma_y G_0 \sigma_y G_0 \sigma_y G_0 \sigma_y \right] \quad (84) \]
\[ = \chi_D^{(II)} + \chi_D^{(III)}. \quad (85) \]
After expansion and exchanging \( q_x \) and \( q_y \) for \( \chi_D^{(III)} \), we find \( \chi_D^{(III)} = \chi_D^{(I)} \). After performing the Matsubara frequency summation, we get
\[ \chi_D^{(I)} = -\frac{16 e^2 v_z^2}{m^2} \int_0^\infty \int_0^{\pi/2} d\theta d\phi \int_0^{\infty} d\omega \left\{ q_z^2 \left[ \frac{\tanh\left( \frac{\omega}{2T} \right)}{4d^3} + \frac{\text{sech}^2\left( \frac{\omega}{2T} \right)}{8d^2T} \right] + \frac{8q_x^2 q_z^2}{v^2} \left[ \frac{\text{sech}^2\left( \frac{\omega}{2T} \right)}{192d^2T^3} + \frac{\text{sech}^2\left( \frac{\omega}{2T} \right) \tanh\left( \frac{\omega}{2T} \right)}{32d^2T^2} + \frac{5\text{sech}^2\left( \frac{\omega}{2T} \right) - 5 \tanh\left( \frac{\omega}{2T} \right)}{64d^2T} \right] \right\}. \quad (86) \]

The momentum integral is complicated, but since we are only interested in the temperature dependence, we can factorize out the temperature dependence by rescaling
\[ q_x = (mT)^{1/2} x, \quad q_y = (mT)^{1/2} y, \quad q_z = T v_z^{-1} z. \quad (87) \]

After the rescaling and straightforward algebra, we get the diamagnetic susceptibility for \( \vec{B} = B \hat{y} \),
\[ \chi_D^{(I)} = -e^2 v_z \int_0^\infty dx dy dz \int_0^{\infty} dx \left\{ 2x^2 \left[ \frac{2 \tanh\left( \frac{x}{2T} \right)}{d^3} + \frac{\text{sech}^2\left( \frac{x}{2T} \right)}{d^2} \right] + \frac{2}{3} x^2 d_x^2 d_y^2 \left[ \frac{\text{sech}^2\left( \frac{x}{2T} \right) \tanh\left( \frac{x}{2T} \right)}{d^4} + \frac{6\text{sech}^2\left( \frac{x}{2T} \right) \tanh\left( \frac{x}{2T} \right)}{d^4} + \frac{15\text{sech}^2\left( \frac{x}{2T} \right) - 30 \tanh\left( \frac{x}{2T} \right)}{d^4} \right] \right\} \quad (88) \]
where we introduce \( d \equiv (d_1^2 + d_2^2 + d_3^2)^{1/2} \), and \( d_1 = x - y^2, d_2 = 2xy, \) and \( d_3 = z \). The result above should be the same for the case with \( \vec{B} = B \hat{z} \). In this case, we need \( \gamma_x = (2q_x/m)\sigma_x + (2q_y/m)\sigma_y \), and \( \gamma_y = -(2q_y/m)\sigma_x + (2q_x/m)\sigma_y \). The Fukuyama formula gives
\[ \chi_D^{(II)} = e^2 \frac{1}{\beta} \sum_n \int_q Tr \left[ G_0 \gamma_x G_0 \gamma_y G_0 \gamma_x G_0 \gamma_y \right]. \quad (89) \]
After expansion and performing Matsubara frequency summation, we get
\[ \chi_D^{(II)} = -\frac{32e^2}{m^4} \int_0^\infty \int_0^{\pi/2} d\theta d\phi \int_0^{\infty} d\omega \left\{ q_z^2 \left[ \frac{\tanh\left( \frac{\omega}{2T} \right)}{4d^3} + \frac{\text{sech}^2\left( \frac{\omega}{2T} \right)}{8d^2T} \right] + \frac{256e^2}{m^8} \int_0^\infty d\omega q_x^2 q_y^2 \int_0^{\pi/2} d\theta d\phi \left[ \frac{\tanh\left( \frac{\omega}{2T} \right)}{192d^2T^3} + \frac{\text{sech}^2\left( \frac{\omega}{2T} \right) \tanh\left( \frac{\omega}{2T} \right)}{32d^2T^2} + \frac{5\text{sech}^2\left( \frac{\omega}{2T} \right) - 5 \tanh\left( \frac{\omega}{2T} \right)}{64d^2T} \right] \right\} \times \left[ \frac{\text{sech}^2\left( \frac{\omega}{2T} \right) \tanh\left( \frac{\omega}{2T} \right)}{192d^2T^3} + \frac{\text{sech}^2\left( \frac{\omega}{2T} \right) \tanh\left( \frac{\omega}{2T} \right)}{32d^2T^2} + \frac{5\text{sech}^2\left( \frac{\omega}{2T} \right) - 5 \tanh\left( \frac{\omega}{2T} \right)}{64d^2T} \right]. \quad (90) \]
We can again factorize out the temperature dependence. We find

\[
\chi_{D}^{\hat{z}} = -\frac{4e^{2}T}{mvz} \int_{-\infty}^{\infty} dx dy dz \left[ \frac{2 \tanh(\frac{\vec{d}}{2})}{d^3} + \frac{\text{sech}^2(\frac{\vec{d}}{2})}{d^2} \right] - \\
-\frac{4e^{2}T}{3mvz} \int_{-\infty}^{\infty} dx dy dz x^2 y^2 \left[ r_0^8 + 4(x^2 - y^2)^4 \right] \times \\
\times \left[ \frac{\text{sech}^2(\frac{\vec{d}}{2})}{d^4} \tanh^2(\frac{\vec{d}}{2}) + \frac{6 \text{sech}^2(\frac{\vec{d}}{2}) \tanh(\frac{\vec{d}}{2})}{d^5} \right. \\
+ \left. \frac{15 \text{sech}^2(\frac{\vec{d}}{2})}{d^6} - \frac{30 \tanh(\frac{\vec{d}}{2})}{d^7} \right] \\
\sim -\frac{e^{2}T}{mvz},
\]  

(91)

Hence, in the presence of \( \vec{B} = B\hat{z} \) the diamagnetic susceptibility is actually linearly proportional to the temperature. Combining the results of the cases of \( \vec{B} = B\hat{r} \) and \( \vec{B} = B\hat{z} \), we expect that the diamagnetic susceptibility in the presence of magnetic field in arbitrary direction \( \vec{B} = B\hat{r} \) should show the temperature dependence as

\[
\chi_{D} \sim \left( \sin^2 \theta \chi_0 + \cos^2 \theta T \right),
\]

(93)

where \( \chi_0 \) is a constant independent of \( T \) and we introduce the periodic function with \( \theta \) being the angle between the magnetic field and the \( \hat{z} \)–axis, i.e. \( \vec{B} \cdot \hat{z} = B \cos \theta \). The square of the periodic functions roughly gives the correct angular dependence with \( \chi_D(\theta) = \chi_D(\theta + \pi) \). Therefore, at low temperature limit \( T \to 0 \) we expect that the constant diamagnetic susceptibility dominates.