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Abstract

Sentence acceptability judgment assesses to what degree a sentence is acceptable to native speakers of the language. Most unsupervised prediction approaches rely on a language model to obtain the likelihood of a sentence that reflects acceptability. However, two problems exist: first, low-frequency words would have a significant negative impact on the sentence likelihood derived from the language model; second, when it comes to multiple domains, the language model needs to be trained on domain-specific text for domain adaptation. To address both problems, we propose a simple method that substitutes Part-of-Speech (POS) tags for low-frequency words in sentences used for continual training of masked language models. Experimental results show that our word-tag-hybrid BERT model brings improvement on both a sentence acceptability benchmark and a cross-domain sentence acceptability evaluation corpus. Furthermore, our annotated cross-domain sentence acceptability evaluation corpus would benefit future research.

1 Introduction

Sentence acceptability judgment aims to assess to what degree a sentence is acceptable to native speakers of the English Language. An effective sentence acceptability scorer is beneficial for many applications, such as ranking outputs from a dialogue system to pick the most fluent and natural response, or being used as an English fluency checker to help identify grammar issues.

Previous unsupervised works mainly exploit either ngram-based or neural-based language model’s Negative Cross Entropy (NCE) (Kann et al., 2018) and its variants such as Syntactic Log-Odds Ratio (SLOR) (Pauls and Klein, 2012; Lau et al., 2017) to obtain the sentence acceptability score. However, two problems exist when employing a language model to estimate sentence acceptability: 1) First, low-frequency words greatly impact a sentence probability (or perplexity) from a language model. Although subword tokenizers attempt to alleviate this problem by splitting rare or unknown words into subwords, some subwords are still infrequent in their original context, leading to a considerable increase in sentence-level perplexity. 2) Second, cross-domain adaptation inefficiency. Many terminologies in specific domains affect sentence acceptability prediction and it is often a common practice to select in-domain text to do continual pretraining of the language model, which is time-consuming and inefficient.

To address the aforementioned two problems, we present a simple frequency-based method (Section 2) to substitute low-frequency words with the English-specific Part-Of-Speech (POS) tag, XPOS, in sentences that are used for continual pretraining of the BERT model. Notably, we are interested in the following research questions, RQ1: how much percentage of low-frequency words should be substituted to obtain the best performance on sentence acceptability judgment task? RQ2: Can we train one model tackling cross-domain sentence acceptability tasks to avoid pretraining for each domain? The experimental results demonstrate that the word-tag-hybrid BERT improves the correlation with human rating on the English sentence acceptability benchmark. To establish sentence acceptability evaluation in cross-domains and to overcome the lack of evaluation corpus, we annotated 3,000 pairs of acceptable and unacceptable sentences for financial, law, and biomedical domains. The proposed hybrid BERT outperforms the baselines upon the cross-domain sentence acceptability benchmark.

The contributions of this work are as follows: (1) We investigate a word-tag-hybrid training schema for a masked language model with a adjustable substitution rate. The experimental results validate the effectiveness of the proposed method on sentence acceptability evaluation benchmarks; (2) we
We herein describe how to construct a training data set for our word-tag-hybrid BERT model. Our strategy is to replace low-frequency words in a sentence of the corpus with more abstract, broader tags to mitigate the issue of low frequency. We give a detail of each step of construction and assume that the corpus $C$ is a (large) set of sentences that is available for masked language model training.

### 2 Methodology

We select all the words whose index are greater than $m$ to build up $V_{Low}$. For each sentence $s$ in $C$, apply the same NLP pipeline in Step 1 to $s$ to obtain a sequence of words $w_1, \cdots, w_n$ and their corresponding POS tags $p_1, \cdots, p_n$, where $n$ is the number of words in $s$ and $p_i$ is the POS tag of $w_i$. Then, we replace $w_i$ with $p_i$ in $s$ if $w_i \in V_{Low}$ to yield a new sentence $s'$. As shown in Figure 2, when $\alpha$ increases, more words are replaced with their POS tags. We will use the set of all $s'$ to do continual pre-training of masked language models.

### 3 Experiment

#### 3.1 Training Details

We use bert-base-cased as the base model for continual pre-training. As for the corpus $C$, we use the WikiText-103 Benchmark dataset, which is widely used in language model training. After preprocessing the raw data, we yielded 3.6 million sentences in the training set and 7.7k sentences in the validation set. The validation set is used to early stop the training. The continual pre-training uses 8 V100 GPUs. The $\alpha$ varies from 0.00, 0.05, 0.10, 0.15, 0.20, 0.40, 0.60, 0.80, and 1.00. We apply Stanza NLP pipeline to tokenize all the sentences in the training and validation set of WikiText-103 and obtain the XPOS tag for each word and use 43 XPOS tags to substitute words.

#### 3.2 Evaluation Benchmark

We use a sentence acceptability benchmark containing 2,918 pairs of sentences and human acceptability ratings in Toutanova et al. (2016). The average rating range goes from the worst (1.0 points) to the best (3.0 points). Given a sentence, the BERT
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1. https://github.com/codenlp22/data
2. We use XPOS, a set of language-specific part-of-speech tags, in our experiment
3. https://huggingface.co/bert-base-cased
4. https://blog.salesforceairesearch.com/the-wikitext-long-term-dependency-language-modeling-dataset/
5. https://stanfordnlp.github.io/stanza/
6. Please refer to Appendix A for the full list of XPOS.
model outputs a Negative Cross Entropy (NCE), i.e., the log probability normalized by sentence length. Following Kann et al. (2018), the Pearson correlation was calculated as the evaluation metric.

**Domain-Specific Sentence Acceptability Corpus** To overcome the lack of sentence acceptability benchmark in a specific domain where there is a significant amount of low-frequency words and terminologies, we collect 3,000 sentences from specific domains. They are respectively financial domain\(^7\), law\(^8\) domain, and biomedical\(^9\) domain and there are 1,000 sentences in each domain. We take each sentence as an acceptable sentence and corrupt the acceptable sentence to construct an unacceptable sentence by using three operations as follows respective:

1. Delete: removing the ROOT node word in the dependency tree of the acceptable sentence to make an unacceptable sentence.
2. Shuffle: swapping the order of a randomly selected bigram in the acceptable sentence to make an unacceptable sentence, as Févry and Phang (2018) did.
3. Insert: randomly sampling one additional word from our constructed dataset, and then randomly insert the newly sampled word into the acceptable sentence to make an unacceptable sentence, similar to what Févry and Phang (2018) did.

We assume that each operation will make the sentence ill-formed and unnatural, which leads to three evaluation sub-datasets: (i) Deletion Dataset with 1k instances (ii) Shuffle Dataset with 200 instances (iii) Insert Dataset with 200 instances. Note that (ii) and (iii) come from the same 1k source sentence in each domain as (i) did. We only annotated a small portion of (i) to investigate other sentence corruption operations due to the annotation capacity. Then, we asked two human annotators to manually check whether the corrupted sentence does have syntactic and semantic violations by following the annotation criteria\(^10\), similar to the one in the previous work (Warstadt et al., 2019). As a result, annotators removed a small number of invalid unacceptable sentences. Table 1 shows the statistics of the annotated data.

| # of sentences | Financial | Law | Biomedical |
|----------------|-----------|-----|------------|
| ave. of tokens | 26.0      | 21.7| 19.2       |

Table 1: Statistics of annotated corpora in financial, law, and biomedical domain.

Accuracy is used in domain-specific sentence acceptability judgment: let $\text{PPL}_{LM}(X)$ be the sentence-level perplexity of a masked language model where $X$ is an input sentence. For a pair of acceptable sentence $X_{\text{acc}}$ and unacceptable sentence $X_{\text{unacc}}$, if $\text{PPL}_{LM}(X_{\text{acc}}) < \text{PPL}_{LM}(X_{\text{unacc}})$, then the prediction is correct; otherwise, it is incorrect.

### 4 Result and Analysis

Table 2 shows the Pearson correlation result when training and testing the hybrid BERT model with different $\alpha$. Our observations are as follows:

1. When $\alpha$ is set to 0.00, the BERT model is training on sentences of WikiText-103, a subset of Wikipedia article used originally for training vanilla BERT (Devlin et al., 2018).

The correlation result of hybrid BERT (#3)
Table 2: Pearson correlation result between masked LM outputs and human ratings. WP refers to the word piece obtained by subword tokenizer; WP-NCE refers to word piece-based NCE. Best results in bold. † significantly better than #1 and #2 with $p < 0.01$, one tailed, (Diedenhofen and Musch, 2015).

|      | Pearson  |
|------|----------|
| #1 WP-NCE (Kann et al., 2018) | 0.413    |
| #2 Word-SLOR (Kann et al., 2018) | 0.454    |
| #3 WP-NCE hybrid w/ $\alpha = 0.00$ | 0.442    |
| #4 WP-NCE hybrid w/ $\alpha = 0.05$ | 0.452    |
| #5 WP-NCE hybrid w/ $\alpha = 0.10$ | 0.503†   |
| #6 WP-NCE hybrid w/ $\alpha = 0.15$ | 0.468    |
| #7 WP-NCE hybrid w/ $\alpha = 0.20$ | 0.460    |
| #8 WP-NCE hybrid w/ $\alpha = 0.40$ | 0.434    |
| #9 WP-NCE hybrid w/ $\alpha = 0.60$ | 0.459    |
| #10 WP-NCE hybrid w/ $\alpha = 0.80$ | 0.434    |
| #11 WP-NCE hybrid w/ $\alpha = 1.00$ | 0.393    |

1. Compared to the vanilla BERT model (&3), hybrid BERT with $\alpha$ equal to 0.1 (&4) obtained accuracy improvements across domains, validating the effectiveness of integrating XPOS substitution in training.

2. To investigate whether the word substitution is effective or word substitution with XPOS is effective, we replace all 10% ( $\alpha=0.1$) low-frequency words with a special token, [UNK], in the evaluation data for each domain. (&4) v.s. (&2) as well as (&3) v.s. (&1) show that XPOS substitution is better than [UNK] substitution probably because XPOS contains richer linguistic information that is of help to sentence acceptability prediction.

3. Surprisingly, for BERT with [UNK] (&1) and hybrid BERT with [UNK] (&2), the latter shows significantly better accuracy results across domains, implying that the word-tag-hybrid training is beneficial to [UNK] substitution even there is no POS tag in testing data.

4. With respect to the shuffle operation (Table 4) and insert operation (Table 5), the overall performance of hybrid BERT is better than or comparable to that of BERT, suggesting that there is still an advantage of replacing the low-frequency words with XPOS for other type of unacceptable sentences (i.e., insert-based and shuffle-based sentences).

Due to the space limitation, we refer readers to Appendix C - case study - for an intuitive illustration of how word-tag-hybrid BERT alleviates the low-frequency effect on perplexity.

5 Related Work

There are two research lines. Ek et al. (2019) view sentence acceptability prediction as a supervised learning problem where they extracted many features such as POS tags and semantic tags to improve the LSTM prediction performance. On the other hand, (Lau et al., 2015, 2017; Kann et al., 2018) model sentence acceptability prediction as an unsupervised problem similar to ours where their focus is to transform the language model output into other variants such as SLOR. In contrast, we aim to investigate trade-offs between word and XPOS to improve language model outputs such as perplexity.
Table 3: Accuracy on Deletion dataset of sentence acceptability judgment task in financial domain, law domain, and biomedical domain. Best results are in bold.

| Model Type                  | Financial domain | Law domain | Biomedical domain |
|-----------------------------|------------------|------------|-------------------|
| &1 BERT+ [UNK] (α=0.10)    | 77.6             | 72.8       | 75.2              |
| &2 hybrid BERT+ [UNK] (α=0.10) | 80.5             | 77.1       | 84.6              |
| &3 BERT (Devlin et al., 2018) | 86.8             | 86.1       | 88.1              |
| &4 hybrid BERT (α=0.10)    | **88.6**         | **89.5**   | **93.8**          |

Table 4: Accuracy on Shuffle dataset of sentence acceptability judgment task in financial domain, law domain, and biomedical domain. Best results are in bold.

| Model Type                  | Financial domain | Law domain | Biomedical domain |
|-----------------------------|------------------|------------|-------------------|
| #1 BERT (Devlin et al., 2018) | 90.5             | **93.0**   | **95.0**          |
| #2 hybrid BERT (α=0.10)    | 90.5             | **93.0**   | **95.0**          |

Table 5: Accuracy on Insert dataset of sentence acceptability judgment task in financial domain, law domain, and biomedical domain. Best results are in bold.

| Model Type                  | Financial domain | Law domain | Biomedical domain |
|-----------------------------|------------------|------------|-------------------|
| $1$ BERT (Devlin et al., 2018) | 82.5             | **88.0**   | 88.5              |
| $2$ hybrid BERT (α=0.10)    | **83.0**         | 87.5       | **89.5**          |

6 Conclusion

In this work, we investigate leveraging XPOS to substitute low-frequency words in the training data of pre-trained masked language model and found model with 10% word substitution rate achieved the better correlation and accuracy on the sentence acceptability evaluation corpora. In the future, we plan to expand our method to other languages in sentence acceptability prediction task.
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A  Full XPOS List

We use 43 XPOS tags (ID: 1 – 43) out of 49 XPOS tags by excluding 6 punctuation XPOS tags (ID: 44 – 49).

| ID | XPOS |
|----|------|
| 1  | NNPS |
| 2  | NN  |
| 3  | RBR |
| 4  | NNP |
| 5  | NFP |
| 6  | EX  |
| 7  | IN  |
| 8  | SYM |
| 9  | FW  |
| 10 | WDT |
| 11 | VBP |
| 12 | UH  |
| 13 | RBS |
| 14 | LS  |
| 15 | JJR |
| 16 | GW  |
| 17 | PRP |
| 18 | -LRB- |
| 19 | PRPS |
| 20 | PDT |
| 21 | RB  |
| 22 | VBN |
| 23 | RP  |
| 24 | ADD |
| 25 | WRB |
| 26 | AFX |
| 27 | VB  |
| 28 | -RRB- |
| 29 | JJS |
| 30 | NNS |
| 31 | WP  |
| 32 | CC  |
| 33 | VBD |
| 34 | TO  |
| 35 | POS |
| 36 | VBG |
| 37 | WPS |
| 38 | CD  |
| 39 | VBZ |
| 40 | JJ  |
| 41 | HYPH |
| 42 | MD  |
| 43 | DT  |
| 44 | "   |
| 45 | $   |
| 46 | .   |
| 47 | :   |
| 48 | "   |
| 49 | "   |

Table 6: XPOS list from Stanza POS tagger.

B  Unacceptable Sentence Annotation

Instruction

We made three modifications (i.e., delete, shuffle, and insert) to generate an unacceptable sentence. Then, we asked two human annotators to examine whether the generated unacceptable sentence has semantic and syntactic violations. The purpose is to remove sentences that are still acceptable after three modifications. Here is the instruction:

Please read the following sentences and judge whether each sentence is acceptable to you by using two criteria:

1. is this sentence syntactically correct?
2. is this sentence semantically correct?

If either of them is false, assign label 0 to the sentence; otherwise, assign label 1 to the sentence.

After the annotation, we select the sentences both annotators assign label 0 as unacceptable sentences.
C Case Study

Figure 3 shows one example sentence in the financial domain. The acceptable sentence is *The most significant challengers in the market are Logset and Sampo - Rosenlew*, while the unacceptable sentence is *The most significant challengers in the market are and Sampo - Rosenlew*. The unacceptable sentence is ungrammatical due to the lack of a root word, *Logset*. An ideal language model should be able to assign lower perplexity (PPL) to the acceptable sentence and higher PPL to the unacceptable sentence. Herein we experiment with two models, the vanilla BERT model and hybrid BERT model with substitution rate $\alpha$ equal to 0.10.

The number below each token is the log probability (NCE). The lower the value is, the less probable this token should appear in the context. Our observation is that (1) The vanilla BERT assigns lower PPL to the unacceptable sentence but higher PPL to the acceptable sentence because there exist several low-frequency words such as *Logset*, *Sampo*, and *Rosenlew*. These words lead PPL to increase rapidly. (2) On the other hand, as for the hybrid BERT model, the low-frequency words have been replaced with *NNP*, a proper noun tag, which alleviates the low-frequency effect on PPL.

![Figure 3: Case study in financial domain.](image)