Effects of Side Profile on Acoustic Streaming by Oscillating Microstructures in Channel
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Abstract: In microchannels, microstructure-induced acoustic streaming can be achieved at low frequencies, providing simple platforms for biomedicine and microfluidic manipulation. Nowadays, microstructures are generally fabricated by photolithography or soft photolithography. Existing studies mainly focused on the projection plane, while ignoring the side profile including microstructure’s sidewall and channel’s upper wall. Based on the perturbation theory, the article focuses on the effect of microstructure’s sidewall errors caused by machining and the viscous dissipation of upper wall on the streaming. We discovered that the side profile parameters, particularly the gap (gap $g$ between the top of the structure and the upper wall of the channel), have a significant impact on the maximum velocity, mode, and effective area of the streaming. To broaden the applicability, we investigated boundary layer thickness parameters including frequency and viscosity. Under different thickness parameters, the effects of side profile parameters on the streaming are similar. But the maximum streaming velocity is proportional to the frequency squared and inversely proportional to the viscosity. Besides, the ratio factor $\theta$ of the maximum streaming velocity to the vibration velocity is affected by the side profile parameter gap $g$ and sidewall profile angle $\alpha$.
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1. Introduction

Acoustic Streaming is a non-zero time-averaged flow due to the nonlinearity created by acoustic waves in fluid propagation [1]. It forms through three viscous dissipations: acoustic energy attenuation in space, acoustic wave scattering, and friction between the fluid and the wall [2]. These three types of dissipation often coexist in real fluids. Microfluidic chips and acoustic streaming can now be combined thanks to the rapid advancement of MEMS technology. Combining streaming with microfluidic chips can achieve advantages including low consumption, high efficiency, integrated platforms, good biocompatibility, easy manipulation, and contactless [3–7]. Thus, acoustic streaming has become an important tool for particle manipulation [8–12], cell capture [13], micromixing [14], micropump [15], material concentration [16], and chemical reactions [17].

Because of the chip’s size effect, the viscous layer’s dissipation between the fluid and the wall dominates in microfluidic acoustic streaming, and the resulting acoustic streaming can be defined as the boundary layer streaming [18]. Bubbles are one of the main ways to induce streaming and have been the focus of past research [19,20]. It can generate a strong streaming, but the resonant frequency of the excitation is highly dependent on the size of the microbubble, while uniformizing the size of the microbubble achieves difficult with limited temporal stability [21]. This issue can be avoided by the microbubble-free
induced streaming. To obtain sufficiently strong boundary layer streaming, standing waves must be introduced into the fluid if there is no obstruction in the channel. Due to the microchannel’s width, the excitation frequency must be higher than kHz [22,23], which undoubtedly increases manufacturing difficulty and cost and enhances requirements for the excitation circuits, such as power amplification, which must be suitable for higher frequencies. Various microstructures prepared by MEMS process are introduced into microchannels, such as microcylinders [24,25], sharp edges [26–28], micro square pillars [29], and micro parallelepipeds [30], as Figure 1a. With the microstructure’s participation, much viscous loss occurs in the fluid near its surface, making it possible to generate a strong boundary layer streaming at low frequencies.

Figure 1. The diagram of microstructure-induced streaming device and microstructure sidewall. (a) The common microstructures of devices in the channel include microcylinders, sharp edges, micro square pillars, and micro parallelepipeds, where solid line with black arrow is the direction of microstructure vibration. The longitudinal section of the microstructure is enlarged and displayed in the middle, in which the pink plane is the section, and the blue ellipse is the section outline. The pink plane is one of a series of viewing planes at various focal lengths. (b) The ideal sidewall of microstructure, prepared by photolithography or soft lithography, is vertical as the dotted line which is the designed optical path through the masks. But the sidewall profile angle $\alpha$ caused by errors in actual processing can be classified into acute, vertical, and obtuse. Where $H$ is the channel height, $h$ is the microstructure height, $g$ is the gap, and the purple line denotes the upper wall. (c) The upper wall’s position of microstructure induced streaming in channel can be classified as $g > 0$ and $g = 0$. The latter implies that the channel’s upper wall is connected to the microstructure, which is not the case in our case.

Microstructure-induced flow braking of laminar flow in microchannels has received extensive attention in recent years. The fluids in microchannels have characteristic sizes ranging from tens to hundreds of microns, and their Reynolds number $Re \ll 1$, implying that viscous forces dominate [31]. Therefore, the geometric profile of the microstructure within the microchannel becomes a key factor, and many articles have been devoted to this aspect. The researchers designed different shapes for various requirements. The cylinder is applied 138 kHz elliptical vibration to produce a high-speed rotational flow that enables the rotation of polystyrene particles up to 5000 rpm [32]. The sharp edges allow cells and organisms to rotate [5], while asymmetrical sharp edges enable diatom cells to rotate up to 1800 rpm [26]. In addition, Valerie et al. designed 9 different shapes of the microstruc-
ture, and theoretical studies revealed that the shape influences the distribution, pattern, and intensity of the streaming [33]. Even the same shape, angle and tilt angle cannot be ignored. The smaller the angle of the sharp edge, the larger the vortex range formed by the streaming, and the better the mixing effect [34]. For sharp edges at larger angles, the resulting secondary near-wall vortex develops along the wedge side [35]. Moreover, the sharp edges inclined at 60° can complete the non-contact transfer of micro-agents [36]. Even the microstructure’s tip curvature is a non-negligible factor, the smaller radius of curvature of the sharp edge tip, the stronger the streaming [37]. The micron scale surface profiles in the channel can also act as microstructures to enhance streaming. When the amplitude of the micro-scale profile comparable to the viscous boundary layer, the streaming can be enhanced by up to 100-fold [38]. The current studies of acoustic streaming focus on the projection plane, which is simplified to assume that the streaming is the same for each section along the Z-axis. This is reasonable in the ideal case of infinitely high microstructures, but the height is finite. In addition, without considering the side profile will ignore the difference in streaming distribution on the Z-axis, which will affect the particle motion trajectory, cell rotation, and particle aggregation state. Hayakawa et al. apply micropillars to achieve three-dimensional rotation of particles [39], which demonstrates a non-uniform distribution of streaming along the Z-axis.

Microstructures are typically fabricated directly by photolithography or by molding technology using a photolithographic positive mold. The light projection surface can be better guaranteed, but considering the light scattering and uneven light intensity along the thickness, the sidewall profile isn’t ideal (vertical) in real [40]. In the case of negative-working photoresist, more light is absorbed near the exposure surface. The sidewall profile is inverted trapezoid when frontal exposure, while trapezoidal when back exposure. In addition, the viscous dissipation near the microchannel wall caused by oscillating microstructure is no reason to ignore. When circular oscillations are applied to a cylinder with a diameter of 200 µm and a height of 100 µm, strong upward and downward vortices appear in the vertical flow field at the cylinder’s top where the height of fluid domain is constant (200 µm) [39]. However, the study only analyzed the fixed upper wall position. We take the changing upper wall position as a factor in the side profile.

Although the non-uniform distribution of streaming caused by side profile has been widely applied, the mechanism of the effect of side profile on streaming is lacking. This article focuses on the effect of the side profile on the streaming, investigates the changes of different side profiles and their various application conditions on the streaming, and reveals the internal rules and their inducements. This will provide the theoretical basis for particle or cell localization displacement, attitude rotation, and trajectory prediction on the side. Based on perturbation theory (PT) [41], we design the 2D model to analyze the effect of side profile on the microstructures-induced streaming in the channel, including the microstructure’s sidewall profile and the upper wall’s position. To investigate the effect of the sidewall profile on the streaming, we defined the gap as the space between the channel and microstructure to evaluate the position of the upper wall, and designed three different sidewall profiles, including acute, vertical, and obtuse angles, as Figure 1b. This article focuses on the effects of manufacturing-induced sidewall profile errors (profile angle) and channel upper wall’s viscous dissipation. PT simplifies the Navier-Stokes (NS) equation by solving step by step, which reduces the computational difficulty compared with the direct method and maintains good computational accuracy under the “weak disturbances” framework [37]. In our study, the ratio \( \zeta \) of the vibration velocity amplitude \( V_a \) and the sound velocity \( c_0 \), \( \zeta = V_a / c_0 \ll 1 \), thus PT is reasonable. We introduce quantitative parameters (maximum streaming velocity \( V_{2\text{max}} \) and effective area \( S_A \)) and qualitative parameter (model) to describe the effect on streaming’s characteristics. Then, to investigate the influence of the side profile, the sidewall profile angle \( a \) and height \( h \) (describing the microstructure features), and the gap \( g \) parameter (describing the position of the upper wall) are introduced. Since the thickness of the viscous layer \( \delta (\delta = \sqrt{2\eta/\omega}) \) cannot be ignored in boundary layer streaming. Therefore, this article also investigates the effect of side profile
on streaming under different boundary layer thickness parameters (including viscosity $\eta$ and frequency $f$). It should be noted that the study is aimed at the case where there is a space ($g > 0$) between the channel’s upper wall and the microstructure, as illustrated in Figure 1c. This is due to the fact that, on the one hand, the existence of the space will cause much viscous dissipation in the gap, which will significantly affect the streaming, so the upper wall should be considered in this case; on the other hand, if $g = 0$ (the channel’s upper wall and the structure is connected), when the transducer excites the substrate (the channel’s bottom wall) at resonance, the microstructure is driven to vibrate causing its deformation, and the deformation mode is complex and greatly affected by the material of the channel’s upper wall (such PDMS, SU8, glass, etc.), rather than the overall vibration of the channel. On this basis, our simulation can partially solve the difficulty of observing the side of streaming in the channel, and the effect of the upper wall’s position and the microstructure’s machining error angle on the streaming can be investigated, which will provide theoretical guidance for making the side profile as design factors in future research.

Section 2 describes the numerical method in detail, including the model geometry and numerical scheme, governing equations and boundary conditions, and mesh independence test. Section 3 presents the effect of the side profile on streaming including under various boundary layer thickness parameters. The main results are summarized in Section 4.

2. Numerical Methods

2.1. Model Geometry and Numerical Scheme

Figure 2a demonstrates the side profile diagram of the microstructure-induced streaming in the channel, which includes the microstructure’s sidewall profile and the channel’s upper wall. Among them, the microstructure sidewall profile includes the profile angle $\alpha$, width $w$, and height $h$. For the width $w$, the diameter of the micropillars has little effect on the streaming, so we ignore the effect of the $w$ parameter and set $w \equiv 100 \mu m$. For the profile angle $\alpha$ instead of the ideal vertical angle, we select the machining error with $\pm 10^\circ$, that is, $\alpha \in [80, 100]^\circ$. For the height $h$, set $h = \{50, 75, 100, 125, 150\} \mu m$ respectively. In addition, we measure the upper wall’s position by introducing parameter $g (g = H - h)$ with a range of 5 to 100 $\mu m$. Meantime, we set the channel span $L = 8w$ to ignore the influence of the channel’s sidewall.

In this study, the numerical model is symmetrical, which includes both fluid and solid domains, as shown in Figure 2c. The fluid domain takes water as the reference medium, and its properties in the reference state ($T_0 = 25 ^\circ C$, $p_0 = 101 kPa$) are shown in Table 1 [42,43], the solid domain selects SU8. SU8 photosensitive resin, as a conventional microstructure fabrication material, can be used in non-biological and biological species applications [24,44,45]. Of course, the potential toxicity of SU8 is often a worry, but the study has evaluated SU8 biocompatibility in vivo and in vitro. It was found that the polymerized SU8 leaches very little antimony salts, which is lower than the US EPA recommendation (normal physiological conditions), and biocompatibility may be further enhanced by certain surface treatments [46]. The solid domain is introduced to realize fluid-solid boundary coupling, and its material properties do not affect the results. The investigation found that the vibration of the microstructure is caused by the resonance of the excited substrate [30]. Therefore, we assume that the microstructure is rigid, ignoring deformation. The Figure 2c shows the geometry of the numerical model discretization of side profile. To avoid singularities during the calculation, we set the round $r_c$ at the apex of the microstructure, as Figure 2d. The numerical model was built with the finite element software COMSOL Multiphysics, and two sets of governing equations were solved based on PT. First, the first-order acoustic field is calculated using the frequency domain thermoviscous acoustics module. Then the second-order streaming field is then calculated by applying the laminar flow module. For specific numerical schemes, refer to Appendix A.1. Table 1 lists the relevant basic and operating parameters.
Figure 2. Two-dimensional simulation model is established to analyze the effect of side profile on streaming. 
(a) The model’s geometry and representative parameters as well as the movement and temperature boundary conditions are presented, where the black dotted line is the fluid-solid coupling boundary applied \( V_1 = V_{ae}e^{-i\omega t} \). (b) The wavelength \( \lambda \) of sound wave propagation in fluid. (c) The model is axisymmetric, the left side represents the physical domain including fluids and solids, and the right side represents the mesh situation with (d) a magnified view around the tip.

Table 1. Constitutive and operational parameters.

| Parameter                                | Value          | Units         |
|------------------------------------------|----------------|---------------|
| Density, \( \rho_0 \)                    | 997            | kg/m\(^3\)    |
| Speed of sound, \( c_0 \)                | 1496.73        | m/s           |
| Dynamic shear viscosity, \( \eta \)      | 0.89           | mPas          |
| Bulk viscosity, \( \eta_b \)             | 2.47           | mPas          |
| Thermal conductivity, \( k_{th} \)       | 0.6075         | W/m \cdot K   |
| Specific heat capacity, \( c_p \)        | 4181.5         | J/kg \cdot K  |
| Thermal expansion coefficient, \( \alpha_p \) | 2.57 \times 10^{-4} | 1/K          |
| Compressibility coefficient, \( k_t \)   | 448            | T/Pa          |
| Gap, \( g \)                             | 5~100          | \mu m         |
| Height of the channel, \( h \)           | 50/75/100/125/150 | \mu m       |
| Span of the channel, \( L \)             | 800            | \mu m         |
| Height of the microstructure, \( H \)    | \( H = h + g \) | \mu m         |
| Span of the microstructure, \( w \)      | 100            | \mu m         |
| Profile angle of microstructure, \( \alpha \) | 80~100        | °             |
| Round radius of apex, \( r_c \)          | 0.05           | \mu m         |
| Forcing frequency, \( f \)               | 5~15           | kHz           |
| Displacement amplitude, \( d_0 \)        | 1              | \mu m         |

2.2. Governing Equations and Boundary Conditions

Summarizing theoretical research, fluid is governed by three fundamental equations [47,48], including the continuity, the momentum, and the energy equation. Bold and standard font represent vector and scalar, respectively. Ignoring volumetric forces and heat source terms, we simplify the governing equations as follows:

\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \mathbf{V}
\]

\[
\rho \frac{D\mathbf{V}}{Dt} = \nabla \cdot \mathbf{P}
\]

\[
\rho \frac{D\mathbf{e}}{Dt} = \nabla \cdot (k_{th} \nabla T) + \mathbf{P} : \mathbf{E}
\]
where \( t \) is time, \( \rho \) is the fluid density, \( V \) is the velocity, \( e \) is the internal energy of the fluid per unit volume, \( T \) is the temperature, \( k_{th} \) is the thermal conductivity, and \( P \) and \( E \) are, respectively, the stress and strainrate tensors of fluid. The last term on the right-hand side of Equations (3) is the vector simplified expression, representing \( P : E = \nabla \cdot (P \cdot V) - V(\nabla \cdot P) \).

For Newtonian fluids, \( P \) can be expressed by pressure \( p \) and \( V \), dynamic shear viscosity \( \eta \), bulk viscosity \( \eta_b \), and viscosity ratio \( \beta (\beta = \eta_b / \eta + 1/3) \) as follows:

\[
P = -pI + \tau ,
\]

\[
\tau = \eta \left[ \nabla V + (\nabla V)^T \right] + (\beta - 1) \eta (\nabla \cdot V) I ,
\]

where \( I \) represents the unit tensor, superscript \( T \) represents the transpose of matrix, and \( \tau \) is the viscous portion of \( P \).

PT superimposes second-order flow velocities on the first-order acoustic field, where parameters in the fluid can be expressed as the zero (without sound wave), first and second order quantities, marked as subscripts 0, 1 and 2, respectively. For example:

\[
\xi = \xi_0 + \xi_1 + \xi_2, \xi_1 = \epsilon \tilde{\xi}, \xi_1 = \epsilon^2 \tilde{\xi}.
\]

where \( \epsilon \) is an infinitesimal quantity of the dimensionless, which can be taken as the ratio \( \xi \) of the amplitude of the first-order velocity to the velocity of sound \([49]\). where \( \xi_1 \) can be expressed as \( \xi_1 = \text{Re}(V_{\text{de}^{-kac}}) \) under harmonic vibration.

Without acoustic waves, the parameters of the fluid are considered constant, while micro perturbations occur when the acoustic waves are present. Assuming that the perturbation is linear, all parameters can to be extended to the first order, as \( \xi = \xi_0 + \xi_1 \).

Combining the first law of thermodynamics (\( de = Tds + p/\rho^2 dp \), where \( s \) is the unit mass entropy), and eliminating the zero-order and the first-order higher-order term, the continuity, the momentum, and the energy equation are in the first-order form \([50]\):

\[
\partial_t \rho_1 = -\rho_0 \nabla \cdot V_1 ,
\]

\[
\rho_0 \partial_t V_1 = -\nabla p_1 + \eta \nabla^2 V_1 + \beta \eta \nabla (\nabla \cdot V_1) ,
\]

\[
\rho_0 T_0 \partial_t s_1 = k_{th} \nabla^2 T_1.
\]

The zero-order speeds can only have a considerable effect at unreasonably high-speed background flow (up to 1000 mm/s) \([51]\), hence we set \( V_0 = 0 \). Combined with the thermodynamic state equation \( \dot{c} = \dot{c}(p, T) \) and \( s = s(p, T) \), whose total differential form is as follows:

\[
dp = \left( \frac{\partial \rho}{\partial p} \right)_T dp + \left( \frac{\partial \rho}{\partial T} \right)_p dT ,
\]

\[
ds = \left( \frac{\partial s}{\partial p} \right)_T dp + \left( \frac{\partial s}{\partial T} \right)_p dT.
\]

For the linearization of above equations, the isothermal compression coefficient \( k_{th} \), the isobaric thermal expansion coefficient \( \alpha_p \), and the specific heat capacity \( c_p \) are introduced, then Equations (10) and (11) can be simplified as:

\[
\rho_1 = \rho_0 k_{th} \rho_1 - \rho_0 \alpha_p T_1 ,
\]

\[
s_1 = \frac{c_p}{\rho_0} T_1 - \frac{\alpha_p}{\rho_0} p_1 .
\]

where \( (\partial \rho / \partial p)_T = \rho k_{th}, (\partial p / \partial T)_{p} = -\rho \alpha_p, (\partial s / \partial p)_T = c_p / T, (\partial s / \partial T)_p = -\alpha_p / \rho \). Substituting Equations (12) and (13) into Equations (7)–(9) and considering the equations to the first-order, Equations (7)–(9) take the form:
\[
\begin{align*}
\partial_t \rho_1 &= -\rho_0 \nabla \cdot V_1, \\
\rho_0 \partial_t V_1 &= -\nabla p_1 + \eta \nabla^2 V_1 + \beta \eta \nabla (\nabla \cdot V_1), \\
\rho_0 c_p \partial_t T_1 - \alpha_p T_1 \partial_t p_1 &= k_{th} \nabla^2 T_1, \\
\rho_1 &= \rho_0 k_{p} \rho_1 - \rho_0 \alpha_p T_1.
\end{align*}
\]

Zero-order parameters are considered constants and take values in the reference state. Combined with known boundary conditions, such as \( p_1 \) or \( V_1 \), other first-order parameters can be obtained by Equations (14)–(17).

Although the first-order field has been obtained, considering that the NS equation is nonlinear, the parameters need to be extended to the second-order, as \( \xi = \xi_0 + \xi_1 + \xi_2 \). For water and most liquids, the thermal effect is small in the first-order field [43]. And the second disturbance part is generally much smaller than the first order, that is, \( T_2 \ll T_1 \). Therefore, without considering the coupling between \( T_2 \) with \( V_2 \) and \( p_2 \), the energy equation is removed. Extracting the second-order components and ignoring the second-order higher-order terms, Equations (1) and (2) are organized as follows [52]:

\[
\begin{align*}
\partial_t \rho_2 &= -\rho_0 \nabla V_2 - \nabla \langle \rho_1 V_1 \rangle, \\
\rho_0 \partial_t V_2 &= -\nabla p_2 + \eta \nabla^2 V_2 + \beta \eta \nabla (\nabla \cdot V_2) - \rho_1 \partial_t V_1 - \rho_0 \langle V_1 \cdot \nabla V_1 \rangle.
\end{align*}
\]

The second-order velocity is much smaller than the first-order velocity and can usually be ignored. When time-averaged is considered, the first-order velocity is zero, while the second-order is not. When the time-averaged function \( \langle \rangle = 1/\tau \int_0^\tau A(t) \) is defined, Equations (18) and (19) can be expressed as:

\[
\begin{align*}
\rho_0 \nabla \cdot \langle V_2 \rangle &= -\nabla \langle \rho_1 V_1 \rangle, \\
\eta \nabla^2 \langle V_2 \rangle + \beta \eta \nabla (\nabla \cdot \langle V_2 \rangle) - \nabla p_2 &= \rho_0 \langle (V_1 \cdot \nabla) V_1 \rangle + \langle \rho_1 \partial_t V_1 \rangle.
\end{align*}
\]

\( V_2 \) is the acoustic streaming velocity, which can be solved by the parameters \( V_1 \) and \( \rho_1 \) obtained in the first-order acoustic field.

The numerical simulation is based on PT, so the boundary condition setting is done in two steps. The initial conditions of the second-order field are achieved by the inheritance of solutions from the first-order field. Our study is based on the assumption that there is no background flow and the first-order acoustic field wall condition is hard wall, refer to Appendix A.2 for details. For the first-order field, we set the “no-slip boundary condition” \( (V_1 = 0) \) and \( T_1 = 0 \) respectively, considering the adhesion and no the temperature change on the channel’s walls, as the solid line in Figure 2a. The vibration velocity \( V_1 = V_{de} e^{-i \omega t} \) of all liquid-solid interfaces is satisfied, including the top of the profile, where the velocity amplitude \( V_a = 2 \pi f d_{d0} \) as the dotted line in Figure 2a. The vibration direction is parallel to the x-axis. To simplify, we choose the linear vibration mode parallel to the x-axis, which can be achieved by excitation at a specific frequency [32] or by placing the chip on a piezoelectric actuator [53]. For second-order fields, the temperature remains constant, so the temperature condition can be ignored, refer to Appendix B.1. Set only velocity conditions for all fluid boundaries, no slip conditions \( (V_2 = 0) \).

2.3. Mesh Independence Test

Mesh independence test is required in numerical discreteness to obtain the optimal mesh. To reduce computation, fluid domain mesh is divided by region, including high gradient regions near the wall and bulk domain region. For high gradient regions, we set multiple the boundary layer mesh and measure the maximum element size length \( d_{mesh,db} \) by boundary layer thickness \( \delta \). For bulk domain region, the propagation of acoustic waves in the fluid causes the medium’s density change, whose periodic length is defined as the wavelength \( \lambda \), as shown in Figure 2b. So the bulk domain region maximum element size
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To get the optimal mesh of high gradient regions and bulk domain regions, we set up seven sets of meshes, see the Appendix A.3. The solid domain mesh uses the physics-controlled mesh.

The evaluation of the mesh independent test was performed at the basic boundary layer thickness (when $f = 10$ kHz, $\eta = 0.89$ mPa · s). For the first-order and second-order fields, we choose the maximum first-order pressure $p_{1\text{max}}$ and the maximum second-order velocity $V_{2\text{max}}$ to evaluate the grid convergence. We set the relative mesh convergence error $e_r$ using Equations (22) as follows:

$$e_r = \frac{|R_{cur} - R_{pre}|}{R_{pre}} \times 100\%.$$  \hspace{1cm} (22)

where $R_{cur}$ represents the result calculated under the current mesh and $R_{pre}$ is the result of the previous coarse mesh. We use $V_{2\text{max}}$ and $p_{1\text{max}}$ instead of $R$ to calculate the relative error respectively. Figure 3 demonstrates that with the continuous refinement of the mesh, $p_{1\text{max}}$ and $V_{2\text{max}}$ tend to constants, and the relative error $e_r$ parameters of $V_{2\text{max}}$ and $p_{1\text{max}}$ are less than 0.05% at the sixth mesh. To ensure accuracy we chose the sixth mesh ($d_{\text{mesh,dl}} = \delta/6$, $d_{\text{mesh,dk}} = \lambda/12$), which is selected for all subsequent research cases.

![Figure 3. Mesh independence test. The first-order field $p_{1\text{max}}$ (red line) and the second-order field $V_{2\text{max}}$ (black line) change with the mesh densification. The blue and green line represent the mesh error of $V_{2\text{max}}$ and $p_{1\text{max}}$ as the mesh size decreases respectively.](image)

3. Results and Discussion

In this study, the effect of side profile on acoustic streaming is analyzed by numerical simulation. Compared with theoretical calculation, it is not limited by geometric shape. Currently, theoretical calculations of two-dimensional models are mostly circular, but its isotropic can be simplified by polar coordinates. Applying above model to circular, the maximum streaming velocity is slightly higher than the theoretical calculation results [53]. This is because our model considers the compressibility and thermal viscosity, increasing the nonlinearity of the acoustic disturbance fluid. The details are referred to Appendix A.4. The article introduce three parameters including $V_{2\text{max}}$, $S_A$, and model to describe the effect on streaming characteristics. The model is defined as the shape, number, and location of the vortices. The $S_A$ is defined as the area where the streaming velocity is not less than $A \times V_{2\text{max}}$, for example $S_{0.9} = \int (V_2 \geq 0.9 \times V_{2\text{max}}) ds$. Our research focuses on the streaming which is built on the basis of the first-order field refering to the Appendix B.1.
3.1. The Effect of Side Profile Parameters

In this section, the effect of the sidewall angle $\alpha$ and the gap $g$ on the streaming is mainly investigated. In addition, the microstructure's sidewall profile also contains the width $w$ and height $h$ which is worth considering for boundary streaming. Under the perturbation theory, the previous research has shown that the diameter of the micropillars has little effect on the induced streaming [39]. Therefore, we ignore the effect of weight $w$ and set $w \equiv 100 \, \mu m$. Subsequently, this article only focuses on $h$, to investigate the effects of $\alpha$ and $g$ on the streaming under different $h$. For this section, we set basic parameters as: $f = 10 \, kHz$, $\eta = 0.89 \, mPa \cdot s$ ($\delta = 5.3 \, \mu m$).

3.1.1. The Effect of Gap

The streaming pattern consists mainly of reverse symmetrical vortexes, with the right-half shown in Figure 4. Employing local enlargement maps near microstructures, we discovers that different positions (e.g., different $g$) of the upper wall differ in number, position, and intensity of vortexes. Classified by the number and shape of the vortexes, the mode can be divided into five phases as the gap increases: space limitation, high-speed vortexes development, maximum action area development, high-speed vortexes fusion, and all vortexes fusion. Due to the space constraints of $g = 5 \sim 22.5 \, \mu m$, the range of vortex close to the upper wall surface is small, continuously expands, and another high-speed vortex also slowly expands. When $g = 22.5 \sim 27.5 \, \mu m$, the two high-speed vortexes all grow at this phase, but grow faster near the upper wall, and eventually reach equality. When $g = 27.5 \sim 32.5 \, \mu m$, the high-speed vortex near the upper wall expands, resulting in a maximum action area, refer to Figure 5b. When $g = 32.5 \sim 47.5 \, \mu m$, the high-speed vortex near the upper wall expands and another high-speed vortex shrinks, and finally forms a high-speed vortex. When $g = 47.5 \sim 80 \, \mu m$, all vortexes merge into one pair with an increase in gap, similar to top-view mode.

Figure 4. Changes in the acoustic streaming patterns with the gap. The vortexes are all reverse-symmetrical, such as red dotted lines, and show only half, with black dotted lines being the axis of the symmetry. Among them, the high-speed vortex is a vortex with a velocity greater than 0.5, otherwise it is a low-speed vortex. The legend of each cloud atlas divided by the respective maximum streaming speed.

Figure 5a shows that $V_{2max}$ generally decreases with $g$ increases, showing a tendency to initially decrease rapidly and stabilize slowly. Furthermore, using the curve fitting, we found that the $V_{2max}$ with increasing gap tends to be constant, as the red solid line. Subsequently, $V_{2max}$ by solving the curve limitation is about 9.3 mm/s when $g = \infty$, which is denoted as $V_{2max}^\infty$ as the black dotted line.

When considering the upper wall, streaming enhances especially at small gap, and the effective areas also change significantly, see Figure 5b. To normalize the streaming range, effective regions $S_A$ are used, which also applies to future studies. The figure lists the
different effective areas $S_{0.9}$, $S_{0.85}$, $S_{0.8}$, $S_{0.75}$, and $S_{0.7}$, and found the rules to be similar. They are content with a rapid rise first, then a peak volatility, and then a slowdown after a certain decline. In particular, peak fluctuations in different $S_A$ have a maximum extreme point with about the same $g$. The $g$ can achieve the maximum effective area of streaming, called optimal gap. When comparing different $S_A$, the areas in small gap are small and approximately the same, without obvious delamination, but the delamination becomes obvious as gaps increase.

![Figure 5](image)

Figure 5. The gap effect on streaming is revealed by quantitative parameters: (a) $V_{2\text{max}}$ changes obviously, where the black discrete point is the numerical value, and red is the fitting curve when it tends to infinity, which is approximately equal to $V_{2\text{max}}^\infty$, such as the black dotted line. (b) Effective areas $S_A$ changes are complex, including $S_{0.9}$, $S_{0.85}$, $S_{0.8}$, $S_{0.75}$ and $S_{0.7}$. Constant parameter: $h = 100 \mu m$, $\alpha = 90^\circ$, $f = 10 \text{ kHz}$, $\eta = 0.89 \text{ mPa} \cdot \text{s}$.

The reduction in $V_{2\text{max}}$ indicates that the presence of upper wall increases streaming intensity. However, as the gap increases, the dissipation viscosity near the upper wall decreases and the increase effect weakens. Note that this decline is not merely linear, which may be influenced by spatial effects. When the gap is small, the main viscosity dissipation energy is trapped in a narrow space. However, as the gap increases, the dispersion area increases rapidly, leading to energy dispersion (as Figure 4). At present, the gap in the study of vibration-induced streaming is limited to a specific range. However, the increase of flow velocity caused by the decrease of clearance is obvious, which helps to deduce the subsequent acoustic flow research under small gap. Furthermore, under small gaps, effective areas are not clearly delaminated due to limited space. For optimal gaps, the gap can be considered to provide sufficient space, while maintaining sufficient viscous dissipation near upper wall. If the gap is extended further to $g = 100 \mu m$, the effective area and streaming mode are usually stable, and the relative maximum speed difference is $\varepsilon = V_{2\text{max}} / V_{2\text{max}}^\infty = 3.35\%$. In this case, the effect of the upper walls is small, and it can be assumed that there is no upper wall.

3.1.2. The Effect of Sidewall Angle

As the Section 1, the manufacturing process of lithographic-related microstructures produces sidewall profile angles $\alpha$ which are affected by the light source, exposure method, and type of photoresist. In this article, the sidewall profile angle is set to $90^\circ \pm 10^\circ$. Through the study in the Section 3.1.1, we set $g \equiv 100 \mu m$ to ignore the upper wall and only study the sidewall angle.

Figure 6a demonstrates that the $V_{2\text{max}}$ decreases approximate linearly with $\alpha$ increase and the effective areas are reversed. As the angle increases, different effective areas expand further, and each effective area’s stratification has less influence by the angle, show in
Figure 6b. As shown in Figure 6c, the sidewall angle has little impact on streaming mode. The overall performance is a pair of anti-vortex, the angle increases, the vortex intensity decreases, the area increases, and the vortex position changes slightly.

Figure 6. The effect of the microstructure sidewall profile’s angle $\alpha$ on the streaming. Under fixed microstructure conditions of $h = 100 \mu m$ and $H = 200 \mu m$, the angle $\alpha$ effect on (a) maximum speed, (b) effective areas, and (c) mode where the red dotted line represents the streaming was studied. The legend of each cloud atlas divided by the respective maximum streaming speed.

According to previous analyses, angle reduction increases $V_{2max}$ but reduces the effective areas. This indicates that angle sharpness increases streaming, but the effective area is limited. It is because structural sharpening concentrates energy distribution regions at the tip, while structure passivation expands the distribution regions and disperses energy.

### 3.1.3. The Effect of Height

As an important factor in boundary streaming, height is worthy of attention. In this section, we investigate the effects of sidewall profile angle $\alpha$ and upper wall gap $g$ on streaming at various heights. We set $h = \{50, 75, 100, 125, 150\} \mu m$ is added, and its aspect ratio is 0.5, 0.75, 1, 1.25, 1.5, respectively. Figure 7 shows the effect of $g$ on the streaming under various heights. As show in Figure 7a, $V_{2max}$ is positively associated with $h$ under the same $g$. In addition, we set height-normalized equivalent velocity $V^h_{2max} = 100 \times V_{2max}/h$, when the gap (≥50 μm) is large, the $V^h_{2max}$ under various $h$ is approximately equal. But when the gap is small, the $V^h_{2max}$ generated by the higher height is also larger. This indicates that if the gap is large, $V^h_{2max} \propto h$ and small, $V^h_{2max} \propto h^2$.

Figure 7b describes the effect of the gap under various $h$ on the effective area. We combine the respective effective area $S_{0.8}$ together, selecting various heights at intervals to get a clear expression, and the complete results can be found in Appendix B.2. The influence of $h$ on $S_{0.8}$ is small whether the gap is large or small, but if $g = 15\sim45 \mu m$, $h$ has a large
influence, causing a peak fluctuation in the effective area. Figure 7c shows the optimal gap mode diagram under different heights, with half of the symmetrical diagram selected. It was found that higher $h$ not only generates larger effective areas, but also requires larger optimal clearance. Furthermore, with the change of the gap under various $h$, the model all have five stages, as in Section 3.1.1, only the range of the stages is changed.

The higher $h$ has more viscous dissipation area, which will improve the strength and effective area of streaming. When the gap is small, $V_{2max}$ is not only affected by the height’s positive correlation, but also by the spatial limitation of the upper wall, which amplifies the positive correlation. However, the space limitation hinders the expansion of the effective area, making $S_{0.8}$ is roughly the same for different $h$. When $g = 15 \sim 45 \mu m$, the higher the height, the larger the effective area, due to the more the viscous dissipation area on the boundary layer. It is worth noting that the optimal gap is larger for higher $h$, because more viscous dissipation requires more space to release. Thus, the effective area is affected by gap and height.

When discussing the effect of $\alpha$ on the streaming under various $h$, we fixed the gap $g = 100 \mu m$ ($H - h = 100 \mu m$). Since the mode change was small, it is not discussed in this article. And the general rules of $V_{2max}$ and $S_A$ are similar for various height, but have small
differences, as shown in Figure 8. Figure 8a shows that $V_{2\text{max}}$ decreases more steeply with decreasing $\alpha$ at higher $h$, which is related to the viscous boundary layer. Figure 8b shows the impact of sidewall angles for various heights on the effective area and finds that the slope of $S_{0.8}$ with $\alpha$ is inversely proportional to height. This is since when $\alpha < 90^\circ$, the higher height collects more dissipated energy at the tip, and its effective range is larger. When $\alpha > 90^\circ$, the larger height, the more the viscous dissipation in the sidewall of microstructure, but the more dispersed the viscous dissipation region, resulting in a slower increase.

\[ V_{2\text{max}} \] decreases more steeply with decreasing $\alpha$ at higher $h$, which is related to the viscous boundary layer. Figure 8b shows the impact of sidewall angles for various heights on the effective area and finds that the slope of $S_{0.8}$ with $\alpha$ is inversely proportional to height. This is since when $\alpha < 90^\circ$, the higher height collects more dissipated energy at the tip, and its effective range is larger. When $\alpha > 90^\circ$, the larger height, the more the viscous dissipation in the sidewall of microstructure, but the more dispersed the viscous dissipation region, resulting in a slower increase.

Figure 8. The effect of the sidewall angle under various $h$ on the streaming: (a) maximum streaming velocity (b) effective area $S_{0.8}$. Constant parameters: $f = 10$ kHz, $\eta = 0.89$ mPa · s.

3.2. The Effect of Boundary Layer Thickness Parameters

The streaming is controlled not only by side profile (geometry) but also by frequency and viscosity related to $\delta$. To broaden the applicability of study, we select various boundary layer thickness parameters to investigate the effects of $g$ and $\alpha$. We set the parameters $f = \{f_{0.5}, f_{0.75}, f_1, f_{1.25}, f_{1.5}\}, \eta = \{\eta_{0.5}, \eta_{0.75}, \eta_1, \eta_{1.25}, \eta_{1.5}\}$, where the subscripts represent the multiplication factor of the basic parameters. In this paper, the boundary layer thickness parameters have little effect on mode, so the effects on mode are not considered.

3.2.1. The Effect of Frequency

In this section we set $\eta = 0.89$ mPa · s and find that the effects of $g$ and $\alpha$ on streaming under the various frequency, similar to basic frequency (in Sections 3.1.1 and 3.1.2). But the differences under various frequencies are obvious, details as follow:

Figure 9a shows the effect of $g$ on $V_{2\text{max}}$ with various $f$, where $h = 100$ $\mu$m, $\alpha = 90^\circ$. When $g$ is the equal, $V_{2\text{max}}$ increased with increasing frequency. The equivalent velocity of frequency $V_{2\text{max}}^f = V_{2\text{max}}/(f/f_1)^2$ is introduced. It is found that the equivalent velocity from various frequencies under all gaps is approximately equal, as Appendix B.2. This indicates that $V_{2\text{max}}$ is proportional to the square of the frequency, not affected by the gap. In other words, the small gap does not amplify the enhancement effect of high frequencies, which is different from height. This article adopts a fixed vibration displacement amplitude $d_0$, so the velocity amplitude $V_a$ is proportional to the frequency $f$, $V_a = 2\pi d_0 f$. Thus, $V_{2\text{max}}$ is also proportional to the square of $V_a [54]$, $V_{2\text{max}} = \theta V_a^2 = \theta (2\pi d_0 f)^2$. Substituting the above equation into the equivalent velocity of frequency, get:

\[ V_{2\text{max}}^f = \theta \times (2\pi d_0 f_1)^2 = \theta \times O. \]  

(23)

where $O$ is the operational coefficient. For the fixed operational parameters, $O$ is a constant. $V_{2\text{max}}^f$ declined rapidly first and then flattened, which indicates that $\theta$ is affected by the gap.
Figure 9. Effect of side profile parameters on streaming under viscous frequency. There are the effect of the gap on the maximum streaming velocity (a) and effective area (b), as well as the effect of the sidewall angle on the maximum streaming velocity (c) and effective area (d).

Figure 9b shows the effect of gap on the effective area at various frequencies, where the effective area $S_{0.8}$ at each frequency is collected and combined. If the gap is large (the upper wall can be ignored), the effective area is approximately inversely proportional to the frequency. This can be attributed to the sound wave propagating in the fluid, whose wavelength is $\lambda = c_0/\omega$. The lower the frequency, the larger the wavelength, the larger the disturbance area and the larger the effective area. As the gap decreases, the $S_{0.8}$ of each frequency appears peak fluctuations, and the ordinate of the peak is inversely proportional to the frequency. Moreover, due to the combined effect of wavelength and spacing, the abscissa (optimal gap) of the peak also increases in a small range with the frequency decreases.

As shown in Figure 9c, $V_{2\text{max}}$ satisfies the decrease as $\alpha$ increases, and $V_{2\text{max}}$ is proportional to frequency under the equal $\alpha$. The $V_{2\text{max}}$ at each frequency is approximately equal and decreases with the increase of angle, which indicates that $\theta$ and the sidewall angle $\alpha$ are negatively correlated, as Appendix B.2. For $\alpha \in [80, 100]^\circ$, $S_{0.8}$ is approximately inversely proportional to the frequency, as Figure 9d. This also contributes to wavelength, similar to large gaps without spatial limitation.

3.2.2. Influence of Viscosity

This section will consider another boundary layer thickness factor, viscosity $\eta$. we set $f = 10$ kHz and find that the effects of $g$ and $\alpha$ on streaming under the various viscosity,
similar to basic viscosity. But the differences under various viscosities are obvious, details as follow:

From Figure 10a, when $g$ increases, $V_{2\text{max}}$ decreases rapidly and then tends to stabilize slowly, which is the same as constant viscosity. But the maximum velocity at the equal gap is inversely proportional to viscosity. Figure 10b shows the effect of the effective area $S_{0.8}$ with the gap at different viscosities. When $g$ is small, the $S_{0.8}$ is almost equal at different viscosities, which is attributed to the limited space that restricts the development of flow. For large $g$, $S_{0.8}$ is proportional to $\eta$, because the effect of the upper wall weakens, and the viscosity dominates. Moreover, $S_{0.8}$ still has a peak fluctuation at medium gap. the ordinate and abscissa of peak are proportional to the viscosity, which is just opposite to the frequency. It is worth noting that the small difference in the abscissa of peak is the combined effect of viscosity and gap.

Figure 10c shows the effect of $\alpha$ on sound flow at different viscosity. $V_{2\text{max}}$ generally decreases with the increase of $\alpha$, and $V_{2\text{max}}$ is inversely proportional to $\eta$ when $\alpha$ is equal. Figure 10d is a combination of $S_{0.8}$ extracted from each viscosity. it is found that $S_{0.8}$ is proportional to the viscosity at the same $\alpha$. This indicates that the higher viscosity, the lower the intensity of disturbance, and the greater the range of disturbances. Therefore, when the viscosity increases, $V_{2\text{max}}$ decreases, and the effective area increases.

![Figure 10](image-url)

Figure 10. Effect of side profile parameters on streaming under viscous viscosity. There are the effect of the gap on the maximum streaming velocity (a) and effective area (b), as well as the effect of the sidewall angle on the maximum streaming velocity (c) and effective area (d).
4. Conclusions

Based on perturbation theory, we develop a 2D simulation model to analyze the effects of side profile and boundary layer thickness on acoustic streaming. Using the coupling boundary of fluid-soft, we define three parameters to characterize the streaming, including the mode, maximum streaming velocity, and effective area. Review and summarize the main conclusions as follow:

For the side profile parameters, our model predicts that the presence of the upper wall makes the streaming more intense and the pattern more complex. \(V_{2\max}\) increases compared to ignoring the upper wall, the extent of the increase depends on the viscous dissipation and space near the upper wall. Consequently, the streaming velocity in the small gap is stronger. At the same time, the existence of the upper wall enriched the types of patterns, which can be divided into 5 phases according to number and shape of the vortexes. For another sidewall profile parameter, the sidewall angle \(\alpha\) also has a obviously impact except the pattern. The sharper the structure yields a larger \(V_{2\max}\), while the effective area is smaller. Subsequently, we investigate the effect of side profile parameters on streaming under various heights. When the gap is large, \(V_{2\max}\) is mainly controlled by height and is proportional to the height approximation. This rule also holds true when investigating the effect of \(\alpha\) on streaming. But, at small gap, \(V_{2\max}\) is controlled by both the space and height. The effects of gap and angle on the effective area are similar at various heights, but the higher \(h\), the greater the optimal gap is required.

For the boundary layer parameters, the effect on the mode is small, but the effect on the quantitative parameters is obvious. The effect of viscosity and frequency on the streaming is opposite. The higher the viscosity the lower the perturbation intensity of the streaming, but the wider the perturbation region, which is the opposite of the frequency. \(V_{2\max}\) is inversely proportional to the viscosity when the gap is large and when the \(\alpha\) is studied. But proportional to the square of the frequency, \(V_{2\max} = \theta V_{a}^{2} = \theta (2 \pi d_{0} f)^{2}\), where \(\theta\) may be related to the side profile. When the gap is small, \(V_{2\max}\) and effective area are greatly affected by space. Furthermore, the optimal gap of \(S_{0.8}\) yields small deviations due to the difference of frequency and viscosity, and the streaming with lower frequency and higher viscosity requires more space to develop.

In conclusion, this study focuses on the effect of side profile on streaming. We use no-slip boundary condition and sidewall angle to introduce upper wall and machining error respectively, which will be closer to reality. Moreover, it also provides a theoretical basis for designing the upper wall’s position to adjust the streaming. Subsequently, this study explored the effect of side profile under various boundary layer thicknesses to expand the adaptable range. Our findings may optimize various applications of microstructure-induced streaming, such as particle manipulation, cell rotation, and micromixing. Sharper sidewall profile angles result in greater streaming velocity at the tip, promising fast target manipulation. Compared with no upper wall, the mode of the streaming is more complicated existing multiple pairs of vortices under a certain gap, which will improve the micro-mixing efficiency.
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Appendix A. Supplementary of Simulation

Appendix A.1. Numerical Scheme

Based on PT, we use the finite element software COMSOL to solve step by step, including the first-order acoustic field and the second-order streaming field.

The initial state selects the liquid’s reference state. The first-order acoustic field is calculated using the “Thermoviscous Acoustics, Frequency Domain” module. If \( A \) satisfies the harmonic, the partial derivative in the time domain is equal to multiplying \( i\omega A \) in the frequency domain, then Equations (14)–(17) can be converted into:

\[
\begin{align*}
 i\omega \rho_1 &= -\rho_0 \nabla \cdot V_1, \\
i\omega \rho_0 V_1 &= -\nabla p_1 + \eta \nabla^2 V_1 + \beta \eta \nabla (\nabla \cdot V_1), \\
i\omega \rho_0 c_p T_1 &= -K_{th} \nabla^2 T_1, \\
\rho_1 &= \rho_0 k_t \rho_1 - \rho_0 \alpha_p T_1.
\end{align*}
\]

where the angular frequency \( \omega = 2\pi f \). To obtain the time average in second-order streaming field, it is calculated by the “Laminar Flow, Steady State” module,

\[
\begin{align*}
 \rho (V_2 \cdot \nabla) V_2 &= \nabla \cdot \left[ -p_2 I + K \right] + F, \\
K &= \eta \left[ \nabla V_2 + (\nabla V_2)^T \right], \\
\rho \nabla \cdot V_2 &= 0, \\
F_2 &= \left\langle \frac{\partial V}{\partial t} \right\rangle + \rho_0 \left( \langle V \cdot \nabla \rangle V \right).
\end{align*}
\]

where \( F_2 \) is the time-averaged “body force” over a period, and \( K \) represents the viscous shear stress matrix associated with streaming [37]. Meanwhile, weak contribution terms are added in the second-order field to enhance computational stability [43].

Appendix A.2. Simplification of Boundary Conditions

The wall boundary condition of the first-order sound field is the hard wall. The reflection boundary conditions for the propagation of sound waves between different materials depend on the difference in acoustic impedance. Common materials for manufacturing microchannels are PDMS, glass, and silicon whose acoustic impedances are 0.99, 17, and 20 MRayls, respectively. The sound in the flow field mainly comes from two parts, one is generated by the piezoelectric transducer and passed into the fluid through the air and the channel successively, and the other is generated by the vibration microstructure as the sound source. In the former method, the propagation of sound from the air into the channel will be mostly blocked, because the acoustic impedance of the air is much lower than the channel material, so the channel walls can be assumed to be hard walls. In the latter method, the sound generated by the vibration of the microstructure may escape through the fluid to the channel wall. In the latter method, the sound generated by the vibration of the microstructure may escape through the fluid to the channel wall. We set up a variety of impedance walls where the bottom maintains glass which is usually used as the substrate
compared with the hard wall, and discover the sound pressure and streaming velocity
decreased slightly, as shown in the Figure A1a. It shows that the sound wave generated is
almost completely reflected on the channel wall, so we assume that the first-order sound
field boundary is a hard wall.

Usually, the sample supply on the microfluidic chip is precisely controlled using micro
syringe pumps. The background flow velocity of the microchannel in the chip is generally
lower than 100 mm/s, so we set the background flow \( V_0 = 100 \text{ mm/s} \). Compared with
no background flow, the background flow in the microfluidic chip flow rate range has less
effect on the streaming, including mode and velocity, as Figure A1b. So, we ignore the
background flow to simplify the model.

Figure A1. Simplification of Boundary Conditions. (a) Comparing the effects of first-order acoustic
field wall conditions including hard and impedance wall on \( p_{1\text{max}} \) and \( V_{2\text{max}} \). (b) Comparing the
effects of different background flow velocities (0 and 100 mm/s) on streaming. Where \( h = 100 \mu\text{m}, H = 200 \mu\text{m}, f = 10 \text{ kHz}, \eta = 0.89 \text{ mPa} \).

Appendix A.3. Mesh Size in Fluid Domain

Mesh size is an important factor to ensure the accuracy of COMSOL finite element
analysis. The larger the mesh size, the greater the discrete error. With the decrease in size,
the calculation accuracy is ensured, but the demand for computing resources increases.
Therefore, it is necessary to find a suitable size. To reduce computation, we divide meshes
by region. The boundary layer mesh with the maximum size \( d_{\text{mesh},db} \) is set in the fluid
region near the boundary layer. For the other fluid domain, the acoustic wave propagates
at wavelength \( \lambda \) with a small velocity gradient, so we set the maximum size \( d_{\text{mesh},dk} \). We
set up seven different meshes to explore the optimal size. Table A1 lists the details of the
meshes whose size decreases in order.

| Type | Bulk Mesh \( d_{\text{mesh},dk} \) | Boundary Mesh \( d_{\text{mesh},db} \) |
|------|-------------------------------|-------------------------------|
| 1    | \( \lambda/2 \)                | \( \delta/1 \)                |
| 2    | \( \lambda/4 \)                | \( \delta/2 \)                |
| 3    | \( \lambda/6 \)                | \( \delta/3 \)                |
| 4    | \( \lambda/8 \)                | \( \delta/4 \)                |
| 5    | \( \lambda/10 \)               | \( \delta/5 \)                |
| 6    | \( \lambda/12 \)               | \( \delta/6 \)                |
| 7    | \( \lambda/14 \)               | \( \delta/7 \)                |

Appendix A.4. Numerical Simulation vs. Theoretical Calculation

Based on the incompressible fluid with constant viscosity, the theoretical calculation
obtains the flow field by solving the stream function. The stream function \( \psi \) can be
expressed as:
\[ \nabla^4 \psi - \frac{1}{\eta} \frac{\partial^2}{\partial t^2} \psi = \frac{1}{\eta} \mathbf{V} \cdot \nabla (\nabla^2 \psi) \]  \hspace{1cm} (A9)

Limited by the difficulty of solving, the theoretical method can only solve the flow field around the simple shape. Takeshi et al \cite{53} assumed a two-dimensional system in a cylindrical coordinate system to solve the vibration-induced flow velocity around a single micropillar. The steady-state term of the stream function \( \psi^{(1)}_{st} \) can be written as follows:

\[ \psi^{(1)}_{st}(r) = \pm \left[ r^4 \left( \frac{1}{48} \int_{a}^{\infty} \frac{1}{x} \rho(x) dx + c_1 \right) + r^2 \left( -\frac{1}{16} \int_{a}^{\infty} x \rho(x) dx + c_2 \right) \right] + \left( \frac{1}{16} \int_{a}^{\infty} x^3 \rho(x) dx + c_3 \right) + \frac{1}{r^2} \left( -\frac{1}{48} \int_{a}^{\infty} x^5 \rho(x) dx + c_4 \right), \]  \hspace{1cm} (A10)

\[ c_1 = -\frac{1}{48} \int_{a}^{\infty} \frac{1}{x} \rho(x) dx, \]  \hspace{1cm} (A11)

\[ c_2 = \frac{1}{16} \int_{a}^{\infty} x \rho(x) dx, \]  \hspace{1cm} (A12)

\[ c_3 = -\frac{a^4}{16} \int_{a}^{\infty} \frac{1}{x} \rho(x) dx - \frac{a^2}{8} \int_{a}^{\infty} x \rho(x) dx, \]  \hspace{1cm} (A13)

\[ c_4 = -\frac{a^6}{24} \int_{a}^{\infty} \frac{1}{x} \rho(x) dx + \frac{a^4}{16} \int_{a}^{\infty} x \rho(x) dx. \]  \hspace{1cm} (A14)

where \( r \) and \( \theta \) are the radius and angle in polar coordinates, and \( a \) is the diameter of the micropillar. The flow velocity \( \mathbf{V} \) can be expressed as:

\[ \mathbf{V}_r = -\frac{1}{r} \frac{\partial \psi^{(1)}_{st}}{\partial \theta}, \quad \mathbf{V}_\theta = \frac{\partial \psi^{(1)}_{st}}{\partial r} \]  \hspace{1cm} (A15)

When the diameter of the 50 \( \mu \text{m} \) cylinder applies 20 \( \mu \text{m} \) amplitude at 600 Hz, the velocity field in the fluid domain near the micro cylinder can be obtained. By comparing the theoretical solutions, it is found that the two-dimensional velocity distribution obtained by our simulation is similar, as Figure A2a. If different amplitudes are applied, it is found that the maximum velocity obtained by simulation is slightly larger. As the vibration amplitude increases from 0 to 24 \( \mu \text{m} \), the difference between simulation solutions and theoretical solutions is more obvious, as Figure A2b.

![Figure A2](image-url)

**Figure A2.** Numerical simulation VS Theoretical calculation. (a) Two-dimensional distribution of the flow velocity obtained by simulation. (b) Maximum velocity of simulation and theoretical solutions under different vibration amplitudes. The red line and black line represent theoretical solutions and simulation solutions respectively.
Appendix B. Results Supplement

Appendix B.1. First Order Acoustic Field

In a first-order acoustic field, the oscillations of the microstructure can cause changes in temperature and pressure. The temperature change in the flow field is the result of the mutual conversion of kinetic energy and internal energy. The change in temperature is much less than one degree, which justifies the assumption that the temperature of the second-order field is constant, as Figure A3a. The pressure change is inversely symmetrical. This is due to the microstructure vibrating along the x-axis, resulting in alternating compression and expansion terms on the left and right sides, see Figure A3b.

The first-order acoustic field generated by the vibrating microstructure in the channel is influenced by the side profile. We only consider the effect on the sound pressure, and the temperature can be ignored due to its small change. From Figure A3c, as the gap increases, the maximum $p_{1\text{max}}$ decreases sharply and then gradually stabilizes, meantime the difference in the sound pressure distribution along the z-axis increases. It indicates that the space limited by the small gap can also amplify the sound pressure, while the amplification effect is reduced to negligible when the gap is large. The sharpening of the sidewall profile angle also can enhance the sound pressure $p_{1\text{max}}$, see Figure A3d. It may be that the sharpened structure confines the fluid to the bottom of the microstructure, as shown in the inset $\alpha = 80^\circ$.

Figure A3. First-order acoustic field simulation. Microstructural vibrations can cause changes in the temperature (a) and sound pressure (b) of the fluid in the channel, where the gap is fixed at 50 $\mu$m. In addition, the side profile can change the size and distribution of the sound pressure, including the gap (c) and the side angle (d), where the inset shows the sound pressure distribution. Where $f = 10$ kHz, $\eta = 0.89$ mPa.
Appendix B.2. Second Order Streaming Field

Figure A4. The effect of gap on maximum streaming velocity under five types of heights. Local amplification in the dotted line frame, see inset.

Figure A5. The effect on frequency equivalent velocity by side profile parameters: (a) gap g and (b) sidewall angle α.
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