Pressure and flow statistics of Darcy flow from simulated annealing

Marise J E Westbroek\textsuperscript{1,2}, Peter R King\textsuperscript{1}, Dimitri D Vvedensky\textsuperscript{2,*} and Ronnie Schwede\textsuperscript{3}

\textsuperscript{1} Department of Earth Science and Engineering, Imperial College London, London SW7 2BP, United Kingdom
\textsuperscript{2} The Blackett Laboratory, Imperial College London, London SW7 2AZ, United Kingdom
\textsuperscript{3} Shell Global Solutions International B.V., Grasweg 31, 1031 HW Amsterdam, The Netherlands

E-mail: d.vvedensky@imperial.ac.uk

Received 8 July 2020, revised 7 December 2020
Accepted for publication 10 December 2020
Published 29 December 2020

Abstract

The pressure and flow statistics of Darcy flow through a three-dimensional random permeable medium are expressed as a path integral in a form suitable for evaluation by simulated annealing. There are several advantages to using simulated annealing for this problem: (i) any probability distribution can be used for the permeability, (ii) there is no need to invert the transmissibility matrix which, while not a factor for single-phase flow, offers distinct advantages for multi-phase flow, and (iii) the action used for simulated annealing, whose extremum yields Darcy’s law, is eminently suitable for coarse graining by integrating over the short-wavelength degrees of freedom. We show that the pressure and flow statistics obtained by simulated annealing are in excellent agreement with those obtained from standard finite-volume calculations.
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1. Introduction

Fluid transport through porous media is a central concern for many natural, technological, and environmental processes [1–3]. Flow through geological porous media plays a key role in transporting natural resources such as water [4], heat [5], oil [6], and gas, such as CO2 sequestration [7]. Natural processes in porous biological tissue [8] include the flow of oxygen through lungs [9], the transport of cerebrospinal fluid through the brain [10], and hemodynamics through blood vessels [11]. Synthetic porous media find applications in chemical catalytic reactors [12], thermal insulation for buildings [13], and in direct-contact heat exchangers [14].

The foregoing scenarios span several areas of science and engineering and have led to the implementation of a broad range of theoretical and computational methods [1]. Foremost among these are molecular dynamics [15], lattice Boltzmann methods [16–18], fluid dynamics (computational and theoretical) [16, 19], path integral [20–22], finite-volume [23] and finite-element [24] methods, and continuous-time random walk theory [25–28]. These techniques model flow through porous media at various levels of spatial and temporal resolution, ranging from the scale of individual pores to macroscopic pressure and flow rates. This attests to the inherent multi-scale nature of flow through porous media.

The heterogeneity of pores in natural media, manifested as variations of the sizes and shapes of pores, is a key determinant of flow through such media. Significant advances in imaging techniques can reveal details of pore heterogeneity, which can be used to predict macroscopic flow parameters [29]. However, pore-scale information is not generally available over entire geological systems. In this case macroscopic permeability is inferred from other sources or geological analogues from which a probability distribution is ascertained (or assumed). Although pore-scale methods can simulate particular types of heterogeneity, there is no general methodology available for relating particular morphological pore characteristics to macroscopic flow parameters [30]. An important step in this direction would be the efficient computation of macroscopic flow with different permeability distributions that account for mesoscopic averages over the porous medium. This paper describes progress toward such an approach.

We consider the slow flow of a viscous fluid through a three-dimensional random porous medium. Under these conditions, the flow and the pressure gradient are related by Darcy’s law

\[ q = -K \nabla p. \]  

(1)

Here, \( q \) is the average velocity (‘flow’) of the fluid, \( K(x) = k(x)/\mu \), where \( k(x) \) is the permeability of the medium, where \( \mu \) is the viscosity of the fluid, and \( \nabla p \) is the pressure gradient driving the fluid flow. The effective permeability describes the medium on a ‘mesoscopic’ scale, large compared to the pore scale, but small on the scale of the macroscopic medium. Although proposed as an empirical relation by Darcy in the 1850s [31], this equation can be recovered from the Navier–Stokes equations under the stated flow conditions [19, 32]. In this paper, we focus on single-phase, incompressible flow, for which

\[ \nabla \cdot q = 0. \]  

(2)

When combined with (1), the equation for incompressible Darcy flow is

\[ \nabla \cdot (K \nabla p) = 0. \]  

(3)

In hydrocarbon recovery, this equation is solved numerically using the finite-volume method [33, 34], while the finite-element method is common in hydrology.
In previous work [22, 35], we formulated the solution to one-dimensional Darcy flow in a random porous medium as a path integral over pressure paths within the medium. In discrete form, the path integral is a tool to simulate Darcy pressure paths \( \{ p_i \} \) on a spatial lattice using Markov chain Monte Carlo methods according to the weighting \( e^{-S} \), where the ‘action’ \( S = S(\{ p_i \}) \) restricts the paths to follow Darcy’s law in the presence of quenched stochastic permeability. For reasons discussed in section 2, this path integral methodology is not readily adapted to higher dimensions. Hence, we turn to an alternative expression for the action that has the same form in one, two, and three spatial dimensions. Determining the extremum of this action, which yields Darcy’s law, utilizes simulated annealing [36, 37].

Although solving Darcy’s equation with simulated annealing is more computationally intensive than the finite-volume method, there are several advantages over this and other techniques. Simulated annealing allows any probability distribution to be used for the permeability (as does the finite-volume method). Moreover, there is no need to invert the transmissibility matrix during simulated annealing, which, while not an issue for single-phase flow, the case considered here, is advantageous for multiphase flow. On a more formal level, the action used for simulated annealing is eminently suitable for integration over the short-range degrees of freedom to derive coarse-grained permeability coefficients [38–42]. The porous medium can also be characterized as a statistically homogeneous continuum with local fluctuations in physical parameters. The resulting path integral can be averaged over parameter fluctuations to obtain large-distance parameters that describe the flow [20].

Our paper is organized as follows. The path integral formulation of Darcy flow through random porous media is reviewed in section 2. We explain why the procedure we developed previously for the numerical evaluation of path integrals in one dimension is not readily extended to higher dimensions. We provide an alternative path integral in terms of an action whose extremum yields Darcy’s law (3). Section 3 discusses computational methods, including the simulation of the permeability fields and the method of simulated annealing. Results are presented in section 4. We have calculated probability densities for the pressure, Cartesian flow components, the total flow along the \( y \)-direction, which is the main flow direction with our boundary conditions, and examine the effect of the variance of the log-permeability. Conclusions and a discussion are provided in section 5, including an assessment of the viability of simulated annealing as a computation methodology for Darcy flow, and the extension of the path integral approach to multi-phase flow.

2. Theory

2.1. Effective permeability

The effective permeability is modelled as a stochastic variable. Various such models exist [43]: we have opted for a log-normal process,

\[
K(x) = Ke^{L(x)},
\]

where \( Ke \) is the geometric mean of the permeability and \( L(x) \) is a correlated multivariate Gaussian process. The log-normal distribution is the conventional choice [44] and is one of several distributions for a strictly positive permeability [45]. More information on this process can be found in reference [22]. We emphasize, however, that the methods described below can be applied to any permeability distribution.

The definition of the geometric mean and its relation to an exponentiated arithmetic mean implies that, if the arithmetic mean \( \langle L \rangle = 0 \), then \( Ke = 1 \). We will adopt these values in our calculations because of the simplifications they afford, particularly in the probability
distribution of $L$, which is a correlated multivariate Gaussian probability distribution of the log-permeability with zero mean. The choice $\langle L \rangle = 0$ does not limit the generality of our result because the linearity of Darcy’s law enables any change in this mean, which causes a corresponding change in $K_g$, to be absorbed by rescaling the pressure and making corresponding changes to the boundary conditions.

2.2. Path integrals in higher dimensions

In an earlier paper [22], we developed a path integral for Darcy flow in one dimension. Our derivation is summarized in appendix. A path integral analogous to (A.9) in two dimensions is obtained by following the standard procedure for classical statistical dynamics [46–49]:

$$Z_{2D} = \int \prod_{ij} dp_{ij} \prod_{kl} dL_{kl} \exp \left[ -\sum_{ij,kl} L_{ij}(C_L^{-1})_{ijkl} L_{kl} \right] \times \delta \left[ \frac{\partial}{\partial x} (e^{L_{ij}} \frac{\partial p_{ij}}{\partial x}) + \frac{\partial}{\partial y} (e^{L_{ij}} \frac{\partial p_{ij}}{\partial y}) \right] \times J_{ij} \exp \left( \sum_{ij} u_{ij} p_{ij} \right).$$  \hspace{1cm} (5)

The $\delta$ function enforces the discrete form of Darcy’s law (3) in two dimensions, where we have used the notation

$$\frac{\partial}{\partial x} (e^{L_{ij}} \frac{\partial p_{ij}}{\partial x}) = e^{L_{ij}} \left( \frac{p_{i,j} - p_{i,j-1}}{\delta x} \right) - e^{L_{i,j-1}} \left( \frac{p_{i,j-1} - p_{i,j-2}}{\delta y} \right),$$  \hspace{1cm} (6)

$$\frac{\partial}{\partial y} (e^{L_{ij}} \frac{\partial p_{ij}}{\partial y}) = e^{L_{ij}} \left( \frac{p_{i,j} - p_{i,j-1}}{\delta y} \right) - e^{L_{i,j-1}} \left( \frac{p_{i,j-1} - p_{i,j-2}}{\delta y} \right),$$  \hspace{1cm} (7)

and $J_{ij}$ is the Jacobian, analogous to (A.9). We will not need the explicit form of this Jacobian in what follows, but we should point out that the calculation is not as straightforward as the one-dimensional case discussed in appendix.

The next step is to represent the $\delta$ function as the limit of exponential functions, so that the factors in (5) can be combined into a single exponential whose argument is the ‘action’. The usual procedure [46–49] is to use a functional Fourier transform of the $\delta$ function, which yields a complex action. This is useful for formal studies, such as various types of perturbation expansion [50, 51], where the complex action yields real results, despite the complex nature of intermediate calculations. But the Markov chain Monte Carlo method relies on real variables from the outset, so we must choose a representation of the $\delta$ function in terms of a real exponential. We use the well-known limit of a Gaussian probability density,

$$\delta(x) = \lim_{\tau \to 0} \left( \frac{1}{\sqrt{\pi \tau}} e^{-x^2/\tau} \right),$$  \hspace{1cm} (8)

to write (5) as
\[ Z_{2D}(\{u_{ij}\}) = \int \prod_{ij} dp_{ij} \int \prod_{kl} dL_{kl} \exp \left[ -\sum_{ij,kl} L_{ij}(C_{ij}^{-1})_{ij,kl} L_{kl} \right] \]
\times \lim_{t \to 0} \left( \frac{1}{\sqrt{t}} \exp \left\{ -\frac{1}{t} \left[ \frac{\partial}{\partial x} \left( e^{L_{ij}} \frac{\partial p_{ij}}{\partial x} \right) + \frac{\partial}{\partial y} \left( e^{L_{ij}} \frac{\partial p_{ij}}{\partial y} \right) \right] \right\} \right)^2 \]
\times J(\{L_{ij}\}) \exp \left( \sum_{ij} u_{ij} p_{ij} \right), \tag{9} \]

where we have neglected the factor of $\sqrt{\pi}$ because it cancels in calculations of correlation functions of the pressure. This expression is readily generalized to three dimensions.

Averages of pressure and correlation functions can be calculated from (9) by first generating permeability fields, then setting $t$ to some value, and finally using the Metropolis–Hastings (MH) algorithm \[52\] to minimize the discrete ‘action’ in the argument of the exponential. Successively smaller values of $t$ are chosen until there is convergence of the pressure distributions. This procedure, which requires separate calculations for each value of $t$, is not particularly efficient. In the next section, we develop a more elegant and practical approach based on simulated annealing.

### 2.3. Path integral for simulated annealing

To obtain a path integral that is applicable in higher dimensions, we write the action in continuum form as
\[ S = \frac{1}{2} \int_V K(x)(\nabla p(x))^2 dV, \tag{10} \]

where the integral is over the volume $V$ of the porous medium. The extremum of $S$ with respect to variations in the pressure is determined by adding an infinitesimal pressure $\delta p$ and imposing the condition
\[ S(p(x) + \delta p(x)) - S(p(x)) = 0. \tag{11} \]

By retaining $\delta p$ only to first order and performing an integration by parts, we obtain
\[ S(p + \delta p) - S(p) = \int \nabla \cdot (K \nabla p) \delta p dV \\
= -\int \nabla \cdot (K \nabla p) \delta p dV - \int_{\partial V} K \delta p \nabla p \cdot dS = 0. \tag{12} \]

The boundary integral can be written more suggestively as
\[ \int_{\partial V} K \delta p (\nabla p \cdot n) dS, \tag{13} \]

where $n$ is the outward unit normal to the boundary and $dS$ is the element of area along the boundary. For Dirichlet boundary conditions $p(x) = f(x)$ with a fixed function $f$ and $x \in \partial V$, so $\delta p = 0$ along $\partial V$, while for Neumann boundary conditions, $\nabla p \cdot n = 0$ over $\partial V$. In either case, the boundary integral vanishes. Because $K$ is nonzero, the variation $\delta p$ is arbitrary, and
the result must hold for any volume, the remaining factor in the integrand must vanish. Hence, the stationarity condition (11) yields

$$\nabla \cdot (K \nabla p) = 0,$$

which is Darcy’s law (3) for incompressible flow.

Simulated annealing aims to find the pressure that minimizes the action (10) for fixed permeability $K(x)$, which thereby follows Darcy’s law. The method is inspired by the process of annealing, which is a thermal treatment whereby a solid is slowly cooled until its structure is eventually frozen at its minimum free energy configuration [53].

### 3. Computational methods

As a case study, we will follow the convention for units used by the hydrology community. Darcy’s law (1) gives the relation between the effective permeability $K[L^2 T^{-1}]$, the flow $q[L T^{-1}]$ and the pressure (also known as the hydraulic head) $p[L]$. The total flow in a given direction is denoted by $Q_i[L T^{-1}] (i = x,y,z)$. More conventional units are obtained by inserting the properties of water. For example, $p = \rho gh$, where $\rho$ is the density of water, $g$ the gravitational acceleration, and $h$ the height above a reference state, now has the SI unit of Pascals (Pa).

Simulations of a three-dimensional rectangular prismatic porous medium are carried out on a grid of

$$N_x \times N_y \times N_z = 50 \times 70 \times 50$$

lattice elements, representing a domain of size

$$X \times Y \times Z = 40 \text{ m} \times 85 \text{ m} \times 25 \text{ m}.$$

The correlation lengths of the permeability field have been chosen as

$$\lambda_x = 8, \quad \lambda_y = 8, \quad \lambda_z = 5.$$

We have used Dirichlet boundary conditions along the $y$-direction, making that the main flow direction, with no-flow conditions were imposed along the other boundaries. The values of the variance $\sigma^2$ of the log-permeability, the defining feature of the six parameter sets, are given in table 1. These are the same variances used by Nowak et al [54], which enables a qualitative comparison to be made between our two approaches.

| No. | $\sigma^2$ | Color     |
|-----|------------|-----------|
| 1   | 0.125      | gray      |
| 2   | 0.25       | red       |
| 3   | 0.5        | blue      |
| 4   | 1.0        | magenta   |
| 5   | 1.75       | brown     |
| 6   | 2.5        | orange    |
3.1. Simulation of the permeability fields

The first step in the simulation of the permeability fields is the generation of the three-dimensional log-permeability field. Once the Gaussian field $L(x)$ is available, definition (4), with $K_g = 1$, is invoked to calculate the permeability field $K(x)$. To generate $L(x)$, we have made use of the circulant embedding technique [55], in which the correlation matrix $C$ of the desired field is embedded into a matrix $M$ that has a circulant or block circulant structure. Products of the square root $M^{1/2}$ with white noise random vectors are realizations of the desired random field [56, 57]. This method relies on the fast Fourier transform (FFT). For a $d$-dimensional rectangular mesh containing $N_d^2$ points, the computational requirements are those of an FFT of a vector of dimension $2N^2_d$ per realization [57].

3.2. Simulated annealing

The simulated annealing algorithm is based on the MH algorithm, a step-by-step explanation of which can be found in [52]. In the present case, simulated annealing seeks to minimize the action (10). Clearly, the minimum attainable value is zero. The algorithm consists of the following steps.

(a) Initialize a random pressure that is consistent with the boundary conditions.

(b) Execute the MH algorithm some $M \gg 1$ times. The MH algorithm lowers the value of the action $S$, but also accepts some modifications to the pressure that increase the action. It explores the entire ‘state space’ (the set of values of $S$ as a function of $p(x)$) and does not get stuck in a local minimum of the state space.

(c) After every $N_s \gg 1$ steps, check the value of $S$. When the value of $S$ starts to fluctuate around a constant value, go to step (d).

(d) Adapt the MH accept/reject criterion to ‘accept the change in the action with probability $\min(1, e^{-\delta S/T})$ for some constant $0 < T < 1$’. This is a ‘cooling step’ [58]. The state space is explored in smaller steps than was the case for the standard MH algorithm, while maintaining a constant acceptance rate. The lower the value of $T$, the smaller the steps. In our context, $T$ does not have the interpretation of a temperature, but its effect remains that of slowing down the exploration of state space.

(e) Repeat steps (c) and (d) until the action attains a critically low value $\epsilon_1$, say, $\epsilon_1 = 0.1$.

(f) Employ a modification of the MH algorithm known as the ‘greedy algorithm’, which accepts only changes to the pressure that lower the action, until $S$ dives below a second critical value $\epsilon_2$, say $\epsilon_2 = 10^{-2}$.

To expedite the simulated annealing algorithm, we made use of a technique known as over-relaxation (OR). The idea behind over-relaxation is to choose trial changes that cause significant changes to the pressure field, but only small changes to the action [59, 60]. Such strategic updates combine a thorough exploration of phase space with a high probability of acceptance. Because the action (10) is quadratic, it is possible to calculate an update that leaves the action unchanged, rendering the Metropolis accept/reject step unnecessary. The update

$$p_i^{\text{new}} = 2p_i^* - p_i^{\text{old}}$$

(18)

lies ‘on the other side’ of the minimum of the action: $p_i^*$ is the value of $p_i$ that minimizes $S$, with all other parameters kept fixed. Since the over-relaxation procedure is deterministic, we alternate between OR and regular MH steps to avoid any dependence of the pressure field on its random starting configuration. Here, we exchanged three in four Metropolis sweeps for OR sweeps.
We have used an exponential cooling scheme

$$T^{(k)} = \alpha^k T_i,$$

(19)

where $k$ indicates the cooling step. The MH algorithm was executed $M = 2000$ times for all parameters. For $\sigma^2 \leq 1$, repeating the cooling algorithm $N_s = 3000$ times was found to be a good choice. For $\sigma^2 > 1$, it was necessary to set $N_s = 6000$. To calculate empirical probability density functions for the pressure and flow, we have worked with $N = 10000$ realizations for each parameter set.

In comparing the computational efforts involved in running the FVM method and simulated annealing, we note that both require a permeability field as input. The computational cost associated with the FFT is

$$O(2N_xN_yN_z \log(N_xN_yN_z))$$

(20)

floating point operations (‘flops’). The key calculation in the FVM is a sparse matrix inversion. The sparse matrix solver UMFPACK [61] can solve such an equation in

$$O(N_xN_yN_z \log(N_xN_yN_z))$$

flops. In contrast to the FVM, the simulated annealing requires $O((N_xN_yN_z)^2)$ flops to calculate a pressure realization. One factor $N_xN_yN_z$ arises from the number of lattice sites. The number of required intermediate updates $N_{sep}$ introduces a further factor $N_xN_yN_z$. However, there are techniques whose implementation is likely to decrease the run time considerably, such as the multigrid Monte Carlo (MGMC) method [62–64] and directed sampling [65–67].

4. Results

We have calculated empirical probability densities for the pressure $p$, the flow components $q_x$ and $q_y$, and the total flow $Q_y$ and looked at the effect of the variance of the log-permeability $\sigma^2$. Based on information about boundedness, we have made parametric fits using the choices made in reference [54] for guidance.

All quantities were normalized to facilitate a straightforward interpretation. The Dirichlet boundary conditions were chosen to yield a pressure difference

$$\Delta p = 1 \text{ m.}$$

(22)

The flow components were normalized as

$$q^*_{x,y} = \frac{q_{x,y}}{K_e I_0},$$

(23)

$$Q^*_y = \frac{Q_y}{K_e I_0 A},$$

(24)

where $K_e$ is the theoretical expectation value of the permeability, $I_0 = \Delta p/L_y$ and $A = L_x \times L_z$. Computationally, the normalization was achieved by setting $K_e = 1/(I_0 A)$.

Due to correlations in the permeability, the distributions of pressure and flow are in general not expected to be Gaussian, particularly when the variance of the log-permeability is large. The pressure along the main direction takes values in the interval [0, 1] due to the Dirichlet boundary conditions. Given this constraint and the choice of stochastic model for the permeability, the log-normal distribution,
Figure 1. Pressure statistics for Darcy flow at the center of the domain for the following values of $\sigma^2$: (a) 0.125 (grey), 0.25 (red), 0.5 (blue) and (b) 1.0 (pink), 1.75 (brown), and 2.5 (orange), as listed in table 1. Squares represent the results of the finite-volume method, circles those of simulated annealing.

$$f(x) = \frac{1}{x \sqrt{2\pi} \sigma'} \exp \left[ -\frac{(\log x - \mu')^2}{2(\sigma')^2} \right], \quad (25)$$

is an obvious contender for parametric fits to the pressure.

To visualize the position-dependence of the pressure along the main axis, we show empirical probability density plots at two positions: (0.5X, 0.5Y, 0.5Z), which is the center of the domain (figure 1) and (0.5X, 0.8Y, 0.5Z) (figure 2). The two sets of figures show that the log-normal distribution is most evident near the boundary. Towards the center of the domain, the histograms bear more resemblance to the normal distribution [68], as the generalized central limit theorem predicts [69]. For a more extensive explanation of this theorem in the context of Darcy flow, see reference [22]. These boundary effects increase with the variance of the log-permeability, as can also be observed for the flow.

Like the pressure, the flow along the main axis is subject to a non-negativity constraint, which enforces a one-sided bound. The flow could be negative only in the unlikely event of flow reversal due to a locally very large permeability. The observed values for the cases considered here were non-negative. For the flow, as for the pressure, the shape of the probability density depends on the vicinity to a restricting boundary. We have evaluated the flow in the main direction at the center of the domain. The results are shown in figure 3. One can see that for high values of the log-permeability variance, the flow statistics are most clearly log-normal. This is because the boundary effects are more strongly felt for high values of $\sigma^2$, a pattern that can also be observed by comparing figures 1 and 2. The total flow in the main direction, defined as the average over a cross-section perpendicular to the $y$-axis, is conserved along the $y$-axis. The results can be seen in figure 4. When comparing figures 3 and 4, an obvious difference is that the flow statistics of the total flow approximate the Gaussian distribution more closely. The log-normal distribution tends to the normal distribution in the limit $(\sigma' / \mu')^2 \to 0$. The Gaussian appearance is a result of the averaging over a cross-section that defines the total flow.

Striking features of the transverse flow statistics are the enhanced values near zero and the long and heavy tails, with this behavior being most pronounced for large values of the variance of the log-permeability. Hence, the fits to the probabilities in figure 5 used the probability
Figure 2. Pressure statistics for Darcy flow at the point (0.5X, 0.8Y, 0.5Z) for finite-volume simulations (squares) and simulated annealing (circles) with the values of $\sigma^2$ compiled in table 1.

Figure 3. Normalized flow in the main direction $q^*$ for the values of $\sigma^2$ in table 1, measured at the point (0.5X, 0.5Y, 0.5Z). The log-normal pattern manifests itself most clearly for high values of $\sigma^2$. For these high values, the boundary effects, which dictate the log-normality, have the strongest influence on the flow statistics.

density function for the exponential power law,

$$g(x) = \frac{1}{2\sigma^2 \Gamma(1 + 1/k)} \exp \left[ -\frac{|x - \mu''|^{k}}{(\sigma^2)^2} \right],$$

which includes the Laplace ($k = 1$) and the Gaussian ($k = 2$) distributions as special cases. This choice was also made in [54]). All parametric fits for the parameters \{\mu', \mu'', \sigma', \sigma'', k\} were made using the in-built routine FindFit of Mathematica [70]. In the limit of large variance, the permeability can take a wide range of values. Thus, it will often occur that the flow either continues along its main axis, or is diverted. This behavior is reflected in the statistics by the tails of the distribution.
Figure 4. Normalized total flow in the main direction $Q_y^*$ for the values of $\sigma^2$ stated in table 1. The distribution of $Q_y^*$ resembles that of $q_y^*$ shown in figure 3. Due to the averaging over a cross-section, the distributions appear more Gaussian.

Figure 5. Statistics of the normalized flow in the $x$-direction, $q_x^*$, again for the parameter set given in table 1. The parametric fits of the exponential power distribution reflect the symmetry of the statistics about zero. The tails become heavier for greater values of $\sigma^2$. In the limit $\sigma \gg 1$, the flow either continues along the main axis or ‘hits a wall’ and reverses course. Thus, in this limit, the likelihood of small values for $q_x^*$ is very small.

5. Conclusion and discussion

The rock heterogeneities exert a significant influence on the flow, from the pore scale up to the kilometer scale. Calculation of the Darcy pressure statistics depends on an explicit description of the permeability $K$ at the mesoscopic scale. For this work, we have chosen a log-normal distribution. Simulated annealing can be used to calculate the pressure and flow statistics for any type of realization of the permeability $K$. An alternative to assuming the log-normal distribution could be the use of multiple-point statistics, a method that directly infers the necessary multivariate distributions from training images [71], or copulas, which describe the stochastic structure without reference to the corresponding marginal distributions [72].
We have shown that the action in (10) can be used to apply simulated annealing to calculate Darcy pressure and flow statistics. We have outlined our computational methods in such a way as to make them easily reproducible. Our model was a three-dimensional, bounded domain, with Dirichlet boundary conditions at two ends and no-flow boundary conditions at the remaining four. Our results for the pressure, calculated at two different points in the domain, as well as those for the local and total flow in the main and in a transverse direction behaved qualitatively as expected. Parametric log-normal and exponential power-law fits were made using Mathematica, all of which passed one-sided Kolmogorov–Smirnov tests at the 95% confidence level. At the moment, simulated annealing is not computationally competitive with the finite-volume method. Its runtime may be improved through the use of the multigrid method, however. Most promisingly, it may be possible to apply the renormalization group as an upscaling technique. Such an application would provide a different take on the problem and may enable the user to run coarse but fast simulations to capture the main characteristics of the pressure and flow statistics.

A major challenge is the extension of the present approach to multiphase flow. For two-phase flow a generalized form of Darcy’s law is used:

\[ q_i = -k_{r,i}(S_i)K \nabla p, \]  

(27)

where the subscript i represents the fluid phase (oil or water), \( k_{r,i} \) is the relative permeability, and \( S_i \) is the pore volume fraction of the fluid phase i. The two volume fractions must sum to one. The total velocity is given by the sum of the individual phase velocities:

\[ q = q_o + q_w. \]  

(28)

The rate of change of the saturation \( s \) is given by the conservation equation,

\[ \frac{\partial s}{\partial t} = g(s)q \cdot \nabla s, \]  

(29)

where \( g(s) \) is a nonlinear function. The constraint (2) still holds for an incompressible fluid. Equation (27) is similar to Darcy’s law for single-phase flow. An adaptation of the methodology outlined in this paper should be suited to the solution of (27). The hyperbolic saturation equation (29) poses more problems, in particular because its nonlinear nature leads to the formation of a shock in the solution [73]. Previous studies [74] indicate how a path integral formulation of this equation can be formed, providing an opportunity for future research.
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Appendix. Path integral formulation for Darcy’s law in one dimension

In one dimension, this Darcy’s equation (3) reduces to

\[ \frac{d}{dx} \left( K \frac{dp}{dx} \right) = 0. \]  

(A.1)
Integrating this equation yields,
\[
K \frac{dp}{dx} = -q_0,
\] (A.2)
which is the one-dimensional version of (1).

The permeability follows a log-normal distribution. By writing \( K(x) = e^{L(x)} \), as in (4), \( L(x) \) then follows a multivariate normal distribution with zero mean. Equation (A.2) becomes
\[
\frac{dp}{dx} = -q_0 e^{-L}.
\] (A.3)

The continuous porous medium is now replaced by a lattice of points \( x_1, x_2, \ldots, x_N \) separated by a distance \( \delta x \). The pressure and permeability evaluated at these points are \( p_1, p_2, \ldots, p_N \) and \( L_1, L_2, \ldots, L_N \), respectively. The discretized form of (A.3) is
\[
\frac{p_i - p_{i-1}}{\delta x} = -q_0 e^{-L_i}.
\] (A.4)

This equation establishes a relation between two sets of stochastic variables: the pressures \( \{p_i\} \equiv \{p_1, p_2, \ldots, p_N\} \) and log permeabilities \( \{L_i\} \equiv \{L_1, L_2, \ldots, L_N\} \). The corresponding joint probability densities \( P \) and \( Q \) are related by
\[
P(\{p_i\}) = Q(\{L_i\}) J,
\] (A.5)
where the Jacobian,
\[
J = \det \left( \frac{\partial L_i}{\partial p_j} \right),
\] (A.6)
accounts for the transformation of variables and maintains normalization. Determining the Jacobian is a straightforward calculation, with the result that (A.5) becomes
\[
P(\{p_i\}) = Q(\{L_i\}) \exp \left( \sum_{i=1}^{N} L_i \right),
\] (A.7)
where we have omitted the constant factor \((q_0 \delta x)^{-N}\), which will cancel the same term in the denominator in expressions for averages of the pressure. We now use (A.4) to enforce the relation between the \( \{L_i\} \) and the \( \{p_i\} \) through a Dirac \( \delta \)-function:
\[
P(\{p_i\}) = \int \prod_{i=1}^{N} dL_i Q(\{L_i\}) \exp \left( \sum_{i=1}^{N} L_i \right) \delta \left( \frac{p_i - p_{i-1}}{\delta x} + q_0 e^{-L_i} \right).
\] (A.8)

Thus, we can write the generating functional \( Z(\{u_i\}) \) for connected \( n \)-point correlation functions of the pressure as
\[
Z(\{u_i\}) = \int \prod_{i=1}^{N} dp_i \int \prod_{i=1}^{N} dL_i Q(\{L_i\}) \exp \left( \sum_{i=1}^{N} L_i \right) \times \delta \left( \frac{p_i - p_{i-1}}{\delta x} + q_0 e^{-L_i} \right) \exp \left( \sum_{i=1}^{N} u_i p_i \right).
\] (A.9)
We now use the fact that $Q(\{L_i\})$ is a multivariate Gaussian probability density with zero mean:

$$Q(\{L_i\}) = \frac{1}{(2\pi)^{N/2}\left|\mathbf{C}\right|^{1/2}} \exp\left[-\frac{1}{2} \mathbf{L}^T \mathbf{C}^{-1} \mathbf{L}\right].$$  \hspace{1cm} (A.10)

By carrying out the integral over the $L_i$ before the integral over the $p_i$ (because the random permeability produces quenched disorder for the pressure), (A.9) reduces to

$$Z(\{u_i\}) = \int \prod_{i=1}^{N} dp_i \exp\left[-\sum_{i=1}^{N} \ln\left(\frac{p_{i-1} - p_i}{q_0 \delta x}\right) \right]$$

$$-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \ln\left(\frac{p_{i-1} - p_i}{q_0 \delta x}\right) \left(\mathbf{C}^{-1}\right)_{i,j} \ln\left(\frac{p_{j-1} - p_j}{q_0 \delta x}\right) + \sum_{i=1}^{N} u_i p_i$$

$$\equiv \int \prod_{i=1}^{N} dp_i \exp\left[-S(\{p_i\}) + \sum_{i=1}^{N} u_i p_i\right]$$  \hspace{1cm} (A.11)

in which the action $S(\{p_i\})$ is

$$S(\{p_i\}) = \sum_{i=1}^{N} \ln\left(\frac{p_{i-1} - p_i}{q_0 \delta x}\right) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \ln\left(\frac{p_{i-1} - p_i}{q_0 \delta x}\right) \left(\mathbf{C}^{-1}\right)_{i,j}$$

$$\times \ln\left(\frac{p_{j-1} - p_j}{q_0 \delta x}\right).$$  \hspace{1cm} (A.12)
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