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Abstract

We consider the existence and stability of static configurations of a scalar field in a five dimensional spacetime in which the extra spatial dimension is compactified on an $S^1/Z_2$ orbifold. For a wide class of potentials with multiple minima there exist a finite number of such configurations, with total number depending on the size of the orbifold interval. However, a Sturm-Liouville stability analysis demonstrates that all such configurations with nodes in the interval are unstable. Nodeless static solutions, of which there may be more than one for a given potential, are far more interesting, and we present and prove a powerful general criterion that allows a simple determination of which of these nodeless solutions are stable. We demonstrate our general results by specializing to a number of specific examples, one of which may be analyzed entirely analytically.
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I. INTRODUCTION

The possibility of extra spatial dimensions, hidden from our current experiments and observations through compactification or warping, has opened up a wealth of options for particle physics model building and allowed entirely new approaches for addressing cosmological problems.

In many models, standard model fields are supposed to be confined to a submanifold, or brane, while in other models they populate the entire bulk. Common to both approaches, however, is the inclusion of bulk fields beyond pure gravity, either because they are demanded by a more complete theory, such as string theory, or because they are necessary to stabilize the extra dimensional manifold. Thus, a complete understanding of the predictions and allowed phenomenology of extra dimension models necessarily includes a comprehensive consideration of the configurations of these fields.

The allowed configurations of such bulk fields are determined, naturally, by their equations of motion, subject to the boundary conditions imposed by the particular extra-dimensional model under consideration. These might be periodic boundary conditions, in the case of a smooth manifold, or reflection-symmetric ones in the case of an orbifolded extra dimension.

In this paper, building on our recent letter, we concern ourselves with a class of allowed nontrivial scalar field configurations in orbifielded extra-dimensional models, neglecting gravity. These configurations exist whenever the potential possesses at least two degenerate minima and we show that they may form a finite tower of kink state solutions. We explicitly demonstrate that all but the lowest-lying of these - the ones with no nodes in the interval - are unstable. In addition we identify a general stability criterion for these lowest-lying states, and provide concrete examples for specific convenient choices of potential.

That a finite tower of nontrivial static configurations may exist, with the possibility of multiple stable ones, allows for new phenomena and constraints on the models, and may have wide-ranging implications for the particle physics and cosmological theories constructed around them.

We are currently considering the effects of including gravitational effects on the configurations explored in this paper.
II. GENERAL SCALAR POTENTIAL

Since we are neglecting gravity for the entirety of this paper, our background is a flat 4+1
dimensional spacetime, with coordinates \( x^M \equiv (x^\mu, y) \), with indices \( M, N, \ldots = 0, 1, 2, 3, 5, \mu, \nu, \ldots = 0, 1, 2, 3 \). The extra dimension \( x^5 \equiv y \) is compactified on an orbifold \( S_1/Z_2 \) defined
by \( y \in (0, \pi R) \), with size \( \pi R \) assumed to be fixed.

Propagating on this background, we consider a real scalar field defined by the action
\[
S = \int d^5x \left[ \frac{1}{2} \eta^{MN} \partial_M \phi(x, y) \partial_N \phi(x, y) - V(\phi) \right].
\]
(1)

Because of the orbifolded geometry, we can demand that the scalar field \( \phi(x, y) \) be odd under
\( Z_2 \) reflections along the extra coordinate (i.e. \( \phi(x, y) = -\phi(x, -y) \)).

To ensure this, we require that the potential \( V(\phi) \) be invariant under the discrete symmetry \( \phi \to -\phi \) and, to simplify notation, we also choose the potential to vanish at \( \phi = 0 \). We will be particularly interested in potentials which possess multiple degenerate minima, the simplest examples of which are those with two degenerate global minima at \( \phi = \pm v \) with \( v \neq 0 \).

A. Properties of Static Solutions

We seek static field configurations \( \phi_A(y) \), parametrized by their amplitudes \( A \), which extremize the action, and with nontrivial \( y \)-dependence, subject to the appropriate boundary
conditions, namely \( \phi_A(0) = 0 \) and \( \phi_A(\pi R) = 0 \).

The field equation satisfied by such solutions is
\[
\phi''_A - \frac{\partial V}{\partial \phi_A} = 0 ,
\]
(2)

where a prime denotes a derivative with respect to \( y \). It is easily seen that there exists a first integral, given by
\[
\frac{1}{2} \phi_A'^2 + U(\phi_A) = E_A.
\]
(3)

where \( U(\phi) = -V(\phi) \) and \( E_A \) is a constant. This choice of nomenclature will be convenient
for much of this paper, since it is helpful to think of this problem as that of the position
\( \phi(y) \) of a particle rolling in time \( y \) without friction in the inverted potential \( U(\phi) \) (see
Figure [I]).
FIG. 1: Mechanical Analogy: Periodic solutions of a particle in the potential \( U(\phi) = -V(\phi) = (\mu^2/2)\phi^2 - (\lambda/4)\phi^4 \) (here with \( \mu^2 = 2 \) and \( \lambda = 1 \)) exist when the total energy of the particle lies between \( E_{\text{max}} = \frac{\mu^4}{16} \) (top of the inverted potential) and \( E_{\text{min}} = 0 \). A particle with energy \( E_A \) will undergo a periodic motion of period \( T \), understood as the length of the extra-dimension. Note that this is precisely the potential used in our first example (44).

Since the potential \( U(\phi) \) vanishes at \( \phi = 0 \) and the solution \( \phi_A(0) \) also vanishes at \( y = 0 \), by evaluating (3) at \( y = 0 \) we see that \( E \) is determined by the value of the kink derivative \( \phi_A'(y) \) at \( y = 0 \) via \( 2E = \phi_A'^2(0) \) (in the mechanical analogy, \( E \) is the total energy of the system, which at \( y = 0 \) is all kinetic energy).

We may rewrite (3) as
\[
\frac{1}{2} \phi_A'^2 - V(\phi_A) = -V(A),
\]
in which we use the fact that the total energy of the system is equal to the potential energy evaluated at the point where the magnitude of the background solution attains its maximum value, its amplitude \( A \).

Through the mechanical analogy, it is relatively straightforward to see that periodic solutions can only exist for \( A < \phi_{\text{min}} \), where \( \phi_{\text{min}} \) is the global maximum of \( U(\phi) \) (or the global minimum of \( V(\phi) \)).

Since the amplitude \( A \) parametrizes the different possible nontrivial solutions, it will prove useful to write \( \phi_A \equiv \phi_A(y, A) \).

In this notation, we may write the period \( T(A) \) of the solution \( \phi_A(y, A) \) as
\[
T(A) = 2\sqrt{2} \int_0^A \frac{dX}{\sqrt{V(X) - V(A)}},
\]
which must be related to the radius \( R \) of the extra dimension.
As noted in [25], the physical size $\pi R$ of the extra dimension does not need to be equal to the half period $T/2$ of the background solution $\phi_A(y)$, but rather must be a multiple of it

$$2\pi R = (\ell + 1) T ,$$ (6)

with $\ell = 0, 1, \ldots, \ell_{\text{max}}$ an integer. Solution(s) with $\ell = 0$ will be nodeless in the interval $(0, \pi R)$, while solutions with $\ell > 0$ will have $\ell$ nodes between the two boundaries of the orbifold $0$ and $\pi R$.

Any solution $\phi_A(y)$ that vanishes at the two fixed points of the orbifold $y=0$ and $y=\pi R$, must have vanishing derivative $\phi'_A(y)$ at at least one intermediate value of $y$.

The symmetry of the potential implies that the points $y = m_\ell \frac{T}{4(\ell+1)}$, where $m_\ell = 1, 2, \ldots, 2\ell + 1$, are always such special points i.e.

$$\phi'_A \left[ \frac{m_\ell \frac{T}{4(\ell+1)}} \right] = 0 .$$ (7)

At all these points, the magnitude of the background solution attains its maximum value $A$.

Let us now assume that the radius $R$ of the extra dimension is fixed\textsuperscript{1}. As we have already mentioned and we shall see, there are, in general, multiple nontrivial background solutions corresponding to a given radius, with the precise number depending on the specific choices of the potential $V(\phi)$ and on the radius $R$. We will identify two classes of solutions among these; background solutions with nodes, and those that are nodeless.

**B. Enumerating Solutions**

The physical size of the extra dimension is related to the period of the background solution $\phi_A(y)$ by [6].

To see that the maximum number of nodes $\ell_{\text{max}}$ is finite and provides a lower bound on the maximum number of independent nontrivial solutions, consider the period function $T(A)$ and focus once again on the mechanical analogy. When the potential $U(\phi)$ has a local minimum at $\phi = 0$ (as in Figure[1]), it is clear that in the limit $A \rightarrow 0$ the period of a nontrivial solution to Eq. [3] will be determined purely by the quadratic part of the potential $U(\phi)$, i.e. $T(0) = \frac{2\pi}{\mu^2}$, where $\mu^2 = \left. \frac{\partial^2 U}{\partial \phi^2} \right|_{\phi=0}$. This is because $\phi$ must remain small in that limit.

\textsuperscript{1} We will assume that some mechanism fixes and stabilizes $R$ without affecting anything else in the setup.
and one can neglect higher order terms in the potential \( U(\phi) \) leaving only the quadratic term. In this limit the system becomes a simple harmonic oscillator, with frequency set by the quadratic coefficient of the potential.

As the amplitude \( A \) is increased, the period \( T(A) \) may increase or decrease, but can never decrease to zero (since the “time” it takes to complete a period can never be zero).

When the potential \( U(\phi) \) has a local maximum at \( \phi = 0 \), nontrivial solutions with an amplitude \( A \rightarrow 0 \) do not exist. There will be a minimum value of \( A \) for which nontrivial solutions exist, and the period \( T(A) \) will diverge at that value.

Note also that, if we allow \( A \) to approach the value of \( \phi \) at a different local maximum, the period \( T(A) \) once again diverges.

Thus, in all cases there exists a global minimum of \( T(A) \) that we denote by \( T_{\text{min}} \). For fixed \( R \), nontrivial solutions exist only if \( T_{\text{min}} \leq 2\pi R \). It follows that in a size \( 2\pi R \) there exist at least \( \ell_{\text{max}} \) nontrivial solutions, where

\[
\ell_{\text{max}} = IP \left( \frac{2\pi R}{T_{\text{min}}} \right) - 1 \tag{8}
\]

and \( IP(x) \equiv \text{IntegerPart}(x) \) gives the largest integer less than or equal to \( x \).

A nontrivial solution \( \phi_{A,\ell}(y) \) contains \( \ell \) nodes in the orbifold interval. Note that we have now used the number of nodes \( \ell \) along with the amplitude \( A \) to parametrize the solutions.

It is, as we shall see explicitly later, possible that there exist two or more solutions with different amplitudes, \( A_1 \) and \( A_2 \), say, but with the same period \( T(A_1) = T(A_2) \). In particular, since, as we have argued, the function \( T(A) \) has a global minimum, if the physical size of the extra dimension is \( 2\pi R = T(A_1) = T(A_2) \) there exist two nodeless nontrivial kink solutions to our problem.

### III. STABILITY OF NONTRIVIAL SOLUTIONS

For a given potential \( V(\phi) \) and a given size \( \pi R \) of the orbifold interval, we have shown how to enumerate and construct all possible nontrivial static configurations of our scalar field \( \phi \). The existence of these configurations is somewhat interesting in its own right, but their physical relevance will depend on their stability properties.

To study this, we begin by adding small perturbations around a given solution \( \phi_{A,\ell}(y) \)
of (2), writing
\[ \phi(x, y) = \phi_{A, \ell}(y) + \varphi(x, y), \] (9)
where we are again parametrizing the background solution with its amplitude \( A \) and its number of nodes \( \ell \). The 5D Lagrangian then becomes, up to terms quadratic in the perturbations
\[ \mathcal{L}^{(5)} = \mathcal{L}^{(5)}_{A, \ell} + \frac{1}{2} \partial^\mu \varphi(x, y) \partial_\mu \varphi(x, y) - \frac{1}{2} \varphi(x, y) \left[ -\frac{d^2}{dy^2} + \frac{\partial^2 V}{\partial \varphi^2} \bigg|_{\phi_{A, \ell}} \right] \varphi(x, y) + \ldots \] (10)
where \( \mathcal{L}^{(5)}_{A, \ell} \) is the lagrangian density corresponding to the background solution.

From this Lagrangian we may obtain the equations of motion of the field \( \varphi(x, y) \). Writing \( \varphi(x, y) = \varphi_x(x) \varphi_y(y) \) these become
\[ \square \varphi^n_x(x) = -M^2_n \varphi^n_x(x) \] (11)
\[ -\varphi''_y(y) + q(y) \varphi^n_y(y) = M^2_n \varphi^n_y(y) \] (12)
where
\[ q(y) = \frac{\partial^2 V}{\partial \varphi^2} \bigg|_{\phi_{A, \ell}}. \] (13)

These are the equations of motion of a tower of 4-dimensional scalar fields \( \varphi^n_x(x) \) with squared masses \( M^2_n \) and with extra-dimensional profile functions \( \varphi^n_y(y) \), which are determined by solving (12).

A. Instability of Solutions with Nodes in the Interval \((0, \pi R)\)

A useful result for dealing with those solutions with nodes is obtained by taking the derivative of the equation for the background solution (2), yielding
\[ \phi'''_{A, \ell}(y) - \left( \frac{\partial^2 V}{\partial \varphi^2} \bigg|_{\phi_{A, \ell}(y)} \right) \phi'_{A, \ell}(y) = 0. \] (14)

Comparing Equations (14) and (12) we see that the derivative \( \phi'_{A, \ell}(y) \) of the background solution can be identified as a massless \( (M^2_n = 0) \) solution to (12), but with Neumann boundary conditions rather than the Dirichlet ones we require \(^2\).

\(^2\) This should not come as a big surprise, since it is just the translation mode, the masslessness of which is a reflection of translation symmetry\[45, 46\]. It cannot be a physical solution since translation invariance is broken in the orbifold.
We now appeal to the general theory of eigenvalues of the Sturm-Liouville problem with Dirichlet (D), periodic (P), semiperiodic (S), and Neumann (N) boundary conditions. That theory contains the following chain of inequalities

\[ \lambda_0^N \leq \lambda_0^P < \lambda_0^S \leq \{ \lambda_1^D, \lambda_1^N \} \leq \lambda_1^P \leq \{ \lambda_1^D, \lambda_1^N \} \leq \cdots \]

relating the towers of eigenvalues corresponding to each different eigensolution \( \varphi_D, \varphi_P, \varphi_N \) and \( \varphi_S \) defined by each type of boundary condition.

Applying this to any scalar configuration \( \phi_{A,\ell}(y) \) with greater than the minimal periodicity \( (\ell > 0) \), we see that the associated derivative \( \phi_A'(y) \), obeying Neumann boundary conditions, will have multiple nodes in the interval \((0, \pi R)\). Thus we may identify it as the eigensolution \( \varphi_N^i(y) \), with \( i \geq 2 \), with its masslessness (from comparing (14) and (12)) implying that the corresponding eigenvalue obeys \( \lambda_i^N = 0 \).

However (15) implies that \( \lambda_2^N > \lambda_0^D \). Therefore, if \( \lambda_i^N = 0 \) for some \( i \geq 2 \), then there exists at least one \( (\lambda_0^D) \) eigenvalue of the Dirichlet problem, and possibly more, that are negative!

Thus, all static solutions with nodes in the interval are unstable.

B. Stability of Nodeless Solutions

We now turn our attention to the study of perturbations around a solution \( \phi_A(y) \) with no nodes in the interval \((0, \pi R = T/2)\) (and therefore parametrized only by the amplitude \( A \)). We focus on the sign of the eigenvalue \( \lambda \) of the lowest eigenfunction of equation (12), which we rewrite as

\[ \varphi''(y) - [q(y) - \lambda] \varphi(y) = 0 \]

where \( \lambda = M_0^2 \), and \( \varphi(y) \) is the lowest lying eigensolution, which obeys the Dirichlet boundary conditions \( \varphi(0) = \varphi(T/2) = 0 \).

An important step in our proof of stability will be the study of the massless scalar excitations. We have already identified one such solution, \( \varphi_N^1(y) = \phi_A'(y) \), the derivative of the background profile, but it is not a physical one, since it satisfies Neumann boundary...
conditions instead of Dirichlet ones. Nevertheless, this solution does allow us to construct a second, linearly independent solution via

\[ \varphi_2(y) = \varphi_1^N(y) \int_0^y \frac{ds}{\varphi_1^N(s)^2} = \phi'_A(y) \int_0^y \frac{ds}{\phi_A^2(s)} \]  

(17)

This solution automatically satisfies a Dirichlet boundary condition at \( y = 0 \), but to identify it as a physical solution, we need to establish the circumstances under which it obeys such a condition at \( y = T/2 \).

In this regard, it is useful to note that equation (16), with \( \lambda = 0 \), is in the form of the Hill equation, for which the following theorem (see, for example [47]) holds

Let \( Y_1(t) \) and \( Y_2(t) \) be two differentiable solutions of the Hill equation

\[ Y''(t) + Q(t) Y(t) = 0 \]  

(18)

with \( Q(t) = Q(t + T/2) \), uniquely determined by the conditions,

\[
\begin{align*}
Y_1(0) &= 1, \quad Y_1(0)' = 0, \\
Y_2(0) &= 0, \quad Y_2(0)' = 1.
\end{align*}
\]

(19)

When \( Q(t) = Q(-t) \) and when \( Y_1'(T/2) = 0 \) and \( Y_1(T/2) = -1 \), then

\[ Y_2(T/2) = 0 \iff Y_2(T/4)' = 0 \]  

(20)

This means that, assuming that \( Q(t) \) is even, and that the solution \( Y_1(t) \) satisfies \( Y_1(0) = 1, \ Y_1(T/2) = -1, \ Y_1(T/4) = 0 \) and its derivative \( Y_1'(y) \) satisfies \( Y_1'(0) = Y_1'(T/2) = 0 \), then \( Y_2(t) \) will obey Dirichlet boundary conditions at \( t = 0 \) and \( t = T/2 \), if and only if it obeys a Dirichlet boundary condition at \( t = 0 \) and a Neumann one at \( t = T/4 \).

This theorem applies precisely to our problem – equation (16) with \( \lambda = 0 \), \( Q(t) \equiv -q(y) \), and where the function \( q(y) \) is even in \( y \) due to the symmetry of the potential \( V(\phi) \). Thus, we infer that \( \varphi_2(y) \) will be a physical solution if and only if it obeys a Dirichlet condition at \( y = 0 \) and a Neumann one at \( y = T/4 \). As it turns out, this condition at \( y = T/4 \) is simpler to study than the one at \( T/2 \).

Our problem is therefore mapped to that of identifying parameter values for which \( \varphi_2'(T/4) = 0 \).

Differentiating equation (17) gives

\[ \varphi'_2(y) = \phi''_A(y) \int_0^y \frac{ds}{\phi_A^2(s)} + \frac{1}{\phi_A'(y)} \]  

(21)
and so our condition for the existence of a massless scalar excitation is

\[ \phi''_A(T/4) \int_0^{T/4} \frac{ds}{\phi'_A(s)} + \frac{1}{\phi'_A(T/4)} = 0 \quad \text{(22)} \]

The two terms separately formally diverge, but this divergence must cancel when they are added together.

Now recall our expression (5) for the period \( T(A) \) of a solution as a function of the amplitude \( A \). Taking a derivative with respect to \( A \) yields

\[ \frac{dT}{dA} = \frac{\partial V(A)}{\partial A} \left. \int_{0}^{A} \sqrt{2} \frac{dX}{(V(X) - V(A))^2} + \frac{2\sqrt{2}}{\sqrt{V(X) - V(A)}} \right|_{X \rightarrow A} \quad \text{(23)} \]

and using (2) and (4) we may rewrite this as

\[ \frac{dT}{dA} = 4 \left( \frac{1}{\phi'_A(T/4)} + \phi''_A(T/4) \int_0^{T/4} dy \frac{dy}{\phi'_A(s)} \right) \quad \text{(24)} \]

or simply

\[ \frac{dT}{dA} = 4 \varphi'_2(T/4) \quad \text{(25)} \]

Thus, a massless scalar excitation around a background solution of equation (2), with amplitude \( A_c \), exists if and only if the derivative \( dT/dA \) of the period function \( T(A) \) vanishes at \( A = A_c \). Moreover, this nodeless massless excitation will be the lowest eigenvalue solution of the problem.

Let us now return to solutions with non-zero eigenvalues. The Rayleigh-Ritz variational result applied to (16) yields an expression for the eigenvalue \( \lambda \) in terms of the eigenfunction \( \varphi(y) \)

\[ \lambda = \frac{\int_0^{T/2} (\varphi'(y)^2 + q(y)\varphi(y)^2) \, dy}{\int_0^{T/2} \varphi(y)^2 \, dy} \quad \text{(26)} \]

Because the potential \( q(y) \) satisfies \( q(y + T/2) = q(y) \) and is symmetric around \( y = 0 \) and \( y = T/4 \), it is sufficient to consider the half interval \((0, T/4)\), since the eigenfunctions will be either symmetric or antisymmetric around \( y = T/4 \).

Thus

\[ \lambda = \frac{2}{N} \int_0^{T/4} (\varphi'(y)^2 + q(y)\varphi(y)^2) \, dy \quad \text{(27)} \]
where \( N = 2 \int_0^{T/4} \varphi(y)^2 \, dy \).

Now assuming that the eigenvalue \( \lambda \) and the eigenfunction \( \varphi \) are differentiable with respect to the amplitude parameter \( A \), one can show that

\[
\frac{\partial \lambda}{\partial A} \bigg|_{A=A_c} = \frac{2}{N} \int_0^{T/4} \varphi^2 \frac{\partial q}{\partial A} \bigg|_{A=A_c},
\]

where \( A_c \) is such that \( \frac{dT}{dA} \bigg|_{A=A_c} = 0 \) and therefore is an amplitude for which the lightest scalar excitation around the kink solution is massless.

The variation of \( q(y) \) with \( A \) can be written as

\[
\frac{\partial q}{\partial A} = - \frac{\partial V}{\partial A} \left( \frac{\partial^2 V}{\partial \phi^2} \right)' I(y),
\]

where

\[
I(y) = \int_0^y \frac{ds}{\phi'^2(s)}.
\]

Thus

\[
\frac{\partial \lambda}{\partial A} \bigg|_{A=A_c} = - \frac{2}{N} \frac{\partial V}{\partial A} \beta_{A_c},
\]

where we have defined the integral \( \beta_{A_c} \)

\[
\beta_{A_c} = \int_0^{T/4} \left( \frac{\partial^2 V}{\partial \phi^2} \right)' \phi'^2 I^3 \, dy,
\]

which may be integrated by parts successively to give

\[
\beta_{A_c} = \frac{\partial^2 V}{\partial A^2} I(T/4) - \frac{I(T/4)}{\phi'^2(T/4)} + 3 \int_0^{T/4} \frac{dy}{\phi'^4}. \tag{33}
\]

Putting all this together then yields

\[
\frac{\partial \lambda}{\partial A} \bigg|_{A=A_c} = - \frac{2}{N} \frac{\partial V}{\partial A} \left[ \frac{\partial^2 V}{\partial A^2} \left( \frac{\partial V}{\partial \phi} \right)^2 - \frac{I(T/4)}{\phi'^2(T/4)} + 3 \int_0^{T/4} \frac{dy}{\phi'^4} \right]. \tag{34}
\]

To complete the proof, now consider the second derivative of the period function \( T(A) \), evaluated at \( A = A_c \)

\[
\frac{d^2T}{dA^2} \bigg|_{A=A_c} = 4 \frac{\partial^2 V}{\partial A^2} I(T/4) - 4 \left( \frac{\partial V}{\partial A} \right)^2 \frac{I(T/4)}{\phi'^2(T/4)} + 12 \left( \frac{\partial V}{\partial A} \right)^2 \int_0^{T/4} \frac{dy}{\phi'^4}. \tag{35}
\]

Comparing this to (34) evaluated at \( A = A_c \), we obtain our final result

\[
\frac{\partial \lambda}{\partial A} \bigg|_{A=A_c} = - \frac{1}{2N} \frac{1}{\frac{\partial V}{\partial A}} \left( \frac{d^2T}{dA^2} \right) \bigg|_{A=A_c}. \tag{36}
\]

This is our central result, and the proof of stability follows:
• We have demonstrated that at points $A = A_c$ at which $dT/dA$ vanishes, the lightest scalar excitation is massless.

• We have also proved that at $A = A_c$, since $-\partial V/\partial A > 0$, the sign of the derivative with respect to $A$ of the lightest eigenvalue is entirely determined by the sign of $\left.\frac{d^2T}{dA^2}\right|_{A_c}$.

• This means that for any nontrivial background solution of amplitude $A$, the sign of $\lambda$ will be the same as the sign of $dT/dA$. To see this, consider an interval $A \in (A_{c_1}, A_{c_2})$, over which $T(A)$ is a continuous function of $A$, and where $A_{c_1}$ and $A_{c_2}$ are two consecutive critical values at which $dT/dA$ vanishes, but at which $\left.d^2T/dA^2\right|$ is nonzero.

  If $dT/dA > 0$ inside that interval (except perhaps at points of inflection) then $\left.\frac{d^2T}{dA^2}\right|$ is strictly positive at $A_{c_1}$, and therefore $d\lambda/dA$ is also strictly positive there. Thus in this case $\lambda$ is positive in the whole interval. If, on the other hand, $dT/dA < 0$ inside the interval, then by an identical argument, $\lambda$ must also be negative.

  It remains to point out that, in the case in which there exists a single critical value of $A$ in a region over which $T(A)$ is continuous, then the above argument still holds, but with the point $A_{c_2}$ replaced by the value of $A$ at which $T(A)$ becomes singular.

We have thus established our general stability criterion: A static, nodeless solution $\phi_{A_*}(y)$ to equation (2), with amplitude $A_*$, and period $T(A_*)$, and satisfying $\phi_{A_*}(0) = \phi_{A_*}(T/2) = 0$, is stable if and only if

$$\left.\frac{dT}{dA}\right|_{A=A_*} > 0 .$$

(37)

Before moving on to some examples, it is worth discussing what happens when we perturb around the trivial solution $\phi_A(y) = 0$. We have seen that there exists a minimal size $\pi R = T_{\text{min}}/2$ of the orbifold interval for which one can find nontrivial static solutions. When the size of the orbifold is smaller than that critical size, the only static background solution possible is the trivial one.

In this case (12) becomes

$$\varphi''(y) - (\mu^2 - M_n^2) \varphi^n(y) = 0 ,$$

(38)

where $\mu^2 = \frac{\partial^2 V}{\partial \varphi^2} |_{\varphi=0}$ may be either positive or negative.
A general solution to this equation is
\[ \varphi^n(y) = C \cos \left( \sqrt{M_n^2 - \mu^2} \right) y + D \sin \left( \sqrt{M_n^2 - \mu^2} \right) y. \] (39)

Imposing the Dirichlet boundary condition at \( y = 0 \) requires that \( C = 0 \), and imposing the same at \( y = \pi R \) yields
\[ M_n^2 = \frac{(n + 1)^2}{R^2} + \mu^2. \] (40)

The stability of the trivial solution depends on the sign of \( M_0^2 \) and is guaranteed when \( \mu^2 > 0 \). However, even if \( \mu^2 < 0 \) the solution will be stable as long as \( |\mu^2| < \frac{1}{R^2} \).

This result is quite interesting since it becomes clear now that the trivial solution must be treated carefully given that it can be part of the group of stable static solutions to equation (2). The stability of the trivial solution \( \phi_A(y) = 0 \) depends on \( R^2 \) being smaller than \( \frac{1}{|\mu|} \), so as long as the potential \( V(\phi) \) allows the existence of nontrivial stable kink solutions with period \( T < \frac{2\pi}{|\mu|} \), then these solutions will coexist with the trivial solution as the complete set of static classically stable configurations.

IV. ENERGY DENSITY OF NONTRIVIAL CONFIGURATIONS

Since, as we have shown, it is possible for there to exist multiple nodeless and classically stable configurations, we would like to compute the energies of each of these in order to determine the vacuum state of our extra dimensional scalar. This is because quantum mechanical effects will make the highest energy configurations metastable, eventually decaying into the lowest energy configuration, which should then be treated as the true vacuum.

Making explicit once again the dependence on the amplitude parameter \( A \), the energy of a static configuration is
\[ E(A) = 2 \int_0^{T_A/2} \left( \frac{1}{2} \phi_A'^2 + V(\phi_A) \right) dy, \] (41)
where again, for simplicity, we assume that \( V(0) = 0 \).

Using (4) this becomes
\[ E(A) = T(A)V(A) + 4\sqrt{2} \int_0^A \sqrt{V(\phi) - V(A)} \, d\phi, \] (42)
from which we obtain
\[ \frac{\partial E}{\partial A} = \frac{\partial T}{\partial A} V(A) \] (43)
where we have used the definition of $T(A)$ in (5).

Now, $V(\phi)$ is always negative when evaluated at an amplitude $A$ at which there exists a nontrivial solution. Also, when such as solution is stable, we have already shown that $\frac{\partial T}{\partial A} > 0$.

Therefore, over any range of $A$ for which $T(A)$ is a continuous function, $\frac{\partial E}{\partial A} < 0$, when evaluated on a stable nontrivial configuration. A possibly interesting corollary of this result is that if one were to consider the equivalent solution on an interval of slightly larger size, this would inevitably have a higher amplitude and therefore a lower energy density. Thus, the energy density of a given solution is lowered by making the interval larger. This may have important ramifications for the stabilization of extra dimensions, which we have not considered here, but are pursuing in other work.

V. EXAMPLES

After this rather general and formal treatment of the stability properties of static solutions, we now turn to some concrete examples with which to better understand the results.

A. Example 1: Mexican-Hat Potential

Our first example is exactly solvable, and the existence of the relevant solutions has been thoroughly studied in [25]. Consider the potential

$$V_1(\phi) = -\frac{\mu^2}{2}\phi^2 + \frac{\bar{\lambda}}{4}\phi^4,$$

where $[\mu] = [\bar{\lambda}]^{-1} = \text{(Mass)}$.

It is easy to see that for $E = \frac{\mu^4}{4\bar{\lambda}}$ one obtains non-trivial solutions known as the kink and anti-kink

$$\phi_{(anti-)}\text{kink}(y) = \pm \frac{\mu}{\sqrt{\bar{\lambda}}} \tanh \left[ \frac{\mu}{\sqrt{2}} (y - y_o) \right],$$

where the kink location $y_o$ should be set to zero because of the boundary conditions of the scalar field. This solution interpolates along the (now infinite) extra dimension between the constant background solutions $\phi_{\pm} \equiv \pm \mu/\sqrt{\bar{\lambda}}$.

For $0 < E < \frac{\mu^4}{4\bar{\lambda}}$, we can still integrate (4) to obtain

$$\phi_k(y) = \pm \frac{\mu}{\sqrt{\bar{\lambda}}} \sqrt{\frac{2k^2}{k^2 + 1}} \text{sn} \left( \frac{\mu}{\sqrt{k^2 + 1}} y, k^2 \right),$$

where $\text{sn}(u, k)$ is the Jacobian elliptic function.
FIG. 2: For this example of the potential, given by (44), we plot the inverted Potential $U_1(\phi) = -V_1(\phi)$, choosing $\mu^2 = 2$ and $\bar{\lambda} = 1$ (top), the period function $T_1(A)$ (middle) and the energy $E_1(A)$ (bottom). There exists a unique, nodeless solutions, here labeled as $J$, which is stable. In the shaded regions there are no solutions with the appropriate boundary conditions.

where

$$k^2 = \frac{\mu^2 - \sqrt{\mu^4 - 4\lambda E}}{\mu^2 + \sqrt{\mu^4 - 4\lambda E}}$$

(47)

and $\text{sn}(x, k^2)$ is the Jacobi Elliptic Sine-Amplitude, parametrized by the elliptic modulus $k$ (a real parameter such that $0 < k < 1$). Its period is $4K$, where

$$K(k^2) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}$$

(48)

is the complete elliptic integral of the first kind.

While the above notation provides a natural way to think about this equation, it is convenient (and simple) to rewrite the solutions in terms of the amplitude parameter $A$, for
FIG. 3: The single stable solution (point J in figure 2) for the potential (44). Here we have chosen $T_1 = 2\pi R \simeq 13.2$.

consistency with the notation of the previous sections, as

$$\phi_a(y) = A \sn \left( \sqrt{\mu^2 + \frac{\lambda}{2} A^2 y}, \; k^2 \equiv \frac{A^2}{2\mu^2 + A^2} \right),$$

where the relationship between the amplitude $A$ and the constant of integration $E$ is

$$A^2 = \frac{\mu^2 - \sqrt{\mu^4 - 4\lambda E}}{\lambda}.$$  \hspace{1cm} (50)

In this example the total number of nontrivial solutions is given by $n_{\text{max}} = \text{IP}(\mu R) - 1$. Since $\mu$ is a fixed parameter of the scalar potential and $R$ is the fixed radius of the extra dimension, $n_{\text{max}}$ is completely specified by the model.

The complete set of static nontrivial background solutions consistent with the boundary conditions, for the potential (44) is then

$$\phi_{k_n}(y) = \pm \frac{\mu}{\sqrt{\lambda}} \sqrt{\frac{2k_n^2}{k_n^2 + 1}} \sn \left( \frac{\mu}{\sqrt{k_n^2 + 1}} y, \; k_n^2 \right),$$

where $n$ is an integer such that $0 \leq n \leq n_{\text{max}}$.

The solution with lowest energy, and no nodes in the interval, will be $\phi_{k_0}(y)$ (using $k$ as an equivalent label to $A$) and is plotted in Fig. (3). The rest of solutions $\phi_{k_n}(y)$ will have nodes and increasing energy. And thanks to our general stability argument they will be unstable.

Note that the radius $R$ of the extra dimension is related to $k_0$ by

$$2\pi R = \frac{4}{\mu} \sqrt{k_0^2 + 1} K(k_0^2) \hspace{1cm} (52)$$
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In [25] the spectrum and eigenfunctions of the first few scalar excitations around the nodeless background $\phi_{k_0}(y)$ were found. In our case the lowest-lying state is

$$\varphi_0(y) = \text{sn}\left(\sqrt{\mu^2 + \frac{\lambda}{2} A^2} y, \ k^2 \equiv \frac{A^2}{2\mu^2 + A^2}\right) \times \text{dn}\left(\sqrt{\mu^2 + \frac{\lambda}{2} A^2} y, \ k^2 \equiv \frac{A^2}{2\mu^2 + A^2}\right),$$

(53)

where both sn and dn are Jacobi elliptic functions. The mass eigenvalue of this lowest lying excitation is then given by

$$\lambda \equiv M_0^2 = \frac{3\lambda}{2} A^2.$$ 

(54)

which is always positive, demonstrating, as expected, the stability of this solution.

B. Example 2: Distorted Mexican Hat

Even with just two degenerate minima, there exists the possibility for richer structure than in the simple model we have just studied. To see this, consider a second potential

$$V_2(\phi) = -\phi^2 + \frac{5}{26} \phi^4 - \frac{1}{54} \phi^6 + \frac{1}{2000} \phi^8,$$

(55)

in which we have set all dimensionful parameters to unity.

As in the previous example, this potential has only two degenerate minima, $\phi = \pm \phi_0$ at which $\frac{\partial V_2}{\partial \phi} = 0$ and $\frac{\partial^2 V_2}{\partial \phi^2} > 0$. However, the crucial difference here is that the second derivative of $V_2(\phi)$ vanishes at two additional field values.

This is enough to allow, for a certain range of choices of $\pi R$, the existence of multiple nodeless solutions, illustrated by the points $L$, $M$ and $N$ on the middle plot of figure[4]. Our stability criterion then allows us to immediately conclude that the solutions $L$ and $N$ are stable, while solution $M$ is unstable. These stable solutions are shown in figure[5].

The bottom plot of figure[4] represents the energy of solutions as a function of amplitude and shows that the allowed nodeless solution with higher amplitude ($N$ in this case) has the lower energy.
FIG. 4: For this example of the potential, given by (55), we plot the inverted Potential $U_2(\phi) = -V_2(\phi)$ (top), the period function $T_2(A)$ (middle) and the energy $E_2(A)$ (bottom). There exist three distinct nodeless solutions, here labeled as $L$, $M$ and $N$, with different values of the amplitude $A$, but with the same period. The solution at $M$ is unstable, while those at $L$ and $N$ are stable. Further, by integrating (42) we find that $N$ is of lower energy than $L$. In the shaded regions there are no solutions with the appropriate boundary conditions.

C. Example 3: Many Local Minima

Before concluding, let us provide a more complicated example

$$V_3(\phi) = -\phi^2 - 5\phi^4 + \frac{5}{2}\phi^6 - \frac{1}{3}\phi^8 + \frac{1}{11}\phi^{10},$$

(56)

in which we have set all dimensionful parameters to unity. This potential possesses a pair of degenerate local minima at $\phi = \pm\phi_1$ and a distinct pair of degenerate global minima at $\phi = \pm\phi_2$.

In this case there are two separate intervals of the amplitude $A$ for which there exist nontrivial solutions, as seen in Figure 6. With the choice $2\pi R = 2.6$, the middle plot shows
FIG. 5: The two stable solutions (points $L$ and $N$ in figure 4) for the potential (55). The solution at point $N$, with the larger amplitude, $A(N)$, has the lower energy. Here we have chosen $T_2 = 2\pi R = 7$.

that there are 4 nodeless solutions $P$, $Q$, $R$ and $S$. Only two of them, $Q$ and $S$, shown in Figure 7 will be stable according to our stability condition and we find that the larger amplitude solution $S$ has the lower energy.

VI. CONCLUSIONS AND OUTLOOK

A thorough understanding of the implications of extra dimensional models requires us to investigate not only perturbative phenomena, but also the allowed distinct background configurations of brane and bulk fields. In infinite dimensions, it is well-known that scalar fields with vacuum manifolds with particular topological properties can give rise to topologically distinct sectors of the theory, characterized by the soliton number. In a compact dimension, the situation is more subtle, since the boundary conditions can affect the stability of configurations identified in the infinite size limit.

In this paper we have studied static, background configurations of scalar fields in constructions in which the bulk space is an $S^1/Z_2$ orbifold - an interval with reflection-symmetric boundary conditions. We have performed a general stability analysis of such configurations, demonstrating that all solutions with nodes in the interval are unstable. We have also derived a powerful general criterion with which to determine the conditions under which nodeless solutions are stable.

In many cases, there are multiple nodeless solutions, in which case we need to determine which one is the vacuum state of the theory by computing its associated energy density.
FIG. 6: For this example of the potential, given by (56), we plot the inverted Potential $U_3(\phi) = -V_3(\phi)$ (top), the period function $T_3(A)$ (middle) and the energy $E_3(A)$ (bottom). There exist four distinct nodeless solutions, here labeled as $P$, $Q$, $R$ and $S$, with different values of the amplitude $A$, but with the same period. Those at $P$ and $R$ are unstable, while those at $Q$ and $S$ are stable. Integrating (42) we find that $S$ is of lower energy than $Q$. In the shaded regions there are no solutions with the appropriate boundary conditions.

The application of these results to model building and problem solving in extra dimension models may have novel and interesting implications for particle physics, cosmology and the details of stabilization methods. To fully understand such effects will require the inclusion of both quantum effects and gravity, a task that is underway.
FIG. 7: The two stable solutions (points $Q$ and $S$ in figure 6) for the potential (56). The solution at point $S$, with the larger amplitude, $A(S)$, has the lower energy. Here we have chosen $T_3 = 2\pi R = 2.6$.
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