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Abstract—We study self-supervised learning on graphs using contrastive methods. A general scheme of prior methods is to optimize two-view representations of input graphs. In many studies, a single graph-level representation is computed as one of the contrastive objectives, capturing limited characteristics of graphs. We argue that contrasting graphs in multiple subspaces enables graph encoders to capture more abundant characteristics. To this end, we propose a group contrastive learning framework in this work. Our framework embeds the given graph into multiple subspaces, of which each representation is prompted to encode specific characteristics of graphs. To learn diverse and informative representations, we develop principled objectives that enable us to capture the relations among both intra-space and inter-space representations in groups. Under the proposed framework, we further develop an attention-based representer function to compute representations that capture different substructures of a given graph. Built upon our framework, we extend two current methods into GroupCL and GroupIG, equipped with the proposed objective. Comprehensive experimental results show our framework achieves a promising boost in performance on a variety of datasets. In addition, our qualitative results show that features generated from our representer successfully capture various specific characteristics of graphs.
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1 INTRODUCTION

With the advances of deep learning, graph neural networks (GNNs) have been developed for learning from graph-structured data such as molecules and proteins. GNNs have achieved great success on various graph learning tasks [2, 3, 5, 6, 7, 8]. However, such success hinges on a large amount of labeled data, which is expensive and even not available. To mitigate the dependence on labels, self-supervised learning (SSL) [9, 10, 11, 12, 13, 14] is proposed to use supervisions from graphs themselves. SSL is initially investigated for unsupervised image tasks [9, 12, 13, 14] and later successfully applied on unsupervised sequence tasks [15, 16, 17]. Inspired by its success in both image and sequence domains, a variety of SSL methods based on GNNs are proposed [11, 18, 19, 20, 21, 22, 23, 24, 25, 26]. Among them, contrastive learning (CL) methods [11, 18, 19, 20, 21, 22, 23] are becoming the mainstream approaches in this field. CL methods train models on pretext tasks that encode the agreement between two views of representations. These two views can be global-local pairs [18, 27, 28, 29] or differently transformed graph data [7, 10, 11, 27]. The learning goal is to make these two-view representations similar if they are from the same graph and dissimilar if they are from different graphs.

Existing CL methods usually compute graph representations from a single perspective as components of the contrastive objectives [11, 18, 19, 20]. However, we argue that contrasting two graphs in multiple subspaces has the potential of capturing more abundant characteristics of graphs. In domains of proteins and images, studying data from multiple perspectives has been shown to effectively capture powerful features. For example, previous studies [30, 31] extract the feature of images by investigating the similarities of various local parts progressively. Other methods [32, 33] study the properties of protein sequences by exploring diverse gene sub-sequences. Based on this motivation, we propose a group contrastive learning framework for graphs in this work. Different from existing methods that perform contrastive learning in a single space, our framework embeds a given graph into representations in various subspaces and perform contrastive learning in each subspace. For simplicity, we refer to a group as a set of representations of different graph views within the same subspace. Note that when the number of groups is set to one, our framework reduces to prior methods without group contrast.

We investigate the agreement for each group which encourages the representation to encode one specific characteristic of the given graph. We design our objective based on the mutual information (MI) to capture both intra-space and inter-space relations. More specifically, we propose to maximize the MI between two views of representations in the same group while minimizing the MI between the representations of one view across different groups. To enable the optimization, we derive the MI lower bound under both parametric and nonparametric cases. Under the proposed framework, we further develop an attention-based representer function to compute multiple representations, of which each one is encouraged to focus on some specific nodes, thereby encoding one specific substructure. Note that the
idea of using groups has been shown to be effective in the image domain \cite{34, 35, 36, 37}, and here we successfully employ it to the graph SSL task.

Built upon our framework, we extend two previous methods into GroupCL and GroupIG. We evaluate the effectiveness of these two methods on both unsupervised graph classification and transfer learning tasks. Comprehensive quantitative experimental results demonstrate that our methods achieve new state-of-the-art performance on a majority of datasets when compared with previous methods. Particularly, GroupCL and GroupIG show superior performance consistently comparing with the corresponding non-grouping methods across different datasets and tasks. Furthermore, we conduct a visualization experiment using the attention weights learned by our representor function. The qualitative results intuitively illustrate the substructures captured by various representations.

2 BACKGROUND AND RELATED WORK
2.1 Notations and Problem Setup
Let $G = (V, E)$ denote a graph with the node set $V = \{v_1, v_2, \cdots, v_N\}$ and the edge set $E \subseteq V \times V$, where $N$ denotes the number of nodes in this graph. The node set is initially represented by a node feature matrix $X \in \mathbb{R}^{N \times d}$, where $d$ denotes the feature dimension. The edge set is represented by an adjacency matrix $A \in \mathbb{R}^{N \times N}$, of which the element is determined by $A_{ij} = 1[(v_i, v_j) \in E]$. We are interested in the unsupervised graph representation learning task. Given graph data $(A, X)$, the goal is to learn a graph-level encoder, $\mathcal{E} : (\mathbb{R}^{N \times d}, \mathbb{R}^{N \times N}) \rightarrow \mathbb{R}^{1 \times d_{e}}$ to encode the graph into a high-level representation of dimension $d_{e}$, formulated as $h = \mathcal{E}(X, A) \in \mathbb{R}^{1 \times d_{e}}$. In particular, a graph-level encoder usually consists of a node encoder $\mathcal{E}_n : (\mathbb{R}^{N \times d}, \mathbb{R}^{N \times N}) \rightarrow \mathbb{R}^{N \times d_n}$ and a readout function $\mathcal{R} : \mathbb{R}^{N \times d_n} \rightarrow \mathbb{R}^{1 \times d_{e}}$, where $d_n$ denotes the dimension of node embeddings. The node encoder computes the node embedding matrix from $(A, X)$, i.e., $H = \mathcal{E}_n(X, A)$. And the readout function summarize the node embeddings into the desired graph-level embedding, i.e., $h = \mathcal{R}(H)$.

2.2 Graph Neural Networks
Graph neural networks (GNNs) \cite{1, 3, 38} have demonstrated their effectiveness in learning the representation of graph-structured data such as molecules and social networks. GNNs iteratively update the representation of each node by aggregating information from their neighbor nodes, aiming at capturing the local structural information. For each node, a single GNN-layer aggregates information from its 1-hop neighborhood. Stacking $L$ aggregation layers hence enables each node representation to capture information within the $L$-hop neighborhood. To be concrete, the update of the $\ell$-th layer in an $L$-layer GNN can be described as

$$a_v^{(\ell)} = \text{AGGREGATE}^{(\ell)}\left(h_v^{(\ell-1)} : v' \in \mathcal{N}(v) \cup v\right),$$

$$h_v^{(\ell)} = \text{COMBINE}^{(\ell)}\left(a_v^{(\ell)}, h_v^{(\ell-1)}\right),$$

where $h_v^{(\ell)}$ denotes the feature vector of node $v$ at the $\ell$-th layer, the initial $h_v^{(0)}$ is set to input node features, $x_v$. $h_v^{(L)}$ denotes the ultimate representation of node $v$, and $\mathcal{N}(v)$ is a set of vertices that connect to node $v$. There are different types of AGGREGATE$^{(\ell)}(\cdot)$ and COMBINE$^{(\ell)}(\cdot)$ functions. For instance, GIN \cite{38} integrates the AGGREGATE$^{(\ell)}(\cdot)$ and COMBINE$^{(\ell)}(\cdot)$ functions as:

$$h_v^{(\ell)} = \text{MLP}^{(\ell)}\left((1 + \epsilon^{(\ell)}) \ast h_v^{(\ell-1)} + \sum_{v' \in \mathcal{N}(v)} h_{v'}^{(\ell-1)}\right),$$

where $\epsilon^{(\ell)}$ can be a learnable parameter or a fixed scalar. For the graph-level task, a READOUT function is employed to summarize the ultimate node embeddings, then an optional projection head, usually a multi-layer preceptron (MLP), is used to perform linear projection to generate the graph-level embedding. Mathematically,

$$h = \text{MLP}\left(\text{READOUT}\left(\{h_v^{(L)} : v \in V\}\right)\right)$$

2.3 Graph Contrastive Learning
We take advantage of the contrastive learning (CL) technique to solve the unsupervised learning issue. We describe the graph contrastive learning framework in a two-view case. The contrastive learning is performed between the representations of two views $u$ and $r$. It aims to enlarge the agreement between representations of the positive pairs, i.e., two views associated with the same graph instance, and weakening that of the negative pairs, i.e., two views associated with different instances. Views $u$ and $r$ of a graph are usually generated by data transformation functions denoted by $T_u$ and $T_r$. Previous studies implement $T_u$ and $T_r$ in diverse manners. We specifically introduce two approaches to generate views in Sections 3.5 and 3.6 respectively.

3 GROUP CONTRASTIVE LEARNING ON GRAPHS
In self-supervised learning, the contrastive learning technique has demonstrated its capability in learning representations without labels. Some previous studies perform the contrastive process between the representations of two augmented views or the global-and-local pair. However, they share a common drawback. That is, they contrast two objectives in a single space, which captures limited characteristics. For images and proteins, previous approaches study the objectives through contrast various local parts and sub-sequences respectively. Thus, we argue that contrasting two graphs in multiple subspaces has the potential of capturing more abundant characteristics of graphs. To this end, we propose a graph group contrastive learning framework. Overall, our framework embeds the given graph into various subspaces, resulting in multiple groups of representations for two views. We investigate the agreement of representations group-wisely which aims at enabling these representations to encode various characteristics of the given graph.

3.1 The Proposed Group Contrastive Learning Framework
Our proposed framework considers two views $u$ and $r$ as the main view and auxiliary view, respectively, in which case the processing procedures may be asymmetric. For
each branch of the view, our framework performs data transformations on the given graph to obtain the view and employ an individual GNN-based encoder to compute the corresponding multiple representations. In particular, the main branch computes multiple representations based on different learnable parameters, formulated as

$$[u_1^{(1)}, u_2^{(1)}, \ldots, u_p^{(1)}] = \mathcal{E}_m(T_u(X, A)),$$

where $p$ denotes the number of representations and $u_i^{(1)} \in \mathbb{R}^{d_o/p}$ is the $i$-th graph-level embedding. Here, $\mathcal{E}_m$ is a multi-representation encoder which seeks to encode multiple characteristics of the given graph. In contrast, there are two approaches to compute the multiple representations for the auxiliary view $r$. One can employ an encoder that only computes one representation, and then duplicates it for $p$ times to obtain $p$ feature vectors, given by

$$r = \mathcal{E}_r(T_r(X, A)),
[u_1^{(2)}, u_2^{(2)}, \ldots, u_p^{(2)}] = \text{Duplicate}_p(r),$$

where $\mathcal{E}_r$ is the encoder of view $r$. In an alternative way, we can use the same encoder as branch $u$ and produce multiple feature vectors, given by

$$[r_1^{(1)}, r_2^{(1)}, \ldots, r_p^{(1)}] = \mathcal{E}_m(T_r(X, A)).$$

Given representations of those two views, We formulate $p$ groups of representations, those are $\{(u_i^{(1)}, r_i^{(1)})| i = 1, 2, \ldots, p\}$, we perform $p$ times contrastive learning studies between representations of those groups.

During prediction, we input one graph into the learned multi-representation encoder $\mathcal{E}_m$ for the main branch without performing transformations, resulting in $p$ feature vectors. We then combine these $p$ vectors to jointly represent the graph. Here, we adopt the simple concatenation operation. Formally,

$$[h_1^{(1)}, h_2^{(1)}, \ldots, h_p^{(1)}] = \mathcal{E}_m(X, A),$$

$$h = \text{Concat}([h_1^{(1)}, h_2^{(1)}, \ldots, h_p^{(1)}]).$$

Here $h$ is a vector of size $d_o$ which is computed by $p \times (d_o/p)$.

### 3.2 Intra-Space Objective Function

As introduced in Section 3.1, the output of our group contrastive learning framework is $p$ groups of representation regarding two views, $i.e.,\{(u_i^{(k)}, r_i^{(k)})| k = 1, 2, \ldots, p\}$. Our goal is to optimize $\mathcal{E}_m$ such that the vectors in $U$ encode diverse characteristics of the input graph. To achieve this goal, we employ two essential objectives based on mutual information (MI) regarding both intra-space representation pairs and inter-space representation pairs, respectively.

For the intra-space objective, we seek to maximize the mutual information between representations of two views within each group. The intra-space MI maximization enables the learning of informative representation for each individual group. In particular, the paired representations are $\{(u_1^{(1)}, r_1^{(1)}), (u_2^{(1)}, r_2^{(1)}), \ldots, (u_p^{(1)}, r_p^{(1)})\}$. We hence formulate the intra-space objective as

$$\max_{\theta, \phi} \sum_{k=1}^{p} \text{MI}(u_k^{(k)}, r_k^{(k)}),$$

where $\theta, \phi$ are parameters of encoders in the main-view branch and the auxiliary-view branch, respectively. As the mutual information $\text{MI}(u_k^{(k)}, r_k^{(k)})$ becomes intractable when distributions of $r_k^{(k)}$ and $u_k^{(k)}$ are unknown, a common substitute approach to maximizing MI is to maximize its lower-bound estimation based on the sampled examples [39, 40]. Among all existing MI lower bounds, we adopt the Jensen-Shannon estimator of MI, which is computed as

$$\text{MI}_{JS}(u_k^{(k)}, r_k^{(k)}) := \mathbb{E}_{P(u_k^{(k)}, r_k^{(k)})} \left[ -\text{SP} \left( -D(u_k^{(k)}, r_k^{(k)}) \right) \right] - \mathbb{E}_{P(u_k^{(k)})} \mathbb{E}_{P(r_k^{(k)})} \left[ \text{SP} \left( D(u_k^{(k)}, r_k^{(k)}) \right) \right],$$

where $\text{SP}(x) = \log(1 + e^x)$ and $D(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a discriminator that takes representations of two views as inputs, and scores the agreement between them. We simply instantiate the discriminator as the dot product between two representations, $i.e., D(u_1^{(k)}, r_1^{(k)}) = (u_1^{(k)})^T r_1^{(k)}$.

### 3.3 Inter-Space Objective Function

In addition to the intra-space objective, we also constrain the pairwise relation across different groups of the same view to enforce the diversity of inter-space. In particular, we propose to employ an inter-space optimization objective based on mutual information minimization. The objective prompts any two representations in the same view to capture different characteristics of the given graph. The inter-space objective focuses on each pair of representations across different groups within view $u$, $i.e.,\{(u_k^{(k)}, u_l^{(l)})|1 \leq k < l \leq p\}$, and can be formulated as

$$\min_{\theta} \frac{1}{2} \sum_{k=1}^{p} \sum_{l=1 \atop l \neq k}^{p} \text{MI}(u_k^{(k)}, u_l^{(l)}).$$

In order to minimize the MI, we introduce an upper bound of MI as an efficient estimation. The upper bound MI we adopt here is based on the contrastive log-ratio upper bound [41] (CLUB). Concretely, for two random variables $x$ and $y$, the upper bound of MI is defined as

$$I_{\text{CLUB}} := \mathbb{E}_{P(x,y)}[\log P(y|x)] - \mathbb{E}_{P(x)} \mathbb{E}_{P(y)}[\log P(y|x)].$$

To enable the computation of CLUB, a key challenge is to model the intractable conditional distribution $P(y|x)$. We propose two approaches to model $P(y|x)$, $i.e.,$ the non-parameterized estimation and the parameterized estimation, based on whether the same dimensions of $x$ and $y$ correspond to each other across different representations. For both cases, we follow [41] to assume that the distribution $y$ conditional on $x$ is subject to a Gaussian distribution, of which the mean and variance are determined respectively depending on their concrete situations.

**Non-parameterized estimation.** We first consider the case where the correspondence exists between each dimension of $x$ and $y$, two random vectors as different representations of a given graph. In other words, the same dimensions of the two vectors $x_i$ and $y_i$ are associated with the same specific feature. In this case, we introduce the assumption $\mathbb{E}[y|x] = x$ to simplify the computation, $i.e.,$ the expectation of $y$ conditional on $x$ equals to $x$. Such
an assumption commonly exists in many scenarios such as noise models, where $y$ is considered as observed values and $x$ is considered as their corresponding signals. We further assume that the variance $\Sigma$ is a diagonal matrix with the same values on its diagonal, i.e., each dimension of $y$ only depends on the corresponding dimension of $x$ and has equal variance. Concretely, for two representations $u^{(k)}$ and $u^{(l)}$, the distribution of $u^{(l)}$ conditional on $u^{(k)}$ is subject to

$$P(u^{(l)} \mid u^{(k)}, \Sigma) = \mathcal{N}(u^{(l)} \mid u^{(k)}, \beta^{-1} I) = \prod_i \mathcal{N}(u_i^{(l)} \mid u_i^{(k)}, \beta^{-1}),$$

(14)

where $\beta^{-1}$ denotes the variance shared by all dimensions, $u_i^{(l)}$ and $u_i^{(k)}$ denotes the $i$-th dimension of $u^{(l)}$ and $u^{(k)}$, respectively. In Section 4, we further empirically demonstrate the effectiveness of models under the above assumptions. Given the assumptions, we are able to simplify the CLUB objective for a more efficient and specific computation of MI.

Our goal minimizing $I_{\text{CLUB}}$ is

$$I_{\text{CLUB}} = \mathbb{E}_{P(u^{(k)}, u^{(l)})} \log \prod_i \mathcal{N}(u_i^{(l)} \mid u_i^{(k)}, \beta^{-1}) - \mathbb{E}_{P(u^{(l)})} \mathbb{E}_{P(u^{(k)})} \log \prod_i \mathcal{N}(u_i^{(l)} \mid u_i^{(k)}, \beta^{-1}).$$

Next, we apply L2-normalization to each representation and rewrite Equation (15) with further simplification, formulated as

$$\log \prod_i \mathcal{N}(u_i^{(l)} \mid u_i^{(k)}, \beta^{-1}) = -\frac{\beta}{2} \sum_i \left( u_i^{(k)} - u_i^{(l)} \right)^2 + \frac{d'}{2} \ln \beta - \frac{d'}{2} \ln(2\pi)$$

$$= -\frac{\beta}{2} \left\| u^{(k)} - u^{(l)} \right\|^2 + \frac{d'}{2} \ln \beta - \frac{d'}{2} \ln(2\pi)$$

$$= -\frac{\beta}{2} \left( \left\| u^{(k)} \right\|^2 + \left\| u^{(l)} \right\|^2 - 2(u^{(k)} T u^{(l)})^2 + c \right)$$

$$= \beta \left( u^{(k)} T u^{(l)} - 1 \right) + c.$$  

(16)

where $c = \frac{d'}{2} \ln \beta - \frac{d'}{2} \ln(2\pi)$ and $d'$ denotes the dimension of every representation. Based on this formulation, we can develop Equation (15) as

$$I_{\text{CLUB}} \geq \mathbb{E}_{P(u^{(k)}, u^{(l)})} \left[ \beta \left( u^{(k)} T u^{(l)} - 1 \right) + c \right] + \mathbb{E}_{P(u^{(k)})} \mathbb{E}_{P(u^{(l)})} \left[ \beta \left( 1 - (u^{(k)} T u^{(l)}) \right) + c \right] \geq \mathbb{E}_{P(u^{(k)})} \mathbb{E}_{P(u^{(l)})} \left[ 2\beta + c \right],$$

(17)

where the inequality is derived based on $(u^{(k)} T u^{(l)}) \geq -1$. Our goal minimizing $I_{\text{CLUB}}$ is hence equivalent to minimizing $\mathbb{E}_{P(u^{(k)}, u^{(l)})} \left[ (u^{(k)} T u^{(l)}) \right]$. To be consistent with Equation (11), we also employ the soft plus (SP) function and obtain the final objective

$$\min \sum_i \left( -\frac{u_i^{(k)} - u_i^{(l)}}{2\sigma_{\psi,i}} + \frac{\left( u_i^{(k)} - u_i^{(l)} \right)^2}{2\sigma_{\psi,i}} + c' \right) \geq \min \left[ -\frac{u_i^{(k)} - u_i^{(l)}}{2\sigma_{\psi,i}} + \frac{\left( u_i^{(k)} - u_i^{(l)} \right)^2}{2\sigma_{\psi,i}} + c' \right].$$

(21)

We remove the second term in this equation in the same manner as used in Equation (17), so the MI minimization problem is equivalent to

$$\min \left[ -\frac{u_i^{(k)} - u_i^{(l)}}{2\sigma_{\psi,i}} + \frac{\left( u_i^{(k)} - u_i^{(l)} \right)^2}{2\sigma_{\psi,i}} \right]$$

(22)
To determine the parameters used to generate the mean and variance, i.e., \( \psi \) and \( \eta \), we maximize the likelihood by

\[
\max_{\psi} E_{P(u^{(k)})} \left[ \sum_{i} \left( -\sigma_{\eta,i} - \frac{(u_{l}^{(i)} - \mu_{\psi,i}^{(k)})^2}{\sigma_{\eta,i}^{(k)}} \right) \right]
\]

To sum up, the parameters involved in the conditional distribution and the encoder are trained adversarially by

\[
\max_{\psi,\eta} \min_{\theta,\phi} E_{P(u^{(k)})} \left[ \sum_{i} \left( -\sigma_{\eta,i} - \frac{(u_{l}^{(i)} - \mu_{\psi,i}^{(k)})^2}{\sigma_{\eta,i}^{(k)}} \right) \right]
\]

### 3.4 The Overall Objective Function

We combine the intra-space and the inter-space objectives and obtain the final objective as

\[
\max_{\theta,\phi} \sum_{k=1}^{p} Ml(r^{(k)}, u^{(k)}) - \lambda \sum_{k=1}^{p} Ml(u^{(k)}, u^{(l)})
\]

which is approximated by the following objective based on the corresponding bounds. We can either adopt the non-parameterized upper bound to form the final objective as

\[
\min_{\theta,\phi} E_{P(k)} E_{P(r^{(k)})} \left[ SP \left( -D(r^{(k)}, u^{(k)}) \right) \right] + \lambda \sum_{k=1}^{p} Ml(u^{(k)}, u^{(l)}) \]

or the parameterized bound to form the final objective as

\[
\max_{\psi,\eta} \min_{\theta,\phi} E_{P(k)} E_{P(r^{(k)})} \left[ SP \left( -D(r^{(k)}, u^{(k)}) \right) \right] + \lambda \sum_{k=1}^{p} Ml(u^{(k)}, u^{(l)})
\]

where the \( \lambda \) is a parameter that balances the influences of intra-space and inter-space objectives.

### 3.5 GroupCL: GraphCL with Group Contrast

Built upon our framework, we extend the previous approach GraphCL into GroupCL, equipped with the proposed group contrastive objective. Figure [1] compares the frameworks of the original GraphCL and the extended variant. The two frameworks share the same data augmentation approach. Different from the graph-level encoder of GraphCL that only computes a single representation vector, the GroupCL encoder generates multiple vectors as representations. In particular, to control the computational cost, the generation of multiple representations shares the same node encoder \( E_n \) and involves a parameterized representor function \( R \) that computes multiple graph representations from node embeddings of a given graph.

We first recap the computation of node embeddings in GraphCL, which is a common part shared by GraphCL and GroupCL. For both GraphCL and GroupCL, the computing procedures of views \( u \) and \( r \) are symmetric. We, therefore, introduce the procedure of view \( u \), and that of view \( r \) is similar. For view \( u \), GroupCL first performs a random data augmentation \( T_u \) on the input graph \((X, A)\) to generate the view \((X_u, A_u)\). The node encoder \( E_n \) then encodes each node of \((X_u, A_u)\) into node embeddings \( U \). The mathematical formulations of these two steps are incorporated by

\[
U = E_n(T_u(X, A)).
\]

Given node embeddings \( U \), we take advantage of the attention mechanism to capture the information from different node combinations, where each graph representation depends greatly on the heavily attended nodes with respect to different queries. We hence instantiate the proposed representor function as \( R_Q \) to capture information and encode diversified substructures of the graph. Figure [2] demonstrates a complete computation pipeline of the proposed representor function \( R_Q \). It employs two independent linear projections to map the node embedding matrix \( U \) and outputs two matrices, the key matrix \( K \) and the value matrix \( V \). Mathematically,

\[
K = UW_K \in \mathbb{R}^{N \times d_K},
\]

\[
V = UW_V \in \mathbb{R}^{N \times d_V},
\]

where \( W_K \in \mathbb{R}^{d_u \times d_K} \) and \( W_V \in \mathbb{R}^{d_u \times d_V} \) denote the projection matrices corresponding to the key and value, respectively, and \( d_K \) and \( d_V \) are the dimensions of them.

The representor function \( R \) seeks to differently combine the nodes thereupon capture different graph substructures. To this end, we introduce a set of \( p \) query vectors \( Q = \{q_1, q_2, \ldots, q_p\} \in \mathbb{R}^{K \times p} \), where each query induces one specific representation and the number of query vectors determines the number of groups in the proposed objective. In addition, the dimension of each query should be equal to the columns of \( K \). This \( Q \) matrix is composed of trainable parameters which are randomly initialized and trained along with parameters in node encoders. The query \( Q \) is then employed to attend the key \( K \), producing the node-wise attention weights to be used for the computation of representations. A larger attention weight indicates a more informative node with respect to the corresponding query vector. We normalize the attention weights along the node dimension and finally perform the weighted summation over the value based on the attention weights to obtain the graph embedding. Mathematically,

\[
A = \text{Softmax}(KQ) \in \mathbb{R}^{N \times p},
\]

\[
[u^{(1)}, u^{(2)}, \ldots, u^{(p)}] = V^T A \in \mathbb{R}^{d_V \times p},
\]

where we let \( d_V = d_u/p \) as the \( d_V \) determines the dimension of each embedding.

Given the representor function \( R_Q \), the representations of the \( u \) and \( r \) views are computed as

\[
[u^{(1)}, u^{(2)}, \ldots, u^{(p)}] = R_Q(E_n(T_u(X, A))),
\]

\[
[r^{(1)}, r^{(2)}, \ldots, r^{(p)}] = R_Q(E_n(T_r(X, A))).
\]
### 3.6 GroupIG: InfoGraph with Group Contrast

In addition to the symmetric contrastive framework represented by GraphCL, our framework can be widely employed in any existing contrastive method for graph representation learning. To show the wide usability of our framework, we additionally employ it with InfoGraph [18] and propose the Group InfoGraph (GroupIG). In InfoGraph, representations of view \( u \) and \( r \) are the graph-level embedding and the node-level embedding, respectively. They are hence processed in an asymmetric manner. For view \( u \), we use the same GNN encoder and representor function \( \mathcal{R}_Q \) as GroupCL. In particular, the multiple representations are obtained by

\[
[u^{(1)}, u^{(2)}, \ldots, u^{(p)}] = \mathcal{R}_Q(\mathcal{E}_n(X, A)).
\]  

(33)

For view \( r \), we generate the node embeddings through \( \mathcal{E}_n \) and duplicate them for \( p \) times to obtain \( p \) representations, mathematically given by

\[
[r^{(1)}, r^{(2)}, \ldots, r^{(p)}] = \text{Duplicate}(\mathcal{E}_n(X, A)).
\]

(34)

We compute the loss of \( [u^{(1)}, u^{(2)}, \ldots, u^{(p)}] \) and \( [r^{(1)}, r^{(2)}, \ldots, r^{(p)}] \) by Equation (26) and back propagate it to optimize the model.

### 4 Experimental Studies

In this section, we assess the effectiveness of our group contrastive learning framework on both graph unsupervised classification and graph transfer learning tasks. To illustrate the property of groups, we also investigate the correlation between different groups and visualize the content captured...
by different groups in Section 4.3. Furthermore, we conduct comprehensive ablation studies to demonstrate the influence of various hyperparameters, including the number of groups $p$, the weight of diversity loss $\lambda$, and two different types of MI upper bound estimators in Section 4.4. Finally, we analyze the training complexity of the grouping method and non-grouping methods in Section 4.5.

Our implementation is based on Pytorch [42] and Pytorch Geometric [43] libraries. The Adam optimizer is adopted for the optimization of the model. We set the number of groups to 4, which means that we generate 4 feature vectors for each graph example. The total embedding dimension is set to 100 for these two tasks, and the dimension for each representation is determined by the total embedding dimension dividing the number of groups. We adopt Equation (26) as the objective function for our main results in Section 4.1 and Section 4.2, since the correspondence exists between the same dimension across multiple representations generated by $R_{\mathcal{G}}(\cdot)$. The objective function introduces one additional hyper-parameter $\lambda$, of which the value is chosen from $[0.1, 0.3, 0.5, 0.7]$.

### 4.1 Unsupervised Learning

We evaluate our proposed framework with unsupervised graph classification tasks. Following the learning procedure in [11], we first train the GNN model in a self-supervised fashion. The trained model is then fixed and used to generate the graph embeddings during the evaluation phase. Finally, an SVM is adopted to classify the embeddings into different categories.

**Datasets and baselines.** In this experiment, two types of datasets are considered, those are the biochemical molecules and the social networks. The statistics information is summarized in Table 7. We compare our GroupCL and GroupIG with the original approaches as baselines, i.e., GraphCL and InfoGraph, respectively. Additionally, we compare our grouping methods with other six SOTA graph unsupervised learning methods, including graphlet kernel (GL), Weisfeiler-Lehman sub-tree kernel (WL), deep graph kernel (DGK), node2vec [44], sub2vec [45], and graph2vec [46].

**Experimental configurations.** For the node encoder $\mathcal{E}_n$, we build a three-layer the graph isomorphism network (GIN) [38] with 32 hidden units. To a fair comparison, the total embedding dimensions are to the same number 160 for both grouping methods and their baselines. The Adam algorithm with a learning rate of 0.001 to optimizing the GNN model. We follow the GraphCL [11] to choose the number of epochs as 20, batch size as 128, and the C parameter of SVM from $[10^{-3}, 10^{-2}, \ldots, 10^{2}, 10^{3}]$. We closely follow the evaluation settings adopted by the previous state-of-the-art approaches [11], [27]. In particular, we split the dataset into the train, test, and validation sets at the proportion of 8 : 1 : 1 and report the mean classification accuracy with standard deviation after 5 runs followed by a linear SVM classifier. The SVM is trained using cross-validation on training folds of data and the model for testing is selected by the best validation performance.

**Results.** Table 1 shows the results of the unsupervised learning experiments. Shown numbers of the baseline methods come from GraphCL [11]. Numbers are highlighted with underlines when grouping methods obtained better performance than the original ones. It shows that GroupIG outperforms InfoGraph on seven out of eight datasets, and GroupCL achieves better performance on six out of eight datasets than GraphCL. In some datasets, our grouping methods outperform the original version with a large margin. For example, GroupIG obtained about 5%, 6%, and 8% higher accuracy than InfoGraph, on the NCI1, COLLAB, and RDT-B respectively. GroupCL achieved about 4%, 5%, and 5% higher accuracy than GraphCL, on the NCI1, MUTAG, and COLLAB correspondingly. The results substantially demonstrate the effectiveness of the grouping technique. We then compare the results of our methods with the SOTA performance achieved by the previous methods. The best results among all methods are in bold. GroupCL achieves new SOTA accuracy on six out of eight datasets and the second-best accuracy on the rest two datasets. Moreover, our method outperforms the state-of-the-art approaches at significant margins on some datasets, like about 5% on COLLAB, 3% on MUTAG. To sum up, our grouping methods outperform the previous single-embedding one consistently and significantly. We will further verify it by ablation study on the number of groups in Section 4.5.

### Table 1

The results of the unsupervised learning experiment. We run 10-folder cross-validation and report the mean and the standard deviation of the classification accuracy. The best performance is highlighted by the bold number. The underlined numbers stand that the developed grouping methods are better than corresponding non-grouping methods.

| Dataset   | NCI1 | PROTEINS | DD | MUTAG   | COLLAB | RDT-B | RDT-M5K | IMDB-B |
|-----------|------|----------|----|---------|--------|-------|---------|--------|
| GL        | -    | -        | -  | 81.66 ± 2.11 | -      | 77.34 ± 0.18 | 41.01 ± 0.17 | 65.87 ± 0.98 |
| WL        | 80.01 ± 0.50 | 72.92 ± 0.56 | -  | 80.72 ± 3.00 | -      | 68.82 ± 0.41 | 46.06 ± 0.21 | 72.30 ± 3.44 |
| DGK       | 80.31 ± 0.46 | 73.30 ± 0.82 | -  | 87.44 ± 2.72 | -      | 78.04 ± 0.39 | 41.27 ± 0.18 | 66.96 ± 0.56 |
| node2vec  | 54.89 ± 1.61 | 57.49 ± 3.57 | -  | 72.63 ± 10.20 | -      | -      | -       | -      |
| sub2vec   | 52.84 ± 1.61 | 53.03 ± 5.55 | -  | 61.05 ± 15.80 | -      | 71.48 ± 0.41 | 36.68 ± 0.42 | 55.26 ± 1.54 |
| graph2vec | 73.22 ± 1.81 | 73.30 ± 2.05 | -  | 83.15 ± 9.25 | -      | 75.78 ± 1.03 | 47.86 ± 0.26 | 71.10 ± 0.54 |
| InfoGraph | 76.20 ± 1.16 | 74.44 ± 0.31 | 72.85 ± 1.78 | 89.01 ± 1.13 | 70.65 ± 1.13 | 82.50 ± 1.42 | 53.46 ± 1.03 | 73.03 ± 0.87 |
| GroupIG   | 81.13 ± 0.73 | 74.74 ± 1.16 | 73.67 ± 1.26 | 89.82 ± 1.85 | 76.18 ± 0.74 | 90.55 ± 0.67 | 54.72 ± 0.60 | 72.62 ± 0.78 |
| GraphCL   | 77.87 ± 0.41 | 74.39 ± 0.45 | 78.62 ± 0.40 | 86.60 ± 1.34 | 71.36 ± 1.15 | 89.53 ± 0.84 | 55.99 ± 0.28 | 71.14 ± 0.44 |
| GroupCL   | 81.69 ± 0.30 | 75.04 ± 0.54 | 76.76 ± 1.20 | 91.67 ± 1.37 | 76.38 ± 0.33 | 90.89 ± 0.85 | 55.42 ± 0.22 | 73.52 ± 0.95 |
The results of the transfer learning experiment. We run 10-fold cross-validation and report the mean and the standard deviation of the ROC-AUC scores. The best performance is highlighted by the bold number. The underlined numbers stand that the developed grouping methods are better than corresponding non-grouping methods.

| Dataset     | BBBP | Tox21 | ToxCast | SIDER | ClinTox | MUV  | HIV  | BACE |
|-------------|------|-------|---------|-------|---------|------|------|------|
| No Pre-Train| 65.8 ± 4.5 | 74.0 ± 0.8 | 63.4 ± 0.6 | 57.3 ± 1.6 | 58.0 ± 4.4 | 71.8 ± 2.5 | 75.3 ± 1.9 | 70.1 ± 5.4 |
| Infomax     | 68.8 ± 0.8 | 75.3 ± 0.5 | 62.7 ± 0.4 | 58.4 ± 0.8 | 69.9 ± 3.0 | 75.3 ± 2.5 | 76.0 ± 0.7 | 75.9 ± 1.6 |
| EdgePred    | 67.3 ± 2.4 | 76.0 ± 0.6 | 64.1 ± 0.6 | 60.4 ± 0.7 | 64.1 ± 3.7 | 74.1 ± 2.1 | 76.3 ± 1.0 | 79.9 ± 0.9 |
| AttrMasking | 64.3 ± 2.8 | 76.7 ± 0.4 | 64.2 ± 0.5 | 61.0 ± 0.7 | 71.8 ± 4.1 | 74.7 ± 1.4 | 77.2 ± 1.1 | 79.3 ± 1.6 |
| ContextPred | 68.0 ± 2.0 | 75.7 ± 0.7 | 63.9 ± 0.6 | 60.9 ± 0.6 | 65.9 ± 3.8 | 75.8 ± 1.7 | 77.3 ± 1.0 | 79.6 ± 1.2 |
| GraphCL     | 69.7 ± 0.7 | 73.9 ± 0.7 | 62.4 ± 0.6 | 60.5 ± 0.9 | 76.0 ± 2.7 | 69.8 ± 2.7 | 78.5 ± 1.2 | 75.4 ± 1.4 |
| GroupCL     | 71.04 ± 1.25 | 75.47 ± 0.40 | 62.66 ± 0.95 | 61.48 ± 0.90 | 80.90 ± 2.86 | 73.22 ± 2.25 | 76.68 ± 1.17 | 80.95 ± 1.88 |

4.2 Transfer Learning

Furthermore, we conduct an evaluation with transfer learning on molecular chemical property prediction tasks. Specifically, we pre-train the model on a large-scale unlabeled dataset, fine-tune and evaluate the model on multiple different downstream datasets. The goal is to evaluate the transferability of models trained under different pre-training schemes.

Datasets and baselines. We adopt ZINC-2M for pre-training, which contains 2 million unlabeled molecules sampled from the ZINC15 database [47]. For downstream tasks, we include 8 binary classification datasets provided by MoleculeNet [48]. The concrete information is given in Table 8. For baseline methods, we include results of various pre-training strategies, including Infomax, EdgePred, AttrMasking, and ContextPred, provided in [49] as well as results without pre-training.

Experimental configurations. We adopt the same GNN encoder in this experiment to the one used in the unsupervised learning experiments. Following [49], the batch size and training epochs are set to 256 and 100 for pre-training, then 32 and 50 for finetuning. For both pre-training and finetuning, the learning rate is fixed to 0.001. The same data splitting method used in unsupervised learning is applied to the transfer learning evaluation. We conduct 10 times cross-validation experiments and report the mean and standard deviation of ROC-AUC scores in Table 2.

Results. Table 2 shows the comparison results with baselines. Our method achieves state-of-the-art performance on BBBP, SIDER, ClinTox, and BACE. It is worth noting that our method is 4.9% higher than the previous best performance on ClinTox. In this task, the best performance of each dataset distributes on the baseline methods in a decentralized manner as different downstream tasks differ significantly. However, our method, in general, achieves the best performance on more datasets than the previous methods do: the state-of-the-art performances of four datasets are achieved by our methods, that of two datasets achieved by AttrNasking, and that of the other two datasets achieved by the ContextPred and GraphCL respectively. Regarding the comparison with our direct baseline GraphCL, our method obtains better results on 7 in 8 datasets. This comparison indicates the effectiveness of our proposed framework.

4.3 Study of Groups

Our group contrastive learning framework performs contrastive learning under multiple measures, making each representation capture one specific characteristic. To support this claim, we conduct the quantitative representation correlation study and the qualitative representation attention study.

Group correlation. We investigate the correlation of representations across different groups to demonstrate that diversities among them. We conduct this study on the PROTEINS dataset and the MUTAG dataset in the unsupervised learning experiment. We set the group to 4. As introduced in Section 3, the groups of representations are generated by employing attention with different query vectors. Hence, we compute the cosine distance between two queries as the correlation strength between each pair of groups. Figure 3 shows the results in a matrix, in which diagonal elements are the cosine distances of the same queries, and the other elements are those of different queries. We can observe that the cosine distance between any two different queries is quite small, implying that the correlation between any two different groups is weak.

Attention maps of different groups. We study the attention weights to reveal what kind of characteristics do representations across different groups encode. Specifically, we find the nodes which have the largest attention weights for each representation and visualize the graph that those nodes belong to. We conduct this study on the BACE dataset in the transfer learning experiment, in which the number of groups is set to 3. Figure 4 demonstrates the attention weights of three representations independently, as well as those of three representations on one graph. Nodes that have larger attention weights are highlighted by the red, green, and cyan circles respectively for those three groups. The three rows on top show that one representation consistently focuses on the same nodes or motifs among different molecule instances and different representations capture information
of different substructures. The above results support our claim that representations learned with our framework can encode diverse characteristics of given graphs. Putting visualization results of all representations together and studying more examples, the bottom row in Figure 4 indicates that one representation is not trivially limited to a single type of node or substructure. In particular, when the corresponding type of node does not appear in a graph, a representation is also able to capture nodes in similar substructures.

4.4 MI Upper Bound Estimators

We study the performance of two MI upper bound estimators introduced in Section 3.3, which are the non-parameterized CLUB and the parameterized CLUB. We conduct this experiment on two small datasets: MUTAG and IMDB-B, and two large datasets: NCI1 and COLLAB in the unsupervised learning task. Table 3 shows the results, in which we observe that the non-parameterized CLUB outperforms the parameterized one on the four datasets.

![Fig. 4. Visualization of attention weights of BACE dataset on the transfer learning task. The first three rows exhibit the independent results of three representations, in which the nodes being paid large attention are highlighted by the red, green, and cyan circles correspondingly. The last row shows the results of all-representation attentions on one graph.](image-url)

**TABLE 3**

Ablation study on MI upper bound estimator. We run 10-fold cross-validation and report the mean and the standard deviation of the classification accuracy. The better performance is highlighted by the bold number.

| CLUB Estimators   | NCI1   | MUTAG  | COLLAB | IMDB-B  |
|-------------------|--------|--------|--------|---------|
| No CLUB           | 77.87 ± 0.41 | 86.60 ± 1.34 | 71.36 ± 1.15 | 71.14 ± 0.44 |
| Parameterized     | 79.87 ± 0.59 | 90.63 ± 1.07 | 75.18 ± 0.88 | 73.38 ± 0.73 |
| Non-parameterized | 81.69 ± 0.30 | 91.67 ± 1.37 | 76.38 ± 0.33 | 73.52 ± 0.95 |
with our developed representor function. Two potential causes lead to these results. First, the correspondence exists among the same dimensions across different representations generated by our representor function. The non-parameterized CLUB is suitable for this case and can well estimate the lower bound of MI. Furthermore, compared to the non-parameterized estimator, the parameterized CLUB introduces additional complexity to the model which makes the learning process more difficult.

However, models optimized with parameterized CLUB still consistently outperforms the baseline methods without group contrast. In cases when the correspondence does not exist among the same dimensions across different groups and the non-parameterized CLUB becomes inapplicable, one can still adopt the parameterized estimator that significantly improves the baseline performance.

### 4.5 Ablation Studies

We conduct ablation studies to explore the effect of critical hyperparameters, including the number of groups and the weight $\lambda$ that balances the influence between the intra-space objective and inter-space objective. We consider four smaller datasets in all the eight ones, which pursues high efficiency. The ablation studies are conducted in the unsupervised learning setting.

| $p$ | PROTEINS | MUTAG | DD | IMDB-B |
|-----|----------|-------|----|--------|
| 1   | 73.64 ± 0.81 | 90.85 ± 1.84 | 73.92 ± 0.42 | 71.28 ± 0.74 |
| 2   | 73.98 ± 0.50  | 90.20 ± 1.69 | 74.98 ± 0.99 | 71.90 ± 1.64 |
| 3   | 74.25 ± 0.39  | 89.68 ± 0.99 | 74.84 ± 0.87 | 71.98 ± 0.88 |
| 4   | 74.67 ± 0.74  | 91.67 ± 1.37 | 76.76 ± 1.20 | 73.52 ± 0.95 |
| 5   | 75.04 ± 0.54  | 90.08 ± 2.52 | 75.87 ± 0.45 | 70.64 ± 2.11 |

when $p = 4$. Note that in most cases the performance of $p = 1$ is worse than that of $p > 1$, which demonstrates the effectiveness of the grouping scheme.

#### Weight of diversity loss: $\lambda$

There are two components in objectives employed to optimize our model, the intra-space terms and the inter-space terms. To balance their effects, we employ a hyperparameter $\lambda$ to weight the inter-space objective. We compare the values varying from {0.0, 0.1, 0.3, 0.5, 0.7, 0.9}. Note that $\lambda = 0.0$ indicates that no diversity is enforced among groups. We hence let $\lambda = 0.0$ serve as the controlled experiment, which is used to justify the necessity of the diversities of groups. The results are shown in Table 5. We observe that the results are consistently worse when $\lambda = 0.0$, which demonstrates that the diversities of groups are crucial for boosting performance. For those four datasets, the best performance is obtained when $\lambda$ equals 0.7, 0.5, 0.5, and 0.5 accordingly.

### 4.6 Complexity Study

Taking GroupCL as an example, we analyze the training complexity of our grouping framework. We compare it with the non-grouping method GraphCL. According to Figure 1, GroupCL and GraphCL share the same GNN, so we only need to explore the complexity of the operations after the GNN, i.e., the representor function and projection heads. GraphCL sets the dimension of the node embedding to 160 and that of the graph embedding to 160 as well. We follow this setting. For the hyperparameters involved in GroupCL, we set the number of groups to 4 and the dimension of the Key matrix to 100. Thus we have that the Query matrix is of size $4 \times 100$, $W_{K}$ is of size $160 \times 100$, and $W_{V}$ is of size $160 \times (160/4)$. The projection head of GraphCL is a neural network of two fully connected layers, each of which has 160 units. So the number of parameters is $2 \times 160 \times 160$. Table 6 summarizes the results, and we can observe that GroupCL has fewer parameters than GraphCL.

### 5 Conclusions and Outlook

In this work, we have proposed a group contrastive learning framework to perform unsupervised graph representation learning. Our framework is more powerful than most previous contrastive learning methods, since it contrasts multiple representations in various subspaces, thereby enables these representations to encode abundant characteristics of graphs. To learn informative and diverse representations, we have developed two principled objectives regarding the intra-space and the inter-space. We have further proposed an attention-based representor function to incorporate into our framework. The generated representations by this function are capable of encoding informative and diverse graph substructures. Built on our framework, we have extended two prior non-grouping methods into GroupCL and

| Table 4 | Ablation study on the number of groups $p$. We run 10-fold cross-validation and report the mean and the standard deviation of the classification accuracy. The best performance is highlighted by the bold number. |

| $p$ | PROTEINS | MUTAG | DD | IMDB-B |
|-----|----------|-------|----|--------|
| 1   | 73.64 ± 0.81 | 90.85 ± 1.84 | 73.92 ± 0.42 | 71.28 ± 0.74 |
| 2   | 73.98 ± 0.50  | 90.20 ± 1.69 | 74.98 ± 0.99 | 71.90 ± 1.64 |
| 3   | 74.25 ± 0.39  | 89.68 ± 0.99 | 74.84 ± 0.87 | 71.98 ± 0.88 |
| 4   | 74.67 ± 0.74  | 91.67 ± 1.37 | 76.76 ± 1.20 | 73.52 ± 0.95 |
| 5   | 75.04 ± 0.54  | 90.08 ± 2.52 | 75.87 ± 0.45 | 70.64 ± 2.11 |

| Table 5 | Ablation study on diversity loss weight $\lambda$. We run 10-fold cross-validation and report the mean and the standard deviation of the classification accuracy. The best performance is highlighted by the bold number. |

| $\lambda$ | PROTEINS | MUTAG | DD | IMDB-B |
|-----------|----------|-------|----|--------|
| 0.0       | 73.03 ± 1.05 | 90.52 ± 1.88 | 74.82 ± 0.65 | 71.96 ± 1.23 |
| 0.1       | 74.64 ± 1.21 | 91.37 ± 1.44 | 75.19 ± 0.37 | 72.32 ± 1.35 |
| 0.3       | 74.16 ± 0.97 | 91.37 ± 1.03 | 75.43 ± 0.40 | 72.53 ± 0.99 |
| 0.5       | 74.59 ± 0.47 | 91.67 ± 1.37 | 76.76 ± 1.20 | 73.52 ± 0.95 |
| 0.7       | 75.04 ± 0.54 | 91.47 ± 1.12 | 75.63 ± 0.44 | 72.42 ± 1.23 |
| 0.9       | 74.32 ± 0.70 | 91.37 ± 1.02 | 75.82 ± 0.27 | 71.95 ± 1.20 |

| Table 6 | Comparison of the number of parameters. The number of parameters excludes the parameters in GNN which is shared by GraphCL and GroupCL. |

| Methods  | GroupCL | GraphCL |
|----------|---------|---------|
| No. of Params | 22,800 | 51,200 |


GroupIG. To verify their effectiveness, we have conducted thorough experiments on graph unsupervised learning and transfer learning tasks. The quantitative results demonstrate that our methods achieve new state-of-the-art performance on a majority datasets and outperform the non-grouping methods obviously and consistently. In particular, we have visualized the attention weights of each node, which are learned by our representor function. The qualitative results illustrate that these representations focus on important and diverse graph substructures.

Currently, we consider one type of function, inserted after the GNN, to generate multiple representations. In the future, we plan to explore more multi-representation generating manners and consider different inserting positions.
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