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Abstract

We analyze higher gauge theories in various dimensions using a supergeometric method based on a differential graded symplectic manifold, called a QP-manifold, which is closely related to the BRST-BV formalism in gauge theories. Extensions of the Lie 2-algebra gauge structure are formulated within the Lie n-algebra induced by the QP-structure. We find that in 5 and 6 dimensions there are special extensions of the gauge algebra. In these cases, a restriction of the gauge symmetry by imposing constraints on the auxiliary gauge fields leads to a covariantized theory. As an example we show that we can obtain an off-shell covariantized higher gauge theory in 5 dimensions, which is similar to the one proposed in \cite{1}.
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1 Introduction

The dynamical objects of M-theory are M2- and M5-branes. Two M5-branes interact by M2-branes extending between them. Their intersections are the one-dimensional boundaries of the M2-branes, which form self-dual strings charged under the self-dual B-field. These are soliton solutions of the so-called 6-dimensional $\mathcal{N} = (2, 0)$ theory. This theory is believed to encode parallel transport of self-dual strings and therefore to be related to gauge theories containing higher form gauge fields. Such higher gauge theories are considered as candidates to describe the effective dynamics of multiple M5-brane systems and discussed from various perspectives:

The worldvolume effective theory of multiple M5-branes is described by the six-dimensional $\mathcal{N} = (2, 0)$ supersymmetric theory \[2,3\]. The authors of \[4\] constructed a nonabelian on-shell $\mathcal{N} = (2, 0)$ tensor multiplet, which is based on a 3-algebra gauge structure. This direction was further investigated in \[5\], where a 5-dimensional superconformal action was proposed, as a candidate to study the dynamics of $\mathcal{N} = (2, 0)$ self-dual nonabelian tensors in 6 dimensions. In \[6\] an action for a nonabelian 2-form in 6 dimensions, whose equation of motion gives a self-duality constraint on the field strength, was proposed. It contains manifest Lorentz symmetry in 5 dimensions and upon dimensional reduction it leads to 5-dimensional Yang-Mills theory accompanied with some higher derivative corrections. As for supersymmetrization of higher gauge theories, the authors of \[7\] proposed a supersymmetric nonabelian self-dual gauge theory of 2-form fields in 6 dimensions, which reduces to a single M5-brane, if the gauge group is abelian. \[8\] considers a generalization of higher gauge theory, which models finite gauge transformations encoded in principal 2-bundles on 2-spaces (categorified spaces). The authors argue, that the 3-Lie algebra model of the 6-dimensional $\mathcal{N} = (2, 0)$ worked out in \[4\] can be interpreted in their proposed generalized higher gauge theory setting. In \[9\] the authors worked out a closed and nonabelian gauge algebra for a chiral 2-form potential in 6 dimensions, with one spatial direction compactified on a circle. It was shown that the resulting transformation law is nonlocal along the circle direction, but reduces to Yang-Mills theory in 5 dimensions for small circle radii.

From these investigations we understand that there are two main obstructions to obtain a local action with manifest Lorentz symmetry \[6,7,9\]. One originates from the difficulty to
formulate the theory with nontrivially interacting tensor field and the other is the difficulty to construct the action for the self-dual tensor field \[10\,13\]. In this paper, we focus on the first problem.

Along this line, the authors of \[14\] have proposed a generalization of parallel transport of point-like objects to parallel transport of string-like objects. This higher parallel transport leads to a gauge theory of a 2-form gauge field. In their approach, the surface swept out by one-dimensional objects is reparametrization invariant, allowing for the introduction of a so-called Wilson surface, the higher analogue of the Wilson line in Yang-Mills theory. The requirement of the consistency of this Wilson surface directly leads to the so-called crossed module as governing structure. This idea was further investigated in the context of semistrict Lie 2-algebra structures \[15\], which is a generalization of the differential crossed module. Related self-dual string solutions were constructed in \[16\].

However, in the construction based on the differential crossed module, the 3-form field strength \(H\) is not covariant under gauge transformations, unless the 2-form field strength is zero (called fake curvature condition). Then, as is discussed in \[14\], an action with nonabelian gauge symmetry cannot be formulated except for a topological action of BF type. As a result, the theory becomes topological or essentially free.

In \[1\] a modification of the gauge transformation law of a differential crossed module was proposed in order to circumvent the fake curvature condition. The higher field strengths defined in \[1\] transform covariantly under the modified gauge transformations without fake curvature condition, leading to topologically nontrivial nonabelian gerbes.

Our aim is to obtain a nonabelian, gauge symmetric, interacting and local field theory of a higher gauge field. From the point of view of the action principle, it is desirable to have a gauge invariant local action with a term quadratic in the field strengths, to obtain a unitary theory after quantization. However, so far a satisfactory theory has not been constructed. One way to obtain a dynamical theory of a 2-form gauge field is to require off-shell covariance of the 3-form field strength under gauge symmetry, i.e., covariance without fake curvature condition. If we can define a gauge symmetry, that closes off-shell, with or without introducing auxiliary fields, we may write an interacting action. Instead of starting from the action, one can analyze field strengths and equations of motion directly and require consistency under gauge symmetries \[17\,18\]. See also \[19\,21\].
1.1 Off-shell covariantization

If the field strengths transform off-shell covariantly, i.e., by adjoint transformation without employment of the equations of motion, the quadratic action is invariant under the gauge transformation. In this paper, we analyze a way to construct such an off-shell covariant field strength, called off-shell covariantization hereafter.

For this construction, we use the supermanifold method on a so-called QP-manifold [22,23], which we explain in detail in section 2. We consider a QP-manifold $\mathcal{M}_n = T^*[n]\mathcal{N} = T^*[n](W[1] \oplus V[2])$, where $W$ and $V$ are vector spaces. In general, this structure induces a symplectic Lie $n$-algebra. The QP-structure on this space includes the differential crossed module and the semistrict Lie $2$-algebra. Gauge fields, gauge transformations and field strengths are constructed by associating supercoordinates on the QP-manifold to fields on the spacetime $\Sigma$ [20,24,25]. Consistent field strengths and gauge symmetries are determined by a geometric datum of the corresponding QP-manifold, which is called Hamiltonian function (also called homological function). However, in general, gauge symmetries of field strengths are on-shell covariant and we cannot avoid the fake curvature condition.

The procedure of off-shell covariantization can be performed by the following steps.

1. By solving the master equation of the QP-manifold $\mathcal{M}_n$, we obtain relations among the structure constants, which induce a symplectic Lie $n$-algebra.

2. Derive the field strengths and gauge transformations according to the standard procedure.

3. Covariantize by imposing an appropriate constraint on the conjugate auxiliary fields, which reduces the symplectic Lie $n$-algebra to a nontrivial extension of a Lie $2$-algebra. We allow to impose additional constraints on the structure constants, if necessary.

4. Investigate the remaining gauge symmetry. Note that on-shell closure of the gauge algebra is guaranteed by construction.

By taking a proper constraint, the reduced field strengths become off-shell covariant under the residual gauge symmetry.
The organization of this paper is as follows. In section 2, we briefly introduce the concept of QP-manifolds used in this paper. In section 3, we discuss an \((n+1)\)-dimensional higher gauge theory based on a general QP-manifold structure on \(\mathcal{M}_n\). We consider canonical transformations on \(\mathcal{M}_n\) to classify equivalent higher gauge theories for generic \(n\). We see that for generic \(n\), the theory is equivalent to a higher gauge theory induced by a semistrict Lie 2-algebra. We also find that we can consider extra terms in the Hamiltonian function of a QP-structure for \(n \leq 5\). In section 4, we discuss the \(n = 4\) case in detail. We compare our results with the theory given in [1]. This case is of particular interest for physics, since it can be related to the multiple M5-brane system compactified on \(S^1\) \([1, 7, 9]\). In section 5, we discuss the \(n = 5\) case. Section 6 is devoted to discussion.

2 Higher gauge theory and QP-manifolds

In this section, we briefly introduce higher gauge theories and the QP-manifold method. Then, we examine Hamiltonian functions and possibilities of deformations of these theories. Finally, we explain canonical transformations of the QP-manifold as a preparation to discuss higher gauge structures.

2.1 Higher gauge theory

Higher gauge theories are characterized by the appearance of higher form gauge fields and their nontrivial interaction. For our purpose in this paper, the existence of a 1-form gauge field \(A\) and 2-form gauge field \(B\) is sufficient.

In ref. \([14]\) (and references therein), the authors discussed the crossed module given by a pair of Lie groups \(G, H\) corresponding to the gauge fields \(A^a\) and \(B^A\). In addition to the operations on the two Lie groups, the crossed module contains two maps \(t : H \to G\) and \(\alpha : G \to \text{Aut}(H)\), which satisfy compatibility conditions. Here, we briefly review their construction.

Let \(\mathfrak{g}\) and \(\mathfrak{h}\) be the Lie algebras corresponding to \(G\) and \(H\). The corresponding infinitesimal object is called a \textit{differential crossed module}, which is a pair of two Lie algebras \(\mathfrak{g}\) and \(\mathfrak{h}\) with two homomorphisms \(\underline{t} : \mathfrak{h} \to \mathfrak{g}\) and \(\underline{\alpha} : \mathfrak{g} \to \text{Der}(\mathfrak{h})\), corresponding to \(t\) and \(\alpha\).
Let \( g_a \in \mathfrak{g} \) and \( h_A \in \mathfrak{h} \) be the bases of the respective Lie algebras with Lie brackets given by

\[
[g_a, g_b] = - f^c_{a b} g_c, \quad [h_A, h_B] = \tilde{f}_{AB}^C h_C, \tag{1}
\]

where \( f^c_{a b} \) and \( \tilde{f}_{AB}^C \) are structure constants. The maps \( t \) and \( \alpha \) are defined as

\[
t(h_A) = t^a_A g_a, \tag{2}
\]

\[
\alpha(g_a) h_A = \alpha^B_A h_B, \tag{3}
\]

with coefficients \( t^a_A \) and \( \alpha^B_A \). For the relations between the structure constants we refer to appendix A.

A systematic derivation leads to the field strengths associated to the ordinary and the higher gauge field,

\[
F^a = dA^a - \frac{1}{2} f^a_{bc} A^b \wedge A^c - t^a_A B^A, \tag{4}
\]

\[
H^A = dB^A + \alpha^A_{aB} A^a \wedge B^B, \tag{5}
\]

and their gauge transformations,

\[
\delta A^a = d\epsilon^a - f^a_{bc} A^b \epsilon^c + t^a_A \mu^A, \tag{6}
\]

\[
\delta B^A = d\mu^A + \alpha^A_{aB} A^a \wedge \mu^B - \alpha^A_{aB} \epsilon^a B^B, \tag{7}
\]

where \( \epsilon^a \) and \( \mu^A \) are ordinary and higher gauge parameter, respectively.

In general, one finds that the 3-form field strength is not covariant under gauge transformations, leading to the so-called fake curvature condition. Therefore, one cannot introduce the corresponding kinetic term in the Lagrangian of such higher gauge theories. This is the problem we want to address in this paper. We show how to get to off-shell covariantized higher gauge theory by an extension of the crossed module ansatz.

### 2.2 QP-manifolds and canonical transformations

A QP-manifold of degree \( n \) is defined by a triple \((\mathcal{M}, \omega, \Theta)\). \( \mathcal{M} \) is an N-manifold, which is a graded manifold with a nonnegative \( \mathbb{Z} \)-grading. \( \omega \) is a graded symplectic form of degree \( n \), which induces a graded Poisson bracket \( \{-,-\} \) of degree \(-n\). \( \Theta \) is a function of degree
$n + 1$ on $\mathcal{M}$, which satisfies the classical master equation, $\{\Theta, \Theta\} = 0$. [22][23]. $\Theta$ is called Hamiltonian function or homological function. From this Hamiltonian, the homological vector field $Q$ is obtained by

$$Q f = \{\Theta, f\},$$

where $f \in C^\infty(\mathcal{M})$. The classical master equation is equivalent to the nilpotency condition on the homological vector field, $Q^2 = 0$.

We consider graded manifolds $\mathcal{M}_n = T^*[n] \mathcal{V} = T^*[n](W[1] \oplus V[2])$ for $n \in \mathbb{N}$, where $W$ and $V$ are vector spaces. As we shall see, these vector spaces are related to the two vector spaces in the definition of the crossed module.

Let $q^a$ and $Q^A$ be local coordinates on $W[1]$ and $V[2]$ with degree 1 and 2, respectively. The degree is identified with the ghost number in the BRST-BV formalism of the corresponding field theory. The conjugate coordinates with respect to the fiber $T^*[n]$ are denoted by $(p^a, P_A)$ and are of degree $(n - 1, n - 2)$. Therefore, the local coordinates on $\mathcal{M}_n$ are $(q^a, Q^A, p^a, P_A)$ with degree $(1, 2, n - 1, n - 2)$. Coordinates of odd degree are Grassmann odd quantities.

We consider the graded symplectic form $\omega$,

$$\omega = (-1)^n \delta q^a \wedge \delta p_a + \delta Q^A \wedge \delta P_A.$$  

The corresponding Poisson bracket $\{-, -\}$ on functions $f, g \in C^\infty(\mathcal{M}_n)$ is given by

$$\{f, g\} = \frac{\partial f}{\partial q^a} \frac{\partial g}{\partial p_a} + (-1)^n \frac{\partial f}{\partial p_a} \frac{\partial g}{\partial q^a} + \frac{\partial f}{\partial Q^A} \frac{\partial g}{\partial P_A} - \frac{\partial f}{\partial P_A} \frac{\partial g}{\partial Q^A}.$$  

Note that we define the right derivative by $\frac{\partial f}{\partial X} = (-1)^{|f||[X]|} \frac{\partial f}{\partial X}$, where $|f|$ is the degree of the function $f$.

A canonical transformation $\delta_\alpha$ is defined by adjoint action of a function $\alpha$ of degree $n$ as

$$e^{\delta_\alpha} f = f + \{f, \alpha\} + \frac{1}{2}\{\{f, \alpha\}, \alpha\} + \cdots.$$  

It preserves the Poisson bracket,

$$\{e^{\delta_\alpha} f, e^{\delta_\alpha} g\} = e^{\delta_\alpha} \{f, g\},$$

$^6$W corresponds to $g^*$ and $V$ to $h^*$, respectively.
for any function $f, g \in C^\infty(\mathcal{M}_n)$. Since the generator of the canonical transformation $\alpha$ is of degree $n$, it is degree-preserving.

For details on the conventions related to QP-manifolds and graded differential calculus, we refer to [26].

### 2.3 Higher gauge theory from QP-manifolds

We construct a gauge field theory on an $(n + 1)$-dimensional spacetime $\Sigma$ using the BV-AKSZ formalism [27, 28]. For this, we consider the graded manifold $T[1]\Sigma$ with local coordinates $(\sigma^\mu, \theta^\mu)$ of degree $(0, 1)$, where $\sigma^\mu$ are coordinates on the base manifold $\Sigma$ corresponding to the spacetime, and $\theta^\mu$ are coordinates on the fiber.

The gauge fields are obtained by a pullback map $a^*$ and a degree preserving map $\tilde{a}^*$ as in [21]. Given a map between graded manifolds, $a : T[1]\Sigma \to \mathcal{M}_n$, the pullback of elements of $C^\infty(\mathcal{M}_n)$ by $a^*$ gives superfields. For example, a coordinate $z$ of degree $k$ on $\mathcal{M}_n$ induces a superfield of degree $k$,

$$Z(\sigma, \theta) \equiv a^*(z) = \sum_{j=0}^{n+1} \frac{1}{j!} \theta^{\mu_1} \cdots \theta^{\mu_j} Z_{\mu_1 \cdots \mu_j}^{(j)}(\sigma).$$

We denote the degree by $|Z| = k$. We also denote the $j$-th component by $Z^{(j)}(\sigma, \theta) \equiv \frac{1}{j!} \theta^{\mu_1} \cdots \theta^{\mu_j} Z_{\mu_1 \cdots \mu_j}^{(j)}(\sigma)$. This map automatically introduces corresponding gauge fields, ghosts and antifields in the BV formalism.

For the correspondence to physical fields, another degree, called form degree, $\text{deg}(\Phi)$ is introduced. We assign form degrees to $(\sigma^\mu, \theta^\mu)$ as $(0, 1)$. $(|\Phi| - \text{deg}(\Phi))$ is called ghost number.

Since $\theta^\mu$ is of form degree 1, $Z^{(j)}_{\mu_1 \cdots \mu_j}$ has ghost number $(k - j)$. The ghost number zero component $Z^{(k)}_{\mu_1 \cdots \mu_k}$ is a $k$-form gauge field. A positive ghost number component is a ghost and a negative ghost number component is an antifield. Especially, the ghost number 1 part $Z^{(k-1)}_{\mu_1 \cdots \mu_{k-1}}$ is the gauge parameter for the field $Z^{(k)}_{\mu_1 \cdots \mu_k}$.

The super field strength corresponding to a coordinate $z$ is defined by

$$F_Z \equiv d \circ a^*(z) - a^* \circ Q(z),$$

where $d = \theta^\mu \partial_\mu$ is the superderivative. The corresponding physical field strength is the degree
\( |z| + 1 \) part of the super field strength \( \mathbf{F}_z \),

\[
\mathbf{F}_z = (d \circ a^*(z) - a^* \circ \mathbf{Q}(z))|_{|z|+1},
\]

where \(|z|+1\) denotes taking the degree \(|z| + 1\) part.

We can define a degree-preserving map, \( \tilde{a} : T[1]\Sigma \rightarrow \mathcal{M}_n \), such that, for a function of degree \( k \) on the target space, the pullback \( \tilde{a}^* \) chooses the component of \( k \)-th order in \( \theta^\mu \) in the superfield expansion, i.e.,

\[
\tilde{a}^*(z) = \frac{1}{k!} d\sigma^{\mu_1} \wedge \cdots \wedge d\sigma^{\mu_k} Z_{\mu_1 \cdots \mu_k}^{(k)}(\sigma),
\]

where we identify the degree 1 coordinate \( \theta^\mu \) with the basis of the differential forms \( d\sigma^\mu \).

A degree \( k \) coordinate corresponds to a \( k \)-form gauge field. For example,

\[
\tilde{a}^*(q^a) \equiv A^a = A^a_\mu d\sigma^\mu,
\]

\[
\tilde{a}^*(Q^A) \equiv B^A = \frac{1}{2} B^A_{\mu\nu} d\sigma^\mu \wedge d\sigma^\nu.
\]

The corresponding field strengths \( F_z \) are defined by the map \( F \):

\[
F_z \equiv F(z) = d \circ \tilde{a}^*(z) - \tilde{a}^* \circ \mathbf{Q}(z),
\]

i.e.,

\[
F^a \equiv (d\tilde{a}^* - \tilde{a}^* Q)q^a = d\tilde{a}^*(q^a) - \tilde{a}^*(\{\Theta, q^a\}),
\]

\[
H^A \equiv (d\tilde{a}^* - \tilde{a}^* Q)Q^A = d\tilde{a}^*(Q^A) - \tilde{a}^*(\{\Theta, Q^A\}).
\]

The gauge transformation of the gauge fields corresponding to the coordinate \( z \) is obtained by taking the degree \(|z|\) part of the super field strength\( ^7 \),

\[
\delta Z \equiv (d \circ a^*(z) - a^* \circ \mathbf{Q}(z))|_{|z|},
\]

We introduce a degree \(-1\) map, \( \tilde{a}_{(-1)} : T[1]\Sigma \rightarrow \mathcal{M}_n \), such that, for a function of degree \( k \) on the target space, the pullback \( \tilde{a}^* \) chooses the component of \((k-1)\)-th order in \( \theta^\mu \) in the superfield expansion, i.e.,

\[
\tilde{a}^*_{(-1)}(z) = a^*(z)|_{|z|-1} = \frac{1}{(k-1)!} d\sigma^{\mu_1} \wedge \cdots \wedge d\sigma^{\mu_{k-1}} Z_{\mu_1 \cdots \mu_{k-1}}^{(k-1)}(\sigma).
\]

\(^7\)In fact, this formula derives a BRST transformation. A gauge parameter is a Grassmann odd ghost.
Then, the gauge parameters have degree $|z| - 1$, thus, are of ghost number 1. We denote the gauge parameters of each transformation as
\begin{align*}
\epsilon^a &\equiv \tilde{a}^*_a(q^a), & \mu^A &\equiv \tilde{a}^*_a(Q^A), \quad (24) \\
\epsilon'_a &\equiv \tilde{a}^*_a(p_a), & \mu'_A &\equiv \tilde{a}^*_a(P_A). \quad (25)
\end{align*}

A gauge transformation is obtained by the following formula,
\begin{equation}
\delta \tilde{a}^*(z) \equiv (d \circ \tilde{a}^*_a(z) - \tilde{a}^*_a \circ Q(z)). \quad (26)
\end{equation}

The de Rham differential of $F_z$ satisfies
\begin{equation}
dF_z = -F \circ Q(z) + \tilde{a}^* \circ Q^2(z). \quad (27)
\end{equation}

Thus, from $Q^2 = 0$, we get the Bianchi identity.

### 2.4 Constraints on the conjugate fields and residual gauge symmetry

In general, the QP-structure on the QP-manifold $\mathcal{M}_n = T^*[n]N$ induces a substructure of a symplectic Lie $n$-algebra on the non-graded space, $T^*(W \oplus V)$. It means that the gauge algebra of the pullback of the independent coordinates,
\begin{align*}
\tilde{a}^*(q^a) &= A_a, & \tilde{a}^*(Q^A) &= B^A, \quad (28) \\
\tilde{a}^*(p_a) &= C_a, & \tilde{a}^*(P_A) &= D_A, \quad (29)
\end{align*}
is a subalgebra of this symplectic Lie $n$-algebra, where $C_a$ is an $(n - 1)$-form auxiliary gauge field and $D_A$ is an $(n - 2)$-form auxiliary gauge field.

We understand that \[19\] gives a field strength with this gauge symmetry. Here, we have gauge transformations with four independent gauge parameters \[25\]. In order to obtain higher gauge fields and gauge symmetry on the field strength level, we impose constraints on the auxiliary gauge fields $(C_a, D_A)$, using the extra gauge degrees of freedom. This reduces the intricate gauge structure to an extension of a differential crossed module. In general, this extension goes beyond the structure of a semistrict Lie 2-algebra, which brings us into the position to generate interesting higher gauge theories.
The simplest possibility is to constrain the auxiliary superfields such that \( C_a = D_A = 0 \). Then, the theory reduces to the one analyzed in the literature \([14]\), which is a differential crossed module. To study covariantization, we consider a nontrivial reduction.

We start with superfields including ghosts and antifields by using the pullback, \( a^*(z) = Z(\sigma, \theta) \), of the embedding map, \( a : T[1]\Sigma \to M_n \), explained in subsection 2.3. From the degree zero component part, we can read off the field strengths \( F^a \) and \( H^A \) in terms of \( A^a = A^{(1)a} \) and \( B^A = B^{(2)}A \). After a restriction of the auxiliary fields, there remain gauge symmetries related to \( A^a \) and \( B^A \). The residual gauge transformation is on-shell closed by construction. By choosing a proper restriction, we can obtain off-shell covariant field strengths. This procedure is applied in section 4.

3 Hamiltonian functions of higher gauge theories

3.1 Hamiltonian functions on the target space \( M_n \)

As mentioned before, on the manifold \( M_n \) the Hamiltonian function \( \Theta \) is of degree \( n + 1 \). As we shall see, if the Hamiltonian function is linear in the conjugate coordinates \( (p_a, P_A) \), it realizes a higher gauge theory with semistrict Lie 2-algebra structure. In this paper, we want to consider deformations of this structure.

We start with the most general Hamiltonian function on \( M_n \) and expand it in conjugate coordinates \( (p_a, P_A) \),

\[
\Theta = \sum_k \Theta^{(k)},
\]

where \( \Theta^{(k)} \) is a \( k \)-th order function in \( (p_a, P_A) \).

We distinguish the following cases.

A) \( n \geq 6 \): Since the degrees of \( (p_a, P_A) \) are \( (n - 1, n - 2) \), the degree of \( \Theta^{(k)} \) for \( k \geq 2 \) is larger than \( 2n - 4 \). Therefore, if \( n \geq 6 \), then \( \Theta^{(k)} = 0 \) for \( k \geq 2 \) by degree counting, i.e. the general form of the Hamiltonian function is

\[
\Theta = \Theta^{(0)} + \Theta^{(1)}.
\]
B) \( n = 4, 5 \): In this case, \( \Theta^{(k)} = 0 \) for \( k \geq 3 \) by degree counting. Therefore, the expansion stops at second order,

\[
\Theta = \Theta^{(0)} + \Theta^{(1)} + \Theta^{(2)}. \tag{32}
\]

Only for \( n \leq 5 \) the Hamiltonian \( \Theta \) provides interesting possibilities for deformations. This case is interesting for physics, since it corresponds to a higher gauge theory in 5 and 6 dimensions. We discuss the cases \( n = 4, 5 \) in detail in section 4 and 5.

C) \( n = 2, 3 \): The Hamiltonian \( \Theta \) contains more deformation terms. For \( n = 3 \), the local coordinates on the graded manifold \( M_3 \) are \((q^a, Q^A, p_a, P_A)\) with degree \((1, 2, 1, 1)\). By taking \( U = W \oplus V^* \), \( T^*[3](W[1] \oplus V[2]) \cong T^*[3](U[1]) \), the QP-manifold defines a Lie 3-algebra structure on \( U \).

In the \( n = 2 \) case, since \((q^a, Q^A, p_a, P_A)\) is of degree \((1, 2, 1, 0)\), the graded manifold is \( M_2 = T^*[2](W[1] \oplus V[2]) \cong T^*[2]E[1] \), where \( E \to V^* \) is a trivial vector bundle on \( V^* \) with fiber \( W \). Since \( V^*[0] \) is regarded as base manifold, we can consider any function of \( P_A \) in the Hamiltonian. Then, this defines a Courant algebroid on \( E \).

### 3.2 Hamiltonian function of the semistrict Lie 2-algebra

First, we show that the Hamiltonian function \( \Theta^{(1)} \) reproduces a semistrict Lie 2-algebra for general \( n \). It contains the following terms,

\[
\Theta^{(1)} = t^a_A Q^A p_a + (-1)^n \frac{1}{2} f^c_{ab} q^a q^b p_c + \alpha^B_{aA} q^a Q^A P_B + (-1)^n \frac{1}{3!} T^A_{abc} q^a q^b q^c P_A, \tag{33}
\]

where \( t^a_A, f^c_{ab}, \alpha^B_{aA} \) and \( T^A_{abc} \) are structure constants. This function defines a semistrict Lie 2-algebra, which is equivalent to a 2-term \( L_\infty \)-algebra.

The classical master equation, \( \{ \Theta^{(1)}, \Theta^{(1)} \} = 0 \), implies the following conditions on the
structure constants,
\[
\frac{1}{2} f^d_{\ e[a} f^e_{\ bc]} - \frac{1}{3!} t^d_{\ A} T^A_{\ abc} = 0, \tag{34}
\]
\[
t^c_{\ A} f^a_{\ ab} - t^a_{\ B} \alpha^B_{\ bA} = 0, \tag{35}
\]
\[
\frac{1}{2} \alpha^B_{\ cA} f^c_{\ ab} + \alpha^B_{\ [a|C]} \alpha^C_{\ |bA} + \frac{1}{2} t^c_{\ A} T^B_{\ cab} = 0, \tag{36}
\]
\[
\frac{3}{2} f^c_{\ [ab} T^A_{\ cd]e} + \alpha^A_{\ [a|B} T^B_{\ bcd]} = 0, \tag{37}
\]
\[
\alpha^C_{\ a(A^t_B)} = 0. \tag{38}
\]

For \( T^A_{\ abc} = 0 \), these relations reduce to the strict Lie 2-algebra, which is equivalent to the differential crossed module \([14]\).

The correspondence of the above structure induced by the Hamiltonian \( \Theta^{(1)} \) and the semistrict Lie 2-algebra is given by the following bracket and derived brackets,
\[
[g_1, g_2] = -\left\{\{g_1, \Theta^{(1)}\}, g_2\right\}_{W^*}, \tag{39}
\]
\[
t(h) = \{\Theta^{(1)}, h\}_{W^*}, \tag{40}
\]
\[
\alpha(g) h = \{\{g, \Theta^{(1)}\}, h\}, \tag{41}
\]
\[
[g_1, g_2, g_3] = -\left\{\{\{g_1, \Theta^{(1)}\}, g_2\}, g_3\right\}, \tag{42}
\]

where \( g_1, g_2, g_3 \in W^* \) and \( h \in V^* \).

For details and notation, see appendix A.

### 3.3 Canonical transformations on \( \mathcal{M}_n \)

In this subsection, we consider canonical transformations on \( \mathcal{M}_n \). Two higher gauge theories are equivalent if their defining Hamiltonians can be related by a canonical transformation.

Let us identify all possible canonical transformations \( \alpha \). For this, we expand \( \alpha \) in conjugate coordinates \((p_a, P_A)\),
\[
\alpha = \sum_k \alpha^{(k)}, \tag{43}
\]

\[\text{We omit the pullback from the shifted vector space to the ordinary vector space for simplicity.}\]
where $\alpha^{(k)}$ is a $k$-th order function in the conjugate coordinates. Since $\alpha^{(k)}$ is of degree $n$, by degree counting, we find that for $n \geq 5$, $\alpha$ has two terms, $\alpha = \alpha^{(0)} + \alpha^{(1)}$. For $n = 4$, $\alpha^{(2)}$ is nonzero, i.e. $\alpha = \alpha^{(0)} + \alpha^{(1)} + \alpha^{(2)}$. For $n = 2, 3$, $\alpha$ contains more terms.

In the following, we do not consider $n \leq 3$ further. Then, the general forms of $\alpha^{(0)}$, $\alpha^{(1)}$ and $\alpha^{(2)}$ are

$$\alpha^{(0)} = \sum_{\mu+2\nu = n, \mu \geq 0, \nu \geq 0} m^{(\mu, \nu)} \left(\sum_{\mu+2\nu = n, \mu \geq 0, \nu \geq 0} \frac{1}{\mu! \nu!} m_{a_1 \ldots a_\mu, A_1 \ldots A_\nu} q^{a_1} \ldots q^{a_\nu} Q^{A_1} \ldots Q^{A_\nu}, \right)$$  

$$\alpha^{(1)} = N + M + \gamma = N^{B}_A Q^A P_B + M^b_a q^a p_b + \frac{1}{2} \gamma^A_{ab} q^a q^b P_A, \quad \gamma = 1/2 \gamma^A_{ab} q^a q^b P_A, \quad \beta^{AB} P_A P_B,$$

where $m_{a_1 \ldots a_{\mu}, A_1 \ldots A_{\nu}}$, $N^{B}_A$, $M^b_a$ and $\gamma^A_{ab}$ are constants and we defined $N \equiv N^{B}_A Q^A P_B$, $M \equiv M^b_a q^a p_b$ and $\gamma \equiv 1/2 \gamma^A_{ab} q^a q^b P_A$. $\beta^{AB}$ is a symmetric constant.

The authors of [21] discuss transformations generated by terms corresponding to $\alpha^{(1)}$ above, as degree preserving coordinate transformations. In this section, we consider canonical transformations of QP-manifolds on $T^*[n] \mathcal{N}$. Their effect on higher gauge theories will be discussed in the next subsection. In the following, we investigate the canonical transformations generated by each $\alpha^{(i)}$, respectively.

i) $\alpha^{(0)}$: The canonical transformation of a function $f$ of degree $k$ by

$$m^{(\mu, \nu)} = \frac{1}{\mu! \nu!} m_{a_1 \ldots a_{\mu}, A_1 \ldots A_{\nu}} q^{a_1} \ldots q^{a_\nu} Q^{A_1} \ldots Q^{A_\nu}. \quad (47)$$

The first term is

$$\{ f, m^{(\mu, \nu)} \} = -(-1)^{k(n-1)} \frac{1}{(\mu-1)! \nu!} \frac{\partial f}{\partial p_a} m_{a_{\mu-1} a_1 \ldots a_{\nu-1}} q^{a_1} \ldots q^{a_{\mu-1}} Q^{A_1} \ldots Q^{A_{\nu-1}}, \quad \frac{\partial f}{\partial P_A} m_{a_1 \ldots a_{\mu}, A_{\nu} A_{\nu-1}} q^{a_1} \ldots q^{a_{\mu}} Q^{A_1} \ldots Q^{A_{\nu-1}}, \quad (48)$$

where $\mu + 2\nu = n$. Investigation of higher order terms is not necessary. We observe that this class of canonical transformations decreases the order of the conjugate coordinates. These transformations do not change the field strengths (20) and (21) and the gauge transformations given in subsection 3.2. Therefore, we do not consider transformations of this type in this paper.
ii) \( \alpha^{(1)} \): The canonical transformation generated by the term \( \gamma = \frac{1}{2} \gamma_{ab} q^a q^b P_A \) is

\[
\begin{align*}
\exp{\delta \gamma} p_a &= p_a + (-1)^n \gamma_{ab} q^b, \\
\exp{\delta \gamma} Q^A &= Q^A + \frac{1}{2} \gamma_{ab} q^a q^b.
\end{align*}
\]

This transformation mixes elements of \( V \) and \( W \).

The canonical transformation generated by \( N = N_B^A Q^A P_B \) is an automorphism on \( V \) and gives an exponential map of the matrix \( N_B^A \),

\[
\begin{align*}
\exp{\delta N} Q^A &= (\exp{N})_B^A Q^B, \\
\exp{\delta N} P_A &= (\exp{-N})_B^A P_B.
\end{align*}
\]

The canonical transformation \( M = M_b^a q^a p_b \) generates an automorphism on \( W \), similar to the action of \( N \) on \( V \).

iii) \( \alpha^{(2)} \): We call this transformation a \( \beta \)-transformation. It is only possible for \( n \leq 4 \) and will be used in the discussion of the case \( n = 4 \), below.

4 Higher gauge theories in 5 dimensions

In the previous sections, we discussed the structure of the Hamiltonian and canonical transformations on \( \mathcal{M}_n \). Here, we discuss the field theory for the specific case \( n = 4 \), i.e. \( \mathcal{M}_4 = T^*[4]N \). In this case, \( \Theta^{(2)} \) can be included in the Hamiltonian function.

4.1 General form of the Hamiltonian function and Lie 4-algebras

In this subsection we describe the structure of the Hamiltonians based on \( \mathcal{M}_4 \). For this we introduce local coordinates \( (q^a, Q^A, p_a, P_A) \) of degree \( (1, 2, 3, 2) \), respectively. Since \( \Theta \) is of degree 5, the Hamiltonian function is at most a second order function in \( (p_a, P_A) \), by degree counting, and can be expanded as \( \Theta = \Theta^{(0)} + \Theta^{(1)} + \Theta^{(2)} \). Note that \( \Theta^{(2)} \) is nonzero only for
$n \leq 5$. Therefore, the concrete expressions are

$$
\Theta^{(0)} = \frac{1}{5!} m_{abcde} q^a q^b q^c q^d q^e + \frac{1}{3!} m_{abcA} q^a q^b q^A + \frac{1}{2} m_{aAB} q^a Q^A Q^B,
$$

$$
\Theta^{(1)} = \frac{1}{2} f_{abc} q^a q^b p_c + t_A q^A p_a + \alpha^B_{aA} q^a Q^A P_B + \frac{1}{3!} T_{abc} q^a q^b q^c P_A,
$$

$$
\Theta^{(2)} = s^a A p_a P_A + \frac{1}{2} n_{a}^{AB} q^a P_A P_B,
$$

with additional structure constants $m_{abcde}$, $m_{abcA}$, $m_{aAB}$, $s^A$ and $n_{a}^{AB}$. We decompose the classical master equation, $\{\Theta, \Theta\} = 0$, by degree into

$$
\{\Theta^{(0)}, \Theta^{(0)}\} = 0,
$$

$$
\{\Theta^{(0)}, \Theta^{(1)}\} + \{\Theta^{(1)}, \Theta^{(0)}\} = 0,
$$

$$
\{\Theta^{(1)}, \Theta^{(1)}\} + \{\Theta^{(0)}, \Theta^{(2)}\} + \{\Theta^{(2)}, \Theta^{(0)}\} = 0,
$$

$$
\{\Theta^{(1)}, \Theta^{(2)}\} + \{\Theta^{(2)}, \Theta^{(1)}\} = 0,
$$

$$
\{\Theta^{(2)}, \Theta^{(2)}\} = 0.
$$

Concerning the solution of this system of equations we can distinguish four different cases.

I) Observe that if $\Theta^{(1)} \neq 0$ and $\Theta^{(0)} = \Theta^{(2)} = 0$, then the master equation induces a semistrict Lie 2-algebra structure.

II) For $\Theta^{(1)} \neq 0$, $\Theta^{(0)} \neq 0$ and $\Theta^{(2)} = 0$, the semistrict Lie 2-algebra structure is not deformed and the induced field strengths as well as the gauge structure are not changed.

III) In the case, where $\Theta^{(1)} \neq 0$, $\Theta^{(2)} \neq 0$ and $\Theta^{(0)} = 0$, a deformation of the gauge structure as an extension of the semistrict Lie 2-algebra is induced.

IV) In the most general case ($\Theta^{(i)} \neq 0 \forall i = 0, 1, 2$), a deformation of the gauge structure as well as the semistrict Lie 2-algebra structure itself is induced. Then, a new type of 2-form gauge theory can be obtained.
In this paper, we focus on case III) and analyze extensions of higher gauge structures that avoid the fake curvature condition. More general cases will be investigated in separate publications.

Let us discuss the resulting classical master equation. Since there will be additional contributions due to $\Theta^{(2)}$, the conditions including the structure constants $s^{aA}$, $n_a^{AB}$ and $T_{abc}^A$ are given by

\begin{align}
 s^{a(A} n_{aB)} &= 0, \\
 s^{cA} f^{b}_{ca} + \alpha_{aB}^{A} b^{B} - t_{B}^{b} n_{a}^{AB} &= 0, \\
 \frac{1}{2} s^{c(A} T_{abc)} + \frac{1}{4} n_{c}^{AB} f^{c}_{ab} + \alpha_{[a|c]}^{(A} n_{b]}^{B)C} &= 0, \\
 s^{a(A} \alpha_{aC}^{B)} + \frac{1}{2} t_{a}^{a} n_{a}^{AB} &= 0, \\
 t_{[a}^{[a} b]^{B} &= 0.
\end{align}

A QP-structure with $\Theta = \Theta^{(1)} + \Theta^{(2)}$ on $\mathcal{M}_4 = T^* [4] (W[1] \oplus V[2])$ induces the structure of a symplectic Lie 4-algebra on $T^* (W \oplus V) \simeq W \oplus V \oplus W^* \oplus V^* \simeq g^* \oplus h^* \oplus g \oplus h$.

For $g \in W^*$, $h \in V^*$, $w \in W$ and $v \in V$ we can introduce symmetric pairings of $W^*$ and $W$, $\langle - , - \rangle_+$, and antisymmetric pairings of $V^*$ and $V$, $\langle - , - \rangle_-$, induced from the P-structure,

\begin{align}
 \langle g, w \rangle_+ &\equiv \{ g, w \} = \{ w, g \}, \\
 \langle h, v \rangle_- &\equiv \{ h, v \} = - \{ v, h \}.
\end{align}

In this case, $\{ \Theta, \Theta \} = 0$ is decomposed into

\begin{align}
 \{ \Theta^{(1)}, \Theta^{(1)} \} &= 0, \\
 \{ \Theta^{(1)}, \Theta^{(2)} \} &= 0, \\
 \{ \Theta^{(2)}, \Theta^{(2)} \} &= 0.
\end{align}

Equation (68) defines a semistrict Lie 2-algebra structure on $W^* \oplus V^*$ as discussed in subsection 5.2. Thus, the above system of equations contains a semistrict Lie 2-algebra ($[- , - ]$, $[- , - ]$, $\ell$, $\alpha$) as subalgebra. Each operation of that subalgebra is defined by (39)–(42).

---

9 All relations between the structure constants are listed in appendix C.
Introducing $\Theta^{(2)}$, we obtain two additional maps $\underline{s} : W \to V^*$ and $\underline{n} : W^* \times V \to V^*$ corresponding to the new structure constants by the following graded Poisson bracket and derived bracket,

$$\underline{s}(w) = \{\Theta, w\}|_{V^*}, \quad (71)$$

$$\underline{n}(g)(v) = -\{\{g, \Theta\}, v\}|_{V^*}, \quad (72)$$

where $g \in W^*$, $w \in W$ and $v \in V^{[10]}$.

It is useful to define the following related operations $\tilde{s} : W \times V \to \mathbb{C}$ and $\tilde{n} : W \times V \times V \to \mathbb{C}$,

$$\tilde{s}(w, v) = -\{\{w, \Theta\}, v\}, \quad (73)$$

$$\tilde{n}(w, v_1, v_2) = \{\{w, \Theta\}, v_1\}, v_2\}, \quad (74)$$

as well as $\underline{s}^* : V \to W^*$ and $\underline{n}^* : V \times V \to W$,

$$\underline{s}^*(v) = \{\Theta, v\}, \quad (75)$$

$$\underline{n}^*(v_1, v_2) = \{v_1, \Theta\}v_2\}, \quad (76)$$

such that $\underline{n}^*(v_1, v_2) = \underline{n}^*(v_2, v_1)$, where $w \in W$, $v, v_1, v_2 \in V$. The above operations are not independent, since

$$\tilde{s}(w, v) = -\langle \underline{s}(w), v \rangle_+ = \langle \underline{s}^*(v), w \rangle_+, \quad (77)$$

$$\tilde{n}(g, v_1, v_2) = -\langle \underline{n}(g)(v_1), v_2\rangle_+ = \langle \underline{n}^*(v_1, v_2), g \rangle_+. \quad (78)$$

From the conditions (69) and (70), we obtain the following relations including the additional operations $\underline{s}$ and $\underline{n}$,

$$\tilde{s}(\underline{n}^*(v_1, v_2), v_3) + (v_1, v_2, v_3 \text{ symmetric}) = 0, \quad (79)$$

$$\langle [\underline{s}^*(v), g], w \rangle_+ + \langle \alpha(g)\underline{s}(w), v \rangle_+ - \langle t \cdot \underline{n}(g)(v), w \rangle_+ = 0, \quad (80)$$

$$\langle [g_1, g_2, \underline{s}^*(v_1)], v_2\rangle_+ + \langle \underline{n}([g_1, g_2])(v_1), v_2\rangle_+ + \langle \alpha(g_1)\underline{n}(g_2)(v_1), v_2\rangle_+$$

$$+ (g_1, g_2 \text{ antisymmetric}, v_1, v_2 \text{ symmetric}) = 0, \quad (81)$$

$$\langle \alpha \cdot \underline{s}^*(v_1)(h), v_2\rangle_+ + \langle \underline{t}(h), \underline{n}^*(v_1, v_2)\rangle_+ + (v_1 \leftrightarrow v_2) = 0, \quad (82)$$

$$\langle t \cdot \underline{s}(w_1), w_2\rangle_+ - (w_1 \leftrightarrow w_2) = 0. \quad (83)$$

\[10\]Note that we omit the pullbacks for simplicity.
Using the local coordinate expressions,

\[ [p_a, p_b] = f^c_{ab} p_c, \]  
\[ t(P_A) = t^a_{A} p_a, \]  
\[ \alpha(p_a) P_A = \alpha^B_{aA} P_B, \]  
\[ [p_a, p_b, p_c] = T^A_{abc} P_A, \]  
\[ s(q^a) = s^{aA} P_A, \]  
\[ n(p_a)(Q^A) = n^{AB}_{a} P_B, \]

one shows that the equations (79)–(83) are equivalent to the equations (61)–(65).

## 4.2 Special solutions of the master equation

Here, we analyze the relations between the structure constants from the classical master equation for vanishing \( \Theta^{(0)} \) and show that there exists a nontrivial solution. If we take \( T^A_{abc} = 0 \), then the structure constants \( \alpha, f \) and \( t \) in \( \Theta^{(1)} \) define a differential crossed module. However, there are additional conditions on the structure constants \( s \) and \( n \) in \( \Theta^{(2)} \), given by (61)–(65) with \( T^A_{abc} = 0 \). In the following, we summarize solutions to the master equation. See appendix B for details on the calculations.

From equation (65), we can define a symmetric constant by \( G^{ab} \equiv t^a_{A} s^{bA} \). In general, \( G^{ab} \) is not invertible. Then, we assume that there exists an invertible metric \( g_{ab} \) on \( W \), and we define \( s^A_{a} \equiv g_{ab} s^{bA} \). Furthermore, we assume

\[ s^A_{a} t^a_{B} = \delta^A_{B}. \]  

Introducing the matrix \( P^a_{b} = t^a_{A} s^{bA} \), we can write \( G^{ab} = P^a_{c} g^{cb} \), where \( g^{ab} \) is the inverse matrix of \( g_{ab} \). Under the assumption (90), \( P \) is a projector. Then, (62) becomes

\[ n^{AB}_{a} = s^{B}_{b} s^{cA} f_{ca} + s^{B}_{b} s^{bc} \alpha^{A}_{aC}. \]  

The crossed module relation (35) gives \( \alpha^{A}_{aB} \) and \( n^{AB}_{a} \) as

\[ \alpha^{A}_{aB} = s^{A}_{b} t^a_{B} f^{b}_{ca}, \]  
\[ n^{AB}_{a} = 2 s^{c(A} s^{B)} f^{b}_{ca}. \]
From (63), we obtain a condition on the structure of \( f \),

\[
g^{dg} s^A g \{ s_e^B ( \delta^f_c - \mathcal{P}^f_c f^c_{f[a]} f^c_{b]} ) \} = 0, \tag{94}
\]

while the other conditions are satisfied automatically. The explicit form of the total Hamiltonian related to this solution of the classical master equation is given by

\[
\Theta = \frac{1}{2} f^{c} q^a q^b p_c + t^{a} Q^A p_a + \alpha^{B}_{aA} q^a Q^A P_B + s^{aA} p_A + s^{cA} s^B q^a P_A P_B. \tag{95}
\]

In the special case, where \( \mathcal{P}^a_b = \delta^a_b \), we find that \( G^{ab} \) is invertible. Then, (94) is automatically satisfied and (92) implies

\[
s^B_{(a)} \alpha^A_{b)B} = 0. \tag{96}
\]

Finally, in this special case, (95) reduces to

\[
\Theta = \frac{1}{2} f^{c} q^a q^b p_c + t^{a} Q^A p_a + \alpha^{B}_{aA} q^a Q^A P_B + s^{aA} p_A + s^C s^B q^a P_A P_B. \tag{97}
\]

**Canonical transformations on \( M_4 \)** Let us consider the canonical transformations \( e^{\delta_a} \) on \( M_4 \), where the general form of the generator \( \alpha \) (43) contains the term \( \alpha^{(2)} = \frac{1}{2} \beta^{AB} P_A P_B \), that we call \( \beta \)-transformation. The Hamiltonians (95) and (97) can be generated by \( \beta \)-transformation from the differential crossed module. In general, we have \( \mathcal{P}^a_b s^A_A = s^a_A \). Twist by the canonical transformation

\[
\beta^{AB} = s^{A_A} s^B_A = q^{ab} s^A_A s^B_B, \tag{98}
\]

we find

\[
\Theta = e^{\delta_B} \Theta^{(1)}, \tag{99}
\]

for the Hamiltonian functions (95) and (97) by using the respective solution of the classical master equation. Thus, we understand that this set of special solutions to the master equation exhibits the structure of a differential crossed module. However, we will show in the following subsections, that one can circumvent the fake curvature condition, usually related to models based on the crossed model, by reducing the gauge freedom of the auxiliary gauge fields.
4.3 Constraints on the conjugate fields

Based on the general theory explained in subsection 2.4, we consider the restriction of the 5-dimensional theory.

The pullback $a^*$ maps the four coordinates to superfields as follows,

$$A^a \equiv a^*(q^a), \quad B^A \equiv a^*(Q^A), \quad C_a \equiv a^*(p_a), \quad D_A \equiv a^*(P_A),$$

(100)

where $(A, B, C, D)$ are of degree $(1, 2, 3, 2)$. The QP-manifold structure on $\mathcal{M}_4$ induces the structure of a symplectic Lie 4-algebra on $T^*(W \oplus V)$. The superfields inherit this structure as gauge symmetry. The super field strengths are given by

$$F^a = dA^a - \frac{1}{2} f_{bc}^a A^b A^c - t_A^a B^A - s^a A D_A,$$

(102)

$$H^A = dB^A + \alpha_{ab}^A A^a B^b + \frac{1}{3!} T_{abc}^A A^a A^b A^c + s^{BA} C_b + n_{aB}^A A^a D_B,$$

(103)

$$F_a^{(C)} = dC_a - f_{ab}^c A^b C_c - \alpha_{ab}^A B^b D_A - \frac{1}{2} T_{abc}^A A^b A^c D_A - \frac{1}{2} n_{aB}^A D_A D_B,$$

(104)

$$F_A^{(D)} = dD_A - t_A^a C_a - \alpha_{aA}^B A^a D_B,$$

(105)

where $F^{(C)}$ and $F^{(D)}$ are the super field strengths of $C$ and $D$, respectively. When we substitute the component expansions to (102)–(102), then the corresponding degree $|z| + 1$ parts are the field strengths:

$$F^a = dA^a - \frac{1}{2} f_{bc}^a A^b \wedge A^c - t_A^a B^A - s^a A D_A,$$

(106)

$$H^A = dB^A + \alpha_{ab}^A A^a \wedge B^b + \frac{1}{3!} T_{abc}^A A^a \wedge A^b \wedge A^c + s^{BA} C_b + n_{aB}^A A^a \wedge D_B,$$

(107)

$$F_a^{(C)} = dC_a - f_{ab}^c A^b \wedge C_c - \alpha_{ab}^A B^b \wedge D_A - \frac{1}{2} T_{abc}^A A^b \wedge A^c \wedge D_A - \frac{1}{2} n_{aB}^A D_A \wedge D_B,$$

(108)

$$F_A^{(D)} = dD_A - t_A^a C_a - \alpha_{aA}^B A^a \wedge D_B,$$

(109)

The degree $|z|$ parts of the component expansions of the super field strengths yield the gauge
transformations,
\begin{align*}
\delta A^a &= de^a - f^a_{bc} A^b \epsilon^c - t^a_A \mu^A - s^a_A \mu'_A, \\
\delta B^A &= d\mu^A + \alpha^A_{AB}(A^a \wedge \mu^B + \epsilon^a B^B) + \frac{1}{2} T^A_{abc} A^a \wedge A^b \epsilon^c + s^b_A \epsilon'_b \\
&+ n^A_{AB}(A^a \wedge \mu'_B + \epsilon^a \wedge D_B), \\
\delta C_a &= d\epsilon'_a - f^c_{ab}(A^c \wedge \epsilon'_c + \epsilon^b C_c) - \alpha^A_{ab}(B^B \wedge \mu'_A + \mu^B \wedge D_A) \\
&- \frac{1}{2} T^A_{abc}(2A^b \wedge D_A \epsilon^c + A^b \wedge A^c \wedge \mu'_A) - n^A_{ab} D_A \wedge \mu'_B, \\
\delta D_A &= d\mu'_A - t^a_A \epsilon'_a - \alpha^B_{ab}(A^a \wedge \mu'_B + \epsilon^a D_B).
\end{align*}
(110)

The gauge transformations of the higher gauge field strengths are
\begin{align*}
\delta F^a &= f^a_{bc} F^b \epsilon^c, \\
\delta H^A &= \alpha^A_{ab} H^B \epsilon^a + n^A_{ab} F^D B^B \epsilon^a + T^A_{abc} A^a \wedge F^c \epsilon^b \\
&- \alpha^A_{ab} F^a \wedge \mu^B - n^A_{ab} F^a \wedge \mu'_B.
\end{align*}
(111)

We look for nontrivial extensions of the crossed module inside a symplectic Lie 4-algebra, that lead to off-shell covariant gauge structures. Such an extension can be obtained by imposing a constraint on the gauge fields \((C_a, D_A)\).

One nontrivial choice is given by
\begin{equation}
C_a = -K_{abc} F^b \wedge A^c, \quad D_A = 0.
\end{equation}
(112)

Then, we obtain the field strengths \(F^a\) and \(H^A\) in terms of \(A^a\) and \(B^A\),
\begin{align*}
F^a &= dA^a - \frac{1}{2} f^a_{bc} A^b \wedge A^c - t^a_A B^A, \\
H^A &= dB^A + \alpha^A_{ab} A^a \wedge B^B + \frac{1}{3!} T^A_{abc} A^a \wedge A^b \wedge A^c - s^b_A K_{bcd} F^c \wedge A^d.
\end{align*}
(113)

In general, the original gauge transformations of the fields \((A^a, B^A)\) transform the constraint equations (116). However, there exist compensating gauge transformations of the fields \((C_a, D_A)\) such that the conditions (116) remain satisfied.

For the special case given in equation (116), where \(T^A_{abc} = 0\),
\begin{equation}
K_{abc} = g_{ad} t^d_A \epsilon^A_{b} s^B_c.
\end{equation}
(114)
we obtain the gauge fixed field strengths of \( A^a \) and \( B^A \) decoupled from the \( C_a \) and \( D_A \) components,

\[
F^a = dA^a - \frac{1}{2} f^a_{bc} A^b \wedge A^c - t^a_A B^A, \quad (120)
\]

\[
H^A = dB^A + \alpha^A_{aB} A^a \wedge B^B - \alpha^A_{aB} s^B_c F^a \wedge A^c, \quad (121)
\]

which is of the same form as the field strengths given in [1]. The detailed relations between our formulation and the results given in [1] will be discussed below.

### 4.4 Off-shell covariantization

In this subsection, we show that we can off-shell covariantize the 3-form curvature in the setting, where the underlying structure is a semi-direct product \( W^* = g = K \ltimes h \). \( K \) is a Lie algebra and \( \rho \) is a representation of \( K \) on the vector space \( V^* = h \). This setting is in accordance with the special set of solutions that we discussed in the previous subsection.

The commutator on \( g \) is defined as

\[
[(x, y), (x', y')] = ([x, x'], \rho(x)y' - \rho(x')y), \quad (122)
\]

where \( x, x' \in K \) and \( y, y' \in h \). Furthermore, we define the maps \( \underline{\alpha} : g \to \text{Der}(h), \underline{t} : h \to g \) and \( \underline{s} : g \to h \) by

\[
\underline{\alpha}((x, y))y' = \rho(x)y', \quad (123)
\]

\[
\underline{t}(y) = (0, My), \quad (124)
\]

\[
\underline{s}(x, y) = M^{-1}y, \quad (125)
\]

where \( M \) is an invertible matrix. This setting has been used in [1] in order to construct an off-shell covariant higher gauge theory. We use the index convention \( g_a = (g_i, g_A) \in K \ltimes h \).

In order to discuss the covariantization of the 3-form curvature \( H^A \), we start with an analysis of its gauge transformation,

\[
\delta H^A = \alpha^A_{aB} H^B e^a - \alpha^A_{aB} F^a \wedge \mu^B - n^A A^B F^a \wedge \mu^B + n^A A^B F^{(D)} e^a \quad (126)
\]

\[
eq \alpha^A_{aB} H^B e^a - \triangle^A, \quad (127)
\]
where we took $T_{abc}^A = 0$. We can decompose

$$\triangle^A = s^A_{ab} f^a_{jb} F^j \wedge \mu^B + (s^B_s^A s^a_{ja} f^a_{jb} + s^b_B s^A_a f^a_{jb}) F^j \wedge \mu^B,$$

$$- n^A_{ja} d B^j \epsilon^j - n^A_{ja} A^a_{AB} C_a j^j - n^A_{ja} A^a_{AC} A^a \wedge D^j \epsilon^j. \quad (128)$$

For covariantization we make use of the freedom of the conjugate auxiliary fields $C_a$ and $D_A$. The constraint (116) leads to

$$\triangle^A = s^A_{ab} f^a_{jb} F^j \wedge \mu^B + (s^B_s^A s^a_{ja} f^a_{jb} + s^b_B s^A_a f^a_{jb}) F^j \wedge \mu^B - n^A_{ja} A^a_{AB} C_a j^j. \quad (129)$$

We show in the following, that $\triangle^A$ vanishes, if the field configuration is restricted to a hypersurface determined by the constraint. First, we introduce the gauge parameters $\hat{\epsilon}^a$ and $\hat{\mu}^A$ corresponding to the remaining gauge symmetry and require, that the reduced gauge transformation of the one-form gauge field is given by

$$\delta A^a = D_0 \epsilon^a - t^a_A \mu^A - s^a_A \mu^A \equiv D_0 \epsilon^a - t^a_A \hat{\mu}^A, \quad (130)$$

where we introduced $D_0 \epsilon^a \equiv d \epsilon^a - f^a_{bc} A^b \hat{\epsilon}^c$. Through application of the projector $(1-P)$ to (130) we find

$$(1-P) D_0 \epsilon = (1-P) D_0 \hat{\epsilon}. \quad (131)$$

Making use of the equation

$$f^a_{ba'} \mathcal{P}_{d}^{a'} = \mathcal{P}^{a}_{c} f^c_{ba'} \mathcal{P}_{d}^{a'}, \quad (132)$$

which can be derived from (94), we find

$$\epsilon^a = \hat{\epsilon}^a + (\mathcal{P} \lambda(\hat{\epsilon}))^a \quad (133)$$

for an arbitrary function $\lambda(\hat{\epsilon})$. $\lambda(\hat{\epsilon})$ has to be of order one in the gauge parameter $\hat{\epsilon}$ or zero. Application of $\mathcal{P}$ to (130) leads to

$$s^a_A \hat{\mu}^A + t^a_A \mu^A = t^a_A \hat{\mu}^A + \mathcal{P}^{a}_{b} D_0 \mathcal{P}^{b}_{c} \lambda(\hat{\epsilon})^c. \quad (134)$$

In the next step, we solve the first constraint $\delta D_A = 0$, which gives

$$\mathcal{P}^{b}_{a} \epsilon^a_b = \mathcal{P}^{b}_{a} [d(s^A_{b} \mu^A) - f^d_{bc} A^c (s^A_{d} \mu^A)] \equiv \mathcal{P}^{b}_{a} D_0 s^A_{b} \mu^A. \quad (135)$$
Application of $\mathcal{P}D_0$ to (135) gives

$$\mathcal{P}^{ab} D_0 F_{a}^b \hat{\epsilon}'_b = \mathcal{P}^{ab} F_{ia}^b \hat{t}_b^i s_B^B \hat{\mu}'_B. \quad (136)$$

Let us now investigate the covariance of the second constraint equation,

$$\delta C_i = - g_{ad} t_A^d \alpha_{B}^A s_B^B \delta (F^j \wedge F^i). \quad (137)$$

Using the covariance condition following from the first constraint (136), we derive the following condition on $\hat{\mu}'$ in terms of $\hat{\epsilon}$ and $\hat{\mu}$ from the projected part of (137)

$$\mathcal{P}^{ab} F_{ia}^b \hat{t}_b^i s_B^B \hat{\mu}'_B = s_B^B F_{b}^b \delta (F^j \wedge F^i) - \hat{\mu}^B. \quad (138)$$

On the other hand, we can rewrite $\Delta^A$ by

$$\Delta^A = s_A^a f_{ja}^a F^j \wedge \hat{t}_B^B (\hat{\mu}^B + s_B^B D_0 F^i \wedge \lambda (\hat{\epsilon})^c) + s_B^B f_{ja}^a F^j \wedge \mu_B^B - n_B^B t_B^B C_B^c \hat{\epsilon}^c. \quad (139)$$

We find, that $\Delta^A = 0$, if $\lambda (\hat{\epsilon})^a = - \hat{\epsilon}^a$ on the hypersurface determined by the two constraints. The remaining condition coming from the orthogonal projection of the second constraint equation

$$(1 - \mathcal{P})_a^b \delta C_i = - (1 - \mathcal{P})_a^b g_{ad} t_A^d \alpha_{B}^A s_B^B \delta (F^j \wedge F^i) = 0, \quad (140)$$

imposes a restriction on $(1 - \mathcal{P})_a^b \epsilon'_i = \epsilon'_i$.

Finally, the gauge transformation of the two-form gauge field on the gauge-hypersurface is derived to be

$$\delta B^A = d \hat{\mu}^A + \alpha_{jB}^A (A^j \wedge \hat{\mu}^B + \hat{\epsilon}^j \hat{B}^B) - \alpha_{jB}^A s_B^B \hat{\epsilon}^c F^i, \quad (141)$$

by using (133), (134) and (135). Therefore, we showed that after imposing proper constraints, the field strengths transform covariantly under the residual gauge transformations without fake curvature condition.

Let us summarize the form of the fields and their transformation properties on the gauge-
hypersurface,
\[ F^a = dA^a - \frac{1}{2} f^a_{bc} A^b \wedge A^c - t^a_A B^A, \] (142)
\[ H^A = dB^A + \alpha^A_B A^a \wedge B^B - \alpha^A_{ab} s^B_c F^a \wedge A^c, \] (143)
\[ \delta A^a = d\tilde{\epsilon}^a - f^a_{bc} A^b \tilde{\epsilon}^c + t^a_A \tilde{\mu}^A, \] (144)
\[ \delta B^A = d\tilde{\mu}^A + \alpha^A_B (A^i \wedge \tilde{\mu}^B + \tilde{\epsilon}^i B^B) - \alpha^A_{jB} s^B_c \tilde{\epsilon}^c F^j, \] (145)
\[ \delta F^a = f^a_{bc} F^b (\tilde{\epsilon}^c - (\mathcal{P}\tilde{\epsilon})^c), \] (146)
\[ \delta H^A = \alpha^A_B H^B (\tilde{\epsilon}^a - (\mathcal{P}\tilde{\epsilon})^a), \] (147)
where we introduced \( \tilde{\delta} \) symbolizing the reduced gauge transformation \( \delta\Phi|_{\text{constraint}} = \tilde{\delta}\Phi \) for any field \( \Phi \), which means that the diagram
\[ \Phi \xrightarrow{\delta} \delta\Phi \]
\[ \Phi \xrightarrow{\tilde{\delta}} \tilde{\delta}\Phi \]
commutes for any field \( \Phi \).

Next, we discuss the closure of the gauge symmetry algebra. For this, we write the gauge transformation as
\[ \tilde{\delta} A^a = d\tilde{\epsilon}^a - f^a_{bc} A^b \tilde{\epsilon}^c + t^a_A \tilde{\mu}^A, \] (148)
\[ \tilde{\delta} B^A = d\tilde{\mu}^A + \alpha^A_B (A^i \wedge \tilde{\mu}^B - \tilde{\epsilon}^i B^B) + \alpha^A_{jB} s^B_c \tilde{\epsilon}^c F^j, \] (149)
where the gauge parameters \( \tilde{\epsilon}^a \) and \( \tilde{\mu}^A \) are ordinary functions. We find, that two gauge transformations \( \tilde{\delta}_1 \) and \( \tilde{\delta}_2 \) close to \( \tilde{\delta}_3 \) by \([\tilde{\delta}_1, \tilde{\delta}_2] = \tilde{\delta}_3 \) with \( \tilde{\epsilon}_3^a = -f^a_{bc} \tilde{\epsilon}_2^b \tilde{\epsilon}_1^c \) and \( \tilde{\mu}_3^A = \alpha^A_{bB} (\tilde{\epsilon}_2^b \tilde{\mu}_2^B - \tilde{\epsilon}_3^b \tilde{\mu}_1^B) \), where \( \tilde{\delta}_i \) denotes the gauge transformation with respective gauge parameters \( (\tilde{\epsilon}_i, \tilde{\mu}_i) \). More concretely, we derive
\[ [\tilde{\delta}_1, \tilde{\delta}_2] A^a = d\tilde{\epsilon}_3^a - f^a_{bc} A^b \tilde{\epsilon}_3^c + t^a_A \tilde{\mu}_3^A, \] (150)
\[ [\tilde{\delta}_1, \tilde{\delta}_2] B^A = d\tilde{\mu}_3^A + \alpha^A_B (A^j \wedge \tilde{\mu}_3^B - \tilde{\epsilon}_3^j B^B) + \alpha^A_{jB} s^B_c \tilde{\epsilon}_3^c F^j + \Lambda^A, \] (151)
where
\[ \Lambda^A = \alpha^A_{jB} f^j_{ke} s^B_e P^e (\tilde{\epsilon}_1^b \tilde{\epsilon}_2^c - \tilde{\epsilon}_2^b \tilde{\epsilon}_1^c) F^k. \] (152)
The gauge transformation of $A^a$ is off-shell closed. Off-shell closure of the gauge transformation of $B^A$ requires
\[ \alpha^A_{jk} f^j_k s^B_c t^e_b P^e_b = \alpha^A_{jk} f^j_k s^B_c t^e_b s^D_b = 0, \]
which is satisfied in our example. In general, it is sufficient if a gauge algebra is closed on-shell, i.e., up to equations of motion. However, with condition (153) the gauge algebra is closed without fake curvature condition.

The field strengths and gauge transformations, that we derived, are of a similar form compared to the ones analyzed in [1]. To make this similarity more concrete, we provide a brief discussion of the model proposed in [1] in the following subsection.

4.5 The Ho-Matsuo model

The authors of [1] constructed a covariant 3-form field strength which circumvents the fake curvature condition. Here, we give a brief review of the algebra, gauge transformations and field strengths constructed in [1], for comparison. Let $(W^*, V^*, \ell, \alpha)$ be a differential crossed module with the additional map $\bar{s}_{HM} : W^* \rightarrow V^*$ and the following consistency conditions,
\[ \alpha(g)(\bar{s}_{HM}(g')) - \alpha(g')(\bar{s}_{HM}(g)) = \bar{s}_{HM}([g, g']), \]
\[ \alpha(g)((1 - \bar{s}_{HM} \cdot \ell)(h)) = 0, \]
\[ \alpha([g, \ell \cdot \bar{s}_{HM}(g')])\bar{s}_{HM}(g'')) = 0, \]
where $g, g', g'' \in W^*$ and $h, h' \in V^*$. Representing the map $\bar{s}_{HM}$ by
\[ \bar{s}_{HM}(g_a) = s^B_a h_B, \]
the conditions (154)–(156) become
\[ \alpha^A_{aB} s^B_a - \alpha^A_{bB} s^B_a + s^A_c f^c_{ab} = 0, \]
\[ \alpha^A_{aD} s^D_b t^b_B = \alpha^A_{aB}, \]
\[ s^B_c \alpha^A_{dBA} f^d_{ae} t^e_D s^D_b = 0. \]
The equations (158)–(159) are satisfied in the Lie 4-algebra model constructed in the previous subsection. Equation (160) is required by the closure of the gauge transformation of the 2-form
The field strengths of the 1- and 2-form fields are defined as follows,

\[
F^a_{HM} = dA^a - \frac{1}{2} f^a_{bc} A^b \wedge A^c - t^a B^A, \quad (161)
\]

\[
H^A_{HM} = dB^A + \alpha^A_{aB} A^a \wedge B^B - \alpha^A_{aB} \epsilon^B_{ac} F^a_{HM} \wedge A^c. \quad (162)
\]

The gauge transformations of the 1-form and 2-form gauge fields are defined by

\[
\delta_{HM} A^a = d\hat{\epsilon^a} - f^a_{bc} A^b \hat{\epsilon^c} + t^a A^A, \quad (163)
\]

\[
\delta_{HM} B^A = d\hat{\mu^A} + \alpha^A_{aB} A^a \wedge \hat{\mu^B} - \alpha^A_{aB} \epsilon^B_{ac} B^B + \alpha^A_{aB} \epsilon^a_{d} F^d_{HM}. \quad (164)
\]

## 5 Master equation in 6 dimensions

In this section we discuss the field theory on the graded manifold \(M_5 = T^*[5](W[1] \oplus V[2])\) with coordinates \((q^a, Q^A, p_a, P_A)\) of degree \((1, 2, 4, 3)\). The most general form of the Hamiltonian function is given by \(\Theta = \Theta^{(0)} + \Theta^{(1)} + \Theta^{(2)}\), where

\[
\Theta^{(0)} = \frac{1}{6!} m_{abcdef} q^a q^b q^c q^d q^e q^f + \frac{1}{4!} m_{abcd} A^a q^b q^c q^d Q^A,
\]

\[
\Theta^{(1)} = -\frac{1}{2} f^{ac} q^a q^b p_c + t^a_{A} Q^A p_a + \alpha^B_{aA} q^a Q^A P_B - \frac{1}{3!} T^A_{abc} q^a q^b q^e P_A,
\]

\[
\Theta^{(2)} = \frac{1}{2} u^{AB} P_A P_B. \quad (165)
\]

Here, again we focus on the case \(\Theta^{(0)} = 0\), which means that we have to consider the following equation: \(\{\Theta^{(1)}, \Theta^{(2)}\} + \{\Theta^{(2)}, \Theta^{(1)}\} = 0\). Since \(\Theta^{(2)}\) depends only on \(P\), we immediately get

\[
\frac{1}{2}(\{\Theta^{(1)}, \Theta^{(2)}\} + \{\Theta^{(2)}, \Theta^{(1)}\}) = t^a_{A} u^{AB} p_a p_B + \alpha^B_{aA} u^{AC} q^a P_B P_C. \quad (166)
\]

This leads to the following conditions for the antisymmetric bilinear \(u^{AB}\):

\[
t^a_{A} u^{AB} = 0, \quad \alpha^B_{aA} u^{AC} q^a P_B P_C = 0. \quad (167)
\]

Since the structure constant \(s^a_{A}\) does not appear in the algebra and there are no possibilities to induce a nonzero tensor of type \(s^a_{A}\) from the other structure constants, we cannot formulate a model analogous to the one we constructed in 5 dimensions.\(^{11}\)

\(^{11}\)Using \((35)\) and \((169)\) one can show that \(s^a_{A} = 0\) for any tensor of this index structure.
6 Discussion

In this paper, we analyzed extensions of higher gauge theories based on a semistrict Lie 2-algebra. We made use of the QP-manifold description of symplectic Lie \( n \)-algebras and constructed an off-shell covariant higher gauge theory. The gauge fields induced by the Lie \( n \)-algebra inherit its structure as gauge symmetry. In order to obtain an off-shell covariantized higher gauge theory which circumvents the fake curvature condition, we restrict the auxiliary gauge field configuration to an appropriate hypersurface. The restricted gauge algebra has the structure of an extension of a (semistrict) Lie 2-algebra. We analyzed the structure of the QP-manifold \( T^*[n](W[1] \oplus V[2]) \), the general structure of its possible Hamiltonians and its canonical transformations. It turned out that for \( n \geq 6 \), i.e., for a theory in 7 dimensions or higher, we only obtain a semistrict higher gauge theory. For \( n \leq 5 \), i.e., for a theory in 6 dimensions or lower, there is a freedom to introduce terms into the Hamiltonian function, which change the field strengths nontrivially.

In this paper, we analyzed possible deformations by \( \Theta^{(2)} \). This is only possible in dimensions less than 7. We examined the 5 dimensional theory in detail. Still in this case, there are many choices for imposing conditions on the auxiliary gauge fields. We concentrated on the case, where \( g = K \ltimes h \) and \( h = V^* \), where \( K \) is a Lie algebra and \( \rho \) is a representation of \( K \) on \( V^* \). Then, we showed, that by the present method, we can obtain a nontrivial off-shell covariant theory. In this case, the theory is the same covariantization as the one given in \([1]\). Although this theory, which we constructed, exhibits abelian higher gauge structure, we think that depending on the reduction procedure also nonabelian solutions can be found.

As we discussed in the beginning of section 4, there are several directions to develop the approach given in this paper. One way is to include the \( \Theta^{(0)} \) term. This works in any dimension and, in general, does not change the field strengths \( F \) and \( H \). However, it changes the structures of the algebra. Another possibility is to include algebroid structures, which introduces scalar fields in the theory.

It is interesting that we could obtain a 2-form gauge theory by reduction of a Lie \( n \)-algebra structure. This was performed by imposing constraints on the auxiliary gauge fields on the field theory level. There is also a possibility to interpret this reduction process as gauge fixing of auxiliary gauge fields.
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A Differential crossed modules and semistrict Lie 2-algebras

First, we briefly explain the crossed module and differential crossed module [15,31].

A crossed module is a pair of Lie groups $G$ and $H$ with homomorphisms $t : H \rightarrow G$ and $\alpha : G \rightarrow \text{Aut}(H)$ satisfying

$$\alpha(t(h))(h') = hh'h,$$  \hspace{1cm} (170)

$$t(\alpha(g)h) = gt(h)g^{-1},$$  \hspace{1cm} (171)

for all $g \in G$ and $h, h' \in H$.

Let $\mathfrak{g} = \text{Lie}(G)$ and $\mathfrak{h} = \text{Lie}(H)$ be the associated Lie algebras. The infinitesimal object corresponding to the crossed module is called differential crossed module. It is a pair of Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ with homomorphisms $\underline{t} : \mathfrak{h} \rightarrow \mathfrak{g}$ and $\underline{\alpha} : \mathfrak{g} \rightarrow \text{Der}(\mathfrak{h})$. The differentials of the corresponding maps are underlined. $\underline{t}$ and $\underline{\alpha}$ satisfy

$$\underline{t}(\underline{\alpha}(g)h) = [g, \underline{t}(h)],$$  \hspace{1cm} (172)

$$\underline{\alpha}(\underline{t}(h))(h') = [h, h'],$$  \hspace{1cm} (173)
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for all \( g \in \mathfrak{g} \) and \( h, h' \in \mathfrak{h} \). Since \( t \) and \( \alpha \) are homomorphims, we get
\[
\alpha([g, g']) = \alpha(g) \alpha(g'), \tag{175}
\]
\[
\alpha(g)([h, h']) = [\alpha(g)h, h'] + [h, \alpha(g)h'], \tag{176}
\]
for all \( g, g' \in \mathfrak{g} \) and \( h, h' \in \mathfrak{h} \). A differential crossed module is equivalent to a strict Lie 2-algebra.

Let us denote the bases of the Lie algebras by \( g_a \in \mathfrak{g} \) and \( h_A \in \mathfrak{h} \). Their Lie brackets are
\[
[g_a, g_b] = - f_{ab}^c g_c, \quad [h_A, h_B] = \tilde{f}_{AB}^C h_C, \tag{177}
\]
with structure constants \( f_{ab}^c \) and \( \tilde{f}_{AB}^C \), respectively. The maps \( t \) and \( \alpha \) can be expressed as
\[
t(h_A) = t^a_A g_a, \tag{178}
\]
\[
\alpha(g_a)h_A = \alpha^B_A h_B, \tag{179}
\]
with coefficients \( t^a_A \) and \( \alpha^B_A \), respectively. The structure constants \( f_{ab}^c \), \( \tilde{f}_{AB}^C \), \( t^a_A \) and \( \alpha^B_A \) satisfy the following relations,
\[
f_{e[a} f_{bc]} = 0, \tag{180}
\]
\[
\tilde{f}_{E[A} \tilde{f}_{BC]} = 0, \tag{181}
\]
\[
[g_b, t(h_A)] - t(\alpha(g_b)h_A) = t^c_A f_{cb}^a g_a - t^a_B \alpha^B_{bA} g_a = 0, \tag{182}
\]
\[
\alpha(t(h_A))h_B - [h_A, h_B] = \alpha^C_A t^a_A h_C - \tilde{f}_{AB}^C h_C = 0. \tag{183}
\]
From (183), we obtain
\[
\tilde{f}_{AB}^C = t^a_A \alpha^C_{aB}. \tag{184}
\]
Therefore, \( \tilde{f}_{AB}^C \) is expressed by \( t^a_A \) and \( \alpha^C_{aB} \), and the conditions of the differential crossed module can be written by \( f_{ab}^c \), \( t^a_A \) and \( \alpha^C_{aB} \) only. Since \( \tilde{f}_{AB}^C \) is antisymmetric, we obtain
\[
t^a_B \alpha_{aA}^C + t^a_A \alpha_{aB}^C = 0. \tag{185}
\]
Using (175), we find
\[
\alpha^B_{cA} f_{ab}^c + \alpha^B_{aC} \alpha_{bA}^C - \alpha^B_{bc} \alpha_{aA}^C = 0. \tag{186}
\]
Finally, we can summarize all conditions as follows,

\[ f_{[a]b} f^c_{bc} = 0, \quad (187) \]
\[ t^c_A f^a_b - t^a_B \alpha^B_{bA} = 0, \quad (188) \]
\[ \alpha^B_{cA} f^c_{ab} + \alpha^B_{ac} \alpha^C_{bA} - \alpha^B_{bc} \alpha^C_{aA} = 0, \quad (189) \]
\[ t^a_B \alpha^C_{aA} + t^a_A \alpha^C_{aB} = 0. \quad (190) \]

These equations reproduce a differential crossed module.

A semistrict Lie 2-algebra, which is a generalization of a differential crossed module, is a pair of vector spaces \( g \) and \( h \) with the following operations: An antisymmetric 2-bracket \([-,-]: g \times g \to g\), a totally antisymmetric 3-bracket \([-,-,-]: g \times g \times g \to h\) and two maps \( t: h \to g \) and \( \alpha(-): g \times h \to h \). These operations satisfy

\[ [g, t(h)] = t(\alpha(g)h), \quad (191) \]
\[ \alpha(t(h))h' = -\alpha(t(h'))h, \quad (192) \]
\[ [g_1, [g_2, g_3]] + [g_2, [g_3, g_1]] + [g_3, [g_1, g_2]] = t([g_1, g_2, g_3]), \quad (193) \]
\[ \alpha(g_1)\alpha(g_2)h - \alpha(g_2)\alpha(g_1)h - \alpha([g_1, g_2])h = [g_1, g_2, t(h)], \quad (194) \]
\[ \alpha(g_1)[g_2, g_3, g_4] - \alpha(g_2)[g_3, g_4, g_1] + \alpha(g_3)[g_4, g_1, g_2] - \alpha(g_4)[g_1, g_2, g_3] \]
\[ - [g_1, g_2, [g_3, g_4]] - [g_1, g_3, [g_4, g_2]] - [g_2, g_1, [g_3, g_4]] \]
\[ + [g_2, g_3, [g_4, g_1]] + [g_4, g_2, [g_3, g_1]] + [g_3, g_4, [g_2, g_1]] = 0, \quad (195) \]

for all \( g_i \in g \) and \( h_i \in h \). If \([-,-,-] = 0\), the semistrict Lie 2-algebra becomes a strict Lie 2-algebra.

If we choose bases \( g_a \in g \) and \( h_A \in h \), then each operation can be expressed by

\[ [g_a, g_b] = -f^c_{ab} g_c, \quad (196) \]
\[ t^a_A (h_A) = t^a_A g_a, \quad (197) \]
\[ \alpha(g_a) h_A = \alpha^B_{aA} h_B, \quad (198) \]
\[ [g_a, g_b, g_c] = T^A_{abc} h_A. \quad (199) \]
The structure constants \( f^c_{ab}, t^a_A, \alpha^{B}_{aA} \) and \( T^A_{abc} \) satisfy the following relations,

\[
\begin{align*}
\frac{1}{2} f^d_{e[a} f^e_{b]c} - \frac{1}{3!} t^d_A T^A_{abc} &= 0, \\
\frac{1}{2} \alpha^{B}_{aA} t^f_A f^a_{bc} - \frac{t^d_B \alpha^{B}_{aB}}{3!} &= 0, \\
\frac{1}{2} \alpha^{B}_{aC} f^c_{ab} + \alpha^{B}_{a[A} T^B_{b]c} &= 0, \\
\frac{3}{2} f^e_{[ab} T^A_{cd]e} + \alpha^{A}_{[a[B} T^B_{b]cd]} &= 0, \\
\alpha^{C}_{a(A} t^a_{B)} &= 0.
\end{align*}
\]

(200)

\( (201) \)

\( (202) \)

\( (203) \)

\( (204) \)

### B Special solutions in 5 dimensions

In this subsection, we derive special solutions of the master equation \( \{ \Theta^{(1)} + \Theta^{(2)}, \Theta^{(1)} + \Theta^{(2)} \} \) with \( T^A_{abc} = 0 \). For this, we assume that \( G^{ab} \equiv t^a_A s^b_A \) is not invertible, in general. Furthermore, we assume that there exists an invertible metric \( g^{ab} \) on \( W \). We define \( s^A_a \equiv g^{ab} s^b_A \) and introduce the matrix \( P^a_b = t^b_A s^A_a \). We assume, that

\[
s^A_a t^a_B = \delta^A_B,
\]

(205)

so that \( P \) is a projection, \( P^a_b P^b_c = P^a_c \). Then, from (62), we obtain

\[
n^A_a = s^B_b s^C_c f^b_{ca} + s^B_b s^C_c \alpha^{A}_{aC}.
\]

(206)

Using the crossed module relations, we can represent \( \alpha^{A}_{aB} \) as

\[
\alpha^{A}_{aB} = s^B_b t^b_A f^b_{ca}.
\]

(207)

This relation leads to

\[
n^A_a = 2 s^{c[A} s^B_b f^b_{ca}.
\]

(208)

Next, we show that the expression for \( n^A_a \) satisfies all other equations. First, by multiplication of (208) by \( s^{aC} \) we obtain

\[
s^{aC} n^A_a = s^{aC} (s^{cA} s^B_b f^b_{ca} + s^{cB} s^A_d f^d_{ca}) = 2 s^{a[C} s^{B]} s^B_b f^b_{ca} + 2 s^{a[C} s^{B]} s^A_d f^d_{ca}.
\]

(209)
Therefore, we find $s^{a(A_n_a^{BC})} = 0$. Second, from (64) we derive
\[
\frac{1}{2} t^a_{C} n_a^{AB} = t^a_{C} s^{c(A_s^B)} f^b_{ca} = -s^{c(A_s^B)} t^a_{C} f^b_{ac} = -s^{c(A_o^B)},
\]
where we used (207). Therefore, equation (64) holds. The equation (63) gives an additional condition. Using (208), we get
\[
\frac{1}{4} n_c^{AB} f^c_{ab} = s^{d(A_s^B)} f^e_{fa} \mathcal{P}^f_{d} f^d_{eb}.
\]
Similarly, we derive
\[
\alpha_n^{A_n_B^C} = s^{c(A_s^B)} f^e_{fa} \mathcal{P}^f_{d} f^d_{eb} + s^{d(A_s^B)} f^e_{fa} \mathcal{P}^f_{d} f^d_{eb}.
\]
Combining both results leads to
\[
\alpha_n^{A_n_B^C} = -s^{c(A_s^B)} \mathcal{P}^f_{d} f^d_{eb} = -s^{d(A_s^B)} \mathcal{P}^f_{d} f^d_{eb}.
\]
Finally, we obtain
\[
\frac{1}{4} n_c^{AB} f^c_{ab} + \alpha_n^{A_n_B^C} = s^{d(A_s^B)} (\delta^f_{c} - \mathcal{P}^f_{d}) f^d_{fa} f^c_{eb},
\]
\[
= g^{dg} s^{d}(A_s^B) (\delta^f_{c} - \mathcal{P}^f_{d}) f^d_{fa} f^c_{eb}.
\]
Therefore, we get the following additional condition,
\[
g^{dg} s^{d}(A_s^B) (\delta^f_{c} - \mathcal{P}^f_{d}) f^d_{fa} f^c_{eb} = 0,
\]
which is satisfied in the example we used for off-shell covariantization in 5 dimensions.

\section{Master equation on $M_4$}

In this section, we show the general results of the calculation of the classical master equation on $T^*[4]N$, where $N = E[1] \oplus E'[2]$. $E$ and $E'$ are vector bundles over a smooth manifold $M$. Note that this gives a symplectic Lie 4-algebroid, since we are allowing fibrations over a manifold. In the main text, we worked with a symplectic Lie 4-algebra. The local coordinates of $T^*[4]N$ are
\[
(x^i, q^a, Q^A), \quad (\xi_i, p_a, P_A)
\]
of degree \((0,1,2)\) and \((4,3,2)\). The canonical Poisson bracket is defined by

\[
\{f, g\} = \frac{\partial f}{\partial x_i} \frac{\partial g}{\partial \xi_i} - \frac{\partial f}{\partial \xi_i} \frac{\partial g}{\partial x_i} + \frac{\partial f}{\partial q^a} \frac{\partial g}{\partial p_a} + \frac{\partial f}{\partial p_a} \frac{\partial g}{\partial q^a} + \frac{\partial f}{\partial \Theta} \frac{\partial g}{\partial \Theta} - \frac{\partial f}{\partial \Theta} \frac{\partial g}{\partial \Theta}.
\]  

(217)

The Hamiltonian function is given by

\[
\Theta = \Theta^{(0)} + \Theta^{(1)} + \Theta^{(2)},
\]

(218)

where

\[
\begin{align*}
\Theta^{(1)} &= \tau^a \xi_a^i + \frac{1}{2} f^a_{bc} q^b q^c p^a + t_A^a q^a Q^A P^a + \frac{1}{3!} T^A_{abc} q^a q^b q^c P^a, \\
\Theta^{(0)} &= \frac{1}{5!} m_{abde} q^a q^b q^c q^d q^e + \frac{1}{3!} m_{abcA} q^a q^b q^c Q^A + \frac{1}{2} m_{AB} q^a Q^A Q^B, \\
\Theta^{(2)} &= s_a^{AB} p_a P^a + \frac{1}{2} n_a^{AB} q^a P^a P_B.
\end{align*}
\]

(219)  

(220)  

(221)

The classical master equation induces the following equations,

\[
\begin{align*}
-\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \tau^i_c f^c_{ab} &= 0, \\
-\frac{1}{2} \tau^i_{[a} \xi^i_{b]} + \frac{1}{2} f^d_{[a} f^e_{b]} - \frac{1}{3!} t_A^d T^A_{abc} + \frac{1}{3!} s^d A m_{abcA} &= 0, \\
-\tau^i_{[a} \xi^i_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} + \frac{1}{2} t_A^B T^A_{abc} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} C A &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} + \frac{1}{2} t_A^B T^A_{abc} + \frac{1}{4} s^C_{m_{abcA}} + n_a^{AB} m_{bcdB} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} s^C_{m_{abcA}} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} s^C_{m_{abcA}} &= 0,
\end{align*}
\]

(222)  

(223)  

(224)  

(225)  

(226)  

(227)  

(228)  

(229)

\[
\begin{align*}
-s^{a(A} n_a^{B)} &= 0, \\
-\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0, \\
-\frac{1}{2} \tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0, \\
\tau^a_{[a} \xi^a_{b]} + \frac{1}{2} \alpha^B_{[a} \alpha^C_{b]} &= 0.
\end{align*}
\]

(230)  

(231)  

(232)  

(233)  

(234)
\[\tau^i_{\{f} \partial_i m_{abcde}\} + \frac{5}{2} f^g_{\{ef} m_{abcd\}g} + \frac{10}{3} m_{[abc|A]} T_{def}^A = 0,\]  
(235)  
\[\tau^i_{[a} \partial_i m_{abc]A} + \frac{1}{4} t^e_A m_{eabcd} + \frac{3}{2} f^e_{[cd} m_{abc]eA} + T^B_{[bcd} m_{a]BA} + m_{[abc]B[A} m^B_{A\{d]} = 0,\]  
(236)  
\[-\tau^i_{[a} \partial_i m_{b]AB} + \frac{1}{4} f^c_{ab} m_{cAB} + \frac{1}{2} f^c_{(A} m_{|cab|B)} + \frac{1}{2} (m_{ac(B} \alpha^C_{[b]} - m_{bcC(A} \alpha^C_{\{a]} = 0,\]  
(237)  
\[m_a(AB t_C^a) = 0.\]  
(238)
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