Superposition rules and second-order differential equations
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Abstract. The main purpose of this work is to introduce and analyse some generalizations of diverse superposition rules for first-order differential equations to the setting of second-order differential equations. As a result, we find a way to apply the theories of Lie and quasi-Lie systems to analyse second-order differential equations. In order to illustrate our results, several second-order differential equations appearing in the physics and mathematical literature are analysed and some superposition rules for these equations are derived by means of our methods.
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MOTIVATION

It is a known fact that every linear homogeneous system of first-order differential equations admits a linear superposition rule, namely, its general solution can be written in terms of a linear combination of a family of linearly independent particular solutions and a set of constants to be related to initial conditions. Nevertheless, it is not so well-known that these systems can be viewed as a particular example of a larger class of first-order systems, the so-called Lie systems, that admit a ‘more general’ type of superposition rule which, for instance, need not be a linear combination of particular solutions [1, 2]. Additionally, a more general type of superposition rule has been found for the denominated quasi-Lie systems [3], which include, as particular cases, Lie systems.

Taking now into account that linear homogeneous systems of second-order differential equations also admit a certain type of linear superposition rule, it is natural to ask ourselves what kind of systems of second-order differential equations admit their general solution to be obtained, in a more general way, in terms of certain families of particular solutions and sets of constants. As witnessed by some previous works [3, 4, 5, 6], the analysis of this question may lead to finding new insights and results in the study of many problems of mathematical and physical interest.

Motivated by the above facts, the main aim of this work is to present some results concerning the study of superposition rules for second-order differential equations. More specifically, we next provide several definitions of these new types of superposition rules along with some results describing special kinds of second-order differential equations admitting them. As a direct consequence of our results, it turns out that the theories of
Lie and quasi-Lie systems can be applied to analyse second-order differential equations. Finally, we carry out various applications of our results to the analysis of a number of second-order differential equations appearing in the physics and mathematical literature, paying special attention to second-order Riccati equations.

**FUNDAMENTALS**

Let us here briefly recall some fundamental notions to be used throughout this work. For a detailed description of these and other related topics, see [1, 3, 5].

A superposition rule for a system of differential equations

\[ \frac{dx^i}{dt} = X^i(t, x), \quad i = 1, \ldots, n, \tag{1} \]

defined on \( \mathbb{R}^n \) is a map \( \Phi: (\mathbb{R}^n)^m \times \mathbb{R}^n \to \mathbb{R}^n \) such that the general solution, \( x(t) \), of the system can be written, at least locally, as

\[ x(t) = \Phi(x(1)(t), \ldots, x(m)(t), k_1, \ldots, k_n), \]

in terms of any ‘generic’ set of particular solutions \( x(1)(t), \ldots, x(m)(t) \) and a set of constants \( k_1, \ldots, k_n \) to be related to the initial conditions of the system.

The characterization of those systems of the form (1) admitting a superposition rule is due to the Norwegian mathematician Sophus Lie. In modern geometric terms, Lie’s characterization (the today called Lie Theorem) states that a system of the form (1) admits a superposition rule, i.e. it is a Lie system, if and only if its associated \( t \)-dependent vector field, i.e. \( X(t, x) = \sum_{i=1}^n X^i(t, x) \partial/\partial x^i \), can be cast into the form

\[ X(t, x) = \sum_{\alpha=1}^r b_\alpha(t)X_\alpha(x), \tag{2} \]

where \( X_1, \ldots, X_r \) are a set of vector fields on \( \mathbb{R}^n \) spanning a finite-dimensional Lie algebra of vector fields, the so-called Vessiot-Guldberg Lie algebra.

In a more general picture, the \( t \)-dependent vector field associated with a system of the form (1) might be cast into the form

\[ X(t, x) = \sum_{\alpha=1}^s c_\alpha(t)Y_\alpha(x), \tag{3} \]

where the vector fields \( Y_\alpha \) do not need to close a Lie algebra, but they must span a finite-dimensional vector space \( V_2 \) admitting a subspace \( W \) such that \([W, W] \subset W \) and \([W, V_2] \subset V_2 \). In such a case, the pair \( W, V_2 \) is said to form a quasi-Lie scheme \( S(W, V_2) \) and there exists a group of \( t \)-dependent transformations, the so-called group of the scheme, \( \mathcal{G}(W) \), whose elements transform our initial system (1) into new ones related to \( t \)-dependent vector fields of the form \( X'(t, x) = \sum_{\alpha=1}^s c_\alpha'(t)Y_\alpha(x) \), see [3]. Moreover, if for a certain \( t \)-dependent transformation of \( \mathcal{G}(W) \), the \( t \)-dependent vector field \( X'(t, x) \) can be cast into a form similar to (2), the initial system is said to be a quasi-Lie system.
with respect to the scheme \( S(W, V_2) \). In this case, it can be proved that the general solution of the initial system can be written as
\[
x(t) = \Phi_t(t, x(1)(t), \ldots, x(m)(t), k_1, \ldots, k_n)
\]
in terms of any ‘generic’ set of particular solutions \( x(1)(t), \ldots, x(m)(t) \) and a set of constants \( k_1, \ldots, k_n \). In other words, system (1) is said to admit a \textit{t-dependent superposition rule} \( \Phi_t : R \times (R^n)^m \times R^n \to R^n \).

### SUPERPOSITION RULES AND SODES

Motivated by the recent works studying second-order differential equations from the point of view of the theory of Lie systems [5, 6, 7], it turns out that the appropriate definition of superposition rule for second-order differential equations must be as follows.

Given a system of second-order differential equations
\[
\frac{d^2 x^i}{dt^2} = F^i(t, x^i, \frac{dx^i}{dt}), \quad i = 1, \ldots, n,
\] (4)
on \( R^n \), we say that it admits a \textit{superposition rule} if there exists a mapping \( \Phi : (TR^n)^m \times R^{2n} \to R^n \) such that the general solution, \( x(t) \), of the system can be written, at least locally, as
\[
x(t) = \Phi \left( x(1)(t), \frac{dx(1)}{dt}(t), \ldots, x(m)(t), \frac{dx(m)}{dt}(t), k_1, \ldots, k_{2n} \right),
\]
in terms of any ‘generic’ set of particular solutions \( x(1)(t), \ldots, x(m)(t) \), their derivatives with respect to the independent variable \( t \), and a set of constants \( k_1, \ldots, k_{2n} \) to be related to the initial conditions.

A useful concept in order to recognize second-order differential equations admitting a superposition rule is the SODE Lie system notion. Let us define this concept. Given a second-order differential equation (4), we say that it is a \textit{SODE Lie system} if its associated first-order system
\[
\begin{aligned}
\frac{dx^i}{dt} = v^i, \\
\frac{dv^i}{dt} &= F^i(t, x, v)
\end{aligned}
\]
(5)
is a Lie system.

The interest on the SODE Lie system concept is motivated by the following result, whose demonstration follows straightforwardly from [5, Proposition 1].

**Proposition 1.** Every SODE Lie system of the form (4) admits a superposition rule \( \Phi = \pi \circ \Phi \), where \( \Phi : (TR^n)^m \times R^{2n} \to TR^n \) is a superposition rule for (5) and \( \pi : TR^n \to R^n \) is the projection map related to the tangent bundle \( TR^n \).

Recently, the theory of quasi-Lie schemes [3] introduced a new type of superposition rule for systems of first-order differential equations that we next define. A system (4) is said to admit a \textit{t-dependent superposition rule} if there exists a map \( \Phi_t : R \times (TR^n)^m \times R^{2n} \to R^n \) such that its general solution can be cast into the form
\[
x(t) = \Phi_t \left( t, x(1)(t), \frac{dx(1)}{dt}(t), \ldots, x(m)(t), \frac{dx(m)}{dt}(t), k_1, \ldots, k_{2n} \right),
\]
in terms of any ‘generic’ set of particular solutions \(x_1(t), \ldots, x_m(t)\), their derivatives with respect to the independent variable \(t\), and a set of constants \(k_1, \ldots, k_{2n}\) to be related to the initial conditions.

In a similar way as Proposition 1 shows the existence of superposition rules for SODE Lie systems, it can be proved the following result that ensures the existence of \(t\)-dependent superposition rules for a more general class of systems of second-order differential equations.

**Proposition 2.** Every second-order system (4), whose associated first-order system (5) is a quasi-Lie system with respect to some quasi-Lie scheme, admits a \(t\)-dependent superposition rule of the form \(\Phi_t = \pi \circ \Phi_t\), where \(\Phi_t\) is a \(t\)-dependent superposition rule associated with the quasi-Lie system (5).

**APPLICATIONS**

Let us briefly explain the application of the previous theoretical results to the analysis of some second-order differential equations appearing in the mathematical and physics literature [8]. Our first aim is concerned with analysing the second-order differential equation

\[
\frac{d^2 x}{dt^2} + 3x \frac{dx}{dt} + x^3 = f(t),
\]

related to the study of Bäcklund transformations for the Sawada-Kotera PDE and appearing in the study of the so-called Riccati chains [8, 9]. More specifically, we pretend to prove that equation (6) is a SODE Lie system and to describe one of its associated superposition rules by means of Proposition 1. In order to do so, note that equation (6) is such that its associated first-order system (5) describes the integral curves of the \(t\)-dependent vector field \(X_t = X_1 + f(t)X_2\), where

\[
X_1 = v\partial_x - (3xv + x^3)\partial_v, \quad X_2 = \partial_v.
\]

It can be proved that the vector fields \(X_1\) and \(X_2\) span, along with the vector fields

\[
X_3 = -\partial_x + 3x\partial_v, \quad X_4 = x\partial_x - 2x^2\partial_v, \\
X_5 = (v + 2x^2)\partial_x - x(v + 3x^2)\partial_v, \quad X_6 = 2x(v + x^2)\partial_x + 2(v^2 - x^4)\partial_v, \\
X_7 = \partial_x - x\partial_v, \quad X_8 = 2x\partial_x + 4v\partial_v,
\]

an eight-dimensional Lie algebra of vector fields \(V\) isomorphic to \(sl(3, \mathbb{R})\), see [5]. It follows that equation (6) is a SODE Lie system and, in virtue of Proposition 1, it admits a superposition rule. Following a method to obtain superposition rules described in [2], it can be proved that the general solution for system (6) can be written as

\[
x(t) = \frac{x_2(t)F_{431} - G_{3124}k_2 - G_{2134}k_1 + x_3(t)F_{421}k_1k_2}{F_{312} + (F_{124} - F_{324})k_1 + (F_{412} - F_{312})k_2 + F_{421}k_1k_2},
\]

where \(G_{abcd}\) and \(F_{abc}\), with \(a, b, c, d = 1, \ldots, 4\), are certain functions depending only on the particular solutions \(x_1(t), \ldots, x_4(t)\) and their derivatives, and \(k_1, k_2\) are real constants. For a detailed description of this result, we refer the reader to [5].

Apart from system (6), many other second-order differential equations are SODE Lie systems that, when transformed into first-order ones, are related to Lie systems whose
associated $t$-dependent vector fields are described by linear combinations of the form (2) of vector fields in $V$. Among these SODE Lie systems, we can single out the equations

$$\frac{d^2x}{dt^2} + 3\frac{dx}{dt}x + x^3 + g(t)\left(\frac{dx}{dt} + x^2\right) + h(t)x + j(t) = 0,$$

appearing, for instance, in the study of differential equations with maximal number of Lie symmetries. As a consequence of Proposition 1, all the members of this family admit the same superposition rule as equation (6) and therefore their general solutions can also be cast into the form (7).

Let us sketch now how Proposition 2 can be used to derive a $t$-dependent superposition rule for the second-order Riccati equations [8, 9] of the form

$$\frac{d^2x}{dt^2} + (b_0(t) + b_1(t)x)\frac{dx}{dt} + a_0(t) + a_1(t)x + a_2(t)x^2 + a_3(t)x^3 = 0,$$

with $a_3(t) > 0$, $a_3(0) = 1$, $b_1(t) = 3\sqrt{a_3(t)}$, and $b_0(t) = a_2(t)/\sqrt{a_3(t)} - da_3/dt(t)/(2a_3(t))$. For a full description of the following techniques, see [5].

In order to apply Proposition 2 to equation (8), it is necessary to prove that the system

$$\begin{cases}
\frac{dx}{dt} = v, \\
\frac{dv}{dt} = -(b_0(t) + b_1(t)x)v - a_0(t) - a_1(t)x - a_2(t)x^2 - a_3(t)x^3,
\end{cases}$$

obtained by adding the variable $v = dx/dt$ to the equation (8), is a quasi-Lie system. Consider the following set of vector fields

$$Y_1 = v\partial_x, \ Y_2 = v\partial_v, \ Y_3 = xv\partial_v, \ Y_4 = \partial_v, \ Y_5 = x\partial_v, \ Y_6 = x^2\partial_v, \ Y_7 = x^3\partial_v, \ Y_8 = x\partial_x,$$

spanning a linear space of vector fields $V_2 = \langle Y_1, \ldots, Y_8 \rangle$ and define $W = \langle Y_2, Y_8 \rangle$. The linear space $W$ is a two-dimensional Abelian Lie algebra of vector fields and it can be proved that $[W, V_2] \subset V_2$. Hence, the pair $W, V_2$ forms a quasi-Lie scheme $S(W, V_2)$. Note that system (9) describes the integral curves of the $t$-dependent vector field

$$Y_t = Y_1 - b_0(t)Y_2 - b_1(t)Y_3 - a_0(t)Y_4 - a_1(t)Y_5 - a_2(t)Y_6 - a_3(t)Y_7,$$

of the form (3) in terms of the vector fields of $V_2$. Consequently, the so-called group of the scheme $\mathcal{G}(W)$ associated with $S(W, V_2)$ can be used to transform the system determined by $Y_t$ into a new system determined by a $t$-dependent vector field taking values in $V_2$, see [3, Proposition 1]. In particular, among the elements of $\mathcal{G}(W)$, it is easy to find that the $t$-dependent change of variables $\bar{x} = x$, $\bar{v} = (a_3(t))^{-1/2}dx/dt$, converts system (9) into the Lie system describing the integral curves of the $t$-dependent vector field

$$X_t = \sqrt{a_3(t)}X_1 - \frac{a_0(t)}{\sqrt{a_3(t)}}X_2 - \frac{a_1(t)}{2\sqrt{a_3(t)}}(X_3 + X_7) - \frac{a_2(t)}{4\sqrt{a_3(t)}}(X_8 - 2X_4).$$

In consequence system (9) is a quasi-Lie system with respect to the scheme $S(W, V_2)$ and Proposition 2 ensures the existence of a $t$-dependent superposition rule for every
member of the family (8). More specifically, the superposition rule for system \( X_t \) gives rise to a \( t \)-dependent superposition rule for the system associated with \( Y_t \), by inverting the previous \( t \)-dependent change of variables [3, Section 4]. From this superposition rule, it follows straightforwardly (cf. [5]) that the general solution for every member of the family (8) can be cast into the form

\[
x(t) = \frac{x_2(t)\tilde{F}_{431} - \tilde{G}_{2134}k_1 - \tilde{G}_{3124}k_2 + x_3(t)\tilde{F}_{421}k_1k_2}{\tilde{F}_{431} + (\tilde{F}_{124} - \tilde{F}_{324})k_1 + (\tilde{F}_{412} - \tilde{F}_{312})k_2 + \tilde{F}_{421}k_1k_2},
\]

(10)

where \( \tilde{F}_{abc} \) and \( \tilde{G}_{abcd} \), with \( a, b, c, d = 1, \ldots, 4 \), are certain \( t \)-dependent functions depending on any generic family of particular solutions \( x_1(t), \ldots, x_4(t) \) and their derivatives, and \( k_1, k_2 \) are two real constants.

CONCLUSIONS AND OUTLOOK

Several types of superposition rules for systems of second-order differential equations have been introduced, and some classes of these systems have been proved to admit these new superposition rules. As an application, we have derived \( t \)-dependent and \( t \)-independent superposition rules for various second-order differential equations appearing in the physics and mathematical literature. The definitions and methods showed here seem to be generalizable to the setting of higher-order systems of differential equations, where they could provide, for instance, a method to study the differential equations of the so-called Riccati hierarchy appearing in the study of Bäcklund transformations of several PDEs [9]. We aim to investigate these and other related topics in future works.
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