Application of deep learning to large scale riverine flow velocity estimation
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Abstract

Fast and reliable prediction of riverine flow velocities plays an important role in many applications, including flood risk management. The shallow water equations (SWEs) are commonly used for prediction of the riverine flow velocities. However, accurate and fast prediction with standard SWE solvers remains challenging in many cases. Traditional approaches are computationally expensive and require high-resolution riverbed profile measurement (i.e., bathymetry) for accurate predictions. As a result, they are a poor fit in situations where they need to be evaluated repetitively due, for example, to varying boundary condition (BC) scenarios, or when the bathymetry is not known with certainty. In this work, we propose a two-stage process that tackles these issues. First, using the principal component geostatistical approach (PCGA) we estimate the probability density function of the bathymetry from flow velocity measurements, and then we use multiple machine learning algorithms in order to obtain a fast solver of the SWEs, given augmented realizations from the posterior bathymetry distribution and the prescribed range of potential BCs. The first step of the proposed approach allows us to predict flow velocities without any direct measurement of the bathymetry. Furthermore, the augmentation of the distribution in the second stage allows incorporation of the additional bathymetry information into the flow velocity prediction for improved accuracy and generalization, even if the bathymetry changes over time. Here, we use three different forward solvers, referred to as PCA-DNN (principal component analysis-deep neural network), SE (supervised encoder), and SVE (supervised variational encoder), and validate them on a reach of the Savannah river near Augusta, GA. Our results show that the fast solvers are capable of predicting flow velocities with variable bathymetry and BCs with good accuracy, at a computational cost that is significantly lower than the cost of solving the full boundary value problem with traditional methods.
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1 Introduction

Estimation of riverine flow velocities plays an essential role in many practical applications such as the study of river morphodynamics, safe and efficient maritime transportation, and flood risk
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management \[1\]–\[5\]. In order to accurately estimate flow velocities under variable boundary conditions (BCs), such as the discharge and the free-surface elevation, as well as the riverbed profile, also known as the bathymetry, we require an accurate predictor of the flow velocities given the bathymetry and the BCs. The shallow water equations (SWEs) are typically used to solve this problem \[6\]–\[12\]. However, other than a few simple cases such as idealized one-dimensional (1D) flow \[13\] or idealized hyperbolic riverbed profiles \[14\], these equations must be solved numerically \[15\]–\[17\]. Thus they can be computationally expensive and even prohibitive in cases where the simulations need to be run in resource-limited conditions or even on standard desktop configurations, unless we have access to fast graphics processing units (GPUs) and special purpose solvers \[18\]. The high computational cost of common numerical solvers of the SWEs is an important shortcoming of these methods, since BCs in rivers can vary widely and thus having a “fast online predictor” of the flow velocities is very important, in particular, in situations when a range of conditions need to be evaluated quickly to address questions related to navigability or to assess the risk of flooding.

Other than the computational challenges, SWE solvers typically require a fairly high resolution of the bathymetry as simulation input in order to have accurate prediction of flow velocities. However, direct high-resolution bathymetric surveys by wading or watercraft-mounted multibeam sonar equipment \[3\]–\[19\] are time consuming and costly for long river reaches. Therefore, combining remote sensing techniques that monitor bathymetry changes in the rivers without direct measurement \[20\]–\[21\] with a fast solver of the SWEs offers a valuable tool for flow velocity estimation under variable BCs and bathymetries. In this work, we propose a two-stage process in which, first, the river bathymetry at a site of interest is estimated with uncertainty quantification using indirect remote sensing or drift observations, and then the distribution of estimated bathymetry is augmented and combined with different BCs to obtain a fast solver of the SWEs, that is, a predictor of depths and flow velocities for a range of possible BCs that may arise in future conditions or alternative planning scenarios. Note that in the following we focus on the flow velocities for simplicity. Once the solver is trained (at the offline stage), the prediction (at the online stage) can be performed multiple orders of magnitude faster than common numerical solvers.

When updated bathymetry measurements are not available, our solver is capable of predicting a flow velocity distribution consistent with the estimated bathymetry posterior distribution, that is, mean and the standard deviation of flow velocity for different BCs. Furthermore, if bathymetry measurements at a limited number of cross sections (or all cross sections) over the riverine domain become available, this information can be incorporated into the velocity prediction without any further training—and thus can be done at no additional computational cost. Below, we will demonstrate that the inclusion of the incomplete bathymetry measurements into the prediction has the potential to increase the accuracy of the flow velocity predictions in the regions with the bathymetry measurement, without reducing the quality of the prediction in regions where no bathymetry measurement is available.

Stage one of the proposed two-stage process requires, first, a measurable flow property from which we can obtain an estimate of the bathymetry, and second, a numerical approach that can be used to reconstruct bathymetry from the information contained in the measured flow property. Several remote sensing techniques have been used in the literature to obtain informative flow properties from which the bathymetry can be estimated. These include airborne bathymetric LiDAR systems \[19\]–\[22\], \[24\], multispectral imagery \[25\]–\[26\], satellite-derived bathymetry (SDB) using Google Earth engine \[27\], measurement of water surface elevation \[21\]–\[28\], measurement of surface velocity through GPS drifters \[20\] or particle image velocimetry with digital video camera \[29\].
and thermal imagery [30, 31]. In this work, we estimate the bathymetry using surface flow velocity measurements, since they are sensitive to river depth and can be acquired through a number of remote sensing techniques. Once we obtain a reliable measurement of the velocities, we can use one of the several inverse modeling techniques [6, 7, 32, 33], to estimate the bathymetries. Here, we have used the principal component geostatistical approach (PCGA) [34, 35]. PCGA is a scalable variational inverse modeling method that is accelerated by a low-rank representation of the covariance matrix; it has been successfully benchmarked for the estimation of bathymetry posterior distributions with superior performance compared to widely used ensemble-based approaches [33].

The second stage requires a fast solver of the SWEs, given the posterior distribution of the bathymetry as well as the known BCs. Here, we have used machine learning (ML)-based techniques as the fast solvers (see below). These techniques have two major steps, the training step (offline stage) and the prediction step (online stage). The training step typically requires a large amount of data that can be expensive to obtain. However, once the network is trained, the prediction phase can provide accurate and fast results, making these methods suitable for online applications that require rapid update of system state. In this work, we have used the two-dimensional (2D) shallow water module of the U.S. Army Corps of Engineers’ Adaptive Hydraulics (AdH) model [36] to solve the SWEs numerically (and thus generate the training set data for the offline stage). AdH provides a stabilized finite element (FE) approximation of depths and flow velocities on unstructured 2D meshes and assumes that the bathymetry and BCs are given as inputs to the simulation. For the online stage, we have explored a number of different data-driven ML techniques in our work, which we explain in further detail below.

Data-driven ML techniques have become very popular in many fields such as image processing and natural language processing. This has led to significant interest in leveraging the strength of ML for hydrology applications [37, 38], such as flood prediction [39], water level estimation [40], land cover classification [41], water quality monitoring [42], and water resources management [43]. In the topic of bathymetry estimation, examples include the use of neural networks (NNs) for detecting the non-linear relationship between reflectance from different spectral bands and water depths [44] and similarly from Landsat images [45], bathymetric inversion [46, 47], increasing bathymetry resolution using deep-learning-based image super-resolution [48], applying ML algorithms for lake bathymetry using satellite images [49, 50], and use of neuro-fuzzy approaches for Quickbird images [51, 52]. Some of these works have addressed the bathymetry estimation problem from indirect observations (the first stage of our two-stage process). However, they do not discuss the relationship between the estimated bathymetries and flow velocity prediction with variable BCs.

Since bathymetry and flow velocities are 2D images, the SWEs problem can become computationally expensive for resolutions needed for engineering applications (e.g., on the order of several 10s of thousands of nodes in the computational domain for a kilometer-scale reach). This has led to significant interest in using surrogate models that replace the computationally expensive numerical solver of the SWEs with a fast solver. In particular, reduced-order models (ROMs) attempt to replace the high-fidelity model by fast, dimension-reduced surrogates at the cost of controlled loss of accuracy [53]. Proper orthogonal decomposition (POD) is one of such methods [54] that has been used previously to describe dynamics of SWEs [55]. POD works via approximating the dynamics of a high-dimensional system of equations by finding its reduced-order orthogonal basis via minimization of the projection error. Dynamic mode decomposition (DMD) is another class of ROMs, whose decomposition is based on the dynamics of modes, unlike POD whose decomposition is based on their energy content [56]. POD-NN (POD-neural network) is another class of ROMs
that works by first, finding the reduced-order basis via POD, and then using NNs to approximate
the coefficients of the reduced-order basis. This method has been used to model steady-states
Navier-Stokes equation with variable BCs [57].

ROMs applications for the SWEs have typically focused on capturing the dynamics of the
system by processing the information contained in the snapshots of the time-dependent solutions.
However, most have not addressed the influence of the parameters of the PDE, such as the BCs
and the bathymetry, on the solution (depths and flow velocities). The POD-NN study in [57]
does explore the influence of these parameters on the solution for a different set of applications.
However, it is limited to linear dimension reduction techniques. Furthermore, the PDE parameters
(BC or geometry) considered in POD-NN [57] are low dimensional while the parameter in SWEs
problem considered here (the bathymetry) is high-dimensional. To address these issues, we consider
several deep learning techniques, equipped with both linear and non-linear dimension reduction
that are capable of solving SWEs with variable BCs, (in this case the free surface elevation and
the discharge), and spatially varying bathymetry discretized with approximately 40,000 triangular
elements and 60,000 degrees of freedom.

To be more concrete, fig. 1 shows the steps in the proposed approach schematically. In many
cases, the river bathymetry is estimated using velocity measurements during a short-term data
collection campaign with a fixed bathymetry assumption. If we generate the training dataset from
the quantified posterior distribution, however, our solver will have less generalization performance
when bathymetry changes over time, for example due to sediment deposition or erosion. In order
to allow our solvers to include a larger class of bathymetries into their prediction capability, we
“augment” the posterior distribution via additional sampling process based on typical river topog-
raphy (see section 3.2.), before feeding them as inputs to the DNN. This allows the solver to be
accurate in flow velocity prediction when the updated bathymetry measurements, likely different
from the posterior estimate, are provided to it as new inputs.

The remainder of the paper is as follows. In section 2, we provide a brief overview of the
data-driven approaches being used in our work as fast, forward solvers. In section 3, we discuss
the process being used to generate the data, such as bathymetries, BCs, and flow velocities that
will be provided to DNNs. In section 4 we provide the results of applying different forward solvers
as global solvers (predictor of the flow velocity of the whole riverine domain) to a reach of the
Savannah river, GA. In section 5 we provide the results of applying fast forward solvers as local
solvers (predictor of the flow velocity of small segments in the riverine domain) to the Savannah
river domain. Finally, in section 6 we discuss the major findings from the work and consider
potential future directions.

2 Methods

In this work, we use three different deep learning methods to construct fast SWE solvers. These
three methods, shortly, are referred to as PCA-DNN (principal components analysis-deep neural
network), SE (supervised encoder), and SVE (supervised variational encoder). In this section, we
explain these three methods briefly and in section 4 and section 5 we show the result of prediction of
flow velocity magnitudes for the same dataset using the proposed methods. Flow velocity prediction
for different components is also provided in the Supplementary Information file.
Figure 1: The schematic of the development of the forward solver. First, we estimate the posterior distribution of the bathymetry via the PCGA, then augment this distribution to a more general distribution and use AdH to generate velocities. Finally, the bathymetries, BCs, and velocities are fed to DNNs which will be used as fast forward solvers.

2.1 PCA-DNN

The PCA-DNN method consists of first, a low-rank approximation of data via PCA-based linear projection, and then applying DNN to the reduced-dimension data \[47, 57\]. Since a single datapoint of either flow velocity or bathymetry is a high-dimensional 2D image (for instance approximately 20,000 degrees of freedom per variable for the Savannah river example below), training a DNN directly from the original space of bathymetry and BCs to flow velocity requires a very large network, which is computationally restrictive. Furthermore, such a large network would require a large dataset to be trained adequately without being prone to overfitting. Due to these reasons, a dimension reduction step is essential in order to ensure that training of the DNN is manageable.

The PCA step consists of applying the singular value decomposition (SVD) to bathymetries and flow velocities and calculating the low-rank approximation of these data. The SVD method attempts to find the singular vectors and singular values of the data in descending order of singular values. This is equivalent to finding successive linear projections of data for which the reconstruction error of the original data, after projection onto the low-dimensional space and augmentation to original space, is minimal. Low-rank approximation of the data (velocity or bathymetry) can be computed using

\[ x_L = U_L x, \]

where \( x \) is the \( M \times 1 \)-dimensional vector of any of the datapoint in the original space (velocity or bathymetry), \( U_L \) is a \( L \times M \)-dimensional matrix of the optimal linear projection coefficients, obtained via SVD, and \( x_L \) is the \( L \times 1 \)-dimensional low-rank approximation of the original datapoint. In this notation, the rows of the matrix \( U_L \) contain transformation coefficients applied to the original
We can use a relationship similar to eq. (1) to obtain the representation of the low-rank data in the original space. In particular, we can use
\[ \hat{x} = U_L^T x_L, \]
in which \( \hat{x} \) is the representation of the low-rank datapoint in the original high-dimensional space. In the PCA stage of the PCA-DNN method we use eq. (1) in order to obtain a low-rank representation of flow velocities and bathymetries. Then in the DNN stage, a DNN is applied to the reduced-dimension data. We use fully connected (FC) layers \[58] in the PCA-DNN structure to map from inputs to velocity outputs.

Figure 2a shows the PCA-DNN method, described in this section, schematically. The “input” in this figure is the bathymetry, which is fed into the “fully connected” network after finding its low-rank approximation, obtained from eq. (1); the “BC” is the boundary condition, here taken to be the free-surface elevation and discharge, and the “output” is the flow velocity, obtained via augmenting their equivalent low-rank values to their original spaces using eq. (2). Note that during the training stage of the PCA-DNN algorithm the low-rank approximations of velocities are fed to the DNN as the output of the network, obtained via applying eq. (1) to the high-dimensional flow velocity training data. During the prediction stage of the PCA-DNN, eq. (2) is used instead on the output of the DNN in order to estimate the velocities (the “output” in the figure). More details of PCA-DNN method can be found in \[47\] where this approach has been used for prediction of riverine bathymetry from velocity observations.

Figure 2: (a) Schematic of the PCA-DNN method. In this approach, first, dimension of inputs and outputs are reduced linearly via PCA, and then the low dimensional data are fed to a DNN. (b) Schematic of the SE architecture. Unlike the PCA-DNN, the dimension reduction process in this method is a part of the network architecture and performed in a non-linear fashion. (c) Schematic of the SVE architecture. The difference between SVE and SE is in their bottleneck layer. In SVE, this layer generates a distribution while in SE it is deterministic.
2.2 Supervised encoder

Due to the close connection between supervised encoders (SEs) and Autoencoders (AEs), we first provide a brief overview of the AE structure and its purpose in deep learning problems. Autoencoders (AEs) are a class of DNNs that are primarily used for non-linear dimension reduction in unsupervised learning [59, 60]. In AE architectures, a high-dimensional input is fed as the input to the network, in the middle of the network (bottleneck) its dimension is reduced, and finally it returns to its original dimension. The network, in its unsupervised fashion, learns a map from a dataset to itself, the so-called auto-associative NNs. However, the strength of the AE is in its ability to simultaneously learn a map from the input to the bottleneck layer, referred to as the encoder, as well as a map from the bottleneck layer to the output, the decoder. The encoder in the AE architecture can be thought of as a non-linear equivalent of eq. (1) while the decoder is similar to eq. (2). In other words, AE is a non-linear version of the PCA.

While AE has been primarily introduced as a non-linear dimension reduction technique in unsupervised learning, inspired by its structure, we introduce a supervised encoder (SE) whose input and output, instead of being the same data, are a set of labeled datasets (such as bathymetry and flow velocity). Such architectures are very useful for problems in which the dimension of input and output are much greater than the size of the dataset being used, since using a dense FC architecture requires a very large network which is computationally very expensive to train. Furthermore, such dense networks will lead to severe overfitting without a suitably large dataset.

In this work, we use convolutional layers in the SE structure [58]; this architecture is referred to as the convolutional SE. Since in a convolutional network, filters are being applied to the whole input image (such as the 2D image of a riverbed profile), it reduces the size of the network significantly by taking advantage of the 2D nature of the input and homogeneity of the extracted features throughout the image. Figure 2b shows the sketch of the SE used in our work. The “input” in this figure is the bathymetry, the “output” is the flow velocity, “CNN” is the convolutional neural network, and “fully connected” is the fully connected network.

2.3 Supervised variational encoder

We also consider a supervised equivalent of a variational autoencoder (VAE), referred to as SVE (supervised variational encoder), as a forward solver in this work. SVE is a variation of SE in which its bottleneck layer consists of two parallel layers that provide the mean and variance of a multivariate Gaussian distribution, from which the variable that is fed into the decoder (the latent space variable) is sampled. This probabilistic structure imposes a strong regularization effect on the SVE architecture, which potentially leads to better generalization of the network [61]. The SVE has a similar encoder-decoder structure as the one shown in fig. 2b, except the middle layer which is designed as a random number generator, for example, from a multivariate normal distribution. Figure 2c shows a sketch of the SVE structure. \( \mu \) in this figure is the generated mean vector, \( \Sigma \) is the generated variance, and \( \mathcal{N}(\mu, \Sigma) \) is the Gaussian distribution from which the latent variable \( z \) is generated (\( z \sim \mathcal{N}(\mu, \Sigma) \)).
3 Data preparation

In this section, we discuss the process being used to obtain the training data for our DNNs (forward solvers). In section 3.1, we briefly discuss the approach being used to estimate the bathymetry of the river. In section 3.2, we discuss the generation of the synthetic data, including bathymetries, BCs, and flow velocities that are fed into different DNN architectures.

3.1 Bathymetry estimation

The first step in the data preparation process is applying PCGA to flow velocity observations taken from the river in order to obtain an estimation of the bathymetry in the area of interest. In the following, we refer to this as the PCGA posterior distribution. Here, we have applied PCGA to the roughly one mile reach of the Savannah river near Augusta, GA. The flow velocity measurements in this section are generated synthetically with AdH by first calculating the flow velocities corresponding to the reference bathymetry of the Savannah river—shown in fig. 3a—and then applying Gaussian noise with a standard deviation equal to 10% of the largest simulated flow velocity, in order to ensure the synthetically generated flow velocities include the noise commonly observed in the field observations. Note in this case, the reference bathymetry was obtained from a in-situ survey by Army Corps of Engineers [33].

![Reference (true) bathymetry of the Savannah river. The black line shows location of the thalweg, the deepest point along the river, at a given cross section. The dots are the 408 measurement locations used as inputs to the PCGA. (b) An example of the generated bathymetry from the PCGA posterior distribution.](image)

Figure 3: (a) Reference (true) bathymetry of the Savannah river. The black line shows location of the thalweg, the deepest point along the river, at a given cross section. The dots are the 408 measurement locations used as inputs to the PCGA. (b) An example of the generated bathymetry from the PCGA posterior distribution.

After we generate the noisy velocities, we provide them as inputs to PCGA. We have input the velocity measurements at only 408 locations (the dots in fig. 3a collected from five drifter deployment [33]), while the AdH simulations and the bathymetry shown in fig. 3a consist of $41 \times 501 = 20,541$ mesh nodes (501 nodes in the along-channel and 41 nodes in across-channel direction). This smaller number of measurements is to ensure consistency with the sparsity in common real-world conditions. The approximate nominal spacing between dense nodes is 2.4 m in each direction. The flow velocities predicted by AdH, in here and in what follows, are obtained by simulating the flow over one day to reach quasi-steady state condition.
Once the noisy synthetic velocity measurements are generated, we can use PCGA \cite{34} to obtain an estimation of the bathymetry. The estimation is in the form of a distribution (the posterior distribution) that can be represented via its posterior mean riverbed profile and covariance (i.e., Cramér–Rao bound). Here we use $n_{PC} = 100$ principal components for PCGA. More detail of this number and the PCGA itself can be found in \cite{34}. Figure 3b shows an example of the bathymetry generated from the posterior distribution obtained from the PCGA inversion. Note that since in general we do not have access to high-resolution bathymetries such as the one shown in fig. 3a, our information of the bathymetry is primarily based on the PCGA estimation. Therefore, in the remainder of the paper, as was explained in section 1, we will rely on sampling the posterior distribution shown in fig. 3b rather than the high-resolution measurements shown in fig. 3a. The PCGA inversion process took 1.5 hours on a workstation equipped with 48 core Intel(R) Xeon(R) Platinum 8160 @ 2.1 GHz with 128 GB RAM.

### 3.2 Data augmentation

While the PCGA posterior distribution provides a reasonable estimate of the uncertainty associated with the currently available dataset, we also consider an additional augmentation of the training data in order to broaden the range of bathymetries for which the proposed forward solvers are valid (e.g., when the bathymetry changes over time) and further avoid overfitting. To perform the augmentation, the synthetic data that are fed to the DNN architectures are generated by adding a Gaussian kernel of the following form to the PCGA-estimated bathymetry realizations:

$$
\text{cov}(x, y) = \beta^2 \exp \left( -\frac{\Delta x^2}{l_x^2} - \frac{\Delta y^2}{l_y^2} \right)
$$

Here, $\beta = 1.2$ m, $l_x = 115$ m, and $l_y = 29$ m ($x$ is the along-river direction while $y$ is the across-river direction; see fig. 3a). We then use the Kronecker product \cite{62} representation of separable covariance matrices to assign the variable standard deviations in the across-the-river direction ($y$) with a weighting factor in the form shown in fig. 4a. The role of this function is to capture the fact that the variations of the generated bathymetries near the shore are generally smaller than in the middle of the river. Figure 4b shows the profiles shown in fig. 3b after the Gaussian kernel of eq. (3) with the weighting factor are applied. Note, the resulting set of training bathymetries is not intended to span a wide range of river types, but rather should better reflect the river in question under a wider range of possible BCs and bathymetric changes.

After we generate the synthetic bathymetries, such as the one shown in fig. 4b we generate BCs. In order to be consistent with the actual BCs observed over time, we have extracted the BCs from the United States Geological Survey (USGS) gage data taken over a three-year period \cite{63}. The two BCs (discharge and free-surface elevation) are presented in fig. 5. The survey includes the BCs from June 2017 to June 2020. We have also plotted the free-surface elevation versus discharge over this period in fig. 5. We observe, as expected, that there is a strong correlation between the two BCs as they change over time.

Once we generate the bathymetries and BCs, we can provide them as inputs to AdH in order to obtain the flow velocities. Here, we have generated 450 bathymetries, in the form presented in fig. 4b, and for each profile we have generated ten different BCs. The BCs are obtained by first generating a uniformly distributed discharge value $Q \in (85, 840)$ m$^3$/s, and then finding its corresponding free-surface elevation from a parabolic function that is fit to the joint distribution.
Figure 4: (a) The weighting factor applied to the standard deviation of the generated bathymetries in the across-river direction. (b) An example of the generated bathymetry after adding Gaussian kernel and weighting factor to the PCGA posterior distribution. This profile corresponds to the same profile shown in fig. 3b after the augmentation.

Figure 5: Discharge (left), free-surface elevation (middle), and the joint distribution of free-surface elevation and discharge (right) of the Savannah river over a three-year period obtained from the USGS.
observed in fig. 5. In other words, we assume that there is only one free-surface elevation value associated with any discharge value and these discharge-free surface elevation pairs are located on a parabola that is fitted to their joint distribution (fig. 5). The number of BCs and bathymetries that we have chosen leads to a dataset of size $450 \times 10 = 4500$. Once a synthetic bathymetry as well as a pair of BCs have been generated, we can use AdH to calculate the flow velocities. Finally, these bathymetry/BC/flow velocity datasets are fed to the DNNs to obtain forward solvers, as will be explained in section 4 and section 5.

4 Global solver

Here, we provide the result of applying different DNN architectures as global solvers for the flow velocity prediction of the Savannah river. The global solver takes the bathymetry of the entire domain of the river and outputs the flow velocities for the entire domain, hence the name “global solver.” The discussion of the local solver, which takes bathymetry of small segments of the river in question and outputs the velocity for that segment, is left to section 5. In section 4.1, we discuss the performance of the solvers when full bathymetry information is available. In section 4.2, the performances when no (or incomplete) bathymetry information is available will be discussed.

4.1 Performance in the presence of full bathymetry measurement

In section 4.1.1, we show the result of applying different solvers to the Savannah river domain and compare their performances. In section 4.1.2, we discuss the ability of different solvers to find a low-dimensional representation of the SWEs dynamics.

4.1.1 Performance of different methods

Table 1 summarizes the root mean square errors (RMSEs) in estimating flow velocity magnitudes using different methods. Here, we used 10% of our data for validation and a different set of unused 450 input-output pairs for testing. We also compare performance of our methods with a purely linear model. The linear model is similar to PCA-DNN, except the DNN part of the architecture has linear activation functions. In order to have a fair comparison between different methods, we used the same latent space dimension in all methods, equal to 50 (see section 4.1.2 for further detail regarding this choice). The errors in table 1 for SVE and SE are significantly lower than PCA-DNN and the linear model, indicating that the non-linear dimension reduction contained in SVE and SE is more accurate than a linear, PCA-based approach. For example, the RMSEs of SE or SVE are on average about 2 cm/s lower than PCA-DNN or the linear model, which is significant considering that the errors of PCA-based methods are on the order of 5–6 cm/s. The errors in the velocity prediction of northing and easting directions, separately, are provided in the Supplementary Information file.

Table 2 summarizes the hyperparameters used in different global solvers. The table shows the different parameter values used in our networks during the hyperparameter tuning along with the final chosen value, which had the best performance (shown in bold in the table). All hyperparameter values are the ones used in both easting and northing directions, except the regularization coefficient which had different values for easting and northing directions (as can be seen in the table as well). In the study, we observed that the choice of using or not using batch normalization and the
Table 1: Comparison between the error of different global solvers when predicting the magnitude of the flow velocity.

| Error                        | Fast forward solver |
|------------------------------|---------------------|
|                              | PCA-DNN             | PCA with linear map | SE       | SVE       |
| Train set RMSE [m/s]         | 0.0515              | 0.0514              | **0.0269** | 0.0286    |
| Validation set RMSE [m/s]    | 0.0570              | 0.0571              | **0.0374** | 0.0398    |
| Test set RMSE [m/s]          | 0.0546              | 0.0544              | **0.0381** | 0.0398    |

Table 2: The hyperparameters used in different global solvers. The parameters in bold are the final values used in networks with the best performances. Act. func. is the activation function and reg. coeff. is the regularization coefficient.

| DNN hyperparameter | PCA-DNN                   | Fast forward solver |
|--------------------|---------------------------|---------------------|
|                    | Fully connected           | Convolutional       | Convolutional       |
| Type of layers     |                           |                     |                     |
| Batch normalization| {yes, no}                 | {yes, no}           | {yes, no}           |
| Number of hidden layers | {1,2,3,4,5,6} | {4,6}              | {4,6}              |
| Data normalization | {yes, no}                 |                     |                     |
| Act. func. (hidden layer) | {tanh, ReLU}   | {tanh, ReLU}       | {tanh, ReLU}       |
| Act. func. (output layer) | {linear, Sigmoid} | {linear, Sigmoid} | {linear, Sigmoid} |
| Batch size         | {8,32,256,full}           |                     |                     |
| Learning rate      | {0.01,0.001,10^{-4}}     | {0.01,0.001,10^{-4}}| {0.01,0.001,10^{-4}}|
| Reg. coeff. (easting) | {0.000001,0.0001,0.001,0.01,0.1,1} | {0.000001,0.0001,0.001,0.01,0.1,1} | {0.000001,0.0001,0.001,0.01,0.1,1} |
| Reg. coeff. (northing) | {0.000001,0.0001,0.001,0.01,0.1,1} | {0.000001,0.0001,0.001,0.01,0.1,1} | {0.000001,0.0001,0.001,0.01,0.1,1} |

Figure 6 compares the performance of different methods when predicting the flow velocity magnitude (see fig. 3a) of one of the members of the test dataset with small BC values (free-surface elevation $z_f = 29.9$ m and discharge $Q = 146.1$ m$^3$/s). Figure 7 shows a similar comparison for high BC values ($z_f = 34.8$ m and $Q = 836.6$ m$^3$/s). We observe that in both cases SE and SVE perform better than PCA-DNN, consistent with the result of table 1. This could be due...
to the linear dimension reduction technique being used in this approach, which fails to capture non-linear features present in the data with 50 principal components (PCs). This type of behavior is detectable for other datapoints as well. The reference and predicted velocity profiles for the easting and northing directions for the two BCs that are presented in fig. 6 and fig. 7 can be found in the Supplementary Information file. The predictions of global solvers such as the ones shown in fig. 6 or fig. 7 take around one second on the GPU workstation where the training was performed.

Figure 6: Examples of the error in the prediction of the velocity magnitudes for different global solvers for small BC values ($z_f = 29.9$ m and $Q = 146.1$ m$^3$/s). SE and SVE outperform PCA-DNN.

Figure 8a shows the distribution of errors in the prediction of the magnitude of the flow velocity as a function of the discharge value for different datapoints (train, validation, and test dataset) for different solvers. The figure compares the errors of different methods for 5 different intervals of the same size—very small, small, medium, large, and very large BCs. The boxes show the data in each interval whose errors are between the first ($Q_1$) and third ($Q_3$) quartiles, and the outliers are the data outside the interval $[Q_1 - 1.5(Q_3 - Q_1), Q_3 + 1.5(Q_3 - Q_1)]$ [64]. We observe that for most of the discharge values, the error is distributed uniformly as a function of the discharge value. In particular, for very large discharge values where flow rates and associated hazards like flood risk are high, we do not see any increase in the error, although the velocity values become significantly larger. We also observe an increase in the error for datapoints with very small discharge values. This could be due to the fact that at smaller discharge values, the free-surface elevation is also very small, and consequently, the topography of the riverbed has a stronger influence on the surface flow velocity, leading to a more complicated dynamics.

Figure 8b and fig. 8c compare the flow velocity of the easting direction for the datapoint with the largest error (fig. 8b) with another datapoint with the same bathymetry but larger discharge value (fig. 8c). More complicated dynamics at small BCs is recognizable in the figure. For instance,
Figure 7: Examples of the error in the prediction of the velocity magnitudes for different global solvers for higher magnitude BC values ($z_f = 34.8$ m and $Q = 836.6$ m$^3$/s). SE and SVE outperform PCA-DNN.

Figure 8: (a) Distribution of the error over different discharge values for PCA-DNN, SE, and SVE. (b) Flow velocity in the easting direction for the datapoint with the largest error. (c) Flow velocity for another datapoint with the same bathymetry but larger discharge value. Larger relative variation of the velocities at small BCs is recognizable in the figure.
the velocity in the river bend is usually large (see fig. 6, fig. 7, or fig. 8c) while we see a different pattern in fig. 8b. The larger relative variation of velocity can also contribute to larger error for small BCs. For instance, the variation of the velocity in fig. 8b and fig. 8c over the domain is similar, while the velocity value in the case of fig. 8b is smaller. We can solve the issue of large errors at very small-BC datapoints by either assigning a higher weight in the loss function for datapoints with small BCs, or generating more datapoints with small BCs.

4.1.2 Latent space interpretability

In this section, we study the effect of different elements of the latent space on the flow velocity prediction. This provides useful information on the ability of different methods to find linear/non-linear transformation of the data onto the low dimensional latent space that are capable of capturing dynamics of the system (the SWEs). In particular, we perturb different components of the latent space variable for the train, validation, and test datasets and evaluate their influence on the flow velocity prediction by calculating the change in the RMSEs. Our perturbation is of the form of

\[ z_{\text{perturbed}} = z + 2\sigma \]

in which \( z \), for \( i \in \{1, \ldots, 50\} \) and \( j \in \{1, \ldots, N\} \) is the \( i \)-th component of the latent space for the \( j \)-th datapoint in the dataset. \( z_{\text{perturbed}} \) is its value after the perturbation, and \( \sigma \) is the standard deviation of the \( i \)-th component calculated over the whole train, validation, or test datasets.

After performing the perturbation for all components, we can calculate the change in the RMSEs due to perturbation of the \( l \)-th element of the latent space using

\[ \Delta \text{RMSE}_l = \sqrt{\frac{\sum_{j,k} (f_{j,k}(z_{\text{perturbed},l}^j) - y_{j,k})^2}{N}} - \sqrt{\frac{\sum_{j,k} (f_{j,k}(z^j) - y_{j,k})^2}{N}} \]

in which \( z_{\text{perturbed},l}^j \) is a latent space vector for the \( j \)-th datapoint that has same elements as the original values, except the \( l \)-th component. That is,

\[ [z_{\text{perturbed},l}^j]_i = z_{j,i}, \text{ for } i \in \{1, \ldots, 50\} \text{ and } i \neq l, \text{ while } [z_{\text{perturbed},l}^j]_l = z_{j,l} + 2\sigma_l \]

Also, \( z_j = (z_{j,1}, \ldots, z_{j,50}), y_{j,k} \) is the \( k \)-th component of the \( j \)-th output (flow velocity) for each dataset member \( j \). \( N \) is the total number of points at which the error has been calculated (\( N = \text{dimension of the flow velocity} \times \text{number of river profiles} \)), and \( f_{j,k} \) is the \( k \)-th component of the map from the latent space to the flow velocity for the \( j \)-th dataset member. For the PCA-DNN method, this is a map from the input of the DNN to the flow velocity while for the SE or SVE, a map from the input of decoder to its output. Using eq. (5) we can study the influence of different variables of the latent space on the velocity, separately. This sensitivity analysis can then provide useful information regarding how important any of the components in the low-dimensional representation are in defining the dynamics of the system within each solver as well as different solvers compared to each other.

Figure 9 shows the change in RMSEs caused by perturbing different latent space components of the easting direction solvers for train, validation, and test datasets. We observe that in all
approaches the change in RMSE reaches a near-zero value, implying that the dimension of latent space chosen here, 50, is sufficient to capture the dynamics of the system.

Figure 9: Influence of different latent space elements on the output of different global solvers for the train, validation, and test datasets. The convergence to zero as the component index increases indicates that the chosen dimension of the latent space is sufficient to reach the desired accuracy.

Figure 10 shows the difference between the perturbed (via eq. (4)) and the original predicted profile for the same datapoint that the results of fig. 6 were based on for the SE method in easting direction. We observe that in all three components there is a larger variation in the river bend, consistent with the larger velocities observed in fig. 6 and fig. 7 in this region. Furthermore, the oscillatory nature of these modes are consistent with common wavelet or Fourier mode decompositions, implying a physically meaningful interpretation of the dynamics of the system (see fig. 14 of [33] for an example of the eigenmodes of the prior covariance of the PCGA).

Figure 10: An example of the influence of different latent space elements on the output of the SE. These plots are based on the perturbation of eq. (4).

4.2 Performance in the presence of uncertain bathymetry

In section 4.2.1 we show the result of using our solvers for the prediction of the flow velocities when no additional bathymetry measurement other than the PCGA posterior distribution is available. In section 4.2.2 we show the results when bathymetry at a limited number of cross sections is available.
4.2.1 Performance with indirect velocity observation

The results presented in section 4.1.1 provide informative evaluation metrics of different algorithms as forward solvers, that is, flow velocity predictors provided with bathymetry and BCs assuming the reference (true) bathymetries are known completely. In practice, however, there are many situations in which we do not have access to direct measurement of bathymetries, and all (or most) of our information about the bathymetry must come from the solution of an inverse problem with an associated level of uncertainty. In order to evaluate the performance of the reduced-order DNN solvers under these conditions, we next move to a series of experiments based on the posterior distribution for bathymetry obtained by PCGA estimate outlined in Step 1 above.

Figure 11 and fig. 12 show the reference mean and standard deviation of flow velocities in the easting direction obtained from AdH as well as the predicted mean and standard deviations obtained from the different reduced-order solvers, respectively. The BCs for the simulations are $z_f = 33.9 \text{ m}$ and $Q = 651.2 \text{ m}^3/\text{s}$. The results are based on first, generating bathymetries directly from the PCGA posterior distribution, and then providing these profiles as inputs to either the AdH or any of the DNNs (with the given BCs); finally, the mean and standard deviation of their predicted velocities are calculated and plotted in fig. 11 and fig. 12. These plots are based on generating 100 profiles from the bathymetry posterior distribution.

We observe that in both figures, all methods have been successful in finding the mean and the uncertainty. The small differences observed in fig. 12 is due to the fact that the standard deviation of the estimated bathymetry via the PCGA is quite small and consequently its predicted velocity
Figure 12: Predicted standard deviation of velocities for different global solvers at $z_f = 33.9$ m and $Q = 651.2$ m$^3$/s. The “reference” corresponds to the AdH prediction of the standard deviation of the flow velocity when bathymetries are generated from the PCGA posterior distribution.

has a standard deviation which is difficult for any of the algorithms to capture accurately. Note the small values observed in fig. 12 (0–0.03 m/s) compared to velocity magnitudes observed in fig. 6 or fig. 7 (0–1.25 m/s). The high accuracy of the results provided in fig. 11 and fig. 12 implies that even when indirect observations are available, we can use our same global solvers, which are trained on the estimated bathymetry distribution from PCGA with augmentation, to predict the distribution of flow velocities as the BCs change.

4.2.2 Performance with additional incomplete bathymetry measurements

The results provided in fig. 11 and fig. 12 assume no knowledge of bathymetries other than the PCGA estimation. In some practical applications, we may have some additional knowledge of the bathymetry. That is, after an original survey or estimation, we might gain new information about the bathymetries at a limited number of cross sections in the domain of interest, instead of no available cross section data (the case in fig. 11 and fig. 12) or the complete data over the entire domain (the case in table 1 or fig. 6 and fig. 7). The results shown here may be useful when due to time or computational resource constraints, we do not want to perform a new data assimilation or inversion using the new bathymetry information. We rely on our originally trained global solvers only. Here, we consider a number of cases where the bathymetry at 10, 25, 50, 100, 150, 200, 250, 300, 350, and 450 neighboring cross sections along the river are chosen. Figure 13a shows an example of such cases where we have the measured bathymetry of the first 150 cross sections (top left region) while for the rest of the river domain we only have the posterior mean estimate (and thus the discontinuity at the 150th cross section).
Here, we perform an experiment, where, for any of our datapoints in the train, validation, or test datasets, we provide the measured bathymetries at any of these (10–450) cross sections along with the mean values (of the posterior) of bathymetries at other cross sections to the forward solver, and evaluate the performance of different solvers in predicting the flow velocities. In particular, if the first $S$ cross sections are measured, we calculate the RMSEs in the form of

$$
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{j,k} (g_{j,k}(\hat{x}_j) - y_{j,k})^2}
$$

where $g_{j,k}(\hat{x}_j)$ is the $k$-th component of the $j$-th predicted flow velocity (the flow velocity prediction of the forward solver for the $j$-th member in the dataset), $y_{j,k}$ is the $k$-th component of the $j$-th (true) flow velocity for each data set member $j$ (see section 4.1.2), $N$ is the total number of points at which the error has been calculated (see section 4.1.2), and $\hat{x}_j$ is the bathymetry of the $j$-th dataset member input to the forward solvers (and $\hat{x}_{j,k}$ is its $k$-th component), defined as

$$
\hat{x}_{j,k} = \begin{cases} 
  x_{j,k}, & \text{if } k \text{ is a point in the first } S \text{ cross sections, while} \\
  \bar{x}_k, & \text{in which } x_{j,k} \text{ is } k\text{-th component of the true bathymetry (of the } j\text{-th member in the dataset) and} \\
  \bar{x}_k \text{ is the } k\text{-th component of the posterior mean value.}
\end{cases}
$$

Figure 13b shows the errors in the prediction of the flow velocity in easting direction when measurements at different number of cross sections are provided as inputs to the DNNs. We observe that incorporating cross section bathymetry measurements can reduce the error significantly compared to the case where no knowledge of the bathymetry measurement is incorporated into the flow velocity prediction other than the mean of the PCGA estimation (leftmost points in the figure). We also observe, consistent with our previous results, that SVE and SE outperform PCA-DNN in all cases (all number of cross sections). Figure 14 shows an example of the improvement in the flow velocity prediction for SE using measurements at 150 and 350 cross sections, for the same datapoint that the results in fig. 6 (and the bathymetry in fig. 13a) were based on.
that an important feature of the solvers is that although our input to the solvers are not physically realistic, due to the jump at the locations where the segments with the bathymetry measurements meet the sections with no bathymetry measurements (see fig. 13a), the solvers predict physically realistic flow velocities (fig. 14b and fig. 14c).

Figure 14: Improvement in the flow velocity prediction error when 150 (middle) and 350 (right) cross section measurements are available compared to the case that no bathymetry measurement is available (left), for the SE approach. The additional input of the bathymetry measurements has improved the accuracy compared to no-bathymetry measurement case.

5 Local solver

In this section, we discuss application of deep learning on flow velocity estimation when we input small sections of the river to the network and predict velocities only for that section. By dividing a river profile into smaller segments, the local solver has access to a significantly larger dataset size compared to the global solver, making it suitable for situations where due to scarcity of the data, applying a DNN to the high-dimensional input/output of the whole river leads to overfitting [47]. Furthermore, in situations where we are interested in predicting flow velocity of a section of a river instead of the whole river, having a local solver is useful. The network structures in the local case are similar to the global case, however, we also provide the location of the cross section as another input to the network, that is, the distance of the section to the inlet of the simulation domain (top left edge of the reach). This distance is shown in fig. 15a.

Figure 15b shows the PCA-DNN architecture as the local solver where the distance $d$ is added as an additional input; for SE and SVE also the process is similar. The input in this figure is the river profile for a section of the river, here of size $41 \times 16$ (about 0.032 of the riverine domain), and the output is the flow velocity for the same section with the same size. We have also assumed the same latent space dimension of 50 as the global solver. Therefore, the input of DNN part of the architecture has 53 components (50 for the low-dimensional bathymetry representation, 2 for the two BCs, and one for the parameter $d$). For cases that the size of the desired section is larger than the window size of the input/output, we use the local forward solver for smaller subsets of that section with the size equal to the input and output of the network and then use the average of predictions by different sections for the estimated flow velocities. For instance, if the size of our section is $41 \times 18$, located at $d$, we can use the local solver either (a) three times on different $41 \times 16$ segments (size of the input/output of the network); located at distances of $d, d+1,$ and $d+2$ and use the mean of predictions for grid points which are common in 2 or 3 of the small
Figure 15: (a) The distance $d$ used in the local solver. By providing this information to the network, we ensure that the network accounts for the location of any river segment provided to it as an input. (b) Schematic of the PCA-DNN as a local solver. The architecture is similar to the global solver case, except, the distance $d$ of any segment to the upstream is also provided as an additional input.

Table 3 compares the errors of different local solvers when they are used for prediction of the flow velocities in easting direction of the Savannah river. The train, validation, and test dataset used here are the same as the ones used in the global solver case; this will lead to a dataset size of $4500 \times 486 = 2,187,000$ for train/validation, where 4,500 is the number of riverine domains (as mentioned before while discussing the global solvers) and 486 is the number of small segments available in each riverine profile. An important observation in the results presented in table 3 is the significantly larger error of the linear model, in contrast to what was observed with the global solver in section 4.1.1 (see also Supplementary Information file). The errors in PCA-DNN, SE, and SVE are larger than the global solver cases (see Supplementary Information file). This is likely because the local solver needs to learn a more complicated function compared to the global solver, since the input-to-output map in the case of local solver should capture the dynamics of all windows (of size $41 \times 16$) located at different distances to the upstream, separately. This map can be very different, for instance, in the inlet/outlet region compared to the bend of the river. The large errors can also be due to the averaging performed when there are cross sections with multiple windows.

| Error                  | Fast forward solver               |
|------------------------|-----------------------------------|
|                        | PCA-DNN | PCA with linear map | SE  | SVE  |
| Train set RMSE [m/s]   | 0.0468  | 0.1568              | 0.0396 | 0.0430 |
| Validation set RMSE [m/s] | 0.0503  | 0.1579              | 0.0466 | 0.0460 |
| Test set RMSE [m/s]    | 0.0517  | 0.1686              | 0.0457 | 0.0459 |

Table 3: Comparison between the error of different local solvers in the prediction of the flow velocities.

For the results in this section, we used a fully connected DNN with 6 hidden layers in the
PCA-DNN and an incremental-PCA algorithm \cite{65} to perform the PCA, due to the large size of the dataset. The SE and SVE also consist of 5 hidden fully connected layers in either encoder or decoder. For all three methods we have tried other network architectures as well (1–7 hidden layers). We have also used batch normalization for all networks, in contrast to the global solver case which showed better performance without the batch normalization. Note that here since the dimension of input/output is smaller than the global case, we have used fully connected network for SE/SVE instead of convolutional layers. Figure 16 shows the errors in prediction of the flow velocity in easting direction for the whole riverine domain using different local solvers for the same BCs that the result of fig. 6 was based on. Figure 17 shows the prediction of flow velocity in easting direction for two different riverine segments of size 80 (80 cross sections) and 120 for the same BCs that the result of fig. 7 was based on.

![Figure 16: Examples of error in the predicted flow velocities of different local solvers for easting direction. The BCs are the same as the ones used in fig. 6.](image)

6 Conclusion

In this work, we have presented a framework for fast prediction of the riverine flow velocities with variable boundary conditions and bathymetries. The training of all the presented methods can be performed on common personal computers without access to GPU and high-performance computing resources. More importantly, once the networks are trained, the predictions can be done in a few seconds, making online flow velocity estimations possible. Our results show the computational efficiency about three orders of magnitude faster than common SWE solvers (such as AdH)—for instance, a single prediction of the flow velocity for given bathymetries and BCs takes
about 15–20 min using AdH and only one second using our approaches on the 48 core workstation used in this paper (see section 4.1.1).

The combination of the PCGA and our fast solvers provides a valuable tool that can be used even when the riverine bathymetry profiles are not a-priori available. That is, we do not need to measure riverbed profiles when training the network and designing the fast, reduced-order solver (offline stage). More importantly, even for the online prediction stage, we can predict distribution of flow velocities from the posterior distribution of the PCGA, without access to updated bathymetry observations. Furthermore, any additional dense/sparse measurement of bathymetries can be directly incorporated into the flow velocity prediction, anytime that they become available, without requiring any additional training.

While all of the presented global solvers are capable of providing reasonable prediction of the flow velocities, the better performance of SE and SVE methods implies that there are non-linear features present in the data that linear models or partially-linear models such as PCA-DNN may not be able to capture accurately within the available computational limitations. Good performance of all solvers on the test set is essential for generalization of the forward solvers. Note that neither the bathymetries or the BCs in the test set were present in the train/validation set during the training processes. In general, global solvers outperform their local solver equivalents. However, the local solvers allow prediction of flow velocities for segments of arbitrary lengths along the river which can be useful in cases where we are interested in solutions only in that segment. Furthermore, in cases where we do not have sufficient data to train a network for the entire river, due for instance to high computational cost of generating data for long rivers, the segmentation process used in local solvers help to overcome overfitting by reducing dimension of data and increasing the size of

Figure 17: Examples of flow velocities prediction of different local solvers for easting direction. The BCs are the same as the ones used in fig. [7]
the dataset. In fig. 8a we observe that the errors are almost uniformly distributed among most of the BCs, leading to smaller relative errors for large BCs, i.e., large discharges. Thus, the proposed solvers will be beneficial for high-flow situations. We can control the distribution of errors by changing the loss function from RMSEs, for example, to relative RMSE, or RMSEs with higher weight for large BCs to ensure that the prediction accuracy is higher when the risk of water overflow is high. Similarly, we can increase the weight of the datapoints with small BCs to reduce their errors (fig. 8a). The more complex dynamics of these datapoints (fig. 8b) can also imply the need for a latent space with larger dimension, and consequently a larger training set (to avoid overfitting).

The bathymetries provided to our DNNs were obtained by augmented posterior distribution of the PCGA (the Gaussian kernel and the scaling factor). In future, we will study incorporation of more complex and general distributions of bathymetries into our training sets, thus generalizing the forward solver to a larger class of bathymetries. Another assumption in this work is that the geometry of the reach was fixed. Obvious extensions include updating the methodology to allow for significant changes in the lateral geometry (due for example to bank overflow) and extending the approach to allow application to multiple classes of river.

Finally, for the cases with the bathymetry measurement at a limited number of cross sections, we have studied the cases where the measurement at first S cross sections is available. However, depending on the uncertainty observed in the flow velocity predictions, one should be able to find specific cross sections that are more influential in reducing the error in predictions in order to guide collection of new bathymetry data. For instance, in Figure 12 we find regions of high uncertainty near the entrance of the river. This would fit naturally into design of experiments based approaches and is an area future interest.

7 Acknowledgements

The PCGA codes can be found in the pyPCGA github repository, and the DNN codes can be found in the DNN-SWE github repository. This research was supported by the U.S. Department of Energy, Office of Advanced Scientific Computing Research under the Collaboratory on Mathematics and Physics-Informed Learning Machines for Multiscale and Multiphysics Problems (PhILMs) project, PhILMS grant DE-SC0019453. Jonghyun Lee was supported by Hawai‘i Experimental Program to Stimulate Competitive Research (EPSCoR) provided by the National Science Foundation Research Infrastructure Improvement (RII) Track-1: ’Ike Wai: Securing Hawai‘i’s Water Future Award OIA #1557349. This work was also supported by an appointment to the Faculty and Postdoctoral Fellow Research Participation Program at the U.S. Engineer Research and Development Center, Coastal and Hydraulics Laboratory administered by the Oak Ridge Institute for Science and Education through an inter-agency agreement between the U.S. Department of Energy and ERDC. The Chief of Engineers has granted permission for the publication of this work.

References

1. Zolezzi, G. & Seminarao, G. Downstream and upstream influence in river meandering. Part 1. General theory and application to overdeepening. Journal of Fluid Mechanics 438, 183-211 (2001).
2. Lanzoni, S., Siviglia, A., Frascati, A. & Seminara, G. Long waves in erodible channels and morphodynamic influence. *Water Resources Research* **42**, W06D17 (2006).

3. Casas, A., Benito, G., Thorndycraft, V. & Rico, M. The topographic data source of digital terrain models as a key element in the accuracy of hydraulic flood modelling. *Earth Surface Processes and Landforms: The Journal of the British Geomorphological Research Group* **31**, 444–456 (2006).

4. Westaway, R., Lane, S. & Hicks, D. The development of an automated correction procedure for digital photogrammetry for the study of wide, shallow, gravel-bed rivers. *Earth Surface Processes and Landforms*, 209–226 (2000).

5. Lane, S., Richards, K. & Chandler, J. Developments in monitoring and modelling small-scale river bed topography. *Earth Surface Processes and Landforms* **19**, 349–368 (1994).

6. Landon, C., Wilson, G. W., Ozkan-Haller, H. T. & MacMahan, J. H. Bathymetry estimation using drifter-based velocity measurements on the Kootenai river, Idaho. *Journal of Atmospheric and Oceanic Technology* **31**, 503–514 (2014).

7. Wilson, G. W. & Ozkan-Haller, H. T. Ensemble-based data assimilation for estimation of river depths. *Journal of Atmospheric and Oceanic Technology* **29**, 1558–1568 (2012).

8. Antuono, M. & Brocchini, M. Solving the nonlinear shallow-water equations in physical space. *Journal of Fluid Mechanics* **643**, 207–232 (2009).

9. Xia, X., Liang, Q., Ming, X. & Hou, J. An efficient and stable hydrodynamic model with novel source term discretization schemes for overland flow and flood simulations. *Water Resources Research* **53**, 3730–3759 (2017).

10. Cea, L. & Blade, E. A simple and efficient unstructured finite volume scheme for solving the shallow water equations in overland flow applications. *Water Resources Research* **51**, 5464–5486 (2015).

11. Singh, J., Altinakar, M. S. & Ding, Y. Numerical modeling of rainfall-generated overland flow using nonlinear shallow-water equations. *Journal of Hydrologic Engineering* **20**, 04014089 (2015).

12. Horvath, Z. *et al.* Comparison of fast shallow-water schemes on real-world floods. *Journal of Hydraulic Engineering* **146**, 05019005 (2020).

13. Novikov, E. A. An analytical solution of the shallow water equations. *Physics Letters A* **123**, 287–288 (1987).

14. Matskevich, N. A. & Chubarov, L. B. Exact solutions to shallow water equations for a water oscillation problem in an idealized basin and their use in verifying some numerical algorithms. *Numerical Analysis and Applications* **12**, 234–250 (2019).

15. Benkhaldoun, F. & Seaid, M. A simple finite volume method for the shallow water equations. *Journal Computational and Applied Mathematics* **234**, 58–72 (2010).

16. Delis, A. & Katsaounis, T. Numerical solution of the two-dimensional shallow water equations by the application of relaxation methods. *Applied Mathematical Modelling* **29**, 754–783 (2005).

17. Lee, H. & Han, S. Solving the shallow water equations using 2D SPH particles for interactive applications. *The Visual Computer* **26**, 865–872 (2010).
18. Crossley, A., Lamb, R. & Waller, S. Fast solution of the shallow water equations using GPU technology. *Third International Symposium of British Hydrological Society (BHS), Newcastle, London, UK* (2010).

19. Marcus, W. A. Mapping of stream microhabitats with high spatial resolution hyperspectral imagery. *Journal of geographical systems* **4**, 113–126 (2002).

20. Emery, L. *et al.* Autonomous collection of river parameters using drifting buoys. *Oceans MTS/IEEE Seattle, US*, 1–7 (2010).

21. Garambois, P. A. & Monnier, J. Inference of effective river properties from remotely sensed observations of water surface. *Advances in Water Resources* **79**, 103–120 (2015).

22. Hilldale, R. C. & Raff, D. Assessing the ability of airborne LiDAR to map river bathymetry. *Earth Surface Processes and Landforms* **33**, 773–783 (2008).

23. McKeen, J. *et al.* Remote sensing of channels and riparian zones with a narrow-beam aquatic-terrestrial lidar. *Remote Sensing* **1**, 1065–1096 (2009).

24. Agrafiotis, P., Skarlatos, D., Georgopoulos, A. & Karantzalos, K. DepthLearn: learning to correct the refraction on point clouds derived from aerial imagery for accurate dense shallow water bathymetry based on SVMs-Fusion with LiDAR point clouds. *Remote Sensing* **11**, 2225 (2019).

25. Misra, A., Vojinovic, Z., Ramakrishnan, B., Luijendijk, A. & Ranasinghe. Shallow water bathymetry mapping using Support Vector Machine (SVM) technique and multispectral imagery. *International Journal of Remote Sensing* **39**, 4431–4450 (2018).

26. Wang, L., Liu, H., Su, H. & Wang, J. Bathymetry retrieval from optical images with spatially distributed support vector machines. *GIScience and Remote Sensing* **56**, 323–337 (2019).

27. Traganos, D., Poursanidis, D., Aggarwal, B., Chrysoulakis, N. & Reinartz, P. Estimating Satellite-Derived Bathymetry (SDB) with the Google Earth Engine and Sentinel-2. *Remote Sensing* **10**, 859 (2018).

28. Yoon, Y. *et al.* Estimating river bathymetry from data assimilation of synthetic swot measurements. *Journal of Hydrology* **464**, 363–375 (2012).

29. Muste, M., Fujita, I. & Hauet, A. Large-scale particle image velocimetry for measurements in riverine environments. *Water Resources Research* **44**, W00D19 (2008).

30. Puleo, J. A., McKenna, T. E., Holland, K. T. & Calantoni, J. Quantifying riverine surface currents from time sequences of thermal infrared imagery. *Water Resources Research* **48**, W01527 (2012).

31. De Lima, R. L., Abrantes, J. R., de Lima, J. L. & de Lima, M. I. P. Using thermal tracers to estimate flow velocities of shallow flows: laboratory and field experiments. *Journal of Hydrology and Hydromechanics* **63**, 255–262 (2015).

32. Ghorbanidehno, H., Kokkinaki, A., Lee, J. & Darve, E. Recent developments in fast and scalable inverse modeling and data assimilation methods in hydrology. *Journal of Hydrology* **591**, 125266 (2020).

33. Lee, J. *et al.* Riverine bathymetry imaging with indirect observations. *Water Resources Research* **54**, 3704–3727 (2018).
34. Lee, J. & Kitanidis, P. K. Large-scale hydraulic tomography and joint inversion of head and tracer data using the principal component geostatistical approach (PCGA). *Water Resources Research* **50**, 5410–5427 (2014).

35. Kitanidis, P. K. & Lee, J. Principal component geostatistical approach for large dimensional inverse problems. *Water Resources Research* **50**, 5428–5443 (2014).

36. Savant, G., Berger, C., McAlpin, T. O. & Tate, J. N. Efficient implicit finite-element hydrodynamic model for dam and levee breach. *Journal of Hydraulic Engineering* **137**, 1005–1018 (2010).

37. Poggio, T., Mhaskar, H., Rosasco, L., Miranda, B. & Liao, Q. Why and when can deep- but not shallow- networks avoid the curse of dimensionality: a review. *International Journal of Automation and Computing* **14**, 503–519 (2017).

38. Sit, M. *et al.* A Comprehensive review of deep learning applications in hydrology and water Resources. *EarthArXiv* (2019).

39. Kratzert, F., Klotz, D., Brenner, C., Schulz, K. & Herrnegger, M. Rainfall-runoff modelling using long short-term memory (LSTM) networks. *Hydrology and Earth System Sciences* **22**, 6005–6022 (2018).

40. Jeong, J. & Park, E. Comparative applications of data-driven models representing water table fluctuations. *Journal of Hydrology* **572**, 261–273 (2019).

41. Abdi, G., Samadzadegan, F. & Reinartz, P. Deep learning decision fusion for the classification of urban remote sensing data. *Journal of Applied Remote Sensing* **12**, 016038 (2018).

42. L. Li, P. J., Xu, H., Lin, G., Guo, D. & Wu, H. Water quality prediction based on recurrent neural network and improved evidence theory: a case study of Qiantang River, China. *Environmental Science and Pollution Research* **26**, 19879–19896 (2019).

43. Karimi, H. *et al.* Comparison of learning-based wastewater flow prediction methodologies for smart sewer management. *Journal of Hydrology* **577**, 123977 (2019).

44. Ceyhun, O. & Yalcin, A. Remote sensing of water depths in shallow waters via artificial neural networks. *Estuarine, Coastal and Shelf Science* **89**, 89–96 (2010).

45. Gholamalifard, M., Kutser, T., Esmaili-Sari, A., Abkar, A. A. & Naimi, B. Remotely sensed empirical modeling of bathymetry in the southeastern Caspian sea. *Remote sensing* **5**, 2746–2762 (2013).

46. Collins, A. M. *et al.* Bathymetric inversion and uncertainty estimation from synthetic surfzone imagery with machine learning. *Remote Sensing* **12**, 3364 (2020).

47. Ghorbanidehno, H. *et al.* Deep learning technique for fast inference of large-scale riverine bathymetry. *Advances in Water Resources*. 103715 (2020).

48. Sonogashira, M., Shonai, M. & Iiyama, M. High-resolution bathymetry by deep-learning-based image superresolution. *PLoS ONE* **15**, e0235487 (2020).

49. Moses, S. A., Janaki, L., Joseph, S., Gomathi, J. P. & Joseph, J. Lake bathymetry from Indian remote sensing (P6-LISS III) satellite imagery using artificial neural network model. *Lakes and Reservoirs: Research and Management* **18**, 145–153 (2013).
50. Yunus, A. P., Dou, J., Song, X. & Avtar, R. Improved bathymetric mapping of coastal and lake environments using Sentinel-2 and Landsat-8 images. *Sensors* **19**, 2788 (2019).

51. Corucci, L., Masini, A. & Cococcioni, M. Approaching bathymetry estimation from high-resolution multispectral satellite images using a neuro-fuzzy technique. *Journal of Applied Remote Sensing* **5**, 053515 (2011).

52. Negm, A., Mesbah, S., Abdelaziz, T. & Makboul, O. Nile river bathymetry by satellite remote sensing case study: Rosetta branch. *The Nile River, Springer*, 259–274 (2017).

53. Benner, P., Gugercin, S. & Willcox, K. A survey of projection-based model reduction methods for parametric dynamical systems. *SIAM Review* **57**, 483–531 (2015).

54. Berkooz, G., Holmes, P. & Lumley, J. The proper orthogonal decomposition in the analysis of turbulent flows. *Annual Review of Fluid Mechanics* **25**, 539–575 (1993).

55. Stefanescu, R., Sandu, A. & Navon, I. Comparison of POD reduced order strategies for the nonlinear 2D shallow water equations. *International Journal of Numerical Methods in Fluids* **76**, 497–521 (2014).

56. Bistrian, D. & Navon, I. An improved algorithm for the shallow water equations model reduction: Dynamic Mode Decomposition vs POD. *International Journal of Numerical Methods in Fluids* **78**, 552–580 (2015).

57. Hesthaven, J. & Ubbiali, S. Non-intrusive reduced order modeling of nonlinear problems using neural networks. *Journal of Computational Physics* **363**, 55–78 (2018).

58. Bishop, C. M. *Pattern recognition and machine learning* (Springer, 2006).

59. Kramer, M. A. Nonlinear principal component analysis using autoassociative neural networks. *AIChe Journal* **37**, 233–243 (1991).

60. Hinton, G. E. & Salakhutdinov, R. R. Reducing the dimensionality of data with neural networks. *Science* **313**, 504–507 (2006).

61. Kingma, D. P. & Welling, M. An introduction to variational autoencoders. *Foundations and Trends in Machine Learning* **12**, 307–392 (2019).

62. Cressie, N. A. C. *Statistics for spatial data, revised edition* (John Wiley & Sons, 2015).

63. USGS 02197000 Savannah river at Augusta, GA [https://waterdata.usgs.gov/ga/nwis/uv?site_no=02197000](https://waterdata.usgs.gov/ga/nwis/uv?site_no=02197000).

64. matplotlib boxplot [https://matplotlib.org/3.3.2/api/_as_gen/matplotlib.pyplot.boxplot.html](https://matplotlib.org/3.3.2/api/_as_gen/matplotlib.pyplot.boxplot.html).

65. Ross, D. A., Lim, J., Lin, R.-S. & Yang, M.-H. Incremental learning for robust visual tracking. *International Journal of Computer Vision* **77**, 125–141 (2008).

66. Durakovic, B. Design of experiments application, concepts, examples: state of the art. *Periodicals of Engineering and Natural Sciences* **5**, 421–439 (2017).