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1. Introduction

There are many kinds of aerospace remote sensing platforms, such as domestic Fengyun series, Beidou series, and Gaofen series satellites, foreign Landsat series, and sentinel series satellites, as well as various aviation platforms such as UAV, high-altitude balloon, and airship. The Gaofen-5 satellite payload can obtain hyperspectral force sensing images with 30 m spatial resolution and 330 spectral channels; Gaofen 11 satellite can obtain optical remote sensing images with submeter spatial resolution. The combination of multiple satellites in the high-score series improves the time resolution of remote sensing images. The improvement of image quality helps people to understand the real-time dynamic information of surface coverage in a more comprehensive and clear way, which makes it possible to continuously monitor the surface by means of remote sensing. However, with the improvement of data quality and the reduction of acquisition difficulty, the amount of remote sensing image data is larger and larger, and the content is more complex. The traditional processing method needs manual intervention, which is difficult to achieve rapid and automatic information processing [1]. Massively and high-quality remote sensing images become easy to obtain with the development of technology. This phenomenon greatly increases the difficulty of remote sensing image data processing. Therefore, more efficient and automatic...
algorithms are needed to process these data quickly, and the deep learning algorithm is used as the research basis. Traditional image processing algorithms are based on manual design features, such as scale invariant feature transform (SIFT) features, histogram of gradient (HOG) features, and bag of visual words (BOVW) features based on visual features. Although these algorithms can realize the processing of high-score remote sensing images to a certain extent, these algorithms have artificially designed features, have a certain bias in the selection of image features, and cannot extract the features most suitable for the current image, so the detection accuracy is poor. Moreover, with the implementation of major projects of China’s high-resolution earth observation system and the launch of multiple high-resolution remote sensing satellites, the resolution of China’s space-based forced sensing image has been accurate from 2.1 meters to 0.65 meters or even higher. The spatial details in the high-resolution forced sensing image are more and more sufficient, and the image content is more and more complex. The traditional image processing algorithm based on manual features is difficult to effectively deal with this complex image [2].

Deep learning is widely used in driverless, face recognition, machine translation, target recognition, emotion recognition, and so on. The reason why the deep learning algorithm is efficient is that it has the ability of self-learning from a large amount of data, avoids the interference of human factors on feature selection, and can get the expression closer to the best feature. For the complicated detail information in high-score remote sensing images, deep learning algorithm can obtain certain adaptability through a large number of sample learning, which is much better than the performance of traditional algorithms. Therefore, how to effectively introduce deep learning into the field of remote sensing image processing is an important topic worthy of research [3].

2. Literature Review

Toldinas believes that deep learning algorithms are generally supervised and need a large dataset with a large number of samples to train the whole model. The samples in the high-score remote sensing target detection dataset should have two labels, the real target location in the image and the corresponding real target category at each location [4]. Nasif research since the shooting angle of high-score remote sensing image is from high altitude, the angle of the target in the image is arbitrary, and the target in the image has rotation change. In addition, the size of the target is also affected by the height of the platform, and the target in the image has scaling changes. In addition, the tilt of the camera may cause image distortion, etc. There are a series of other spatial deformations in high-resolution remote sensing images. Therefore, in order to introduce the deep learning algorithm into the target detection field of high-score remote sensing images, it is necessary to build a relatively robust feature expression model for these spatial variation factors [5]. Mhango’s work aiming at the problem of small target detection, which is one of the difficulties of target detection, the analysis shows that part of the difficulty of detection is that slight positioning deviation will have a fatal impact on small target detection. For small targets, it is assumed that there is a positioning deviation of several pixels between the predicted boundary box and the real target box [6]. From the perspective of multiscale feature fusion, Ma improved FasterRCNN and proposed feature pyramid networks (FPN). Through the top-down integration of network deep features and shallow features layer by layer, the problem of lack of deep semantic features in small target detection is solved to a certain extent [7]. Liu added a fusion module TDM (top down modulation) on the side connection of the basic detection network. In the structure of TDM, the information fusion between network layers is no longer the same as FPN. First, the features of different scales are scaled to the same dimension, and then, the features are fused in the way of element superposition. Instead, the required features are screened out through convolution operation, and then, the features of different scales are combined by splicing, so as to avoid the negative impact of feature superposition on information [8]. Gong proposed DSSD (deconvolutional single-shot detector) network structure, in which D is deconvolution module. DSSD inputs the features generated by SSD (single shot detector) model into the deconvolution module and then outputs the modified feature map pyramid to form an hourglass structure composed of features of different scales. When fusing the features between adjacent layers, it is also necessary to scale the features of different scales to the same dimension and then fuse the features by multiplying the corresponding elements [9]. The above research work belongs to multiscale feature method. In addition, multiscale training method is also a widely used scheme to solve the problem of multiscale target detection. Recently, Liang proposed snip and sniper algorithm, which is an improvement on the traditional multiscale training method. Sniper is the accelerated version of snip. The research work of snip and sniper has effectively proved that even with relatively sufficient data, CNN (revolutionary neural network) is still difficult to use objects of all scales, but can only act on targets of a certain range of scales. Therefore, in the multiscale training, only the target area with the scale within the detection range is gradient retransmitted, which greatly reduces the computational overhead of the multiscale training method. Other methods focus on the impact of the design of a priori frame on detection performance [10]. Wang found in the research work of S3FD that the scale mismatch between the candidate frame and the small target and the scale mismatch between the receptive field and the small target make it difficult for the small target to be detected. Therefore, they proposed candidate box matching strategy to solve the above two scale mismatch problems [11]. Subsequently, Jiang proposed a strategy of densely generating candidate boxes in the research work of Facebook, that is, using candidate boxes with the same density to sample large/medium/small targets with different scales. This strategy of densely sampling small targets can effectively improve the recall rate of small object detection [12]. In pyramid boxing training, Shin and Yu expand microtraining models and improve the results of small-scale programs to maximize the diversity of small-scale instructional materials. The preframing model is usually focused on improving the results of a small target to visualize it correctly [13]. The research of Zang also shows the importance of accurate positioning. Some research teams have tried to apply superresolution technology to small
target detection and made pioneering work. Using the idea of superresolution reconstruction, Li and others proposed to transform the shallow features of small targets into corresponding high-resolution representations to improve the semantic feature representation of small targets [14]. Ahmed and others tried to apply the research of generative adversarial network (GAN) in superresolution reconstruction to small target detection and proposed the network structure of Sod-Mtgan [15]. Li has studied the first-order product search algorithm that directly creates product groups and parts integrated with a single finding. The whole process is easily compared to a two-stage target detection algorithm, and the representative algorithms include the Yolo series algorithm and the SSD series algorithm [16]. The operation of the StageG marker search algorithm is shown in Figure 1.

Based on the current research, based on a deep learning target detection system, this paper studies many problems in the system according to the characteristics of target spatial deformation, more small targets, easy confusion, and rough regional proposal in high-score remote sensing images. The results are as follows: convolution features combined with multilevel full connection features robust to spatial deformation are proposed to enhance the robustness of feature expression to spatial deformation. Using the method of synthesis, a joint dataset of three attributes and classifications is established for the training of multitask learning network.

3. Research Methods

3.1. Hierarchical Robust Feature Extraction. Classical RSI target detection methods are almost based on sliding window search for possible targets. In the sliding window search algorithm, the initial target proposal is generated by selecting from regions with different positions and scales. This kind of method uses brute force algorithm, which is time-consuming, laborious, and large amount of calculation. In recent years, in order to avoid exhaustive search, this paper uses the region of interest (ROI) generated by selective search algorithm.

In our HRCNN system, Alex netl491 is used as the basis for unpacking features. Then, three rotating layers with different spatial scales in the network were selected to create a map of the semantic energy of the hierarchical space. To avoid being affected by spatial deformation such as rotation and scaling, we developed rotational and scaling system (RSRE) in this framework. Finally, product research is done using class symbols and reworkers. It should be noted that the application HSS and RSRE models can be trained with the core network. Such a learning process makes the network viable for practical use [17].

The CNN model proposed is used to create a review team and site regression, respectively, to exclude results after the analysis and prediction sites. This document uses a vector support system (SVM) as the host for the class. Existing ROI localization can be improved by limiting box regression. This phrase uses the method of spinal therapy to regenerate.

3.1.1. Introduction to SVM. $x_i$ represents the feature vector of the $i$-th sample (i.e., regional proposal), and $y_i$ represents the corresponding category label. In the feature space, find the critical samples to form the support vector, and construct the following linear discrimination plane to complete the task of category recognition, as shown in

$$f(w, b) = w^T x_i + b.$$  \hspace{1cm} (1)

Matrix $w$ and vector $b$ are the parameters to be learned in the process of SVM training. When looking for support vectors, the optimization objective function is expressed as

$$\min_{w,b} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \max(0, 1 - y_i(w^T x_i + b)).$$  \hspace{1cm} (2)

However, in most cases, the input model cannot be segmented entirely using only the spatial linear function of the function. Therefore, the vector must be plotted in a nonlinear space. A kernel replacement function has been introduced, which provides better insights [18]. After production, the final Lagrange function is shown in

$$L(w, b, \Lambda) = \frac{1}{2} w^T w + \sum_{i=1}^{N} \alpha_i - \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \kappa(x_i, x_j),$$  \hspace{1cm} (3)

where $\kappa(x_i, x_j)$ refers to the kernel function of the current convolution and $\Lambda = (\alpha_1, \alpha_2, \ldots, \alpha_N)$ is a nonnegative Lagrange multiplier. Finally, the concise expression of the optimization function is shown in

$$\min_{w} \max_{\alpha_i \geq 0} L(w, b, \Lambda).$$  \hspace{1cm} (4)

Existing ROI localization can be improved by limiting box regression. This phrase uses the method of spinal therapy to regenerate. $X$ is the input function matrix, $Y$ is the difference between the constraint box and the actual constraint box, and the return of the spine as the square error is shown at

$$\|X\theta - Y\|^2,$$  \hspace{1cm} (5)

where $X$ is a $N \times L$ matrix and $N$ and $L$ are the number of samples and characteristic dimensions, respectively. $Y$ is an $N \times 4$ matrix; each row of which is a coordinate regression vector, which is the coordinate difference between the real target box and the proposed target box. Each element of the vector corresponds to the abscissa of the center point of the target box, the ordinate of the center point, and the width and height.
of the bounding box. $\theta$ is a parameter matrix of parameter matrix $L \times 4$ of size, which is used to derive the regression matrix $Y$ from the input feature $X$ [19]. The solution method of $\theta$ is

$$\theta = (X^T X)^{-1}X^T Y. \quad (6)$$

However, this problem is ill posed because $X$ is not rank. Therefore, a regular term formula (7) is added:

$$\|X \theta - Y\|_2^2 + \alpha ||\theta||^2. \quad (7)$$

The solver rule becomes

$$\theta(\alpha) = (X^T X + \alpha I)^{-1} X^T Y, \quad (8)$$

where $I$ is an element matrix with size $L$, which is a constant with small value, which is set to 0.001 here. So far, the above ill-posed problem has been transformed into a well-posed problem. The target detection method and process of deep learning features are shown in Figure 2.

3.2. Target Positioning Based on Gated Axis Clustering Positioning Network. It is often difficult to capture small objects in a wide range of search equipment with high resolution for remote controls. This is because the effect of the difference on the location of the smaller target is larger than that of the larger target. This is because the cross section of the smaller body is much smaller than the cross section of the larger body and much smaller than the smaller body in the cross section of the approximate and correct spheres is reduced by the same rate. To solve this problem, we propose a new regional model to improve the accuracy in the area of small objects. The model has two sections. First, the process of determining global characteristics is planned in order to focus on the channel to study local characteristics. This process makes full use of rich semantic data of global characteristics and spatial meanings of local characteristics. The data selected in this way will be more useful in identifying small targets. Second, the axial agglomeration prediction (ACP) method is used to prepare rotation diagrams in different directions to avoid interference of different joints and to improve the exposure accuracy and then using the regression technique using models to illustrate the tools learned [20].

3.3. Target Recognition Based on Attribute Cooperative Convolution Neural Network. Classification of remote sensing images is one of the most important aspects of remote sensing image processing and is part of the goal of detecting remote sensing images. RSIs are known to be very difficult due to the diversity of their content, and it is difficult to distinguish between different events with similar descriptive concepts, such as deserts and the barren region. The Attribute Collaborative Convolutional Neural Network (ACCNN), which uses the material as a supplement, claims that it is difficult to classify negative structures. The Convolutional Neural Network feature first uses CNN and then distribution centers to determine the RSI status. Second, an attribute field is intended to predict image data. Through collaborative training, networks are able to be aware of current events. Because the input attribute branch and the subdirectory subdivide a layer to unpack the attribute, the subdivision branch will access the additional attribute data. Finally, the relationship between branches of distribution and behavior is learned through communication, which strengthens the exchange of information between the two positions. Our data sharing system (AC-AID, AC-UCM, and AC-Sydney) is designed to capture data behaviors [21].

4. Result Analysis

According to the ms-coco evaluation protocol, this paper uses the average accuracy map to evaluate the effectiveness of the algorithm. The real and false indicators are the basis of computer vision. From TP, FP, and FN, the precision $P$ and recall $R$ can be calculated as

$$P = \frac{TP}{TP + FP}, \quad (9)$$

$$R = \frac{TP}{TP + FN}. \quad (10)$$

After the test results of a certain category are obtained, they are sorted according to the confidence, and the recall and precision obtained by taking each confidence as the division threshold are calculated. The corresponding maximum precision rate is obtained according to different recall rates, and then, the average accuracy $AP$ of a certain class is obtained as

$$AP = \frac{1}{n} \sum_{i=1}^{n} P_i (R_i - R_{i-1}). \quad (11)$$

Find the average value of all categories of $AP$ to obtain the average accuracy map. At the same time, the map in this
paper is the average value taken among multiple IOU thresholds, using 10 IOU thresholds with an interval of 0.05 from 0.50 to 0.95. The traditional method only calculates the index with a single IOU threshold of 0.50, and the prediction area is considered correct only when \( \text{IOU} > 0.50 \). Compared with traditional methods, the method of averaging multiple IOU thresholds can more comprehensively test the effectiveness of the detection algorithm. In addition, this paper also takes Map and Map 75 as a set of auxiliary reference data and the average maximum recall rate as another set of auxiliary reference data. Ar100 represents the maximum recall rate obtained by giving 100 detection results in each picture [22].

4.1. HRCNN Regression Effect Detection. When we look at different regression strategies when the properties used for recognition are similar, we see a difference: in general, the use of regression improves the AP, while the regression of the HRCNN function always improves the AP rather than the specific regression of the RCNN. For graphical sites, RCNN regression improved RCNN accuracy by 1.71% and HRCNN by 2.02%; HRCNN regression improved RCNN accuracy by 1.94% and HRCNN by 2.22%. To clearly explain this improvement, we compare different values of returns from the same angle, as shown in Figure 3. In the figure, the x-axis is the target and the y-axis is the AP value from AP, without getting results. It is clear that the side effects of HRCNN are stronger even if RCNN recognition or HRCNN recognition is used.

4.2. Comparison of Positioning Model Accuracy in HRCNN. The comparative experimental detection results of GACL net in HRCNN and NWPU VHR-I0 show that our model has the best mapping on both datasets. In addition, based on fast RCNN backbone network, GACL net improves the accuracy of HRRSD and NWPU VHR-I0 by 1.5% and 2.5%, respectively. Based on the fast RCNN backbone network, GACL net adopts the regional proposal network (RPN) as the regional proposal, which has increased by 0.6% and 0.4%, respectively, on HRRSD and NWPU VHR-I0 [23].

4.3. Comparison of Error Rate of Attribute Cooperative Convolutional Neural Network (ACCNN) in Dataset. The classification error rate of ACCNN in three datasets is shown in Figure 4, and the attribute error rate on each dataset is shown in Figures 5–7. The results of the AC-AID test include the results of the behavioral analysis and the distribution results. The results of the behavior attribute are shown in Figure 5, where “Attribute ID” represents the different objects. As shown in Figure 5, the error for this product ranges from 0.65% to 33.05%. The average error is 5.06%. The results showed that the area of performing arts worked well. Compared with the main VG-net, the average error rate of VG-net decreased by 2.87%. The performance of ACCNN in AC-AID is not good.

![Figure 3: Comparison of regression strategies under the same identification strategy.](image1)

![Figure 4: Classification error rate of different methods on three datasets.](image2)
and is close to the best method of DCA melting. The average DCA smelting error rate is 5.67%. Thus, this method demonstrates the advantages of AC-AID.

AC-UCM-based testing has included classification and analysis. The results of the behavioral hypothesis are shown in Figure 6. The error for the various groups varied from 0.00% to 13.81%, and the mean error for these characteristics was 3.58%. The results showed that the area of performing arts worked well. Compared with 7.14% error of base, the error of this algorithm is reduced by 3.09% and reduced by 4.05%. This result is the result of the optimal distribution of AC-UCM. In addition, the ACCNN melting error is 2.11% lower than the negative of DCA melting, and the DCA melting error is 6.16%. Therefore, the method mentioned in this document gets the SOTA accuracy in the AC-AID database [24].

The performance results of AC-Sydney are shown in Figure 7. Equipment errors increased from 0.00% to 22.22%, with an average error of 8.93%. The results show that the academic sectors have worked well. The error of this algorithm decreased from 3.06% to 4.13% compared to the standard algorithm error 7.19. This benefit is the best benefit for AC-Sydney. In addition, the ACCNN melting error is 1.86% less than the DCA melting error and the DCA melting error is 5.99%. Therefore, there is full SOTA certification of the AC-Sydney database [25]. The test results show that the algorithm works better than the comparison algorithm. The reason is that behavioral branching and relationship fragmentation have been introduced and weight-sharing mechanisms have been developed [26].

5. Conclusion

High-score remote sensing image has the characteristics of large imaging range, high spatial resolution, and complex image content. The goal of target detection task based on high-score remote sensing image is to locate several categories of targets of interest from a large number of high-score remote sensing images and analyze and predict the target categories at each location. Through the investigation of the existing algorithms of the research task, it is found that the traditional manual feature method cannot deal with the complex and changeable high-score remote sensing images well: the deep learning neural network algorithm rising in recent years can adaptively learn the hidden features in the data, free from the interference of human factors, and can better express the changeable target features in high-score remote sensing images. The following results were achieved:

1. In the research of finding feature expression methods that can deal with spatial deformation such as rotation and scaling, aiming at the phenomenon that the traditional deep learning algorithm adopts a single global feature, this paper proposes to combine multilevel convolution features to enhance spatial information to help achieve more accurate target location, that is, target location in the detection system. Aiming at the spatial deformation problems such as the scaling and rotation of targets in the image, a convolution feature combined with multilevel full connection features robust to spatial deformation is proposed to enhance the robustness of feature expression to spatial deformation

2. In the research of finding a target location method that can deal with the interproblem of small target detection, aiming at the problem that the detection...
accuracy of small target is greatly affected by the location accuracy, a method of projecting the convolution feature map to the horizontal and vertical spatial directions is proposed to avoid the interference of coordinate prediction in the horizontal and vertical orthogonal directions from receiving additional dimension information, so as to effectively improve the location accuracy.

(3) In the research of finding target recognition methods that can deal with the problems of complex and confusing content of high-score remote sensing images, aiming at the problems of complex images and easy confusion between nonsimilar targets and backgrounds, this paper proposes to use attribute learning task to provide additional auxiliary information for classification (recognition) task and fully share convolution layer between two task branches to enhance the discrimination ability of classifier. In addition, a combined dataset of three attributes and classifications is established by using the method of synthesis for the training of multitask learning network. The proposed method is evaluated on three attribute and classification joint datasets, and quite competitive results are obtained.
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