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Abstract—The ability to detect faults is an important safety feature for event-based multi-agent systems. In most existing algorithms, each agent tries to detect faults by checking its own behavior. But what if one agent becomes unable to recognize misbehavior, for example due to failure in its onboard fault detection? To improve resilience and avoid propagation of individual errors to the multi-agent system, agents should check each other remotely for malfunction or misbehavior. In this paper, we build upon a recently proposed predictive triggering architecture that involves communication priorities shared throughout the network to manage limited bandwidth. We propose a fault detection method that uses these priorities to detect errors in other agents. The resulting algorithms are not only able to detect faults, but can also run on a low-power microcontroller in real-time, as we demonstrate in hardware experiments.

I. INTRODUCTION

In networked multi-agent systems, multiple agents, such as mobile robots in a smart factory [1] or autonomous cars [2], interact to jointly solve a task (e.g., to manufacture specific products or increase traffic throughput). In such scenarios where autonomous agents act in the real world, safety is paramount. To ensure safety, a key system requirement is the ability to detect hardware and software faults. A first step towards improving reliability is ensuring that each agent constantly checks its own sensor readings. This is typically already considered in the area of fault detection [3]. However, sole reliance on this on-board fault detection (FD) is hazardous. An agent may become unable to detect its own incorrect behavior. For example, a software bug or a malicious attack on the agent could lead to malfunction of the on-board FD, meaning the failure would go undetected by the local agent alone. To enhance resilience in multi-agent systems, each agent should therefore not only check its own sensor readings, but also try to detect potential faults in other agents by checking data received from them over the network.

In this work, we consider remote FD for event-triggered multi-agent systems with heterogeneous nonlinear dynamics. When multiple systems use the same network to transmit data, communication becomes a scarce resource due to limited bandwidth. This situation has rendered event-triggered communication increasingly popular for networked systems in the last two decades [4]. However, this form of communication comes with challenges for remote FD. Messages from a particular agent will not always be available. For example, if the event-triggered communication scheme prevents messages from being sent after a fault occurs, faults may be detected too late or missed altogether. Instead of building on such sparse event-triggered signals, we propose an FD method that uses communication priorities. These are low-dimensional network commands that are periodically shared across the network to manage network traffic.

Main idea. We build upon a recently proposed event-triggered control structure called predictive triggering [5]–[7]. It takes limited communication resources into account by allowing only a subset of agents to communicate in every communication round. This is achieved by deriving a priority for each agent, which is subsequently shared. Only agents with the highest priority are allowed to send.

Although the messages that agents exchange, e.g., state measurements, may be high-dimensional and thus costly to transmit over the network, the low-dimensional priority of the agent is available periodically. The priorities are therefore predefined to be used to monitor the agent’s condition. While priorities have been introduced in predictive triggering to quickly adapt limited communication resources to current need, we will show in this paper how they can also be used to simultaneously detect faults remotely.

This paper makes the following contributions:
1) A novel fault detection algorithm for networked multi-agent systems based on low-dimensional priority signals;
2) Statistical methods for bounding false positives for two versions of the algorithm: with (i) a static detection threshold and (ii) a time variable threshold that is adaptive to the network load;
3) Efficient implementation with low computational footprint, allowing for implementation on low-power devices;
4) Experimental evaluation on multiple cart-pole systems interconnected through a multi-hop wireless network.

II. RELATED WORK

Fault detection, in general, is a broad field. An overview of classical FD algorithms can be found in [3] and [8]. In this work, we focus on detecting faults in networked multi-agent systems. For this scenario, the key challenges are delayed and missing measurements due to network imperfections and limited communication resources.

Some existing studies deal with the detection of faults based on measurements received over a communication
network. The works in [9]–[12] focus on networked control systems with missing measurements caused by data dropouts. The approach in [11], for example, adapts the decision threshold of the FD based on the communication history, an approach we will also adopt. However, these works do not deal with event-triggered systems, the focus of our paper.

As mentioned above, event triggering poses a challenge for remote FD. Wang et al. [13] design an FD for event-triggered control using a Luenberger observer to generate residuals for the FD even if no new measurement is received. However, this approach only incorporates new information when new measurements arrive over the network. If this rarely happens, faults might be detected too late. Instead, we base our FD not on measurements but on low-dimensional communication priorities that can be sent periodically at low cost.

Solowjow et al. [14] use the communication signal in event-triggered control to detect changes in system behavior. Although some of the techniques described here bear similarities to their work (esp. statistical tests), the objective, setting, and proposed methods differ. While [14] aims to trigger model learning for a simpler event-triggered scheme that does not consider explicit bandwidth constraints, we develop FD for predictive triggering that accounts for such constraints. Importantly, we do not build our detector on the event-triggered signal, but on communication priorities.

III. PROBLEM SETTING

The setting in this work includes $N$ agents that must solve a task cooperatively, e.g., to stabilize and synchronize with each other as in [7], [15]. These agents are physically independent, i.e., their open-loop dynamics are not coupled, and connected over a wireless network. This network has limited bandwidth, which does not allow all agents to transmit their data simultaneously. To decide which agents get to transmit and which control input to apply in each time step, we employ the predictive triggering scheme [5], [6], which has been demonstrated to yield effective bandwidth usage in experiments on a wireless multi-hop network [7].

A. Networked control system architecture

We briefly introduce the predictive triggering scheme as background to this work. We model the agents as nonlinear stochastic systems

$$x_i(k+1) = f_i(x_i(k), u_i(k)) + v_i(k),$$  \hspace{1cm} (1)

with $x_i(k) \in \mathbb{R}^{n_i}$, $u_i(k) \in \mathbb{R}^{b_i}$, and $v_i(k) \sim \mathcal{N}_i$ being independent and identically distributed (i.i.d.) process noise with distribution $\mathcal{N}_i$, which has zero mean and finite variance. We further assume that the full state $x_i(k)$ can be measured by its corresponding agent.

To achieve a joint objective, agents can exchange information over the network (Figure 1). We consider a many-to-all communication protocol, e.g., Mixer [7], [16]. The communication occurs in dedicated rounds. At each discrete timestep $k$, all $N$ agents receive new information sent by the sending $M$ agents at time $k-1$. Due to limited communication resources, the network only allows $M \ll N$ agents to send their messages in one round. For scheduling, all agents send priorities during the communication round to all others. Then, the $M$ agents with the highest priorities transmit their message in the next round. A real-world implementation of the described network and scheduling technique can be found in [7], which has shown that the total bandwidth savings exceed the additional communication overhead of sending priorities.

B. Event-triggered controller

To achieve the distributed task, the controller of each agent is split into two parts. The first part generates the input signal $u_i(k)$ for the agent, while the second part calculates the priority to trigger communication. Each agent generates its input using a control strategy $u_i(k) = c_i(x_i(k), \hat{x}_i(k))$, where $\hat{x}_i(k) = \{\hat{x}_{li}(k) | \forall \ell \in \{1, 2, \ldots, N\}, \ell \neq i\}$ is the set of extrapolates of the other agents’ states. These extrapolates are calculated based on the knowledge of the system dynamics and data communicated over the network. In particular, agent $i$’s extrapolate of agent $\ell$’s state

$$\hat{x}_{li}(k+1) = \begin{cases} f_\ell(\hat{x}_\ell(k), c_\ell(\hat{x}_{li}(k), \hat{x}_\ell(k))) & \text{if } \gamma_\ell(k) = 0 \\ f_\ell(x_\ell(k), c_\ell(x_\ell(k), x_\ell(k))) & \text{if } \gamma_\ell(k) = 1, \end{cases} \hspace{1cm} (2)$$

where $\gamma_\ell(k) = 1$ means that the state of agent $\ell$ is sent. In this case, the received measurement $x_\ell(k)$ is predicted one timestep into the future since communicating states over the network introduces a delay of one timestep. In case no update is received, the state estimate is simply extrapolated using the system dynamics model.

The second part of the controller is the priority calculation to trigger communication. In our setting, the agents do not compete for resources but cooperatively decide which agents need to communicate based on priorities. The priority of agent $i$ at time $k$ is called $g_i(k)$. The $M$ agents with the highest priorities are allowed to send in the next communication round. Thus, the higher the agent’s need to communicate, the higher its priority should be. The key concept behind the priority calculation is so-called predictive triggering [5]–[7].

If past disturbances $v_i(k)$ were very low, the extrapolation in (2) would lead to an accurate state estimation, and there would be no need to communicate. If the system exhibits a stronger disturbance, the estimation error becomes large. In this case, the estimated state should be updated by communicating the current measurement over the network. Hence, the estimation error is directly related to the need to communicate and can be used to calculate the priority. All agents are aware that the other agents are trying to estimate their state. They calculate the same estimate and compare it with their actual states. That is, agent $i$ is able to calculate the estimation error $e_{ii}(k) = x_i(k) - \hat{x}_{ii}(k) = x_i(k) - \hat{x}_{ii}(k)$. Various priority measures based on the error $e_{ii}(k)$ may be conceivable. In the following, we develop our algorithm for a generic priority measure for which the priorities are higher if the error is larger. We make our specific choice of priority measure concrete when we present our results in Section V.
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Fig. 1: Proposed event-triggered control system with FD. 
In every communication round, \(M\) agents send their states to every agent in the network. Simultaneously, the network collects priorities \(g\) of all \(N\) agents. The agents with the highest priorities are allowed to send their states in the next round. Every agent has an FD to detect faults of other agents.

The presented scheme has been considered in [7] which has proofed its stability for linear systems. Here, we assume that the controller yields a stable system and focus on FD.

C. Problem

Our goal is to design a remote FD mechanism that allows agents to check each other for faults. This mechanism is shown in Figure 1: each agent runs \(N\) fault detectors to check both itself and all other agents for potential faults based on the priorities sent over the network. If it detects a fault, it should take countermeasures, e.g., going into safe mode. This adds an additional security layer to the on-board FD. In this work, we focus on the FD only and do not discuss possible countermeasures.

The remote FD should capture the difference between measured and expected behavior. However, individual agents are not capable of directly measuring the states of other agents. They can only use data about those agents communicated over the network. While these states are rarely sent due to the triggering mechanism, the priorities are available in every communication round. Moreover, the priorities \(g_i (k)\) are functions of the difference between expected and measured behavior. We take advantage of these synergies and propose an FD that uses these priorities.

Since the system dynamics are stochastic, we employ a statistical test with the null hypothesis “The system has no fault”. If the null hypothesis is rejected, the FD algorithm triggers an alarm. To improve efficiency, we want to ensure that the probability of false positives (faults detected by the algorithm although there is no fault in the system)

\[ P(\text{fault detected} \mid \text{no fault}) < \eta \quad (3) \]

is bounded by \(\eta \ll 1\). The choice of \(\eta\) is a trade-off between false positive and false negative rate.

We design two statistical tests. The first does not take the scheduling history into account, while the second does. This will lead to a more adaptive behavior of the second test.

IV. PRIORITY-BASED FAULT DETECTION

In this section, we present our main contribution and design two FD algorithms based on the communication priorities. Both algorithms define a decision threshold \(\kappa_i\) to decide whether the output of the fault detector is “Fault” or “No Fault”. For both algorithms, we will show how to approximate \(\kappa_i\) such that the probability of false positives is bounded by \(\eta\). The first algorithm is straightforward and uses a static decision threshold as, e.g., in [13], [14]. We call it: fault detector with static decision threshold (sFD). However, sFD ignores the communication history that could be used to construct a better bound. E.g., when the system has not been able to send for a longer time period, its current priority will most likely be larger. In this case, a static threshold will cause the false positive rate to rise. Hence, we also present an algorithm that includes a time-variant threshold, which is done in e.g. [11]. We call this algorithm: fault detector with dynamic decision threshold (dFD).

A. Fault detector with static decision threshold

We propose the following condition to check for a fault of an agent \(i\) at time \(k\)

\[ \sum_{\tau=0}^{d-1} g_i (k-\tau) > \kappa_i, \quad (4) \]

where the horizon \(d\) can be chosen freely. The sum acts as a low pass filter, avoiding fast oscillations in the detection decision. The larger \(d\) is, the more stable the decision, but the longer the system needs to detect faults. We seek to select \(\kappa_i\) such that (3) is true. In our case, a false positive is generated if (4) is true though the system has no faults. Thus, we require the probability that the sum of priorities exceeds the decision threshold given no fault, \(P(\sum_{\tau=0}^{d-1} g_i (k-\tau) > \kappa_i \mid \text{no fault})\), to be lower than \(\eta\). Since the predictive triggering leads to a complicated probability distribution, this probability is analytically intractable. We therefore approximate \(\kappa_i\) using Monte Carlo simulations (MC) of the multi-agent system. The system is simulated in its fault-free case, and the distribution of the sum of \(d\) consecutive priorities is calculated by sampling. Then, \(\kappa_i\) is selected such that it is equal to the 100(1 – \(\eta\))th percentile. Since \(\kappa_i\) is constant, this can be done before the deployment.

B. Fault Detector with dynamic decision threshold

Next, we show how the decision threshold can be adapted based on the communication history. In particular, the algorithm will change its decision threshold depending on when and how many times the agent communicated in the past. This comes with two principal challenges: (i) as for the static case, the probability distribution is here also analytically intractable and must be approximated via MC, (ii) if the threshold depends on the communication history, so too does the probability of false positives. Hence, not just one but many probabilities that grow exponentially (base two) with the length of the communication history must be approximated via MC. This becomes numerically intractable.
To overcome challenge (ii), the algorithm structures the time window \([k - d + 1, k]\) with horizon \(d\) into \(H_i(k)\) periods \(G_{i,h}(k)\) \((h \in \{1, \ldots, H_i(k)\})\), with no communication in between (Figure 2). Hence, every period, except for the last, ends with a communication round. For each period, the fault detector sums up the priorities. If this sum is greater than a threshold

\[
s_i(k, G_{i,h}(k)) := \sum_{k - \tau \in G_{i,h}(k)} g_i(k - \tau) > \kappa_{i,h}(k),
\]

for at least one period \(G_{i,h}(k)\), a fault alarm is triggered. The threshold \(\kappa_{i,h}(k)\) is adapted based on the communication parameters of the corresponding period.

While most periods are fully characterized by a single parameter, the first and the last period play a special role. The first period \(G_{i,1}(k)\) ranges from time \(k - d + 1\) to time \(k - t_{i,1}\), where \(t_{i,1}\) is chosen such that \(\gamma_i(k - t_{i,1}) = 1\) for the first time in this period. The period is parameterized by two different times, \(T_{i,1,1}(k)\) and \(T_{i,2,1}(k)\) (start and end delays). Both delays have three indices. The first, \(i\), is the agent, the second indicates the start (one) or end (two) delay, and the third is the number of the period \(G_{i,h}(k)\) (in this case \(h = 1\)). The start delay \(T_{i,1,1}(k)\) represents the duration between the last communication time and the start of the period at \(k - d + 1\), and the end delay \(T_{i,2,1}(k)\) the duration between the last communication time and the end of the period at time \(k - t_{i,1}\). The delays can be obtained by the agent simply by looking at the past communication history. All following periods \(G_{i,h}(k)\) start directly after a communication occurred and are thus fully characterized by their length \(T_{i,2,h}(k)\). Each of these periods, with the exception of the last, ends with a communication round. Thus, they all follow the same type of distribution parameterized by \(T_{i,2,h}(k)\). The last period ends at the current time \(k\) and at this time the system may trigger or not. Therefore, the priorities in the last period follow a different distribution parameterized only by its length \(T_{i,2,H_i(k)}(k)\). The periods \(G_{i,h}(k)\) in the middle \((1 < h < H_i(k))\) are a special case of the first period, with start delay equal to one. To them, we thus add an additional parameter \(T_{i,1,h}(k) = 1\). This allows us to treat all periods for \(h < H_i(k)\) in the same way. To simplify notation, we also define \(T_{i,1,H_i(k)}(k) = 1\).

Given this partitioning, we can now set \(\kappa_{i,h}(k) = \kappa_i(T_{i,1,h}(k), T_{i,2,h}(k), H_i(k), a)\) in (5) to be dependent on the start and end delays, the number of periods \(H_i(k)\), and whether the period is the last one \((a \in \{0, 1\})\). We wish to choose \(\kappa_{i,h}(k)\) such that the probability of false positives is bounded by \(\eta\). However, because of challenge (i), we need to perform MC simulations to approximate probabilities. This cannot be done in real time on a low-power microcontroller. We therefore propose to precalculate thresholds and save them in a lookup table, where the dimensions are the dependencies of the threshold. However, while \(H_i(k)\) and \(a\) are bounded \((H_i(k) \leq d, a \in \{0, 1\})\), this does not hold for \(T_{i,1,h}(k)\) and \(T_{i,2,h}(k)\). We solve this by imposing the limits \(T_{i,1,h}(k) \leq T_{i,2,h}(k) \leq b\). The lookup table then has the size \(b \times b \times d \times 2\), which is moderate for small \(b, d\).

If \(T_{i,2,h}(k) > b\), we can conclude that the agent has not been allowed to communicate for longer than \(b\) timesteps. Its estimated state was always close to the real state, and the system behaved as expected in this period. Therefore, in this case we set \(\kappa_i(T_{i,1,h}(k), T_{i,2,h}(k), h, H(k)) = \infty\), i.e., no fault will be triggered for this period. This significantly reduces the number of distributions to precalculate.

The thresholds in the lookup table for \(T_{i,2,h}(k) \leq b\) should be calculated such that the probability of false positives is bounded by \(\eta\),

\[
\begin{align*}
& P[s_i(k, G_{i,h}(k)) > \kappa_{i,h}(k), G_{i,h}(k), nf] < \eta, \\
& \text{for two random variables } A, B.
\end{align*}
\]

This can be recursively shown using \(P(A \cup B) = P(A) + P(\overline{A} \cap B) \leq P(A) + P(B)\) for two random variables \(A\) and \(B\).

---

**Fig. 2:** Splitting the scheduling history into smaller parts. The fault detection algorithm dFD splits the scheduling history into intervals, where the agent is not sending in between and is sending at the end. In this case \(d = 9\).
The dFD algorithm adapts based on the communication history while maintaining guarantees on the probability of false positives. Note that the derivation in the proof shows that the method has some conservativeness. As it uses lookup tables combined with some logic to split the past, it requires few computational resources.

V. EXPERIMENTS

To the best of our knowledge, there is currently no other method that detects faults based on communication priorities as used in predictive triggering. The aim of this section is thus not to compare the performance of our proposed methods with existing methods, but rather to show that communication priorities can be used to detect faults. We demonstrate this in two experiments. First, we test our FD algorithm in a simulation. This simulation allows us to generate many runs, enabling a quantitative evaluation of the algorithms. Second, we implement the FD algorithm on a cart-pole testbed with wireless communication [17]. With these experiments, we show that our algorithm can run in real-time on a low-power microcontroller and detect faults of a real physical system.

A. Simulation results

We simulate 20 inverse cart-pole systems with the same linear dynamics as in [6]. The process noise is set to $V_i = 3 \cdot 10^{-4}I_4$, with $I_4$ the $4 \times 4$ identity matrix. The systems are synchronized using the LQ-approach described in [7], where we select $Q_1 = \text{diag}[1, 1, 0, 0]$, $Q_2 = \text{diag}[1000, 0, 0, 0]$, and $R_i = 0.1$. Per round, two agents are allowed to send their states. We use quadratic priorities similar to [18] and [19]:

$$g_i(k) = e_i(k)^T (A - BF_i)^T (A - BF_i)e_i(k),$$

with $A$ the state, $B$ the input, and $F_i$ the feedback matrix described in [7]. Due to the network-induced delays, the priorities calculated at time $k$ determine which messages arrive at $k + 2$. The triggering takes this into account [5]–[7] and predicts the error two timesteps into the future.

To implement the FD on a real system, priorities have to be quantized. To capture the effect of this quantization, the simulation uses 8-bit values of the priority. We evaluate two scenarios and, for each, we simulate the multi-agent system 10,000 times. The states and errors are reset to zero at the beginning of each run. Both FD algorithms use $\eta = 0.01$, $d = 10$, and $b = 40$.

In the first scenario, at time $k = 100$, we set the input matrix of the agents 2–5 to zero to simulate the failure of their actors. Without a reliable FD, the other agents would not notice this change in behavior and would try to synchronize with the now unstable agents, rendering themselves unstable. In the second scenario, the multi-agent system has no faults, but after time $k = 100$, we allow only one agent to communicate, simulating a loss of bandwidth.

Figure 3 shows the results. For every timestep in both top plots, we summed the number of simulation runs that triggered a fault alarm at this timestep and divided that sum by the total number of simulation runs (10,000). This provides an estimate of the probability that the fault detector triggers an alarm at this particular timestep. In the first scenario, before the fault occurrence at $k < 100$, both algorithms have a low fault alarm probability (top left plot in Figure 3). In particular, it is below $\eta = 1\%$. After the fault at $k = 100$, both methods need some time before the fault is detected. The dFD has a lower false positive probability and also detects the error later. This may be a result of the conservativeness of this algorithm. However, as the bottom plot in Figure 3 shows, the delay between fault occurrence and detection is sufficiently small for faults to be detected before the system travels too far away.

When the available network bandwidth in the second scenario (top right plot in Figure 3) is lowered, the priorities become larger. As sFD cannot adapt to this, its false positive probability jumps to 5.44\% (from 0.91\%). By contrast, dFD changes its decision threshold, and thus its false positive probability only rises to 2.09\% (from 0.61\%). Note that changing the network bandwidth alters the distribution of the priority, and therefore Theorem 1 no longer holds.

B. Wireless cart-pole system

We next implement the algorithm on the testbed described in [7], [17]. This testbed contains 20 agents connected over a wireless multi-hop network using Bluetooth Low Energy. Six of these agents are real cart-pole systems and fourteen
are simulated using a linear model of a cart-pole system. The goal of each agent is to balance its pole while synchronizing its movement with the other agents. All agents have a microcontroller with 48 MHz core frequency. The communication rounds are executed with a frequency of 10 Hz. The FD algorithm is synchronized with the communication rounds. To emulate a fault, we wiggle the top of one pole.

Figure 4 shows the result of one run. When the agent’s cart position changes from a slow to a fast and noisy oscillation, the pendulum is shaken. Because the agent changes its behavior during these phases, its priority rises. The fault detectors detect the fault almost immediately. At the time when the pendulum is shaken, the FD constantly outputs “Fault”. This behavior arises from the summation in (4) for the sFD and the OR operation (at least one period $G_{i,h}$) for the dFD. The time points at which the sFD and dFD trigger a fault alarm are very close. This may be because the priorities jump directly from low to very high values.

The computation footprint of both algorithms is very low. We found the sFD to take approximately 8 $\mu$s and the dFD about 25 $\mu$s per agent and timestep on an STM32L476RG (80 MHz ARM Cortex M4, 128 kB SRAM).

VI. CONCLUSION AND OUTLOOK

Reliable remote fault detection is important to increase the safety of multi-agent systems. In this work, we investigate fault detection for a multi-agent system controlled using a recently proposed event-triggering structure called predictive triggering. Instead of spare state measurements transmitted by an event-triggered communication protocol, we propose using low-dimensional communication priorities to dependably detect faults. Our methods use a decision threshold. While this threshold remains constant for the first method (sFD), the second method (dFD) adapts it according to the communication history. We optimized the computational cost of our methods and showed that they work in real-time on a small microcontroller. Both methods have been shown to detect faults. sFD requires less memory than dFD while exhibiting similar detection behavior. However, dFD is less likely to have false positives in case of changing bandwidth.

In cases, where a fault does not change the magnitude of the priorities, the presented FDs do not detect a fault. Here, other methods should be used.

We have used MC to approximate the analytically intractable thresholds directly. In order to generate thresholds with strict guarantees, one could use concentration inequalities instead. However, these thresholds will typically be more conservative. Thus, the results of this paper suggest using MC as a suitable alternative.
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