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Abstract

In this paper we consider a large family of random locations, called intrinsic location functionals, of periodic stationary processes. This family includes but is not limited to the location of the path supremum, the first hitting time, and the last hitting time. We first show that the set of all possible distributions of intrinsic location functionals for periodic stationary processes is the convex hull generated by a specific group of distributions. Next, we focus on two special types of intrinsic locations, the invariant and the first-time intrinsic locations. For the former, we show that the density has a uniform lower bound, and the corresponding distribution can always be constructed via the location of the path supremum. For the latter, the structure of the set of the densities is closely related to the concept of joint mixability.
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1 Introduction

Random locations of stationary processes have been studied for a long time, and various results exist for special random locations and processes. For example, the results regarding the hitting time for Ornstein-Uhlenbeck processes date back to Breiman (1967), with recent developments such as Leblanc et al. (2000) and Alili et al. (2005). Early discussions about the location of path supremum over an interval can be found in Leadbetter et al. (1983). The book Lindgren (2012) provides an excellent summary of the general results in stationary processes.

Recently, properties of possible distributions of the location of the path supremum have been obtained, and the sufficiency of the properties was proven (Samorodnitsky and Shen (2012, 2013)). In Samorodnitsky and Shen (2013a), the authors proceeded to introduce a general type of random locations called intrinsic location functionals, including but also extending far beyond the random locations mentioned above. In Shen (2016), equivalent representations of intrinsic location functionals were established using partially ordered random sets and piecewise linear functions.

In this paper, we study intrinsic locations of periodic stationary processes, and characterize all possible distributions of these random locations. For periodic stationary processes, the densities of intrinsic locations inherit many properties from general stationary processes.
on the real line, such as the existence of a càdlàg version of the density function and the so-called variation constraint. More importantly, the periodic setting leads to several new properties along with challenges, which are the focus of this paper. For instance, the density of a certain type of random locations has a uniform lower bound. The periodicity also adds a discrete flavor to the problem, which, surprisingly, suggests a link with other well-studied properties such as joint mixability (Wang and Wang, 2016).

The motivation of this work is twofold. From the general theoretical perspective, since the study of continuous-time stationary processes requires a differentiable manifold structure to apply analysis techniques as well as a group structure to define stationarity, the most general and natural framework under which the random locations of stationary processes can be considered is an Abelian Lie group. It is well known that any connected Abelian Lie group can be represented as the product of real lines and one-dimensional torus, i.e., circles. In other words, the real line $\mathbb{R}$ and one-dimension circle $S_1$ are building blocks for connected Abelian Lie groups. Therefore, in order to understand the properties of the random locations of stationary processes in the general setting, it is crucial to study their behaviors on $\mathbb{R}$ and $S_1$ first. While the case for $\mathbb{R}$ was done in Samorodnitsky and Shen (2013b), this paper deals with the circular case, which is equivalent to imposing a periodic condition on the stationary processes over the real line.

A more specific motivation comes from a problem in the extension of the so-called “relatively stationary process”. A relatively stationary process is, briefly speaking, a stochastic process only defined on a compact interval, the finite dimensional distribution of which is invariant under translation, as long as all the time indices in the distribution remain inside the interval. It was shown in Parthasarathy and Varadhan (1964) that a relatively stationary process can always be extended to a stationary process over the whole real line. A question to ask as the next step is when such an extension can be periodic. Equivalently, if the relatively stationary process is defined on an arc of a circle instead of the compact interval on the real line, can it always be extended to a stationary process over the circle? This paper will provide an answer to this question.

The rest of the paper is organized as follows. In Section 2, we introduce some notation and assumptions for intrinsic location functionals and stationary and ergodic processes. In Section 3, we show some general results on intrinsic locations of periodic stationary processes. Sufficient and necessary conditions are established to characterize the distributions of these intrinsic locations. The following two sections are devoted to two special types of intrinsic locations. In Section 4, the class of invariant intrinsic location functionals is studied. The density of any invariant intrinsic location functional has a uniform lower bound and such a distribution can always be constructed via the maximum location over the interval. In Section 5, we show that the density of the first-time intrinsic location is decreasing, and establish a link between the structure of the set of first-time intrinsic locations’ distributions and the joint mixability of some distributions.
2 Notation and preliminaries

Throughout the paper, \( X = \{X(t), \ t \in \mathbb{R}\} \) will denote a periodic stationary process. Without loss of generality, assume \( X \) has period 1. Moreover, we assume that \( X \) is continuous unless specified otherwise. Indeed, all the arguments in the following parts also work for \( X \) with càdlàg sample paths.

As mentioned in the Introduction, an equivalent description of a periodic stationary stochastic process is a stationary process on a circle. That is, consider \( \{X(t), \ t \in \mathbb{R}\} \) as a process defined on \( S_1 \), where \( S_1 \) is a circle with perimeter 1.

Below we define intrinsic location functionals as in Samorodnitsky and Shen (2013a).

Let \( H \) be a set of functions on \( \mathbb{R} \) with period 1, and it is invariant under shifts. The latter means, for all \( g \in H \) and \( c \in \mathbb{R} \) the function \( \theta_c g(x) := g(x + c), \ x \in \mathbb{R} \) belongs to \( H \). We equip \( H \) with its cylindrical \( \sigma \)-field. Let \( I \) be the set of all compact, non-degenerate intervals in \( \mathbb{R} \): \( I = \{[a, b] : a < b, [a, b] \subset \mathbb{R}\} \).

**Definition 2.1.** (Samorodnitsky and Shen, 2013a) A mapping \( L: H \times I \to \mathbb{R} \cup \{\infty\} \) is called an intrinsic location functional, if it satisfies the following conditions:

1. For every \( I \in I \), the mapping \( L(\cdot, I) : H \to \mathbb{R} \cup \{\infty\} \) is measurable.
2. For every \( g \in H \) and \( I \in I \), \( L(g, I) \in I \cup \{\infty\} \).
3. (Shift compatibility) For every \( g \in H \), \( I \in I \) and \( c \in \mathbb{R} \),
   
   \[ L(g, I) = L(\theta_c g, I - c) + c, \]

   where \( I - c \) is the interval \( I \) shifted by \(-c\), and by convention, \( \infty + c = \infty \).
4. (Stability under restrictions) For every \( g \in H \) and \( I_1, I_2 \in I \), \( I_2 \subseteq I_1 \), if \( L(g, I_1) \in I_2 \), then \( L(g, I_2) = L(f, I_1) \).
5. (Consistency of existence) For every \( g \in H \) and \( I_1, I_2 \in I \), \( I_2 \subseteq I_1 \), if \( L(g, I_2) \neq \infty \), then \( L(g, I_1) \neq \infty \).

**Remark 2.2.** \( \infty \) is added to the range of the intrinsic location functionals to deal with the issue that some intrinsic location functionals may not be well defined for certain paths in some intervals. The \( \sigma \)-field on \( \mathbb{R} \cup \{\infty\} \) is then given by treating \( \{\infty\} \) as a separate point and taking the \( \sigma \)-field generated by the Borel sets in \( \mathbb{R} \) and \( \{\infty\} \).

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Recall that a measurable function \( f \) is called \( T \)-invariant for a measurable mapping \( T : \Omega \to \Omega \), if

\[ f(T \omega) = f(\omega) \quad \mathbb{P} \text{– almost surely.} \]

For a stationary process \( X = \{X(t), \ t \in \mathbb{R}\} \), let \( \hat{\Omega} \) be the path space equipped with the cylindrical \( \sigma \)-field \( \hat{\mathcal{F}} \), and \( \theta_t \) be the shift operator as defined earlier. That is,

\[ \theta_t \hat{\omega}(s) = \hat{\omega}(s + t), \ for \ \hat{\omega} \in \hat{\Omega}. \]
Denote by $\mathbb{P}_X(\cdot) = \mathbb{P}(X \in \cdot)$ the distribution of $X$ on $(\tilde{\Omega}, \tilde{\mathcal{F}})$. A stationary process $\{X(t), t \in \mathbb{R}\}$ is called ergodic if each measurable function $f$ defined on $(\tilde{\Omega}, \tilde{\mathcal{F}})$, which is $\theta$-invariant for every $t$, is constant $\mathbb{P}_X$-almost surely.

It is known that the set of all stationary processes is a convex set and the extreme points of this set are the ergodic processes. Thus, we have the ergodic decomposition for stationary processes.

**Theorem 2.3.** [Kifer, 1988] Let $\mathcal{M}$ be the space of all stationary distributions, and $\mathcal{M}_e$ the subset of $\mathcal{M}$ consisting of all ergodic distributions. Equip $\mathcal{M}$ and $\mathcal{M}_e$ with the natural $\sigma$-field: $\sigma(\mu \to \mu(A) : A \in \mathcal{F})$. For any stationary measure $\mu_X \in \mathcal{M}$, there exists a measure $\lambda$ on $\mathcal{M}_e$ such that

$$\mu_X = \int_{\rho \in \mathcal{M}_e} \rho d\lambda.$$ 

The following proposition shows that for periodic stationary processes, ergodicity simply means that all the paths have the same shape, up to translation.

**Proposition 2.4.** For any continuous periodic ergodic process $X$ with period 1, there exists a deterministic function $g$ with period 1, such that $X(t) = g(t + U)$ for $t \in \mathbb{R}$, where $U$ follows a uniform distribution on $[0, 1]$.

**Proof.** For any $n$, $t_1 < t_2 < \cdots < t_n$ and non-degenerate open intervals $A_1, \ldots, A_n$, define sets $H_{A^n} := \{g \in C(\mathbb{R}) : g(t_1) \in A_1, \ldots, g(t_n) \in A_n\}$ and $H_{A^n}^0 := \{g \in C(\mathbb{R}) :$ there exists a constant $c$, $\theta g \in H_{A^n}\}$. Note that $H_{A^n}^0$ is in the invariant $\sigma$-algebra, hence by ergodicity $\mathbb{P}(X \in H_{A^n}^0)$ is either 0 or 1 for any $n$, $t_1, \ldots, t_n$ and $A_1, \ldots, A_n$.

Suppose there does not exist a deterministic function $g$ such that $X(t) = g(t + U)$ almost surely for some random variable $U$. Then there exists $n$, $t_1 < t_2 < \cdots < t_n$ and two sets of intervals $A^n = (A_1, \ldots, A_n)$ and $A'^n = (A'_1, \ldots, A'_n)$ satisfying $(A_1 \times \cdots \times A_n) \cap (A'_1 \times \cdots \times A'_n) = \emptyset$, such that $\mathbb{P}(X \in H_{A^n}^0) > 0$ and $\mathbb{P}(X \in H_{A'^n}^0) > 0$. This contradicts the fact that $\mathbb{P}(X \in H_{A^n}^0) \in \{0, 1\}$ for all $A_n$. As a result, there exists a deterministic function $g$ with period 1 and a random variable $U$, such that $X(t) = g(t + U)$ almost surely.

The last step is to show that the random variable $U$ can be taken to be a uniform random variable on $[0, 1]$. This is trivially true if $g$ is a constant. If the continuous function $g$ is not a constant, then it has a smallest period, denoted by $d > 0$. Since $X$ is stationary, $\{X(t)\}_{t \in \mathbb{R}} = \{g(t + U)\}_{t \in \mathbb{R}}$ and $\{X(t + c)\}_{t \in \mathbb{R}} = \{g(t + U + c)\}_{t \in \mathbb{R}}$ has the same distribution for $c \in \mathbb{R}$. Therefore, the decimal parts of $\frac{t + U}{d}$ and $\frac{t + U + c}{d}$ have the same distribution on $[0, 1]$. Since this holds for all $c \in \mathbb{R}$, the decimal part of $\frac{U}{d}$ must be uniformly distributed. Because $d$ is the smallest period of $g$, any distribution of $U$ which makes the decimal part of $\frac{U}{d}$ uniformly distributed, including the uniform distribution on $[0, 1]$, will lead to the same distribution of $X$. Hence $U$ can be taken to be a uniformly distributed random variable on $[0, 1]$.

\[\square\]
3 Distributions of intrinsic location functionals

For a compact interval \([a, b]\), denote the value of an intrinsic location functional \(L\) for the process \(X\) on that interval by \(L(X, [a, b])\). Since \(X\) is stationary and \(L\) is shift compatible, the distribution of \(L\) depends solely on the length of the interval. Thus, we can focus on the intervals starting from 0, in which case \(L(X, [0, b])\) is abbreviated as \(L(X, b)\). Furthermore, with the periodicity of \(X\), we only need to consider the case where \(b \leq 1\). In the following we assume \(b \leq 1\) throughout.

Denote by \(F^X_{L, [a,b]}\) the law of \(L(X, [a,b])\). It is a probability measure supported on \([a, b] \cup \{\infty\}\).

It was shown in Samorodnitsky and Shen (2013a) that the distribution of an intrinsic location functional for any stationary process over the real line, not necessarily periodic, possesses a specific group of properties. Adding periodicity obviously will not change these results. Here we present a simplified version of the original theorem for succinctness.

**Proposition 3.1.** (Samorodnitsky and Shen, 2013a) Let \(L\) be an intrinsic location functional and \(\{X(t), t \in \mathbb{R}\}\) a stationary process. The restriction of the law \(F^X_{L,T}\) to the interior \((0, T)\) of the interval is absolutely continuous. Moreover, there exists a càdlàg version of the density function, denoted by \(f^X_{L,T}\), which satisfies the following conditions:

(a) The limits
\[
f^X_{L,T}(0+) = \lim_{t \downarrow 0} f^X_{L,T}(t) \quad \text{and} \quad f^X_{L,T}(T-) = \lim_{t \uparrow T} f^X_{L,T}(t)
\]
exist.

(b)
\[
TV_{(t_1, t_2)}(f^X_{L,T}) \leq f^X_{L,T}(t_1) + f^X_{L,T}(t_2)
\]
for all \(0 < t_1 < t_2 < T\), where
\[
TV_{(t_1, t_2)}(f^X_{L,T}) = \sup n \sum_{i=1}^{n-1} |f^X_{L,T}(s_{i+1}) - f^X_{L,T}(s_i)|
\]
is the total variation of \(f^X_{L,T}\) on the interval \((t_1, t_2)\), and the supremum is taken over all choices of \(t_1 < s_1 < \cdots < s_n < t_2\).

Note that we have \(\int_0^T f^X_{L,T}(s) ds < 1\) if there exists a point mass at \(\infty\) or at the boundaries 0 and \(T\).

We call the condition (b) in Proposition 3.1 “Condition \((TV)\)”, or the “variation constraint”, because it puts a constraint on the total variation of the density function. It is not difficult to show that Condition \((TV)\) is equivalent to the following Condition \((TV')\):

There exists a sequence \(\{t_n\}, t_n \downarrow 0\), such that
\[
TV_{(t_n, T-t_n)}(f) \leq f(t_n) + f(T-t_n), \quad n \in \mathbb{N}.
\]
The above general result about the distribution of the intrinsic location functionals for stationary processes over the real line is still valid for periodic stationary processes, and serves as a basis for further exploration. It is, however, not the focus of this paper. For the rest of the paper we will concentrate on the new properties introduced by the periodicity assumption, which do not hold in the general case.

For any intrinsic location functional $L$ and $T \leq 1$, let $I_{L,T}$ be the set of probability distributions $F_{X}^{L}$ for periodic stationary processes $X$ with period 1 on $[0,T]$. Our goal is to understand the structure of the set $I_{L,T}$, and the conditions that the distributions in $I_{L,T}$ need to satisfy. To this end, note that since ergodic processes are extreme points of the set of stationary processes, the extreme points of the set $I_{L,T}$ can only be the distributions of $L$ for periodic ergodic processes with period 1. The next proposition gives a list of properties for these distributions.

**Proposition 3.2.** Let $L$ be an intrinsic location functional, $X$ be a periodic ergodic process with period 1, and $T \leq 1$. Then $F_{X}^{L}$ and its càdlàg density function on $(0,T)$, denoted by $f$, satisfy:

1. $f$ takes values in non-negative integers;
2. $f$ satisfies the condition $(TV)$;
3. If $F_{X}^{L}[0,T] > 0$, and there does not exist $t \in (0,T)$ such that $F_{X}^{L}[0,t] = 1$ or $F_{X}^{L}[t,T] = 1$, then $f(t) \geq 1$ for all $t \in (0,T)$. If furthermore, $F_{X}^{L}([\infty]) > 0$, then $f - 1$ also satisfies the condition $(TV)$.

Note that the condition in the first part of property 3 can be translated into requiring either a positive but smaller than 1 mass at $\infty$, or a positive point mass or a positive limit of the density function at each of the two boundaries 0 and $T$.

The proof of this proposition relies on the following representation result given in Shen (2016): a mapping $L(g,I): H \times \mathcal{I} \rightarrow \mathbb{R} \cup \{\infty\}$ is an intrinsic location functional if and only if

1. $L(\cdot, I)$ is measurable for $I \in \mathcal{I}$;
2. There exists a subset of $\mathbb{R}$ determined by $g$, denoted as $S(g)$, and a partial order $\preceq$ on it, satisfying:

   1. For any $c \in \mathbb{R}$, $S(g) = S(\theta_{c}g) + c$;
2. For any $c \in \mathbb{R}$ and $t_{1}, t_{2} \in S(g)$, $t_{1} \preceq t_{2}$ implies $t_{1} - c \preceq t_{2} - c$ in $S(\theta_{c}g)$,

such that for any $I \in \mathcal{I}$, either $S(g) \cap I = \emptyset$, in which case $L(g,I) = \infty$, or $L(g,I)$ is the unique maximal element in $S(g) \cap I$ according to $\preceq$. Such a pair $(S, \preceq)$ is called a partially ordered random set representation of $L$.

Intuitively, this representation result shows that a random location is an intrinsic location functional if and only if it always takes the location of the maximal element in a random set of points, according to some partial order. Both the random set and the order are determined by the path and are shift-invariant.
Proof of Proposition 3.3. Property 2 directly comes from Proposition 3.1. We only need to check properties 1 and 3. Since $X$ is a periodic ergodic process with period 1, by Proposition 2.3, there exists a periodic deterministic function $g$ with period 1 such that $X(t) = g(t + U)$ for $t \in \mathbb{R}$, where $U$ follows a uniform distribution on $[0, 1]$. Thus, $X$ has the same shape for every sample path. Let $(S, \preceq)$ be a partially ordered random set representation of $L$. For any $t \in S(X)$, define

$$a_t := \sup\{s \in \mathbb{R} : r \leq t \text{ for all } r \in (t - s, t) \cap S(X)\},$$
$$b_t := \sup\{s \in \mathbb{R} : r \leq t \text{ for all } r \in (t, t + s) \cap S(X)\},$$

and define $\sup \emptyset = \infty$ by convention. Intuitively, $a_t$ and $b_t$ are the largest distance by which we can go to the left and right of the point $t$ without passing a point with higher order than $t$ according to $\preceq$, respectively. Thus, we have

$$\mathbb{P} \left( \text{there exists } s \in [t, t + \Delta t] \cap S(X) : a_s > t + \Delta t, \ b_s > T - t \right)$$
$$\leq \mathbb{P} \left( t \leq L(X, (0, T)) \leq t + \Delta t \right)$$
$$\leq \mathbb{P} \left( \text{there exists } s \in [t, t + \Delta t] \cap S(X) : a_s \geq t, \ b_s \geq T - t - \Delta t \right). \quad (3.2)$$

Seeing that $X(t) = g(t + U)$, $S(X) = S(g) - U$ and

$$P \left( \text{there exists } s \in [t, t + \Delta t] \cap S(X) : a_s > t + \Delta t, \ b_s > T - t \right)$$
$$= P \left( \text{there exists } s \in S(g) \cap [0, 1] \text{ such that } a_s > t + \Delta t, \ b_s > T - t, \text{ and } s - U \in [t, t + \Delta t] \right).$$

Therefore, for $\Delta t$ small enough,

$$\mathbb{P} \left( \text{there exists } s \in [t, t + \Delta t] \cap S(X) : a_s > t + \Delta t, \ b_s > T - t \right)$$
$$= |\{s \in S(g) \cap [0, 1] : a_s > t + \Delta t, \ b_s > T - t\}| \cdot \Delta t,$$

where $|A|$ denotes the cardinal of set $A$. Thus, we have

$$f(t) = \lim_{\Delta t \to 0} \frac{\mathbb{P} \left( t \leq L(X, (0, T)) \leq t + \Delta t \right)}{\Delta t} \geq |\{s \in S(g) \cap [0, 1] : a_s > t, \ b_s > T - t\}|. \quad (3.3)$$

Symmetrically,

$$f(t) = \lim_{\Delta t \to 0} \frac{\mathbb{P} \left( t \leq L(X, (0, T)) \leq t + \Delta t \right)}{\Delta t} \leq |\{s \in S(g) \cap [0, 1] : a_s \geq t, \ b_s \geq T - t\}|. \quad (3.4)$$

Moreover, it is easy to see that the set $\Sigma := \{s \in S(g) \cap [0, 1] : a_s > 0 \text{ and } b_s > 0\}$ is at most countable, then $\{t : a_s = t \text{ or } b_s = T - t \text{ for some } s \in \Sigma\}$ is also at most countable. Hence the density can be taken as the càdlàg modification of $|\{s \in S(g) \cap [0, 1] : a_s \geq t, \ b_s \geq T - t\}|$, which only takes values in non-negative integers.

For property 3, assume $F_{L,T}^X[0, T] > 0$ and there does not exist $t \in (0, T)$, such that $F_{L,T}^X[0, t] = 1$ or $F_{L,T}^X[t, T] = 1$. There are two possibilities. First suppose $F_{L,T}^X(\{\infty\}) \in (0, 1)$. By the partially ordered random set representation, this means that there exists
an interval \([s_\infty, t_\infty]\) satisfying \(t_\infty - s_\infty \geq T\), such that \(S(g) \cap [s_\infty, t_\infty] = \emptyset\). Since \(g\) has period 1, \(S(g) \cap [s_\infty + 1, t_\infty + 1] = \emptyset\) as well. Let \(\tau = L(g, [t_\infty, s_\infty + 1])\). Since \(L\) is not identically \(\infty\), such a \(\tau\) must exist. Moreover note that there is no point of \(S(g)\) in \([s_\infty, t_\infty]\) and \([s_\infty + 1, t_\infty + 1]\), hence \(\tau\) is actually the maximal element in \(S(g)\) according to \(\preceq\) on the interval \([s_\infty, t_\infty + 1]\). Thus, \(a_\tau > \tau - s_\infty = \tau - t_\infty + t_\infty - s_\infty \geq T\), and symmetrically \(b_\tau \geq T\). Consequently, \(\tau \mod 1\) is in the set \(\{s \in S(g) \cap [0, 1) : a_s \geq t, b_s \geq T - t\}\) for all \(t \in (0, T)\). Since the density function \(f(t)\) can be taken as the càdlàg modification of \(\{s \in S(g) \cap [0, 1) : a_s \geq t, b_s \geq T - t\}\), \(f(t) \geq 1\) for all \(t \in (0, T)\).

For the second possibility, suppose now there is either a positive mass or a positive limit of the density function on each of the two boundaries 0 and \(T\). Suppose for the purpose of contradiction that there exists a non-degenerate interval \([u, T - v]\) such that \(f(t) = 0\) for all \(t \in [u, T - v]\). For \(t \in S(g)\), we distinguish four different types: \(A := \{t \in S(g) : a_t \leq u, b_t > T - u - \epsilon\}, B := \{t \in S(g) : a_t > T - v - \epsilon, b_t \leq v\}, C := \{t \in S(g) : a_t > u, b_t \geq v, a_t + b_t > T\}\) and \(D := \{t \in S(g) : a_t > u, b_t > v, a_t + b_t = T\}\), where \(0 < \epsilon < \frac{T - u - v}{2}\).

Sets \(A, B, C\) and \(D\) are disjoint, and for any \(t \in S(g)\) such that \(t = L(g, I)\) for some interval \(I\) with length \(T\), \(t \in A \cup B \cup C \cup D\). By the assumption about \(f\), it is easy to see that \(A \neq \emptyset\), \(B \neq \emptyset\) and \(C = \emptyset\).

We claim that for any \(x \in A\) and \(y \in B\), if \(x > y\), then \(x - y > T\). Suppose it is not true. Then for interval \(I = [t, t + T]\), where \(t\) satisfies \(0 \leq y - t < T - v - \epsilon\) and \(0 \leq t + T - x < T - u - \epsilon\), let \(z\) be the maximal element in \(S(g) \cap I\) according to \(\preceq\). The choice of \(t\) guarantees that \(x, y \in I\), hence \(x \preceq z\) and \(y \preceq z\). Because \(y \in B\), \(y\) is larger in \(\preceq\) than any point to its left within a distance smaller than \(T - v - \epsilon\), which contains \([t, y]\). Thus, \(z\) cannot be in this part of the interval \(I\). Similarly, \(z\) cannot be in \([x, t + T]\), hence \(z \in [y, x]\). Notice that since \(x, y \in S(g)\), \(S(g) \cap I \neq \emptyset\), \(z\) always exists. For such \(z\), it satisfies \(a_z \geq a_y > T - v - \epsilon > u, b_z \geq b_x > T - u - \epsilon > v,\) and \(a_z + b_z > T - v - \epsilon + T - u - \epsilon > T\) when \(\epsilon\) is small enough, which means \(z \in C\). However, \(C = \emptyset\) by assumption. Therefore, for any \(x \in A, y \in B\) and \(x > y\), we have \(x - y > T\).

We now take a further step to consider a number of intervals \([y - \epsilon_i, y - \epsilon_i + T]\) for some fixed point \(y \in B\) and \(\epsilon_i = \frac{1}{2^n}u\) for \(i = 1, 2, \ldots\). Denote \(l_i\) as the maximal element in \([y - \epsilon_i, y - \epsilon_i + T]\) according to \(\preceq\). Notice that since \(y \in S(g)\), \(l_i\) always exists. Seeing that \(a_y > T - v - \epsilon > u\), \(l_i\) must be in \([y, y + T]\). Since \(|l_i - y| \leq T\), \(l_i\) must be in the set \(B \cup D\).

Suppose \(l_i \in D\) for all \(i\). If there exist \(l_i = l_j \in D\) for some \(i < j\), then by the definition of set \(D\), there exists a non-decreasing sequence of points \(t_i^n \in S(g)\) such that \(\lim_{n \to \infty} t_i^n = y - \epsilon_i\) and \(l_j \leq t_i^n\). However, \(l_i = l_j\) implies for any \(t \in S(g) \cap [y - \epsilon_i, y - \epsilon_i + T]\), \(t \preceq l_i = l_j\). It contradicts that \(l_j \leq t_i^n\), since \(t_i^n \in [y - \epsilon_i, y - \epsilon_i + T]\). Thus, for any \(i \neq j\), \(l_i \neq l_j\). By the fact that \(a_t > u\) and \(b_t > v\), there are at most \(\frac{T}{\min(u,v)}\) points in the set \(D \cap [y, y + T]\), which contradicts the assumption that \(l_i \in D \cap [y, y + T]\) for all \(i = 1, 2, \ldots\). As a result, there exists at least one point \(l_i\) such that \(l_i \in B\).

If \(l_i - y \leq \frac{u}{2}\), then \(b_i \geq T - \frac{u}{2} - \epsilon_i \geq T - u > v, a_i \geq a_y > T - v - \epsilon > u,\)
and $a_i + b_i > T$, which means $i \in C$. It contradicts the fact that $C = \emptyset$. Therefore for any $y \in B$, there always exists a point $l_i \in B$, such that

$$\frac{u}{2} < l_i - y \leq T.$$

As a result, for any periodic function $f$ with period 1, there exists $y_1 \in B$ and then a sequence of points $\{y_i, i = 2, \ldots, k\}$ in $B$ such that for $i = 1, \ldots, k - 1$,

$$\frac{u}{2} < y_{i+1} - y_i \leq T,$$

and $k$ is chosen such that

$$y_{k-1} < 1 + y_1 \leq y_k.$$

Seeing that $f$ is a periodic function with period 1 and $A \neq \emptyset$, there must exist some points $x \in A$ and $y \in B$ such that $x - y \leq T$, which contradicts the result we derived before. Therefore, we conclude that there does not exist a non-degenerate interval $[u, T - v]$ such that $f(t) = 0$ for all $t \in [u, T - v]$, if the condition in the first part property 3 holds.

Assume that furthermore, we have $F_{L,T}^X(\{\infty\}) > 0$. Recall that this implies the existence of a maximal interval $[s_\infty, t_\infty]$ satisfying $t_\infty - s_\infty \geq T$ and $S(g) \cap [s_\infty, t_\infty] = \emptyset$. Indeed, the inequality $t_\infty - s_\infty \geq T$ can be strengthened to $t_\infty - s_\infty > T$, since otherwise its contribution to the point mass at $\infty$ will be 0, even though it allows one particular value of $U$ such that $g(t + U) \cap [0, T] = \emptyset$. Consider an interval $[u, v] \subset (0, T)$, such that $f$ is flat on $[u, v]$. Since $f$ takes integer values and satisfies the variation constraint, such an interval always exists. Define $S'(g) = S(g) \cup \{s_\infty + v - \epsilon\} \cup (s_\infty + t_\infty)$ for $\epsilon$ small enough, and extend the order $\preceq$ to $S'(g)$ (still denoted by $\preceq$) by setting $s_\infty + v - \epsilon \preceq t_1 \preceq t_2 \preceq t$ for any $t_1, t_2 \in (s_\infty + T + \epsilon, t_\infty)$, $t_1 < t_2$, and any $t \in S(g)$. Intuitively, the extended order assigns the minimal order to $s_\infty + v - \epsilon$, then an increasing order to the points in $(s_\infty + T + \epsilon, t_\infty)$, while keeping the order for the added points always inferior to the original points in $S(g)$. Let $L'$ be an intrinsic location functional having $(S'(g), \preceq)$ as its partially ordered random set representation, and denote by $f'$ the density of $F_{L',T}^X$. It is easy to see that $f' = f + 1_{(v-2\epsilon, v-\epsilon)}$. Hence for $\epsilon$ small enough and $t_n \downarrow 0$ with $t_1$ being small enough, $TV(t_n, T - t_n)(f') = TV(t_n, T - t_n)(f) + 2$ for any $n$. Since $f'$ satisfies the condition $(TV)$, we must have $TV(t_n, T - t_n)(f) + 2 \leq f(t_n) + f(T - t_n)$. Thus $TV(t_n, T - t_n)(f - 1) \leq (f(t_n) - 1) + (f(T - t_n) - 1)$, which is the variation constraint for $f - 1$.

With the properties of the distributions of $L$ for periodic ergodic processes with period 1 at hand, we proceed to study the structure of $I_{L,T}$, the set of all distributions of $L$ for periodic stationary processes. Denote by $E_T$ the collection of probability distributions on $[0, T] \cup \{\infty\}$ satisfying the three properties listed in Proposition 3.2 and let $\mathcal{P}_T$ be the collection of all probability distributions on $[0, T] \cup \{\infty\}$ which is absolutely continuous on $(0, T)$. For the rest of the paper, denote by $C(A)$ the convex hull generated by a set $A \subseteq \mathcal{P}_T$ under the weak topology.

**Theorem 3.3.** $I_{L,T}$ is a convex subset of $\mathcal{P}_T$. Moreover, $I_{L,T} \subseteq C(E_T)$. 

9
The convexity of $I_{L,T}$ is obvious. If $F_1, F_2 \in I_{L,T}$, then there exist stationary processes with period 1, denoted by $X_1, X_2$, such that $F_1 = F_{L,T}^{X_1}$ and $F_2 = F_{L,T}^{X_2}$. For any $a \in [0, 1]$, $aF_1 + (1 - a)F_2 = F_{L,T}^{X_1}$, where the process $X$ is a mixture of $X_1$ and $X_2$, with weights $a$ and $1 - a$, respectively.

Next we show that $I_{L,T} \subseteq C(E_T)$. Note that the set $E_T$ is weakly compact. Indeed, by Prokhorov’s theorem, the set of all probability measures on $[0, T] \cup \{\infty\}$ is weakly compact. Moreover, it is not difficult to check that $E_T$ is weakly closed. As a closed subset of a compact set, $E_T$ is weakly compact.

By ergodic decomposition, any $F \in I_{L,T}$ can be written as $F = \int_{G \in E_T} Gd\lambda$, where $\lambda$ is a measure on $E_T$. The integration holds in the weak* sense, which means

$$\int_{x \in [0,T] \cup \{\infty\}} h(x)dF(x) = \int_{G \in E_T} \int_{x \in [0,T] \cup \{\infty\}} h(x)dG(x)d\lambda$$

for all bounded and continuous function $h$ defined on $[0, T] \cup \{\infty\}$. Define $I_0$ to be the collection of all probability measures on $[0, T] \cup \{\infty\}$ which has the above integral representation for some probability measure on $E_T$. Let $\{F_i = \int_{G \in E_T} Gd\lambda_i\}_{i \in \mathbb{N}}$ be a sequence of probability measures in $I_0$, converging weakly to a probability measure $F$, where $\lambda_i$ are probability measures on $E_T$. Now apply Prokhorov’s theorem to the measures on $E_T$. Since $E_T$ is weakly compact, $\{\lambda_i\}_{i \in \mathbb{N}}$ is tight, hence it has a subsequence $\{\lambda_{i_j}\}_{j \in \mathbb{N}}$ converging weakly to a limit, denoted by $\lambda$. Define $F' = \int_{G \in E_T} Gd\lambda$. For any bounded continuous function $h$ on $[0, T] \cup \{\infty\}$, the functional $H$ defined on $I_0$ by $H(F) = \int_{x \in [0,T] \cup \{\infty\}} h(x)dF(x)$ is a bounded and continuous functional. Hence

$$\int_{x \in [0,T] \cup \{\infty\}} h(x)dF_{i_j}(x) \to \int_{x \in [0,T] \cup \{\infty\}} h(x)dF(x).$$

Therefore, $F_{i_j}$ converges weakly to $F'$. By the uniqueness of the weak limit, we must have $F = F'$. Hence $F \in I_0$, the set $I_0$ is weakly closed.

We now know that $I_0$ is a closed, convex subset of the space of all signed measures on $[0, T] \cup \{\infty\}$ equipped with the weak topology, which is a locally convex topological space. By Krein-Milman theorem, $I_0$ is the convex hull generated by its extreme points, which are all in $E_T$. Since $I_{L,T}$ is further a subset of $I_0$, $I_{L,T} \subseteq C(E_T)$.\hfill $\square$

The converse of Theorem 3.2 that for an arbitrarily given intrinsic location functional $L$ and any distribution $F \in C(E_T)$ there exists a periodic stationary process $X$ such that $F = F_{L,T}^X$, is not true in general. For example, it can be easily checked that $L(g, I = [a, b]) := a$ is an intrinsic location functional. Yet the only possible distribution for $L$ on $[0, T]$ is a Dirac measure on the boundary $0$. However, the next result shows that the converse does hold if we do not focus on any particular $L$, but collect the possible distributions for all the intrinsic locations functionals. In other words, any member in $C(E_T)$ can be the distribution of some intrinsic location functional on $[0, T]$ and some periodic stationary process with period 1. More formally, define $I_{L,T} = \bigcup_{L} I_{L,T}$ to be the set of all possible distributions of intrinsic location functionals on $[0, T]$, then $I_T = C(E_T)$.
**Theorem 3.4.** For any \( F \in C(E_T) \), there exists an intrinsic location functional and a periodic stationary process with period 1 such that \( F \) is the distribution of this intrinsic location for such process on \([0,T]\).

**Proof of Theorem 3.4.** Part I. We define an intrinsic location functional \( L = L(g, I) \) as

\[
L(g, I) = \begin{cases} 
L_1(g, I) & \text{if } g(t) \geq 0 \text{ for all } t \in \mathbb{R}, \\
L_2(g, I) & \text{if there exists } t \text{ such that } g(t) = -1, \\
L_3(g, I) & \text{otherwise,}
\end{cases}
\]

where

\[
L_1(g, I) = \inf \{ t \in I : g(t) = \sup_{s \in I} g(s), g(t) \geq \frac{1}{2} \},
\]

\[
L_2(g, I) = \inf \{ t \in I : g(t) = -1 \},
\]

and

\[
L_3(g, I) = \sup \{ t \in I : g(t) = -2 \}.
\]

Intuitively, \( L_1 \) is based on the location of the path supremum, but truncated at level \( \frac{1}{2} \). \( L_2 \) and \( L_3 \) are first and last hitting times, respectively.

We first show that such \( L \) is an intrinsic location functional, by using the partially ordered random set representation of intrinsic location functionals. It is not difficult to verify that \( L_1, L_2 \) and \( L_3 \) are all intrinsic locations, and hence they all have their own partially ordered random set representations, denoted as \( (S_1(g), \leq_1) \), \( (S_2(g), \leq_2) \) and \( (S_3(g), \leq_3) \). For positive sample paths, \( L \) has \( (S_1, \leq_1) \) as its partially ordered random representation; otherwise for sample paths reaching level \(-1\), \( L \) has \( (S_2, \leq_2) \); otherwise, \( L \) has \( (S_3, \leq_3) \). Combining the three cases gives a complete partially ordered random set representation for \( L \). Thus, \( L \) is an intrinsic location functional.

Next, we need to show that for any \( F \in E_T \), there exists a periodic ergodic process with period 1 such that \( F \) is the distribution of \( L \) over \([0,T]\) for such process. For any \( F \in E_T \), let \( f \) be its density function on \((0, T)\). We discuss two possible scenarios depending on whether \( f(t) \geq 1 \) for all \( t \) or not.

1. If \( f(t) \geq 1 \) for all \( t \in (0, T) \), we are going to show that there exists a periodic ergodic process with period 1 and positive sample paths, such that \( F \) is the distribution of \( L_1 \) on \([0,T]\) for that process. Since \( L_1 \) is a modified version of the location of the path supremum, this part of the proof is postponed and will be resumed right after the proof of Theorem 4.7, in which we focus on the distribution of the location of the path supremum.

2. Otherwise, \( f(t) = 0 \) for some \( t \). Recall from the definition of \( E_T \) that if \( f(0+) \geq 1 \) and \( f(T-) \geq 1 \), then \( f(t) \geq 1 \) for all \( t \in (0, T) \). Hence in this case we must have \( f(0^+) = 0 \) or \( f(T-) = 0 \). Assume \( f(T-) = 0 \) for example. Take \( u := \inf \{ t \in (0, T) : f(t) = 0 \} \) and a sequence \( \{ t_n \in (u, T) \}_{n \in \mathbb{N}} \) such that \( t_n \uparrow T \) as \( n \to \infty \) and \( f(t_n) = 0 \) for all \( n \). The variation constraint applied to the interval \((0,u)\) imply that \( f \) is decreasing in \((0,u)\), while the variation constraint applied to the intervals \((u, t_n)\) imply that \( f(t) = 0 \) for \( t \in [u, T) \).
Symmetric results hold for the case where $f(0+) = 0$. To summarize, if $f$ is the density function for a distribution in $E_T$ and $f(t) = 0$ for some $t$, we have

1. $f$ takes values in non-negative integers;

2. Either there exists $u \in (0, T)$ such that $f$ is a decreasing function in the interval $(0, u)$ and $f(t) = 0$ for $t \in [u, T)$, or there exists $v \in (0, T)$ such that $f$ is an increasing function in the interval $[v, T)$ and $f(t) = 0$ for $t \in (0, v)$.

By symmetry, we only prove the case where $f$ is decreasing in the interval $(0, u)$ and $f(t) = 0$ for $t \in [u, T)$. Since the intrinsic location functional that we are going to use in this case, $L_2$, is a first hitting time, this part of the proof is postponed and will be resumed right after the proof of Proposition 5.4, which deals with this type of intrinsic location functionals.

Remark 3.5. The proof of Theorem 3.4 actually implies a stronger result: all the distributions in $C(E_T)$ can be generated by a single intrinsic location functional, which is the location $L$ defined in the proof of the theorem.

Remark 3.6. Among the three conditions defining the set $E_T$, the condition $(TV)$ is stable under convex combination, while the other two, integer values and a lower bound at level 1 under some conditions, are not. Therefore when passing from ergodic processes to stationary processes, these two conditions will not persist. However, this does not mean that they will simply disappear. They still affect the structure of the set of all possible distributions $I_T = C(E_T)$, but in a complicated way. While an explicit, analytical description of $I_T$ hardly exists, we point out in the following example that $I_T$ is indeed a proper subset of the set of all distributions solely satisfying condition $(TV)$.

Denote by $A_T$ the class of probability distributions on $[0, T] \cup \{\infty\}$ with densities satisfying the variation constraint $(TV)$. Let $T = 1$ and consider a probability distribution $F$ with density function

$$f(t) = \begin{cases} \frac{4}{3}, & t \in (0, \frac{3}{4}), \\ 0, & t \in [\frac{3}{4}, 1). \end{cases}$$

From the construction of $f$, it is easy to check that $F \in A_T$. Suppose $F$ is also in the set $I_T$, then it can be written as an integral of the elements in the set $E_T$ with respect to a probability measure on $E_T$, as discussed in the proof of Theorem 3.3. Since $f(t) = 0$ for all $t \in [\frac{3}{4}, 1)$, the variation constraint implies that any candidate density $g$ to construct $f$ must be decreasing on the interval $(0, \frac{3}{4})$ and $g(t) = 0$ for all $t \in [\frac{3}{4}, 1)$. Moreover, $g$ takes integer values, so there exists $g$ such that $g(t) = 2$ for $t \in (0, \frac{3}{4})$. However, the integral of $g$ is

$$\int_0^T g(t)dt = \frac{3}{2} > 1,$$

which means that there does not exist a distribution in $E_T$ such that $g$ is its density function. Therefore, $F \notin C(E_T)$, hence $I_T$ is a proper subset of $A_T$. 
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4 Invariant intrinsic location functionals

In this section, we consider a special type of intrinsic location functionals, referred to as the invariant intrinsic location functionals.

Definition 4.1. An intrinsic location functional $L$ is called invariant, if it satisfies

1. $L(g, I) \neq \infty$ for any compact interval $I \in \mathcal{I}$ and $g \in H$.
2. $L(g, [0, 1]) = L(g, [a, a + 1]) \mod 1$, for any $a \in \mathbb{R}$ and $g \in H$.

Remark 4.2. Invariance is a natural requirement for an intrinsic location functional on $S_1$. The projection of an interval with length of 1 in $S_1$ forms a loop, with the starting and ending point being mapped to the same point. The above definition then requires that the location over the whole circle does not depend on the location of the starting/ending point.

Example 4.3. It is easy to see that the location of the path supremum

$$\tau_{g,[a,b]} = \inf\{ t \in [a,b] : g(t) = \sup_{a \leq s \leq b} g(s) \}$$

is an invariant intrinsic location functional, provided that the path supremum is uniquely achieved.

Besides the location of the path supremum, other invariant intrinsic location functionals include the location of the point with the largest/smallest slope (if the sample paths are in $C^1$), the location of the point with the largest/smallest curvature (if the sample paths are in $C^2$), etc, provided the uniqueness of these locations.

For an invariant intrinsic location functional, we have the following lower bound for its density function.

Proposition 4.4. For $T \in (0, 1]$, any invariant intrinsic location functional $L$ and any periodic stationary process $X$ with period 1, the density $f_{L,T}^X$ of $L$ on $(0, T)$ satisfies

$$f_{L,T}^X(t) \geq 1 \text{ for all } t \in (0, T). \quad (4.1)$$

Proof. Let $0 < a < b < 1$. Since $X$ is stationary, we have

$$\mathbb{P}(L(X, [0, 1]) \in (0, b - a)) = \mathbb{P}(L(X, [a, a + 1]) \in (a, b)). \quad (4.2)$$

By the assumption of invariant intrinsic locations, for any $a \in \mathbb{R}$,

$$L(X, [0, 1]) = L(X, [a, a + 1]) \mod 1.$$

Then

$$\mathbb{P}(L(X, [0, 1]) \in (0, b - a)) = \mathbb{P}(L(X, [a, a + 1]) \in (a, b))$$

$$= \mathbb{P}(L(X, [0, 1]) \in (a, b)).$$
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It means that $L(X, [0, 1])$ follows a uniform distribution on the interval $[0, 1]$. Thus, for any $t \in (0, 1)$,

$$f_{L,[0,1]}^X(t) = 1.$$ 

For any Borel set $B \in \mathcal{B}([0, T])$, $T \leq 1$, by a simple comparison result, Lemma 3.1 of Samorodnitsky and Shen (2013b),

$$F_{L,[0,T]}^X(B) \geq F_{L,[0,1]}^X(B).$$

Therefore, for any $0 < t < T$,

$$f_{L,T}^X(t) \geq f_{L,1}^X(t) = 1.$$ 

For a given invariant intrinsic location functional $L$ and $T \leq 1$, let $I_{L,T}^1$ be the collection of probability distributions of $L$ on $[0, T]$ for periodic stationary processes $X$ with period 1. Let $E_T^1$ be the collection of probability distributions with no point mass at $\infty$, and càdlàg densities $f$ on $(0, T)$ satisfying:

1. $f$ takes values in positive integers for all $t \in (0, T)$;
2. $f$ satisfies the condition $(TV)$.

Then we have the following result regarding the structure of the set $I_{L,T}^1$, parallel to the result for general intrinsic location functionals, Theorem 3.3.

**Corollary 4.5.** $I_{L,T}^1$ is a convex subset of $P_T$. Moreover, $I_{L,T}^1 \subseteq C(E_T^1)$.

**Proof.** From the proof of Theorem 3.3 it remains to show that the density $f$ for any periodic ergodic process $X$ with period 1 satisfies $f(t) \geq 1$ for all $t \in (0, T)$, which directly follows from Proposition 4.4. 

**Remark 4.6.** For any periodic stationary process $X$ with period 1 and càdlàg sample paths, let $X'(t) = \limsup_{s \to t} X(s)$, $t \in \mathbb{R}$. Then $X' = \{X'(t), t \in \mathbb{R}\}$ has upper semi-continuous sample paths and its supremum over the interval can be attained. As a result, for any $X$ with càdlàg sample paths, the location of the path supremum for $X$ can be defined as

$$\tau_{X,T} := \inf \left\{ t \in [0, T] : X'(t) = \sup_{s \in [0, T]} X'(s) \right\}.$$ 

Denote by $\mathcal{L}_T$ the set of invariant intrinsic location functionals. Let $I_T^1 = \bigcup_{L \in \mathcal{L}_T} I_{L,T}^1$ be the collection of all the possible distributions for invariant intrinsic location functionals and periodic stationary processes with period 1 on $[0, T]$. The next result, in combination with Corollary 4.5, shows that $I_T^1 = C(E_T^1)$.

**Theorem 4.7.** For any $F \in C(E_T^1)$, there exists an invariant intrinsic location functional and a periodic stationary process with period 1, such that $F$ is the distribution of this invariant intrinsic location for such process.
Proof. It suffices to show that for any distribution $F \in \mathcal{E}_1^T$, there exists a periodic ergodic process $\bm{Y}$ with period 1 such that $F$ is the distribution of the unique location of the path supremum for $\bm{Y}$ on $[0, T]$. It is easy to see that the density function of $F$, denoted by $f$, must be a piecewise constant function and has a unique decomposition

$$f(t) = \sum_{i=1}^{m} \mathbb{I}_{(u_i, v_i)}(t), \quad (4.3)$$

where $m$ can be infinity and the intervals are maximal, in the sense that for any $i, j = 1, \ldots, m$, $(u_i, v_i)$ and $(u_j, v_j)$ have only three possible relations:

$$\{u_i, v_i\} \subset \{u_j, v_j\}, \quad \text{or} \quad \{u_j, v_j\} \subset \{u_i, v_i\}, \quad \text{or} \quad [u_i, v_i] \cap [u_j, v_j] = \emptyset.$$

According to whether $u_i = 0$ or $v_i = T$, we call the intervals of the form $(0, T]$, $(0, v_i]$, $(u_i, T]$ and $(u_i, v_i]$ the base, left, right and central block(s), respectively. Observe that property 1 and 2 are equivalent to requiring that there is at least one base block, and the number of the central blocks does not exceed the number of the base blocks.

We construct the stationary process in spirit of Proposition 2.4. That is, first construct a periodic deterministic function $g$, and then uniformly shift its starting point to get $\bm{X} = g(t + U)$, where $U$ is a uniform random variable on $[0, 1]$. Let $m_1$ be the number of the base blocks in the collection. We categorize the entire collection of blocks into $m_1$ components by assigning to each base block with at most one central block, and assigning the left and the right blocks in an arbitrary way. Assume $a = F(0) > 0$ and $b = 1 - F(T) > 0$. Let

$$d_1 = \frac{1}{m_1} a \quad \text{and} \quad d_2 = \frac{1}{m_1} b.$$  

For $j = 1, \ldots, m_1$, let

$$L_j = d_1 + \text{the total length of the blocks in the } j\text{th component} + d_2,$$

then $\sum_{i=1}^{m_1} L_i = 1$. Set $g(0) = 2$ and $g(L_1) = 2$. Using the blocks of the first component, we will define the function $g$ on the interval $(0, L_1]$. If the component has $l$ left blocks, $r$ right blocks and a central block, where $l$ and $r$ can potentially be infinity, we denote them by $(0, v_j], j = 1, \ldots, l$, $(u_k, T], k = 1, \ldots, r$ and $(u, v)$ respectively. Set

$$g\left(\sum_{i=1}^{j-1} v_i + \sum_{i=1}^{j} \frac{1}{2^{i+1}}d_1\right) = g\left(\sum_{i=1}^{j} v_i + \sum_{i=1}^{j} \frac{1}{2^{i+1}}d_1\right) = 1 + 2^{-j}, \quad j = 1, \ldots, l, \quad (4.4)$$

$$g\left(d_1 + \sum_{i=1}^{l} v_i\right) = g\left(d_1 + \sum_{i=1}^{l} v_i + v\right) = g\left(d_1 + \sum_{i=1}^{l} v_i + v + T - u\right) = \frac{1}{2},$$

and

$$g\left(L_1 - \sum_{i=1}^{j} \frac{1}{2^{i+1}}d_2 - \sum_{i=1}^{j-1} (T - u_i)\right) = g\left(L_1 - \sum_{i=1}^{j} \frac{1}{2^{i+1}}d_2 - \sum_{i=1}^{j} (T - u_i)\right) = 1 + 2^{-j}, \quad j = 1, \ldots, r. \quad (4.5)$$
Next, if the values of \( g \) at two adjacent points constructed above, \( t_1 < t_2 \), are equal, we join them by a V-shaped curve satisfying some Lipschitz condition. We complete the function \( g \) by filling in the other gaps with straight lines between adjacent points (with different values). With the similar construction, we can also define \( g \) on the interval \( [L_i, L_{i+1}] \), for \( i = 1, \ldots, m_1 - 1 \). Then \( g \) is well defined on the interval \( [0, 1] \) and we extend \( g \) as a periodic function with period 1. If \( a \) or \( b \) equals to 0, we take (the càdlàg version of) the limit of the corresponding construction with \( a \downarrow 0 \) or \( b \downarrow 0 \). We have a periodic ergodic process \( Y(t) = g(t + U) \) for \( t \in \mathbb{R} \), where \( U \) is uniformly distributed on \( [0, 1] \). It is straightforward, though lengthy, by tracking the value of \( L_i(g(t + U), [0, T]) \) as a function of \( U \), to see that the distribution of the location of the path supremum for \( Y \) is \( F \). The proof is finally complete with an application of ergodic decomposition.

Remark 4.8. Since the only random location used in the proof of Theorem 4.7 is the location of the path supremum, we actually showed that the set of all possible distributions for invariant intrinsic location functionals is contained in the set of possible distributions solely for the location of path supremum. In this sense, the location of path supremum is a representative of the invariant intrinsic locations. This fact is related to the partially ordered random set representation of the intrinsic location functionals.

Remark 4.9. In the part of introduction we mentioned the question as whether every relatively stationary process defined on an interval \( [0, T] \) can always be extended to a periodic stationary process with a given period \( T' > T \). Proposition 4.4 together with Theorem 4.7 gives a negative answer to this question. To see this, let \( T' = 1 \), and consider the location of the path supremum denoted as \( \tau \). Let \( T'' > 1 \). As a result of Theorem 4.7, a simple scaling shows that for a probability distribution \( F \) on \( [0, T] \) with its density function \( f \) on \( (0, T) \), as long as \( f \) only takes values in positive multiples of \( \frac{1}{T''} \) and satisfies the variation constraint \((TV)\), there exists a periodic ergodic process \( X \) with period \( T'' \), such that \( F \) is the distribution of \( \tau \) over the interval \( [0, T] \) for \( X \). In particular, the value of \( f(t) \) can be as small as \( \frac{1}{T''} \) for some \( t \in (0, T) \). Consider \( X|_{[0,T]} \), the restriction of \( X \) on \( [0, T] \). It is a relatively stationary process. Suppose it can be extended to a periodic stationary process with period 1, denoted by \( Y \). Then by Proposition 4.4, the density of \( \tau \) on \( (0, T) \) for \( Y \) is bounded from below by 1. Since \( Y \) agrees with \( X|_{[0,T]} \) on \( [0, T] \), the lower bound 1 is also valid for \( X|_{[0,T]} \), hence \( X \) as well. This contradicts the fact that \( f(t) \) can take value \( \frac{1}{T''} \). We therefore conclude that the relatively stationary process \( X|_{[0,T]} \) does not have a stationary extension with period 1.

We now turn back to the second part of the proof of Theorem 3.4 which we promised in the previous section.

**Proof of Theorem 3.4, Part II.** Recall that an intrinsic location functional \( L_1 \) is defined as follows:

\[
L_1(g, I) = \inf \{ t \in I : g(t) = \max_{s \in I} g(s), g(t) \geq \frac{1}{2} \},
\]

and our goal in this part is to show that for any probability distribution \( F \in \mathcal{E}_T \) such that \( f(t) \geq 1 \) for all \( t \in (0, T) \), there exists a periodic ergodic process with period 1 and
non-negative sample paths, such that $F$ is the distribution of $L_1$ on $[0,T]$ for that process.

Comparing the conditions for the distribution $F$ and those for the distributions that we constructed in Theorem 4.7, the only difference is that $F$ allows a possible point mass at $\infty$ while the distribution in Theorem 4.7 do not, because the location of the path supremum will always exist for processes with upper semi-continuous paths. This is the reason for which a modification is necessary. The way to construct the process changes accordingly, but not much. More precisely, let $F$ be our target distribution, with possible point masses $a$ and $b$ at the two boundaries 0 and $T$, respectively. Additionally, it has a possible point mass $c$ at $\infty$. Since the case where $c = 0$ has been covered in the proof of Theorem 4.7, here we focus on $c > 0$. Note that since $f^{-1}$ also satisfies the variation constraint in this case, there exists at least one component which does not have a central block. Set this component as the first component. The construction of the process $X = g(t + U)$, hence the function $g$, goes exactly in the same way as in the proof of Theorem 4.7, except for that now for this first component, instead of building the central block by setting

$$g \left( d_1 + \sum_{i=1}^{l} v_i \right) = g \left( d_1 + \sum_{i=1}^{l} v_i + v \right) = g \left( d_1 + \sum_{i=1}^{l} v_i + v + T - u \right) = \frac{1}{2},$$

we set

$$g \left( d_1 + \sum_{i=1}^{l} v_i \right) = g \left( d_1 + \sum_{i=1}^{l} v_i + c \right) = \frac{1}{2},$$

and join them using a V-shaped curve as in the other cases. The construction of the rest of this component are shifted correspondingly. It is not difficult to verify that this part will contribute the desired mass at $\infty$.

The variation constraint (TV) implies an upper bound of the density for intrinsic location functionals and stationary processes:

$$f_{X_{L,T}}(t) \leq \max \left( \frac{1}{T - t}, \frac{1}{T - t} \right), \quad 0 < t < T. \quad (4.6)$$

Moreover, such an upper bound was proved to be optimal (Samorodnitsky and Shen, 2013b). With periodicity and the invariance property, we can now improve the above bound, and show that the improved upper bound is also optimal.

**Proposition 4.10.** Let $L$ be an invariant intrinsic location functional, $X$ be a periodic stationary process with period 1, and $T \in (0,1]$. Then the density $f_{X_{L,T}}$ satisfies

$$f_{X_{L,T}}(t) \leq \max \left( \left\lceil \frac{1 - T}{t} \right\rceil, \left\lfloor \frac{1 - T}{T - t} \right\rfloor \right) + 2. \quad (4.7)$$

Moreover, for any $t \in (0, \frac{T}{2})$ such that $\frac{1 - T}{t}$ is not an integer and $t \in \left( \frac{T}{2}, T \right)$ such that $\frac{1 - T}{t}$ is not an integer, there exists an invariant intrinsic location functional $L$ and a periodic stationary process $X$ with period 1, such that the equality in (4.7) is achieved at $t$.

**Proof.** Let $g_{X_{L,T}}(t) = f_{X_{L,T}}(t) - 1$, then for every $0 < t_1 < t_2 < T$, the variation constraint will be

$$TV_{(t_1,t_2)}(g_{X_{L,T}}) = TV_{(t_1,t_2)}(f_{X_{L,T}}) \leq f_{X_{L,T}}(t_1) + f_{X_{L,T}}(t_2) = g_{X_{L,T}}(t_1) + g_{X_{L,T}}(t_2) + 2.$$
Denote \( a = \inf_{0 < s \leq t} g_{L,T}^X(s) \), \( b = \inf_{t \leq s < T} g_{L,T}^X(s) \). For any given \( \epsilon > 0 \), there exists \( u \in (0, t] \) of the function \( g_{L,T}^X \) such that
\[
g_{L,T}^X(u) \leq a + \epsilon,
\]
and there exists \( v \in [t, T) \) such that
\[
g_{L,T}^X(v) \leq b + \epsilon.
\]

Note that
\[
ab + (T - t) \leq \int_0^T g_{L,T}^X(s)ds = \int_0^T (f_{L,T}^X(s) - 1)ds \leq 1 - T. \tag{4.8}
\]

Now applying the variation constraint to the interval \([u, v]\), we have
\[
a + b + 2\epsilon \geq g_{L,T}^X(u) + g_{L,T}^X(v)
\geq |g_{L,T}^X(t) - g_{L,T}^X(u)| + |g_{L,T}^X(v) - g_{L,T}^X(t)| - 2
\geq (g_{L,T}^X(t) - a - \epsilon)_+ + (g_{L,T}^X(t) - b - \epsilon)_+ - 2.
\]

From the definition of \( a \) and \( b \), we have
\[
a \leq g_{L,T}^X(t) \quad \text{and} \quad b \leq g_{L,T}^X(t).
\]

Letting \( \epsilon \to 0 \), we have
\[
g_{L,T}^X(t) \leq a + b + 1. \tag{4.9}
\]

By (4.8) and (4.9), we obtain
\[
g_{L,T}^X(t) \leq \max \left( \frac{1 - T}{t}, \frac{1 - T}{T - t} \right) + 1.
\]

Then for every \( 0 < t < T \), an upper bound of \( f_{L,T}^X(t) \) is
\[
f_{L,T}^X(t) \leq \max \left( \frac{1 - T}{t}, \frac{1 - T}{T - t} \right) + 2.
\]

From the proof of Proposition 3.2, \( f_{L,T}^Y \) takes integer values for any periodic ergodic process \( Y \) with period 1. Through ergodic decomposition, we further have the upper bound:
\[
f_{L,T}^X(t) \leq \max \left( \left\lfloor \frac{1 - T}{t} \right\rfloor, \left\lfloor \frac{1 - T}{T - t} \right\rfloor \right) + 2.
\]

It remains to prove that such upper bound can be approached. For any \( t \in (0, \frac{T}{2}) \) such that \( \frac{1 - T}{t} \) is not an integer, define \( f \) by
\[
f(s) = \begin{cases} 
1 + \left\lfloor \frac{1 - T}{t} \right\rfloor, & s \in (0, t), \\
2 + \left\lfloor \frac{1 - T}{t} \right\rfloor, & s \in [t, t + \epsilon), \\
1, & s \in [t + \epsilon, T),
\end{cases}
\]
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where $\varepsilon$ is small enough so that $\int_0^T f(s)ds \leq 1$. As $f$ takes integer values and satisfies the condition $(TV)$, by Theorem 4.7 there exists an invariant intrinsic location functional $L$ and a periodic ergodic stationary process with period 1 such that $f$ is the density of $L$ for such process. By similar construction, we can also find an invariant intrinsic location functional $L$ and a periodic ergodic process with period 1 such that the density of $L$ for such process approaches $\lfloor \frac{1-T}{T-t} \rfloor + 2$ at point $t$ for $t \in [\frac{T}{2}, T)$ satisfying $\frac{1}{T-t}$ is not an integer.

We end this section by comparing the upper bound (4.7) with the result (4.6) for general stationary processes. For $t \leq \frac{T}{2}$, the following inequality holds between these two bounds:

$$\max \left\{ \lfloor \frac{1-T}{t} \rfloor, \lfloor \frac{1-T}{T-t} \rfloor \right\} + 2 \leq \frac{1-T}{t} + 2 \leq \frac{1}{t} = \max \left\{ \frac{1}{t}, \frac{1}{T-t} \right\}.$$ 

For $t \geq \frac{T}{2}$,

$$\max \left\{ \lfloor \frac{1-T}{t} \rfloor, \lfloor \frac{1-T}{T-t} \rfloor \right\} + 2 \leq \frac{1-T}{T-t} + 2 \leq \frac{1}{T-t} = \max \left\{ \frac{1}{t}, \frac{1}{T-t} \right\}.$$ 

Therefore, the upper bound in (4.7) is always sharper than that in (4.6).

5 First-time intrinsic location functionals

In this section, we introduce another type of intrinsic location functionals called the first-time intrinsic location functionals via the partially ordered random set representation.

**Definition 5.1.** An intrinsic location functional $L$ is called a first-time intrinsic location functional, if it has a partially ordered random set representation $(S(X), \preceq)$ such that for any $t_1, t_2 \in S(X)$, $t_1 \leq t_2$ implies $t_2 \preceq t_1$.

It is easy to see that the notion of the first-time intrinsic location functionals is a generalization of the first hitting times. As its name suggests, it contains all the intrinsic location functionals which can be defined as “the first time” that some condition is met.

**Proposition 5.2.** Let $X$ be a periodic stationary process with period 1, and $L$ be a first-time intrinsic location functional. Fix $T \in (0, 1]$. Then the density of $L$ on $(0, T)$ for $X$ is decreasing.

**Proof.** By ergodic decomposition, it suffices to prove the result for periodic ergodic process $X$ with period 1 having the representation $X(t) = g(t+U)$, where $U$ is a uniform random variable on $[0, 1]$. Let $(S, \preceq)$ be a partially ordered random set representation for $L$. By a similar argument as the discussion below (3.4), we have for $t \in (0, T)$,

$$f(t) = |\{s \in S(g) \cap (0, 1]: a_s \geq t, b_s \geq T-t\}|,$$

where $a_t = \sup\{s \in \mathbb{R} : r \leq t \text{ for all } r \in (t-s, t) \cap S(g)\}$, $b_t = \sup\{s \in \mathbb{R} : r \leq t \text{ for all } r \in (t, t+s) \cap S(g)\}$. By the definition of first-time intrinsic location functionals and that of $b_s$, we have

$$b_s = \infty, \text{ for any } s \in S(g).$$
Thus for \( t_1 \leq t_2 \),

\[
f(t_2) = |\{ s \in S(g) \cap (0,1) : a_s \geq t_2 \}| \quad \text{and} \quad f(t_1) = |\{ s \in S(g) \cap (0,1) : a_s \geq t_1 \}|
\]

If there exists \( s \in S(g) \cap (0,1) \) such that \( a_s \geq t_2 \), then \( a_s \geq t_2 \geq t_1 \), which means that \( f(t_1) \geq f(t_2) \). As a result, \( f \) is decreasing on the interval \((0,T)\). \( \square \)

For any first-time intrinsic location functional \( L \) and \( T \leq 1 \), let \( I_{L,T}^M \) be the collection of the probability distributions of \( L \) on \([0,T]\) for all periodic stationary processes with period 1. Denote by \( E_T^M \) the subset of \( E_T \) consisting of the distributions with decreasing density functions on \((0,T)\) and no point mass at \( T \). Then we have the following result of the structure of \( I_{L,T}^M \), parallel to Section 4.

**Proposition 5.3.** \( I_{L,T}^M \) is a convex subset of \( \mathcal{P}_T \) and \( I_{L,T}^M \subseteq \mathcal{C}(E_T^M) \).

The proof of Proposition 5.3 follows in a similar way to that of Theorem 3.3 and is omitted.

As in the previous cases, the other direction also holds.

**Proposition 5.4.** For any \( F \in \mathcal{C}(E_T^M) \), there exists a first-time intrinsic location functional and a periodic stationary process with period 1, such that \( F \) is the distribution of this first-time intrinsic location for such process.

**Proof.** We can actually use a single first-time intrinsic location functional for the proof. For example, let \( L(g,I) = L_2(g,I) = \inf\{ t \in I : g(t) = -1 \} \) as defined in the proof of Theorem 3.3. By ergodic decomposition, it suffices to show the result for distributions in \( E_T^M \). Let \( F \) be a probability distribution in \( E_T^M \). Equivalently, \( F \) is a probability distribution supported on \([0,T] \cup \{ \infty \}\) with a possible point mass \( a \) at 0, a possible point mass at \( \infty \), and a decreasing density function \( f \) which takes non-negative integer values. Our goal is to show that there exists a periodic ergodic process with period 1 such that the distribution of the first time reaching level \(-1\) between 0 and \( T \) for such process is \( F \). For ease of exposition, assume the point masses at 0 and at \( \infty \) are both positive. The degenerate cases can be handled in a similar way. Since \( f \) is decreasing on \((0,T)\) with non-negative integer values, it can be written as

\[
f(t) = \sum_{i=0}^{\infty} \mathbb{I}_{(0,u_i)}(t),
\]

where \( u_i \geq u_{i+1} \). Note that since there exists a positive point mass at \( \infty \), by the definition of \( E_T \) and \( E_T^M \), \( f(t) \geq 1 \) for all \( t \in (0,1) \), hence \( u_0 = T \). Define \( s_i = \sum_{k=1}^{i} u_k \), \( i = 1,2, \ldots \) and \( s_0 = 0 \). Let

\[
g(s_i) = -1, \quad \text{for } i = 0,1, \ldots
\]

In addition to \( s_0, s_1, \ldots \), we set \( g(t) = -1 \) for \( t \in [s_\infty, s_\infty + a] \) and \( g(1) = -1 \). Next we join the consecutive points \( (s_i, -1) \) and \( (s_{i+1}, -1) \), \( i = 0,1, \ldots \) using V-shaped curves satisfying some Lipschitz condition with, for example, Lipschitz constant 1. Similarly, use
a V-shaped curve to join \((s_\infty + a, -1)\) and \((1, -1)\). Therefore, we can construct a periodic deterministic function \(g\) with period 1, and the required periodic ergodic process can be written as \(X(t) = g(t + U)\) for \(t \in \mathbb{R}\), where \(U\) follows a uniform distribution on \([0, 1]\). It is then routine to check that the distribution of \(L\) is exactly \(F\) by expressing the value of \(L\) as a function of \(U\).

We have now all the pieces to complete the proof of Theorem 3.4.

**Proof of Theorem 3.4, Part III.** Let \(F \in E_T\), and \(f\) be its density function on \((0, T)\). Recall that our goal in this part is to show that if \(f\) is decreasing. We would like to give a verification whether a function in \(A_T\) and periodic stationary processes with period 1 on \([0, T]\) is also in \(I_T\). The recently developed concept of joint mixability is helpful.

In the following part, for any set \(A\) of distributions, we write \(f \in_d A\), if there exists \(F \in A\) such that \(f\) is the corresponding density of \(F\).

In the definition below, we slightly generalize the concept of joint mixability to the case of possibly countably many distributions. In the following \(N\) is either a positive integer or it is infinity. If \(N = \infty\), we interpret any tuple \((x_1, \ldots, x_N)\) as \((x_i, i = 1, 2, \ldots)\). Joint mixability and intrinsic locations are connected in Proposition 5.6 below.

**Definition 5.5.** \cite{Wang2013} Suppose \(N \in \mathbb{N} \cup \{\infty\}\). A random vector \((X_1, \ldots, X_N)\) is said to be a joint mix if \(P(\sum_{i=1}^{N} X_i = C) = 1\) for some \(C \in \mathbb{R}\). An \(N\)-tuple of distributions \((F_1, \ldots, F_N)\) is said to be jointly mixable if there exists a joint mix \(X = (X_1, \ldots, X_N)\) such that \(X_i \sim F_i, i = 1, \ldots, N\).

**Proposition 5.6.** For any \(f \in_d A_T\), let \(N = \lfloor f(0+)\rfloor\), and define the distribution functions

\[
F_i : \mathbb{R} \rightarrow [0, 1], \quad x \mapsto \min\{(i - f(x))_+, 1\}I_{\{x > 0\}}, \quad i = 1, \ldots, N. \tag{5.1}
\]

Then \(f \in_d I_T\) if there exists a random vector \(X = (X_1, \ldots, X_N)\) such that \(X_i \sim F_i, i = 1, \ldots, N\) and \(P(\sum_{i=1}^{N} X_i \leq 1) = 1\). In particular, \(f \in_d I_T\) if \((F_1, \ldots, F_N)\) is jointly mixable.

**Proof.** Suppose that there exists a random vector \(X = (X_1, \ldots, X_N)\) such that \(X_i \sim F_i, i = 1, \ldots, N\) and \(P(\sum_{i=1}^{N} X_i \leq 1) = 1\). Denote by \(D \subset \mathbb{R}_+^N\) the essential support of the random vector \(X\).
For each \( \mathbf{x} = (x_1, \ldots, x_N) \in D \), define

\[
f_{\mathbf{x}} : [0, T] \to \mathbb{R}_+, \quad y \mapsto \sum_{i=1}^{N} \mathbb{I}_{\{y \leq x_i\}}.
\]

Obviously \( f_{\mathbf{x}} \) is a decreasing function and we can check

\[
\int_0^T f_{\mathbf{x}}(y) dy = \sum_{i=1}^{N} \int_0^T \mathbb{I}_{\{y \leq x_i\}} dy = \sum_{i=1}^{N} x_i \leq 1, \quad \mathbf{x} \in D.
\]

Thus, \( f_{\mathbf{x}} \) is a decreasing function on \([0, T]\) taking values in \( \mathbb{N}_0 \), \( \int_0^T f_{\mathbf{x}}(y) dy \leq 1 \), and hence \( f_{\mathbf{x}} \in_d E_T^M \). Moreover, for \( y \in [0, T] \),

\[
\mathbb{E}[f_{\mathbf{x}}(y)] = \mathbb{E} \left[ \sum_{i=1}^{N} \mathbb{I}_{\{y \leq X_i\}} \right] = |f(y)| + \mathbb{E} \left[ \mathbb{I}_{\{y \leq X_{\lfloor f(y) \rfloor}\}} \right] = |f(y)| + (f(y) - |f(y)|) = f(y).
\]

Therefore, we conclude that \( f \in_d I_T^M \) since it is a convex combination of \( f_{\mathbf{x}}, \mathbf{x} \in D \).

Now suppose that \((F_1, \ldots, F_N)\) is jointly mixable. Then there exists a joint mix \( \mathbf{X} = (X_1, \ldots, X_N) \) such that \( X_i \sim F_i, i = 1, \ldots, N \) and \( \mathbb{P}(\sum_{i=1}^{N} X_i = C) = 1 \) for some \( C \in \mathbb{R} \). It suffices to verify that \( C \leq 1 \), which follows from

\[
C = \sum_{i=1}^{N} \mathbb{E}[X_i] = \sum_{i=1}^{N} \int_0^T (1 - F_i(x)) dx = \sum_{i=1}^{N} \int_0^T \min\{(f(x) - i + 1)_+, 1\} dx = \int_0^T f(x) dx \leq 1. \tag{5.2}
\]

This completes the proof.

**Remark 5.7.** In this section, \( N \) might be infinity. It can be easily checked that in the case of \( N = \infty \), the limit \( \sum_{i=1}^{N} X_i \) in the above proof is well-defined since \( \sum_{i=1}^{N} \mathbb{E}[X_i] \leq 1 \) and \( X_i \geq 0, i = 1, \ldots, N \).

**Corollary 5.8.** For a given density function \( f \in_d A_T^M \), if there exists a step function \( g \in_d E_T^M \) such that

\[
g(t) \geq f(t), \quad \forall t \in (0, T),
\]

then \( f \in_d I_T^M \).

**Proof.** For any \( f \in_d A_T^M \), take \( N \) and \( F_i, i = 1, \ldots, N \) as defined in Proposition 5.6. For a random vector \( \mathbf{X} = (X_1, \ldots, X_N) \) such that \( X_i \sim F_i, i = 1, \ldots, N \), denote by \( D \subset \mathbb{R}_+^N \) the essential support of the random vector \( \mathbf{X} \). For each \( \mathbf{x} = (x_1, \ldots, x_N) \in D \),

\[
x_1 + \cdots + x_N \leq \sum_{i=1}^{N} f^{-1}(i - 1) \leq \int_0^T g(t) dt \leq 1.
\]

Thus, \( f \in_d I_T^M \) by Proposition 5.6.
Corollary 5.9. Suppose that $f \in_d A^M_T$ is convex on $[0, T]$ and
\[
\sum_{i=0}^N f^{-1}(i) \leq 1 + f^{-1}(1).
\] (5.3)
Then $f \in_d I^M_T$.

Proof. Let $N = \lfloor f(0+) \rfloor$ and $F_i, i = 1, \ldots, N$ be as in (5.11). Denote by $\mu_i$ the mean of $F_i$ for $i = 1, \ldots, N$. Apparently $F_i$ has a decreasing density supported in $[f^{-1}(i), f^{-1}(i-1)]$ for each $i = 1, \ldots, N$. By the convexity of $f$, we have
\[
\sum_{i=1}^N f^{-1}(i) + \max\{f^{-1}(i) - f^{-1}(i-1) : i = 1, \ldots, N\} = \sum_{i=1}^N f^{-1}(i) - f^{-1}(1) \leq 1.
\]
Since each $F_i$ has decreasing densities, conditions in Corollary 4.7 of Jakobsons et al. (2016) are satisfied, giving that there exists $X = (X_1, \ldots, X_N)$ such that $X_i \sim F_i$, $i = 1, \ldots, N$ and
\[
\text{ess-sup} \left( \sum_{i=1}^N X_i \right) = \max \left\{ \sum_{i=1}^N f^{-1}(i) + \max_{i=1,\ldots,N} \{f^{-1}(i-1) - f^{-1}(i)\}, \sum_{i=1}^N \mu_i \right\} \leq 1.
\]
The corollary follows from Proposition 5.6. \qed

Remark 5.10. Formally, Corollary 4.7 of Jakobsons et al. (2016) only gives, for any $\epsilon > 0$ and $N \in \mathbb{N}$, the existence of $X = (X_1, \ldots, X_N)$ such that
\[
\text{ess-sup} \left( \sum_{i=1}^N X_i \right) < \max \left\{ \sum_{i=1}^N f^{-1}(i) + \max_{i=1,\ldots,N} \{f^{-1}(i-1) - f^{-1}(i)\}, \sum_{i=1}^N \mu_i \right\} + \epsilon.
\]
A standard compactness argument would justify the case $\epsilon = 0$ and $N = \infty$. Corollary 4.7 of Jakobsons et al. (2016) requires the joint mixability of decreasing densities; see Theorem 3.2 of Wang and Wang (2016). For $f \in_d A^M_T$, there is generally no constraints (except for location constraints) on the distributions $F_1, \ldots, F_N$. It is a difficult task to analytically verify whether a given tuple of distributions is jointly mixable. For some other known necessary and sufficient conditions for joint mixability, see Wang and Wang (2016).

Corollary 5.11. Suppose that $f \in_d A^M_T$ is linear on its essential support $[0, b]$ and $f(b) = 0$. Then $f \in_d I^M_T$.

Proof. Obviously the slope of the linear function $f$ on its support is not zero.

1. $\int_0^T f(x)dx = 1$. In this case, $f$ is convex on $[0, T]$. We only need to verify (5.3) in Corollary 5.9. Since $T < 1$ and since $f$ integrates to 1, we have $N \geq 3$. Note that, from integration by parts and change of variables, $\int_0^N f^{-1}(t)dt = \int_0^T f(x)dx = 1$. It follows from the linearity of $f$ that
\[
\sum_{i=0}^N f^{-1}(i) - f^{-1}(1) = \sum_{i=3}^N f^{-1}(i) + f^{-1}(0) + f^{-1}(2) = \sum_{i=3}^N f^{-1}(i) + \int_0^2 f^{-1}(t)dt \leq \int_0^N f^{-1}(t)dt + \int_0^2 f^{-1}(t)dt = 1.
\]
The desired result follows from Corollary 5.9.
2. $\int_0^T f(x)dx < 1$. This case can be obtained from a mixture of (a) and $g \in_d E_M^T$ where $g : [0, T] \to \{0\}$. □

When $\int_0^T f(x)dx < 1$, we obtain a sufficient condition for $f \in_d A_M^T$ to be $f \in_d I_M^T$ using Proposition 5.6 together with a result in Embrechts et al. (2015).

**Corollary 5.12.** For any $f \in_d A_M^T$, let $N = \lfloor f(0+) \rfloor$. Then $f \in_d I_M^T$ if

$$\max_{i=1, \ldots, N} \{ f^{-1}(i - 1) - f^{-1}(i) \} \leq 1 - \int_0^T f(x)dx. \quad (5.2)$$

**Proof.** Let $F_i, \ i = 1, \ldots, N$ be as in (5.1). Apparently $F_i$ is supported in $[f^{-1}(i), f^{-1}(i - 1)]$ for each $i = 1, \ldots, N$. Denote $L = \max\{ f^{-1}(i - 1) - f^{-1}(i) : i = 1, \ldots, N\}$. From Corollary A.3 of Embrechts et al. (2015), there exists a random vector $X = (X_1, \ldots, X_N)$ such that $X_i \sim F_i, \ i = 1, \ldots, N$ and

$$\mathbb{P} \left( \left| \sum_{i=1}^N X_i - \sum_{i=1}^N \mathbb{E}[X_i] \right| \leq L \right) = 1. \quad (5.3)$$

From (5.2), we have $\sum_{i=1}^N \mathbb{E}[X_i] = \int_0^T f(x)dx$ and therefore,

$$\mathbb{P} \left( \sum_{i=1}^N X_i \leq 1 \right) \geq \mathbb{P} \left( \sum_{i=1}^N X_i \leq L + \int_0^T f(x)dx \right) = 1. \quad \square$$
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