First Measurement of the $B^+ \rightarrow \pi^+\pi^0\pi^0$ Branching Fraction and $CP$ Asymmetry
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Abstract

We study $B^+ \rightarrow \pi^+\pi^0\pi^0$ using 711 fb$^{-1}$ of data collected at the $\Upsilon(4S)$ resonance with the Belle detector at the KEKB asymmetric-energy $e^+e^-$ collider. We measure an inclusive branching fraction of $(19.0\pm1.5\pm1.4) \times 10^{-6}$ and an inclusive $CP$ asymmetry of $(9.2\pm6.8\pm0.7)\%$, where the first uncertainties are statistical and the second are systematic; and a $B^+ \rightarrow \rho(770)^+\pi^0$ branching fraction of $(11.2\pm1.1\pm0.9^{+0.8}_{-1.0}) \times 10^{-6}$, where the third uncertainty is due to possible interference with $B^+ \rightarrow \rho(1450)^+\pi^0$. We present the first observation of a structure around 1 GeV/$c^2$ in the $\pi^0\pi^0$ mass spectrum, with a significance of 6.4$\sigma$, and measure a branching fraction to be $(6.9\pm0.9\pm0.6) \times 10^{-6}$. We also report a measurement of local $CP$ asymmetry in this structure.

PACS numbers: 14.40.Nd,13.25.Hw,13.25.-k,11.30.Er
Charmless three-body $B$ decays provide a rich environment to study the properties of the weak interaction in the quark sector \cite{1}. The dynamics of such decays allows us to search for intermediate resonances and to study local $CP$ asymmetries \cite{2}. These are important for developing better models to describe multibody hadronic $B$ decays. For $B \to 3\pi$, extraction of information on specific subdecay modes is useful for constraining phases of the Cabbibo-Kobayashi-Maskawa (CKM) matrix \cite{3,4} elements. For instance, the results for $B^+ \to (\rho\pi)^+$ and time-dependent studies of $B^0 \to (\rho\pi)^0$ \cite{5} allow determination of the CKM angle $\phi_2$ \cite{6}. Also, interference between $B^+ \to \chi_c\pi^+$ and the nonresonant decays provides useful information for extracting the angle $\phi_3$ \cite{7}.

The first study of the inclusive branching fraction for $B^+ \to \pi^+\pi^0\pi^0$ decays reported an upper limit of $8.9 \times 10^{-4}$ at 90\% confidence level (C.L.) \cite{8}. The branching fraction of $B^+ \to \rho(770)^+\pi^0$ was measured by Belle \cite{9}, BABAR \cite{10}, CLEO \cite{11}, and ARGUS \cite{8}. BABAR and LHCb also performed amplitude analyses of $B^+ \to \pi^+\pi^-\pi^+$ decays \cite{12,13}, where intermediate resonances were investigated in detail.

In this Letter, we report measurements of the branching fraction and $CP$ asymmetry $A_{CP}$ for $B^+ \to \pi^+\pi^0\pi^0$. We use the $splot$ technique \cite{14} to analyze the background-subtracted spectra, present the observation of a structure that is likely to be multiresonant, and measure its local $CP$ asymmetry. A major challenge in this Letter is the reconstruction of signal with two $\pi^0$ mesons, where the significant low-momentum (soft) $\pi^0$ background adversely affects our background-subtraction method.

We use $772 \times 10^6 \ B\bar{B}$ pairs \cite{15} collected at the $\Upsilon(4S)$ resonance with the Belle detector \cite{16} at the KEKB asymmetric-energy $e^+e^-$ collider \cite{17}.

We use Monte Carlo (MC) samples to optimize selection criteria and determine the detection efficiency. Samples of MC events for $\Upsilon(4S) \to B\bar{B}$ and hadronic continuum production $e^+e^- \to q\bar{q}$ ($q = u, d, s, c$) are generated with EvtGen \cite{18} and simulated with GEANT3 \cite{19}. For signal processes, we generate many MC samples for all relevant resonant decays, and nonresonant $B \to 3\pi$ decay distributed uniformly in the phase space. All resonances are modeled by relativistic Breit-Wigner distributions.

Charged particles are reconstructed with the tracking detectors \cite{16}. Reconstructed tracks’ shortest distances to the interaction point (IP) are required to be within 5.0 cm along the $z$ axis (opposite the $e^+$ beam’s direction), and within 0.3 cm in the transverse plane. We use information from particle identification detectors \cite{16,20} to calculate likeli-
hood values $L_K$ and $L_\pi$ for kaon and pion hypotheses, respectively, for each track. Tracks with $L_\pi/(L_K + L_\pi) > 0.6$ are identified as pions. The efficiency for identifying a pion is 90%; the probability to misidentify kaons as pions is less than 10%.

The $\pi^0$ candidates are reconstructed from pairs of energy clusters, without associated track and reconstructed as photons, in the electromagnetic calorimeter [13]. Beam-induced background is suppressed by requiring a photon energy above 50 or 100 MeV in the barrel or end cap regions, respectively. The invariant mass of each photon pair is required to be between 115 and 152 MeV/$c^2$, which is ±3 units of resolution around the known $\pi^0$ mass [21]. To improve reconstruction of parent particles, kinematic fits, characterized by $\chi^2_{\pi^0}$, are performed for the $\pi^0$ candidates, constraining their invariant masses to the known $\pi^0$ mass [21].

We form each $B^+$ candidate using a $\pi^+$ candidate and two $\pi^0$ candidates with distinct photons. About 30% of data events have more than one $B^+$ candidate, with an average candidate multiplicity of 1.6, primarily due to the soft $\pi^0$ background. We select the single $B^+$ candidate(s) in an event whose $\pi^0$ candidates have the smallest sum of their $\chi^2_{\pi^0}$ values; if multiple candidates remain, we select the $B^+$ candidate whose $\pi^+$ track has the shortest transverse-plane distance from the IP. In multicandidate events, this method selects the correct combination 92% of the time, according to simulation.

To suppress the dominant background from hadronic continuum production, we use a neural network (NN) [24] with inputs: a Fisher discriminant [22] from 17 modified Fox-Wolfram moments [23]; the cosine of the polar angle of the reconstructed $B$ direction and the cosine of the angle between the trust axis [25] of the reconstructed $B$ and that of the rest of the event, both in the c.m. frame; and the $B$ meson flavor tagging quality [26]. The NN is trained with signal and continuum MC samples. Its output $C_{NN}$ ranges from −1 to 1 and is required to be greater than 0.75. This retains 60% of signal and removes 98% of continuum background. To simplify signal modeling, $C_{NN}$ is transformed to $C'_{NN} \equiv \log\left(\frac{C_{NN} - C_{\text{min}}}{C_{\text{max}} - C_{NN}}\right)$, where $C_{\text{min}}$ is 0.75 and $C_{\text{max}}$ is the maximum value of $C_{NN}$ (obtained from the MC samples).

Background events from $B$ decays with the same final-state particles, $B^+ \to \bar{D}^0 \pi^+ \left(\bar{D}^0 \to \pi^0 \pi^0\right)$ and $B^+ \to K_S^0 \pi^+ \left(K_S^0 \to \pi^0 \pi^0\right)$, are removed by rejecting candidates with $M_{\pi^0\pi^0}$ within ±3 units of the $D^0$ or $K_S^0$ mass resolution around their known masses [21].

Along with the correctly reconstructed (true) signal $B$ events in the signal MC samples, there is a sizable self-cross-feed (SCF) component arising from decay products of the other
B meson, primarily due to wrong photons or $\pi^0$'s included in signal reconstruction. Soft $\pi^0$ candidates in background events give rise to a structure in phase space that complicates the splot-based analysis since it distorts the sweights mass distributions. To alleviate this problem, we require $p_{\pi^0} > 0.5$ GeV/$c$ in the laboratory frame. This requirement reduces the efficiency of $B^+ \to \rho(770)^+\pi^0$ by 35%, while suppressing SCF by a factor of 2.

We obtain the total signal yield and charge asymmetry $A_{\text{raw}}$ from a three-dimensional (the beam-energy constrained mass $M_{\text{bc}}$, the energy difference $\Delta E$, and $C'_{\text{NN}}$) extended unbinned maximum-likelihood fit to data. $M_{\text{bc}}$ is defined as $\sqrt{E_{\text{beam}}^2/c^4 - |\vec{p}_B/c|^2}$ and $\Delta E$ is defined as $E_B - E_{\text{beam}}$, where $E_{\text{beam}}$ is the beam energy and $\vec{p}_B$ and $E_B$ are the momentum and energy of the reconstructed $B^+$ candidate in the c.m. frame. The signal resolution is $3\text{ MeV}/c^2$ for $M_{\text{bc}}$ and 44 MeV for $\Delta E$. The likelihood function is

$$
\mathcal{L} = e^{-\sum_j N_j} \frac{N!}{\prod_{i=1}^N \left( \sum_j N_j P_j^i \right)},
$$

where

$$
P_j^i = \frac{1}{2} \left( 1 - q^i A_{\text{raw},j} \right) \times P_j(M_{\text{bc}}^i, \Delta E^i, C'_{\text{NN}}^i).
$$

Here, $N$ is the number of candidate events, fit parameter $N_j$ is the expected number of events in category $j$, $q^i$ is the charge of the $\pi^+$ in the $i$th event, $A_{\text{raw},j}$ is the value of the charge asymmetry of the $j$th category, $P_j$ is the 3D probability density function (PDF) for category $j$, and $M_{\text{bc}}^i$, $\Delta E^i$, and $C'_{\text{NN}}^i$ are the values of these variables for the $i$th event. The fit region is $M_{\text{bc}} > 5.26$ GeV/$c^2$, $-0.3 < \Delta E < 0.15$ GeV, and $|C'_{\text{NN}}| < 8$. We model the data with four event categories: signal, continuum, $B$ decays mediated via the dominant $b \to c$ transitions (“generic”), and $B$ decays mediated via $b \to u,d,s$ (“rare”).

Owing to shower leakage in the calorimeter [27], $\Delta E$ and $M_{\text{bc}}$ are correlated for signal events. Hence, the signal PDF is a 2D smoothed histogram in $\Delta E$ vs $M_{\text{bc}}$ (obtained from MC events) multiplied by the sum of two Gaussian functions and an asymmetric Gaussian function representing $C'_{\text{NN}}$. The signal PDF includes both true signal and SCF contributions. To correct for potential data-MC differences, signal PDF shapes are calibrated using a control sample of $B^- \to D^0\rho^-$, $D^0 \to K^-\pi^+\pi^0$ decays.

The continuum background PDF is the product of an ARGUS function [28] in $M_{\text{bc}}$, a first-order polynomial in $\Delta E$, and the sum of two asymmetric Gaussian functions in $C'_{\text{NN}}$. Generic $B$ decays show no peaking structure in $M_{\text{bc}}$ and $\Delta E$ after the $D^0$ veto, while rare
Decays such as $B^+ \rightarrow h^+ \pi^0$ and $B^0 \rightarrow \rho^+ h^-$ ($h = \pi, K$), peak broadly in $M_{bc}$ and have structure in $\Delta E$. To account for correlations, each $B\bar{B}$ background component is modeled using a 2D smoothed histogram in $\Delta E$ vs $M_{bc}$ (obtained from simulation) multiplied by the sum of two Gaussian functions representing $C'_{NN}$. Except for the $\Delta E$ and $C'_{NN}$ shapes for continuum, the rest of the PDF shapes are fixed from simulation studies. To enhance the stability of the fitter, the parameters $A_{raw}$ are fixed to zero for backgrounds, which is consistent with MC predictions.

We use the $s$weights obtained from the 3D fit to build the signal-isolated $M_{\pi^+\pi^0}^{\min}$ vs $M_{\pi^0\pi^0}$ histogram, where $M_{\pi^+\pi^0}^{\min}$ is the smaller of the two $M_{\pi^+\pi^0}$ values for a reconstructed $B^+$ candidate. In the $M_{\pi\pi}$ calculation, the momenta of the three pions are adjusted to constrain their total mass to the $B$ mass. We model the decays as an incoherent sum of subdecay modes and extract their yields from an extended weighted binned likelihood fit [29] to the 2D histogram, where the PDF of each subdecay is a 2D smoothed histogram taken from MC simulation of this subdecay.

We perform validation of the $s$plot approach as follows. After all the selection criteria are applied, the correlations between $(M_{bc}, \Delta E, C'_{NN})$ and the three $M_{\pi\pi}$ are observed to be negligible. The $s$weights Dalitz plot distributions are confirmed to be consistent with signal yields in full simulation samples. Possible bias due to $s$Plot in the 2D fit yields and statistical errors is studied using large toy MC ensembles and the data result. Variation in the results is taken as systematic uncertainty, with the details described later.

The signal PDF shape, yield of the 3D fit, the $s$Weights distributions, and the 2D fit results are highly sensitive to the SCF fraction $F_{SCF}$. To simulate $F_{SCF}$ correctly, we use an iterative procedure in which we generate new signal MC with a model based on the 2D fit result. We perform the 3D fit again with a new signal PDF obtained from the new simulated sample. We perform five such iterations. The variation of $F_{SCF}$ is less than 0.1% between the last two iterations.

From the final 3D fit, we obtain a signal yield of $1063 \pm 86$ events and a raw asymmetry of $A_{raw} (-9.2 \pm 6.8)\%$ (see Supplemental Material [30]), where the uncertainties are statistical. Figure 1(a) shows the $s$weights $M_{\pi^+\pi^0}^{\min}$ vs $M_{\pi^0\pi^0}$ distribution with two broad clusters of events: one near the $\rho(770)^+$ resonance and the other around $M_{\pi^0\pi^0} = 1 \text{ GeV}/c^2$. The latter cannot be described by a single known resonance, so we model it by a sum of $f_0(500)$, $f_0(980)$, and $f_2(1270)$. 
For the baseline model, we start with a sum of nonresonant $\pi^+\pi^0\pi^0$ and $\rho(770)^+\pi^0$, then include individual subdecays one by one in order of mass and repeat the 2D fit. Only modes that give a $p$ value of $F$ test smaller than 0.5 are retained; $\chi^2$ is calculated with adaptive binning, requiring the number of entries of each bin to be greater than 1.5, where the number of degrees of freedom (d.o.f.) is the difference between the number of bins (127) and the number of PDFs in the 2D fit. The baseline model contains nonresonant $\pi^+\pi^0\pi^0$ decay, $\rho(770)^+\pi^0$, $f_0(500)^+\pi^+$, $f_0(980)^+\pi^+$, $f_2(1270)^+\pi^+$, and $\rho(1450)^+\pi^0$. Including each of $B^+ \rightarrow f_0(1370)^+\pi^+$, $\chi_0\pi^+$, or $\chi_2\pi^+$ modes give a $p$ value of $F$ test greater than 0.5 and predicts a yield consistent with zero. Figures 1(b) and (c) show $M_{\pi^+\pi^0\pi^0}$ projections of the data and fit results with the baseline model. The model describes the data well with a $\chi^2$/d.o.f. of 0.93.

The branching fractions of $B^+ \rightarrow \pi^+\pi^0\pi^0$ and its subdecays are

$$B = \frac{N_{\text{sig}}}{\epsilon \times N_{BB}}$$

where $N_{\text{sig}}$ and $\epsilon$ are the signal yield and reconstruction efficiency for each decay, and $N_{BB}$ is the number of $BB$ events. Here, true and SCF events are regarded as signal. We assume equal branching fractions for the $\Upsilon(4S)$ decaying into charged and neutral $BB$ pairs. The efficiency for the inclusive decays is calculated using a MC sample of the final baseline model. $F_{\text{SCF}}$ is 20.7% for the inclusive decays and ranges from 10% to 25% for subdecay modes.

Table I summarizes our results. We do not report branching fractions for $f_0(500)^+\pi^+$, $f_0(980)^+\pi^+$, and $f_2(1270)^+\pi^+$ due to the significant overlap and insufficient interference information. As the region $M_{\pi^+\pi^0\pi^0} < 1.9$ and $M_{\pi^+\pi^0\pi^0}^\text{min} > 1.9$ GeV/$c^2$ contains little contribution from nonresonant decay and $\rho$ modes, we report the branching fraction of $X\pi^+$, where $X$ stands for the total resonant $\pi^0\pi^0$ contribution, using the yield, $366^{+50}_{-48}$ events, of the 3D fit within that region. From the fit’s likelihood distribution including all systematic uncertainties for $B^+ \rightarrow X\pi^+$, $X \rightarrow \pi^0\pi^0$ mode as described below, the maximum likelihood $\mathcal{L}$ and the likelihood without the signal component, $\mathcal{L}_0$, are obtained. Using the value of $2 \ln(\mathcal{L}/\mathcal{L}_0)$ and the change of two free parameters (yield and $A_{\text{raw}}$ of the signal), the corresponding significance of this yield is 6.4$\sigma$.

Upper limits at 90% C.L. are reported for the modes with signals of statistical significance less than 3$\sigma$ using the frequentist method. For each mode, we generate large toy MC ensembles from Table I and fit to these to obtain the yield distribution, where the overall
TABLE I: Summary of the masses and widths (in MeV/$c^2$) used in the 2D fit, signal selection efficiencies, fitted yields, branching fractions, and $A_{CP}$. The values in parentheses are the upper limits of branching fraction at 90 CL. The first error is statistical and the second is systematic. The interference effect is included as the third uncertainty in the analysis of $\rho(770)^+\pi^0$ mode.

| Decay mode                  | Mass   | Width | $\epsilon$ (%) | Fitted yield | $B$ ($10^{-6}$) | $A_{CP}$ (%) |
|-----------------------------|--------|-------|-----------------|--------------|-----------------|--------------|
| $\pi^+\pi^0\pi^0$ (inclusive) | 7.2    | 1063 ± 86 | 19.0 ± 1.5 ± 1.4 | 9.2 ± 6.8 ± 0.7 |
| Nonresonant                 | 10.6   | 3 ± 14   | 0.03 ± 0.16 ± 0.12 (0.17) (0.6) | ···           |
| $\rho(770)^+\pi^0$, $\rho(770)^+ \rightarrow \pi^+\pi^0$ | 775.5  | 150.3   | 7.3             | 637 ± 65     | 11.2 ± 1.1 ± 0.9 ± 0.8 | 8.0 ± 15.0 ± 2.3 |
| $\rho(1450)^+\pi^0$, $\rho(1450)^+ \rightarrow \pi^+\pi^0$ | 1465   | 400     | 8.6             | 80 ± 51      | 1.2 ± 0.6 ± 0.2 ± (2.5) | ··· |
| $f_0(500)^+\pi^+$, $f_0(500) \rightarrow \pi^0\pi^0$ | 600    | 400     | 7.1             | 123 ± 37     | ···             | ··· |
| $f_0(980)^+\pi^+$, $f_0(980) \rightarrow \pi^0\pi^0$ | 980    | 50      | 8.7             | 102 ± 30     | ···             | ··· |
| $f_2(1270)^+\pi^+$, $f_2(1270) \rightarrow \pi^0\pi^0$ | 1275.4 | 185.1   | 5.6             | 119 ± 32     | ···             | ··· |
| $X\pi^+$, $X \rightarrow \pi^0\pi^0$ | ···    | ···     | 6.9             | 366 ± 50 ± 48 | 6.9 ± 0.9 ± 0.6 | 18.2 ± 11.6 ± 0.7 |
| $f_0(1370)^+\pi^+$, $f_0(1370)^0 \rightarrow \pi^0\pi^0$ | 1400   | 300     | 9.0             | < 75         | < 1.1           | ··· |
| $\chi_{c0}\pi^+$, $\chi_{c0} \rightarrow \pi^0\pi^0$ | 3415.2 | 10.2    | 11.1            | < 39         | < 0.5           | ··· |
| $\chi_{c2}\pi^+$, $\chi_{c2} \rightarrow \pi^0\pi^0$ | 3556.3 | 2.0     | 11.5            | < 63         | < 0.7           | ··· |

Systematic uncertainty for each mode is included by applying Gaussian smearing. We use these distributions to estimate the upper limits at 90% C.L. Possible interferences between resonances are not included in this procedure. The asymmetry in $\pi^+$ detection is estimated using a control sample of $D^+ \rightarrow K^0_S\pi^+$ as −0.03%, and is subtracted from $A_{raw}$ to calculate $A_{CP}$.

The local $CP$ asymmetries obtained from the weights histograms for $B^+$ and $B^−$ are shown in Fig. 2. The regions above 1.49 GeV/$c^2$ are not shown as the signal yields are consistent with zero. $A_{CP}$ is consistent with 0 everywhere except for the $M_{\pi^0\pi^0}$ region between 1.36 and 1.49 GeV/$c^2$, which has $A_{CP} = (92 ± 28)%$. By performing an additional 3D fit to this region with $A_{CP}$ floated in the range $[−1, 1]$ and $A_{CP}$ fixed to zero, we calculate a statistical significance of 3.2σ for the nonzero local $A_{CP}$ in this region. It is similar to the asymmetry in $B^+ \rightarrow f_2(1270)\pi^+$ observed for $B^+ \rightarrow \pi^+\pi^-\pi^0$ [12 13].
Various sources of systematic uncertainties are considered for all branching fractions. To obtain the overall value for each decay mode, all relevant independent uncertainties are summed quadratically. The reconstruction efficiency is calibrated for data-MC discrepancies using dedicated control samples; the small corrections are applied and their uncertainties are taken as systematic uncertainties. The uncertainty due to the number of $B\overline{B}$ events is 1.4%. The uncertainty due to charged-track reconstruction is 0.35% per track from $D^{\ast+} \rightarrow D^{0}\pi^{+}$ with $D^{0} \rightarrow \pi^{+}\pi^{-}K_{S}^{0}$. The uncertainty due to $\pi^{+}$ identification is 0.9% from $D^{\ast+} \rightarrow D^{0}\pi^{+}$ with $D^{0} \rightarrow K^{-}\pi^{+}$. The uncertainty due to $\pi^{0}$ reconstruction is 4.8% from $\tau \rightarrow \pi^{-}\pi^{0}\nu_{\tau}$ [33]. The uncertainty due to continuum suppression based on $C_{NN}$ is 1.4% from $B^{-} \rightarrow D^{0}\rho^{-}$ with $D^{0} \rightarrow K^{-}\pi^{+}\pi^{0}$. The uncertainty in estimating the reconstruction efficiency due to the MC statistics is 0.02%.

To estimate the systematic uncertainty associated with fixed PDF shapes in the 3D fit, we vary the shapes of the signal PDF and analytic-function PDFs according to their respective uncertainties, and vary the binning schemes of all the other smoothed histograms. The resulting changes in the signal yield are added in quadrature. To account for possible data-MC difference on $F_{SCF}$ in the signal PDF, we vary it within $\pm 30\%$ of nominal. The total systematic uncertainty is 5.5%.

Possible variation of the signal model composition is estimated from the iteration procedure. We take the 0.7% difference between yields in the last two iterations as a systematic uncertainty. Possible bias due to the $splot$ technique is estimated to be 2.9% from the difference between the 3D fit yield and the sum of $sweights$ in the limited Dalitz region.

While validating the entire fit procedure using large sample of pseudoexperiments, small biases are identified in both 3D and 2D fits. They result in $(0.04-0.18)\times 10^{-6}$ changes in branching fractions and are included as systematic uncertainties. The uncertainty due to each resonance’s parameters is estimated. The mass and width are varied by $\pm 1$ unit of their uncertainties or over their entire range [21]; all changes in the yield are added in quadrature and taken as a systematic uncertainty. For the nonresonant decay PDF, the effect of varying its template’s binning is studied. Since the nonresonant decay and $\rho(1450)^{+}\pi^{0}$ are the two least significant components in the 2D fit, we also consider the nonresonant decay’s yield discrepancy with and without $\rho(1450)^{+}\pi^{0}$ PDF. The uncertainty range is between $0.003 \times 10^{-6}$ and $0.42 \times 10^{-6}$.

A systematic uncertainty in the efficiency for the inclusive decay due to decay-model
uncertainties is estimated to be 1.6% from the difference between the nominal branching fraction and its value obtained by summing over an efficiency-corrected weights yields for all bins of $M_{\pi^+\pi^0}^{\text{min}}$. The uncertainty due to the $X \to \pi^0\pi^0$ model composition is estimated to be 2.9% from the change in the efficiency when varying the fitted yields of $f_0(500)\pi^+$, $f_0(980)\pi^+$, and $f_2(1270)\pi^+$ by $\pm 1$ unit of their uncertainties.

The uncertainty in the $B \to X\pi^+$ branching fraction due to nonresonant and $\rho$ contamination is 3.3% from the difference between the 3D fit yield and the sum of the 2D fit yields of the three resonances.

To estimate the systematic uncertainty due to interference between $\rho(770)^+$ and $\rho(1450)^+$, large toy MC ensembles with different phase differences and amplitude ratios are generated. We fit to them using the incoherent sum of the PDFs for the two $\rho$’s and take the largest deviation between the fitted and the input amplitude ratios as a systematic uncertainty.

Several sources of systematic uncertainty for $A_{CP}$ are considered. The uncertainty due to $\pi^+$ detection asymmetry is 0.3% using a control sample of $D^+ \to K_S^0\pi^+$ [32]. An uncertainty of 0.5% due to fixing the PDF shapes in the 3D fit for the overall $A_{CP}$ is studied using methods similar to that used for the branching fraction by varying the PDF shapes. Similarly, the uncertainty due to resonance shape parameters in the 2D fit is $^{+2.2}_{-1.5}\%$ for $\rho(770)^+\pi^0$ by varying resonance shape parameters. The uncertainty due to the fixed background $A_{CP}$ in the 3D fit is 0.5% from the change in the results when its amount is floated. A systematic effect on $A_{CP}$ due to interference between $\rho(770)^+\pi^0$ and $\rho(1450)^+\pi^0$ is negligible as determined from a study similar to that for the branching fraction.

In conclusion, we have performed a study of $B^+ \to \pi^+\pi^0\pi^0$ using 711 fb$^{-1}$ of data collected by Belle. We measure the inclusive branching fraction $B(B^+ \to \pi^+\pi^0\pi^0) = (19.0 \pm 1.5 \pm 1.4) \times 10^{-6}$ and $CP$ asymmetry $A_{CP} = (9.2 \pm 6.8 \pm 0.7)\%$, where the first uncertainties are statistical and the second are systematic. We report the composition of intermediate states in $B^+ \to \pi^+\pi^0\pi^0$ within our model and measure the local $CP$ asymmetry. The branching fraction of $B^+ \to \rho(770)^+\pi^0$ is measured to be $(11.2 \pm 1.1 \pm 0.9^{+0.8}_{-1.6}) \times 10^{-6}$, where the third uncertainty accounts for possible interference with $B^+ \to \rho(1450)^+\pi^0$. We observe a structure, likely arising due to multiple resonances, at $M_{\pi^0\pi^0} < 1.9$ and $M_{\pi^+\pi^0}^{\text{min}} > 1.9$ GeV/$c^2$ with an inclusive branching fraction of $(6.9 \pm 0.9 \pm 0.6) \times 10^{-6}$. We report a measurement of local $CP$ asymmetry at $1.36 < M_{\pi^0\pi^0} < 1.49$ and $M_{\pi^+\pi^0}^{\text{min}} > 1.9$ GeV/$c^2$. We do not observe $B^+ \to f_0(1370)\pi^+$, $B^+ \to \chi_{c0}\pi^+$, or $B^+ \to \chi_{c2}\pi^+$. An amplitude analysis
with improved treatment of systematic effects from $\pi^0$ reconstruction is needed to further understand the properties of the $B^+ \to \pi^+\pi^0\pi^0$ transition, especially for the structure at low $M_{\pi^0\pi^0}$. Eventually, the larger dataset and better performance for neutral particle reconstruction at Belle II [1, 34] will enable such an analysis.
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FIG. 1: *weights* $M_{\pi^+\pi^-}^{\text{min}}$ vs $M_{\pi^+\pi^-}^{\pi^0}$ distribution in (a), its projections, and the results of the 2D fit in (b) and (c).
FIG. 2: $s$weights $A_{CP}$ vs $M_{\pi^+\pi^0}^{\text{min}}$ for $M_{\pi^0\pi^0} > 1.9 \text{ GeV}/c^2$, and vs $M_{\pi^0\pi^0}$ for $M_{\pi^+\pi^0}^{\text{min}} > 1.9 \text{ GeV}/c^2$. The first few bins are combined due to small statistics.