Abstract

Which type of statistical uncertainty – statistical (in)significance with a $p$-value, or a Bayesian probability – enables people to see the continuous nature of uncertainty more clearly in a policymaking context? An original survey experiment used a hypothetical scenario, where participants from Ireland were asked whether to introduce a new bus line to reduce traffic jams, given a research report estimating its effectiveness. The treatments were uncertainty information: statistical significance with a $p$-value of 2%, statistical insignificance with a $p$-value of 25%, the 95% probability that the estimate is correct, and the 68% probability that the estimate is correct. In the case of lower uncertainty, both significance and Bayesian frameworks resulted in a large proportion of participants adopting the policy (0.82 and 0.91 respectively). In the case of higher uncertainty, the significance framework led a much smaller proportion of participants to adopt the policy (0.39 against 0.83). The findings suggest participants saw the continuous nature of uncertainty more clearly in the Bayesian framework than in the significance framework.
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1 Introduction

To evaluate the uncertainty of statistical estimates, the dichotomy of statistical significance vs. insignificance based on a p-value has been a dominant approach, while Bayesian posterior probability has been proposed as a major alternative more recently (Kruschke and Liddell [2018]). The question this article addresses is: Which type of statistical uncertainty enables people to see the continuous nature of uncertainty more clearly, specifically in a policymaking context?

Uncertainty is a continuous scale, as most typically seen in a weather forecast. Rational policy decision making must consider how likely a policy is to produce a desired outcome. If research is to help evidence-based policymaking, it must communicate the degree of uncertainty such that non-specialists can understand it. Evidence-based/informed policymaking is an important agenda in international organizations and national governments to improve the quality of policymaking (OECD [2019]; Science Advice for Policy by European Academies [2019]).

To address the aforementioned question, I ran a survey experiment on a sample from the population of Ireland and obtained 517 responses. The participants were asked to assume they were a policymaker. They were shown the interval estimate of the effect of a new bus line on a traffic jam reduction in a hypothetical scenario. They were asked to decide about whether to introduce the new bus line or not.

They were randomly assigned into one of the four groups where different treatments were given on uncertainty information. The first treatment was lower uncertainty under the significance framework: “the estimate is statistically significant (the p-value is 2%),” while the second was a higher uncertainty level: “the estimate is not statistically significant (the p-value is 25%).” The third treatment was lower uncertainty under the Bayesian framework: “the estimate is correct with a probability of 95%,” while the fourth was higher uncertainty: “the estimate is correct with a probability of 68%.” The cost and effect size of the new bus line were fixed across all treatment groups.

The experiment measured the decision the participants would make, given the different types and degrees of statistical uncertainty. The experiment was not about whether participants would choose a “correct” answer under specific information of uncertainty. Indeed, there was no correct answer in the experiment, as what is the best decision given a cost, an effect size, and the uncertainty of an estimate depends on each person’s utility function. Rather, it was about whether participants’ decision would differ between the significance and Bayesian frameworks and, if so, which of the two frameworks enabled participants to see the continuous nature of uncertainty. On average, participants should be less likely to introduce the new bus line in the higher-uncertainty scenarios. It should be only less likely rather than not at all, because there should be some who think the policy is worth trying even in the higher-uncertainty scenarios. Similarly, even in the lower-uncertainty scenario, it is possible that some decide not to adopt the policy if they are too risk-averse or find the policy not cost-effective enough.

In this article, I use “evidence-based” throughout to indicate policymaking either based on, or informed by, scientific evidence, as it is more common than “evidence-informed” according to Google (about 293,000 results for “evidence-based policymaking” while about 24,900 results for “evidence-informed policymaking” on January 15th, 2020). In the literature, there is a difference in the nuance; “evidence-based” implies a more dominant influence of scientific evidence on policymaking (Science Advice for Policy by European Academies [2019] 22–23).

At the preregistration stage, I used the term “Frequentist” framework instead of the “significance” framework. Since frequentist inference is more than significance testing (Lew [2012], I refer to it as the significance framework in this article.
Yet, participants under the significance framework might tend to ignore the continuous nature of a uncertainty measure such as a $p$-value, and instead might deterministically think “statistically significant” means evidence for the effect while “not statistically significant” means evidence for the null effect. Meanwhile, under the Bayesian framework, participants might be more able to see the continuous nature of uncertainty, as probability is an intuitive continuous measure of uncertainty used in everyday life (e.g., in weather forecasts). The implication is that participants under the significance framework should exhibit a greater difference in the likelihood of adopting the policy between the lower-uncertainty and higher-uncertainty treatments than those under the Bayesian framework. This article empirically examines how large the difference could be.

Experiments by McShane and Gal (2016, 2017) found that researchers were often misled by the dichotomy of statistical significance vs. insignificance to consider statistical insignificance as evidence for the null effect. The question is then whether non-experts such as the general public and policymakers would do that as well. McShane and Gal (2016) offered suggestive evidence: when asked to describe (rather than make inference over) the difference in life expectancy between two different treatment groups, statistically untrained undergraduate students, on average, thought that there was a difference even when the $p$-value shown was greater than 5%. Given that their experiment showed a $p$-value without explaining what it means, it remains the question whether those statistically untrained students actually ignored the $p$-values shown in the vignette, rather than interpreting them as a continuous measure of uncertainty. McShane and Gal (2016) also examined whether showing not only a $p$-value but also the corresponding Bayesian posterior probability would help participants avoid the dichotomous thinking, which turned out to be the case. The differences between this article and McShane and Gal (2016) are (1) that my experiment provided an explanation of the $p$-value, and (2) that it presented a Bayesian probability independently rather than together with the corresponding $p$-value.

The findings of this article are summarized as follows. In the case of the lower-uncertainty treatments, both significance and Bayesian frameworks resulted in a large proportion of participants adopting the policy (0.82 and 0.91 respectively). In the case of the higher-uncertainty treatments, the significance framework led a much smaller proportion of participants to adopt the policy (0.39 against 0.83) than the Bayesian framework. These findings suggest participants saw the continuous nature of uncertainty more clearly under the Bayesian framework than under the significance framework. This conclusion was reached, given (1) the experimental setup that the p-value and the Bayesian probability per degree of uncertainty (lower vs. higher) were defined so that they mathematically corresponded to each other, and (2) the existing behavioral literature that has found that a continuous, numerical probability scale enables people to see and use the measure of uncertainty more accurately than a discrete, verbal scale (e.g., Mandel and Irwin 2021; McShane and Gal 2016, 2017; Mislavsky and Gaertig 2021; Friedman et al. 2018).

The remainder of the article is structured as follows. First, it explains the design of the survey experiment. This is followed by the description of statistical modeling and the discussion of the results. Finally, concluding remarks are stated.
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| Sample               | CSO Population Estimate |
|----------------------|-------------------------|
|                      | 15-24 | 25-44 | 45-64 | 65+    | 15-24 | 25-44 | 45-64 | 65+    |
| Male                 | 29%   | 44%   | 51%   | 68%    | 15%   | 49%   | 50%   | 47%    |
| Female               | 67%   | 56%   | 49%   | 31%    | 15%   | 49%   | 50%   | 53%    |
| Other/Non-binary     | 3%    | 0%    | 0%    | 0%     | 1%    | 0%    | 1%    | 1%     |
| missing              | 1%    | 0%    | 1%    | 1%     |        |        |        |        |

Table 1: Cross-tab of gender and age groups. The columns do not necessarily sum to one because of rounding. Note that while the age group of young adults in the CSO include from 15 to 24 years old, my survey targeted those who were at least 18 years old.

2 Design of the Survey Experiment

2.1 Setup

I preregistered the design of the survey experiment at the OSF Registries (Center for Open Science 2020) – the preregistered information is available at Suzuki (2020). The full vignette of the survey is available in the supplemental document. The survey was conducted online via the survey company Qualtrics. The data were collected between August 20th and September 1st in 2020 from the population of Ireland. The survey was unlikely to obtain a representative sample of the population of Ireland, because it was conducted online but 9% of households was estimated to have no Internet access in 2019 according to the Central Statistics Office (CSO) of Ireland (Central Statistics Office 2020).

The original sampling plan, as in the preregistration, was to recruit 500 participants from Qualtrics’ panel of a sample from the population of Ireland, with the aims of the 50%-50% male-female ratio and of each of the three age groups (18–30, 31–45, and above 45) being 33%. However, after the preregistration, I adjusted these categories based on my actual demographic questions: an age-group question (18–24, 25–44, 45–64, 65 or above) based on age-group categories used in the population estimate by the CSO (Central Statistics Office 2021), and a three-category gender question (male, female, and other/non-binary).

During the preregistration stage, I conducted power analysis, i.e., computed the rate of false negatives via Monte Carlo analysis, to check whether the sample size was large enough. The parameter values were set at those I used to specify informative priors for my Bayesian logistic regression model (see the section “Statistical Modeling” for the detail of these informative priors). The false negative rate was 0.999 in 1,000 iterations given the one-tailed 95% credible level. This meant that the sample size of 500 was large enough to detect the treatment effect according to the conventional threshold. The detail of the power analysis is available in the supplemental document.

The cross-tab of gender and age groups in the obtained sample is presented in Table 1, together with the 2020 population estimate by the CSO (Central Statistics Office 2021). The sample contains more female participants in the 18–24 age group and more male participants in the 65+ age group than in the population estimate. In the analysis, I do estimation with and without regression adjustment for these demographic variables.

More precisely, the responses were from those who confirmed they were Irish citizens. Qualtrics used its own panel from Ireland. Because the experiment was online and anonymous, however, it was impossible to objectively verify the citizenship of all participants.
Participants’ attentiveness to the survey was checked based on whether participants met the following criteria: (1) answer the question to measure the outcome (the “outcome question” hereafter); (2) answer two manipulation checks correctly (for details on these checks, see the section “Manipulation Checks” in the supplemental document); (3) complete the survey not too quickly (at least 30 seconds; see the section “Manipulation Checks” in the supplemental document). I removed the participants who did not meet at least one of these criteria, to make my entire sample consist of attentive participants only. The section “Manipulation Checks” in the supplemental document discusses the possibility of post-treatment selection bias (Montgomery, Nyhan, and Torres 2018). Although it is another interesting topic to examine how inattentive people make a decision given different types of statistical uncertainty, this article focuses on how attentive people do so. A science communication study suggests that “the presentation format hardly has an impact on people in situations where they have time, motivation, and cognitive capacity to process information systematically” (Visschers et al. 2009, 284). My experiment can investigate whether this is indeed the case.

The survey obtained total 517 responses that met the aforementioned criteria. In the supplemental document, I discuss (1) the possibility of the same participant having completed the experiment more than once, (2) to what extent this possibility could have affected my analysis, and (3) how I checked this possibility. My conclusion is, in summary, that it seems unlikely that the data contain those who were able to automatically provide random, poor-quality answers, and bias the estimation of an average treatment effect, even if there had been participants who took the experiment more than once.

A small compensation was given to those who completed the survey appropriately. The survey was anonymous, and no question was mandatory. The study was approved as an ethics review exemption by the University College Dublin Office of Research Ethics in advance; the exemption was appropriate because of the low-risk nature of the survey. I obtained an informed consent from all participants and also the confirmation that they are at least 18 years old and an Irish citizen. After agreeing on the informed consent form and giving this confirmation, participants proceeded to the first page of the questionnaire, where they were asked to answer demographic questions: gender (female, male, and other/non-binary), age groups (18–24, 25–44, 45–64, and 65 or above), whether they hold a university degree of Bachelor’s or higher (yes or no), and whether they have studied or used statistics previously (yes or no).

After this, the participants were randomly assigned to one of the four treatment conditions. The randomization was set up such that all treatment conditions should have received the same number of participants. However, the exactly same number per treatment could not be achieved because there was the variation in the number of participants who satisfied the aforementioned necessary criteria to be included in the data. The number of responses per treatment was 123 for the lower-uncertainty scenario of the significance framework, 122 for the higher-uncertainty scenario of the significance framework, 128 for the lower-uncertainty scenario of the Bayesian framework, and 144 for the higher-uncertainty scenario of the Bayesian framework. After answering the outcome question, the participants proceeded to two separate pages for the manipulation checks. The participants were not allowed to go back to previous pages in the questionnaire.
2.2 Treatments

In the vignette, the participants were shown a hypothetical policymaking scenario, where a group of researchers reports a statistical estimate on the effect of a new bus line on traffic jams. The policy topic is quite neutral and should be fairly free from the ideological dispositions of participants. The neutrality of the topic is important because “[d]ecision making based on scientific evidence is also affected by differences in perceptions of scientific uncertainty of research fields (and their findings) as a function of ideology and political affiliation” (Broomell and Kane 2017, 287; emphasis added).

There were four treatments: lower uncertainty under the significance framework, higher uncertainty under the significance framework, lower uncertainty under the Bayesian framework, and higher uncertainty under the Bayesian framework. The treatment vignette was as follows:

Suppose that you were a policymaker in a government. Suppose also that a group of researchers reported a statistical estimate to you. The report says that if the government introduced a new bus line, it would cost an extra 1% of the current spending on public transport, but could reduce traffic jams by between 1%–15%.

Because this is an estimate, there is some uncertainty around it. In other words, the new bus line might indeed reduce traffic jams as expected, or might have no effect or exacerbate traffic jams. One way to measure the uncertainty is to compute [something called a p-value. The p-value takes a value between 0% and 100%, and if a p-value is smaller than 5%, it is conventional to conclude that the estimate is “statistically significant” and there is evidence for the expected effect] / [the probability of an estimate being correct. The probability takes a value between 0% and 100%, and a greater value means greater plausibility].

This time, the estimate is [statistically significant (the p-value is 2%)] / [NOT statistically significant (the p-value is 25%)] / [correct with a probability of 95%] / [correct with a probability of 68%].

Would you, as a policymaker, introduce the new bus line?

Yes
No

The italicized texts are information varied among the four treatment groups (while the texts were bold in the vignette as well). The explanation about the p-value was shown to the two groups under the significance framework. The one about probability was shown to the two groups under the Bayesian framework. The cost and effect of the new bus line were fixed.

Using the interval estimate of the effect means that the p-values and the Bayesian probabilities were two-tailed. Some participants (especially those who had statistical training previously) might have recalculated them to the one-tailed versions focusing only on the lower bounds and, thereby, understood lower degrees of uncertainty – the p-values to $0.01 = 0.02/2$ and $0.125 = 0.25/2$, and the probabilities to $0.975 = 0.95 + (1 - 0.95)/2$ and $0.84 = 0.68 + (1 - 0.68)/2$, for the effect being equal to, or greater than, 1%. Even so, the experimental design would remain valid, (1) because the randomization of the treatment assignment was expected to guarantee an equal proportion of participants
doing the recalculation per treatment group, and (2) because the quantity of interest was not the difference in the likelihood of adopting the policy within the significance or Bayesian framework but the difference in these within-framework differences (for greater detail, see the section “Two-Tailed vs. One-Tailed Interpretation” in the supplemental document).

It might be questioned why I used a \( p \)-value rather than a frequentist confidence level for the significance framework given the vignette showed the interval estimate. There were two reasons. First, it is rare for researchers to present a frequentist confidence interval other than the one considered as a decision threshold for statistical significance (typically 95%). Meanwhile, some researchers do display actual \( p \)-values, even if they use the dichotomy of statistical significance vs. insignificance when making inference. Second, a frequentist confidence interval is often (mis)interpreted as the interval that includes effect sizes with a certain probability (i.e., the Bayesian confidence interval). The Bayesian treatments already cover this (mis)interpretation of frequentist confidence intervals.

The probability of 95\% was chosen for the Bayesian lower-uncertainty treatment, as it is the conventional threshold for an interval estimate to identify statistical significance. The probability of 68\% for the Bayesian higher-uncertainty treatment was an arbitrary number that was well under the conventional threshold of statistical significance. The \( p \)-values mathematically corresponding to these Bayesian probabilities were computed for the treatments under the significance framework, based on the assumption that the sampling distribution and the posterior distribution are normal with the same mean and standard deviation. This mathematical correspondence was done to attribute a difference in the outcome (if any) to participants’ interpretation of the two uncertainty frameworks (significance vs. Bayesian) only.

The lower-uncertainty treatment under the significance framework used a \( p \)-value of 2\%, an approximate two-tailed \( p \)-value based on the normal distribution with the mean of 8 and the standard deviation of 3.5, which generates the 95\% interval including a value of 1 to 15. The higher-uncertainty treatment employed a \( p \)-value of 25\%, an approximate two-tailed \( p \)-value based on the normal distribution with the mean of 8 and the standard deviation of 7, which generates the 68\% interval including a value of 1 to 15.

The goal of the analysis was to examine whether participants adopt the policy or not, given the different information of statistical uncertainty, for the same hypothetical policymaking scenario including the same cost and effect size. Although a reduction in traffic jams may well be a socially desirable option (e.g., more economic efficiency and fewer greenhouse gases), whether introducing a new bus line is desirable as a policy depends on how participants evaluate its cost-effectiveness and the uncertainty of the estimate.

Even if there is a variation in a utility function among citizens (Fehr-Duda and Epper 2012, 581–82), provided that the effect size and the cost are fixed and the experiment is randomized, participants should on average be less likely to adopt the policy when they are given the information of greater uncertainty. But also, as both the \( p \)-value and the Bayesian probability are the continuous measures of statistical uncertainty, the relationship between a decision to adopt the policy and the level of statistical uncertainty should not be deterministic. In other words, there should be more participants not to adopt the policy when provided with a greater degree of statistical uncertainty, but also there should be some participants who have the utility functions that will lead them to adopt the policy even if, for example, the Bayesian probability is 68\%.
The question is whether both the $p$-values coupled with statistical (in)significance and the Bayesian probabilities allow participants to see the continuous nature of uncertainty. Recall that the $p$-values and Bayesian probabilities used here mathematically correspond to each other, under each of the lower vs. higher-uncertainty scenarios. Therefore, it is participants’ interpretation of the theoretical framing of uncertainty that should explain the difference (if any) between the lower-uncertainty and higher-uncertainty groups in the likelihood of deciding to introduce the new bus line. The hypothesis is that the significance framework makes people less able to see the continuous nature of uncertainty. Therefore, I expect to find that the difference between the lower-uncertainty and higher-uncertainty groups is greater under the significance framework than under the Bayesian framework. The empirical analysis examines this.

3 Statistical Modeling

To analyze the data, I use Bayesian logistic regression. The Markov Chain Monte Carlo software used is Stan (Stan Development Team 2019), implemented via the rstanarm package version 2.21.1 (Goodrich et al. 2020) on RStudio (RStudio Team 2020) running R version 4.1.2 (R Core Team 2021). I use four chains, each of which has 20,000 iterations and then discards the first 1,000 posterior samples. The model is:

$$ Bus_i \sim \text{Bernoulli}(\logit^{-1}(\pi_i)),$$

$$ \pi_i = \begin{cases} 
\beta_0 + \beta_1 \text{LowUncert}_i + \beta_2 \text{Bayes}_i + \beta_3 \text{Bayes}_i \times \text{LowUncert}_i \\
\beta_0 + \beta_1 \text{LowUncert}_i + \beta_2 \text{Bayes}_i + \beta_3 \text{Bayes}_i \times \text{LowUncert}_i + x_i \gamma 
\end{cases} $$  

(1)

where $Bus_i$ is a binary variable coded 0 if a participant $i$ chose “No” in the outcome question and 1 if s/he chose “Yes”; $\text{Bernoulli}(\cdot)$ is a Bernoulli distribution; $\logit^{-1}(\cdot)$ is the inverse logit function to map log odds onto probability; $\pi_i$ is the log odds of participants deciding to introduce the new bus line; $\beta_0$ is the baseline log odds capturing the treatment category of the higher uncertainty under the significance framework; $\beta_1$ is the log odds ratio coefficient for the variable $\text{LowUncert}_i$ coded 1 if a participant was given the information of lower uncertainty and 0 otherwise; $\beta_2$ is the log odds ratio coefficient for the variable $\text{Bayes}_i$ coded 1 if a participant was given Bayesian information and 0 otherwise; $\beta_3$ is the log odds ratio coefficient for the product term $\text{Bayes}_i \times \text{LowUncert}_i$ coded 1 if a participant was given the information of lower uncertainty under the Bayesian framework; and $x_i \gamma$ is the dot product of the vector of the demographic variables $x_i$ (female, other/non-binary, the 25–44, 45–64, and 65+ age groups, a university degree, the previous study or use of statistics) and the vector of the corresponding log odds ratio coefficients $\gamma$. The summary statistics is presented in Table 2.

As for priors, I first use the following weakly informative priors:

$$ \beta_0 \sim N(\mu_{\beta_0} = 0, \sigma_{\beta_0} = 10), $$

$$ \beta_1 \sim N(\mu_{\beta_1} = 0, \sigma_{\beta_1} = 2.5), $$

$$ \beta_2 \sim N(\mu_{\beta_2} = 0, \sigma_{\beta_2} = 2.5), $$

$$ \beta_3 \sim N(\mu_{\beta_3} = 0, \sigma_{\beta_3} = 2.5), $$

(2)
Table 2: Summary statistics. SD: standard deviation; N: number of observations.

| Variable               | Mean | SD  | Min | Max | N  |
|------------------------|------|-----|-----|-----|----|
| Bus                    | 0.74 | 0.44| 0   | 1   | 517|
| Low Uncertainty        | 0.49 | 0.50| 0   | 1   | 517|
| Bayes                  | 0.53 | 0.50| 0   | 1   | 517|
| Bayes Low Uncertainty  | 0.25 | 0.43| 0   | 1   | 517|
| Female                 | 0.52 | 0.50| 0   | 1   | 505|
| Other/Non-Binary       | 0.004| 0.06| 0   | 1   | 505|
| Aged 18–24             | 0.15 | 0.36| 0   | 1   | 508|
| Aged 25–44             | 0.37 | 0.48| 0   | 1   | 508|
| Aged 45–64             | 0.32 | 0.47| 0   | 1   | 508|
| Aged 65+               | 0.16 | 0.37| 0   | 1   | 508|
| University Degree      | 0.45 | 0.50| 0   | 1   | 515|
| Statistics             | 0.48 | 0.50| 0   | 1   | 517|

where \( N(\cdot) \) is a normal distribution, \( \mu \) is the mean, and \( \sigma \) is the standard deviation. These weakly informative priors enable data-driven estimation coupled with regularization. The mean of zero for the constant \( \beta_0 \) makes sense here, as the rstanarm package automatically centers predictors during the estimation process; the returned results are based on the original scales of predictors.\(^4\)

As an alternative, I also use the informative priors I theoretically deduced at the preregistration stage. To do so, I disable the automatic centering of predictors in the rstanarm package, so that I can specify the baseline log odds based on the logit function of the probability value I theoretically deduce as follows. The CSO has census data from 2016 on what means of commuting people use \( \text{(Central Statistics Office 2017)} \). I computed the proportion of the commuters (19+ years old students or 15+ years old workers) who use buses, minibuses, coaches, cars (as a driver or as a passenger), vans, and lorries, to the total number of the respondents in the census, which is approximately 76%.\(^5\) I assume these people are concerned with traffic jams because they are directly affected by traffic jams and, therefore, should most appreciate the positive implications of fewer traffic jams for the society. The remaining categories of the means of commuting are walking, bicycles, trains, trams, motorcycles, scooters, work at/from home, and no answer.\(^6\)

Based on these points, I set the informative priors as follows:

\[
\begin{align*}
\beta_0 & \sim N(\mu_{\beta_0} = \text{logit}(0.07), \sigma_{\beta_0} = 1.5), \\
\beta_1 & \sim N(\mu_{\beta_1} = \text{logit}(0.76) - \mu_{\beta_0}, \sigma_{\beta_1} = 0.25), \\
\beta_2 & \sim N(\mu_{\beta_2} = \text{logit}(0.76 \times 0.50) - \mu_{\beta_0}, \sigma_{\beta_2} = 0.25), \\
\beta_3 & \sim N(\mu_{\beta_3} = \text{logit}(0.76 \times 0.95) - \mu_{\beta_0} - \mu_{\beta_1} - \mu_{\beta_2}, \sigma_{\beta_3} = 0.25).
\end{align*}
\]

The prior predictive distributions (the distribution of predicted outcome values given the

\(^4\)When the demographic controls are included, \( N(\mu = 0, \sigma = 2.5) \) is also used for each element of \( \gamma \).

\(^5\)In the census data, lorries are included in the category “Other,” which accounts for 0.4% of the total responses. Whether I included this category into the calculation or not, the total proportion remains approximately 76%.

\(^6\)The proportion of no answers in the census data is 3%. 
model without the data) based on these informative priors are available in the supplemental document.

The reason another/other $\beta$ values are subtracted for the mean of all but the prior for $\beta_0$ in equation 3 is algebraic. Equation 1 implies:

$$\pi_i = \begin{cases} 
\beta_0 & \text{if } LowUncert_i = 0 \text{ and } Bayes_i = 0, \\
\beta_0 + \beta_1 & \text{if } LowUncert_i = 1 \text{ and } Bayes_i = 0, \\
\beta_0 + \beta_2 & \text{if } LowUncert_i = 0 \text{ and } Bayes_i = 1, \\
\beta_0 + \beta_1 + \beta_2 + \beta_3 & \text{if } LowUncert_i = 1 \text{ and } Bayes_i = 1.
\end{cases}$$  (4)

Since $\pi$ is the log odds of participants deciding to introduce the new bus line, then a value for a particular $\beta_j$ is $\pi$ minus all the remaining terms. For example, for the Bayesian low-uncertainty case (i.e., $LowUncert_i = 1 \& Bayes_i = 1$), $\beta_3 = \pi_i - \beta_0 - \beta_1 - \beta_2$.

The rationale for choosing the above values for the logit functions is as follows. To avoid confusion, hereafter I use “likelihood” to denote the probability of the outcome variable taking a value of one, while “probability” to refer to the probability that a causal factor has an effect on the outcome.

logit(0.07) is used for the mean of the prior for $\beta_0$, as I assume even those who are concerned with traffic jams would interpret statistical insignificance as evidence for the absence of the effect. The number, .07, is the proportion of bus, minibus, and coach users in the census data; I assume they might be most interested in the effect of the new bus line from their direct experience of using buses, regardless of its effect being certain or uncertain. However, as I am not confident of this reasoning, I put a large standard deviation of 1.5 for this prior. This makes the prior predicted likelihood of participants deciding to introduce the new bus line vary between 0.004 and 0.6 within +/- two standard deviations. Thus, the prior is only weakly informative.

I have stronger priors for the remaining $\beta$s. For $\beta_1$, the likelihood of 0.76 is chosen, as I assume that almost all of those who are concerned with traffic jams will decide to introduce the new bus line, given the statistical significance of the effect. A standard deviation of 0.25 then allows the prior predicted likelihood of participants deciding to do so to vary between 0.66 and 0.84 within +/- two standard deviations.

For $\beta_2$, the likelihood of 0.76 is multiplied by 0.50, which results in a likelihood of 0.38. In other words, I assume that a half of those who are concerned with traffic jams will be risk-tolerant enough or have preference great enough to decide to introduce the new bus line, even if the probability they are informed of in the vignette is the relatively low 68%. A standard deviation of 0.25 then allows the prior predicted likelihood of participants deciding to do so to vary between 0.27 and 0.50 within +/- two standard deviations.

Finally, for $\beta_3$, the probability of 0.76 is multiplied by 0.95, which results in a likelihood of 0.72. In other words, I expect that most of those who are concerned with traffic jams will decide to introduce the new bus line when the probability they are informed of in the vignette is the near certainty of 95%. A standard deviation of 0.25 then allows the prior predicted likelihood of participants deciding to do so to vary between 0.61 and 0.81 within +/- two standard deviations.

The quantity of interest is:

$$DD = \{ (\beta_0 + \beta_1) - \beta_0 \} - \{ (\beta_0 + \beta_1 + \beta_2 + \beta_3) - (\beta_0 + \beta_2) \},$$  (5)
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where $DD$ stands for the difference in the differences between the groups under the significance framework and those under the Bayesian framework. If the significance framework makes participants less able to see the continuous nature of uncertainty than the Bayesian framework, $DD$ should be a positive value. I estimate the posterior predicted values of $DD$ based on posterior samples from the Bayesian logistic regression.

4 Results

The $\hat{R}$ was approximately 1.00 for every estimated parameter, suggesting the models did not fail to converge. The effective sample size exceeded at least 32,000 for every estimated parameter. The posterior predictive checks imply the models fit data well (see the supplemental document). The posteriors of the log odds ratio coefficients are available in the supplemental document.

The posterior predicted values of the difference in the differences is plotted in Figure 1, for each of the models with/without the control variables and with the weakly informative priors or the informative priors. It is clear from the plots that in every model all predicted values are positive. The variance is much smaller when the informative priors are used than when the weakly informative priors are used; there is no clear difference between the models with and without the control variables given the same set of priors.

Figure 2 presents the probability that the difference in the differences has at least a certain size, based on a complementary cumulative distribution function (Suzuki 2022). When the weakly informative priors are used, the difference in the differences is near 100% probable to be at least 0.15. In other words, it is near 100% probable, given the data and model assumptions, that the difference in the likelihood of participants accepting the bus line is 0.15 points greater when they are under the significance framework than under the Bayesian framework. When the informative priors are used, the effect size is larger. It is near 100% probable, given the data and model assumptions, that the difference in the likelihood of participants accepting the bus line is 0.40 points greater when they are under the significance framework than under the Bayesian framework.

These results suggest, as expected, that the significance framework of uncertainty results in a greater difference between the lower-uncertainty and higher-uncertainty treatments in the likelihood of accepting the proposed bus line, than the Bayesian framework. Recall that the p-value and the Bayesian probability per degree of uncertainty (lower vs. higher) were defined so that they mathematically corresponded to each other. This suggest that the difference must be driven by the different theoretical framing of these mathematically corresponding quantities. Under their lower-uncertainty scenarios, both frameworks produce the posterior predictions of similarly high predicted likelihood of participants choosing to adopt the policy (see section 7 in the supplemental documents for the plots). This implies the significance framework was prone to leading the par-

---

7To be clear, the difference in the differences here has nothing to do with the so-called difference-in-differences estimator for panel data.

8Where the demographic covariates are included in the regression model, I take the average over all $\log \pi_i$. The data visualization was done by the ggplot2 package (Wickham 2016).

9The data visualization was done by the ggplot2 package (Wickham 2016). One puzzling finding is that the proportion of those deciding to adopt the policy was larger in the group shown lower uncertainty under the Bayesian framework than in the group shown lower uncertainty under the significance framework (0.91 against 0.82). It is unclear exactly why, apart from a random chance. Future research could try to replicate this finding. This point, however, does not affect the main conclusion that the Bayesian framework enabled participants
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![Figure 1: Posterior predicted values of the difference in the differences.](image)

It might be argued that actually the significance framework enabled participants to see the continuous nature of uncertainty more clearly than the Bayesian framework. However, such an argument is inconsistent with the existing behavioral literature that has found that a continuous, numerical probability scale enables people to see and use the measure of uncertainty more accurately than a discrete, verbal scale (e.g., Mandel and Irwin 2021; McShane and Gal 2016, 2017; Mislavsky and Gaertig 2021; Friedman et al. 2018).

In addition, my data are more consistent with the idea that the Bayesian framework enabled participants to see the continuous nature of uncertainty more clearly. Recall my reasoning for the informative priors. I a priori expected the mean likelihood of 0.76 under the lower-uncertainty scenario of the significance framework, 0.07 under the higher-uncertainty scenario of the significance framework, 0.72 = 0.76 × 0.95 under the lower-uncertainty scenario of the Bayesian framework, and 0.38 = 0.76 × 0.50 under the higher-
uncertainty scenario of the Bayesian framework. The actual observed mean likelihood (i.e., the proportion of the “Yes” answers to the sum of “Yes” and “No” answers to the outcome question per treatment group) is $0.82 = 101/(101 + 22)$, $0.39 = 48/(48 + 74)$, $0.91 = 116/(116 + 12)$, and $0.83 = 120/(120 + 24)$, respectively. This means that my prior reasoning for the proportion of “Yes” was an underestimate in every group. It might be because those commuters who are not affected by traffic jams were still interested in reducing them, for example, for economic or environmental reasons, and/or because a greater proportion of those who are affected by traffic jams were risk-acceptant people than the initially assumed $0.50$.

Regardless of the reasons why my \textit{a priori} expectations were underestimates, what is informative here is that the degree of my underestimation is much greater in the groups under the higher-uncertainty scenarios than in the groups under the lower-uncertainty scenarios. The observed mean likelihood minus my \textit{a priori} estimated mean likelihood is $0.06$ under the lower-uncertainty scenario of the significance framework, $0.32$ under the higher-uncertainty scenario of the significance framework, $0.18$ under the lower-uncertainty scenario of the Bayesian framework, and $0.45$ under the higher-uncertainty scenario of the
Bayesian framework. This suggests there were more participants than I expected a priori who valued the importance of the new bus line and a reduction in traffic jams, so much that they were risk-acceptant enough to adopt the policy, even under the higher-uncertainty conditions. If so, the expected proportion of “Yes” in the higher-uncertainty group should be significantly greater, than my originally expected proportion of 0.38 (which is the percentage of people who should be concerned with traffic jams, 0.76, times my original expectation of the percentage of the people who are risk-acceptant enough to adopt the policy under the higher-uncertainty scenario, 0.50).

This is the case only under the higher-uncertainty scenario of the Bayesian framework (0.83) and not under the higher-uncertainty scenario of the significance framework (0.39). This implies that although participants were risk-acceptant enough to adopt the policy even under the higher level of uncertainty, the information of higher-uncertainty under the significance framework discouraged them from doing so. Put differently, the finding suggests that participants told about statistical insignificance were more likely to see it as evidence for the null effect. For these reasons, I infer that the significance framework was less likely to enable the participants to see the continuous nature of uncertainty, than the Bayesian framework.

In the supplemental document, I also present the results from models using gender, age groups, a university degree, or the previous experience of statistics as an effect modifier. This is an exploratory analysis because I did not theorize or plan it at the pre-registration stage but realized it might be informative for future research. The detailed description of the results are available in the supplemental document. To summarize them, there is modest evidence that those who are female, 45+ years old, and have a university degree, on average, exhibited a greater difference in adopting or not adopting the policy under the significance framework than under the Bayesian framework. One possible explanation is that these participants were more risk-averse.

Meanwhile, I found there was very weak evidence that those who previously did NOT study or use statistics, on average, exhibited a greater difference in adopting or not adopting the policy under the significance framework than under the Bayesian framework. This finding contrasts with the finding in McShane and Gal (2016) that, when experiment participants were asked to describe (rather than make inference over) a difference in life expectancy between two different treatment groups, statistically untrained undergraduate students were on average unaffected by the threshold of a p-value of 5%. This difference might be attributable to whether or not participants received an explanation about a p-value and the conventional threshold of p < 5% for statistical significance. In McShane and Gal (2016), the participants did not, while in my experiment the participants did receive a brief explanation of these. It might be the case that once statistically untrained people are informed about the convention of statistical significance, they are at least as prone to see statistical significance as evidence for an effect and statistical insignificance as evidence for the lack of an effect, as those who are statistically trained. And if some of statistically trained people knew the controversy over p-values, statistically trained people might, on average, be less prone to such a tendency than statistically untrained people who would have been informed only about the convention of statistical significance.
5 Conclusion

Using an original survey experiment, this article has examined which type of statistical uncertainty – statistical (in)significance with a \( p \)-value, or a Bayesian probability – helps people see the continuous nature of uncertainty and make a policy decision accordingly. The participants read a hypothetical policymaking situation to decide whether to introduce a new bus line to reduce traffic jams, given its cost, effect size, and uncertainty level.

I used the following four treatments: statistical significance with a \( p \)-value of 2%, statistical insignificance with a \( p \)-value of 25%, a 95% Bayesian probability, and a 68% Bayesian probability. These uncertainty quantities were defined so that they mathematically corresponded to each other per degree of uncertainty (lower vs. higher). If the participants had been able to see the continuous nature of uncertainty, we should have observed little difference between the significance framework and the Bayesian framework, with respect to the difference between the lower-uncertainty and higher-uncertainty treatments in the likelihood of participants deciding to introduce the new bus line. It turned out that this was not the case. The significance framework resulted in a greater difference between the lower-uncertainty and higher-uncertainty scenarios, than the Bayesian framework. Overall, the findings suggest the Bayesian framework was more likely to enable the participants to see the continuous nature of uncertainty than the significance framework.

The results of this article suggest that presenting a Bayesian probability is a more effective way to communicate the continuous measure of uncertainty over whether a policy achieves a desirable outcome, for evidence-based policymaking. Just presenting an actual \( p \)-value alongside statistical (in)significance does not seem to remedy people’s tendency to deterministically think statistical significance means evidence for an effect while statistical insignificance means evidence for the lack of an effect, if those who receive the information know, or are told about, the convention of statistical significance.

Future research might examine whether presenting only a \( p \)-value will produce the same outcomes as when a Bayesian probability is used. Another point for future research is whether a Bayesian probability will also fail to enable people to see the continuous nature of uncertainty, if it is used together with statistical significance (e.g., a 95% probability used as a threshold for statistical significance). Although the dichotomy of statistical significance vs. insignificance is dominant in applied research using statistics, this article suggests that it may hinder the appreciation of the continuous nature of uncertainty not only among researchers but also among the public.
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Supplemental Materials

The supplemental document and the replication package are available on my website at [https://akisatosuzuki.github.io](https://akisatosuzuki.github.io).
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