A globally convergent method to accelerate large-scale optimization using on-the-fly model hyperreduction: application to shape optimization

Tianshu Wen\textsuperscript{a,1}, Matthew J. Zahr\textsuperscript{a,2,*}

\textsuperscript{a}Department of Aerospace and Mechanical Engineering, University of Notre Dame, Notre Dame, IN 46556, United States

Abstract

We present a numerical method to efficiently solve optimization problems governed by large-scale nonlinear systems of equations, including discretized partial differential equations, using projection-based reduced-order models accelerated with hyperreduction (empirical quadrature) and embedded in a trust-region framework that guarantees global convergence. The proposed framework constructs a hyperreduced model on-the-fly during the solution of the optimization problem, which completely avoids an offline training phase. This ensures all snapshot information is collected along the optimization trajectory, which avoids wasting samples in remote regions of the parameters space that are never visited, and inherently avoids the curse of dimensionality of sampling in a high-dimensional parameter space. At each iteration of the proposed algorithm, a reduced basis and empirical quadrature weights are constructed precisely to ensure the global convergence criteria of the trust-region method are satisfied, ensuring global convergence to a local minimum of the original ( unreduced) problem. Numerical experiments are performed on two fluid shape optimization problems to verify the global convergence of the method and demonstrate its computational efficiency; speedups over $18 \times$ (accounting for all computational cost, even cost that is traditionally considered “offline” such as snapshot collection and data compression) relative to standard optimization approaches that do not leverage model reduction are shown.

Keywords: PDE-constrained optimization, reduced-order model, hyperreduction, shape optimization, reduced mesh motion, trust-region method, on-the-fly sampling

1. Introduction

Optimization problems, particularly those constrained by partial differential equations (PDEs), arise in almost every branch of engineering and science. However, they can be computationally expensive to solve because they require numerous queries to the underlying model simulation, which can be demanding in many applications, particularly those involving fluid flows. To circumvent the computational cost of optimization problems constrained by PDE simulations, a slew of surrogate-based approaches have been developed whereby the expensive simulation is replaced with an inexpensive approximation model. The work by Alexandrov [2, 3] provides a practical and rigorous framework for leveraging surrogate models to accelerate optimization problems to ensure convergence to a local optimum. Surrogate models used to accelerate optimization problems come in many forms, e.g., adaptive spatial discretizations [52], partially converged solutions [20, 48], response surfaces [21], projection-based reduced-order models (ROM) [5, 32, 50, 49, 45, 22], and deep learning [40, 28], to name a few. In this work, we focus solely on projection-based model reduction surrogates.

For nonlinear problems, it is well-known that projection to a lower dimensional space is not sufficient to realize computational efficiency because there is no opportunity to precompute the expensive projection or assembly operations. To circumvent this bottleneck, numerous hyperreduction techniques have been developed [7, 11, 18, 43] to specifically address the cost of evaluating nonlinear terms, usually through...
empirical interpolation or empirical quadrature. While many of these methods have proven successful, we focus on the empirical quadrature procedure (EQP) because it has proven effective for finite-element-based methods and provides direct control of the output error [43]. This method restores computational efficiency by only requiring assembly over a small portion of the mesh, determined by a highly sparse vector of element weights computed as the solution of an optimization problem. In this work, we aim to leverage hyperreduced models to accelerate optimization problems.

There are two primary approaches to accelerate optimization problems using ROMs: (i) offline/online approaches and (ii) on-the-fly approaches. In the offline/online approaches [26, 29, 34], a ROM is constructed in an offline phase by sampling the parameter space, e.g., using a greedy method, and in the online phase it is used to solve one or more optimization problems. This approach tends to be the most popular as it allows much of the existing projection-based model reduction infrastructure to be re-used, and as such they have been used in numerous settings including shape optimization [26, 29], reservoir optimization [41], and data assimilation [38], to name a few. Several hyperreduction approaches have been embedded in this offline/online framework to accelerate optimization problems with nonlinear PDE constraints, including the Discrete Empirical Interpolation Method (DEIM) [4, 38, 42, 17, 12], piecewise quadratic approximations [41], the Energy Conserving Sampling and Weighting (ECSW) method [36], and Koopman-based methods [33]. However, because a single ROM is built in the offline phase that will be used throughout the optimization trajectory, it must be accurate in all regions of the parameter space the optimization solver may visit. This requires training in a potentially high-dimensional parameter space, which suffers from the curse of dimensionality and will likely lead to unnecessary samples if certain regions of the parameter space are not visited during the optimization iterations. There has been promising work that aims to overcome the curse of dimensionality in training these models using active manifolds [8]. For special classes of optimization problems, these offline/online methods can be shown to deliver accurate approximations to the optimal solution [14], although there are no guarantees for general problems.

On the other hand, on-the-fly approaches [5, 47, 1, 50, 48, 32, 49, 45, 23, 6] have no training phases because they build up a ROM during the optimization procedure. They often yield more modest speedups because they account for all cost, including the cost of training simulations and basis construction, but can ensure convergence to a critical point of the original (unreduced) optimization problem [48, 32, 45, 6]. These methods are becoming increasingly popular as they have now been developed for optimization under uncertainty [49], topology optimization [45], multiobjective optimization [6], oil reservoir optimization [39], shape optimization [50, 48, 30], multiscale parameter estimation [24], and general linear PDE-constrained optimization [47, 32]. Most of these methods either address linear problems [47, 32, 45] or do not incorporate hyperreduction [50, 49]. The work that does directly address nonlinear problems and incorporate model hyperreduction [39, 37, 30] are not currently equipped with global convergence theory.

The main contribution of this work is a new surrogate-based optimization method that embeds projection-based hyperreduced (EQP) models in a globally convergent trust-region method that allows for models with inexact gradients and asymptotic error bounds [25]. Our method constructs a hyperreduced model on-the-fly at each trust-region center and uses it as the trust-region approximation model, which can be rapidly queried many times to solve the trust-region subproblem and advance toward the optimal solution. This completely avoids an offline training phase and ensures all snapshot information is collected along the optimization trajectory as opposed to remote regions of the parameter space that are never visited. An on-the-fly approach also circumvents the curse of dimensionality that comes from trying to sample a high-dimensional parameter space, (we consider problems with up to 18 shape parameters in this work).

In the proposed approach, at each trust-region center, a reduced basis and empirical quadrature weights are constructed to ensure global convergence of the method. To accomplish this, the EQP method in [43, 46] was enhanced with optimization-based constraints, e.g., on the adjoint residual, quantity of interest, and gradient reconstruction, and the tolerance associated with each constraint is automatically chosen based on the trust-region convergence criteria. Global convergence to a local solution of the original (unreduced) optimization problem is guaranteed under regularity and boundedness assumptions on various system operators and quantities of interest. Lastly, because our primary interest is shape optimization, we introduce an approach for efficient physics-based mesh motion (e.g., linear elasticity or spring analogy) in the model reduction setting as an alternative to volumetric shape parametrization [29]. Global convergence of the method is verified for two shape optimization problems, and speedup up over 18× is demonstrated relative to standard optimization approaches when accounting for all sources of computational cost. The four main
The contributions of this work are summarized as:

(i) an empirical quadrature procedure with additional constraints tailored to the optimization setting,

(ii) an approach to accelerate physics-based mesh motion (e.g., linear elasticity, spring systems) using linear model reduction,

(iii) a trust-region method with hyperreduced approximation models (EQP/TR), and

(iv) global convergence theory for the proposed EQP/TR method.

The remainder of this paper is organized as follows. Section 2 introduces the governing nonlinear system, quantity of interest, an associated optimization problem, and their specialization to the case of PDE-based shape optimization. Section 3 introduces projection-based model reduction and hyperreduction based on empirical quadrature, including the proposed optimization-based EQP constraints and relevant error estimates. Section 4 provides a brief overview of the trust-region method of [25] that uses inexact gradient evaluations and asymptotic error bounds, and subsequently introduces the proposed EQP/TR method and establishes its global convergence. Finally, Section 5 presents verifies global convergence of the method and demonstrates its computational efficiency.

2. Problem formulation

In this section, we formulate the governing high-dimensional optimization problem that we aim to accelerate using model hyperreduction in later sections. We consider general optimization problems constrained by a large-scale nonlinear system of equations, although our primary interest is fully discrete PDE-constrained optimization. To this end, we introduce the governing equations (Section 2.1), quantities of interest that will be the optimization objective (Section 2.2), the complete optimization formulation including the adjoint optimization. To this end, we introduce the governing equations (Section 2.1), quantities of interest that will be the optimization objective (Section 2.2), the complete optimization formulation including the adjoint method to compute gradients (Section 2.3), and the specialization of the framework to shape optimization (Section 2.4).

2.1. Governing equations

We consider a parametrized, large-scale system of nonlinear equations that we will refer to as the high-dimensional model (HDM): given a collection of system parameters \( \mu \in \mathcal{D} \subset \mathbb{R}^{N_{\mu}} \), find \( u^* \in \mathbb{R}^{N_u} \) such that

\[
r(u^*, \mu) = 0,
\]

where \( u^* \) is the primal solution implicitly defined as the solution of (1) and \( r : \mathbb{R}^{N_u} \times \mathcal{D} \rightarrow \mathbb{R}^{N_u} \) with \( r : (u, \mu) \mapsto r(u, \mu) \) denotes the residual. We assume that for every \( \mu \in \mathcal{D} \), there exists a unique primal solution \( u^* = u^*(\mu) \) satisfying (1) and that the implicit map \( \mu \mapsto u^*(\mu) \) is continuously differentiable. In most practical applications, the dimension \( N_u \) is large, which causes (1) to be computationally expensive to solve. We focus on the case where the residual arises from the high-fidelity discretization of a parametrized, partial differential equation (PDE), although the developments in this work generalize to naturally discrete systems. Furthermore, we assume the system \( (\Omega) \) is comprised on \( N_e \) elements \( (\Omega_e) \), i.e., \( \Omega = \bigcup_{e=1}^{N_e} \Omega_e \), and the residual can be written as an assembly of element residuals

\[
r(u, \mu) = \sum_{e=1}^{N_e} P_e r_e(u_e, u'_e, \mu),
\]

where \( r_e : \mathbb{R}^{N_u} \times \mathbb{R}^{N_u'} \times \mathcal{D} \rightarrow \mathbb{R}^{N_u} \) with \( r_e : (u_e, u'_e, \mu) \mapsto r_e(u_e, u'_e, \mu) \) is the residual contribution of element \( e \), \( u_e \in \mathbb{R}^{N_u} \) are the DoFs associated with element \( e \), \( u'_e \in \mathbb{R}^{N_u'} \) are the DoFs associated with elements neighboring element \( e \) (if applicable), and \( P_e \in \mathbb{R}^{N_u \times N_u'} \) is the assembly operator that maps element DoFs for element \( e \) to global DoFs. Furthermore, the element and global DoFs are related via assembly operators \( u_e = P_e^T u \) and \( u'_e = (P'_e)^T u \), where \( P'_e \in \mathbb{R}^{N_u \times N_u'} \) is an assembly operator that maps element DoFs from neighbors of element \( e \) to the corresponding global DoFs. This structure will be used to facilitate hyperreduction of the nonlinear system of equations.
Remark 1. In the PDE setting, we consider two concrete examples of the framework introduced in this section. Because any of the quantities at the continuous level can depend on the parameter vector \( \boldsymbol{\mu} \), e.g., the flux function, source term, or PDE domain, we only include the parameter vector once the continuous terms are converted to their discrete, algebraic forms for brevity.

- Consider the system of \( m \) static inviscid conservation laws on a domain \( \Omega \subset \mathbb{R}^d \) subject to appropriate boundary conditions

\[
\nabla \cdot F(u) = S(u) \quad \text{in} \quad \Omega \tag{3}
\]

where \( u : \Omega \to \mathbb{R}^m \) is the solution of the conservation laws, \( F : \mathbb{R}^m \to \mathbb{R}^{m \times d} \) is the flux function, \( S : \mathbb{R}^m \to \mathbb{R}^m \) is the source term, \( \nabla \) is the gradient operator, and \( \partial \Omega \) is the boundary of the domain with outward unit normal \( n : \partial \Omega \to \mathbb{R}^d \). Let \( E_h \) be a mesh of \( \Omega \), i.e., a collection of non-overlapping, potentially curved elements that cover \( \Omega \) for any \( K \in E_h \), where \( |E_h| = N_e \). Furthermore, we assume the elements are ordered, i.e., \( E_h = \{ \Omega_1, \Omega_2, \ldots, \Omega_{N_e} \} \). Then, we apply a discontinuous Galerkin discretization to (3) to yield the Galerkin form: find \( u_h \in \mathcal{V}_h \) such that

\[
r_c : (\psi_h, u_h) \mapsto \int_{\partial \Omega_e} \psi_h \cdot \mathcal{H}(\nabla u_h, u_h, n_h) \, dS - \int_{\Omega_e} F(u_h) : \nabla \psi_h \, dV - \int_{\Omega_e} \psi_h \cdot S(u_h) \, dV = 0 \tag{4}
\]

holds for all \( \psi_h \in \mathcal{V}_h^e \) and \( e = 1, \ldots, N_e \), where \( \mathcal{V}_h^e \subset \mathcal{P}^p(\Omega_e) \) is a polynomial space over \( \Omega_e \) of degree \( p \), \( \mathcal{V}_h = \bigoplus_{e=1}^{N_e} \mathcal{V}_h^e \subset L^2(\Omega) \) is the global trial/test Hilbert space (piecewise polynomial), \( \mathcal{H} : \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^d \to \mathbb{R}^m \) is the numerical flux function, and \( w_h^e \) (\( w_h^0 \)) denotes the interior (exterior) trace of \( w_h \in \mathcal{V}_h \) to element \( \Omega_e \). The global Galerkin form is defined by summing all element residuals

\[
r : (\psi_h, u_h) \mapsto \sum_{e=1}^{N_e} r_e(\psi_h|_{\Omega_e}, u_h) = 0, \tag{5}
\]

for all \( \psi_h \in \mathcal{V}_h \). Next, we select a basis for the local function space \( \langle \mathcal{V}_h^e \rangle \) to reduce the element Galerkin form \( (r_e) \) to algebraic form \( r_e(u_e, u_e', \mu) \), where \( u_e \in \mathbb{R}^{N_u} \) are the DoFs of \( u_h \) associated with element \( \Omega_e \) and \( u_e' \in \mathbb{R}^{N_u'} \) are the DoFs of \( u_h \) associated to all elements of \( E_h \) that share a face with \( \Omega_e \). In the DG setting, the global solution vector \( u \) (DoFs of \( u_h \)) and residual function \( r \) (algebraic form of \( r \)) are simply the concatenation of all element contributions, i.e.,

\[
u = (u_1, u_2, \ldots, u_{N_e}), \quad r(u, \mu) = (r_1(u_1, u_1', \mu), r_2(u_2, u_2', \mu), \ldots, r_{N_e}(u_{N_e}, u_{N_e}', \mu)). \tag{6}
\]

- Next, we consider a system of \( m \) static viscous conservation laws on a domain \( \Omega \subset \mathbb{R}^d \) subject to appropriate boundary conditions

\[
\nabla \cdot F(u, \nabla u) = S(u, \nabla u) \quad \text{in} \quad \Omega, \tag{7}
\]

where all terms are identical to those in (3) except the flux function \( F : \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^{m \times d} \) and source term \( S : \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) also depends on the gradient \( \nabla u \). Using the mesh described above with ordered elements, we apply a continuous Galerkin discretization to yield the Galerkin form: find \( u_h \in \mathcal{V}_h \) such that

\[
r : (\psi_h, u_h) \mapsto \int_{\partial \Omega} \psi_h \cdot F_p(u_h, \nabla u_h, n_h) \, dS - \int_{\Omega} F(u_h, \nabla u_h) : \nabla \psi_h \, dV - \int_{\Omega} \psi_h \cdot S(u_h, \nabla u_h) \, dV = 0 \tag{8}
\]

holds for all \( \psi_h \in \mathcal{V}_h \), where \( \mathcal{V}_h \subset H^1(\Omega) \) is the trial Hilbert space (continuous, piecewise polynomial) and \( F_p : \mathbb{R}^m \times \mathbb{R}^{m \times d} \times \mathbb{R}^d \to \mathbb{R}^m \) is the boundary condition flux. The residual \( (r) \) in (8) can be split into element contributions as

\[
r(\psi_h, u_h) = \sum_{e=1}^{N_e} r_e(\psi_h, u_h), \tag{9}
\]
where the element contributions are defined by leveraging the additive property of integration

\[
\begin{align*}
    r_e : (\psi_h, u_h) &\mapsto \int_{\Omega_e \cap \partial \Omega} \psi_h \cdot F_e(u_h, \nabla u_h, n_h) \, dS - \int_{\Omega_e} F(u_h, \nabla u_h) : \nabla \psi_h \, dV - \int_{\Omega_e} \psi_h \cdot S(u_h, \nabla u_h) \, dV.
\end{align*}
\]

Next, we select a basis for the Hilbert space \((V_h)\) to reduce the global residual \((r)\) in (8) to an algebraic system of nonlinear equations \(r (u, \mu) = 0\), where \(u \in \mathbb{R}^{N_u}\) are the global DoFs of \(u_h\). Similarly, the element residual \((r_e)\) in (10) reduces to an algebraic function \(r_e(u_e, \mu)\), where \(u_e \in \mathbb{R}^{N_u}\) are the DoFs of \(u_h\) associated with element \(\Omega_e\). Unlike the DG setting, the element residual solely depends on its own DoFs, i.e., \(u'_e = \emptyset\), because DoFs at the intersection of elements are shared. In this setting, assembling the local DoFs or residuals into global vectors is a true assembly operation.

There are many other examples of PDE discretizations that fit the setting outlined in this section, including cell-centered finite volume and other finite-element-based discretizations, as well as naturally discrete systems (e.g., direct stiffness analysis of trusses).

2.2. Quantities of interest

Next, we introduce a quantity of interest (QoI), \(j : \mathbb{R}^{N_u} \times D \rightarrow \mathbb{R}\), that maps the state vector \(u\) and parameter configuration \(\mu\) into a scalar as \(j : (u, \mu) \rightarrow j(u, \mu)\). Similar to the residual, we assume the QoI can be written as a summation of element contributions

\[
    j(u, \mu) = \sum_{e} j_e(u_e, \mu),
\]

where \(j_e : (u_e, \mu) \rightarrow j_e(u_e, \mu)\) with \(j_e : \mathbb{R}^{N_u} \times D \rightarrow \mathbb{R}\) is the element contribution of element \(e\) to the QoI.

**Remark 2.** In the PDE setting, quantities of interest are usually integrated quantities over the volume or boundary. For generality, we consider a single integrated quantity with a volume and boundary term

\[
    q : u \mapsto \int_{\Omega} q_v(u, \nabla u) \, dV + \int_{\partial \Omega} q_b(u, \nabla u, n) \, dS,
\]

where \(q_v\) is the volumetric integrand and \(q_b\) is the boundary integrand. For consistency with Remark 1, we omit the dependence on the parameters \(\mu\) at the continuous level. Assuming the PDE discretization is a finite element method, it is natural to use the same approximations for the quantity of interest for a consistent discretization [51], which leads to the discretized quantity of interest \(q_h : V_h \rightarrow \mathbb{R}\) with

\[
    q_h : u_h \rightarrow \int_{\Omega_h} q_v(u_h, \nabla u_h) \, dV + \int_{\partial \Omega_e} q_b(u_h, \nabla u_h, n_e) \, dS.
\]

From this, we define the element contribution to \(q_h\) as \(q^e_h : V^e_h \rightarrow \mathbb{R}\) with

\[
    q^e_h : u_h \rightarrow \int_{\Omega_e} q_v(u_h, \nabla u_h) \, dV + \int_{\partial \Omega_e} q_b(u_h, \nabla u_h, n_e) \, dS,
\]

which relates to the complete quantity of interest as

\[
    q_h = \sum_{e=1}^{N_e} q^e_h.
\]

By introducing a basis for the local function space \(V^e_h\) as in Remark 1, the continuous QoI \((q^e_h)\) becomes an algebraic expression \(j_e(u_e, \mu)\), where \(u_e \in \mathbb{R}^{N_u}\) are the DoFs of \(u_h\) associated with element \(\Omega_e\). The element contributions \((j_e)\) are summed over all elements in the mesh to yield the complete QoI \((j)\) in (11).
2.3. Optimization formulation

Finally, we pose the central constrained optimization problem considered in this work

\[
\begin{align*}
\text{minimize} & \quad j(u, \mu) \\
\text{subject to} & \quad r(u, \mu) = 0.
\end{align*}
\] (16)

In the setting where the residual corresponds to a PDE discretization, this is a discrete PDE-constrained optimization problem (discretize-then-optimize). We reduce this to an unconstrained problem by restricting the QoI to the solution manifold, i.e., define \( f: \mathcal{D} \to \mathbb{R} \) such that

\[
\begin{align*}
f: \mu \mapsto j(u^*(\mu), \mu),
\end{align*}
\] (17)

which leads to the following reduced space optimization problem

\[
\begin{align*}
\text{minimize} & \quad f(\mu).
\end{align*}
\] (18)

Because the solution of (18) requires potentially many queries to the large-scale HDM, it can be prohibitively expensive to compute. The main contribution of this work is a procedure to accelerate this using model hyperreduction (Section 3-4).

We use the adjoint method to compute the gradient of the QoI because the parameter-space dimension \( N_\mu \) is potentially large. The HDM adjoint problem is: given \( \mu \in \mathcal{D} \) and the corresponding primal solution \( u^* \in \mathbb{R}^{N_u} \) satisfying (1), find the adjoint solution \( \lambda^* \in \mathbb{R}^{N_\lambda} \) satisfying

\[
\begin{align*}
r^\lambda(u^*, \mu) = 0,
\end{align*}
\] (19)

where the adjoint residual, \( r^\lambda: \mathbb{R}^{N_u} \times \mathbb{R}^{N_u} \times \mathcal{D} \to \mathbb{R}^{N_u} \), is defined as

\[
\begin{align*}
r^\lambda: (\lambda, u, \mu) \mapsto \frac{\partial r}{\partial u}(u, \mu)^T \lambda - \frac{\partial j}{\partial u}(u, \mu)^T.
\end{align*}
\] (20)

Assuming the residual Jacobian is well-defined and invertible for every \((u^*(\mu), \mu)\) pair with \( \mu \in \mathcal{D} \), then there exists a unique adjoint solution

\[
\begin{align*}
\lambda^*(\mu) = \frac{\partial r}{\partial u}(u^*(\mu), \mu)^{-T} \frac{\partial j}{\partial u}(u^*(\mu), \mu)^T.
\end{align*}
\] (21)

making the implicit map \( \mu \mapsto \lambda^*(\mu) \) well-defined for all \( \mu \in \mathcal{D} \). From the primal-adjoint pair \((u^*(\mu), \lambda^*)\) satisfying (1) and (19), the gradient of the reduced QoI \( f(\mu) \), \( \nabla f: \mathcal{D} \to \mathbb{R}^{N_\mu} \), is computed as

\[
\begin{align*}
\nabla f: \mu \mapsto g^\lambda(\lambda^*(\mu), u^*(\mu), \mu)^T = \frac{\partial j}{\partial \mu}(u^*(\mu), \mu)^T - \frac{\partial r}{\partial \mu}(u^*(\mu), \mu)^T \lambda^*(\mu),
\end{align*}
\] (22)

where the operator that reconstructs the gradient from the adjoint solution, \( g^\lambda: \mathbb{R}^{N_u} \times \mathbb{R}^{N_\lambda} \times \mathcal{D} \to \mathbb{R}^{1 \times N_\mu} \), is

\[
\begin{align*}
g^\lambda: (\lambda, u, \mu) \mapsto \frac{\partial j}{\partial \mu}(u, \mu) - \lambda^T \frac{\partial r}{\partial \mu}(u, \mu).
\end{align*}
\] (23)

From the unassembled form of both the residual function (2) and QoI (11), the adjoint residual and QoI gradient function can be written in unassembled form as

\[
\begin{align*}
g^\lambda(\lambda, u, \mu) &= \sum_{e=1}^{N_e} \left[ \frac{\partial j_e}{\partial \mu}(u_e, \mu) - \lambda^T_e \frac{\partial r_e}{\partial \mu}(u_e, u_e', \mu) \right], \\
r^\lambda(\lambda, u, \mu) &= \sum_{e=1}^{N_e} \left[ -P_e \frac{\partial j_e}{\partial u_e}(u_e, \mu)^T + P_e \frac{\partial r_e}{\partial u_e}(u_e, u_e', \mu)^T \lambda_e + P_e' \frac{\partial r_e}{\partial u_e}(u_e, u_e', \mu)^T \lambda_e \right],
\end{align*}
\] (24)

where \( \lambda_e = P_e^T \lambda \). The unassembled form will be used to construct optimization-informed hyperreduced
models in the next section.

We close this section by introducing sensitivity analysis terms that mirror the adjoint terms above. The HDM sensitivity problem is: given \( \mu \in \mathcal{D} \) and the corresponding primal solution \( \mathbf{u}^* \in \mathbb{R}^{N_u} \) satisfying (1), find the sensitivity solution \( \hat{\mathbf{e}}_\mu \mathbf{u}^* \in \mathbb{R}^{N_u \times N_\mu} \) satisfying

\[
\mathbf{r}^\delta(\hat{\mathbf{e}}_\mu \mathbf{u}^*, \mathbf{u}^*, \mu) = 0, \tag{25}
\]

where the sensitivity residual, \( \mathbf{r}^\delta : \mathbb{R}^{N_u \times N_\mu} \times \mathbb{R}^{N_u} \times \mathcal{D} \to \mathbb{R}^{N_u \times N_\mu} \), is defined as

\[
\mathbf{r}^\delta : (\mathbf{w}, \mathbf{u}, \mu) \mapsto \frac{\partial \mathbf{r}}{\partial \mathbf{u}}(\mathbf{u}, \mu) \mathbf{w} + \frac{\partial \mathbf{r}}{\partial \mathbf{e}}(\mathbf{u}, \mu). \tag{26}
\]

Assuming the residual Jacobian is well-defined and invertible for every \((\mathbf{u}^*(\mu), \mu)\) pair with \( \mu \in \mathcal{D} \), then there exists a unique sensitivity solution

\[
\hat{\mathbf{e}}_\mu \mathbf{u}^*(\mu) = -\frac{\partial \mathbf{r}}{\partial \mathbf{u}}(\mathbf{u}^*(\mu), \mu)^{-1} \frac{\partial \mathbf{r}}{\partial \mathbf{e}}(\mathbf{u}^*(\mu), \mu). \tag{27}
\]

making the implicit map \( \mu \mapsto \hat{\mathbf{e}}_\mu \mathbf{u}^*(\mu) \) well-defined for all \( \mu \in \mathcal{D} \). From the unassembled form of the residual function (2), the sensitivity residual can be written in unassembled form as

\[
\mathbf{r}^\delta(\mathbf{w}, \mathbf{u}, \mu) = \sum_{e=1}^{N_e} \left[ P_e \frac{\partial \mathbf{r}}{\partial \mathbf{u}_e}(\mathbf{u}_e, \mathbf{u}_e', \mu) \mathbf{w}_e + P_e \frac{\partial \mathbf{r}}{\partial \mathbf{u}_e}(\mathbf{u}_e, \mathbf{u}_e', \mu) \mathbf{w}'_e + P_e \frac{\partial \mathbf{r}}{\partial \mathbf{e}}(\mathbf{u}_e, \mathbf{u}_e', \mu), \right], \tag{28}
\]

where \( \mathbf{w}_e = (\mathbf{P}_e)^T \mathbf{w} \) and \( \mathbf{w}'_e = (\mathbf{P}_e')^T \mathbf{w} \).

**Remark 3.** There are two reasons sensitivity analysis is included in this work. First, the sensitivity method can be used in the place of the adjoint method in the proposed framework to compute gradients if appropriate for a given application (i.e., few parameters). The use of sensitivity information to construct reduced-order models has been shown to lead to more robust, predictive ROMs [48], although this approach is not practical when there are many parameters. Secondly, our numerical experiments (Section 5) found it is beneficial to include reduced sensitivity constraints in the EQP training when the adjoint method is used to compute gradients.

### 2.4. Application: shape optimization

To close this section, we specialize the developments thus far to shape optimization as this will be an emphasis of the numerical experiments (Section 5). Recall the PDE in (3) and (7), and observe that in the discrete setting, the PDE domain \( \Omega \) is approximated using the computational mesh \( \mathcal{E}_h \), which we denote \( \Omega_h := \bigcup_{e=1}^{N_e} \Omega_e \approx \Omega \). Let \( \mathbf{x} \in \mathbb{R}^{N_x} \) denote the coordinates of the nodes associated with the mesh \( \mathcal{E}_h \), which naturally parametrizes the discrete domain as \( \Omega_h = \Omega_h(\mathbf{x}) \). Then the algebraic PDE residual and QoI can be written explicitly in terms of the PDE state and the nodal coordinates of the mesh. Let \( \mathbf{R} : \mathbb{R}^{N_u} \times \mathbb{R}^{N_x} \to \mathbb{R}^{N_u} \) denote the PDE residual and \( J : \mathbb{R}^{N_u} \times \mathbb{R}^{N_x} \to \mathbb{R} \) denote the QoI with

\[
\mathbf{R} : (\mathbf{u}, \mathbf{x}) \mapsto \mathbf{R}(\mathbf{u}, \mathbf{x}), \quad J : (\mathbf{u}, \mathbf{x}) \mapsto J(\mathbf{u}, \mathbf{x}). \tag{29}
\]

In practice, it is rarely convenient to directly use these quantities to pose a shape optimization problem because directly optimizing the nodal coordinates leads to many parameters and is difficult to enforce smoothness of the resulting geometry. In this work, we partition the nodal coordinates as \( \mathbf{x} = (\mathbf{x}_c, \mathbf{x}_e) \), where \( \mathbf{x}_c \in \mathbb{R}^{N_c} \) are the DoFs that will be optimized and \( \mathbf{x}_e \in \mathbb{R}^{N_e} \) are the constrained DoFs that will be determined via linear elasticity (considering the mesh to be a pseudo-structure with displacement-driven deformation) to obtain a well-conditioned mesh [19, 27]. That is, we define the constrained DoFs in terms of the optimized DoFs as

\[
\mathbf{x}_e = -\mathbf{K}_{cc}^{-1} \mathbf{K}_{ce} \mathbf{x}_o \tag{30}
\]

where \( \mathbf{K} \in \mathbb{R}^{N_e \times N_u} \) is the linear elasticity stiffness matrix and \( \mathbf{K}_{cc}, \mathbf{K}_{ce} \) indicate its restriction to the rows corresponding to constrained DoFs and columns corresponding to the constrained and optimized DoFs, respectively.
Next, we parametrize the nodal coordinates by introducing a mapping from the parameter domain

$$\phi : D \rightarrow \mathbb{R}^{N_x}, \quad \mu \mapsto \begin{bmatrix} I \\ -K_{c}\end{bmatrix} \phi_o(\mu),$$  
\hfill (31)

where $\phi_o : D \rightarrow \mathbb{R}^{N_x}$ directly parametrizes the optimized nodal DoFs. Then, for a given $\mu \in \mathbb{R}^{N_x}$, the corresponding nodal coordinates are defined as $x = \phi(\mu)$. In this work, the optimized DoFs correspond to the nodal positions on the surface whose shape is being optimized and the mapping $\phi_o$ is a Bezier parametrization of the nodal coordinates.

From these definitions, we define the $\mu$-parametrized PDE residual ($r$) in (1) and $\mu$-parametrized QoI ($j$) as

$$r(u, \mu) = \mathcal{R}(u, \phi(\mu)), \quad j(u, \mu) = J(u, \phi(\mu)).$$ \hfill (32)

With these definitions, the shape optimization problem exactly fits the form of the optimization (16). The unassembled form of the residual and quantity of interest are

$$r(u, \mu) = \sum_{e=1}^{N_e} R_e(u_e, u_e', \phi_e(\mu)), \quad j(u, \mu) = \sum_{e=1}^{N_e} J_e(u_e, \phi_e(\mu)), \hfill (33)$$

where $R_e : \mathbb{R}^{N_u} \times \mathbb{R}^{N'_u} \times \mathbb{R}^{N_x}$ with $R_e : (u_e, u_e', x_e) \mapsto R_e(u_e, u_e', x_e)$ is the residual contribution of element $e$, $u_e$ and $u_e'$ are defined in Section 2.1, $x_e = Q_e^T x \in \mathbb{R}^{N_x}$ are the mesh coordinate DoFs associated with element $e$, and $\phi_e : D \rightarrow \mathbb{R}^{N_x}$ with $\phi_e : \mu \mapsto Q_e^T \phi(\mu)$ and $Q_e \in \mathbb{R}^{N_x \times N_e}$ is the assembly operator that maps element mesh coordinate DoFs to global mesh coordinate DoFs. The adjoint residual, sensitivity residual, and gradient reconstruction are defined similarly with the observation that derivatives of $R_e$ and $J_e$ with respect to $\mu$ must use the chain rule, e.g.,

$$\frac{\partial}{\partial \mu} \left[ R_e(u_e, u_e', \phi_e(\mu)) \right] = \frac{\partial R_e}{\partial x_e}(u_e, u_e', \phi_e(\mu)) \frac{\partial \phi_e}{\partial \mu}(\mu).$$ \hfill (34)

3. Hyperreduction

In this section, we enhance the empirical quadrature procedure (EQP) developed by Yano [43] with additional constraints required in the optimization setting that will be used to prove global convergence when embedded in a trust-region framework. To this end, we introduce standard projection-based model reduction (Section 3.1), the adapted EQP method (Section 3.2), and a technique to accelerate mesh motion in the shape optimization setting (Section 3.4).

3.1. Projection-based model reduction

Projection-based model reduction begins with the ansatz that the primal state lies in a low-dimensional affine subspace $\mathcal{V}_\Phi = \{ \Phi \hat{y} \mid \hat{y} \in \mathbb{R}^n \} \subset \mathbb{R}^{N_u}$, where $\Phi \in \mathbb{R}^{N_u \times n}$ with $n \ll N_u$ is the reduced basis. That is, we approximate the primal state $u^*$ as

$$u^* \approx \hat{u}_\Phi := \Phi \hat{y}^*, \hfill (35)$$

where $\hat{u}_\Phi \in \mathcal{V}_\Phi$ is the subspace approximation of the primal state $u_*$ and $\hat{y}_\Phi^* \in \mathbb{R}^n$ contains the corresponding reduced coordinates. The construction of $\Phi$ will be deferred to Section 4.2. The primal reduced coordinates are implicitly defined as the solution of the Galerkin reduced-order model: given $\mu \in \mathcal{D}$, find $\hat{y}_\Phi^* \in \mathbb{R}^n$ such that

$$\hat{r}_\Phi(\hat{y}_\Phi^*, \mu) = 0,$$ \hfill (36)

where $\hat{r}_\Phi : \mathbb{R}^n \times \mathcal{D} \rightarrow \mathbb{R}^n$ with

$$\hat{r}_\Phi : (\hat{y}, \mu) \mapsto \Phi^T r(\Phi \hat{y}, \mu),$$ \hfill (37)

which is obtained by substituting the ROM ansatz (35) into the governing equation (1) and projecting the resulting residual onto the columnspace of the reduced basis (Galerkin projection). We assume that for every $\mu \in \mathcal{D}$, there exists a unique primal solution $\hat{y}_\Phi^* = \hat{y}_\Phi(\mu)$ satisfying (36) and that the implicit map
\( \mu \mapsto \tilde{y}_\mu^*(\mu) \) is continuously differentiable. The reduced residual \( \tilde{r}_\Phi(y, \mu) \) inherits an unassembled structure from the HDM

\[
\tilde{r}_\Phi(y, \mu) = \sum_{e=1}^{N_e} \Phi_e^T r_\Phi(\Phi_e z, \Phi_e y, \mu).
\]  

(38)

where \( \Phi_e := P_e^T \Phi \in \mathbb{R}^{N_e \times n} \) and \( \Phi'_e := (P'_e)^T \Phi \in \mathbb{R}^{N_e' \times n} \) are the reduced bases restricted to the elemental degrees of freedom.

The QoI is reduced by substituting the ROM approximation into the original QoI function. Let \( \tilde{j}_\Phi : \mathbb{R}^n \times \mathcal{D} \rightarrow \mathbb{R} \) be the reduced quantity of interest and \( \tilde{j}_\Phi : \mathcal{D} \rightarrow \mathbb{R} \) be the corresponding quantity restricted to the ROM solution manifold, where

\[
\tilde{j}_\Phi : (\hat{y}, \mu) \mapsto j(\Phi \hat{y}, \mu), \quad \tilde{j}_\Phi : \mu \mapsto \tilde{j}_\Phi(\hat{y}_\mu^*(\mu), \mu).
\]  

(39)

The reduced QoI inherits an unassembled structure from the HDM

\[
\tilde{j}_\Phi(\hat{y}, \mu) = \sum_{e=1}^{N_e} \xi_e(\Phi_e \hat{y}, \mu).
\]  

(40)

The reduced adjoint residual, \( \tilde{r}_\Phi^* : \mathbb{R}^n \times \mathbb{R}^n \times \mathcal{D} \rightarrow \mathbb{R}^n \), is defined as

\[
\tilde{r}_\Phi^*(\hat{z}, \hat{y}, \mu) = \frac{\partial \tilde{r}_\Phi}{\partial \hat{y}}(\hat{y}, \mu)^T \hat{z} - \frac{\partial \tilde{r}_\Phi}{\partial \hat{y}}(\hat{y}, \mu)^T = \Phi^T r_\lambda(\Phi \hat{z}, \Phi \hat{y}, \mu),
\]  

(41)

where the equality follows directly from the definitions in (20), (37), and (39). The reduced adjoint problem is: given \( \mu \in \mathcal{D} \) and the corresponding reduced primal solution \( \hat{y}_\mu^* \) satisfying (36), find the reduced adjoint solution \( \hat{\lambda}_\mu^* \in \mathbb{R}^n \) satisfying

\[
\tilde{r}_\Phi^*(\hat{\lambda}_\mu^*, \hat{y}_\mu^*, \mu) = 0.
\]  

(42)

Assuming the reduced residual Jacobian is well-defined and invertible for every \( (\hat{y}_\mu^*(\mu), \mu) \) pair with \( \mu \in \mathcal{D} \), there exists a unique reduced adjoint solution

\[
\hat{\lambda}_\mu^*(\mu) = \frac{\partial \tilde{r}_\Phi^*}{\partial \hat{y}}(\hat{y}_\mu^*(\mu), \mu)^T - \frac{\partial \tilde{r}_\Phi}{\partial \hat{y}}(\hat{y}_\mu^*(\mu), \mu)^T \hat{\lambda}_\mu^*(\mu),
\]  

(43)

making the implicit map \( \mu \mapsto \hat{\lambda}_\mu^*(\mu) \) well-defined for all \( \mu \in \mathcal{D} \). The reduced adjoint residual inherits an unassembled structure from the HDM using the relationships in (24) and (41)

\[
\tilde{r}_\Phi^*(\hat{z}, \hat{y}, \mu) = \sum_{e=1}^{N_e} \left[ -\Phi_e^T \frac{\partial j_e}{\partial \mu}(\Phi_e \hat{y}, \mu)^T + \Phi_e^T \frac{\partial r_e}{\partial \mu}(\Phi_e \hat{y}, \Phi'_e \hat{y}, \mu)^T \Phi_e \hat{z} + (\Phi_e)^T \frac{\partial r_e}{\partial \mu}(\Phi_e \hat{y}, \Phi'_e \hat{y}, \mu)^T \Phi_e \hat{z} \right].
\]  

(44)

From the primal-adjoint pair \( (\hat{y}_\mu^*(\mu), \hat{\lambda}_\mu^*(\mu)) \), the gradient of the reduced QoI \( \nabla \tilde{j}_\Phi : \mathbb{R}^n \rightarrow \mathbb{R}^{N_e} \), is computed as

\[
\nabla \tilde{j}_\Phi : \mu \mapsto \frac{\partial \tilde{j}_\Phi}{\partial \mu}(\hat{y}_\mu^*(\mu), \mu)^T = \frac{\partial \tilde{j}_\Phi}{\partial \hat{y}}(\hat{y}_\mu^*(\mu), \mu)^T - \frac{\partial \tilde{r}_\Phi}{\partial \hat{y}}(\hat{y}_\mu^*(\mu), \mu)^T \hat{\lambda}_\mu^*(\mu),
\]  

(45)

where the operator that reconstructs the reduced QoI gradient from the reduced adjoint solution, \( \tilde{g}_\Phi^* : \mathbb{R}^n \times \mathbb{R}^n \times \mathcal{D} \rightarrow \mathbb{R}^{1 \times N_e} \), is

\[
\tilde{g}_\Phi^*: (\hat{z}, \hat{y}, \mu) \mapsto \frac{\partial \tilde{r}_\Phi^*}{\partial \mu}(\hat{y}, \mu) - \hat{z}^T \frac{\partial \tilde{r}_\Phi}{\partial \mu}(\hat{y}, \mu) = g^\lambda(\Phi \hat{z}, \Phi \hat{y}, \mu).
\]  

(46)

The reduced gradient operator also inherits an unassembled structure from the HDM

\[
\tilde{g}_\Phi^* : (\hat{z}, \hat{y}, \mu) = \sum_{e=1}^{N_e} \left[ \frac{\partial g_e^\lambda}{\partial \mu}(\Phi_e \hat{y}, \mu) - \hat{z}^T \Phi_e^T \frac{\partial r_e}{\partial \mu}(\Phi_e \hat{y}, \Phi'_e \hat{y}, \mu) \right].
\]  

(47)
The reduced sensitivity residual, \( \hat{r}_\Phi^\delta : \mathbb{R}^{n \times N_\mu} \times \mathbb{R}^n \times \mathcal{D} \to \mathbb{R}^{n \times N_\mu} \), is defined as
\[
\hat{r}_\Phi^\delta : (\hat{w}, \hat{y}, \mu) \mapsto \frac{\partial r_\Phi^\delta}{\partial \hat{y}} (\hat{y}, \mu) \hat{w} + \frac{\partial r_\Phi^\delta}{\partial \mu} (\hat{y}, \mu) = \Phi^T \hat{r}_\Phi^\delta (\Phi \hat{w}, \Phi \hat{y}, \mu),
\] (48)
where the equality follows directly from the definitions in (26) and (37). The reduced sensitivity problem is: given \( \mu \in \mathcal{D} \) and the corresponding reduced primal solution \( \hat{y}_\Phi^* \) satisfying (36), find the reduced sensitivity solution \( \hat{\partial}_\mu \hat{y}_\Phi^* \in \mathbb{R}^{n \times N_\mu} \) satisfying
\[
\hat{r}_\Phi^\delta (\hat{\partial}_\mu \hat{y}_\Phi^*, \hat{y}_\Phi^*, \mu) = 0. \tag{49}
\]
Assuming the reduced residual Jacobian is well-defined and invertible for every \( \mu \in \mathcal{D} \), each \( \hat{\partial}_\mu \hat{y}_\Phi^* \) pair with \( \mu \in \mathcal{D} \), there exists a unique reduced sensitivity solution
\[
\hat{\partial}_\mu \hat{y}_\Phi^* (\mu) = -\frac{\partial \hat{r}_\Phi^\delta (\hat{y}_\Phi^*(\mu), \mu)}{\partial \mu}^{-1} \frac{\partial \hat{r}_\Phi^\delta (\hat{y}_\Phi^*(\mu), \mu)}{\partial \mu}, \tag{50}
\]
making the implicit map \( \mu \mapsto \hat{\partial}_\mu \hat{y}_\Phi^*(\mu) \) well-defined for all \( \mu \in \mathcal{D} \). The reduced sensitivity residual inherits an unassembled structure from the HDM using the relationships in (28) and (48)
\[
\hat{r}_\Phi^\delta (\hat{w}, \hat{y}, \mu) = \sum_{e=1}^{N_e} \left[ \Phi_e^T \frac{\partial r_e}{\partial u_e} (\Phi_e \hat{y}, \Phi_e \hat{y}, \mu) \Phi_e \hat{w} + \Phi_e^T \frac{\partial r_e}{\partial \mu} (\Phi_e \hat{y}, \Phi_e \hat{y}, \mu) \right]. \tag{51}
\]

Despite the potentially significant reduction in degrees of freedom between the HDM system (1) and the reduced system (36), computational efficiency will not necessarily be achieved due to the cost of constructing the nonlinear terms. This can be clearly seen from the unassembled form of the primal residual (38), QoI (40), adjoint residual (41), sensitivity residual (48), and QoI gradient (47), namely, each of these operations requires elemental operations for all elements. For systems comprised of many elements, e.g., high-fidelity discretizations of PDEs, this can be a serious bottleneck. To accelerate formation of the nonlinear terms, we turn to EQP hyperreduction.

**Remark 4.** One source of computational efficiency in the model reduction setting is the reduced-order model in (36) can usually be solved directly using Newton’s method initialized from the snapshots used to train the basis \( \Phi \). In the HDM setting, Newton’s method can rarely be used directly for fluid applications; usually, some form of continuation is required for robust convergence, which can require a significant number of iterations. This difference will be leveraged and discussed further in Section 5.

### 3.2. An optimization-aware empirical quadrature procedure

To accelerate the assembly of the nonlinear terms in the various reduced quantities introduced in Section 3.1, we use the empirical quadrature procedure [46, 43]. In the adjoint-based optimization setting, we use EQP to accelerate any operation that involves assembly over all elements (Section 3.2.1), i.e., evaluation of the primal and adjoint residuals, quantity of interest, and gradient reconstruction. To ensure all hyperreduced quantities are accurate with respect to their reduced counterparts, we include additional constraints on the original EQP linear program introduced in [43] (Section 3.2.2).

#### 3.2.1. Formulation

The EQP construction replaces the unassembled form of the reduced primal residual with a weighted (hyperreduced) version, \( \hat{r}_\Phi : \mathbb{R}^n \times \mathcal{D} \times \mathcal{R} \), where
\[
\hat{r}_\Phi : (\hat{y}, \mu; \rho) \mapsto \sum_{e=1}^{N_e} \rho_e \Phi_e^T r_e (\Phi_e \hat{y}, \Phi_e \hat{y}, \mu) \tag{52}
\]
and \( \rho \in \mathcal{R} \) is the vector of weights with \( \mathcal{R} \subset \mathbb{R}^{N_e} \) the set of admissible weights such that \( 1 \in \mathcal{R} \) (1 is the vector with each entry equal to one). For each element \( \Omega_e \in \mathcal{E}_h \) with \( \rho_e = 0 \), the operations on the element can be completely skipped so computational efficiency is achieved when the vector of weights is highly sparse;
The hyperreduced adjoint problem is: given \( \mu \) as \( \hat{\rho} \), find \( \tilde{y}_\Phi^* \in \mathbb{R}^n \) such that
\[
\tilde{r}_\Phi (\tilde{y}_\Phi^*, \mu; \rho) = 0. \tag{53}
\]
For each \( \rho \in \mathcal{R} \), we assume there is a unique primal solution \( \hat{y}_\Phi^* = \hat{y}_\Phi^*(\mu; \rho) \) satisfying (53) for every \( \mu \in \mathcal{D} \).

**Remark 5.** The standard and weighted reduced primal residual are related as
\[
\hat{r}_\Phi (\hat{y}, \mu) = \tilde{r}_\Phi (\hat{y}, \mu; 1) \tag{54}
\]
for any \( \hat{y} \in \mathbb{R}^n \) and \( \mu \in \mathcal{D} \). Therefore, the corresponding reduced coordinates are equal
\[
\hat{y}_\Phi^*(\mu) = \tilde{y}_\Phi^*(\mu; 1). \tag{55}
\]

**Remark 6.** Uniqueness of the primal solution will not hold for all \( \rho \in \mathcal{R} \), because \( \tilde{r}_\Phi (\cdot; \cdot, 0) = 0 \), which means any \( \hat{y} \in \mathbb{R}^n \) satisfies (53). Such cases are not encountered in practice because \( \rho \) is not chosen randomly, rather it is the solution of a linear program (Section 3.2.2) that promotes sparsity while retaining accuracy with respect to \( \hat{r}_\Phi \).

In the optimization setting, computational efficiency is also required for the evaluation of the QoI, the adjoint residual (similar to [44, 15]), and the gradient reconstruction. We use the same approach of introducing weights \( (\rho) \) into the unassembled form; efficiency is achieved when \( \rho \) is sparse. The hyperreduced QoI, \( \tilde{j}_\Phi : \mathbb{R}^n \times \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R} \), and its restriction to the EQP solution manifold, \( \tilde{j}_\Phi : \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R} \), are defined as
\[
\tilde{j}_\Phi : (\hat{y}, \mu; \rho) \mapsto \sum_{e=1}^{N_e} \rho_e \hat{r}_e (\hat{y}_e, \mu), \quad \tilde{j}_\Phi : (\mu; \rho) \mapsto \tilde{j}_\Phi (\hat{y}_\Phi^*(\mu; \rho), \mu; \rho). \tag{56}
\]

The hyperreduced adjoint residual, \( \tilde{r}_\Phi^\lambda : \mathbb{R}^n \times \mathbb{R}^n \times \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R}^n \), is defined as
\[
\tilde{r}_\Phi^\lambda (\tilde{z}, \tilde{y}, \mu; \rho) \rightarrow \frac{\partial \tilde{j}_\Phi}{\partial \tilde{y}} (\tilde{y}, \mu; \rho)^T \tilde{z} - \frac{\partial \tilde{j}_\Phi}{\partial \mu} (\tilde{y}, \mu; \rho)^T, \tag{57}
\]
or, in unassembled form,
\[
\tilde{r}_\Phi^\lambda (\tilde{z}, \tilde{y}, \mu; \rho) \rightarrow \sum_{e=1}^{N_e} \rho_e \left[ -\Phi_e^T \frac{\partial \hat{r}_e}{\partial \hat{u}_e} (\hat{y}_e, \mu) + \Phi_e^T \frac{\partial \hat{r}_e}{\partial \hat{u}_e} (\hat{y}_e, \hat{y}_e', \mu) \tilde{y} + (\Phi_e')^T \frac{\partial \hat{r}_e}{\partial \hat{u}_e} (\hat{y}_e, \hat{y}_e', \mu) \tilde{y} \right]. \tag{58}
\]
The hyperreduced adjoint problem is: given \( \mu \in \mathcal{D} \) and the corresponding hyperreduced primal solution \( \tilde{y}_\Phi^* \) satisfying (53), find the hyperreduced adjoint solution \( \tilde{\lambda}_\Phi^* \in \mathbb{R}^n \) satisfying
\[
\tilde{r}_\Phi^\lambda (\tilde{\lambda}_\Phi^*, \tilde{y}_\Phi^*, \mu; \rho) = 0. \tag{59}
\]
For each \( \rho \in \mathcal{R} \), we assume the hyperreduced Jacobian is well-defined and invertible for every \( (\tilde{y}_\Phi^*(\mu; \rho), \mu) \) pair with \( \mu \in \mathcal{D} \) so there exists a unique hyperreduced adjoint solution
\[
\tilde{\lambda}_\Phi^* (\mu; \rho) = \frac{\partial \tilde{r}_\Phi}{\partial \tilde{y}} (\tilde{y}_\Phi^*(\mu; \rho), \mu; \rho)^T \frac{\partial \tilde{j}_\Phi}{\partial \mu} (\tilde{y}_\Phi^*(\mu; \rho), \mu; \rho)^T, \tag{60}
\]
making the implicit map \( (\mu; \rho) \mapsto \tilde{\lambda}_\Phi^* (\mu; \rho) \) well-defined. From the primal-adjoint pair \( (\tilde{y}_\Phi^*, \tilde{\lambda}_\Phi^*) \), the gradient of the reduced QoI \( (\tilde{j}_\Phi) \), \( \nabla \tilde{j}_\Phi : \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R}^{N_\mu} \), is computed as
\[
\nabla \tilde{j}_\Phi : (\mu; \rho) \mapsto \frac{\partial \tilde{j}_\Phi}{\partial \mu} (\tilde{y}_\Phi^*(\mu; \rho), \tilde{\lambda}_\Phi^*(\mu; \rho), \mu; \rho)^T = \frac{\partial \tilde{j}_\Phi}{\partial \mu} (\tilde{y}_\Phi^*(\mu; \rho), \mu; \rho)^T - \frac{\partial \tilde{r}_\Phi}{\partial \mu} (\tilde{y}_\Phi^*(\mu; \rho), \mu; \rho)^T \tilde{\lambda}_\Phi^*(\mu; \rho), \tag{61}
\]
where the operator that reconstructs the hyperreduced QoI gradient from the hyperreduced adjoint solution,
\( \tilde{g}_\Phi^\lambda : \mathbb{R}^n \times \mathbb{R}^n \times \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R}^{1 \times N_\mu} \), is

\[
\tilde{g}_\Phi^\lambda : (\tilde{z}, \tilde{y}, \mu; \rho) \mapsto \frac{\partial \tilde{\Phi}}{\partial \mu}(\tilde{y}, \mu; \rho) - \tilde{z}^T \frac{\partial \tilde{r}_\Phi}{\partial \mu}(\tilde{y}, \mu; \rho),
\]

or, in unassembled form,

\[
g_\Phi^\lambda (\tilde{z}, \tilde{y}, \mu; \rho) = \sum_{e = 1}^{N_e} \rho_e \left[ \frac{\partial \tilde{r}_e}{\partial \mu} (\Phi_e \tilde{y}, \mu) - \tilde{z}_e^T \Phi_e \frac{\partial \tilde{r}_e}{\partial \mu} (\Phi_e \tilde{y}, \mu) \Phi_e \right].
\]

The hyperreduced sensitivity residual, \( \tilde{r}_\Phi^\lambda : \mathbb{R}^{n \times N_\mu} \times \mathbb{R}^n \times \mathcal{D} \times \mathcal{R} \rightarrow \mathbb{R}^{n \times N_\mu} \), is defined as

\[
\tilde{r}_\Phi^\lambda : (\tilde{w}, \tilde{y}, \mu; \rho) \mapsto \frac{\partial \tilde{r}_\Phi}{\partial \mu}(\tilde{y}, \mu; \rho)\tilde{w} + \tilde{r}_\Phi(\tilde{y}, \mu; \rho),
\]

or, in unassembled form,

\[
r_\Phi^\lambda (\tilde{w}, \tilde{y}, \mu; \rho) = \sum_{e = 1}^{N_e} \rho_e \left[ \Phi_e^T \frac{\partial \tilde{r}_e}{\partial \mu} (\Phi_e \tilde{y}, \mu) \Phi_e \tilde{w} + \Phi_e^T \frac{\partial \tilde{r}_e}{\partial \mu} (\Phi_e \tilde{y}, \mu) \Phi_e \right] + \Phi_e^T \frac{\partial \tilde{r}_e}{\partial \mu} (\Phi_e \tilde{y}, \mu).\]

The hyperreduced sensitivity problem is: given \( \mu \in \mathcal{D} \) and the corresponding hyperreduced primal solution \( \tilde{y}_\Phi^\lambda \) satisfying (53), find the hyperreduced sensitivity solution \( \tilde{\mu} \tilde{y}_\Phi^\lambda \in \mathbb{R}^{n \times N_\mu} \) satisfying

\[
\tilde{r}_\Phi^\lambda (\tilde{\mu} \tilde{y}_\Phi^\lambda, \tilde{y}_\Phi^\lambda, \mu; \rho) = 0.
\]

For each \( \rho \in \mathcal{R} \), we assume the hyperreduced Jacobian is well-defined and invertible for every \( (\tilde{y}_\Phi^\lambda(\mu; \rho), \mu) \) pair with \( \mu \in \mathcal{D} \) so there exists a unique hyperreduced sensitivity solution

\[
\tilde{\mu} \tilde{y}_\Phi^\lambda(\mu; \rho) = -\frac{\partial \tilde{r}_\Phi}{\partial \mu}(\tilde{y}_\Phi(\mu; \rho), \mu; \rho) - \frac{\partial \tilde{r}_\Phi}{\partial \mu}(\tilde{y}_\Phi(\mu; \rho), \mu; \rho),
\]

making the implicit map \( (\mu; \rho) \mapsto \tilde{\mu} \tilde{y}_\Phi^\lambda(\mu; \rho) \) well-defined.

**Remark 7.** Similar to the primal residual, the hyperreduced form of the other quantities agree with the reduced quantities when \( \rho = 1 \), i.e.,

\[
\begin{align*}
\tilde{j}_\Phi(\tilde{y}, \mu) &= \tilde{j}_\Phi(\tilde{y}, 1), \\
\tilde{r}_\Phi^\lambda(\tilde{z}, \tilde{y}, \mu) &= \tilde{r}_\Phi^\lambda(\tilde{z}, \tilde{y}, 1), \\
\tilde{g}_\Phi^\lambda(\tilde{z}, \tilde{y}, \mu) &= \tilde{g}_\Phi^\lambda(\tilde{z}, \tilde{y}, 1), \\
\tilde{r}_\Phi^\lambda(\tilde{w}, \tilde{y}, \mu) &= \tilde{r}_\Phi^\lambda(\tilde{w}, \tilde{y}, 1),
\end{align*}
\]

for any \( \tilde{y}, \tilde{z} \in \mathbb{R}^n, \tilde{w} \in \mathbb{R}^{n \times N_\mu} \), and \( \mu \in \mathcal{D} \).

### 3.2.2 Training

The success of EQP is inherently linked to the construction of a sparse weight vector that ensures the hyperreduced quantities introduced in Section 3.2.1 accurately approximate the corresponding reduced quantity in Section 3.1. In [46, 43], the EQP weights are chosen to be the solution of an \( \ell_1 \) minimization problem (to promote sparsity) that includes several constraints, most important of which is the manifold accuracy constraint that requires the reduced \( \tilde{r} \) and hyperreduced \( \tilde{r} \) primal residuals are sufficiently close on some training set. Manifold constraints on the quantity of interest and adjoint residual, among others, are included when EQP is used to accelerate dual-weighted residual error estimation [44, 15]. In the adjoint-based optimization setting, we require the hyperreduced primal residual, adjoint residual, quantity of interest, and gradient reconstruction operator accurately approximate the corresponding reduced quantity.

To this end, we let \( \Phi \) be a given reduced basis and \( \Xi \in \mathcal{D} \) be a collection of EQP training parameters,
and define the EQP weights, $\rho^*$, as the solution of the following linear program

$$
\rho^* = \arg \min_{\rho \in C^{\text{nn}} \cap C_{\Phi, \Xi, \delta}} \sum_{e=1}^{N_e} \rho_e,
$$

where $C^{\text{nn}}$ is the set of nonnegative weights

$$
C^{\text{nn}} := \{ \rho \in \mathbb{R}^{N_e} \mid \rho_e \geq 0, \ e = 1, \ldots, N_e \},
$$

$\delta = (\delta_\text{dv}, \delta_\text{rp}, \delta_\text{ra}, \delta_\text{gr}, \delta_\text{ra}) \in \mathbb{R}^6$ is a collection of tolerances, and $C_{\Phi, \Xi, \delta} \subset \mathbb{R}^{N_e}$ is the intersection of some subset of the following accuracy constraints$^3$

$$
\begin{align*}
C_{\delta}^{\text{dv}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \Omega - \sum_{e=1}^{N_e} \rho_e \Omega_e \| \leq \delta \}, \\
C_{\Phi, \Xi, \delta}^{\text{P}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{r}_\Phi(\tilde{y}_\Phi^\text{v}(\mu), \mu) - \tilde{r}_\Phi(\tilde{y}_\Phi^\text{v}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \\
C_{\Phi, \Xi, \delta}^{\text{ra}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{r}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu) - \tilde{r}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \\
C_{\Phi, \Xi, \delta}^{\text{ra}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{g}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu - \tilde{g}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \\
C_{\Phi, \Xi, \delta}^{\text{ra}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{r}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu) - \tilde{r}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \tag{71}
\end{align*}
$$

where $|S|$ is the volume of the subset $S \subset \mathcal{X}$ of a metric space $\mathcal{X}$. Each constraint in $\text{(71)}$ ensures a selected reduced quantities introduced in Section 3.1 is sufficiently approximated by the corresponding hyperreduced quantity in Section 3.2.1. Finally, we define $\rho^* : (\Phi, \Xi, \delta) \rightarrow \rho^*(\Phi, \Xi, \delta)$ as the implicit map from a given reduced basis $\Phi$, EQP training set $\Xi$, and tolerances $\delta$ to the solution of the linear program in $\text{(69)}$. For now, we leave the tolerances and EQP training set unspecified; in Section 4.2, these will be chosen to guarantee global convergence of the trust-region method to a local minimum of the unreduced optimization problem in $\text{(16)}$.

**Remark 8.** The residual-based constraints can be simplified to

$$
\begin{align*}
C_{\Phi, \Xi, \delta}^{\text{P}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{r}_\Phi(\tilde{y}_\Phi^\text{v}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \\
C_{\Phi, \Xi, \delta}^{\text{ra}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{r}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \\
C_{\Phi, \Xi, \delta}^{\text{ra}} & := \{ \rho \in \mathbb{R}^{N_e} \mid \| \tilde{g}_\Phi(\tilde{y}_\Phi^\text{a}(\mu), \mu; \rho) \|_\infty \leq \delta, \forall \mu \in \Xi \}, \tag{72}
\end{align*}
$$

by definition of $\tilde{y}_\Phi^\text{v}$, $\tilde{y}_\Phi^\text{a}$, and $\tilde{g}_\Phi$, where clearly $0 \in C_{\Phi, \Xi, \delta}^{\text{P}} \cap C_{\Phi, \Xi, \delta}^{\text{ra}} \cap C_{\Phi, \Xi, \delta}^{\text{ra}}$.

**Remark 9.** The optimization problem in $\text{(69)}$ is guaranteed to have a feasible solution (regardless of which subset of the constraints is used) because all hyperreduced quantities are equivalent to the corresponding reduced quantity when $\rho = 1$ (Remarks 5, 7). Furthermore, the optimization problem in $\text{(69)}$ is a linear program because each hyperreduced term is linear in $\rho$ and the infinity-norm bounds can be recast as a collection of inequality constraints (upper and lower bounds) on its argument. Lastly, despite Remark 8, the solution of $\text{(69)}$ is nonzero, i.e., $\rho^*(\Phi, \Xi, \delta) \neq 0$, provided at least one non-residual constraint ($C_{\delta}^{\text{dv}}, C_{\Phi, \Xi, \delta}^{\text{ra}}, C_{\Phi, \Xi, \delta}^{\text{ra}}$) is included.

**Remark 10.** The nonnegativity constraint $C^{\text{nn}}$ and domain volume constraint $C_{\delta}^{\text{dv}}$ are included to maintain the interpretation of the weight vector as a sparse quadrature rule in the PDE setting [43], but not directly required for global convergence of the trust-region method in Section 4.2. The domain constraint $C_{\delta}^{\text{dv}}$ is also

---

$^3$Superscript legend: nn = nonnegativity, dv = domain volume, rp = primal residual, ra = adjoint residual, ga = adjoint gradient reconstruction, q = quantity of interest, ra = sensitivity residual.
The constraint \( C_{\Phi, \Xi, \delta} \) is included to ensure a nonzero weight vector (Remark 9).

**Remark 11.** The constraints on the quantity of interest \( C_{\Phi, \Xi, \delta}^3 \) and sensitivity residual \( C_{\Phi, \Xi, \delta}^{rs} \) are not required for global convergence of the trust-region method in Section 4.2, but will be shown empirically (Section 5) to improve the convergence rate of the method.

**Remark 12.** The constraint \( C_{\Phi, \Xi, \delta}^{tp} \) is the manifold accuracy constraint in [43] without the Jacobian inverse multiplier, which is not needed to obtain a globally convergent trust-region method. The quantity of interest constraint \( C_{\Phi, \Xi, \delta}^3 \) as well as a constraint similar to the adjoint residual \( C_{\Phi, \Xi, \delta}^{rs} \) were previously proposed to accelerate dual-weighted residual error estimation [44, 15].

**Remark 13.** Due to the additional constraints in the proposed optimization-aware variant of EQP relative to the original EQP method, there will be more nonzero weights for a given tolerance. We show in Section 5 that sparse weight vectors (that manifest as sparse reduced meshes in the PDE setting) will still be obtained, particularly at early optimization iterations when the tolerances are loose.

**Remark 14.** In practice, some of the constraints in (71) can lead to a linear program with a constraint matrix with (nearly) linearly dependent rows, which can make the linear program difficult and costly to solve. To avoid this, we remove linearly dependent rows from the constraint matrix using a QR factorization prior to solving the linear program in (69).

In practice, we remove linearly dependent rows from the constraint matrix using a QR factorization prior to solving the linear program in (69).

**Remark 15.** If the DG formulation in (4) is used, there is an issue with (72), as stated, in the case where the ROM solution is exact at \( \mu \in \Xi \), i.e., \( u^*(\mu) = \Phi \hat{y}_0^\delta(\mu) \). In this case, due to the structure of DG in (5), each element residual is zero, i.e., \( r_e(\Phi \hat{y}_0^\delta(\mu), \mu) = 0 \), which means \( \tilde{r}_\Phi(\hat{y}_0^\delta(\mu), \mu; \rho) = 0 \) for any \( \rho \in \mathbb{R}^{N_e} \), which in turn implies \( C_{\Phi, \Xi, \delta} = \mathbb{R}^{N_e} \), i.e., the manifold accuracy constraint is not imposing a meaningful accuracy condition on the weight vector. Two ways to circumvent this are: (1) use a DG formulation where the test functions of face terms are averaged across neighboring elements [43] or (2) split the \( C_{\Phi, \Xi, \delta}^{tp} \) constraint into two constraints, one for the face terms and one for the volume terms in (72).

### 3.3. Error estimation

We now introduce residual-based error estimates for the hyperreduced quantity of interest and its gradient. We begin with a residual-based error bound that applies under regularity assumptions (Assumptions 2-3 in Appendix A) independent of the training procedure for the reduced basis \( \Phi \) and weight vector \( \rho \).

**Theorem 1.** Under Assumptions 2-3, there exist constants \( c_1, c_2 > 0 \) such that for any \( \mu \in \mathcal{D} \) and \( \rho \in \mathcal{R} \)

\[
|f(\mu) - \hat{f}_\Phi(\mu; \rho)| \leq c_1 \| r(\Phi \hat{y}_0^\delta(\mu), \mu) \| + c_2 \| \tilde{r}_\Phi(\hat{y}_0^\delta(\mu), \mu; \rho) \| + \| \tilde{\delta}(\hat{y}_0^\delta(\mu), \mu) - \tilde{\delta}(\hat{y}_0^\delta(\mu), \mu; \rho) \|. \tag{73}
\]

Furthermore, there exist constants \( c'_1, c'_2, c'_3, c'_4 > 0 \) such that

\[
\left\| \nabla f(\mu) - \nabla \hat{f}_\Phi(\mu; \rho) \right\| \leq c'_1 \| r(\Phi \hat{y}_0^\delta(\mu), \mu) \| + c'_2 \| \tilde{r}_\Phi(\hat{y}_0^\delta(\mu), \mu; \rho) \| + c'_3 \| \tilde{\delta}(\hat{y}_0^\delta(\mu), \mu; \rho) \| + c'_4 \| \tilde{\lambda}(\hat{y}_0^\delta(\mu), \hat{y}_0^\delta(\mu), \mu; \rho) \|. \tag{74}
\]

Proof. See Appendix B.

**Remark 16.** Residual-based error estimates such as the one in Theorem 1 are rarely useful in practice because the constants multiplying each term are usually difficult to compute or estimate in practice, and even if these constants can be computed, the bounds tend to have low effectivity. However, in the optimization setting, we only require asymptotic bounds where the constants in the bounds must exist but do not need to be computed, which makes residual-based estimates useful in this setting (Section 4.2).

Now we specialize the results in Theorem 1 with requirements on the training procedure for \( \Phi \) and \( \rho \). In particular, if the HDM primal and adjoint solution at a given \( \mu \in \mathcal{D} \) are included in the column space of the reduced basis, then the first term in (73) and the first two terms in (74) are zero. All remaining terms are the difference between the reduced and hyperreduced quantity evaluated at the reduced state \( \hat{y}_0^\delta \), which are exactly controlled by the EQP constraints in Section 3.2.2, which leads to the following corollaries.
Corollary 1.1. Suppose Assumptions 2-3 hold with \( \mathcal{R} \supset C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \) and consider any \( \mu \in \mathcal{D} \). Then, if the reduced basis \( \Phi \in \mathbb{R}^{N_u \times n} \) satisfies
\[
\begin{align*}
\mathbf{u}^*(\mu) &\in \text{Ran} \, \Phi, \\
\mathbf{\lambda}^*(\mu) &\in \text{Ran} \, \Phi,
\end{align*}
\]
and the weight vector \( \rho \) is the solution of (69) with constraint set \( C_{\Phi, \Xi, \delta} \subseteq C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \) and EQP training set \( \Xi \subset \mathcal{D} \) with \( \mu \in \Xi \), there exist constants \( c_2 > 0 \) (independent of \( \mu \)) such that
\[
|f(\mu) - \tilde{f}_\Phi(\mu; \rho)| \leq c_2 \delta_{\text{TP}} + \delta_{\text{Q}}. 
\]
Proof. See Appendix B.

Corollary 1.2. Suppose Assumptions 2-3 hold with \( \mathcal{R} \supset C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \cap C_{\Phi, \Xi, \delta_\alpha} \) and consider any \( \mu \in \mathcal{D} \). Then, if the reduced basis \( \Phi \in \mathbb{R}^{N_u \times n} \) satisfies (75) and the weight vector is the solution of (69) with constraint set \( C_{\Phi, \Xi, \delta} \subseteq C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \cap C_{\Phi, \Xi, \delta_\alpha} \) and EQP training set \( \Xi \subset \mathcal{D} \) with \( \mu \in \Xi \), there exist constants \( c_3', c_4' > 0 \) (independent of \( \mu \)) such that
\[
\left\| \nabla f(\mu) - \tilde{\nabla} f_\Phi(\mu; \rho) \right\| \leq c_3' \delta_{\text{TP}} + c_4' \delta_{\text{RA}} + \delta_{\text{Q}3}. 
\]
Proof. See Appendix B.

Corollary 1.3. Suppose Assumptions 2-3 hold with \( \mathcal{R} \supset C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \cap C_{\Phi, \Xi, \delta_\alpha} \cap C_{\Phi, \Xi, \delta_\gamma} \cap C_{\Phi, \Xi, \delta_\delta} \) and consider any \( \mu \in \mathcal{D} \). Then, if the reduced basis \( \Phi \in \mathbb{R}^{N_u \times n} \) satisfies (75) and the weight vector is the solution of (69) with constraint set \( C_{\Phi, \Xi, \delta} \subseteq C_{\Phi, \Xi, \delta_\rho} \cap C_{\Phi, \Xi, \delta_\sigma} \cap C_{\Phi, \Xi, \delta_\alpha} \cap C_{\Phi, \Xi, \delta_\gamma} \cap C_{\Phi, \Xi, \delta_\delta} \) and EQP training set \( \Xi \subset \mathcal{D} \) with \( \mu \in \Xi \), then both (76) and (77) hold.

Proof. The proof of this corollary directly follows Corollaries 1.1 and 1.2.

3.4. Application: shape optimization

To close this section, we return to the shape optimization setting. Because we have cast the shape optimization problem as the generic form of the discretized PDE (1), all reduced and hyperreduced terms follow accordingly. However, as written, the mesh motion is a potential bottleneck in the reduced workflow because it requires high-dimensional operations. To see this, we write the unassembled residual and quantity accordingly. However, as written, the mesh motion is a potential bottleneck in the reduced workflow because it requires high-dimensional operations. To see this, we write the unassembled residual and quantity accordingly.

\[
\begin{align*}
\tilde{r}_\Phi(\hat{y}, \mu; \rho) = & \sum_{e=1}^{N_e} \rho_e \Phi_e^T R_e(\Phi_e \hat{y}, \Phi_e \hat{y}, \Phi_e(\mu)), \\
\tilde{j}_\Phi(\hat{y}, \mu; \rho) = & \sum_{e=1}^{N_e} \rho_e J_e(\Phi_e \hat{y}, \phi_e(\mu))
\end{align*}
\]

from which we can see both terms depend on \( \phi_e(\mu) \), i.e., for each value of \( \mu \) encountered online, \( \phi_e(\mu) = Q_e^T \phi(\mu) \) must be computed for each \( e \in \{1, \ldots, N_e\} \) where \( \rho_e > 0 \). Expanding \( \phi(\mu) \) using (31), we have
\[
\phi_e(\mu) = A_e \phi_e(\mu),
\]

where \( A_e \in \mathbb{R}^{N_e \times N_e} \) is defined as
\[
A_e = Q_e^T - Q_e^T K_{cc}^{-1} K_{co}
\]

and the rows of \( Q_e \) are partitioned into optimized and unconstrained mesh coordinate degrees of freedom (as described in Section 2.4) as \( Q_e = (Q_{o,e}, Q_{u,e}) \) with \( Q_{o,e} \in \mathbb{R}^{N_e \times N_e} \) and \( Q_{u,e} \in \mathbb{R}^{N_e \times N_e} \). The cost and feasibility of evaluating \( A_e \) using (80) strongly depends on the size of \( N_e \). If \( K_{cc} \) is small enough to be store and factorized, then \( K_{cc}^{-1} K_{co} \) can be computed at the cost of a factorization of \( K_{cc} \) and \( N_e \) forward/backward substitutions. On the other hand, if \( K_{cc} \) is too large for direct solvers to be feasible (often the case for CFD), then \( N_e \) iterative system solves of the form \( K_{cc} v = K_{co} \) are required, which can be very expensive depending on the size of \( N_e \) and \( N_{\Xi} \). Often in aerodynamic shape optimization, \( N_e \) is proportional to the number of nodes on the surface being optimized and \( N_{\Xi} \) proportional to the number of nodes in the
fluid mesh not on the surface being optimized. While both of these can be quite large (particularly for
turbulent flows), usually \( N_x^c \gg N_o^c \).

To avoid this potentially significant cost in the hyperreduced model for shape optimization, we propose
an alternate approach to mesh deformation that uses projection-based model reduction. First, we recast the
equation in (30) as
\[
K_{cc} x_c = -K_{co} x_o
\]  
and assume the constrained degrees of freedom can be well-approximated in a low-dimensional subspace
\[
x_c \approx \hat{x}_c := \Psi \hat{\omega},
\]  
where \( \hat{x}_c \in \mathbb{R}^{N_x^c} \) is the subspace approximate to \( x_c \), \( \Psi \in \mathbb{R}^{N_x^c \times r} \) is the reduced basis for the constrained
mesh coordinate DoFs with \( r \ll N_x^c \), and \( \hat{\omega} \in \mathbb{R}^r \) are the corresponding reduced coordinates. To close the
system, we apply a Galerkin projection to yield a linear system of equations for the reduced coordinates
\[
\hat{K}_{cc} \hat{\omega} = -\hat{K}_{co} x_o,
\]  
where \( \hat{K}_{cc} \in \mathbb{R}^{r \times r} \) and \( \hat{K}_{co} \in \mathbb{R}^{r \times N_o^c} \) are the reduced elasticity stiffness matrix terms
\[
\hat{K}_{cc} = \Psi^T K_{cc} \Psi, \quad \hat{K}_{co} = \Psi^T K_{co}.
\]  
By solving this system and substituting into (83), we have the expression for the constrained mesh coordinate
DoFs
\[
\hat{x}_c = -\Psi \hat{K}_{cc}^{-1} \hat{K}_{co} x_o.
\]  
Finally, we use the subspace approximation \( \hat{x}_c \) in place of the true constrained mesh coordinate DoFs \( x_c \) in
(30) to define an reduced version of the mesh motion mapping \( \hat{\phi}_c : \mathcal{D} \to \mathbb{R}^{N_x^c} \) with
\[
\hat{\phi}_c : \mu \mapsto \hat{A}_c \phi_o(\mu),
\]  
where \( \hat{A}_c \in \mathbb{R}^{N_x^c \times N_o^c} \) is defined as
\[
\hat{A}_c = Q_{c,e}^T \Psi \hat{K}_{cc}^{-1} \hat{K}_{co}
\]  
and \( \Psi_e = Q_{c,e}^T \Psi \). The reduced stiffness matrix \( \hat{K}_{cc} \) is small \( (r \ll N_x^c) \) and can be factorized efficiently,
keeping the overall cost computing \( \hat{A}_c \) low.

The reduced basis \( \Psi \) is constructed once-and-for-all using a simple training strategy that is effective for
a small to moderate number of parameters. The basis is defined by compressing perturbations of each shape
parameter about a nominal configuration \( \mu_0 \in \mathcal{D} \) (in this work, we use the original shape used to initialize
the optimization iterations), i.e.,
\[
\Psi = \text{POD}_{N_x^c,2N_o^c}^{m,n} \left( \begin{bmatrix} \mu_0 + \epsilon_1 1 & \mu_0 - \epsilon_1 1 & \cdots & \mu_0 + \epsilon N_o^c & \mu_0 - \epsilon N_o^c \end{bmatrix} \right),
\]  
where \( \text{POD}_{m,n}^{k} : \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times k} \) applies the SVD to the argument (snapshot matrix of size \( m \times n \)) and extracts
the \( k \) left singular vectors, and \( \epsilon \in \mathbb{R} \) is the magnitude of the perturbation. The reduced mesh motion is
demonstrated in Figures 1-3 using a NACA0012 airfoil parametrized using Bezier curves. Figures 1 and 2
show the original shape and mesh of the airfoil, and the perturbations used to train the mesh motion basis
in (88) with \( \epsilon = 0.5 \) and \( r = 35 \). Figure 3 shows the training procedure applied to a NACA0012 airfoil, as
well as the full and reduced mesh motion when the airfoil is deformed to an RAE2822.

![Figure 1: Original shape and mesh of the NACA0012 airfoil](image-url)
Remark 17. In general, $\epsilon$ in (88) will depend on the scale of the problem being considered, but should be chosen so the resulting deformation introduces non-trivial mesh motion. In this work, we choose $\epsilon = 1$ for both examples in Section 5.

Remark 18. Linear, physics-based mesh motion problem is ideally suited for projection-based model reduction for several reasons. The governing equations are linear and thus significant speedups are easily obtained without hyperreduction. Most importantly, a reduced-order model is built of $x_c$ (constrained mesh coordinates DoFs, e.g., nodes away from surface being optimized), which has no impact on the shape of the optimized surface (completely controlled by $x_o$). This means the reduced-order model doesn’t need to perfectly predict $x_c$ (from full linear elasticity) as long as it leads to meshes that are well-conditioned.

Remark 19. In the optimization setting, $\tilde{A}_e$ is computed at the first iteration for each element in the entire mesh because $\rho$ will adapt throughout the optimization iterations. Once $\rho$ is available at a given iteration, only the $\tilde{A}_e$ with $\rho_e > 0$ will be used. Furthermore, the basis $\Psi$ and therefore the $\{\tilde{A}_e\}_{e=1}^{N_e}$ terms will not be updated throughout the optimization iteration, which makes amortizing the initial $2N_{\mu}$ unreduced mesh motions required to train $\Psi$ in (88) trivial.

4. Globally convergent trust-region method using hyperreduced models

In this section, we use the hyperreduced models introduced in Section 3 to accelerate the optimization problem of interest (18). To ensure the hyperreduced optimization problem converges to a local minimum of the original (unreduced) problem, we embed it in trust-region algorithm that allows for models with inexact gradients at trust-region centers and asymptotic error bounds [25]. To this end, we introduce the general trust-region method in which the hyperreduced model will be embedded (Section 4.1), as well as the proposed approach to train and leverage hyperreduced models in the trust-region framework to ensure global convergence (Section 4.2).

4.1. A trust-region method with inexact model gradients and asymptotic error bounds

Recall the optimization problem in (18), where the objective function $f$ satisfies Assumption 1 below. A trust-region method constructs a sequence of trust-region centers $\{\mu_k\}_{k=1}^{\infty}$ whose limit will be a local solution of (18). Trust-region methods construct a smooth approximation model $m_k : D \rightarrow \mathbb{R}$ at each trust-region
center such that \( m_k(\mu) \approx f(\mu) \) for all \( \mu \in \{ \mu \in D | \| \mu - \mu_k \| \leq \Delta_k \} \), where \( \Delta_k > 0 \) is the trust-region radius. A candidate step \( \mu_k \) is produced by approximately solving the trust-region subproblem

\[
\begin{align*}
\min_{\mu \in D} & \quad m_k(\mu) \\
\text{subject to} & \quad \| \mu - \mu_k \|_2 \leq \Delta_k.
\end{align*}
\]

The trust-region subproblem does not need to be solved exactly; rather, it must only satisfy the fraction of Cauchy decrease condition [13]. The step candidate is evaluated using the actual-to-predicted reduction ratio, \( \varrho_k \) in (93), to determine whether to accept the step and how to adjust the trust-region radius.

While there are many trust-region methods available in the literature, we base our hyperreduced optimization framework on the method in [25] because it only requires an asymptotic error condition of the form

\[
\| \nabla m_k(\mu_k) - \nabla f(\mu_k) \| \leq \xi \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \},
\]

where \( \xi > 0 \) is any arbitrary constant (independent of \( k \)). Due to the arbitrariness of \( \xi \), the above bound is not particularly meaningful for a fixed \( k \) (the bound may lack effectivity), but it requires the model gradient to become increasingly accurate as \( \| \nabla m_k(\mu_k) \| \rightarrow 0 \) or \( \Delta_k \rightarrow 0 \) (e.g., an asymptotic bound). If the model \( m_k \) is equipped with the error bound

\[
\| \nabla m_k(\mu_k) - \nabla f(\mu_k) \| \leq \xi \varphi_k(\mu_k),
\]

where \( \varphi_k: D \rightarrow \mathbb{R} \) denotes a computable error indicator for the model gradient, then the gradient condition can be stated solely in terms of the error bound as

\[
\varphi_k(\mu_k) \leq \kappa_\varphi \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \},
\]

where \( \kappa_\varphi > 0 \) is a chosen constant. This provides a computable criteria to use to select the model \( m_k \) at a given trust-region step. The complete trust-region algorithm, summarized in Algorithm 1, is globally convergent (see [25] for proof) with \( D = \mathbb{R}^{N_\mu} \) under the following assumptions.

**Assumption 1.** Assumptions on the trust-region method with inexact gradient condition

\begin{enumerate}
\item[(AT1)] \( f \) is twice continuously differentiable and bounded below
\item[(AT2)] \( m_k \) is twice continuously differentiable for \( k = 1, 2, \ldots \)
\item[(AT3)] There exists \( \kappa_1 > 0, \kappa_2 > 1 \) such that \( \| \nabla^2 f(\mu) \| \leq \kappa_1 \) and \( \| \nabla^2 m_k(\mu) \| \leq \kappa_2 - 1 \)
\item[(AT4)] There exists \( \xi > 0 \) such that
\[
\| \nabla m_k(\mu_k) - \nabla f(\mu_k) \| \leq \xi \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \}.
\]
\end{enumerate}
to the hyperreduced quantity of interest by defining the trust-region model (method accelerated with model hyperreduction, to be referred to as EQP/TR in the remainder. We begin method based on asymptotic error bounds—in place, we combine them to define the proposed trust-region

4.2. Accelerated optimization using trust regions and on-the-fly model hyperreduction

With the individual components—the hyperreduced models and the globally convergent trust-region method based on asymptotic error bounds—in place, we combine them to define the proposed trust-region method accelerated with model hyperreduction, to be referred to as EQP/TR in the remainder. We begin by defining the trust-region model \( m_k \) at the \( k \)th trust-region center \( \mu_k \) as the quadratic approximation to the hyperreduced quantity of interest

\[
m_k(\mu) = \tilde{f}_{\Phi}(\mu_k; \rho_k) + \nabla \tilde{f}_{\Phi}(\mu_k; \rho_k)^T(\mu - \mu_k) + \frac{1}{2}(\mu - \mu_k)^T \tilde{H}_k(\mu - \mu_k),
\]

where \( \Phi_k \in \mathbb{R}^{N_u \times n_k} \) is the reduced basis, \( \rho_k \in C_{\Phi_k, \Xi_k, \delta_k} \) is the weight vector, and \( \tilde{H}_k \in \mathbb{R}^{N_u \times N_u} \) is the Hessian of \( \tilde{f}_{\Phi_k} \)

\[
\tilde{H}_k := \nabla^2 \tilde{f}_{\Phi_k}(\mu_k; \rho_k),
\]
all at the \( k \)th trust-region center. Hessian-vector products are computed using a finite difference approximation involving the gradient
\[
\hat{H}_k v \approx \frac{1}{\varepsilon} \left[ \nabla \hat{f}_{\Phi_k} (\mu_k + \varepsilon v; \rho_k) - \nabla \hat{f}_{\Phi_k} (\mu_k; \rho_k) \right],
\]
where \( \varepsilon \in \mathbb{R}_{>0} \) is the finite difference step size (\( \varepsilon = 10^{-6} \) in this work). Assuming the reduced basis dimension \( n_k \) is small and the weight vector \( \rho_k \) is sparse, the model \( m_k \) and its gradient \( \nabla m_k \) will be much less expensive to query than the HDM \( f \).

The reduced basis is chosen as
\[
\Phi_k = \text{GramSchmidt} \left( \begin{bmatrix} u^*(\mu_k) & \lambda^*(\mu_k) \end{bmatrix} \right),
\]
to guarantee \( u^*(\mu_k), \lambda^*(\mu_k) \in \text{Ran} \Phi_k \) (required for Corollaries 1.1-1.3 to hold), where
\[
\Phi_k^p := \text{POD}_{N_u,k} (U_{k-1}) \in \mathbb{R}^{N_u \times p_k}, \quad \Phi_k^s := \text{POD}_{N_u,k} (V_{k-1}) \in \mathbb{R}^{N_u \times q_k}
\]
are optimal compressions of state and adjoint snapshots from all previous iterations
\[
U_k = \begin{bmatrix} u^*(\mu_0) & \ldots & u^*(\mu_k) \end{bmatrix} \in \mathbb{R}^{N_u \times (k+1)}, \\
V_k = \begin{bmatrix} \lambda^*(\mu_0) & \ldots & \lambda^*(\mu_k) \end{bmatrix} \in \mathbb{R}^{N_u \times (k+1)}.
\]
With this choice, the size of the hyperreduced model will evolve as \( n_k = 2 + p_k + q_k \), where \( 0 \leq p_k \leq k \) and \( 0 \leq q_k \leq k \) are user-defined parameters.

Next, we choose the constraint set \( C_{\Phi_k, \Xi_k, \delta_k} \) such that
\[
C_{\Phi_k, \Xi_k, \delta_k} \subseteq C_{\text{ODP}}^{\mu_k} \Xi_{\mu_k, \delta_{\mu_k}} \cap C_{\text{ODP}}^{\lambda_k} \Xi_{\lambda_k, \delta_{\lambda_k}} \cap C_{\text{ODP}}^{\rho_k} \Xi_{\rho_k, \delta_{\rho_k}},
\]
and the EQP training set \( \Xi_k \subset \mathcal{D} \) such that \( \mu_k \in \Xi_k \) to ensure Corollary 1.2 holds, which leads to the result
\[
\| \nabla f(\mu_k) - \nabla m_k(\mu_k) \| \leq \| \nabla f(\mu_k) - \nabla \hat{f}_{\Phi_k}(\mu_k; \rho_k) \| \leq \epsilon_3 \delta_{\text{tp},k} + \epsilon_4 \delta_{\text{ra},k} + \delta_{\text{g},k}.
\]
Therefore, we take \( \varphi_k \) in (92) to be
\[
\varphi_k := \kappa_1 \delta_{\text{tp},k} + \kappa_2 \delta_{\text{ra},k} + \kappa_3 \delta_{\text{g},k},
\]
where \( \kappa_1, \kappa_2, \kappa_3 > 0 \) are user-defined parameters. Then, condition (90) leads to the following bound on the tolerances
\[
\kappa_1 \delta_{\text{tp},k} + \kappa_2 \delta_{\text{ra},k} + \kappa_3 \delta_{\text{g},k} \leq \bar{\kappa} \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \}.
\]
For simplicity, we impose the slightly stronger condition that equally splits the bound among the three tolerances as
\[
\delta_{\text{tp},k} \leq \frac{\bar{\kappa}}{3 \kappa_1} \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \}, \\
\delta_{\text{ra},k} \leq \frac{\bar{\kappa}}{3 \kappa_2} \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \}, \\
\delta_{\text{g},k} \leq \frac{\bar{\kappa}}{3 \kappa_3} \min \{ \| \nabla m_k(\mu_k) \|, \Delta_k \}.
\]
Weighting of the tolerances can be achieved through the choice of \( \kappa_1, \kappa_2, \kappa_3 \), although we take \( \kappa_1 = \kappa_2 = \kappa_3 \) in this work). Finally, with these choices, we chose the weight vector \( \rho_k \) to the solution of (69), i.e.,
\[
\rho_k = \rho^*(\Phi_k, \Xi_k, \delta_k),
\]
where the tolerances
\[
\delta_k = (\delta_{\text{tp},k}, \delta_{\text{ra},k}, \delta_{\text{g},k}, \delta_{\text{q},k}, \delta_{\text{v},k})
\]
are chosen according to (104) with arbitrary $\delta_{dr}, \delta_{q}, \delta_{ra} > 0$.

The complete EQP/TR algorithm is summarized in Algorithm 2 (Algorithm 1 specialized to the choice for the choice of $m_k$ in the hyperreduction setting). The specific construction of the reduced basis $\Phi_k$ and weight vector $\rho_k$ outlined above are sufficient to ensure the complete algorithm is globally convergent (Theorem 1).

**Algorithm 2** Trust-region method with hyperreduced approximation models

**Input:** Current iterate $\mu_k$ and radius $\Delta_k$, trust-region parameters $0 < \gamma_1 \leq \gamma_2 < 1$, $\Delta_{\text{max}} > 0$, $0 < \eta_1 < \eta_2 < 1$; snapshot matrices $U_k$ and $V_k$

**Output:** Next iterate $\mu_{k+1}$, updated snapshot matrices $U_{k+1}$ and $V_{k+1}$

1. **Model update:** Build approximation model $m_k(\mu)$ in (94)
   - Solve primal and adjoint HDM: $u^*(\mu_k), \lambda^*(\mu_k)$
   - Construct reduced basis $\Phi_k$ according to (97)
   - Compute EQP weights $\rho_k$ according to (105) with tolerances given by (104) and (106)
   - Update snapshot matrices
   $$U_{k+1} = \left[ u^*(\mu_k) \ U_k \right], \quad V_{k+1} = \left[ \lambda^*(\mu_k) \ V_k \right].$$

2. **Step computation:** Solve the trust-region subproblem (89) to get the candidate center $\hat{\mu}_k$

3. **Actual-to-predicted reduction ratio:** Compute the actual-to-predicted reduction ratio $g_k$ in (93)

4. **Step acceptance:**
   $$\text{if } g_k > \eta_1 \text{ then } \mu_{k+1} = \hat{\mu}_k \text{ else } \mu_{k+1} = \mu_k \text{ end if}$$

5. **Trust-region radius update:**
   $$\text{if } g_k < \eta_1 \text{ then } \Delta_{k+1} \in [\gamma_1 \Delta_k, \gamma_2 \Delta_k] \text{ end if}
   \text{if } g_k \in [\eta_1, \eta_2] \text{ then } \Delta_{k+1} \in [\gamma_2 \Delta_k, \Delta_k] \text{ end if}
   \text{if } g_k > \eta_2 \text{ then } \Delta_{k+1} \in [\Delta_k, \Delta_{\text{max}}] \text{ end if}$$

**Theorem 2.** Suppose Assumptions (AT1)-(AT3) and 2-3 hold with $R \subset \cup_{k=1}^{\infty} C_{\Phi_k}, \Xi_k, \delta_k$. Then the iterates $\{\mu_k\}$ generated by Algorithm 2 satisfy

$$\liminf_{k \to \infty} \| \nabla m_k(\mu_k) \| = \liminf_{k \to \infty} \| \nabla f(\mu_k) \| = 0$$

(108)

independent of the choice of $p_k$ and $q_k$.

**Proof.** From Assumption (AT1)-(AT3) and Theorem 4.3 of [25], the result (108) holds if the model $m_k$ satisfies (90). With the choice of $\Phi_k$ in (97) or (111), we have $u^*(\mu_k), \lambda^*(\mu_k) \in \text{Ran} \Phi_k$ independent of the choice of $p_k$ or $q_k$. Furthermore, from the choice of $\Xi_k$ such that $\mu_k \in \Xi_k$ (e.g., $\Xi_k = \{\mu_k\}$ as in (112)) and the constraint set (100), the assumptions of Corollary 1.2 are satisfied, which implies the existence of constants $c^*, c^{'*} > 0$ such that

$$\| \nabla f(\mu_k) - \nabla m_k(\mu_k) \| \leq c^*_3 \delta_{rp,k} + c^{'*}_5 \delta_{ra,k} + \delta_{ga,k}.$$ (109)

From the condition in (104), this reduces to

$$\| \nabla f(\mu_k) - \nabla m_k(\mu_k) \| \leq \tilde{k} \left( \frac{c^*_3}{3 \kappa_1} + \frac{c^{'*}_5}{3 \kappa_2} + \frac{1}{3 \kappa_3} \right) \min \left\{ \| \nabla m_k(\mu_k) \|, \Delta_k \right\},$$ (110)

which is identical to (90) with $\xi = \tilde{k} \left( \frac{c^*_3}{3 \kappa_1} + \frac{c^{'*}_5}{3 \kappa_2} + \frac{1}{3 \kappa_3} \right)$. Therefore, the result in (108) holds.

**Remark 22.** The trust-region subproblems do not need to be solved exactly, rather they must be guaranteed
Remark 23. We choose the quadratic model in (94) rather than the more obvious choice of directly using the hyperreduced model, i.e., \( m_k(\mu) = f_{\Phi_k}(\mu; \rho_k) \), as done in other work [48, 32, 45] because the trust-region subproblems are less expensive to solve. For example, a truncated conjugate gradient method can be used rather than a more sophisticated solver for a general nonlinear subproblem. Even though the trust-region subproblem only requires hyperreduced model queries, it can become a bottleneck (especially at later iterations when the reduced basis is large) and the solver can be prone to failure. In some cases these issues are supplanted because this approach can lead to models with higher predictive capability, which leads to more successful iterations and fewer HDM queries [48, 32].

Remark 24. With the choice of the reduced basis \( \Phi_k \) in (97), the basis size is bounded as \( n_k \leq 2(k+1) \) leading to a very small hyperreduced model in the early iterations, which can limit its predictive capability. Therefore, following the work in [49], we will also consider a related approach that includes the HDM sensitivities at the starting point

\[
\Phi_k = \text{GramSchmidt} \left( \left[ u^*(\mu_k), \lambda^*(\mu_k), \hat{\delta}_\mu u^*(\mu_0), \Phi_k^p, \Phi_k^q \right] \right),
\]

which leads to a basis of size \( n_k = 2 + N_\mu + p_k + q_k \) (bounded by \( n_k \leq 2(k+1) + N_\mu \)).

Remark 25. Fast singular value decomposition updates [9] can be used to mitigate the cost of constructing \( \Phi_k^p \) and \( \Phi_k^q \) as the snapshot matrices grow with \( k \) in (98) and (99).

Remark 26. The only requirement on the EQP training set \( \Xi_k \) is that it contains the trust-region center, i.e., \( \mu_k \in \Xi_k \). In this work, we take

\[
\Xi_k = \{ \mu_k \}
\]

because this is the simplest and least expensive option. Other natural choices are to include previous trust-region centers, i.e., \( \Xi_k = \{ \mu_{k-1}, \ldots, \mu_k \} \), or local sampling about the current trust-region center. Numerical investigation into these options showed they significantly increase computational cost without appreciably improving the predictive capability of the hyperreduced model, so we focus solely on the approach in (112).

Remark 27. As stated, the tolerances \( \delta_{tp,k}, \delta_{ra,k}, \delta_{ga,k} \) in (106) must be computed iteratively because the bound for the tolerance depends on \( m_k \), which in turn depends on the tolerances. In practice, we lag the right-hand side to \( m_{k-1}(\mu_{k-1}) \). Experimentation with both approaches yielded no discernible difference in convergence, but a significantly higher computational cost for the iterative approach, so we only consider the lagged approach.

Remark 28. In some cases, an affine subspace approximation \( u^* \approx u + \Phi y^* \) is preferred to the linear approximation in (35). All results and discussions directly carry through in the affine setting with only a small change to the basis construction. Specifically, we choose the affine offset at the kth iteration to be the trust-region center, i.e., \( \tilde{u}_k = u^*(\mu_k) \), which no longer requires \( u^*(\mu_k) \) to be explicitly included in the basis construction in (97) and (111). Lastly, we modify the primal snapshot matrix to be

\[
U_{k-1} = \begin{bmatrix}
 u^*(\mu_0) - u^*(\mu_k) & \cdots & u^*(\mu_{k-1}) - u^*(\mu_k)
\end{bmatrix}
\]

because the reduced basis \( \Phi_k \) now only represents deviations of the primal state from the offset (rather than the primal state itself).

5. Numerical experiments

In this section, we apply the proposed hyperreduced optimization method to solve two shape optimization problems to study the performance of the overall method and its sensitivity with respect to key parameters including the gradient condition tolerance \( (\kappa/\kappa) \), the size of the reduced basis \( (n_k) \), and the empirical quadrature constraints used \( (C_{\Phi,\Xi,\delta}) \). Specifically, we study the proposed EQP/TR method under the
following collection of EQP constraints,

\[
\begin{align*}
C_{\Phi, \Xi, \delta}^{(1)} &= C_{\delta v}^{C, \psi} \cap C_{\Phi, \Xi, \delta v}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \\
C_{\Phi, \Xi, \delta}^{(2)} &= C_{\delta v}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta v}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \\
C_{\Phi, \Xi, \delta}^{(3)} &= C_{\delta v}^{C, \psi} \cap C_{\Phi, \Xi, \delta v}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \cap C_{\Phi, \Xi, \delta q}^{\tau, \psi} \\
\end{align*}
\]  

(114)

where \( C_{\Phi, \Xi, \delta}^{(1)} \) is sufficient to establish global convergence of the method, but we will show that adding the sensitivity residual constraint and/or the QoI constraint can accelerate convergence. To provide a baseline for comparison, we will compare the EQP/TR methods to directly solving the optimization problem in (18) using HDM evaluations (no model reduction) with a BFGS linesearch method and the trust-region approach in [48] based on reduced-order models only (no hyperreduction). Furthermore, we also demonstrate the effectiveness of including the sensitivity solution at the starting point \( \partial \mu u^*(\mu_0) \) by comparing several of the aforementioned approaches with and without it. Table 1 summarizes the various methods we study in this section, and sets notation for later reference.

| label | model | \( \partial \mu u^*(\mu_0) \) included in training | EQP constraint set |
|-------|-------|---------------------------------|------------------|
| HDM   | HDM   | -                               | -                |
| ROM   | ROM   | no                              | -                |
| ROM\( \delta_0 \) | ROM   | yes                             | -                |
| EQP\( \delta_0 \) | EQP   | no                              | \( C_{\Phi, \Xi, \delta}^{(1)} \) |
| EQP\( \delta_0 \) | EQP   | yes                             | \( C_{\Phi, \Xi, \delta}^{(1)} \) |

Table 1: Various optimization methods studied in this work.

To assess the performance of each method in Table 1, we consider the computational cost required to achieve a given value of the objective function, i.e., given \( \epsilon > 0 \), we study the computational cost required for each algorithm to satisfy \( S_k < \epsilon \), where \( S_k \) is the normalized distance from the optimal objective value

\[
S_k := |f(\mu_k)|, \quad S_k := \frac{|f(\mu_k) - f^*|}{|f^*|}
\]

and \( f^* \) is the optimal value of the objective function. The first definition of \( S_k \) is used when \( f^* = 0 \) and second is used otherwise. In addition, we will consider the convergence history of \( S_k \) to provide a complete picture of the performance of each method. Because we have included hyperreduction, CPU time will directly be used to quantify the computational cost as opposed to other work that has relied on cost estimates [48, 49].

There are relatively few user-defined parameters because the procedure to define the basis \( \Phi_k \) and half of the EQP tolerances \( (\delta_{\tau p}, \delta_{\tau q}, \delta_{\tau s}) \) are prescribed in Section 4.2 and come directly from the optimization convergence criteria. Among the remaining user-defined parameters are those related to the trust-region algorithm itself; however, these are well-studied at this point so we fix to reasonable values: \( \eta_1 = 0.1 \), \( \eta_2 = 0.75 \), \( \gamma_1 = 0.5 \), and \( \gamma_2 = 1 \). Another important trust-region parameter is the initial trust-region radius \( \Delta_0 \), which has also been extensively studied in other work [45] so we set it to a reasonable value \( \Delta_0 = 0.1 \). The remaining parameters that must be set are the EQP tolerances that do not appear in the convergence criteria \( (\delta_{\tau v}, \delta_q, \delta_{\tau s}) \). In this way, we are only interested in whether including these additional constraints improves the convergence rate of the EQP/TR method so we either set \( \delta_{\tau v} = \delta_q = \delta_{\tau s} = \infty \) (constraints not used) or \( \delta_{\tau v} = 10^{-1} \), \( \delta_q = 10^{-6} \) and \( \delta_{\tau s} = 10^{-3} \).

5.1. Shape optimization of aorto-coronaric bypass

The first problem we consider is shape optimization of an aorto-coronaric bypass adapted from [35]. Let \( \Omega \in \mathbb{R}^2 \) be the domain (initial configuration) shown Figure 4 with incompressible, viscous flow governed by the steady, incompressible Navier-Stokes equations

\[
(v \cdot \nabla)v - \nu \nabla^2 v + \frac{1}{\rho_0} \nabla P = 0, \quad \nabla \cdot v = 0 \quad \text{in} \ \Omega,
\]

(116)
where \( \rho_0 \in \mathbb{R}_{>0} \) is the density of the fluid, \( \nu \in \mathbb{R}_{>0} \) is the kinematic viscosity of the fluid, and \( v : \Omega \rightarrow \mathbb{R}^d \)
and \( P : \Omega \rightarrow \mathbb{R}_{>0} \) are the velocity and pressure, respectively, of the fluid implicitly defined as the solution of (116). Boundary conditions for the boundaries identified in Figure 4 are

\[
v = v_{\text{in}} \quad \text{on} \quad \Gamma_{\text{in}}, \quad \sigma \cdot n = 0 \quad \text{on} \quad \Gamma_{\text{out}}, \quad v = 0 \quad \text{on} \quad \Gamma_{\text{w}},
\]

(117)

where \( v_{\text{in}} = (10, 0) \) is the inflow velocity and \( n : \partial\Omega \rightarrow \mathbb{R}^d \) is the outward unit normal to the boundary of the domain. In this work we take \( \rho_0 = 1 \) and \( \nu = L/\text{Re} \), where \( L = 0.2 \) is the length scale for the problem and \( \text{Re} = 500 \) is the corresponding Reynolds number.

The objective of this problem is to minimize the vorticity \( (\nabla \times v) \) of the flow in the region \( \Omega_{\text{wd}} \) by adjusting the shape of the upper wall \( (\Gamma_c) \). The shape of \( \Gamma_c \) is parametrized using a Bezier curve with 8 control points and the deformation is extended to the rest of the domain using linear elasticity (Section 3.4). In this case, the parameter vector \( \mu \) denotes the collection of Bezier control points. This leads to the following PDE-constrained shape optimization problem

\[
\text{minimize} \quad v, P, \mu \quad \int_{\Omega_{\text{wd}}(\mu)} (\nabla \times v) \, dV + \frac{\alpha}{2} \|\mu\|_{L^2}^2, \quad \text{subject to:} \quad \mathcal{L}(v, P; \mu) = 0, \quad -0.4 \leq \mu \leq 0.4,
\]

(118)

where \( \mathcal{L} \) is the differential operator that includes the incompressible Navier-Stokes equations (116) and boundary conditions (117), the bound constraints were included to ensure the shapes remain physically relevant, and we set the regularization parameter to \( \alpha = 500 \). The starting point and optimal solution for this problem are shown in Figure 5.

The governing equations and quantity of interest are discretized using the finite element method with \( P^2 - P^1 \) Taylor-Hood elements to yield a discrete optimization problem of the form (18). A quadratic mesh consisting of 1749 triangular elements was generated using DistMesh [31] and used for all numerical experiments.

5.1.1. Influence of the gradient condition tolerance

To begin, we study the impact of \( \hat{\kappa}/\kappa_i \) in (104) on convergence of the EQP/TR method, which are user-defined parameters that define the relative importance of each term in the gradient bound, as well as the initial magnitude of the various EQP tolerances. For simplicity, we take \( \kappa := \hat{\kappa}/\kappa_i \) for \( i = 1, 2, 3 \). To keep the size of this study manageable, we study \( \kappa \) in isolation by only considering the EQP(3) method.
and not truncating the reduced basis. The convergence rate of the EQP/TR method depends moderately on the choice of $\kappa$; however, for all values considered, EQP/TR converged faster than the HDM method (Figure 6). Furthermore, $\kappa = 10^{-4}$ leads to the fastest convergence for this configuration and will be used in the remainder.

![Figure 6: Convergence history of EQP (3) method applied to bypass problem with no basis truncation for different values of $\kappa$. Legend: $\kappa = 10^{-3}$ (- - - - -), $\kappa = 10^{-4}$ (- - - - -), $\kappa = 10^{-5}$ (- - - - -), $\kappa = 10^{-6}$ (- - - - -), $\kappa = 10^{-7}$ (- - - - -), HDM (-----)](image)

5.1.2. Influence of the reduced basis size

Next, we study the influence of the reduced basis size, i.e., $n_k = 2 + N_\mu + p_k + q_k$, on the performance of the EQP/TR methods. Even though the method is globally convergent in the limit where $n_k = 2 + N_\mu$ ($p_k = q_k = 0$), the optimal choice of basis size involves a trade-off where larger bases have more predictive capability that potentially allow for better subproblem solutions and faster convergence at the price of more expensive subproblems. To study this tradeoff, we consider the performance of the EQP (3) method for five basis truncation strategies (Figure 7): (i) $n_k \leq 20$ ($p_k = q_k \leq 5$), (ii) $n_k \leq 30$ ($p_k = q_k \leq 10$), (iii) $n_k \leq 40$ ($p_k = q_k \leq 15$), (iv) $n_k \leq 50$ ($p_k = q_k \leq 20$), and (v) $n_k \leq \infty$ ($p_k = q_k = k$, i.e., no truncation). Despite the decreased cost of the subproblem when using a truncated basis, convergence is much faster when using the more accurate trust-region models that come from larger reduced bases. Only in the case where the reduced basis is fairly large ($n_k \leq 50$) is the truncation approach competitive with using all available information. Therefore, in the remainder of this work, we do not truncate the reduced basis (i.e., we take $p_k = q_k = k$).
Figure 7: Convergence history of EQP\(^{(3)}\) method applied to bypass problem with different basis truncation levels and \(\kappa = 10^{-4}\).
Legend: \(n_k \leq 20\) (– – – – ), \(n_k \leq 30\) (– – – ), \(n_k \leq 40\) (– – – ), \(n_k \leq 50\) (– – – ), \(n_k \leq \infty\) (– – – – ), HDM (– – – – –)

5.1.3. Influence of the empirical quadrature procedure constraints

Finally, we study the influence of the EQP constraints by directly comparing the methods in Table 1 with the gradient tolerance \(\kappa = 10^{-4}\) and retaining the full reduced basis (no truncation) (Figure 7). Recall that all methods satisfy the criteria in Theorem 1 and are therefore globally convergent, with EQP\(^{(1)}\) being lightest method (e.g., fewest EQP constraints and snapshots) that ensures global convergence. The other EQP variants include additional snapshots or EQP constraints with the goal of improving the convergence rate.

First, we observe the EQP\(^{(1)}\) and EQP\(^{(1)}_{\tilde{c}_0}\) are converging extremely slowly to the optimal value of the objective function. While they initially provide some benefit relative to directly using the HDM for very weak tolerances, the HDM method converges much faster. This confirms the global convergence result for this problem, but also shows global convergence is not sufficient for the EQP method to be beneficial, and adding additional snapshots at the first iteration is not sufficient to overcome the limitation.

Next, we add the sensitivity residual constraint and consider the EQP\(^{(2)}\) and EQP\(^{(2)}_{\tilde{c}_0}\) methods. The convergence of these methods is significantly faster than the corresponding EQP\(^{(1)}\) and EQP\(^{(1)}_{\tilde{c}_0}\) method (Figure 8) suggesting the sensitivity residual EQP constraint is important to obtain a high-quality sample mesh in the optimization setting. Furthermore, the initial sensitivity snapshots do not have a significant impact on the convergence rate for this problem.

Next, we incorporate the quantity of interest constraint and consider EQP\(^{(3)}\) and EQP\(^{(3)}_{\tilde{c}_0}\) methods. The convergence of these methods is significantly faster than the corresponding EQP\(^{(2)}\) and EQP\(^{(2)}_{\tilde{c}_0}\) method (Figure 8) suggesting the QoI EQP constraint further helps improve the convergence rate of the hyperreduced trust-region framework. Both methods perform favorably compared to the HDM-only and ROM-only methods, and the initial sensitivity snapshots provide a slightly advantage, making EQP\(^{(3)}_{\tilde{c}_0}\) the best overall method.

Figure 9 shows the cost breakdown of EQP\(^{(3)}_{\tilde{c}_0}\) as a function of trust-region iteration. The cost at each iteration is split into four main sources at \(k\)th trust-region center: (i) construction of the basis \(\Phi_k\) at the beginning using (111) (not including snapshot computations, only the compression and orthogonalization), (ii) EQP training in (69) (solution of the linear program and ROM solves required to form the constraint matrix), (iii) trust-region subproblem in (89), and (iv) HDM evaluations to compute snapshots and evaluate steps in (93). It is clear that (iv) dominates the computational cost at each iteration as the average costs of (i)-(iii) are at least one order smaller than (iv) in the magnitude. The oscillations in the cost to solve the
HDM at early iterations are a result of large shape variations that require a different number of nonlinear iterations to converge. The shape change stabilizes when it is close the optimal shape, so the cost of (iv) stabilizes. As the optimizer iterates, the cost of (i)-(ii) trend to increase since the size of $\Phi_k$ and element usage increase. A larger size of reduced basis increases the cost of solving the linear program in (69) because the number of constraints scales with $n_k$. Lastly, we observe that for this problem, the cost of solving the trust-region subproblem and the cost to compute the EQP weights are similar.

Figure 8: Convergence history of the optimization methods in Table 1 applied to bypass problem with $\kappa = 10^{-4}$ and no basis truncation. Legend: HDM ( ), ROM ( ), ROM$_{\varepsilon_0}$ ( ), EQP$^{(1)}$ ( ), EQP$^{(2)}$ ( ), EQP$^{(3)}$ ( ), EQP$_{\varepsilon_0}^{(1)}$ ( ), EQP$_{\varepsilon_0}^{(2)}$ ( ), EQP$_{\varepsilon_0}^{(3)}$ ( ).
Figure 9: Cost breakdown at each major iteration for EQP$_{k_0}^{(3)}$ applied to the bypass problem. Legend: Build $\Phi_k$ (i) (---), compute the EQP weights (ii) (--), solve the TR subproblem (iii) (---), and compute snapshots by solving the HDM (iv) (---).

Table 2 presents the convergence history of EQP$_{k_0}^{(3)}$ at selected iterations. The method converges to a first-order critical point as $\|\nabla f(\mu_k)\| \rightarrow 0$ in 36 major iterations. After only 25 major iterations, the gradient has been reduced by five orders of magnitude. At earlier iterations, the basis is small and the sample mesh is highly sparse, which makes the hyperreduced model only match the HDM to a few digits. However, progress toward the optimal solution is still achieved ($\|\nabla f(\mu_k)\|$ and $S_k$ decrease on the next iteration) because the convergence criteria for the trust-region method are satisfied by construction of the EQP$_{k_0}^{(3)}$ method. The basis grows at each iteration due to our choice to not apply truncation, and the sample mesh is picking up more elements because the EQP tolerance in (104) are tightening as $\|\nabla m_k(\mu_k)\|$ decreases. Figure 10 shows several samples meshes produced throughout the EQP$_{k_0}^{(3)}$ algorithm. The sampled elements are mainly distributed in the optimization region $\Omega_{wd}$ with some elements on the inlet as well.

| Iter | $m_k(\mu_k)$ | $f(\mu_k) - m_k(\mu_k)$ | $\|\nabla f(\mu_k)\|$ | $S_k$ | $\varrho_k$ | $\|p_k\|_0$ (%) | $n_k$ |
|------|--------------|--------------------------|-----------------|------|--------|----------------|------|
| 1    | 2.0664e+03   | 3.2768e-01               | 1.7795e+03      | 3.1446e-01 | 1.0305e+00 | 4.75            | 10   |
| 2    | 1.9174e+03   | 7.6653e-01               | 1.2951e+03      | 2.1896e-01 | 5.9425e-01 | 5.37            | 12   |
| 3    | 1.7194e+03   | 6.7779e-01               | 8.0538e+02      | 9.3103e-02 | 1.2742e+00 | 6.86            | 14   |
| 4    | 1.6027e+03   | 1.1540e+00               | 3.5247e+02      | 1.8616e-02 | -4.6572e-01 | 7.60            | 16   |
| 5    | 1.6021e+03   | 5.0410e-01               | 3.5247e+02      | 1.8616e-02 | 6.8718e-01 | 8.40            | 18   |
| 10   | 1.5753e+03   | 6.3705e-02               | 1.2219e+02      | 1.8657e-03 | 1.0078e+00 | 13.32           | 28   |
| 15   | 1.5726e+03   | 1.3424e-01               | 2.8562e+01      | 6.6999e-05 | 9.3863e-01 | 17.72           | 38   |
| 20   | 1.5724e+03   | 6.4038e-02               | 1.3296e+00      | 6.3999e-05 | 9.3863e-01 | 21.38           | 48   |
| 25   | 1.5723e+03   | 9.7412e-04               | 4.9346e-05      | 3.1814e-15 | 1.0000e-01 | 30.65           | 80   |

Table 2: Convergence history of the EQP$_{k_0}^{(3)}$ method applied to the bypass problem with $\kappa = 10^{-4}$ and no basis truncation.
Finally, we compare three methods—HDM, ROM, EQP$^{(3)}$—in terms of the computational cost required to achieve a given cutoff tolerance. We will consider four cutoff levels that represent a loose ($\epsilon = 10^{-3}$), moderate ($\epsilon = 10^{-5}$), tight ($\epsilon = 10^{-8}$), and very tight ($\epsilon = 10^{-10}$) accuracy requirement. First we observe the overall speedup of the EQP$^{(3)}$ method is between 2.6 – 3.5 for this problem, which primarily comes from the reduction of HDM solves by a factor of 2 – 3, whereas the speedup of the corresponding ROM method is only between 1.1 – 1.7. For the EQP$^{(3)}$ method, the most substantial speedup comes from the loose and moderate tolerances. The speedup reduction at tighter tolerances comes from the fact that both the basis and sample mesh are growing at each iteration so EQP training and model evaluations are becoming more expensive.

| Method | $\epsilon$ | # HDM | # ROM | # EQP | cost(s) | speedup |
|--------|-------------|-------|-------|-------|---------|---------|
| HDM    | 1.0000e-03  | 27    | -     | -     | 3.1778e+03 | -       |
|        | 1.0000e-05  | 51    | -     | -     | 5.3083e+03 | -       |
|        | 1.0000e-08  | 61    | -     | -     | 6.3584e+03 | -       |
|        | 1.0000e-10  | 62    | -     | -     | 6.4683e+03 | -       |
| ROM    | 1.0000e-03  | 23    | 149   | -     | 2.8280e+03 | 1.12    |
|        | 1.0000e-05  | 29    | 190   | -     | 3.5874e+03 | 1.48    |
|        | 1.0000e-08  | 31    | 204   | -     | 3.8510e+03 | 1.65    |
|        | 1.0000e-10  | 31    | 204   | -     | 3.8510e+03 | 1.68    |
| EQP$^{(3)}$ | 1.0000e-03  | 12    | 11    | 51    | 9.0601e+02 | 3.51    |
|        | 1.0000e-05  | 19    | 18    | 90    | 1.5657e+03 | 3.39    |
|        | 1.0000e-08  | 24    | 23    | 122   | 2.0635e+03 | 3.08    |
|        | 1.0000e-10  | 28    | 27    | 149   | 2.4652e+03 | 2.62    |

Table 3: Performance comparison for various methods applied to the bypass problem. The speedup is defined as the cost of a particular model divided by the cost of the HDM method at the same cutoff tolerance ($\epsilon$).

5.2. Inverse design of an airfoil in inviscid, subsonic flow

Next, we consider aerodynamic inverse shape design whereby we aim to recover an RAE2822 airfoil from only its flow field starting from a NACA0012 airfoil. Let $\Omega \subset \mathbb{R}^d$ ($d = 2$) be the region around a NACA0012 airfoil with cord length $L = 1$ that extends $8L$ from the leading edge, and consider steady, inviscid, compressible flow governed by the Euler equations

$$
\frac{\partial}{\partial x_j} (\rho v_j) = 0, \quad \frac{\partial}{\partial x_j} (\rho v_i v_j + P \delta_{ij}) = 0, \quad \frac{\partial}{\partial x_j} ([\rho E + P] v_j) = 0,
$$

(119)

where $i = 1, \ldots, d$ and summation is implied over the repeated index $j = 1, \ldots, d$. The density of the fluid $\rho : \Omega \to \mathbb{R}_{>0}$, the velocity of the fluid $v_i : \Omega \to \mathbb{R}$ in the $x_i$ direction for $i = 1, \ldots, d$, and the total energy of the fluid $E : \Omega \to \mathbb{R}_{>0}$ are implicitly defined as the solution of (119). For a calorically ideal fluid, the
pressure of the fluid, \( P : \Omega \rightarrow \mathbb{R}_{>0} \), is related to the energy via the ideal gas law
\[
P = (\gamma - 1) \left( \rho E - \frac{\rho v_i v_i}{2} \right),
\]
where \( \gamma \in \mathbb{R}_{>0} \) is the ratio of specific heats. We stack the conservative variables into a state vector \( U : \Omega \rightarrow \mathbb{R}^{d+2} \) with \( U : x \mapsto (\rho(x), \rho(x)v(x), \rho(x)E(x)) \). A farfield boundary condition is applied to the cutoff surface of the domain and a slip wall condition \((v \cdot n = 0)\) is applied on the airfoil surface.

The objective of this problem is to match the RAE2822 flow field, denoted \( U_{\text{RAE2822}} : \Omega \rightarrow \mathbb{R}^{d+2} \) by adjusting the airfoil surface, which is parametrized using a Bezier curve with 18 control points and the deformation is extended to the rest of the domain using linear elasticity (Section 30). The parameter vector \( \mu \) denotes the collection of Bezier control points. This leads to the following PDE-constrained shape optimization problem
\[
\begin{align*}
\text{minimize} \quad & \frac{1}{2} \int_{\Omega(\mu)} \|U - U_{\text{RAE2822}}\|^2 \, dV, \\
\text{subject to:} \quad & L(U; \mu) = 0,
\end{align*}
\]
where \( L \) is the differential operator that includes the Euler equations (119) and appropriate boundary conditions. The starting point and optimal solution for this problem are shown in Figure 11. Because of this choice of objective function, the optimal value of the objective function is zero so we use the first definition of \( S_k \) in (115) throughout this section.

Figure 11: The domain shape and density for the airfoil problem at the starting configuration (left) and optimal solution (right).

The governing equations and quantity of interest are discretized using a nodal discontinuous Galerkin method with \( P^2 \) triangular elements to yield a discrete optimization problem of the form (16). A quadratic mesh consisting of 1524 triangular elements was generated using DistMesh [31] and used for all numerical experiments.

At the discrete level, the objective function in (121) can be written as
\[
\hat{j}(\mathbf{y}, \mu) = \frac{1}{2} (\mathbf{y} - \mathbf{y}_{\text{RAE2822}})^T M (\mathbf{y} - \mathbf{y}_{\text{RAE2822}}),
\]
where \( M \in \mathbb{R}^{N_u \times N_u} \) is the DG mass matrix and \( \mathbf{y}_{\text{RAE2822}} \in \mathbb{R}^{N_u} \) is the RAE2822 state \( (U_{\text{RAE2822}}) \) in algebraic form. Then, the reduced quantity of interest is
\[
\hat{j} \Phi(\hat{\mathbf{y}}, \mu) = \frac{1}{2} (\Phi \hat{\mathbf{y}} - \mathbf{y}_{\text{RAE2822}})^T \hat{M} (\Phi \hat{\mathbf{y}} - \mathbf{y}_{\text{RAE2822}}) = \frac{1}{2} \hat{\mathbf{y}}^T \hat{M} \hat{\mathbf{y}} + \hat{b}^T \hat{\mathbf{y}} + \hat{c},
\]
where \( \hat{M} = \Phi^T M \Phi \in \mathbb{R}^{n \times n}, \hat{\mathbf{b}} = -\Phi^T u_{\text{RAE2822}} \in \mathbb{R}^n \), and \( \hat{c} = \frac{1}{2} \|u_{\text{RAE2822}}\|^2 \in \mathbb{R} \). These are all small terms that can be precomputed and do not need hyperreduction. Therefore, in this section, we directly use the form of the QoI in (123) and do not include the QoI constraint (because EQP is not responsible for approximating the QoI itself).

Due to the objective function implementation (123) and the results of the bypass study (Section 5.1), we will only consider the EQP \( \hat{\alpha}_0 \) with \( \hat{k} = 10^{-4}, \Delta_0 = 0.1 \), and no basis truncation. From these choices the size of the reduced basis will evolve as \( n_k = 20 + 2k \) (the 20 initial snapshots come from one primal and adjoint solution, and 18 sensitivities at \( \mu_0 \)). For this problem, the initial sensitivity snapshots are critical for both the ROM and EQP methods to converge rapidly (Figure 12). Without the initial sensitivity snapshots, the build up of the reduced basis is too slow and the reduced methods are not competitive with the HDM.
However, with the initial sensitivity snapshots both methods converge to a tight tolerance of at least $10^{-10}$ much faster than using the HDM alone. Furthermore, it is clear than EQP$_{p_0}^{(2)}$ achieves the best performance unless tolerances below $10^{-10}$ are required.

Figure 13 shows cost breakdown of EQP$_{p_0}^{(2)}$ as a function of trust-region iteration broken into the same sources of cost considered in Section 5.1 and Figure 9. In this case, the cost of computing the EQP weights is roughly constant because there are relatively few major iterations and more linearly dependent constraints were removed at later iterations (Remark 14). Unlike the bypass case, the cost of solving the trust-region subproblem is noticeably larger than the cost to construct the EQP weights.

Figure 12: Convergence history of the optimization methods in Table 1 applied to airfoil problem with $\kappa = 10^{-4}$ and no basis truncation. Legend: HDM ( ), ROM ( ), ROM$_{p_0}^{(2)}$ ( ), EQP$_{p_0}^{(2)}$ ( ), EQP$_{p_0}^{(2)}$ ( )
Finally, we compare three methods—HDM, ROM, EQP—of order of magnitude. For this problem, the speedup of the ROM method is between $9.7 - 14$ and the EQP method is $12.5 - 18.8$. Similar to the bypass case, the best speedup comes from the looser tolerances. Figure 14 shows several samples meshes produced throughout the EQP algorithm; as expected, the sampled elements are mainly distributed around the airfoil.

Table 4: Comparison of the performance based on cutoff tolerance

| Method       | $S_k$   | # HDM | # ROM | # EQP | cost(s)       | Speed-up |
|--------------|---------|-------|-------|-------|---------------|----------|
| HDM          | 1.0000e-03 | 114   | -     | -     | 5.4567e+04   | -        |
|              | 1.0000e-05 | 130   | -     | -     | 6.2002e+04   | -        |
|              | 1.0000e-07 | 131   | -     | -     | 6.2463e+04   | -        |
| ROM          | 1.0000e-03 | 6     | 109   | -     | 3.9055e+03   | 13.97    |
|              | 1.0000e-05 | 9     | 186   | -     | 6.4132e+03   | 9.67     |
|              | 1.0000e-07 | 9     | 186   | -     | 6.4132e+03   | 9.74     |
| EQP          | 1.0000e-03 | 7     | 6     | 126   | 2.8997e+03   | 18.82    |
|              | 1.0000e-05 | 10    | 9     | 216   | 4.4455e+03   | 13.95    |
|              | 1.0000e-07 | 11    | 10    | 258   | 4.9863e+03   | 12.53    |
6. Conclusion

In this work, we introduce a numerical method to efficiently solve optimization problems governed by large-scale nonlinear systems using projection-based reduced-order models accelerated with hyperreduction (empirical quadrature) and globalized with a trust-region method based on inexact gradient evaluations and asymptotic error bounds [25]. The proposed method is globally convergent because hyperreduced models are constructed at each trust-region center precisely to satisfy the conditions for global convergence. In addition to the primary contribution of the EQP/TR method, this work also contributes: (i) an empirical quadrature procedure with additional constraints tailored to the optimization setting, (ii) an approach to accelerate physics-based mesh motion (linear elasticity, springs system, etc) using linear model reduction, and (iii) global convergence theory for the proposed EQP/TR method.

Two fluid shape optimization problems are employed to verify global convergence of the method and demonstrate the efficiency of the method; speedups over 18 are attained relative to standard optimization approaches (even when accounting for all sources of computational cost, i.e., HDM evaluations to gather snapshots and assess trust-region steps, reduced basis construction, linear program solves to construct EQP weights, trust-region subproblems solves, etc). Several studies were performed to understand the sensitivity of the method relative to algorithmic parameters, e.g., the gradient tolerance, the basis truncation size, and the EQP constraints to include. We found mild sensitivity with respect to the gradient tolerance, although a moderate value of $\hat{\kappa} / \kappa = 10^{-4}$ proved effective throughout. Furthermore, there seemed to be little benefit to truncating the snapshot matrix and including all optimization-based EQP constraints was most effective. Currently, the dominant cost of the proposed method comes from the HDM evaluations. This suggests further investigation into hyperreduced models with better predictive capabilities could reduce the frequency in which the model is reconstructed and further improve the computational efficiency of the method. Other interesting research directions include the extension to unsteady problems, extension to quadrature-based (instead of element-based) EQP [15, 16] for integration with higher order finite element discretizations, and using the methodology to solve relevant optimization problems.
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Appendix A. Regularity and boundedness assumptions

We begin by stating a series of regularity and boundedness assumptions on both the HDM and hyperreduced model. These assumptions were introduced in previous work [49] and will be used to derive residual-based error estimates.
Assumption 2. Consider any open, bounded subset \( \mathcal{U} \subset \mathbb{R}^{N_u} \). We assume the HDM residual function in (1) and quantity of interest in (11) satisfy the following:

(AH1) \( r \) is continuously differentiable with respect to both arguments on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH2) \( j \) is continuously differentiable with respect to both arguments on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH3) \( j \) is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH4) The Jacobian matrix

\[
\frac{\partial r}{\partial u} : \mathbb{R}^{N_u} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{N_u \times N_u}, \quad \frac{\partial r}{\partial u} : (u, \mu) \to \frac{\partial r}{\partial u}(u, \mu)
\]

is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH5) The state derivative

\[
\frac{\partial f}{\partial u} : \mathbb{R}^{N_u} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{1 \times N_u}, \quad \frac{\partial f}{\partial u} : (u, \mu) \to \frac{\partial f}{\partial u}(u, \mu)
\]

is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH6) The parameter Jacobian matrix

\[
\frac{\partial r}{\partial \mu} : \mathbb{R}^{N_u} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{N_u \times N_{\mu}}, \quad \frac{\partial r}{\partial \mu} : (u, \mu) \to \frac{\partial r}{\partial \mu}(u, \mu)
\]

is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH7) The parameter derivative

\[
\frac{\partial f}{\partial \mu} : \mathbb{R}^{N_u} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{1 \times N_{\mu}}, \quad \frac{\partial f}{\partial \mu} : (u, \mu) \to \frac{\partial f}{\partial \mu}(u, \mu)
\]

is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{U} \times \mathcal{D} \).

(AH8) The matrix function

\[
D : \mathbb{R}^{N_u} \times \mathbb{R}^{N_u} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{N_u \times N_u}, \quad D : (u_1, u_2, z) \to \int_0^1 \frac{\partial r}{\partial u}(u_2 + t(u_1 - u_2), \mu) \, dt
\]

is invertible with bounded inverse on the domain \( \mathcal{U} \times \mathcal{U} \times \mathcal{D} \).

(AR1) \( \tilde{r}_\Phi(\cdot, \cdot; \rho) \) is continuously differentiable with respect to both arguments on the domain \( \mathcal{Y} \times \mathcal{D} \).

(AR2) \( \tilde{j}_\Phi(\cdot, \cdot; \rho) \) is continuously differentiable with respect to both arguments on the domain \( \mathcal{Y} \times \mathcal{D} \).

(AR3) \( \tilde{j}_\Phi(\cdot, \cdot; \rho) \) is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{Y} \times \mathcal{D} \).

(AR4) The Jacobian matrix

\[
\frac{\partial \tilde{r}}{\partial y} : \mathbb{R}^{n} \times \mathbb{R}^{N_{\mu}} \to \mathbb{R}^{n \times n}, \quad \frac{\partial \tilde{r}}{\partial y} : (y, \mu; \rho) \to \frac{\partial \tilde{r}}{\partial y}(y, \mu; \rho)
\]

is Lipschitz continuous with respect to its first argument on the domain \( \mathcal{Y} \times \mathcal{D} \).
The state derivative
\[
\frac{\partial \tilde{y}}{\partial \mu} (\cdot, \cdot; \rho) : \mathbb{R}^n \times \mathbb{R}^{N_u} \to \mathbb{R}^{1 \times n}, \quad \frac{\partial \tilde{y}}{\partial \mu} (\cdot, \cdot; \rho) : (\tilde{y}, \mu; \rho) \to \frac{\partial \tilde{y}}{\partial \mu} (\tilde{y}, \mu; \rho) \quad (A.7)
\]
is Lipschitz continuous with respect to its first argument on the domain \( Y \times D \).

The parameter Jacobian matrix
\[
\frac{\partial \tilde{r}}{\partial \mu} : \mathbb{R}^n \times \mathbb{R}^{N_u} \to \mathbb{R}^{n \times N_u}, \quad \frac{\partial \tilde{r}}{\partial \mu} : (\tilde{y}, \mu) \to \frac{\partial \tilde{r}}{\partial \mu} (\tilde{y}, \mu) \quad (A.8)
\]
is Lipschitz continuous with respect to its first argument on the domain \( Y \times D \).

The parameter derivative
\[
\frac{\partial \Phi}{\partial \mu} : \mathbb{R}^n \times \mathbb{R}^{N_u} \to \mathbb{R}^{1 \times N_u}, \quad \frac{\partial \Phi}{\partial \mu} : (\tilde{y}, \mu; \rho) \to \frac{\partial \Phi}{\partial \mu} (\tilde{y}, \mu; \rho) \quad (A.9)
\]
is Lipschitz continuous with respect to its first argument on the domain \( Y \times D \).

The matrix function
\[
\tilde{D}_\Phi (\cdot, \cdot; \cdot, \cdot, \rho) : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^{N_u} \to \mathbb{R}^{n \times n}, \quad \tilde{D}_\Phi : (\tilde{y}, \tilde{y}, z; \rho) \to \int_0^1 \frac{\partial \tilde{r}}{\partial \mu} (\tilde{y} + t(\tilde{y} - \tilde{y}), \mu; \rho) dt \quad (A.10)
\]
is invertible with bounded inverse on the domain \( Y \times Y \times D \).

For any \( \mu \in D \), there is a unique solution \( \tilde{y}^* \) satisfying \( \tilde{r}_\Phi (\tilde{y}^*, \mu; \rho) = 0 \), and the set of solutions \( \{y \in \mathbb{R}^n \mid \tilde{r}_\Phi (y, \mu; \rho) = 0, \forall \mu \in D \} \) is a bounded set.

**Remark 29.** *(AR1)–(AR7) follow directly from Assumption 2 in the case where \( \rho = 1 \) because \( \tilde{r}_\Phi (\tilde{y}, \mu) = \tilde{r}_\Phi (\tilde{y}, \mu; 1) \) and the relationship between \( r \) and \( \tilde{r} \) in (37).*

From these assumptions, the following residual-based estimates on the primal state, adjoint state, and output hold for each model. These lemmas will be used to establish residual-based error estimates between the HDM and hyperreduced outputs (Theorem 1 and its corollaries).

**Lemma 1.** Under Assumptions 2–3, for any \( u \in U, \lambda \in \Lambda, \text{ and } \mu \in D \), there exist constants \( \kappa, \tau, \omega > 0 \) such that
\[
\|u^*(\mu) - u\| \leq \kappa \|r(u, \mu)\|, \quad \|\lambda^*(\mu) - \lambda\| \leq \tau \|r(u, \mu)\| + \omega \|r^\lambda(\lambda, u, \mu)\|, \quad (A.11)
\]
where \( U \subset \mathbb{R}^{N_u}, \Lambda \subset \mathbb{R}^{N_v}, \text{ and } D \subset \mathbb{R}^{N_u} \) are bounded subsets. Furthermore, there exists constants \( \kappa', \tau', \omega' > 0 \) such that
\[
\|j(u^*(\mu), \mu) - j(u, \mu)\| \leq \kappa' \|r(u, \mu)\|, \quad \|g^\lambda(\lambda^*(\mu), u^*(\mu), \mu) - g^\lambda(\lambda, u, \mu)\| \leq \tau' \|r(u, \mu)\| + \omega' \|r^\lambda(\lambda, u, \mu)\|. \quad (A.12)
\]

**Proof.** Proposition A.1 and A.2 of [49].

**Lemma 2.** Under Assumptions 2–3, for any \( \tilde{y} \in Y, \tilde{z} \in Z, \rho \in R, \) and \( \mu \in D \), there exist constants \( \kappa, \tau, \omega > 0 \) such that
\[
\|\tilde{y}^* (\mu; \rho) - \tilde{y}\| \leq \kappa \|\tilde{r}_\Phi (\tilde{y}, \mu; \rho)\|, \quad \|\tilde{\lambda}^* (\mu; \rho) - \tilde{z}\| \leq \tau \|\tilde{r}_\Phi (\tilde{y}, \mu; \rho)\| + \omega \|\tilde{r}^\lambda (\tilde{z}, \tilde{y}; \mu; \rho)\|. \quad (A.13)
\]
where \( Y \subset \mathbb{R}^n, Z \subset \mathbb{R}^n, \) and \( D \subset \mathbb{R}^{N_u} \) are bounded subsets. Furthermore, there exists constants \( \kappa', \tau', \omega' > 0 \) such that
\[
\|j(\tilde{y}^* (\mu; \rho), \mu; \rho) - j(\tilde{y}, \mu; \rho)\| \leq \kappa' \|\tilde{r}_\Phi (\tilde{y}, \mu; \rho)\|, \quad \|g^\lambda (\tilde{\lambda}^* (\mu; \rho), \tilde{y}^* (\mu; \rho), \mu; \rho) - g^\lambda (\tilde{z}, \tilde{y}; \mu; \rho)\| \leq \tau' \|\tilde{r}_\Phi (\tilde{y}, \mu; \rho)\| + \omega' \|\tilde{r}^\lambda (\tilde{z}, \tilde{y}; \mu; \rho)\|. \quad (A.14)
\]
Proof. Proposition A.1 and A.2 of [49].

Appendix B. Proof of residual-based output error estimates

We prove the Theorem 1 and Corollaries 1.1-1.2. For notational brevity, we suppress the subscript $\Phi$ and EQP weights $\rho$ for all functions, and we drop off the input argument of the solution terms $A^*(\mu)$.

Proof of Theorem 1. First, we expand the quantities of interest using their definitions in terms of $j$ and $\hat{j}$ as

$$
|f(\mu) - \tilde{f}(\mu)| = |j(u^*, \mu) - \hat{j}(y^*, \mu)|.
$$

(B.1)

Then, we add and subtract two terms, $\hat{j}(\hat{y}, \mu)$ and $j(y, \mu)$, and use the triangle inequality to obtain

$$
|f(\mu) - \tilde{f}(\mu)| \leq |j(u^*, \mu) - \hat{j}(\hat{y}, \mu)| + |j(y^*, \mu) - \hat{j}(\hat{y}, \mu)| + |\hat{j}(\hat{y}, \mu) - \hat{j}(y^*, \mu)|.
$$

(B.2)

From Lemma 1 and 2, the first two terms can be written in terms of the corresponding residuals

$$
|f(\mu) - \tilde{f}(\mu)| \leq c_1 \|r(\Phi \hat{y}^*, \mu)\| + c_2 \|\tilde{r}(\hat{y}^*, \mu)\| + |\hat{j}(\hat{y}, \mu) - \hat{j}(y^*, \mu)|,
$$

(B.3)

where $c_1, c_2 > 0$ are constants, which is the desired result in (73).

Similarly, we expand the gradient error in terms of the $\dot{g}^\lambda$ and $\ddot{g}^\lambda$ operators, add and subtract $\ddot{g}^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu)$ and $\ddot{g}^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu)$, and use the triangle inequality to obtain

$$
\|\nabla f(\mu) - \nabla \tilde{f}(\mu)\| \leq \|g^\lambda(\dot{\lambda}^*, u^*, \mu) - \ddot{g}^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu)\| + \|g^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu) - \ddot{g}^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu)\| + (B.4)
$$

From Lemma 1 and 2, the first two terms can be written in terms of the corresponding primal residuals and adjoint residuals as

$$
\|\nabla f(\mu) - \nabla \tilde{f}(\mu)\| \leq c_1' \|r(\Phi \dot{y}^*, \mu)\| + c_2' \|\dot{r}(\dot{y}^*, \mu)\| + c_3' \|\ddot{r}(\dot{\lambda}^*, \dot{y}^*, \mu)\| + (B.5)
$$

where $c_1', c_2', c_3', c_4' > 0$ are constants, which is the desired result in (74).

Proof of Corollary 1.1. Because $u^* \in \text{Ran} \Phi_k$, the ROM will recover the exact solution ($u^* = \Phi \hat{y}^*$) and therefore the first term in (73) will vanish, which gives

$$
|f(\mu) - \tilde{f}(\mu)| \leq c_2' \|\tilde{r}(\dot{y}^*, \mu)\| + |j(\hat{y}^*, \mu) - \hat{j}(\hat{y}^*, \mu)|.
$$

(B.6)

Furthermore, because $\rho$ is the solution of (69) with $C_{\Phi, \Xi, \delta} \subset C_{\Phi, \Xi, \delta_{\rho}}$ and $C_{\Phi, \Xi, \delta_{\lambda}}$, we have

$$
\|\tilde{r}(\dot{y}^*, \mu)\| \leq \delta_{\rho}, \quad |j(\hat{y}^*, \mu) - \hat{j}(\hat{y}^*, \mu)| \leq \delta_{\lambda},
$$

(B.7)

which follows directly from (71)-(72) and leads to the desired result in (76).

Proof of Corollary 1.2. Because $u^* \in \text{Ran} \Phi_k$ and $\lambda^* \in \text{Ran} \Phi_k$, the ROM will recover the exact primal and adjoint solutions ($u^* = \Phi \dot{y}^*$, $\lambda^* = \Phi \dot{\lambda}^*$) and therefore the first two terms in (74) will vanish, which gives

$$
\|\nabla f(\mu) - \nabla \tilde{f}(\mu)\| \leq c_3' \|\dot{r}(\dot{y}^*, \mu)\| + c_4' \|\ddot{r}(\dot{\lambda}^*, \dot{y}^*, \mu)\| + \|g^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu) - \ddot{g}^\lambda(\dot{\lambda}^*, \dot{y}^*, \mu)\|.
$$

(B.8)
Furthermore, because $\rho$ is the solution of (69) with $C_{\Phi,\Xi,\delta} \subset C^{rp}_{\Phi,\Xi,\delta_p} \cap C^{ra}_{\Phi,\Xi,\delta_a} \cap C^{ga}_{\Phi,\Xi,\delta_g}$, we have
\[
\| \tilde{r}(\hat{y},\mu) \| \leq \delta_{rp}, \quad \| \tilde{r}^{\lambda}(\hat{\lambda},\hat{y},\mu) \| \leq \delta_{ra}, \quad \| \tilde{g}^{\lambda}(\hat{\lambda},\hat{y},\mu) - \tilde{g}^{\lambda}(\hat{\lambda},\hat{y},\mu) \| \leq \delta_{ga},
\] (B.9)
which follows directly from (71)-(72) and leads to the desired result in (77).
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