Quantum-classical phase transition of the escape rate of two-sublattice antiferromagnetic large spins
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Abstract

The Hamiltonian of a two-sublattice antiferromagnetic spins, with single (hard-axis) and double ion anisotropies described by \( H = J\hat{S}_1 \cdot \hat{S}_2 - 2J_z\hat{S}_{1z}\hat{S}_{2z} + K(\hat{S}_{1z}^2 + \hat{S}_{2z}^2) \) is investigated using the method of effective potential. The problem is mapped to a single particle quantum-mechanical Hamiltonian in terms of the relative coordinate and reduced mass. We study the quantum-classical phase transition of the escape rate of this model. We show that the first-order phase transition for this model sets in at the critical value \( J_c = \frac{K}{6} \) while for the anisotropic Heisenberg coupling \( H = J(S_{1z}S_{2z} + S_{1y}S_{2y}) + J_zS_{1z}S_{2z} + K(S_{1z}^2 + S_{2z}^2) \) we obtain \( J_c = \frac{2K}{3} \). The phase diagrams of the transition are also studied.

PACS numbers: 75.45.+j, 75.10.Jm, 75.30.Gw, 03.65.Sq

I. INTRODUCTION

The study of spin systems is a widespread subject ranging from the theory of magnetism, quantum spin hall effect, quantum computation, spintronics, superconductivity, to nuclear physics. In the last few decades, several methods have been developed to tackle the problem of spin systems. These methods include mapping to bosonic operators (e.g. Schwinger Bosons, Holstein Primakoff transformation etc), semiclassical methods (e.g. spin coherent state path integral) and effective potential methods.

In the last decade, there have been considerable interest in single ferromagnetic spin systems due to the fact that they exhibit first- or second-order phase transition between quantum and classical regimes for the escape rate. The transition occurs in the presence of a potential barrier and it takes place in two categories: Classical thermal activation over the barrier and quantum tunnelling through the barrier. The Classical thermal activation occurs at high temperature, in this case the transition rate is governed by \( \Gamma \sim \exp \left[ -\Delta V/T \right] \), where \( \Delta V \) is the energy barrier. Below a particular temperature \( T_0^{(0)} \), quantum tunnelling dominates thermal hopping and one should expect a temperature-independent rate of the form \( \Gamma \sim \exp \left[ -S_0 \right] \), where \( S_0 \) is the Euclidean (imaginary time \( t = -it \)) action evaluated along the instanton path. Equating the two exponents the crossover temperature (first-order transition) from quantum to classical regime is \( T_0^{(0)} = \Delta V/S_0 \). For a particle in a cubic or quartic parabolic potential interesting features arise, the so-called second order-phase transition at the temperature \( T_0^{(2)} \). Below \( T_0^{(2)} \) one has the phenomenon of thermally assisted tunnelling and above \( T_0^{(2)} \) transition occur due to thermal activation to the top of the potential barrier.

In the case of a uniaxial ferromagnetic spin model with a transverse magnetic field Garanin and Chudnovsky showed, by using the effective potential mapping, that the phase transition can be understood in analogy of Landau’s theory of phase transition, with the free energy expressed as \( F = a\psi^2 + b\psi^4 + c\psi^6 \), where \( a = 0 \) determines the quantum-classical transition and \( b = 0 \) determines the boundary between the first- and second-order phase transition. The biaxial single ferromagnet spin has been studied by many authors but not much is known about the behaviour of antiferromagnetic spin systems in this formalism. In this paper we consider a two-sublattice antiferromagnetic spins, denoted by 1 and 2, in the presence of a single (hard-axis) and double ion anisotropies. Such antiferromagnetic interactions arises in some compounds like CsFe\(_8\), which was recently studied using the inelastic neutron scattering. The outline of this paper is as follows: In section II, we present the model Hamiltonian of the two-sublattice antiferromagnetic large spins, and then map it to a reduced one-dimensional quantum-mechanical particle using the well studied method of effective potential mapping. The instanton trajectory and the ground state energy splitting are also derived. In section III, we determine the condition for first-order phase transition in the spin model and finally some concluding remarks in section IV.

II. EFFECTIVE POTENTIAL FORMALISM

The model we will consider in this paper is that of two-sublattice, antiferromagnetic, quantum spins in the presence of a single (hard-axis) and a double ion spin anisotropies. The corresponding Hamiltonian is described by

\[
H = J\hat{S}_1 \cdot \hat{S}_2 - 2J_z\hat{S}_{1z}\hat{S}_{2z} + K(\hat{S}_{1z}^2 + \hat{S}_{2z}^2)
\]

where \( K, J_z > 0 \) are the single and double ion anisotropy constants respectively, \( J \) is the isotropic,
antiferromagnetic, Heisenberg exchange constant and \( S_i \) (assumed to be large), \( i = 1, 2 \) corresponds to the total spin on each sublattice. The spin operators obey the usual commutator relation:  
\[
[\hat{S}_{i\alpha}, \hat{S}_{j\beta}] = i\epsilon_{\alpha\beta\gamma}\delta_{jk}\hat{S}_{i\gamma}
\]

both independent equations must be equal to a constant: 
\[
(\mathcal{H} - E)\Phi = 0
\]

The functions \( G_i(r) \) are given by

\[
G_1(r) = -2\left[K + J_2 - J\sin^2\left(\frac{r}{2}\right)\right]
\]
\[
G_2(r) = -\frac{1}{2}\left[K + J_2 + J\sin^2\left(\frac{r}{2}\right)\right], \quad G_5(r) = J_{s_1s_2}\cos r
\]
\[
G_4(r) = \frac{J(s_1 - s_2)}{2}\sin r, \quad G_3(r) = -J(s_1 + s_2)\sin r
\]

where \( \Phi = \Phi(r, p) \). In order to make progress from (2.10), we focus our attention on the case of equal spins i.e., \( s_1 = s_2 \). Now since \( G_4(r) \) vanishes, Eq.(2.10) can be simplified by separation of variable: \( \Phi(r, p) = \mathcal{X}(r)\mathcal{Y}(q) \). The resulting equation becomes

\[
\frac{1}{r}\frac{d^2\mathcal{Y}(q)}{dq^2} + \frac{G_1(r)}{G_2(r)}\frac{d\mathcal{X}(r)}{dr} + \frac{G_3(r)}{G_2(r)}\frac{d\mathcal{X}(r)}{dr} - \frac{(G_5(r) - E)}{G_2(r)}\mathcal{X}(r) = 0
\]

where the first term of the above expression is a function of \( q \) only and the rest of the terms are functions of \( r \) only, both independent equations must be equal to a constant:

\[
\frac{d^2\mathcal{Y}(q)}{dq^2} = \alpha\mathcal{Y}(q)
\]
\[
G_1(r)\frac{d^2\mathcal{X}(r)}{dr^2} + G_3(r)\frac{d\mathcal{X}(r)}{dr} + (G_5(r) - E)\mathcal{X}(r) = \beta G_2(r)\mathcal{X}(r)
\]

where \( \alpha + \beta = 0 \).
Schrödinger equation: show that plugging (2.17) into (2.15) gives an equivalent function since it tends to zero as $u \to \pm \infty$.

We seek for a transformation of the form:

$$\gamma = \pm \frac{\sqrt{1 - \delta^2} \sin \left( \frac{r}{2} \right)}{\sin \left( \frac{r}{2} \right)}$$

(2.15)

$$+ K \left( \gamma s^2 \cos r + \frac{\gamma s^2}{2} \frac{\gamma}{\sin^2 \left( \frac{r}{2} \right)} \right) \frac{dX(r)}{dr}$$

$$\gamma = E X(r)$$

The new parameters are defined as $\delta = J_z/K$, and $\gamma = J/K$. The first derivative term can be removed by defining a new variable

$$u = F \left( \frac{r}{2}, p \right) = \int_{0}^{r} \frac{dr'}{2 \sqrt{1 - \gamma^2 \sin^2 \left( \frac{r'}{2} \right)}}$$

(2.16)

which is the incomplete elliptic integral of the first kind with modulus $p = \frac{\gamma}{\sqrt{1}}$ and amplitude $\frac{\gamma}{\sqrt{1}} = \pm \frac{\gamma}{\sqrt{1}}$ . The Jacobi elliptic sine and cosine are related to the trigonometric counterparts by $\sin \left( \frac{r}{2} \right)$, $\cos \left( \frac{r}{2} \right)$.

We seek for a transformation of the form:

$$X(r(u)) = (dn u)^{(2s + \hat{p})} \Psi(u)$$

(2.17)

where $dn u = \sqrt{1 - p^2 \sin^2 u}$.

The function $\Psi(u)$ is regarded as the particle wavefunction since it tends to zero as $u \to \pm \infty$. One can show that plugging (2.17) into (2.15) gives an equivalent Schrödinger equation:

$$H \Psi(u) = E \Psi(u)$$

(2.18)

where

$$H = -\frac{\nabla^2}{2\mu} + V(u), \quad \nabla = \frac{d}{du}$$

(2.19)

The effective potential and the reduced mass are given by

$$V(u) = \frac{K\gamma}{8 \sin^2 u} \left[ 4 \left( \frac{m^2(1 + \delta)}{\gamma} \right) + 2 \left( s + \frac{1}{2} \right)^2 \right]$$

$$+ \sin^2 u \left( 1 + 8s(1 + s) \right) \frac{\gamma}{1 + \delta} - 16 \left( s + \frac{1}{2} \right)^2$$

$$\gamma = \gamma = \frac{\sin^2 u}{\sin^2 \frac{r}{2}}$$

$$\gamma = \frac{\sin^2 u}{\sin^2 \frac{r}{2}}$$

(2.20)

$$\gamma = \frac{\sin^2 u}{\sin^2 \frac{r}{2}}$$

$$\mu = \frac{1}{K(1 + \delta)}$$

(2.21)

$$V(u) = K\gamma s^2 + K\gamma s^2 \left[ \sin^2 \left( \frac{r}{2} \right) \right]$$

(2.22)

$$V(u) = K\gamma s^2 + K\gamma s^2 \left[ \sin^2 \left( \frac{r}{2} \right) \right]$$

(2.23)

$$\Delta V = V_{\text{max}} - V_{\text{min}} = 2K\gamma s^2$$

The boundary condition for the particle wave function is

$$\Psi(u + 2mK(p)) = \Psi(u)$$

(2.24)

$$\Psi(u + 2mK(p)) = \Psi(u)$$

(2.25)

$$\mu = \frac{1}{2} \mu^2 - V(u) = -E = 0$$

(2.26)

Integrating (2.26) we obtain the instanton

$$u(\tau) = \sin^{-1} \left[ \tanh(\omega \tau) \right] \quad \omega = \frac{4K\gamma s^2}{\mu}$$

(2.27)

The instanton interpolates from the left minimum $u_i = u_{i,0}^0 = -K(p)$ at $\tau = -\infty$ to the center of the potential barrier $u_0 = u_{0,0}^0 = 0$ at $\tau = 0$ and then arrives at the neighboring right minimum $u_f = u_{f,0}^0 = K(p)$ at $\tau = \infty$. The corresponding instanton action is found to be

$$S_0 = 2\pi \ln \left( \frac{1 + \mu}{1 - \mu} \right)$$

(2.28)
where \( p = \sqrt{\frac{\gamma}{1+p}} \).

In order to understand the particle tunnelling in spin language. Consider Eq. (2.1) in terms of spherical coordinate (semi-classical approximation). The potential energy corresponds to

\[
V = Js^2 \left( \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2) \right)
\]

(2.29)

\[-2J_1s^2 \cos \theta_1 \sin \theta_2 + Ks^2 (\cos^2 \theta_1 + \cos^2 \theta_2) \]

For \( \theta_1 = \pi/2 = \theta_2 \), the potential reduces to the form

\[
V = 2K\gamma s^2 \cos^2 \left( \frac{\phi_1 - \phi_2}{2} \right)
\]

(2.30)

up to an additional constant. Thus, the ground state of the interacting system corresponds to \( \phi_1 - \phi_2 = \pm \pi \). The full analysis of spin coherent state formalism is given in the appendix. The ground state tunnelling splitting can be computed with the help of (2.21), (2.27), and (2.28) by using the standard procedure. This gives

\[
\Delta E = \frac{2\pi^2 K (1 + \delta)(p\delta)^{3/2}}{\sqrt{\pi}(1 - p^2)} \left( 1 - \frac{p}{1 + p} \right)^{2\delta}
\]

(3.1)

III. THE CONDITION FOR FIRST ORDER PHASE TRANSITION

In this section we examine the possibility of first- and second-order phase transition in the two antiferromagnetic interacting spins under study. We will determine the condition at which first-order transition takes place and the temperature of the crossover for second order transition. At finite temperature the escape rate of a particle through a potential barrier in the quasiclassical transition. At finite temperature the escape rate of a particle through a potential barrier in the quasiclassical transition. At finite temperature the escape rate of a particle through a potential barrier in the quasiclassical transition. At finite temperature the escape rate of a particle through a potential barrier in the quasiclassical transition. At finite temperature the escape rate of a particle through a potential barrier in the quasiclassical transition.

\[
\Gamma \sim \int dE W(E) e^{-(E-E_{\min})/T}
\]

(3.1)

where \( W(E) \) is the tunnelling probability of a particle at an energy \( E \) and \( E_{\min} \) is bottom of the potential. The tunnelling probability is defined via the imaginary time action.

\[
W(E) \sim e^{-S(E)}
\]

(3.2)

Therefore we have

\[
\Gamma \sim e^{-F_{\min}/T}
\]

(3.3)

where \( F_{\min} \) is the minimum of the free energy \( F = E + TS(E) - E_{\min} \) with respect to \( E \). The imaginary time action is given by

\[
S(E) = 2 \int_{u(E)}^{w(E)} dr \sqrt{2m(V(u) - E)}
\]

(3.4)

where \( \pm u(E) \) are the turning points for the particles with energy \( -E \) in the inverted potential \( -V(u) \). The period of oscillation is given as \( \tau(E) = -dS(E)/dE = 1/T \). The first- and second-order transition now follows from the behaviour of the \( \tau(E) \) as a function of \( E \). Monotonically increasing \( \tau(E) \) with the amplitude of oscillation gives a second-order transition while nonmonotonic behaviour of \( \tau(E) \) (that is a minimum in the \( \tau(E) \) vs \( E \) curve) gives a first-order transition. For a constant mass, the condition for the first-order phase transition can also be determined from the relation

\[
-3 \left( \frac{V''(r_b)}{8V''(r_b)} \right)^2 + \frac{1}{8} \left( \frac{V''''(r_b)}{V''(r_b)} \right) < 0
\]

(3.5)

where \( r_b \) corresponds to the top of the potential barrier (i.e. the bottom of the inverted potential), in the present problem \( r_b = u_0^{\text{max}} = 0 \). Using (2.21) we obtain the condition for first-order phase transition (3.5) as

\[
2K\gamma s^2 \left[ \frac{1 - \gamma}{1 + \delta} \right] \left[ \frac{1 - 2\gamma}{1 + \delta} \right] < 0
\]

(3.6)

It follows that the critical value is at \( \gamma_c = \frac{1 + \beta}{2} \). Thus the first order phase transition occurs in the regime \( \frac{1 + \delta}{2} < \gamma < 1 + \delta \). Notice that the anisotropic Heisenberg coupling

\[
H = \frac{J}{2} (S_1^+ S_2^- + S_1^- S_2^+) + J_1 S_{1z} S_{2z} + K (S_1^z + S_2^z)
\]

(3.7)

corresponds to the limit \( \delta \rightarrow \frac{\gamma - \delta}{2} \). In this case the critical value becomes \( \gamma_c = \frac{(2 - \delta)}{3} \). Thus, for \( XY(\delta = 0) \) coupling the critical value is \( \gamma_c = \frac{1}{2} \), while for isotropic Heisenberg coupling \( (\delta = \gamma) \) one obtains \( \gamma_c = \frac{1}{2} \). In general, these critical values at which the first-order phase transition sets in can be written in terms of the modulus of the elliptic function \( p^2 \), with the critical value \( p_c^2 = \frac{1}{2} \). In the case of second-order transition the crossover occurs at \( T_0^{(2)} = \omega_0/2\pi \), where \( \omega_0 = \sqrt{|V''(0)|/m} \) is the frequency of oscillation near the bottom of the inverted potential. Using the expressions in (2.20) we obtain

\[
T_0^{(2)} = \frac{\omega_0}{2\pi} = \frac{\tilde{s}K (1 + \delta)}{\pi} \sqrt{p^2 (1 - p^2)}
\]

(3.8)

The ground state crossover temperature below which quantum transition dominates is given by

\[
T_0 = \frac{V_{\max} - V_{\min}}{S_0} = \frac{\tilde{s}K (1 + \delta)p^2}{\ln \left( \frac{1 + \delta}{1 - p} \right)}
\]

(3.9)

Introducing the following dimensionless parameters

\[
v = \frac{T}{T_0^{(2)}}, \quad Q = \frac{V_{\max} - E}{\Delta V}
\]

(3.10)
the effective free energy using (3.4) and (2.21) near the top of the barrier ($Q \ll 1$) takes the usual form

$$F/\Delta V \cong 1 + (\vartheta - 1)Q + \frac{\vartheta}{4(1-p^2)} \left( \frac{1}{2} - p^2 \right) Q^2$$

(3.11)

$$+ \frac{\vartheta}{8(1-p^2)^2} \left( p^4 - p^2 + \frac{3}{8} \right) Q^3 + O(Q^4)$$

In analogy with Landau theory of phase transition,

the boundary between the first-and second-order phase transition is again realized at $P_c^2 = \frac{1}{2}$ corresponding to $\gamma_c = \frac{1+\delta}{2}$, as shown in Fig. (2). The plot of the free energy against the parameter $Q$ for the whole range of energy is depicted in Fig. (1) for several values of $\vartheta$ at a particular $p^2$. It is shown that at $p = 0.4$, the minimum of $F$ does not change from $V_{\text{max}} - V_{\text{min}}$ for $\vartheta > 1$. However for $\vartheta < 1$ it drifts continuously from the top to the bottom of the potential which corresponds to the second-order transition from thermal activation to thermally assisted tunnelling (see Fig. 1(a)). At $p = 0.94$, $F$ possesses at least one minimum depending on the temperature. The crossover between classical and quantum regimes occurs when two minima have the same free energy. This is found to occur at $T_0^{(1)} = 1.25T_0^{(2)}$ (see Fig. 1(b)).

FIG. 1: The effective free energy of the escape rate vs Q. (a) $p = 0.4$, second-order transition, (b) $p = 0.94$, first-order transition.

FIG. 2: The plot of the second order transition temperature (dashed line) and the cross over temperature (solid line) against $p$. Here $T = \pi/\delta K(1+\delta)T_0^{(2)}$.

FIG. 3: (a): The plot of $\tau(E)$ against $E$ with $\gamma = 0.85$, $\delta = 0.02$, $K = 1$ and $\hat{s}^2 = 750$. (b): The plot of $\tau(E)/\tau(V_{\text{max}})$ against $Q$ for several values of $p^2$. 

The existence of first-order phase transition can also be seen in the \( \tau(E) \) vs \( E \) curve if the curve has a minimum and then rises again\(^{20}\). Using the method of periodic instanton (thermonuclear)\(^{21,22}\) that is by solving Eq. (2.26) with \( E \neq 0 \), the period of oscillation is calculated to be

\[
\tau(E) = \frac{4K(\kappa)}{\sqrt{2K(1 + \delta)[2Ks^2\gamma - p^2E]}} \quad (3.12)
\]

\[
\kappa = \frac{b^2 - 1}{b^2 - p^2}, \quad b^2 = \frac{2Ks^2\gamma}{E}
\]

Near the top of the barrier \( E \to 2Ks^2\gamma \), \( Q \to 0 \), \( \kappa \to 0 \) and \( K \to \pi/2 \), the period reduces to \( \tau = 2\pi/\omega_0 \) while near the bottom of the barrier \( E \to 0 \), \( Q \to 1 \), \( \kappa \to 1 \) and the period diverges. The plot of the oscillation period against the energy is shown in Fig. 3(a) for \( \delta = 0.02 \), \( \gamma = 0.85 \), \( K = 1 \), \( p^2 = 0.83 \) and \( s^2 = 750 \), the curve shows a minimum at \( E_1 \approx 550 \), \( \tau(E) \approx 0.24 \) and then rises again at \( E_0 \approx 1000 \), \( \tau(E) \approx 0.26 \) indicating that the first-order phase transition occurs for \( \gamma > \frac{1 + s^2}{2s^2} \). Similar situation is depicted in Fig. 3(b) for \( \tau(E)/\tau(V_{\text{max}}) \) against \( Q \), the nonmonotonic behaviour of \( \tau(E) \) emerges above the critical value \( p_c^2 = 0.5 \).

### IV. CONCLUSIONS

We have investigated the effective potential method of two-sublattice antiferromagnetic large spins. The problem was mapped to a single particle Hamiltonian in terms of the relative coordinate and reduced mass. The instanton trajectory and the ground state energy splitting were found. It was found that the first-order phase transition of the escape rate kicked off at \( \gamma_c = 1 + s^2 \), \( \frac{(2-s)}{3} \) for isotropic and anisotropic interactions respectively, corresponding to \( p_c^2 = \frac{1}{2} \). At \( p = 0.4 \), we found that the transition is of second-order with lowering temperature while at \( p = 0.94 \) the transition is of first-order. The crossover between classical and quantum regimes occurred at \( T_0^{(1)} = 1.25T_0^{(2)} \) for \( p = 0.94 \). We hope that these results can be experimentally investigated in some compounds that are described by the Hamiltonian \( (2.1) \) such as CsFe\(_8\) etc.
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### VI. APPENDIX

In the spin coherent state representation we have

\[
S_E = \int d\tau \mathcal{L}_E \quad (6.1)
\]

The Euclidean Lagrangian is given by

\[
\mathcal{L}_E = is\dot{\phi}_1(1 - \cos \theta_1) + is\dot{\phi}_2(1 - \cos \theta_2) + Ks^2 \left[ \gamma (\sin \theta_1 \sin \theta_2 \cos (\phi_1 - \phi_2)) \right. \\
- \left. (2\delta - \gamma) \cos \theta_1 \cos \theta_2 + (\cos^2 \theta_1 + \cos^2 \theta_2) \right] \quad (6.2)
\]

The classical equations of motion for \( \phi_1 \) and \( \phi_2 \) are obtained by varying the action with respect to the variables. There are given by

\[
\frac{i}{\tau} \frac{d}{d\tau} (1 - \cos \theta_1) + Js \sin \theta_1 \sin \theta_2 \sin (\phi_1 - \phi_2) = 0 \quad (6.3)
\]

\[
\frac{i}{\tau} \frac{d}{d\tau} (1 - \cos \theta_2) - Js \sin \theta_1 \sin \theta_2 \sin (\phi_1 - \phi_2) = 0 \quad (6.4)
\]

For \( \theta_1 \) and \( \theta_2 \), we have the equations:

\[
\frac{\delta S_E}{\delta \theta_1} = 0 = \frac{\delta S_E}{\delta \theta_2} \quad (6.5)
\]

Adding Eqn’s (6.3) and (6.4) yields the conservation of total spin along the \( z \) axis

\[
\cos \theta_1 + \cos \theta_2 = l = 0 \implies \theta_1 = \pi - \theta_2 \quad (6.6)
\]

where the constant \( l \) is chosen to be zero using \( \theta_1 = \pi/2 = \theta_2 \). Plugging Eq. (6.6) into the equations of motion and introducing the center of mass and relative coordinates used in the previous analysis: \( \varphi = \phi_1 - \phi_2 \), and \( \phi = \phi_1 + \phi_2 \). The resulting equations of motion can be derived from the Lagrangian

\[
\mathcal{L}_E = 2is\dot{\varphi} + is\dot{\phi} (1 - \cos \theta) + V(\theta, \varphi) \quad (6.7)
\]

where

\[
V(\theta, \varphi) = 2Ks^2 \left[ \gamma \cos^2 \frac{\varphi}{2} + \frac{1 + \delta - \gamma \cos^2 \varphi}{2} \cos^2 \theta \right] \quad (6.8)
\]

A constant has been added to make the potential zero at the minimum \( \theta_1 = \theta = \pi/2 \), \( \varphi = \pm \pi \). The path integral becomes

\[
\int \mathcal{D}(\phi) \mathcal{D}(\varphi) \mathcal{D}(\cos \theta) e^{- \int d\tau \mathcal{L}_E} \quad (6.9)
\]

Integrating out \( \cos \theta \) we obtain

\[
\int \mathcal{D}(\phi) \mathcal{D}(\varphi) e^{- \int d\tau (\mathcal{L}_{\text{cm}} + \mathcal{L}_u)} \quad (6.10)
\]

where the center of mass and the relative coordinate Euclidean Lagrangians are given by
\[ L_{cm} = 2i\dot{\phi}, \quad L = is\dot{\phi} + \frac{\varphi^2}{8K(1 + \delta - \gamma \cos^2 \frac{\varphi}{2})} + 2K\gamma s^2 \cos^2 \frac{\varphi}{2} \] (6.11)

The center of mass gives a phase in the path integral. This can be related to the oscillation of spin wavefunction $\psi(q)$ in the previous analysis. The classical equation of motion for $\varphi$ gives

\[ \dot{\varphi}^2 = 16K^2 \gamma s^2 \cos^2 \frac{\varphi}{2} \left(1 + \delta - \gamma \cos^2 \frac{\varphi}{2}\right) \] (6.12)

Integrating we obtain the instanton trajectory

\[ \varphi(\tau) = 2 \arcsin \left[ \frac{(1 + \delta - \lambda)^{1/2} \tanh \omega \tau}{(1 + \lambda \tanh^2 \omega \tau)^{1/2}} \right] \] (6.13)

The instanton interpolates from $\varphi = -\pi$ at $\tau = -\infty$ to $\varphi = \pi$ at $\tau = \infty$. The corresponding action is

\[ S = is \int_{-\pi}^{\pi} d\varphi + S_0 \] (6.14)

where

\[ S_0 = s\sqrt{\gamma} \int_{-\pi}^{\pi} d\varphi \frac{\cos \frac{\varphi}{2}}{\sqrt{1 + \delta - \gamma \cos^2 \frac{\varphi}{2}}} = 2s \ln \left(1 + \sqrt{\frac{1}{1 + \delta}}\right) \frac{1}{1 - \sqrt{\frac{1}{1 + \delta}}} \] (6.15)

which is almost equal to (2.28) except for the quantum renormalization $\tilde{s} = (s + \frac{1}{2})$.
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