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Abstract
The calculation of a three-dimensional underwater acoustic field has always been a key problem in computational ocean acoustics. Traditionally, this solution is usually obtained by directly solving the acoustic Helmholtz equation using a finite difference or finite element algorithm. Solving the three-dimensional Helmholtz equation directly is computationally expensive. For quasi-three-dimensional problems, the Helmholtz equation can be processed by the integral transformation approach, which can greatly reduce the computational cost. In this paper, a numerical algorithm for a quasi-three-dimensional sound field that combines an integral transformation technique, stepwise coupled modes and a spectral method is designed. The quasi-three-dimensional problem is transformed into a two-dimensional problem using an integral transformation strategy. A stepwise approximation is then used to discretize the range dependence of the two-dimensional problem; this approximation is essentially a physical discretization that further reduces the range-dependent two-dimensional problem to a one-dimensional problem. Finally, the Chebyshev–Tau spectral method is employed to accurately solve the one-dimensional problem. We provide the corresponding numerical program SPEC3D for the proposed algorithm and describe several representative numerical examples. In the numerical experiments, the consistency between SPEC3D and the analytical solution/high-precision finite difference program COACH verifies the reliability and capability of the proposed algorithm. A comparison of running times illustrates that the algorithm proposed in this paper is significantly faster than the full three-dimensional algorithm in terms of computational speed.
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1. Introduction

Accurately and efficiently identifying and locating underwater targets have always been the core pursuits of computational ocean acoustics [1]. The most critical step in achieving these objectives is accurately simulating the acoustic field [2]. The acquisition of an accurate three-dimensional numerical sound field is computationally expensive, as it involves a numerical solution of the three-dimensional Helmholtz equation [3–6]. A quasi-three-dimensional sound field (one of the two horizontal directions is range-independent) is also useful, as it is usually associated with continental slopes, continental shelves, or transitional seas.

Simplified solutions exist for quasi-three-dimensional sound fields that do not incur the high computational cost of full three-dimensional problems. Fawcett proposed using the integral transformation technique to transform the Helmholtz equation satisfied by the quasi-three-dimensional marine environment into a governing equation similar to the two-dimensional line source problem, which greatly reduces the amount of computation [7]. The two-dimensional line source problems can be solved accurately using the coupled modes. When using the step approximation proposed by Evans to address the range dependence, the two-dimensional line source problems become one-dimensional modal equations [8–10]. The modal equations need to be solved by discretization. The accuracy of the solution of the one-dimensional modal equations determines the accuracy of the quasi-three-dimensional sound field.

There are many numerical discretized methods in scientific and engineering computing, and the spectral method is a highly precise numerical technique similar to the finite difference method (FDM) and the finite element method (FEM) [11]. Compared with the FDM and FEM, the spectral method is a global approach, meaning its basis functions are defined in the entire solution domain, whereas the basis functions of the FDM and FEM are defined on the grid points and in the elements, respectively [12]. Strictly speaking, the spectral method is a weighted residual method, but the basis functions selected by the spectral method—unlike those of the general weighted residual method—are sets of orthogonal polynomials, and the orthogonality of these basis functions ensures that the spectral method converges quickly [13]. The research conducted by Orszag and Gottlieb illustrated that for smooth problems, the numerical error of the spectral method decreases exponentially with increasing truncation order [14, 15]. Consequently, benefiting from its high precision, the spectral method has been widely used in many numerical simulations of scientific and engineering problems [16–18].

Spectral methods have also been gradually applied to computational ocean acoustics in recent years. In 1993, Dzieciuch wrote a program to simulate the ideal fluid waveguide of the Munk sound speed profile using the Chebyshev–Tau spectral method [19–20]. However, this program could calculate only a single-layer water body in which the seawater density does not vary with depth and the seabed is a pressure-release boundary, and thus, it was not capable of solving higher-complexity acoustic propagation problems; nevertheless, this program represented the first use of the spectral method to solve the underwater acoustic propagation problem, and it demonstrated remarkable accuracy. More recently, in 2016, Evans proposed the Legendre–Galerkin spectral method to solve for the normal modes of underwater acoustic propagation in two-layer media and developed the program rimLG [21]. Because rimLG also requires the seabed to be a pressure-release boundary and applies Gaussian integration in each parameter layer, its computational speed slows when the acoustic profile data are dense, but it exhibits extremely high accuracy. Moreover, rimLG can simulate underwater acoustic waveguides with attenuation in the sediment, and the diversity of sound waveguides that can be synthesized is much greater than the capability of Dzieciuch’s program. Subsequently, in 2019, Sabatini proposed a multidomain spectral collocation method that can accurately calculate the normal modes in the open ocean [22]. This method can accurately compute the half-space boundary of the seafloor, although the size of the matrix eigenvalue problem is doubled. Since 2020, Tu et al. have performed a series of studies to design highly precise numerical algorithms based on the spectral method for solving underwater acoustic propagation problems. In March 2020, Tu et al. proposed an algorithm based on the Chebyshev–Tau spectral method to solve the underwater acoustic propagation problem in two-layer media [23, 24] and developed a corresponding simulation software named NM-CT [25]. Numerical simulations have shown that the accuracy of NM-CT is comparable to that of rimLG and that the numerical errors are all on the order of $10^{-14}$, which is much smaller than the order of $10^{-6}$ of the classic FDM; in addition, the computational speed is much faster than that of rimLG. Then, in June 2021, Tu et al. proposed an algorithm for simulating underwater acoustic propagation in multilayer media based on the Legendre collocation spectral method [26, 27]. The algorithm adopts an absorbing layer to simulate the acoustic half-space; in fact, there is a compromise between computational cost and computational accuracy. The application of an absorption layer does not double the matrix size but reduces the precision of eigenpairs. To date, the spectral method has shown remarkable
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success and potential in designing highly precise numerical algorithms for simulating underwater acoustic propagation. However, there has been no research on the application of spectral methods to simulate three-dimensional acoustic propagation. Therefore, the development of a high-precision quasi-three-dimensional underwater acoustic model based on spectral methods is a research topic worthy of gradual exploration.

In this paper, we used the spectral method combined with the integral transformation technique and stepwise coupled modes to develop a high-precision quasi-three-dimensional numerical algorithm and develop the corresponding numerical program. We have also carefully designed several representative numerical experiments to verify the accuracy and efficiency of the algorithm and program by comparing them with analytical solutions or high-precision full-three-dimensional models.

2. Mathematical Modeling

2.1. Quasi-three-dimensional waveguide

![](image1.png)

Figure 1: Schematic diagram of the quasi-three-dimensional waveguides.

Quasi-three-dimensional waveguides can model common typical scenarios, including continental slopes, continental shelves, and transitional seas, and their structures are shown in Fig. 1. Terrain and acoustic parameters are range-dependent variables in the $xoz$-plane; in other words, parameters such as the sound speed profile, density and attenuation, as well as terrain, vary across the plane. In contrast, in the $yoz$–plane, the acoustic parameters are $y$-independent. Thus, this scenario is not a real three-dimensional problem but rather a quasi-three-dimensional problem. In the quasi-three-dimensional waveguide here, the sound speed $c \equiv c(x, z)$, density $\rho \equiv \rho(x, z)$, and attenuation coefficient $\alpha \equiv \alpha(x, z)$. To accurately simulate this problem physically, we can always place the sound source in the plane of $y = 0$; thus, the governing equation of the problem can be written as [2]:

$$
\rho(x, z) \frac{\partial}{\partial x} \left[ \frac{1}{\rho(x, z)} \frac{\partial p}{\partial x} \right] + \frac{\partial^2 p}{\partial y^2} + \rho(x, z) \frac{\partial}{\partial z} \left[ \frac{1}{\rho(x, z)} \frac{\partial p}{\partial z} \right] + k^2(x, z)p = -\delta(x - x_s)\delta(y)\delta(z - z_s) \tag{1}
$$

where the harmonic point source is located at a horizontal range $x = x_s$ and a depth $z = z_s$, $k(x, z) = \frac{2\pi f}{c(x, z)}$ is the wavenumber, $f$ is the frequency of the sound source ($f$ arises from a temporal Fourier transform of the wave equation [2]), $p \equiv p(x, y, z)$, and $\delta(\cdot)$ is the Dirac function. Since the marine environment is $y$-independent, Eq. (1) can be
transformed using the following Fourier transformations \[7\]:

\[
\tilde{p}(x, k_y, z) = \int_{-\infty}^{\infty} p(x, y, z) e^{-i k_y y} \, dy \quad (2a)
\]

\[
p(x, y, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{p}(x, k_y, z) e^{i k_y y} \, dk_y \quad (2b)
\]

This is accomplished by applying the following operators to both sides of Eq. (1):

\[
\int_{-\infty}^{\infty} (\cdot) e^{-i k_y y} \, dy
\]

From Eq. (2a), Eq. (1) can be transformed into the following form:

\[
\rho(x, z) \frac{\partial}{\partial x} \left[ \frac{1}{\rho(x, z)} \frac{\partial \tilde{p}}{\partial x} \right] + \rho(x, z) \frac{\partial}{\partial z} \left[ \frac{1}{\rho(x, z)} \frac{\partial \tilde{p}}{\partial z} \right] + \left( k_y^2 - k_s^2 \right) \tilde{p} = -\delta(x - x_s) \delta(z - z_s) \quad (3)
\]

For each particular \(k_y\), Eq. (3) has almost the same form as the governing equation for an infinitely long line source sound field in a two-dimensional plane. Eq. (3) is solved by subdividing the environment into segments along the \(x\)-axis; within each segment, the density and speed of sound are assumed to vary only with depth. Details are described in Sec. 2.2. After calculating the sound pressure \(\tilde{p}(x, k_y, z)\) in the \(k_y\)-domain, the sound pressure \(p(x, y, z)\) in the three-dimensional domain can be easily calculated through the inverse Fourier transform of Eq. (2b).

2.2. Stepwise approximation of a two-dimensional marine environment

The previous section demonstrates that Eq. (3) is highly similar in form to the governing equation of the sound field of an infinitely long line source in a two-dimensional plane. As shown in Fig. 2 for an \(x\)-dependent marine environment, the classic solution is to divide the environment into a sufficiently large number \(J\) of narrow segments along the \(x\)-direction [28]. In the \(j\)-th flat segment, the sound field is approximated as [2, 28]:

![Figure 2: Stepwise coupled modes of a line source [28].](image-url)
\[ \tilde{p}^j(x, z) \approx \sum_{m=1}^{M} \left[ a^j_m E^j_m(x) + b^j_m F^j_m(x) \right] \Psi^j_m(z) \] 

\[ E^j_m(x) = \exp \left[ i \mu^j_m (x - x_{j-1}) \right] \]

\[ F^j_m(x) = \exp \left[ -i \mu^j_m (x - x_j) \right] \]

where \( j = 1, 2, \cdots, J \); \( M \) is the total number of normal modes needed to synthesize the sound field; \( \{a^j_m\}_{m=1}^{M} \) and \( \{b^j_m\}_{m=1}^{M} \) indicate the amplitudes of the forward and backward propagation modes, respectively, which are also called the coupling coefficients of the \( j \)-th segment [23]; \( E^j_m(x) \) and \( F^j_m(x) \) are the normalized range functions for special cases when \( j = 1, x_{j-1} = x_1 \); and \( \{\mu^j_m, \Psi^j_m(z)\} \) is the \( m \)-th eigensolution of the \( j \)-th segment and satisfies the following modal equation:

\[ \rho(z) \frac{d}{dz} \left[ \frac{1}{\rho(z)} \frac{d\Psi(z)}{dz} \right] + \left[ k^2(z) - k_0^2 - \mu^2 \right] \Psi(z) = 0 \]

\[ k(z) = 2 \pi f (1 + i \eta \alpha / c(z)), \quad \eta = (40 \pi \log_{10} e)^{-1} \]

We redefine \( k(z) \) in Eq. (1) to account for the effect of attenuation on acoustic propagation. Here, \( \mu^2 \), the constant obtained by the separation of variables, physically represents the horizontal wavenumber, and \( \alpha \) is the attenuation coefficient in units of dB/\( \lambda \), where \( \lambda \) is the wavelength.

Ignoring the contribution of the continuous spectrum and adding appropriate boundary conditions, Eq. (5) has a set of eigensolutions \( \{\mu_m, \Psi_m\}_{m=1}^{\infty} \), where \( \Psi_m \) is also called the eigenmode. The eigenmodes of Eq. (5) should be normalized as:

\[ \int_0^H \frac{\Psi_m^2(z)}{\rho(z)} dz = 1, \quad m = 1, 2, \ldots \]

or:

\[ \int_0^\infty \frac{\Psi_m^2(z)}{\rho(z)} dz = \int_0^H \frac{\Psi_m^2(z)}{\rho(z)} dz + \frac{\Psi_m^2(H)}{2 \rho_\infty \rho_\infty} = 1, \quad m = 1, 2, \ldots \]

\[ \rho_\infty = \sqrt{\mu^2 - k_\infty^2}, \quad k_\infty = 2 \pi f (1 + i \eta \alpha_\infty) / c_\infty \]

where \( H \) is the ocean depth. Eq. (6) applies to the case where the upper and lower boundaries are ideal boundaries, while Eq. (7) applies to the case where the upper boundary is an ideal boundary but the lower boundary is an acoustic half-space.

Segmenting the environment means that we solve the sound field in \( J \) segments. Subsequently, the complete sound field can be obtained by simply imposing the continuity of the pressure perturbation and the continuity of the horizontal velocity perturbation. The method of coupling segments explicitly imposes two continuity conditions on the sides of the segments. In other words, the coefficients \( a^j_m \) and \( b^j_m \) are computed by enforcing the continuity of pressure and the continuity of horizontal velocity at the interface between regular segments. The first segment condition requires that the acoustic pressure be continuous at the \( j \)-th side, and the second segment condition requires that the horizontal velocity be continuous at the \( j \)-th side:

\[ \frac{\dot{p}^{j+1}(x_j, \bar{z}) - \dot{p}^j(x_j, \bar{z})}{\rho_{j+1}(x_j, \bar{z})} = \frac{1}{\rho_j(x_j, \bar{z})} \frac{\partial \dot{p}^j(x_j, \bar{z})}{\partial x} \]

For the first segment condition, we have:

\[ \sum_{m=1}^{M} \left[ a^j_m E^j_m(x_j) + b^j_m F^j_m(x_j) \right] \Psi^j_m(\bar{z}) = \sum_{m=1}^{M} \left[ a^j_m E^j_m(x) + b^j_m F^j_m(x) \right] \Psi^j_m(\bar{z}) \]
Next, we apply the following operator to the above equation:

$$
\int \frac{\Psi'^{j+1}(z)}{\rho_{j+1}(z)} \, dz
$$

Furthermore, we apply the orthogonal normalization formula in Eq. (6) or (7) to the eigenmodes of the \((j+1)-th\) segment:

$$a'^{j+1} + b'^{j+1} F'^{j+1}(x_j) = \sum_{m=1}^{M} \left[ a^j_{m} E^j_m(x_j) + b^j_{m} \right] \hat{c}_{lm} \tag{10a}$$

Next, we apply the following operator to the above equation:

$$\hat{c}_{lm} = \int_{0}^{\infty} \frac{\Psi'^{j+1}(z) \Psi^j_m(z)}{\rho_{j+1}(z)} \, dz, \quad \ell = 1, 2, \ldots, M \tag{10b}$$

Yielding the following:

$$\hat{c}_{lm} = \int_{0}^{\infty} \frac{\Psi'^{j+1}(z) \Psi^j_m(z)}{\rho_{j+1}(z)} \, dz = \int_{0}^{\infty} \frac{\Psi'^{j+1}(z) \Psi^j_m(z)}{\rho_{j+1}(z)} \, dz + \frac{\Psi'^{j+1}(H) \Psi^j_m(H)}{\rho_{j+1}(z)} \tag{10c}$$

Next, we find the partial derivatives on both sides of Eq. (10a):

$$\frac{1}{\rho_j(z)} \frac{\partial \hat{p}(x, z)}{\partial x} = \frac{1}{\rho_j(z)} \sum_{m=1}^{M} \mu^j_m \left[ a^j_m E^j_m(x) - b^j_m \right] \Psi^j_m(z) \tag{11}$$

For the second segment condition, we have:

$$\frac{1}{\rho_{j+1}(z)} \sum_{m=1}^{M} \mu^j_m \left[ a^j_m E^j_m(x) - b^j_m \right] \Psi^j_m(z) = \frac{1}{\rho_{j+1}(z)} \sum_{m=1}^{M} \mu^j_m \left[ a^j_m E^j_m(x) - b^j_m \right] \Psi^j_m(z) \tag{12}$$

Similarly, we apply the following operator to the above equation:

$$\int \frac{\Psi'^{j+1}(z)}{\rho_{j+1}(z)} \, dz$$

Next, we apply the orthogonal normalization formula in Eq. (6) or (7) to the eigenmodes of the \((j+1)-th\) segment, yielding the following:

$$a'^{j+1} - b'^{j+1} F'^{j+1}(x_j) = \sum_{m=1}^{M} \left[ a^j_{m} E^j_m(x_j) - b^j_{m} \right] \hat{c}_{lm} \tag{13a}$$

Next, we apply the following operator to the above equation:

$$\hat{c}_{lm} = \frac{\mu^j_m}{\mu'^{j+1}_l} \int_{0}^{\infty} \frac{\Psi'^{j+1}(z) \Psi^j_m(z)}{\rho_{j+1}(z)} \, dz, \quad \ell = 1, 2, \ldots, M \tag{13b}$$

Yielding the following:

$$\hat{c}_{lm} = \frac{\mu^j_m}{\mu'^{j+1}_l} \int_{0}^{\infty} \frac{\Psi'^{j+1}(z) \Psi^j_m(z)}{\rho_{j+1}(z)} \, dz + \frac{\Psi'^{j+1}(H) \Psi^j_m(H)}{\rho_{j+1}(z)} \tag{13c}$$

The coupling integrals in Eqs. (10) and (13) can be obtained using general numerical integration. In the numerical model developed later in this paper, the coupling integrals are evaluated by the trapezoidal rule.

Then, the above Eqs. (10a) and (13a) can be naturally written in the following matrix-vector form:

$$a'^{j+1} - F'^{j+1} b'^{j+1} = \tilde{C}^j \left( \bar{E}' a' - b' \right) \tag{14a}$$

$$a'^{j+1} + F'^{j+1} b'^{j+1} = \tilde{C}^j \left( \bar{E}' a' + b' \right) \tag{14b}$$
and can be combined into the following form:

\[
\begin{bmatrix}
  a^{i+1} \\
  b^{i+1}
\end{bmatrix} = \begin{bmatrix}
  R^i_1 & R^i_2 \\
  R^i_3 & R^i_4
\end{bmatrix} \begin{bmatrix}
  a^i \\
  b^i
\end{bmatrix}
\]

(15a)

\[
R^i_1 = \frac{1}{2} (\hat{C}^i + \hat{C}^i) E^i
\]

(15b)

\[
R^i_2 = \frac{1}{2} (\hat{C}^i - \hat{C}^i)
\]

(15c)

\[
R^i_3 = \frac{1}{2} (F^{i+1})^{-1} (\hat{C}^i - \hat{C}^i) E^i
\]

(15d)

\[
R^i_4 = \frac{1}{2} (F^{i+1})^{-1} (\hat{C}^i + \hat{C}^i)
\]

(15e)

Note that since the sound source is located at \((x_s, z_s)\), a virtual boundary \(j_i\) needs to be introduced at the horizontal distance \(x_s\). The introduction of this virtual boundary at the sound source increases the number of segments to \(J + 1\). All boundaries except \(j_i\) still satisfy the boundary conditions of Eq. (5). However, due to the existence of the sound source, the boundary conditions at the virtual boundary \(j_i\) need to be modified. We can obtain the relationship between the coupling coefficients of the \(j_i\)-th and \((j_i + 1)\)-th segments \(23\):

\[
\begin{bmatrix}
  a^{i+1} \\
  b^{i+1}
\end{bmatrix} = \begin{bmatrix}
  E^i & 0 \\
  0 & (F^{i+1})^{-1}
\end{bmatrix} \begin{bmatrix}
  a^i \\
  b^i
\end{bmatrix} + \begin{bmatrix}
  -\frac{s}{2}
\end{bmatrix}
\]

\[
s_m = -\frac{i}{\rho(z_s)} \frac{\Psi_m(z_s)}{\mu_m}, \quad m = 1, 2, \cdots, M
\]

(16)

Since the sound source is located at \(x_s \neq 0\), the segment conditions at \(x = 0\) and \(x = \infty\) are the radiation conditions, i.e., \(a^1 = 0\) and \(b^j = 0\). The global matrix used to determine the coupling coefficients can be assembled as follows:

\[
\begin{bmatrix}
  R_1^1 & -I \\
  R_2^1 & 0 & -I \\
  R_3^1 & R_2^1 & -I & 0 \\
  R_4^1 & R_3^1 & 0 & -I
\end{bmatrix}
\begin{bmatrix}
  b^1 \\
  a^2 \\
  b^3 \\
  a^4 \\
  \vdots
\end{bmatrix}
\begin{bmatrix}
  0 \\
  a^2 \\
  b^3 \\
  a^4 \\
  \vdots
\end{bmatrix}
\]

(17)

Note that the global matrix is a sparse band matrix of order \((2J - 2) \times M\); the upper bandwidth is \((2M - 1)\), and the lower bandwidth is \((3M - 1)\). The linear algebraic equations are then solved to obtain the coupling coefficients, and Eq. (4) is implemented to synthesize the sound pressure field of the entire waveguide.

Specifically, when \(x_s = 0\), the segment condition at the acoustic source \(x_s = 0\) is:

\[
a^i = s
\]

\[
s_m = \frac{i}{2\rho(z_s)} \Psi_m(z_s) \frac{e^{i_0 x_s}}{\mu_m}, \quad m = 1, 2, \cdots, M
\]

(18)
Therefore, the global matrix becomes:

\[
\begin{bmatrix}
I & 0 & 0 \\
R_1^{-1} & R_1^{-1} & -I & 0 \\
R_2^{-1} & R_2^{-1} & 0 & -I \\
\vdots & \vdots & \vdots & \vdots \\
R_{J-2}^{-1} & R_{J-2}^{-1} & -I & 0 \\
R_{J-1}^{-1} & R_{J-1}^{-1} & 0 & -I \\
\end{bmatrix}
\begin{bmatrix}
a_1 \\
b_1 \\
a_2 \\
\vdots \\
b_{J-2} \\
b_{J-1} \\
\end{bmatrix}
= 
\begin{bmatrix}
s \\
a_1 \\
b_1 \\
\vdots \\
a_{J-2} \\
b_{J-1} \\
\end{bmatrix}
\]

(19)

3. Numerical Discretization

3.1. Range-independent marine environment

In the previous section, we fully derived the solution of a quasi-three-dimensional waveguide. Here, we solve for the eigensolutions in each segment, that is, the solutions \(\{\mu_j^m, \Psi_j^m\}_{m=1}^M\) of Eq. (5). For the sediment-covered marine environment considered in Figs. 1 and 2, within range-independent segments, \(\rho(z), c(z)\) and \(\alpha(z)\) are discontinuous at the interface \(z = h\); thus, the ocean is divided into a discontinuous water column and a bottom sediment. The marine environmental parameters are defined as follows:

\[
c(z) = \begin{cases} 
 c_w(z), & 0 \leq z \leq h \\
 c_b(z), & h \leq z \leq H \\
 c_\infty, & z \geq H 
\end{cases}
\]

\[
\rho(z) = \begin{cases} 
 \rho_w(z), & 0 \leq z \leq h \\
 \rho_b(z), & h \leq z \leq H \\
 \rho_\infty, & z \geq H 
\end{cases}
\]

\[
\alpha(z) = \begin{cases} 
 \alpha_w(z), & 0 \leq z \leq h \\
 \alpha_b(z), & h \leq z \leq H \\
 \alpha_\infty, & z \geq H 
\end{cases}
\]

(20)

To solve Eq. (5), it is necessary to impose boundary conditions at the sea surface \((z = 0)\) and the seabed \((z = H)\) and interface conditions at the interface \((z = h)\). The sea surface is usually set as a pressure-release boundary:

\[
\Psi(z = 0) = 0 
\]

(21)

In contrast, the seabed can be either a pressure-release boundary or a rigid seabed:

\[
\Psi(z = H) = 0 
\]

\[
\Psi'(z = H) = 0 
\]

(22a) (22b)

Furthermore, for an acoustic half-space, the lower boundary should generally satisfy the following [2]:

\[
\Psi(H) + \frac{\rho_\infty}{\rho_b(H)\gamma_\infty} \Psi'(H) = 0 
\]

(23)

The interface conditions are defined as follows:

\[
\Psi(h^-) = \Psi(h^+) 
\]

\[
\frac{1}{\rho(z = h^-)} \frac{d\Psi(h^-)}{dz} = \frac{1}{\rho(z = h^+)} \frac{d\Psi(h^+)}{dz} 
\]

(24a) (24b)

where the superscripts \(h^-\) and \(h^+\) denote above and below \(h\), respectively.
3.2. Chebyshev–Tau spectral method

Traditionally, two numerical methods are used to solve for the local normal modes: the FDM, which is implemented by the KRAKEN/KRAKENC programs [29], and the Galerkin method, which is implemented by COUPLE [10]. The spectral method is a new type of numerical method known for its high precision that has been introduced into computational ocean acoustics in recent years. Generally, the spectral method includes both the Galerkin method (with orthogonal polynomials as the basis functions) and the collocation method (with the extreme points of orthogonal polynomials as the nodes). Numerical experiments have shown that the former method is slightly more accurate than the latter [12]. This paper employs the Chebyshev–Tau spectral method. Different from the classic Galerkin-type spectral method, the Chebyshev–Tau spectral method uses the original Chebyshev polynomial as the basis function and does not require the basis function to satisfy the boundary conditions but instead transforms the boundary conditions into the spectral space to enforce the requirement [30].

Here, we employ the Chebyshev–Tau spectral method to solve for the local modes (Eq. (5)) in the J range-independent segments illustrated in Fig. 2. Since the Chebyshev polynomial \(T_i(t)\), that is, the basis function, is defined in \(t \in [-1, 1]\), the equation to be solved, Eq. (5), must first be scaled to \(t \in [-1, 1]\) as:

\[
\frac{4}{\Delta h^2} \rho(t) \frac{d}{dt} \left( \frac{1}{\rho(t)} \frac{d\Psi(t)}{dt} \right) + \left[ k^2(t) - k^2_\text{c} \right] \Psi(t) = \mu^2 \Psi(t)
\]

(25)

where \(\Delta h\) denotes the thickness of the medium. The variable to be determined, \(\Psi(t)\), is transformed into the spectral space spanned by the basis functions \(\{T_i(t)\}_{i=1}^N\):

\[
\Psi(t) \approx \sum_{i=0}^N \hat{\Psi}_i T_i(t)
\]

(26)

where \(\{\hat{\Psi}_i\}_{i=1}^N\) represents the spectral coefficients of \(\Psi(t)\). This function approximation becomes increasingly accurate as \(N\) increases. Due to the advantageous properties of the Chebyshev polynomial, the following is easy to prove [13]:

\[
\hat{\Psi}' \approx \frac{2}{c_l} \sum_{j+i+1, j+i+i=\text{odd}}^N J \hat{\Psi}_j, \quad c_0 = 2, c_{i+1} = 1 \iff \hat{\Psi}' = \mathbf{D}_c \hat{\Psi}
\]

(27a)

\[
(\nabla \hat{\Psi})_i \approx \frac{1}{2} \sum_{m+n=i}^N \hat{\Psi}_m \hat{v}_n + \frac{1}{2} \sum_{m+n=i}^N \hat{\Psi}_m \hat{v}_n \iff (\nabla \hat{\Psi}) \approx \mathbf{C}_v \hat{\Psi}
\]

(27b)

where \(\hat{\Psi}\) is a column vector composed of \(\{\hat{\Psi}_i\}_{i=1}^N\), Eq. (27a) describes the relationship between the spectral coefficients of a function and the spectral coefficients of its derivative. Similarly, Eq. (27b) represents the relationship between the spectral coefficients of the product of two functions and the spectral coefficients of the individual functions, where the right-hand side is the matrix-vector representation of the relationship.

As shown in Eqs. (26) and (27), Eq. (5) can be discretized into the following matrix-vector form:

\[
\left( \frac{4}{\Delta h^2} \mathbf{C}_\rho \mathbf{D}_c \mathbf{C}_1/J \mathbf{D}_N + \mathbf{C}_{l^2} - k^2 c_\text{c} \right) \hat{\Psi} = \mu^2 \hat{\Psi}
\]

(28)

where \(\mathbf{I}\) is the identity matrix. The above equation is a matrix eigenvalue problem, but the boundary conditions are not considered at this time.

For the waveguide in Eq. (20), the modal equations (Eqs. (5) and (28)) must be established in both the water column and the bottom sediment. In the flat segments, a single Chebyshev polynomial approximation (continuous with continuous derivatives) cannot be used, as the pressure perturbation \(p\) is continuous at \(z = h\) but its vertical derivative is not. Thus, we apply the domain decomposition strategy [31] to Eq. (5) and split the domain interval into two subintervals:

\[
\Psi(z) = \begin{cases} 
\Psi_\nu(z) = \Psi_\nu(t) \approx \sum_{i=0}^{N_d} \hat{\Psi}_\nu_i T_i(t_\nu), & t_\nu = -\frac{z}{h} + 1, \quad 0 \leq z \leq h \\
\Psi_\delta(z) = \Psi_\delta(t) \approx \sum_{i=0}^{N_b} \hat{\Psi}_\delta_i T_i(t_\delta), & t_\delta = -\frac{z}{h} + \frac{h_\delta}{h-\delta}, \quad h \leq z \leq H
\end{cases}
\]

(29)
where \( N_w \) and \( N_b \) are the spectral truncation orders in the water column and bottom sediment, respectively, and \( \{ \Psi_w \}_{i=0}^{N_w} \) and \( \{ \Psi_b \}_{i=0}^{N_b} \) are the spectral coefficients in these two layers. Similar to Eq. (25), the modal equations in the water column and bottom sediment can be discretized into matrix-vector form:

\[
A \hat{\Psi}_w = k_z^2 \hat{\Psi}_w, \quad A = \frac{4}{H^2} C_{\rho b} D_{N_b} C_{1/\rho_b} D_{N_w} + C_{\kappa^2} - k_z^2 I \tag{30a}
\]

\[
B \hat{\Psi}_b = k_z^2 \hat{\Psi}_b, \quad B = \frac{4}{(H-h)^2} C_{\rho w} D_{N_b} C_{1/\rho_w} D_{N_w} + C_{\kappa^2} - k_z^2 I \tag{30b}
\]

where \( A \) and \( B \) are square matrices of order \((N_w + 1)\) and \((N_b + 1)\), respectively, and \( \hat{\Psi}_w \) and \( \hat{\Psi}_b \) are column vectors composed of \( \{ \Psi_w \}_{i=0}^{N_w} \) and \( \{ \Psi_b \}_{i=0}^{N_b} \), respectively. Since the interface conditions are related to both the water column and the bottom sediment, Eqs. (30a) and (30b) can be solved simultaneously as follows:

\[
\begin{bmatrix}
A & 0 \\
B & \end{bmatrix}
\begin{bmatrix}
\hat{\Psi}_w \\
\hat{\Psi}_b \\
\end{bmatrix}
= \mu^2
\begin{bmatrix}
\hat{\Psi}_w \\
\hat{\Psi}_b \\
\end{bmatrix},
\quad E = \begin{bmatrix}
A & 0 \\
0 & B \\
\end{bmatrix}
\tag{31}
\]

The boundary conditions and interface conditions in Eqs. (21), (22) and (24) must also be expanded to the spectral space and explicitly added to Eq. (31). For details regarding the treatment of the boundary conditions and interface conditions, please see Eq. (36) in Ref. [24]. Rearranging and combining the modified rows by an elementary row transformation, Eq. (31) can be rewritten into the form of the following block matrix:

\[
\begin{bmatrix}
L_{11} & L_{12} \\
L_{21} & L_{22} \\
\end{bmatrix}
\begin{bmatrix}
\hat{\Psi}_1 \\
\hat{\Psi}_2 \\
\end{bmatrix}
= \mu^2
\begin{bmatrix}
\hat{\Psi}_1 \\
\hat{\Psi}_2 \\
\end{bmatrix},
\quad L = \begin{bmatrix}
L_{11} & L_{12} \\
L_{21} & L_{22} \\
\end{bmatrix}
\tag{32}
\]

where \( L_{11} \) is a square matrix of order \((N_w + N_b - 2)\) and \( L_{22} \) is a square matrix of order 4, \( \hat{\Psi}_1 = [\hat{\psi}_{w,0}, \hat{\psi}_{w,1}, \ldots, \hat{\psi}_{w,N_b-2}, \hat{\psi}_{b,0}, \hat{\psi}_{b,1}, \ldots, \hat{\psi}_{b,N_b-2}]^T \) and \( \hat{\Psi}_2 = [\hat{\psi}_{w,-N_b-1}, \hat{\psi}_{w,-N_b}, \hat{\psi}_{b,-N_b-1}, \hat{\psi}_{b,-N_b}]^T \). Solving this linear algebraic system yields the wavenumbers and spectral coefficients of the eigenmodes \((\mu, \Psi_w, \Psi_b)\). This matrix eigenvalue problem can be solved by a mature numerical software library, such as the zgeev() function in LAPACK [32].

For the acoustic half-space boundary condition in Eq. (23), since \( \gamma_{i\infty} \) contains the eigenvalue to be solved, \( \mu \), the elements of \( L \) on the left side of Eq. (32) also contain \( \mu \); thus, Eq. (32) is no longer an algebraic eigenvalue problem and can be solved iteratively only by a root-finding algorithm [22]. Since a prior estimate of \( \mu \) is usually not available, many of the existing numerical programs following similar principles fail to converge to a specific root in some cases. To avoid the same issue, we apply the method proposed by [22]: we use \( k_{z,\infty} = \sqrt{k_{\infty}^2 - \mu^2} \) to transform the modal equation and Eq. (23) as follows:

\[
\rho(z) \frac{d}{dz}\left( \frac{1}{\rho(z)} \frac{d\Psi}{dz} \right) + \left[ k_z^2(z) - k_{z,\infty}^2 \right] \Psi = 0 \tag{33a}
\]

\[
\frac{[\rho_{\infty}(\mu)]}{\rho_H(H)} \frac{d\Psi(H)}{dz} \bigg|_{z=H} + k_{z,\infty} \Psi(H) = 0 \tag{33b}
\]

In the Chebyshev–Tau spectral method, Eq. (33a) can be discretized into:

\[
\begin{bmatrix}
U + k_{z,\infty}^2 I \\
0 \\
\end{bmatrix} \hat{\Psi} = 0, \quad \hat{\Psi} = \begin{bmatrix}
1 \\
0 \\
0 \\
\end{bmatrix}
\tag{34}
\]

After adding the boundary condition in Eq. (33b) related to \( k_{z,\infty} \), Eq. (34) finally expresses the following polynomial eigenvalue problem:

\[
\begin{bmatrix}
U + k_{z,\infty} V + k_{z,\infty}^2 W \\
0 \\
\end{bmatrix} \hat{\Psi} = 0
\tag{35}
\]

\( \hat{U} \) in Eq. (35) is not identical to that in Eq. (34), as it has been modified by boundary conditions and interface conditions; nevertheless, we denote it as \( U \). This polynomial eigenvalue problem can be efficiently solved by transforming into a general matrix eigenvalue problem, although the matrices are twice as large:

\[
\begin{bmatrix}
-\nabla & -U \\
I & 0 \\
\end{bmatrix} \begin{bmatrix}
\hat{W} \\
\Psi \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix}, \quad \hat{W} = \begin{bmatrix}
W \\
0 \\
I \\
\end{bmatrix}, \quad \Psi = \begin{bmatrix}
k_{z,\infty} \hat{\Psi} \\
\hat{\Psi} \\
\end{bmatrix}
\tag{36}
\]
Here, U, V, and W are all very sparse. Similarly, this generalized matrix eigenvalue problem can be solved by the zggev() function in LAPACK [32].

Using Eq. (26), the eigenvectors \( \hat{\Psi}_u \) and \( \hat{\Psi}_v \) can be easily transformed into \( \Psi_u(z), z \in [0, h] \) and \( \Psi_v(z), z \in [h, H] \). The vectors \( \Psi_u \) and \( \Psi_v \) are stacked into a single column vector to form \( \Psi \). Then, either Eq. (6) or (7) is used to normalize \( \Psi \), and finally, a set of eigenpairs \( \{ \mu, \Psi(z) \} \) is obtained.

### 3.3. Numerical sound field synthesis

According to the above analysis, after calculating \( \tilde{p}(x, k_y, z) \), the spatial sound field can be obtained by the inverse Fourier transform in Eq. (2b). However, \( \tilde{p}(x, k_y, z) \) has singularities along the real \( k_y \) axis (please see Sec. IC of Ref. [7]); therefore, we refer to the approach in Ref. [7, 33] and convert the integral of Eq. (2b) into a contour integral on the complex plane. The contour, as shown in Fig. 3, takes the following form:

\[
k_y(q) = q - i\varepsilon \tanh(\delta q), \quad -\infty < q < \infty
\]

(37)

![Figure 3: Complex integration contour to avoid singularities on the real-\(k_y\)-axis [33]; red dots indicate the eigenvalues of the two-dimensional problem.](image)

The integral in Eq. (2b) is transformed into the following form:

\[
p(x, y, z) = \frac{1}{\pi} \int_0^\infty \tilde{p}(x, k_y(q), z) \cos(y k_y(q)) \left| 1 - i\varepsilon \sech^2(\delta q) \right| dq
\]

(38)

Since the interval is infinite, integrating over this interval is impossible in an actual numerical evaluation. Luo et al. demonstrated that sufficiently accurate results can be obtained by setting the integration interval of \( q \) in the above formula as \([0, 1.5k_0]\), \( k_0 = 2\pi f / \min\{c_w(x, z), c_b(x, z)\} \). Here, \( q \) takes equidistant, discrete values in the interval; thus, the above formula can be transformed into a general summation problem [34].

### 4. Algorithm and Complexity

#### 4.1. Algorithm

Based on the above derivation, the proposed algorithm can be summarized as follows:

**Input:** Data from the marine environment and the program parameters.

**Output:** The quasi-three-dimensional sound pressure field.

1. Set the parameters.
   - The parameters include the frequency \( f \), the truncation interval \( q \) of the Fourier integral (Eq. (35)), the number of sampling points \( N_q \) in the \( k_y \) wavenumber domain, the location of the source \( (x_s, z_s) \), the total depth of the ocean \( H \), the topography of the seabed, the number of acoustic profiles, and the specific information pertaining
to each group of acoustic profiles. In addition, the parameters should include the spectral truncation orders \((N_x, N_y)\), the horizontal and vertical resolutions \((\Delta x, \Delta z)\), and the number of modes \(M\) to be coupled (the choice of \(M\) is usually in the interval \(\left[ \frac{1}{\min(c_x, c_z)}, \frac{1}{\max(c_x, c_z)} \right] \)). Based on the cutoff frequency estimate for the normal modes. If the lower boundary is the upper interface of an acoustic half-space, the speed \(c_{\infty}\), density \(\rho_{\infty}\) and attenuation \(\alpha_{\infty}\) of the half-space must also be specified.

2. Segment the marine environment based on the seabed topography, frequency of the source and acoustic profiles. We assume that the \(x\)-dependence is divided into \(J\) segments. The larger \(J\) is, the higher the computational accuracy is, but this generates expensive computational overhead. Jensen confirmed that a strict segmentation criterion is \(\lambda x \leq \Delta x/4\), where \(\lambda = \min(c_x(x, z), c_z(x, z))\) [35].

3. Discretize the \(q\) wavenumber domain into \(N_q\) equidistant points and perform the calculation from the fourth to the seventh step for each \(k_y(q)\).

4. Apply the Chebyshév–Tau spectral method to solve for the eigenpairs \(\left(\{\mu_m^j, \Psi_m^j\}\right)_{m=1}^M\) of the \(J\) \(x\)-independent segments (see Sec. 3.2).

5. Calculate the coupling submatrices \(\{R^j_{j-1} \}, \{R^j_{j-1} \}, \{R^j_{j-1} \}, \{R^j_{j-1} \}\) and \(\{R^j_{j-1} \}\). The sound pressure subfields of the segments are calculated according to Eq. (4). The subfields of the \(J\) segments are then spliced to form the sound pressure field of the entire \(xoz\)-plane. The fourth to the seventh steps are naturally parallel because the solution of \(\tilde{p}(x, k_y(q), z)\) is independent for each \(k_y(q)\) (see Sec. 2.1).

8. Calculate the sound field \(\tilde{p}(x, y, z)\).

According to Eq. (18), the \(N_q\) discrete \(\tilde{p}(x, k_y(q), z)\) fields are accumulated in the following manner to obtain the spatial sound field \(\tilde{p}(x, y, z)\):

\[
\tilde{p}(x, y, z) = \frac{3k}{2n(N_q - 1)} \sum_{i=1}^{N_q} \tilde{p}(x, k_y(q), z) \cos\left(yk_x(q)\right) \times \left(1 - \frac{i}{4\pi e \text{sech}^2\left(\frac{(N_q - 1)k_y(q)}{9}\right)}\right)
\]

The above formula is equivalent to taking \(\frac{3k}{2n(N_q - 1)}\) for \(\Delta y\), \(\frac{3k}{2\pi e}\) for \(\varepsilon\) and \(\frac{1}{6N_q}\) for \(\delta\) in Eq. (38) [2, 33, 35].

4.2. Computational complexity

The computational cost of the above algorithm can be approximately divided into two parts: one is to solve Eq. (3), and the other is to inverse integral transform Eq. (3b), corresponding to the fourth to eighth steps of the above algorithm. Next, we analyze the algorithm step by step.

In step 4, when using the Chebyshév–Tau spectral method to solve the local modes, it is necessary to solve the eigenvalues of the \((N_x + N_y + 2)\)-order dense matrix. If the lower boundary is an acoustic half-space, the generalized matrix eigenvalues of the \(2(N_x + N_y + 2)\)-order matrix are solved. Let \(N = N_x + N_y + 2\); then, the computational complexity is \(O(N^3)\). \(N_x\) and \(N_y\) should be adapted to the complexity of the sound speed profiles. The complicated marine environment requires a larger spectral truncation order; generally speaking, \(N \geq 2M\). For each \(k_y\), the \(J\)-segment local modes need to be solved: \(J = \left[ \frac{4/\min(c_x, c_z)}{\max(c_x, c_z)} \right]\). Thus, the total computational complexity of the fourth step is \(O(N_y \times J \times N^3)\). In step 5, the process of forming the global matrix, the matrices \(\mathbf{C}^j\) and \(\mathbf{C}^j\) need to be computed. The integrals are calculated by the trapezoidal rule, and the calculation amount is related to the number of vertical discrete points, i.e., \(O(J \times \frac{N}{\Delta z})\). In addition, \(M\)-order matrix inverse and multiplication is performed, and the computational complexity is \(O(J \times M^3)\). Thus, the total computational complexity of the fifth step is \(O\left(N_y \times J \times \frac{N}{\Delta z}\right) + O\left(N_y \times J \times M^3\right)\). In step 6, the global matrix is a sparse band matrix of order \((2J - 2) \times M\); the upper bandwidth is \((2M - 1)\), and the lower bandwidth is \((3M - 1)\). The direct solution method of the banded linear equation system typically uses LU decomposition first and then solves the problem step by step. The total computational cost is \(O\left(12M^3 - 8M^2 - 2M \times (2J - 2)\right)\). The seventh step is essentially \(J\) matrix multiplication operations, and the calculation amount is \(O(N_y \times J \times \frac{N}{\Delta z} \times \frac{4M}{\Delta z})\). The inverse integral transform in Eq. (39) is essentially a matrix
multiplication with a computational complexity of $O \left( N_q \times \frac{H}{\Delta z} \times \frac{\Delta x}{\Delta z} \right)$. Therefore, the total computational complexity of this algorithm is approximately:

$$O(N_q \times J \times N^3) + O(N_q \times J \times M^3) + O\left(N_q \times J \times \frac{H}{\Delta z} \times \frac{\Delta x}{\Delta z}\right)$$

5. Numerical Simulation

Here, we present a program named SPEC3D that we developed based on the above algorithm, and we verify the accuracy of the algorithm through several numerical experiments. The transmission loss (TL) field is often used in actual displays to compare and analyze sound fields [2]. Therefore, to present the sound field results, the TL of the acoustic pressure is defined as $\text{TL} = -20 \log_{10}(|p|/|p_0|)$ in dB, where $p_0 = \exp(i k_0) / 4\pi$ is the acoustic pressure 1 m from the source and $k_0$ is the wavenumber of the medium at the location of the source.

For convenience, in SPEC3D, the spectral truncation orders of all the examples are set to $N_w = N_b = 20$; in an actual simulation, however, the user can arbitrarily specify the spectral truncation orders in the SPEC3D input file. In the following eight numerical experiments, the speed of sound in seawater is set to 1500.0 m/s, and the density of seawater is set to 1.0 g/cm$^3$; the speed of sound in the sediment is set to 1700.0 m/s, the density in sediment is set to 1.5 g/cm$^3$, and the attenuation coefficient in the sediment is set to 0.5 dB/λ; the sound speed in the acoustic half-space is set to 2000.0 m/s, the density is set to 2.0 g/cm$^3$, and the attenuation coefficient is set to 1.0 dB/λ.

5.1. Analytical example: a three-dimensional ideal fluid waveguide

Here, we use an ideal fluid waveguide, which is a highly simplified case in underwater acoustics, to validate SPEC3D. The structure of the three-dimensional ideal fluid waveguide is shown in Fig. 4. The frequency of the sound source is $f = 20$ Hz, and the source is located at $z_s = 36$ m. The number of coupled modes is $M = 2$. The number of discrete points in the $k_y$-domain is $N_q = 512$. Due to the horizontal independence of the marine environment, there is no coupling in the $x$-direction, so segmentation is not needed, but for the smooth operation of SPEC3D, $J$ is taken as 2. The horizontal independence also makes the sound field cylindrically symmetrical around the axis where the sound source is located. First, consider the case when the lower boundary is also the pressure-release boundary. Fig. 5 presents the sound field calculated by SPEC3D, featuring prominent cylindrical symmetry.

Figs. 6(a) and 6(b) depict slices of the sound field calculated by SPEC3D at two depths. According to the above analysis, the rings formed by the sound field on each slice should be strictly concentric, but the sound fields are not standard rings, so there are some errors. There is an analytical solution for an ideal fluid waveguide with a pressure-release boundary. The analytical solution for each plane of symmetry is:

$$p(x, z) = \frac{2\pi}{H} \sum_{n=1}^{\infty} \sin \left( k_{z,n} z_s \right) \sin \left( k_{x,n} x \right) H_1^{(1)}(k_{x,n} x)$$

$$k_{z,n} = \frac{n\pi}{H}, \quad k_{x,n} = \sqrt{k_0^2 - k_{z,n}^2}, \quad n = 1, 2, 3, \ldots$$
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where \( H_0^{(1)}(\cdot) \) is the Hankel function. Figs. 6(c) and 6(d) show the analytical solution and the sound field calculated by SPEC3D, respectively, indicating that the two sound fields are reasonably consistent. Fig. 6(e) plots the TL curve along the \( x \)-direction at the depth of the sound source. The consistency between the SPEC3D solution and the analytical solution verifies the accuracy and reliability of SPEC3D.

When the lower boundary is perfectly rigid, the analytical solution of the ideal fluid waveguide is the same as Eq. (40), except that the vertical wavenumber becomes:

\[
\begin{align*}
    k_{z,n} &= \left( n - \frac{1}{2} \right) \frac{\pi}{H}, \\
    k_{x,n} &= \sqrt{k_0^2 - k_{z,n}^2}, \\
    n &= 1, 2, 3, \ldots
\end{align*}
\]

The number of coupled modes is \( M = 3 \). Similarly, the results of Fig. 7 can lead to the same conclusion as Fig. 6.

5.2. Analytical example: an ideal wedge-shaped waveguide

Consider the ideal wedge-shaped waveguide shown in Fig. 8, which is a primary benchmark problem for range-dependent waveguides. Both the sea surface and the seabed are pressure-release boundaries, and the source is located at \((x_s, 0, z_s)\). Buckingham [37–39] developed an analytical solution to this benchmark problem, which was originally proposed and discussed at two consecutive conferences of the Acoustic Society of America (ASA). Here, we briefly introduce this problem. The velocity potential in the water body is:

\[
\begin{align*}
    \Phi &= \frac{1}{\theta_0} \sum_{n=1}^{\infty} I_{\nu_n}(r, r_s, z) \sin(\nu_n \theta) \sin(\nu_n \theta_s) \\
    I_{\nu_n}(r, r_s, z) &= i \int_0^\infty k_r \eta \exp(i \eta |z|) J_{\nu_n}(k_r r) J_{\nu_n}(k_r r_s) dk_r \\
    \eta &= \sqrt{k^2 - k_r^2}, \\
    \nu_n &= \frac{n \pi}{\theta_0}, \quad n = 1, 2, \ldots
\end{align*}
\]

where \( r \) and \( r_s \) are the distances from the receiver and source to the apex of the wedge, respectively; \( \theta \) and \( \theta_s \) are the angles measured from the apex to the depths of the receiver and source, respectively; \( \theta_0 \) is the wedge angle; \( k \) is the
Figure 6: Sound fields of the three-dimensional ideal fluid waveguide with a free bottom calculated by SPEC3D at depths of 36 m (a) and 80 m (b); analytical solution (c) and sound field calculated by SPEC3D (d) on the y–plane at y = 0 m; TL along the x-direction at the depth of the sound source (e).
Figure 7: Sound fields of the three-dimensional ideal fluid waveguide with rigid bottom calculated by SPEC3D at depths of 25 m (a) and 80 m (b); analytical solution (c) and sound field calculated by SPEC3D (d) on the y-plane at $y = 0$ m; TL along the x-direction at the depth of the sound source (e).
wavenumber of the seawater; and \( J_\nu(\cdot) \) is the Bessel function of order \( \nu_n \). The TL field is calculated by the following formula:

\[
\text{TL} = -20 \log_{10} \left| \frac{\Phi(r, r_s, \theta, \theta_s)}{\Phi_0(1)} \right| \quad (43a)
\]

\[
\Phi_0(r) = \frac{\exp(ikr)}{4\pi r} \quad (43b)
\]

Note that directly calculating the integral in Eq. (42b) may trigger a numerical overflow, which can be approximated by taking the Debye asymptotic expansion [40]. In this paper, we use the Gauss–Kronrod quadrature.

In this case, the frequency of the sound source is \( f = 25 \) Hz, and the source is located at \( x_s = 2000 \) m and \( z_s = 50 \) m. The wedge is \( x = 4000 \) m long in the horizontal direction and \( z = 200 \) m deep in the vertical direction. The number
of coupled modes is $M = 6, J = 267$. The number of discrete points in the $k_y$–domain is $N_q = 2048$. Fig. 9 shows the sound field of the three-dimensional wedge-shaped waveguide calculated by SPEC3D; the sound field exhibits prominent three-dimensional characteristics.

Next, we compare slices through the sound field with slices from the analytical solution in detail. As observed from the slices through the sound field in Fig. 10, the sound field calculated by SPEC3D effectively matches the analytical sound field. Thus, despite the small (typically less than 1 dB) error at long distances, SPEC3D can successfully reproduce the sound field of the waveguide.

![Figure 10: Sound fields of the three-dimensional wedge-shaped waveguide with a free bottom calculated by the analytical solution (a) and SPEC3D (b) at a depth of $z = 25$ m; sound fields calculated by the analytical solution (c) and SPEC3D (d) on the $y$–plane at $y = 1000$ m; TLs along the $x$-direction (e) and $y$-direction (f) at a depth of $z = 25$ m.](image)

The analytical solution for the three-dimensional wedge-shaped waveguide with a rigid bottom has the same form as Eq. (42), but:

$$\nu_n = \left(n - \frac{1}{2}\right) \frac{\pi}{\theta_0}, \quad n = 1, 2, \cdots$$

(44)

Fig. 11 displays a comparison between the results of SPEC3D and the analytical solution. The number of coupled
modes is $M = 7$, revealing clear agreement, which further confirms the accuracy and reliability of SPEC3D.

Figure 11: Sound fields of the three-dimensional wedge-shaped waveguide with a rigid bottom calculated by the analytical solution (a) and SPEC3D (b) at a depth of $z = 10$ m; sound fields calculated by the analytical solution (c) and SPEC3D (d) on the $y$-plane at $y = 1000$ m; TLs along the $x$-direction (e) and $y$-direction (f) at a depth of $z = 10$ m.

In addition to the ideal bottom, the penetrable bottom is a classic configuration of a wedge-shaped waveguide. Fig. 12 shows the sound field simulated by SPEC3D. The sound source is located at $x_s = 0$, $z_s = 100$ m, and the other configurations are similar to the above example. Since there is a homogeneous half-space under the penetrable bottom, SPEC3D is truncated from $H = 400$ m in the simulation, and a total of $M = 13$ modes are involved in the coupling. For a wedge-shaped waveguide with a penetrable bottom, there is only an exact solution constructed by the image source method. Deane and Buckingham proposed the image source solution to calculate the three-dimensional acoustic field in wedge-shaped sea water [41]. Yang et al. further improved the above three-dimensional image source solution, enabling it to calculate not only the sound field in seawater but also the sound field in the sediment [42]. Fig. 13 shows a comparison between slices of the sound field calculated by SPEC3D and the image source solution. Both Figs. 12 and 13 fully demonstrate the capability of SPEC3D in simulating this example.
5.3. Acoustic half-space

Here, we consider an example involving an acoustic half-space, as shown in Fig. 14 where the seafloor topography is also \( x \)-independent. In this case, the frequency of the sound source is \( f = 50 \) Hz, and the source is located at \( x_s = 0 \) m, \( z_s = 36 \) m, \( h = 50 \) m, and \( H = 100 \) m. The number of coupled modes is \( M = 6 \), and the number of discrete points in the \( k_y \)-domain is \( N_q = 512 \). Due to the horizontal independence of the marine environment, \( J \) is taken as 2. Fig. 15 approximately shows the three-dimensional sound field structure of the waveguide.

Figs. 16(a) and 16(b) present cross-sections of the sound field calculated by SPEC3D at depths of 36 m and 50 m, respectively. The sound field still clearly exhibits the symmetry of horizontally independent terrain, but a certain degree of error remains at different azimuth angles. Figs. 16(c) and 16(d) display the two-dimensional sound fields calculated by KRAKENC [29] and NM-CT [24, 25], respectively, and Fig. 16(e) plots a slice of the sound field computed by SPEC3D at \( y = 0 \) m; the simulation results of all three programs exhibit good agreement. Fig. 16(f) shows the line graph of TL in Figs. 16(c) to 16(e). The results of KRAKENC, NM-CT and SPEC3D are almost identical on the whole, although there are slight differences in the near field.

5.4. Ridge-shaped waveguide

Consider a ridge-shaped waveguide, as shown in Fig. 17. In the \( xo\z \)-plane, the expression for the seabed topography is given by the following equation:

\[
h(x) = \begin{cases} 
50 - 25 \cos \left( \frac{\pi(x - 500)}{200} \right), & 300 < x < 700, \\
75, & \text{elsewhere}, 
\end{cases}
\]

The frequency of the sound source is \( f = 25 \) Hz, and the source is located at \( x_s = 0 \) m and \( z_s = 25 \) m. The ocean depth \( H = 100 \) m. Fig. 18 shows the three-dimensional sound field structure of the waveguide calculated by SPEC3D. Due to the flat terrain in both the near field and the far field, the sound field still exhibits a certain symmetry. The uplift of the ridge at 300–700 m induces prominent changes in the sound field within this region.

For the cases where there is no analytical solution, we use the results of the benchmark program ‘COACH’ developed by Liu et al. as a reference [6]. COACH is a three-dimensional finite difference program with fourth-order accuracy developed for the ocean acoustic Helmholtz equation, which can be used to address arbitrary bathymetry and provide more accurate benchmark solutions for other three-dimensional underwater acoustic approximation models. The derivatives in the acoustic Helmholtz equation are numerically discretized based on regular grids, and a perfectly matched layer is introduced to absorb unphysical reflections from the boundaries where Sommerfeld radiation conditions are deployed. Here, running COACH is equivalent to directly numerically solving Eq. (1).
Figure 13: Sound fields of the three-dimensional wedge-shaped waveguide with a penetrable bottom calculated by the image source method (a) and SPEC3D (b) at a depth of $z = 30$ m; sound fields calculated by the image source (c) and SPEC3D (d) on the $y$–plane at $y = 0$ m; TLs along the $x$-direction (e) and $y$-direction (f) at a depth of $z = 30$ m.
Figure 14: Schematic diagram of the three-dimensional horizontally independent waveguide with an acoustic half-space.

Figure 15: Sound field of the three-dimensional horizontally independent waveguide with an acoustic half-space calculated by SPEC3D.
Figure 16: Sound fields of the three-dimensional horizontally independent waveguide with an acoustic half-space calculated by SPEC3D at depths of $z = 36$ m (a) and $z = 50$ m (b); sound fields calculated by KRAKEN-C (c), NM-CT (d) and SPEC3D (e) on the $y$-plane at $y = 0$ m; TLs on the $y = 0$ m-plane along the $x$-direction at a depth of $z = 20$ m (f).
Figure 17: Schematic diagram of the three-dimensional ridge-shaped waveguide.

Figure 18: Sound field of the three-dimensional ridge-shaped waveguide calculated by SPEC3D.
Figure 19: Sound fields of the three-dimensional ridge-shaped waveguide calculated by COACH (a) and SPEC3D (b) at $z = 50$ m; TLs along the $x$-direction at a depth of $z = 50$ m (c).
Figs. 19(a) and 19(b) show the sound field slices calculated by COACH and SPEC3D at z = 50 m, respectively. The results of SPEC3D and COACH are in good agreement, and even in a finer comparison of the TL curves in Fig. 19(c), the errors of both are satisfactory. In addition, the backscattering and forward scattering generated by the uplifted topography of the ridge show how the ridge perturbs the near-field and far-field sound fields.

5.5. Trench-shaped waveguide

Figure 20: Schematic diagram of the three-dimensional trench-shaped waveguide.

In contrast to the previous example, Fig. 20 shows a marine environment with a trench-shaped waveguide. The seafloor topography is given by:

\[
h(x) = \begin{cases} 
65 + 25 \cos \left(\frac{\pi(x-500)}{200}\right), & 300 < x < 700, \\
40, & \text{elsewhere},
\end{cases}
\] (46)

The remainder of the configuration is exactly the same as the above example. Fig. 21 shows the three-dimensional sound field structure of the waveguide calculated by SPEC3D. The horizontal independence of both the near field and the far field makes the sound field retain a certain symmetry. The occurrence of refraction in the trench causes the sound field to exhibit a notable three-dimensional effect, which further affects the near and far fields through forward scattering and backscattering.

Likewise, Figs. 22(a) and 22(b) plot sound field slices calculated by COACH and SPEC3D at z = 50 m, respectively. Fig. 22(c) displays the TL curves calculated by the two programs along the x direction at a depth of z = 50 m. In both slice and line plots, the results of SPEC3D are very similar to those of COACH. Therefore, we conclude that the algorithm proposed in this paper is reliable.

6. Discussion, Remarks and Conclusion

6.1. Discussion

1. The numerical experiments in the previous section verify the accuracy of the algorithm proposed in this paper and demonstrate the ability of SPEC3D to address quasi-three-dimensional underwater acoustic propagation problems. Here, we give the running times of SPEC3D and COACH at roughly the same accuracy. The results of SPEC3D and COACH are shown in Table 1. Since COACH is a parallel program, both programs are run
Figure 21: Sound field of the three-dimensional trench-shaped waveguide calculated by SPEC3D.

Table 1: Running times of the numerical examples (unit: core-hour).

| Example          | SPEC3D | COACH  |
|------------------|--------|--------|
| free wedge       | 1.19   | >200.00|
| rigid wedge      | 1.20   | >300.00|
| penetrable wedge | 44.62  | >5000.00|
| penetrable ridge | 0.06   | >3.00  |
| penetrable trench| 0.06   | >3.00  |
Figure 22: Sound fields of the three-dimensional trench-shaped waveguide calculated by COACH (a) and SPEC3D (b) at $z = 50$ m; TLs along the $x$-direction at a depth of $z = 50$ m (c).
on the Tianhe-2 supercomputer [43] during the timing period, both programs use the same compiler and nodes with the same hardware configuration, and the running time is measured in core-hour. In terms of computational speed, SPEC3D is much faster than the full three-dimensional model within approximately similar accuracy—almost two orders of magnitude faster. Therefore, SPEC3D can also be said to trade off efficiency by sacrificing generality.

2. According to the above derivation and analysis, we can obtain a quasi-three-dimensional sound field through an inverse Fourier transform as long as we solve the sound field in Fig. 2 corresponding to different \( k_y \). Note that \( k_y \) is a set of complex constants and that the marine environment parameters in Fig. 2 do not change for different \( k_y \), which means that the stepwise segmentation of the x-dependences in Fig. 2 also does not change. Let us re-examine Eq. (5), which becomes the matrix eigenvalue problem in Eq. (28) after spectral discretization. Eq. (28) is equivalent to the following matrix eigenvalue problem:

\[
\frac{4}{|\Delta h|^2} C_p D_N C_{1/\mu} D_N + C_{1c} \hat{\Psi} = (k_y^2 + \mu^2) \hat{\Psi}
\]

(47)

Notably, the above indicates that the sum of squares of \( k_y \) and \( \mu \) is always equal to the eigenvalue in the above equation and that the eigenvectors do not change with \( k_y \). Therefore, Eq. (47) needs to be solved only once after the derivation of Sec. 3.2 to obtain the eigenvalues of the \( \mu \) values corresponding to different \( k_y \). Since the eigenvectors are invariant, the coupling submatrix in Eq. (15) is also shared for different \( k_y \).

However, in fact, the above conjecture includes a notable misunderstanding: that is, for different \( k_y \), it is not Eq. (28) that needs to be solved but Eq. (32) or (35) (boundary conditions are imposed). The boundary and interface conditions in Eqs. (32) and (35) do not change with \( k_y \). Therefore, in the \( k_y \)-domain, \( N_q \) sound fields still need to be calculated strictly according to the derivation in Secs. 2.2 and 3.2.

6.2. Remarks

From the above analysis, we can directly summarize the following advantages of the algorithm and program developed in this article:

1. The two-dimensional problem formed after implementing the Fourier transform can be solved in parallel because the evaluation of \( \hat{p}(x, k_y(q), z) \) is independent. This computational efficiency makes this algorithm more efficient than similar algorithms.

2. Furthermore, the two-dimensional problem formed after implementing the Fourier transform can be solved efficiently by using the global matrix method. This model is considered to involve two-way coupled normal modes, and its accuracy is higher than that of a model with only one-way coupled modes.

3. The Chebyshev–Tau spectral method used for the single-segment solution can accurately simulate free, rigid and half-space seafloor boundaries, especially for a half-space, and the eigenvalue transformation technique used avoids the problem of missing roots in traditional iterative root-finding programs.

6.3. Conclusion

In this paper, we develop an algorithm that can solve for quasi-three-dimensional sound fields. The results of numerical simulations verify the reliability and efficiency of the model and code. In the algorithm, the Fourier transform is used to transform the equation governing quasi-three-dimensional acoustic propagation from the \( y \)-domain to the \( k_y \)-domain. After the sound pressure at each discrete \( k_y \) is obtained, the sound pressure in the \( y \)-domain can be synthesized by applying an inverse Fourier transformation; this process can also be regarded as \( k_y \) wavenumber integration to some extent. The governing equation in the \( k_y \)-domain adopts a similar form to that of a two-dimensional line source sound field. The stair-step approximation strategy is used to accommodate the \( x \)-dependence of the two-dimensional sound field, and the coupling coefficients are assembled by means of a global matrix, a favorable sparse band matrix that can be solved efficiently. In each \( x \)-independent segment, the Chebyshev–Tau spectral method is used to solve for the eigenpairs, and the proposed method achieves good accuracy, speed and robustness.

In terms of its application scope, this algorithm requires that the marine environment be independent in the \( y \) direction, which limits the practicality of SPEC3D to a certain extent. However, for marine environments such as continental slopes and continental shelves, \( y \)-independence provides an appropriate approximation, and SPEC3D greatly reduces computational costs compared to full three-dimensional models that require the use of more sophisticated techniques [5, 6].
Therefore, Eq. (10c) as an example to deduce the integral change process in Eqs. (10c) and (13c).

\[
\int_{0}^{\infty} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz = \int_{0}^{H} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz + \int_{H}^{\infty} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz
\]

(48)

At the bottom of the semi-infinite space, the modes decay exponentially with increasing depth as follows:

\[
\Psi(z) = \Psi(H) \exp[-\gamma(z - H)], \quad z \geq H
\]

(49)

Therefore,

\[
\int_{H}^{\infty} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz = \frac{1}{\rho_{\infty}} \int_{H}^{\infty} \Psi_{\ell}^{j+1}(H) \Psi_{m}^{j}(H) \exp \left[ -\left( \gamma_{\ell}^{j+1} + \gamma_{m}^{j} \right) (z - H) \right] \, dz
\]

(50)

Eq. (7) presents a simplified case \((j = j + 1\) and \(\gamma_{\ell} = \gamma_{m} = \gamma_{\infty}\)) in the range-independent case.
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Appendix

Here, we take Eq. (10c) as an example to deduce the integral change process in Eqs. (10c) and (13c).

\[
\int_{0}^{\infty} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz = \int_{0}^{H} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz + \int_{H}^{\infty} \frac{\Psi_{\ell}^{j+1}(z) \Psi_{m}^{j}(z)}{\rho_{j+1}(z)} \, dz
\]

(48)
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