AdS/CFT superconductors with Power Maxwell electrodynamics: reminiscent of the Meissner effect
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Abstract

Based on an analytic scheme and neglecting the back reaction effect several crucial properties of holographic s-wave superconductors have been investigated in the presence of an external magnetic field in the background of a D dimensional Schwarzschild AdS space time. Inspired by low energy limit of heterotic string theory, in the present paper we replace the conventional Maxwell action by a Power Maxwell action. Immersing the holographic superconductors in an external static magnetic field the spatially dependent condensate solutions have been obtained analytically. Interestingly enough it is observed that condensation can form only below a certain critical field strength ($B_c$). Finally, and most importantly it is observed that the value of this critical field strength increases as the mass of the scalar particles gets higher, which indicates the onset of a harder condensation.

1 Introduction

The AdS/CFT duality [1]-[2], which provides an exact connection between the classical gravitational theory in ($D+1$) dimensions to that with the large $N$ limit of certain classes of gauge theories in $D$ dimensions is considered to be the most significant achievement of string theory so far. Due to its several remarkable features the theory has attained renewed attention for the past couple of years. One of the most significant achievement of this gauge/gravity correspondence [3] is that it provides a surprising connection between the classical general relativity and other non gravitational areas of physics e.g; various condensed matter phenomena [4]-[5]. More specifically, exploiting the gauge/gravity duality one can use general relativity as a tool in order to describe various strongly correlated systems of condensed matter physics, including even the phenomena of superconductivity [6]-[7].

It was Gubser who first argued that there could be a spontaneous $U(1)$ symmetry breaking near the event horizon of a charged black hole if the black hole is sufficiently charged and minimally coupled to a complex scalar field [8]-[10]. In the language of gauge/gravity duality such a local symmetry breaking in the bulk theory corresponds to

*E-mail: dibakar@bose.res.in, dibakarphys@gmail.com
a global $U(1)$ symmetry breaking in the dual field theory residing at the boundary. Spontaneous breaking of such a global $U(1)$ symmetry basically triggers a superconductivity in the boundary field theory popularly known as holographic superconductivity. Since then this correspondence has been widely explored in order to understand several crucial properties of these holographic superconductors [11]-[35].

One of the major characteristic properties of ordinary superconductors is that they expel magnetic fields as the temperature is lowered through the critical temperature ($T_c$) [36]-[37]. In the presence of an external magnetic field, ordinary superconductors may be classified into two categories, namely type I and type II. On the other hand, using the AdS/CFT dictionary and mostly based on numerical techniques it has been found that at low temperatures ($T < T_c$) magnetic field expels the s-wave condensate in $(2 + 1)$ holographic superconductors along with the formation of vortices [38]-[42]. This behavior is similar to that is observed in ordinary type II superconductors. In spite of all these attempts, there are indeed few significant issues which remain highly debatable and worthy of further investigations. These may be put as follows: (1) Until now all the attempts in order to investigate the behavior of condensate solutions in the presence of an external magnetic field has been carried out in the framework of usual Maxwell electrodynamics and particularly for $(2 + 1)$ dimensional superconductors. Therefore, it is an important question how the condensation behaves when higher curvature corrections are incorporated in the usual Maxwell action in general in any dimensions [42]. (2) Secondly, it will also be interesting to explore how the s-wave condensate depends on the scalar mass ($m$) when the magnetic field is turned on. This is indeed a crucial issue which has never been explored so far [3].

In order to address the above mentioned issues, in the present article, based on a recent analytic technique [15]-[18] and considering the probe limit several crucial properties of holographic s-wave superconductors have been investigated in the background of a $D$ dimensional Schwarzschild AdS space time. Inspired by low energy heterotic string theory, the present work replaces the conventional Maxwell action by the Power Maxwell action [4]. Using the standard entries in the gauge/gravity dictionary, the behavior of s-wave holographic superconductors have been investigated in the presence of an external static magnetic field. It is observed that the superconducting phase disappears above a critical value of the applied magnetic field ($B_c$). Furthermore it is observed that the value of this critical field strength ($B_c$) increases as the mass ($m$) of the scalar field increases, which indicates the onset a harder condensation for the higher values of scalar mass.

1Recently theories with non linear electrodynamics has attained renewed attention due to its natural emergence in the low energy limit of heterotic string theory. Moreover, non linear electrodynamics models provide interesting black hole solutions which besides satisfying the zeroth and first law of black hole mechanics also possesses various other appealing features, like regular black hole solutions [43]-[49].

2Although, for the past couple of years, studying holographic superconductors in the framework of non linear electrodynamics has been a popular topic of research [28]-[33], still till date no analysis has been performed incorporating the effects of these non linear corrections to the s-wave condensate in presence of external magnetic field.

3In [12] based on numerical techniques, the authors explored the effect of scalar mass on s-wave condensate in the absence of any external magnetic field and within the framework of Maxwell electrodynamics.

4This analytic scheme is known as matching method which has been widely applied in various other occasions [15]-[18] including the study of Meissner effect [42].

5Almost identical higher curvature term appears in the the low energy limit of heterotic string theory [40, 49].
Before going further, let us briefly mention about the organization of the paper. In section 2, the basic set up for holographic super conductors in the background of a $D$ dimensional Schwarzschild AdS space time has been given. In section 3, the analytical computation of the critical temperature and the condensation values have been performed employing the analytical technique developed in [15]. Computation of the Meissner effect, based on this analytic scheme have been performed in section 4. Finally, the paper is concluded in section 5.

2 Basic set up

In order to carry out the analysis we first provide a basic setup for the gravity duals of higher dimensional holographic superconductors. This dual description consists of a charged hairy black hole on the background of a $D$ dimensional Schwarzschild AdS space time. The metric of a $D$ dimensional planar Schwarzschild AdS space time may be written as,

\[ ds^2 = -f(r)dt^2 + \frac{1}{f(r)}dr^2 + r^2dx_idx^i \] (1)

where,

\[ f(r) = r^2 \left( 1 - \frac{r_+^{D-1}}{r^{D-1}} \right) \] (2)

in units in which the AdS radius is unity, i.e. $l = 1$. The Hawking temperature for the black hole could be easily found to be,

\[ T = \left[ \frac{f'(r)}{4\pi} \right]_{r=r_+} = \frac{(D - 1)r_+}{4\pi} . \] (3)

In order to carry out the analysis, we need to know the appropriate action for the hairy configuration that triggers a superconductivity at the boundary field theory. For the present case, the action for the bulk theory which includes a complex scalar field ($\psi$) that is minimally coupled to the Power Maxwell field as\(^6\)

\[ S = \int d^Dx \sqrt{-g} \left[ R - 2\Lambda - \beta(F_{\mu\nu}F^{\mu\nu})^q - |\nabla_\mu \psi - iA_\mu \psi|^2 - m^2 |\psi|^2 \right] , \] (4)

where $\beta$ is the coupling constant and $q$ is the power parameter of the Power Maxwell field. For $\beta = 1/4$ and $q = 1$ the Power Maxwell action reduces to the usual Maxwell case. Here $\Lambda \left( = -\frac{(D-1)(D-2)}{2} \right)$ is the cosmological constant.

In the probe limit, varying the action it is straightforward to calculate the Maxwell and scalar field equations. These may be written as,

\[ \frac{4\beta q}{\sqrt{-g}} \partial_\mu \left( \sqrt{-g} (F_{\lambda\sigma} F^{\lambda\sigma})^{q-1} F^{\mu\nu} \right) - i (\psi^* \partial^\nu \psi - \psi (\partial^\nu \psi)^*) - 2A^\nu |\psi|^2 = 0 \] (5)

\(^6\)similar higher curvature ($F^q$) terms also appears in the low energy limit of heterotic string theory [46, 49].
and,
\[
\partial_\mu (\sqrt{-g}\partial^\mu \psi) - i\sqrt{-g}A^\mu \partial_\mu \psi - i\partial_\mu (\sqrt{-g}A^\mu \psi) - \sqrt{-g}A^2 \psi - \sqrt{-g}m^2 \psi = 0
\]  
(6)
respectively.

In order to solve the above set of equations [5,6] let us consider the following ansatz [7],
\[
A = \phi(r)dt, \quad \psi = \psi(r).
\]  
(7)

Based on the above ansatz [7], the above set of equations [5,6] turns out to be a set of radial equations which may be written as,
\[
\partial^2 r \phi + \frac{1}{r} \left( D - 2 \right) \partial_r \phi - \frac{2\phi\psi^2(\partial_r \phi)^2(1-q)}{(-1)^q 2^q 2q q_2(1-z)} = 0
\]  
(8)
and,
\[
\partial^2 r \psi + \left( \frac{f'}{f} + \frac{D - 2}{r} \right) \partial_r \psi + \frac{\phi^2 \psi r^2}{z^2 f^2} - \frac{m^2 \psi r^2}{z^2 f} = 0
\]  
(9)
respectively.

For the future convenience let us change the variable from \( r \) to \( z = \frac{r}{r^*} \) so that the above set of radial equations [8,9] eventually turn out to be a set of equations in \( z \) \((0 < z \leq 1)\) which may be expressed as,
\[
\partial^2 z \phi + \frac{1}{z} \left( 2 - \frac{D - 2}{2q - 1} \right) \partial_z \phi + \frac{2\phi(z)\psi^2(z) r^2 \partial_z \phi^2(1-q)}{z^2 2^q 2q q_2(1-z) f(z)} = 0
\]  
(10)
and,
\[
\partial^2 z \psi + \left( \frac{f'}{f} - \frac{D - 4}{z} \right) \partial_z \psi + \frac{\phi^2 \psi r^2}{z^2 f^2} - \frac{m^2 \psi r^2}{z^2 f} = 0
\]  
(11)
respectively.

Before we proceed further let us first mention the boundary conditions which may be put as follows:
At the horizon \( z = 1 \) one must have,
\[
\phi(1) = 0, \quad \psi'(1) = -\frac{m^2}{D - 1} \psi(1).
\]  
(12)
On the other hand, in the asymptotic AdS region \((z \to 0)\) the solutions for \(10,11\) could be expressed as,
\[
\phi(z) = \mu - \frac{\rho}{D - 2} z^{\frac{D - 2}{2q - 1}} - \frac{m^2}{D - 1} \psi(z) = \frac{\psi_-}{r_+^\lambda} z^{\frac{\lambda_-}{r_+}} + \frac{\psi_+}{r_+^\lambda} z^{\frac{\lambda_+}{r_+}}
\]  
(13)
with,
\[
\lambda_\pm = \frac{1}{2} [ (D - 1) \pm \sqrt{(D - 1)^2 + 4m^2} ].
\]  
(14)
Here \( \mu \) and \( \rho \) are the chemical potential and the charge density of the dual field theory whereas, on the other hand, \( \psi_-(=\langle O^- \rangle) \) and \( \psi_+(=\langle O^+ \rangle) \) correspond to the vacuum expectation values of the dual operator \( O \). In the following analysis we set \( \psi_- = 0 \) which is a convenient boundary condition.
3 Condensation without magnetic field

With the above set up in hand, as a next step we derive the critical temperature \((T_c)\) as well as the critical exponent, associated with the condensation values in the presence of a Power Maxwell field in higher dimensions. In order to do that, as a first step, we Taylor expand both \(\phi(z)\) and \(\psi(z)\) near the horizon as,

\[
\phi(z) = \phi(1) - \phi'(1)(1-z) + \frac{1}{2} \phi''(1) (1-z)^2 + O((1-z)^3) \tag{15}
\]

and,

\[
\psi(z) = \psi(1) - \psi'(1)(1-z) + \frac{1}{2} \psi''(1) (1-z)^2 + O((1-z)^3) \tag{16}
\]

respectively, where the prime corresponds to the derivative w.r.t \(z\). Also, we choose \(\phi'(1) < 0\) and \(\psi(1) > 0\) with out loss of generality.

As a next step, we note that for \(z = 1\) from (10) we find,

\[
\phi''(1) = - \left[ \frac{1}{z} \left( 2 - \frac{D-2}{2q-1} \right) \partial_z \phi \right]_{z=1} = - \left[ \frac{2 \phi(z) \psi^2(z) r_{+}^{2(q-1)}(\partial_z \phi) \beta(z \phi^2(2q-1) f(z))}{z^4 \beta^2 \beta q(2q-1)} \right]_{z=1}
\]

where we have used the Leibnitz rule in order to obtain the above result. Finally, substituting (17) into (15) we obtain,

\[
\phi(z) = - \phi'(1)(1-z) + \frac{1}{2} \left[ \left( 2 - \frac{D-2}{2q-1} \right) \phi'(1) + \frac{2 r_{+}^{2(q-1)} \psi^2(1) (\phi'(1))^{3-2q}}{(-1)^{3q} \beta q(2q-1)(D-1)} \right] (1-z)^2. \tag{18}
\]

On the other hand, following similar steps as mentioned above and using (12) from near \(z = 1\) we find,

\[
\psi''(1) = - \frac{m^2}{(D-1)} \left( 1 - \frac{m^2}{(2(D-1))} \right) \psi(1) - \frac{\phi'^2(1) \psi(1)}{2 \beta q (D-1)^2}. \tag{19}
\]

Substituting (19) into (16) we finally obtain,

\[
\psi(z) = \left( 1 + \frac{m^2}{D-1} \right) \psi(1) - \frac{m^2}{D-1} \psi(1) z
- \frac{1}{2} \left[ \frac{m^2}{(D-1)} \left( 1 - \frac{m^2}{2(D-1)} \right) + \frac{\phi'^2(1)}{2 \beta q (D-1)^2} \right] \psi(1)(1-z)^2. \tag{20}
\]

With the above expressions in hand, and keeping terms only upto quadratic order in the Taylor expansion (15, 16) it is now quite straightforward to obtain an analytic expression for the critical temperature \((T_c)\) and the corresponding condensation values by matching the solutions (13), (18) and (20) at some intermediate point \(z = z_m\) (15). This finally yields the following set of equations,

\[
\mu - \frac{\rho^{\frac{1}{2q-1}} z_m^{\frac{2}{2q-1}}}{(r_{+})^{\frac{2}{2q-1}}} \approx \frac{\psi}{2} (1 - z_m) \left[ 2 + \left( 2 - \frac{D-2}{(2q-1)} \right) (1-z_m) \right]
+ \frac{r_{+}^{2(q-1)} \alpha^2 (-\psi)^{3-2q} (1-z_m)^2}{(-1)^{3q} \beta^2 q (2q-1)(D-1)}. \tag{21}
\]
\[ -\frac{\rho^{\frac{1}{2q-1}} z_m^{\frac{D-2}{2q-1} - 2}}{(r_+)^{\frac{D-2}{2q-1} - 1}} \left( \frac{D - 2}{2q - 1} - 1 \right) \approx -\tilde{\vartheta} \left[ 1 + \left( 2 - \frac{D - 2}{2q - 1} \right) (1 - z_m) \right] - \frac{2r_+^{2(q-1)} \alpha^2 (-\vartheta)^{3-2q}(1 - z_m)}{(-1)^3q^2q+1 \beta q(2q - 1)(D - 1)} \] (22)

\[ \left\langle \mathcal{O}_+ \right\rangle \approx \frac{\lambda_+}{r_+^{\lambda_+}} \frac{z_m^{\lambda_+ - 1}}{z_m} \approx -\frac{m^2\alpha}{D - 1} + \alpha \left( \frac{m^2}{D - 1} - \frac{m^4}{2(D - 1)^2} + \frac{\tilde{\vartheta}^2}{2(D - 1)^2} \right) (1 - z_m) \] (23)

where we have set \( \vartheta = -\phi' (1) \), \( \alpha = \psi (1) \) and \( \tilde{\vartheta} = \frac{\vartheta}{r_+} \).

At this stage our aim is to calculate the unknown entities \( \tilde{\vartheta} \) and \( \left\langle \mathcal{O}_+ \right\rangle \) in terms of temperature \( (T) \) and other known parameters of the theory. Considering (22) and using (3) it is quite straightforward to obtain,

\[ \alpha^2 = \frac{(-1)^{5q-32q^2} \beta q(2q - 1)(D - 1)}{\tilde{\vartheta}^{2(1-q)}(1 - z_m)} \left[ 1 + \left( 2 - \frac{D - 2}{2q - 1} \right) (1 - z_m) \right] \times \left( \frac{T}{T_c} \right)^{\frac{D-2}{2q-1}} \left[ 1 - \left( \frac{T}{T_c} \right)^{\frac{D-2}{2q-1}} \right], \] (25)

where,

\[ T_c = \gamma \rho^{\frac{1}{m-2}} \] (26)

with,

\[ \gamma = \frac{\left( \frac{D-2}{2q-1} - 2 \right)(2q-1)}{\tilde{\vartheta}} \frac{z_m^{\frac{D-2}{2q-1}}}{4\pi} \left( \frac{D - 1}{4\pi} \right) \frac{\left( \frac{D-2}{2q-1} - 1 \right)^{\frac{2q-1}{D-2}}}{\left[ 1 + \left( 2 - \frac{D - 2}{2q - 1} \right) (1 - z_m) \right]^{\frac{2q-1}{D-2}}}. \] (27)

From (23) and (24) one can further obtain,

\[ \tilde{\vartheta} = \sqrt{m^4 + 2m^2(D - 1) \left[ \frac{2(z_m + \lambda_+(1 - z_m))}{(1 - z_m)(2z_m + \lambda_+(1 - z_m))} - 1 \right] + \frac{4\lambda_+(D - 1)^2}{(1 - z_m)(2z_m + \lambda_+(1 - z_m))}} \] (28)

and,

\[ \left\langle \mathcal{O}_+ \right\rangle = \frac{\lambda_+}{z_m^{\lambda_+}} \frac{1 + \frac{m^2(1 - z_m)}{2(D - 1)}}{1 + \frac{\lambda_+(1 - z_m)}{2z_m}} \sqrt{\mathcal{A} \left( \frac{T}{T_c} \right)^{\frac{D-2}{2q-1}}} \sqrt{1 - \left( \frac{T}{T_c} \right)^{\frac{D-2}{2q-1}}} \] (29)

with,

\[ \mathcal{A} = \frac{(-1)^{5q-32q^2} \beta q(2q - 1)(D - 1)}{\tilde{\vartheta}^{2(1-q)}(1 - z_m)} \left[ 1 + \left( 2 - \frac{D - 2}{2q - 1} \right) (1 - z_m) \right]. \] (30)
Table 1: Comparison between the analytical and numerical values

| $z_m$ | $D$ | $q$ | $m^2$ | $\gamma_{\text{matching}}$ | $\gamma_{\text{numerical}}$ |
|-------|-----|-----|-------|-----------------------------|-----------------------------|
| 0.5   | 5   | 1   | 0     | 0.1702                      | 0.1700                      |
| 0.5   | 5   | 1   | -1    | 0.1741                      | 0.1765                      |
| 0.5   | 5   | 1   | -2    | 0.1783                      | 0.1847                      |

Table 2: Comparison between the analytical and numerical values

| $z_m$ | $D$ | $q$ | $m^2$ | $\gamma_{\text{matching}}$ | $\gamma_{\text{numerical}}$ |
|-------|-----|-----|-------|-----------------------------|-----------------------------|
| 0.5   | 5   | 5   | 3/2  | 0.0880                      | 0.1008                      |
| 0.5   | 5   | 5   | 3/2  | -1                          | 0.0910                      |
| 0.5   | 5   | 5   | 3/2  | -2                          | 0.0944                      |

Before we proceed further, let us note few points at this stage. First of all, (from table 1 and table 2) we note that both the analytic and numerical results [31] are in quite good agreement with each other. This indeed ensures the validity of the matching scheme. Also we note that the proportionality coefficient ($\gamma$) decreases for higher values of the scalar mass ($m$) and Power parameter ($q$) which indicates the onset of a harder condensation (see fig 1). Moreover, from [29] we note that the critical exponent associated with the condensation near the critical point is $1/2$ which is the universal feature of mean field theory.

4 Meissner like effect

With the above expressions in hand, we now aim to investigate the nature of the condensate solutions in presence of an external magnetic field. Furthermore, we also investigate how the condensate at low temperatures is affected due to the presence of scalar mass ($m$). In order to do that, we need some extra piece in our theory, namely adding an external magnetic field in the bulk theory. According to the gauge/gravity dictionary, the asymptotic value of this magnetic field corresponds to a magnetic field added to the boundary field theory, i.e, $B(x) = F_{xy}(x, z \to 0)$. It is obvious that the condensate will be very small everywhere near the critical field strength $B \sim B_c$. Therefore we may regard $\psi(x, z)$ as a perturbation in the corresponding dual theory. Based on the above physical arguments, we adopt the following ansatz [40],

$$A_t = \phi(z), \quad A_y = Bx, \quad \text{and} \quad \psi = \psi(x, z).$$

(31)

With the above choice, the scalar field equation (6) for $\psi$ turns out to be,

$$\partial^2_z \psi(x, z) + \left( \frac{f'(z)}{f(z)} - \frac{D - 4}{z} \right) \partial_z \psi(x, z) + \frac{r^2 + 2z^2}{z^4 f(z)} \frac{\partial^2 \phi^2(z) \psi(x, z)}{z^4 f(z)} - \frac{m^2 r^2 \psi(x, z)}{z^4 f(z)}$$

$$+ \frac{1}{z^2 f(z)} (\partial^2_x \psi - B^2 x^2 \psi) = 0.$$  (32)

In order to solve (32), we consider the following separable form

$$\psi(x, z) = X(x)R(z).$$  (33)
Substituting \(33\) into \(32\) one can easily obtain the following,

\[
\frac{z^2 f(z)}{R(z)} \left[ \partial^2_z R(z) + \left( \frac{f'}{f} - \frac{D - 4}{z} \right) \partial_z R(z) \right] + \frac{\phi^2(z) r^2_+}{z^2 f(z)} - \frac{m^2 r^2_+}{z^2} \]
\[
- \frac{1}{X(x)} \left[ -\partial^2_x X(x) + B^2 x^2 X(x) \right] = 0. \quad (34)
\]

Note that \(X(x)\) satisfies Schrodinger equation for a simple harmonic oscillator localized in one dimension with frequency determined by \(B [6, 40, 42]\),

\[-X''(x) + B^2 x^2 X(x) = \lambda_n BX(x) \quad (35)\]

where \(\lambda_n = 2n + 1\) denotes the separation constant. We take the lowest mode \((n = 0)\) solution for the rest of our analysis as it is the most stable one \([6, 42]\).

With this particular choice, the corresponding equation for \(R(z)\) takes the following form,

\[
R''(z) + \left( \frac{f'(z)}{f(z)} - \frac{D - 4}{z} \right) R'(z) + \frac{r^2 \phi^2(z) R(z)}{z^4 f^2(z)} - \frac{m^2 r^2_+ R(z)}{z^4 f(z)} = \frac{BR(z)}{z^2 f(z)}. \quad (36)
\]

Following our previous approach, we expand \(R(z)\) near the horizon \((z = 1)\) in a Taylor series as \([42]\),

\[
R(z) = R(1) - R'(1)(1 - z) + \frac{1}{2} R''(1)(1 - z)^2 + O((1 - z)^3) \quad (37)
\]

On the other hand, the asymptotic \((z \to 0)\) behavior of \(R(z)\) could be written as,

\[
R(z) = \frac{<O_+>}{r^\lambda_+} z^\lambda_+ \quad (38)
\]

where according to our previous choice \(<O_- >= 0\).

Following the arguments of matching technique, we match \([37]\) and \([38]\) at some intermediate point \(z = z_m\) which may be put as,

\[
\left[ \frac{<O_+>}{z^\lambda_+} \right]_{z = z_m} = \left[ R(1) - R'(1)(1 - z) + \frac{1}{2} R''(1)(1 - z)^2 + O((1 - z)^3) \right]_{z = z_m} \quad (39)
\]

In order to proceed further, we need to calculate \(R'(1)\) and \(R''(1)\). From \([36]\) we find,

\[
R'(1) = \left( \frac{-m^2}{D - 1} - \frac{B}{r^2_+(D - 1)} \right) R(1). \quad (40)
\]

On the other hand, from \([36]\) and using \([40]\) we find,

\[
R''(1) = \left[ \left( 1 - \frac{m^2}{2(D - 1)} - \frac{B}{2r^2_+(D - 1)} \right) \left( \frac{-m^2}{D - 1} - \frac{B}{r^2_+(D - 1)} \right) - \frac{\phi^2(1)}{2r^2_+(D - 1)^2} \right] R(1). \quad (41)
\]
Substituting (40, 41) into (39) and setting \( z = z_m \) we find,
\[
\frac{z_m^{\lambda_+}}{r_m^{\lambda_+}} < \mathcal{O}_+ > \approx \left( 1 + \frac{m^2(1 - z_m)}{(D - 1)} \right) R(1) + \frac{BR(1)(1 - z_m)}{r_+^2(D - 1)} + \frac{1}{2} \left( \frac{m^2}{2(D - 1)} - \frac{B}{2r_+^2(D - 1)} \right) \left( \frac{-m^2}{D - 1} - \frac{B}{r_+^2(D - 1)} \right) - \frac{\phi'^2(1)}{2r_+^2(D - 1)^2} \right) R(1)(1 - z_m)^2. \tag{42}
\]

As a next step, we differentiate (39) w.r.t \( z \) and again set \( z = z_m \), which finally yields,
\[
\lambda_+ \frac{z_m^{\lambda_+ - 1}}{r_m^{\lambda_+}} < \mathcal{O}_+ > \approx -\frac{m^2}{(D - 1)} R(1) - \frac{BR(1)}{r_+^2(D - 1)} - \frac{1}{2} \left( \frac{m^2}{2(D - 1)} - \frac{B}{2r_+^2(D - 1)} \right) \left( \frac{-m^2}{D - 1} - \frac{B}{r_+^2(D - 1)} \right) - \frac{\phi'^2(1)}{2r_+^2(D - 1)^2} \right) R(1)(1 - z_m). \tag{43}
\]

Using the above two equations (42, 43), it is now quite straightforward to calculate the expression for the magnetic field \( B \). After some algebraic steps, we arrive at the following quadratic equation in \( B \),
\[
B^2 + pr_+^2 B + nr_+^4 - \phi'^2(1)r_+^2 = 0 \tag{44}
\]
where,
\[
p = 2m^2 - 2(D - 1) + \frac{4(D - 1)(\lambda_+(1 - z_m) + z_m)}{(1 - z_m)(\lambda_+(1 - z_m) + 2z_m)} \tag{45}
\]
and,
\[
n = m^4 - 2m^2(D - 1) + \frac{2(D - 1)^2}{(1 - z_m)} \left( \frac{\lambda_+}{z_m} \left( 1 + \frac{m^2(1 - z_m)}{D - 1} \right) + \frac{m^2}{D - 1} \right) \tag{46}
\]

Let us now consider the case \( B \sim B_c \), which implies that the condensation is very small \( (\psi \sim 0) \) everywhere and therefore we may ignore all the higher order terms in \( \psi \). With this above argument, the corresponding equation in \( \phi(z) \) turns out to be,
\[
\partial_z^2 \phi + \frac{1}{z} \left( 2 - \frac{D - 2}{2q - 1} \right) \partial_z \phi \approx 0 \tag{47}
\]
which has a unique solution,
\[
\phi(z) = \left( \frac{\rho}{r_+^{D - 2}} \right)^{\frac{1}{2q - 1}} r_+(1 - z \frac{D - 2}{2q - 1} )^{\frac{1}{2q - 1}} \\
\Rightarrow \phi'^2(1)r_+^2 = \left( \frac{\rho^{2/(2q - 1)}}{r_+^{2(2q - 1)}} \right) r_+^4 \left( \frac{D - 2}{2q - 1} \right)^2. \tag{48}
\]

Using (3), (26) and (48) after some algebraic steps we finally obtain,
\[
B_c = \frac{(D - 1)^{\frac{D - 2}{2q - 1} - 2}}{2(4\pi)^{\frac{D - 2}{2q - 1} - \frac{2}{2q - 1} - \frac{2}{2q - 1}}} T_c^2 \left[ \Omega(D, q, m) - p \left( \frac{4\pi \gamma}{D - 1} \right)^{(\frac{D - 2}{2q - 1}) \frac{D - 2}{2q - 1}} \left( \frac{T}{T_c} \right)^{(\frac{D - 2}{2q - 1})} \right] \tag{49}
\]
where,
\[
\Omega(D, q, m) = \sqrt{4 \left( \frac{D - 2}{2q - 1} - 1 \right)^2 - (4n - p^2) \left( \frac{4\pi\gamma}{D - 1} \right)^\frac{2(D - 2)}{(2q - 1)} \left( \frac{T}{T_c} \right)^\frac{2(D - 2)}{(2q - 1)}}.
\]  

(50)

From the above figures (fig. 1 and fig. 2) it is indeed evident that there exists a critical magnetic field \((B_c)\) above which the superconductivity ceases to exist. The behavior of this critical magnetic field with temperature \((T)\) is quite similar to that is observed in ordinary type II superconductors [36]-[37]. Interestingly, similar behavior is also predicted by the Ginzburg-Landau theory where an expression like (49) could be derived for ordinary superconductors [36]-[37]. This seems to be a unique qualitative feature of holographic superconductors which is valid even in higher dimensions. Furthermore, we observe that the situation does not alter even when we incorporate non linear corrections \((q > 1)\) to the usual Maxwell action. Finally, and most importantly we note that the condensation at low temperatures is indeed affected due to the presence of the scalar mass even in the presence of external magnetic field. The upper critical field strength \((B_c)\) has been found to be higher for the larger mass \((m)\) of the scalar particles which suggests the onset of a harder condensation.
5 Conclusions

In this paper, considering the probe limit various properties of holographic superconductors have been investigated using the matching technique [15]-[19]. The present paper considers holographic superconductors immersed in an external magnetic field in the presence Power Maxwell corrections to the usual Maxwell action. Such higher curvature corrections are found to be emerging naturally in the low energy limit of heterotic string theory [46]-[49]. The critical temperature ($T_c$) has been found to be suppressed for the higher values of the power parameter ($q$). Moreover, the critical exponent associated with the condensation value near the critical point has been found to be equal to $1/2$ which is in good agreement with the universal mean field value and indeed suggests the onset of a second order phase transition.

Finally, it is observed that holographic superconductors when immersed in an external static magnetic field, can support a larger magnetic field at low temperatures which could be observed even in higher dimensions. It is observed that the superconducting phase exists only below a critical field strength ($B_c$). Interestingly similar behavior could be found in ordinary type II superconductors, where the strength of the upper critical magnetic field ($B_{c2}$) has been found to be increasing as the temperatures is lowered through $T_c$ [36]-[37]. Most importantly we note that the condensation also gets affected due to the presence of the scalar mass ($m$) in the theory. It is observed that the critical value of the magnetic field ($B_c$) increases as $m^2$ shifts towards a larger value. The magnetic field as it grows will try to squeeze the condensate away completely. This indeed suggests the fact that the scalar hair formation at low temperatures ($T < T_c$) gets more difficult for the larger mass of the scalar particles.

Acknowledgement:
Author would like to thank the Council of Scientific and Industrial Research (C. S. I. R), Government of India, for financial help.

References

[1] J. M. Maldacena, Adv. Theor. Math. Phys. 2, 231 (1998), [hep-th/9711200].
[2] E. Witten, Adv. Theor. Math. Phys. 2, 253 (1998).
[3] G. T. Horowitz and J. Polchinski, arXiv:gr-qc/0602037 (2006).
[4] S.A. Hartnoll, Class. Quantum Grav. 26, 224002 (2009).
[5] C.P. Herzog, J. Phys. A 42, 343001 (2009).
[6] G. T. Horowitz, arXiv:1002.1722 [hep-th] (2010).
[7] S. A. Hartnoll, C. P. Herzog, G. T. Horowitz, Phys. Rev. Lett. 101, 031601 (2008).
[8] S. S. Gubser, Class. Quant. Grav. 22, 5121 (2005).
[9] S. S. Gubser, Phys. Rev. D 78, 065034 (2008).
[10] S. S. Gubser, Phys. Rev. Lett. 101, 191601 (2008) [arXiv:0803.3483 [hep-th]].
[11] S. A. Hartnoll, C. P. Herzog, G. T. Horowitz, JHEP 0812, 015 (2008).
[12] G. T. Horowitz, M. M. Roberts, Phys. Rev. D 78, 126008 (2008).
[13] G. T. Horowitz, M. M. Roberts, JHEP 0911 (2009) 015.
[14] G. Siopsis, J. Therrien, JHEP 05, 013 (2010).
[15] R. Gregory, S. Kanno, J. Soda, JHEP 0910 (2009) 010.
[16] S. Kanno, Class.Quant.Grav.28:127001, (2011) arXiv:1103.5022 [hep-th].
[17] Xiao-Mei Kuang, Wei-Jia Li, Yi Ling, JHEP 12 (2010) 069.
[18] Q. Y. Pan, B. Wang, E. Papantonopoulos, J. Oliveira, A. Pavan, Phys. Rev. D 81, 106007 (2010).
[19] H. B. Zeng, X. Gao, Y. Jiang, H. S. Zong, JHEP 1105 (2011) 002.
[20] H. F. Li, R. G. Cai, H. Q. Zhang, JHEP 1104 (2011) 028.
[21] R. G. Cai, H. F. Li, H. Q. Zhang, Phys. Rev. D 83, 126007 (2011).
[22] S. S. Gubser, S. S. Pufu, JHEP 11, 033 (2008).
[23] Q Pan, J. Jing, B. Wang, JHEP 1111 (2011) 088.
[24] R. G. Cai, Z. Y. Nie, H. Q. Zhang, Phys. Rev. D 82, 066007 (2010).
[25] Q. Pan, B. Wang, Phys. Lett. B 693 (2010) 159.
[26] M. M. Roberts, S. A. Hartnoll, JHEP 0808, 035 (2008) arXiv:0805.3898 [hep-th]].
[27] G.T. Horowitz, J.E. Santos, B. Way, Phys. Rev. Lett. 106, 221601 (2011) arXiv:1101.3326 [hep-th]].
[28] J. Jing, S. Chen, Phys. Lett. B 686 (2010) 68.
[29] J. Jing, Q Pan, B. Wang, Phys. Rev. D 84, 126020, (2011).
[30] J. Jing, L. Wang, Q Pan, S. Chen, Phys.Rev.D 83, 066010, (2011).
[31] J. Jing, Q Pan, S. Chen, JHEP 1111 (2011) 045.
[32] S. Gangopadhyay, D. Roychowdhury, JHEP 1205, 002 (2012) arXiv:1201.6520 [hep-th]].
[33] S. Gangopadhyay, D. Roychowdhury, JHEP 1205 (2012) 156, arXiv:1204.0673 [hep-th].
[34] S. Gangopadhyay, D. Roychowdhury, JHEP 1208, 104 (2012) arXiv:1207.5605 [hep-th]].
[35] R. Banerjee, S. Gangopadhyay, D. Roychowdhury, A. Lala, arXiv:1208.5902 [hep-th].
[36] M. Tinkham, Introduction to Superconductivity, 2nd edition, Dover: New York (1996).

[37] C.P. Poole, H.A. Farach and R.J. Creswick, Superconductivity, Academic Press, The Netherlands (2007).

[38] K. Maeda, M. Natsuume, T. Okamura, Phys. Rev. D 81, 026002 (2010) [arXiv:0910.4475 [hep-th]].

[39] M. Montull, A. Pomarol, P. J. Silva, Phys. Rev. Lett. 103, 091601(2009) [arXiv:0906.2396 [hep-th]].

[40] T. Albash, C. V. Johnson, JHEP 0809, 121 (2008) [arXiv:0804.3466 [hep-th]].

[41] T. Albash, C. V. Johnson, Phys. Rev. D 80, 126009 (2009) [arXiv:0906.1795 [hep-th]].

[42] X. H. Ge, B. Wang, S. F. Wu, G. H. Yang, JHEP 1008, 108 (2010) [arXiv:1002.4901 [hep-th]].

[43] M. Hassaine, C. Martinez, Phys. Rev. D 75, 027502 (2007).

[44] O. Miskovic, R. Olea Phys. Rev. D 83, 024011 (2011).

[45] H. A. Gonzalez, M. Hassaine, C. Martinez, Phys. Rev. D 80, 104008 (2009).

[46] H. Maeda, M. Hassaine, C. Martinez, Phys. Rev. D 79, 044012 (2009).

[47] D. J. Gross, E. Witten, Nucl. Phys. B 277, 1 (1986).

[48] R. R. Metsaev, A. A. Tseytlin, Phys. Lett. B 191, 354 (1987).

[49] D. J. Gross, J. H. Sloan, Nucl. Phys. B 291, 41 (1987).