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1. DISCUSSION OF ARCHITECTURE CHOICE AND FURTHER NETWORK DETAILS

Here, we discuss the motivation for using the UwU-net inspired architecture and describe the structure of the autoencoder and clustering modules in greater detail.

Information about molecular contents is given by the presence of peaks/spectral features lying within a certain range of the spectral band of the IR or Raman spectra. Thus, it is expected that many of the features relevant to tissue classification will reside in a localised subset of the spectral band. Ideally, the autoencoder module should be optimised to extract these kinds of features to improve efficiency and to increase the chances that all relevant features (even those that may be subtle) can be detected.

Autoencoders processing multi-channel 2D images are usually composed of a series of 2D convolutional layers and pooling layers. However, each filter (dimensions $n \times n \times b$) is predisposed to detect features that may span the whole spectral band, or multiple features throughout the band (decreasing sensitivity to subtle features that reside within a subset of the band). E.g. a filter may learn to detect a subtle feature that occurs at one point in a spectrum alongside a large set of other spectral features. However, the contribution to the activation from this subtle feature could be quite low. Even though a filter may have some sensitivity to it, the resultant activation will not change much if it is present or not if the rest of the features found within the band that the filter detects are also present. With that said, it is possible that the layer may learn filters that only detect features that primarily occupy a specific portion of the spectral band (e.g. having weight values of/near zero everywhere except the region of the band that is of interest), but this is not guaranteed and is likely less efficient than using a more optimised framework for feature extraction. As a consequence, the compressed representation may not robustly encode information about whether subtle spatio-spectral features unique to a subset of the band that are relevant to segmentation are present in a patch.

In other cases, HSI patches have been treated as single channel 3D images and processed by autoencoders composed of 3D convolutional layers [1–3]. However, these are also sub-optimal. The $n \times n \times n$ filters will learn to detect features spanning the filter’s volume that may reside anywhere within the input patch, and are not optimised to detect features that may specifically occur in a subset of the spectral band. Though at least here, the resultant activation map will have information about where in the input the detected feature resides in, retaining context about its position along the spectral band (unlike 2D CNNs). With that said, there are no constraints preventing it from mostly detecting generic features that commonly occur anywhere in the volume, potentially missing or being less effective at detecting subtle features that reside within a certain subset of the spectral band. Additionally, 3D convolutional layers often require more processing power and memory to train compared to 2D CNNs, making them generally less appealing to work with.

In contrast to these approaches, the recently proposed UwU-net first processes the input HSI with a series of 2D convolutional layers outputting fewer activation maps than the length of the input’s spectral band. The resulting activation maps are then split along the channel dimension, where each is fed into its own ‘inner’ U-Net [4]. The activation maps produced by the final layer of each inner U-Net are then concatenated together, and processed by another series of convolutional layers to produce the desired output. Therefore, instead of having filters that may...
learn to detect hierarchical features composed of features encoded in all of the activation maps produced by the first set of convolutional layers (as would be the case with a generic U-Net), the filters of each inner U-Net are specialised to detect features unique to the activation map used as their input. Empirical evidence has shown that allowing the network to analyse some activation maps in isolation as opposed to all at once (and also allowing it to learn the best way to collate features for further processing by each inner U-Net) provides a clear advantage over generic 2D architectures for image-to-image regression tasks [5]. Therefore, it is of interest to observe whether this feature extraction framework may provide any advantages for unsupervised segmentation.

It is interesting to note that if the first few convolutional layers learn to encode features from various subsets of the input HSI’s spectral band into distinct channels (i.e. they learn a straightforward compression along the spectral dimension), then each inner U-Net will learn filters specialised to extract features residing in a specific subset of input HSI’s spectral band. This could increase the quality/relevancy of features encoded in the latent representation. Though, given the input patch is initially processed with 2D convolutional layers, there is no guarantee that adjacent channels in the activation maps will encode information about features residing in similar regions of the input patch’s spectral band. But, as stated previously, if any of this information is retained, this framework can exploit it. In any case, the architecture could be modified to help preserve this structure in the data, for example, by performing the downsampling along the spectral dimension in a manual pre-processing step with hand-crafted constraints. Though allowing the network to learn the compression in an end-to-end framework (i.e. allowing it to learn which features should be encoded in the inputs to each inner network branch) will ensure that this downsampling is optimised for processing by the rest of the architecture, ultimately improving segmentation quality. Therefore, in this work we consider the fully learned approach.

We adapt this architecture for an unsupervised patch-based clustering approach (see Fig. 3 in the main article). Instead of whole HSIs, the network input is a (20 × 20 × 800) patch of the HSI. The input HSI patch is compressed along the spectral dimension to 20 × 20 × 100 as a first step towards reducing the number of parameters required to process/extract spatio-spectral features from the input. These are then split into 5 equal components along the channel dimension (e.g. 4, 5, 3, 4, and 5, though any desired number of divisions can be chosen in principle). Each k is then used as the input to its own ‘inner’ convolutional autoencoder (CAE). The outputs of these parallel inner CAEs are then concatenated together, and processed by a series of 2D convolutional and upsampling layers to produce the desired output. All convolutional layers have a stride of 1.

There are two differences between our architecture and that used in the original UwU-net paper. Firstly, the ‘inner’ parallel U-Nets have been replaced with CAEs (i.e. essentially U-Nets without skip connections). The skip connections are removed to ensure that the network learns how to detect and compress information about patch-defining features into latent vectors. This is not guaranteed with an encoder-decoder style architecture with skip connections, as information can propagate through the architecture without passing through the contracting path that forces the network to learn a compressed representation. Secondly, in the original UwU-net paper, the inputs to each inner U-Net is a single activation map. Here, we perform a less aggressive compression, where the input to each inner CAE is a multi-channel 2D activation map. This is done to increase the amount of information available to each inner CAE.

The second module, C (inspired by the clustering module used in [6–8]) takes the latent vectors from each parallel CAE (l_i1, l_i2, l_i3, l_i4, l_i5, where i indicates the index of the HSI patch being processed) as inputs, first concatenating them into a single vector T_i, and then processing this with a clustering layer. The resultant output is the probability of the patch belonging to each cluster.

2. ALTERNATIVE METHODS FOR SYNTHETIC IMAGE GENERATION AND COMMENTS ON SYNTHETIC DATA QUALITY

Arranging measured spectra into custom biomimetic patterns is one of several approaches that can be used to simulate Raman HSI data. For example, Raman spectra can be simulated using models of light propagation in digital tissue models [9, 10]. However, it is challenging to ensure these spectra contain realistic experimental artefacts, limiting our ability to assess how our network may cope with real data.

Despite the fact that our synthetic images are composed of real measured data, our chosen construction method has a few disadvantages. It assumes that our sample i) only contains fat and muscle, ii) all fat pixels and all muscle pixels share the same spectra, and iii) each pixel individually contains only fat or only muscle. In real tissue, none of these assumptions may
be completely satisfied. The types of molecules present in a given component may vary from region to region within a sample, producing differences in measured Raman spectra. For example, such changes have been observed in porcine fat spectra acquired at various depths relative to a superficial skin layer, tentatively attributed to the fact that hydrocarbon chains tend to become more ordered (saturated) with depth [11]. Therefore, fat spectra measured from different regions of a pork sample that has been sliced at an angle relative to a skin layer may vary. Physiological parameters like water content (e.g. regions of a tissue slice exposed to air for longer may have less water), and lactic acid [12] vary subtly within a tissue and will have a corresponding effect on measured Raman spectra. Instrument variability may also cause differences in spectra measured from the same kinds of tissue [13]. Furthermore, in an experimental setting it is possible for a probed region to contain both fat and muscle (i.e. at a muscle/fat interface, or thicker samples), whereas each pixel in our simulated HSIs individually contain only fat or muscle [14, 15]. Lastly, bone fragments may be present in some cuts of meat, and so there is no guarantee that substances other than fat and muscle will not be present in a given sample.

However, given this is the first reported demonstration of this approach on any kind of biomedical HSI data, we are primarily interested in showing a proof of concept in an idealised scenario. Our simulated HSIs are sufficient for this task, as i) the data shares the same dimensionality of typical biomedical HSIs (thus offering similar challenges with performing efficient feature extraction), ii) their constituent spectra are of biomedical origin (therefore contain at least some of the features we would expect from real tissue), iii) these spectra contain noise and other experimental artefacts (and therefore allow us to demonstrate the capability of our approach to work in the face of some confounding experimental effects), and iv) their segmentation requires the utilisation of spatial features.

Expanding on point iv), the discrepancy between a purely spectrum-based segmentation approach and one that utilises both spatial and spectral features may not be as drastic in real tissue as may be suggested by the experiments on our synthetic images. Different tissue regions containing the same kinds of molecules may be differentiated by unique spectral features alone due to experimental factors. For example, consider a hypothetical tissue with two regions A and B. Let us assume that both contain only fat and muscle. Region A has fat and muscle densely packed at a fine scale (e.g. smaller than the area typically illuminated by the Raman probe when used to measure a spectrum), whereas region B mostly consists of muscle with large globules of fat dispersed at a scale much larger than the illuminated region. Because each probed region in A will contain both fat and muscle, the resultant spectra will contain contributions from both. In contrast, most of the spectra acquired from B will be acquired from ‘pure’ fat or muscle. As a consequence, spectra measured from region A will be distinct from those measured in B - therefore, spectral information alone may be used to segment A. With that said, this represents a hypothetical scenario, and the likelihood of encountering this effect is unclear. Nevertheless, it illustrates how in practice purely spectrum-based approaches may be more effective at differentiating tissue regions than our simulation study suggests. Some of these factors may be effectively replicated with a real physical phantom and should be the subject of future work.

A. Synthetic Raman HSIs
The synthetic images analysed in this work are depicted in Fig. S1. Although the images are composed of 800 channels, only a selection of channels are shown.
Fig. S1. Synthetic Raman HSIs mentioned in the main article.
3. TRAINING SCHEMES

Here we provide further details about how each training scheme mentioned in the outline in Section 2.2 of the main article is executed.

A. Training details - CAE+k-means

In this approach, the architecture consists only of A that is trained to compress the contents of each patch into latent vectors and reconstruct each patch from these compressed representations. A was trained with the mean square error as the loss function with a batch size of 64, a learning rate of 0.001, and Adam as the optimiser. The HSI of another tissue sample was used as a validation set to monitor the degree of overfitting, ensuring A learned to compress useful features. Training was terminated with an early stopping approach. Once A was trained, the latent vectors for each patch (indexed with $i$) $l_{i,1}, l_{i,2}, l_{i,3}, l_{i,4}, l_{i,5}$ were concatenated into a single 1D vector $\bar{l}_i$. The $\bar{l}_i$ for all patches were then clustered using the k-means++ algorithm in MATLAB R2021b with default parameters, and with 3 clusters. With this approach, the compression and clustering steps are completely separate, therefore, the compression/feature detection learned by A is not optimised for the subsequent clustering step. The pretraining loss curves for most of the networks mentioned in this work are shown in Section 2 in the Supplementary Materials.

B. Training details - End-to-end clustering

With the end-to-end clustering approach the network consists of both A and C. A is initially trained in isolation using the same procedure as Section 3.A. Then, the cluster centres in C are initialised by i) acquiring the latent vector for each patch ($\bar{l}_i$) in the training set with A and then ii) applying the k-means++ algorithm (sklearn) to cluster these latent vectors. Once initialised, all modules are trained together with a weighted loss function (explained shortly). It is suggested in [6] that the unregularised/unconstrained inclusion of the clustering loss may ‘distort’ the latent representation (i.e. reduce how effectively a patch’s spatio-spectral features are encoded in their respective latent vector), negatively impacting the cluster assignment accuracy. Continuing to optimise A during the combined training stage helps ensure that the encoded features can still be used to accurately reconstruct the input, and therefore, robustly encode information about the spatio-spectral features present in each patch. Using autoencoders to strengthen feature representation has also been utilised in [16, 17]. Pretraining A in isolation ensures that the initialised cluster centres are based on robust representations of patch features that have not suffered from this distortion.

Latent vectors are clustered using the Student’s t-distribution, which outputs ‘soft’ cluster assignments [6, 7]:

$$o_{ij} = \left(1 + \|\bar{l}_i - u_j\|^2\right)^{-1} \sum_j \left(1 + \|\bar{l}_i - u_j\|^2\right)^{-1} \tau,$$  \hspace{1cm} (S1)

where $u_j$ are the cluster centres (trainable parameters), $\bar{l}_i$ is the latent vector, and $o_{ij}$ can be interpreted as the probability that the latent vector $\bar{l}_i$ belongs to cluster $u_j$.

The network is (in part) trained to reduce the discrepancy between the output ‘soft’ cluster assignments ($o_{ij}$) where the patch is indexed with $i$ and each cluster with $j$), and the target soft cluster assignments for each patch ($p_{ij}$). The target assignments $p_{ij}$ are computed as:

$$p_{ij} = \frac{\sigma_{ij}^2/f_j}{\sum_j (\sigma_{ij}^2/f_j)},$$  \hspace{1cm} (S2)

where $j$ is used to index the cluster centres, and $f_j = \sum_i o_{ij}$ are the cluster frequencies (number of examples assigned to each cluster). These target assignments strengthen predictions/improve cluster purity, place greater emphasis on cluster labels assigned with high confidence, and prevent large clusters from dominating by incorporating a normalisation [6, 7]. In essence, we leverage an approach similar to self-training where confident assignments are assumed to be more accurate and are used to ‘guide’ the assignments of patches with similar content.

It is important to note that the use of this clustering module may only improve cluster assignments if the more confident predictions produced with k-means during the initialisation step are accurate. Based on the results acquired with the CAE+k-means approach (e.g. see Fig. 4 in the main article), we believe this assumption to be accurate for our synthetic dataset. The Kullback-Leibler divergence (KL) is used to determine the degree of similarity between the target...
assignments $P$ and output assignments $O$ and makes up part of the objective function in the
end-to-end clustering approach:

$$L_{\text{Clust}} = \text{KL}(P||O) = \sum_i \sum_j p_{i,j} \log \frac{p_{i,j}}{q_{i,j}}. \quad (S3)$$

Two outputs are produced via the forward pass: the cluster assignment for the patch, and a
‘copy’ of the patch reconstructed from its compressed representation. The model is trained to
minimise $V$, the weighted sum of the resultant reconstruction loss and clustering loss:

$$V = \gamma L_{\text{Clust}} + L_{\text{Recon}}, \quad (S4)$$

where $\gamma = 0.1$ is a hyperparameter that weights the contribution of the clustering loss to $V$, and
$L_{\text{Recon}}$ is the mean squared error.

The target soft-assignments for each patch are updated after each epoch. Training is terminated
if one of two conditions were met: either i) once the total number of changed cluster assignments
(assessed at the end of each epoch) was less than 1%, or ii) after 10 epochs had elapsed. The
latter threshold was chosen to allow for repeat clustering sessions to be completed in only a few
hours if necessary. These may be required as the resultant clusters are sensitive to the k-means
initialisation, which itself is sensitive to the randomly initialised cluster positions. The network
was pretrained with a batch size of 64, a learning rate of 0.001, and with Adam as the optimiser.
The CAE pretraining was conducted using the same procedure described in Section A.

C. Training on a single image

In typical deep learning applications, the aim is to train a network so that it generalises well
to unseen data (requiring no additional training or modifications to its parameters). Therefore,
evaluations of network performance are typically performed by processing unseen test data
using a pretrained model. However, we are not interested in finding some pretrained model
that is applicable to all images, but rather, a general algorithmic framework that can produce
a model that accurately segments any singular image it may receive as an input (akin to how
spectral k-means can be applied individually to each image in a given dataset). Therefore, a
network’s input will consist of patches acquired from a single HSI. Furthermore, the algorithm
is run independently and from scratch for each HSI it may receive. The effectiveness of our
algorithm is assessed by observing the accuracy of the resultant segmentation produced from this
singular HSI.

With that said, overfitting is still something that should be avoided as this will reduce the
quality of the compressed representation, and hence, negatively impact the quality of the resultant
segmentation. Therefore, we still use a validation loss to assess the degree of overfitting and
hence the usefulness of the feature encoding even if we are not aiming to make the network
generalisable.

Even though a single image training approach is used here, it would be possible to train a CAE
that generalises well to different tissue samples. This could be trained by feeding it a large set
of images. After a lengthy training phase, this would ultimately speed up the time needed to
acquire segmentations. However, an advantage of our single-image training approach is that the
full expressive power of the network is being used to learn the compression and segmentation
for the single example. Segmentations produced with a network trained on a large set may be
comparable, but will ultimately suffer from some generalisation error.

D. Processing outputs: reconstruction of segmentation images

The procedure for reconstructing each segmentation image is similar to that implemented in [8].
The network is used to assign a particular cluster group (i.e. the cluster group with the highest
probability) to each input HSI patch, referred to here as the patch’s cluster ID. A ‘cluster patch’
is produced for each input HSI patch - this is a 2D matrix with the same $x$ and $y$ dimensions
as the HSI patch where each element contains the value of the patch’s assigned cluster ID. The
resulting segmentation map is reconstructed by tiling these cluster patches in an overlapping
fashion, placing them in the same location in the $x$-$y$ dimensions as their corresponding HSI patch.
This tiling starts with the HSI patch at the top left corner, moving right along the $x$-dimension to
the end of the row, and then starting again from the left most patch of the next row down and so
on until all patches have been exhausted. The resulting segmentation image will have the
same $x$ and $y$ dimensions as the whole HSI.
4. REAL HUMAN COLON IR HSIS

Fig. S2 depicts the real human colon HSIs mentioned in the main article.
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Fig. S2. The real human colon IR HSIs mentioned in the main article.

5. OTHER NETWORK ARCHITECTURES USED IN THIS WORK

In Section 3.2 of the main paper, the segmentations acquired with the UwU-net inspired CAE architecture were compared to more generic CAE architectures based on 2D and 3D convolutional layers. Here we show all three architectures (Figs. S3, S4, and S5). The 2D architecture featured a similar number of convolutional filters and layers as well as the same size latent vector as the UwU-net inspired architecture to ensure that any observed differences in segmentation quality would mostly be a consequence of the use of parallel CAEs. The 3D CAE featured fewer layers and filters to reduce computation time. As discussed in Section 3.2 of the main paper, it is unclear how this may have affected the expressive power of this architecture relative to the 2D architectures given the 3D architecture is utilising information about 3D features.
Fig. S3. The generic 3D CNN-based architecture used to segment colon IR HSI images, where C is a generic 3D CAE.

Fig. S4. The generic 2D CNN-based architecture used to segment colon IR HSI images, where C is a generic 2D CAE.

Fig. S5. The UwU-net inspired architecture used to segment colon IR HSI images.
6. CAE PRETRAINING LOSS CURVES

This section contains the loss curves produced at the pretraining stage of most of the networks used in this work.

**Fig. S6.** Validation and training losses for the pretraining of the UwU-net inspired CAE used to segment the synthetic Raman HSIs. The stopping points are shown with dashed lines.

**Fig. S7.** Validation and training losses for the pretraining of the UwU-net inspired CAE used to segment the colon IR-HSIs. The stopping points are shown with dashed lines.

**Fig. S8.** Validation and training losses for the pretraining of the 3D CAE used to segment the colon IR-HSIs.

**Pretraining Loss Curves: Segmenting Synthetic Tissue Models**

**Pretraining Loss Curves: UwU-net inspired CAE**

**Pretraining Loss Curves: 3D CNN based CAE**

**Fig. S8.** Validation and training losses for the pretraining of the 3D CAE used to segment the colon IR-HSIs.
7. RESULT OF USING ADDITIONAL CLUSTER GROUPS ON A REAL COLON SAMPLE

![Segmentations for colon Sample 1, produced with a larger number of cluster groups.](image)

Fig. S10. Segmentations for colon Sample 1, produced with a larger number of cluster groups.

8. SEGMENTATION OF THE INDIAN PINES DATASET

The Indian Pines dataset (IP) is often used to assess the performance of HSI segmentation algorithms [8] ([https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes](https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes)). It consists of a geographical landscape scene with 17 classes (including the background) acquired with 200 spectral reflectance bands (where 24 tied to water absorption have been removed) in the wavelength range 0.4 – 2.510^−6 m. At first glance it would seem like a suitable dataset for assessing the performance of our segmentation algorithms. However, this dataset and similar landscape scene HSIs are possibly poor choices for a couple of reasons. The first is that when CAE-based spatio-spectral clustering approaches have been applied to these datasets, the segmentation produced at the initialisation stage has notably poor accuracy (as reported in [8]). This is problematic, as the end-to-end clustering technique works on the principle that the most confident cluster assignments produced at the initialisation stage are accurate. This was confirmed using a UwU-net inspired CAE in our own work, presented below. Secondly, it is not clear whether the satellite HSIs contain the same kinds of features that would be relevant to segmenting biomedical HSIs (e.g. distinct, sharp peaks occurring in specific subsets of the spectral band). Therefore, it may not be suitable to assess the expected performance of each architecture when specifically applied to biomedical HSI data.
Fig. S11. The results of applying our spatio-spectral clustering approach to the IP dataset (all images assigned randomly indexed colour scales). The resultant segmentation does not effectively differentiate all components of the image. This is verified quantitatively using an NMI score shown in Table S1.

Table S1. Indian Pines Dataset Segmentation Accuracy

| Metric     | CAE+k-means | End-to-end | Spectral k-means |
|------------|-------------|------------|------------------|
| NMI Score  | 0.43        | 0.43       | 0.42             |
| ARS Score  | 0.23        | 0.21       | 0.21             |
The following describes our own experiment using an UwU-net inspired convolutional autoencoder on the IP dataset. The dataset was cropped to have dimensions $140 \times 140 \times 200$, and then upsampled to give it dimensions of $280 \times 280 \times 200$ (to enable use of $10 \times 10$ patches for simplified down-sampling without increasing spatial context encoded in each patch). The resulting image was decomposed into $10 \times 10$ patches in steps of 2 following the same procedure described in Section 2.1 of the main paper. 12000 patches were used for the training set while the remaining 6496 were used for the validation set. Though, all patches were used in the final evaluation, meaning there was some degree of data leakage in this experiment. The network architecture was the same as that shown in Fig. S5. The autoencoder module was initially trained for 500 epochs with a batch size of 80 (though, not to optimality, as the validation loss was never observed to consistently rise - however, it also showed very little change during the later stages of training, so it is expected that the model is fairly optimised). Then, both the autoencoder and clustering module were trained for 10 updates, or until the number of changed cluster assignments was less than 0.1%. The resultant segmentation was down-sized back to $120 \times 120$ and cropped to account for the tiling offsetting the segmentation in the $x$ and $y$ dimensions. It is apparent that the resultant segmentation does not accurately differentiate most of the regions within the HSI.

Background pixels (whose locations were determined using the ground truth) were not used in the calculation of these metrics. In both cases, spatio-spectral clustering outperformed k-means but both scores are low. The NMI scores were comparable to those reported in [8].
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