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ABSTRACT

This paper presents our solution to ACM MM challenge: Large-scale Human-centric Video Analysis in Complex Events [13]; specifically, here we focus on Track3: Crowd Pose Tracking in Complex Events. Remarkable progress has been made in multi-pose training in recent years. However, how to track the human pose in crowded and complex environments has not been well addressed. We formulate the problem as several subproblems to be solved. First, we use a multi-object tracking method to assign human ID to each bounding box generated by the detection model. After that, a pose is generated to each bounding box with ID. At last, optical flow is used to take advantage of the temporal information in the videos and generate the final pose tracking result.
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1 INTRODUCTION

The general pipeline for the pose tracking method that we used can be divided into two parts, respectively human tracking and pose estimation. First, we use a multi-object tracking method to assign an id to each human boxes generated by the detection phase. During human tracking, some detection boxes will be refined or deleted. In the second step, we perform pose estimation on every box that is assigned an id during tracking. The result of the pose estimation combined with the id assigned by the tracking method is the final submission result. The overall structure of our method can be seen in Fig. 1.

Since the problem is treated as a two-stage problem to be tackled one by one, each module will be introduced separately. The following of the report is organized as follows: Sec. 2 introduces the human detection model that we used; Sec. 3 introduces the human tracking algorithm; Sec. 4 introduces the pose estimation as well as the final pose generation process. Finally, Sec. 5 concludes the report.

2 HUMAN DETECTION

The first step of human pose tracking is to detect the bounding boxes of person. As no validation set in HIE dataset [13], we split the original training set as a new training set and validation set. Two splitting strategies are tried: splitting by image frames (5k for validation, 27k for training) and splitting by videos. We found that splitting by image will cause over-fitting and far away from the data distribution of the testing set. So we adopt the video-splitting strategy and split video 3, 7, 8 and 17 as the validation set and the rest videos as train data, in which 5.7k image frames for validation and the rest 27k images frames for training. Based on the train and validation set, we can conduct detection experiments on HIE. All the performance of models is tested by two metrics, Averaged Precision (AP) and MMR [3]. AP reflects both the precision and recall ratios of the detection results; MMR is the log-average Miss Rate on False Positive Per Image (FPPI) in [0, 100], is commonly used in pedestrian detection. MR is very sensitive to false positives (FPs), especially FPs with high confidences will significantly harm the MMR ratio. Larger AP and smaller MMR indicates better performance.
2.1 Detection Smoothing by Optical Flow

For human tracking in video, smoothing bounding boxes on human instances can be beneficial to reduce the tracking miss rate. We propose to smooth the current bounding box of human instance based on the previous frame by optical flow. Given one detected bounding box with joints coordinates set $I_i^k$ (including two points: $(x_1, y_1)$ for upper right point and $(x_2, y_2)$ as lower left point) in current frame $j^k$, we compute the $I_i^{k-1}$ in frame $j^{k-1}$, and the optical flow field $F^{k-1} \rightarrow k$ between the two consequent frames. Then the prediction joints coordinates set $\hat{I}_i^k$ can be estimated by the optical flow field $F^{k-1} \rightarrow k$ and the detection coordinate $I_i^{k-1}$ in last frame, i.e. $\hat{I}_i^k = I_i^{k-1} + F^{k-1} \rightarrow k$. Similar with the Kalman filter, the current position is the weight sum of prediction and observations, thus we have the “real” bounding box in current frame is weight sum of detected box and estimated box: $\tilde{I}_i^k = \alpha \hat{I}_i^k + (1 - \alpha) I_i^k$, where $\alpha$ is a weight and it is 0.5 in most of cases.

2.2 Common Methods on HIE

There are mainly two different types of common detection frameworks: one-stage (unified) frameworks [14–16] and two-stage (region-based) framework [4–6, 17]. Since RCNN [5] has been proposed, the two-stage detection methods have been widely adopted or modified [1, 9, 11, 17, 21, 22, 28]. Normally, the one-stage frameworks can run in real-time but with the cost of a drop in accuracy compared with two-stage frameworks, so we mainly adopt two-stage frameworks on HIE dataset.

We first investigate the performance of different detection backbones and framework on HIE dataset, including backbone: ResNet152 [7], ResNeXt101 [25] and SeNet154 [8], and different framework: Faster-RCNN [17], Cascade R-CNN [1], and Feature-Pyramid Networks (FPN) [10]. The experimental results on different backbone and methods are given in Table 1. The baseline model is Faster RCNN with ResNet50, and we search hyper-parameters on the baseline model then apply to the larger backbone. From table 1, we can find that the better backbone (ResNet152 and ResNeXt101) and combining advanced methods (Cascade and FPN) can improve the detection performance, but the SENet154 does not get better performance than ResNet152 even it has superior classification performance.
on ImageNet. So in our final detection solution, we only adopt ResNet152 and ResNeXt101 as the backbone.

2.3 The Effects of Extra Data

In the original train data, there are 764k person bounding boxes in 19 videos with 32.9k frames, and the testing set contains 13 videos with 15.1k frames. Considering the limited number of videos and duplicated image frames, the diversity of train data is not enough. And the train data and test data have many different scenes, thus extra data is crucial for training a superior detection model. Here we investigate the effects of different human detection dataset on HIE, including all the person images in COCO (COCO person, 64k images with 262k boxes) [12], CityPerson (2.9k image with 19k boxes) [27], CrowdHuman (15k images with 339k boxes) [18] and self-collected data (2k images with 30k boxes). We investigate the effects on different data based on Faster-RCNN with ResNet50 as the backbone. The experimental results are shown in Table 2. We can find that the CrowdHuman dataset achieves the largest improvement compared with other datasets, because the CrowdHuman is the most similar scenes with HIE, and both of the two datasets contain plenty of crowded scenes. COCO person contains two times of images than HIE train data, but merging the COCO person does not bring significant improvement and suffer more than three times train time, thus we only merge HIE with CrowdHuman and self-collected data to take a trade-off between detection performance and train time.

2.4 Detection in Crowded Scenes

As there are lots of crowded scenes in HIE2020 dataset, the highly-overlapped instances are hard to detect for the current detection framework. We apply a method aiming to predict instances in crowded scenes [2], named as “CrowdDet”. The key idea of CrowdDet is to let each proposal predict a set of correlated instances rather than a single one as the previous detection method. The CrowdDet includes three main contributions for crowded-scenes detection: (1) an EMD loss to minimize the set distance between the two sets of proposals [20]; (3) Set NMS, it will skip normal NMS suppression when two bounding boxes come from the same proposal, which has been proved works in crowded detection; (2). A refine module that takes the combination of predictions and the proposal feature as input, then performs a second round of predicting. We conduct experiments to test the three parts on HIE2020 dataset, and the results are shown in Table 3. Based on the results in the Table, we can find that the three parts do improve the performance in crowded detection. Meanwhile, we apply KD regularization [26] in the class’s logits of the detection model, which can consistently improve the detection results by 0.5%-1.4%.

Finally, based on the above analysis, we train two detection models on HIE by combining extra data with the crowded detection framework: (1) ResNet152 + Cascade RCNN + extra data + emd loss + refine module + set NMS + KD regularization, whose AP is 83.21; (2) ResNeXt101 + Cascade RCNN + extra data + emd loss + refine module + set NMS + KD regularization, whose AP is 83.78; Then two models are fused with weights 1:1.

### Table 1: Performance comparison (AP and mMR) among different detection backbone and methods on HIE dataset.

| Methods or Modules | AP (%) | MMR (%) |
|--------------------|--------|---------|
| Baseline (ResNet50 + Faster RCNN) | 61.68  | 74.01   |
| ResNet152 + Faster RCNN | 67.32  | 68.17   |
| ResNet152 + Faster RCNN + FPN | 69.77  | 64.83   |
| SENet154 + Faster RCNN + FPN | 65.77  | 68.46   |
| ResNeXt101 + Faster RCNN + FPN | 69.53  | 63.91   |
| ResNeXt101 + Cascade RCNN + FPN | 71.32  | 61.58   |
| ResNet152 + Cascade RCNN + FPN | 70.06  | 62.55   |

### Table 2: The effects of using extra data for human detection on HIE dataset.

| Validation set | AP (%) | MMR (%) |
|----------------|--------|---------|
| HIE data | 61.68 | 74.01 |
| HIE + COCO person | 65.83 | 69.75 |
| HIE + CityPerson | 63.71 | 67.43 |
| HIE + CrowdHuman | 78.22 | 58.33 |
| HIE + self-collected data | 69.39 | 60.82 |
| HIE + CrowdHuman + COCO + CityPerson | 76.53 | 58.63 |
| HIE + CrowdHuman + self-collected data | 81.03 | 55.58 |
| HIE + all extra data | 81.36 | 55.17 |

### Table 3: Detection in Crowded Scenes on HIE dataset.

| Validation set | AP (%) | MMR (%) |
|----------------|--------|---------|
| ResNet50 + Faster RCNN + extra data | 81.36 | 55.17 |
| + emd loss | 81.73 | 53.20 |
| + refine module | 81.96 | 50.85 |
| + set NMS | 82.05 | 49.63 |

3 Human Tracking

We adopted a classic two-stage multi-object tracking scheme composing of detection and box association. After the boxes are generated by the detection phase, DeepSORT [23] is applied to perform the association process and assign the id to the boxes. To improve on the baseline DeepSORT method, we used our own pretrained ReID model to extract deep appearance descriptors. For other parts, we retain a similar structure as described in [23]. Besides the improved use of a robust ReID feature extractor, we also made modifications in the following two perspectives.

3.1 Optimal parameter search

To obtain an optimal set of parameters for the tracking method to work well on the testing set, we performed a grid search on the

...
Table 4: Grid search result on the training set of HIE dataset.

| Parameters                  | max-cos-dis | nn-budget | max-age | nn-init | max-iou-dis |
|-----------------------------|-------------|-----------|---------|---------|-------------|
|                             | 0.3         | 256       | 30      | 3       | 0.7         |

Performance on training set

| Method          | MOTA | MOTP | FP   | FN   | ID Sw |
|-----------------|------|------|------|------|-------|
| DeepSORT (Baseline) | 87.7 | 0.131| 24839| 61677| 10175 |

Performance on testing set

| Method          | MOTA | MOTP | FP   | FN   | ID Sw |
|-----------------|------|------|------|------|-------|
| DeepSORT (Baseline) | 61.85| 0.78 | 3710 | 21211| 1657  |

Table 5: Detection in Crowded Scenes on HIE dataset.

| Method          | MOTA | MOTP | FP   | FN   | ID Sw |
|-----------------|------|------|------|------|-------|
| DeepSORT (Baseline) | 27.11| 5894 | 42668| 2220 |       |
| + Own ReID & Det | 53.46| 5622 | 24836| 1963 |       |
| + Horizontal flip | 53.50| 5653 | 24798| 1949 |       |
| + Scale         | 53.96| 5922 | 24501| 1657 |       |

3.2 Combination of ReID features

We tested different strategies for combining ReID features to be used by the DeepSORT structure. (a) Linear combination of original features and features extracted from the horizontal flipped human; (b) Linear combination of ReID features extracted by models trained using different scales. The results on the testing set using a preliminary object detection result can be seen in Table 5.

4 POSE ESTIMATION

4.1 Framework

Two state-of-the-art single-person pose estimation models are used in our method as the baseline, respectively HRNet [19] and SimpleNet [24]. FPN [9] is embedded into the structure of SimpleNet so that the performance on the small human bounding boxes can be improved. The results of HRNet and SimpleNet with FPN are then fused by averaging the heatmaps.

4.2 Optical Flow Smoothing

The selected models consider the estimation of poses in different pictures as individual predictions. However, human actions are continuous in videos, which means the predictions in consecutive frames should be close to each other. Therefore, we advantage of the optical flow to improve the smoothness of our pose prediction.

We proposed to smooth the poses predicted in the current frame using the previous as well as next frame using optical flow. Given a human instance with joints coordinates set $J^{k-1}$ in the previous frame $k-1$, the estimated joint coordinates in the current frame $J^k$ can be obtained using the optical field $F_{k-1 \rightarrow k}$ between $J^{k-1}$ and $J^k$ by propagating $J^{k-1}$ according to $F_{k-1 \rightarrow k}$. Specifically, for each joint location $(x, y)$ in $J^{k-1}$, the propagated joint location will be $(x + \delta x, y + \delta y)$, where $\delta x$, $\delta y$ are the flow field values at joint location $(x, y)$. Similarly, we can estimate the current frame $J^{k+1 \rightarrow k}$ from the next frame in the same way. Finally, we obtain the predicted $J^k$ as follows:

$$J^k = \alpha \cdot J^{k-1 \rightarrow k} + \alpha \cdot J^{k+1 \rightarrow k} + (1 - 2\alpha) \cdot J^k,$$

where the $J^k$ is the prediction of current frame from our pose estimation network and the $\alpha$ is used to weighted average the three terms.

The person identities used in optical flow smoothing is obtained using the tracking method described before. The final pose estimation score is presented in Table 6.

4.3 Pose tracking

The overall procedure for the pose tracking comprises of several stages. (a) DeepSORT with our own ReID feature and private detection method is applied to generate ID for each person. (b) Human pose is individually estimated for each box in the result of human tracking. (c) Optical flow smoothing is performed as described, using the human id generated in (a) and human pose generated in (b). The final pose is obtained using Eq. 1. The identity of the pose is automatically transferred from the result of DeepSORT to the final poses with the corresponding bounding boxes. The final pose tracking result is presented in Table 7.
CONCLUSION

This paper presents a pipeline to solve the pose tracking problem in the video. The problem is decomposed into two separate problems that can be solved individually. First, for the human detection problem in crowded scenes, we investigate the effects of common detection frameworks on HIE2020 dataset, then we add extra data to overcome the overfitting problem and apply one proposal for multiple predictions to relieve the difficulty on detecting highly-overlapping instances. After obtaining human positions, we apply DeepSORT to perform box association and assign ID for the boxes and made improvements on two perspectives, respectively in terms of parameter search and ReID features. Then we apply our effective single-person pose estimation model to generate accurate pose predictions and the predictions are smoothed by the proposed optical flow smoothing algorithm. The identity of the boxes are automatically transferred to the corresponding pose. Overall, the proposed pipeline performs well.
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