Planning and Learning using Adaptive Entropy Tree Search
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Abstract—Recent breakthroughs in Artificial Intelligence have shown that the combination of tree-based planning with deep learning can lead to superior performance. We present Adaptive Entropy Tree Search (ANTS) - a novel algorithm combining planning and learning in the maximum entropy paradigm. Through a comprehensive suite of experiments on the Atari benchmark we show that ANTS significantly outperforms PUCT, the planning component of the state-of-the-art AlphaZero system. ANTS builds upon recent work on maximum entropy planning methods - which however, as we show, fail in combination with learning. ANTS resolves this issue to reach state-of-the-art performance. We further find that ANTS exhibits superior robustness to different hyperparameter choices, compared to the previous algorithms. We believe that the high performance and robustness of ANTS can bring tree search planning one step closer to wide practical adoption.

Index Terms—maximum entropy, monte carlo tree search, planning, learning

I. INTRODUCTION

Planning and learning is a fundamental component of intelligent behavior in both biological and artificial agents [1]–[3]. On the one hand, planning can discover high-quality decisions but falls short in large state spaces. On the other hand, learning can harness powerful pattern matching techniques and discover useful state representations, hence significantly reducing the search space [4], [5].

Recently, Monte Carlo tree search (MCTS) planning methods [6], [7], which incorporate learning, played a major role in some of the breakthroughs in deep reinforcement learning (RL) and in the real world domains, ranging from playing complex strategic games [8], through testing security systems [9], physics simulations [10], production management [11], to creative content generation [12]. Consequently, there exists a large body of research aiming to improve the performance of MCTS [4], [13]–[15]. Importantly, MCTS algorithms are modular, allowing to incorporate a broad spectrum of ideas.

One such prominent idea is the Principle of Maximum Entropy (PME) [16], [17], which has improved the performance and increased the robustness of RL methods [18]–[20], and was combined with MCTS in [21], [22]. In particular, the latter papers introduce MENTS and TENTS algorithms, respectively, demonstrating how to utilize pre-trained value networks in maximum entropy planning, and also providing theoretical guarantees. However, the successful scaling of MENTS and TENTS to the online learning setting has been an open problem. In this paper, we show how to close this gap, by introducing Adaptive Entropy Tree Search (ANTS), the first maximum entropy MCTS method showing competitive performance in online learning on the Atari benchmark [23].

ANTS combines three algorithmic enhancements: (a) temperature adaptation, (b) leaf evaluation using raw Q-values, and (c) pseudoreward shaping. The eponymous temperature adaptation introduces a useful reparameterization of the algorithm: instead of controlling the temperature of the action selection distribution, we control the average entropy of that distribution across the nodes in the tree. This parameterization, as we show experimentally, is significantly more robust to different hyperparameter choices. It also has a more intuitive interpretation: the Shannon entropy of a discrete distribution can be regarded as a logarithm of its weighted average branching factor [24]. As such, by setting the level of entropy, we control the breadth of the search tree.

II. BACKGROUND

Reinforcement learning (RL) problems are typically formalized by Markov decision processes (MDPs). An MDP is a tuple \((S, A, \mathcal{P}, R, \gamma)\), where \(S, A\) are the state and action spaces, \(\mathcal{P}(\cdot|s,a)\) is the transition distribution, \(R\) is a scalar reward function and \(\gamma \in [0, 1)\) is the discount factor. The agent’s behavior is described by the policy \(\pi(\cdot|s), s \in S\).

Maximum entropy RL introduces the objective

\[
J(\pi) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t [R(s_t, a_t) + \tau \mathcal{H}(\pi(\cdot|s_t))] \right]
\]

where \(\tau > 0\) is a temperature parameter and \(\mathcal{H}\) is Shannon entropy:

\[
\mathcal{H}(\pi(\cdot|s_t)) = - \sum_{a \in A} \pi(a|s_t) \log \pi(a|s_t). \tag{1}
\]
[19] derives a backup operator, which can be used to solve entropy-regularized RL problems.\[7\]

\[
\begin{align*}
Q(s, a) &\leftarrow R(s, a) + \gamma \mathbb{E}_{s', \sim \pi(s, a)} V(s') \\
V(s) &\leftarrow \tau \log \sum_{a \in A} \exp \left( \frac{1}{\tau} Q(s, a) \right).
\end{align*}
\]

(2)

The fixed point of this backup results in $Q^*, V^*$. The policy $\pi^*(s) \propto \exp \left( \frac{1}{\tau} Q^*(s, a) \right)$ is optimal with respect to $J$.

a) Monte Carlo Tree Search (MCTS): MCTS is a class of planning algorithms in MDPs with discrete action spaces. Below we describe its version related in this paper, referring to [6] for a general discussion. MCTS iteratively builds a planning tree where nodes correspond to states and edges to (state, action) pairs. It consists of four phases: Selection, in which a path from the root to a leaf is selected; Expansion, in which all successors of this leaf are added to the tree as new leaves; Simulation, in which the values of the new leaves are estimated; and Backpropagation, in which the value estimates of the nodes on the path are updated, starting from the bottom.

AlphaZero [4] augments vanilla MCTS with neural network heuristics trained in a self-improvement loop. AlphaZero uses the PUCT selection strategy, in which at state $s$ the next edge/action is chosen to maximize

\[
\text{PUCT}(s, a) = Q(s, a) + c \pi_{\text{prior}}(a|s) \frac{\sqrt{N(s)}}{N(s, a) + 1}.
\]

(3)

where $c > 0$ is a hyperparameter, $\pi_{\text{prior}}(a|s)$ is a prior policy, $N(s)$ is the number of visits in state $s$ and $N(s, a)$ is the number of times action $a$ has been executed in state $s$. In the simulation phase, the value of a leaf is estimated using a value network. This network is trained to estimate the empirical state values, $\pi_{\text{prior}}$ is also a network, trained to predict $\pi_{\text{prior}}(a|s)$.

In this work we consider an expansion phase that adds all successors of a given node to the tree. These new leaves are initialized using a Q-network. The Q-network is trained to estimate the empirical state-action values.

After planning is finished, an action is selected according to a stochastic policy $\pi$ (this approach follows [13]):

\[
\pi(a) \propto N(s_{\text{root}}, a)^{1/\tau_{\text{sel}}},
\]

(4)

where $\tau_{\text{sel}} \in (0, 1)$ is a temperature hyperparameter. The stochastic $\pi$ ensures diverse data for training. If exploration is not needed, i.e., when not training neural networks, we use $\text{argmax}_a N(\text{root}, a)$ (equivalent to $\tau_{\text{sel}} \downarrow 0$).

b) MaxEnt MCTS: The maximum entropy backup [3] can be adapted to MCTS, resulting in the MENTS algorithm [21]. In the selection phase the consequent nodes are chosen according to the E3W sampling strategy:

\[
\begin{align*}
\pi_{\text{E3W}}(a|s) &= (1 - \lambda_s) \pi_\tau(a|s) + \lambda_s \frac{1}{|A|}, \\
\pi_\tau(a|s) &\propto \exp \left( \frac{1}{\tau} Q(s, a) \right),
\end{align*}
\]

(5)

\footnote{In the limit as $\tau \downarrow 0$ we recover the classical Bellman backup.}

where $\lambda_s = \frac{c|A|}{\log(N(s) + 1)}$, $\epsilon > 0$. In the simulation phase, leaves are initialized using:

\[
\begin{align*}
Q(s, a) &\leftarrow \hat{Q}(s, a) - \hat{V}(s) / \tau_{\text{init}}, \\
\hat{V}(s) &\leftarrow \tau \log \sum_{a \in A} \exp \left( \frac{1}{\tau} \hat{Q}(s, a) \right),
\end{align*}
\]

(6)

where $\hat{Q}$ is a Q-network. In the backpropagation phase, node $Q$-values are updated according to [2]. The algorithm described here utilizes Shannon entropy. It can be extended to other types of entropy; in particular [22] derive TENTS, a version using Tsallis entropy:

\[
\mathcal{H}(\pi(s)) = \frac{1}{2} \left( 1 - \sum_{a \in A} \pi(a|s) \right)^2.
\]

(7)

Because optimizing the maximum-entropy RL objective with Tsallis entropy can result in sparse policies, this formulation is particularly beneficial in environments with large action spaces [25].

Algorithm 1 Adaptive Entropy Tree Search.

function $\text{ANTS}(s_{\text{root}}, \hat{t})$

for $i$ in $\{1 \ldots n\}$ do

if $i$ mod $k = 0$ then

$\tau \leftarrow \max(\text{FIND_ROOT}(\mathcal{H}^+), \tau_{\text{min}})$

$\hat{t} \leftarrow \exp(\alpha \log \hat{t} + (1 - \alpha) \log \tau)$

$\text{RECALCULATE}_Q(s_{\text{root}}, \hat{t})$

$s_{\text{leaf}} \leftarrow \text{SELECTION}(s_{\text{root}}, \hat{t})$

children[$s_{\text{leaf}}$] $\leftarrow \text{EXPANSION}(s_{\text{leaf}})$

$\forall a \in A \ Q(s_{\text{leaf}}, a) \leftarrow \hat{Q}(s_{\text{leaf}}, a; \tau)$

$\text{BACKPROPAGATION}(s_{\text{leaf}}, \hat{t})$

sample $a \sim \pi_{\text{E3W}}(\cdot|s_{\text{root}})$

return $a, \hat{t}, Q(s_{\text{root}}, a; \hat{t})$

function $\text{RECALCULATE}_Q(s, \tau)$

for $a \in A$ do

$\text{RECALCULATE}_Q(\text{children}[s][a], \tau)$

$Q(s, a) \leftarrow \text{BACKUP}(s, a, \tau)$

At every timestep we make $n$ MCTS iterations. Every $k$ iterations we adapt the temperature and recalculate the $Q$-values in the tree. Temperature adaptation is described in Section III-A. $Q$-value recalculation involves a custom backup described in Section III-B. The selection and backpropagation phases are shown in Algorithm 2 below. The expansion phase is omitted for clarity. The simulation phase is inlined as a call to the $Q$-network; this is described in detail in Section III-C. Finally, we select an action by sampling from the E3W policy, sharpened by a separate temperature parameter $\tau_{\text{sel}}$, described in Section III-D.
Algorithm 1: Selection and backpropagation phases.

\begin{algorithm}
\begin{algorithmic}
\Function{Selection\(s, \tau\)}\end{algorithmic}
while not IS\_Leaf\(s\) do
\State sample \(a \sim \pi_{\widehat{Q}}^{{\text{E3W}}}(\cdot|s)\)
\State \(s \leftarrow \text{children}[s][a]\)
\Return \(s\)
\EndFunction
\Function{Backpropagation\(s, \tau\)}\end{algorithmic}
while not IS\_Root\(s\) do
\State \(N(s) \leftarrow N(s) + 1\)
\State \(Q(s, a) \leftarrow \text{Backup}(s, a, \tau)\)
\State \(s \leftarrow \text{parent}[s]\)
\EndFunction
\end{algorithm}

In the selection phase, we choose the consecutive nodes until we reach a leaf by sampling from the E3W policy \((5)\). In the backpropagation phase we recalculate the \(Q\)-values of the nodes on the path from the leaf to the root using the backup described in Section III-B.

In addition to the evaluation using pretrained Q-networks, investigated in [21], [22], we extend ANTS to work in the more practical setting of online learning, shown in Algorithm III-D. The learning loop interleaves phases of data collection and training. When collecting an episode, we initialize the temperature to a constant value \(\tau_0\), then pass and update it in the planner calls. We train the Q-network using SGD on samples from the replay buffer, with a loss function \(L\) described in Section III-D.

Algorithm 2: Online learning.

\begin{algorithm}
\begin{algorithmic}
\Function{Learning\_Loop}()
\While {not convergence}
\State episode \(\leftarrow \text{Collect\_Episode}\)
\State replay\_buffer \(\leftarrow\) replay\_buffer \(\oplus\) (episode)
\State\(\bar{Q} \leftarrow \text{SGD}(L, \text{batch}, \bar{Q})\)
\EndWhile
\EndFunction
\Function{Collect\_Episode}
\State \(s \leftarrow s_0; \tau \leftarrow \tau_0\)
\State episode \(\leftarrow (s_0)\)
\While {not IS\_Terminal\(s\)}
\State \(a, \tau, q \leftarrow \text{ANTS}(s, \tau)\)
\State sample \(s \sim \mathcal{P}(\cdot|s, a)\)
\State episode \(\leftarrow\) episode \(\oplus\) (\(a, \tau, q, s\))
\EndWhile
\Return episode
\EndFunction
\end{algorithm}
\end{algorithm}

The algorithms and equations in this paper refer to ANTS in combination with Shannon entropy [1]. It is possible to extend MaxEnt MCTS to other types of entropy, as shown in [22]. We evaluate our method also in a setting with Tsallis entropy [7]; we denote the versions with Shannon and Tsallis entropy as ANTS-S and ANTS-T, respectively.

A. Temperature adaptation

In our method, the temperature \(\tau\) is chosen considering entropies (depending on \(\tau\)) of nodes expanded by the MCTS planner (denoted by \(S_{\text{tree}}\)). Specifically, \(\tau\) is varied so that the mean node entropy matches the prescribed value \(H_{\text{avg}}\). This is achieved by finding a root of the following function:

\[
H^+(\tau) = \frac{1}{|S_{\text{tree}}|} \sum_{s \in S_{\text{tree}}} H(\pi_{\tau}(\cdot|s)) - H_{\text{avg}},
\]

where \(\pi_{\tau}(a|s) \propto \exp\left(\frac{1}{\tau} Q(s, a)\right)\).

Any root-finding algorithm can be applied here. For simplicity, we use the derivative-free Brent algorithm [26]. To avoid numerical issues when \(\tau \approx 0\), we impose a lower bound on the temperature: \(\tau_{\text{min}}\). To avoid instabilities, we smooth the temperature using an exponential moving average. We smooth in log-space to be able to quickly adapt the order of the magnitude. This results in the following two lines in Algorithm [1]

\[
\tau \leftarrow \max(\text{FIND\_ROOT}(H^+, \tau_{\text{min}}))
\]

\[
\hat{\tau} \leftarrow \exp(\alpha \log \hat{\tau} + (1 - \alpha) \log \tau),
\]

where \(\alpha\) is the parameter of the moving average.

B. Pseudoreward shaping

The \text{Backup} used in Algorithms [1] and [2] is a modification of [2]:

\[
Q(s, a; \tau) \leftarrow R(s, a) + \gamma \mathbb{E}_{s' \sim \mathcal{P}(\cdot|s, a)} V(s'; \tau)
\]

\[
V(s; \tau) \leftarrow \tau \log \sum_{a \in A} \exp\left(\frac{1}{\tau} Q(s, a; \tau)\right) - \tau H_{\text{max}},
\]

where \(H_{\text{max}}\) is the maximum possible entropy. This modification is designed to prevent the inefficient depth-first behavior, which we observed in our experiments. Since values calculated by [2] include positive entropy pseudorewards, they overestimate the true returns. As a result, the planner can start deepening the same, single path, because it keeps receiving high values along it. The pseudoreward shaping term \(-\tau H_{\text{max}}\) in (8) mitigates this effect. We note that as the subtracted value does not depend on the action, this shaping does not change the optimal policy obtained at infinite computational budget.

C. Q-value estimation

In the simulation phase, we estimate the \(Q\)-values of the newly-expanded leaves in the tree using a given Q-network. We initialize their \(Q\)-values as \(Q(s, a) \leftarrow \hat{Q}(s, a; \tau)\), where \(\hat{Q}\) denotes the Q-network. This initialization method is a great deal simpler than the one used in the original MaxEnt MCTS formulation [6]. In addition to its simplicity, our method yields considerable improvement, as demonstrated in Section IV-D. Another important element is accommodating temperature changes during planning. For this purpose, we inject information about the current temperature \(\tau\) to the network - the \(Q\)-values are influenced by it. We have discovered that giving the network access to this information greatly stabilizes the algorithm.
D. Online learning

The main evaluation setting considered in this paper is that of online learning. Our learning loop is similar to the one used in [4] and shown in Algorithm 3. We emphasize that our algorithmic developments, presented above, and the learning details below were critical for making online learning feasible.

The loop consists of two phases: data collection and training. In the first phase, the planner is run for an episode, using a neural network for initializing the $Q$-values of leaves added to the tree. The episodes, along with state $Q$-values calculated by the planner, are stored in a replay buffer and used to train the neural network in the next phase. We note that the planner $Q$-values are typically more accurate than the ones from the network; this difference provides the learning signal.

During data collection, we use an exploration scheme similar to (4). Actions performed at each step in the environment are sampled from

$$
\pi(a) = \pi_{\tau, \tau_{sel}}(a|s_{root}),
$$

where $\tau_{sel} \in (0,1)$ is an action selection temperature parameter. We use it to interpolate between the E3W (5) and the argmax policy: $a(s) = \text{argmax}_{a \in A} Q(s, a)$. The network is trained with $L_2$ loss on the $Q$-value of the action performed in the collected experience:

$$
L(\hat{Q}, s, a, \tau, q) = (\hat{Q}(s, a; \tau) - q)^2
$$

IV. EXPERIMENTS

In our main series of experiments, we plan using $Q$-networks trained online, as described in Section III-D. Then we present experiments with $Q$-networks pretrained using DQN, as done in [21] and [22]. Next, we provide an empirical comparison between two parameterizations of maximum entropy planning: via temperature and via entropy. Finally, we present ablations of various components of ANTS using pretrained $Q$-networks.

We present the results of ANTS combined with two types of entropy: ANTS-S using Shannon entropy (1), and ANTS-T using Tsallis entropy (7). As baselines we include PUCT, MENTS, and TENTS. PUCT denotes MCTS with the PUCT selection strategy. We run our experiments on a set of 21 Atari games and using the perfect model of the environment, in a setting similar to [22]. To ensure a fair comparison, we ran an extensive hyperparameter tuning of all presented methods, using equal computational budgets. The code and hyperparameter settings are available at https://github.com/adaptive-entropy-tree-search/ants.

A. Main experiment: online learning

In this section we present experiments showing that ANTS is the first maximum entropy MCTS method competitive in the online learning setting. Specifically, ANTS significantly exceeds the results of the prior methods MENTS and TENTS. Moreover, it outperforms the state-of-the-art PUCT (utilized in AlphaZero and MuZero), at the same time being more stable.

As we can see in Figure 1, the performances of both ANTS-S and ANTS-T consistently improve as they collect more data. Both algorithms exhibit similar performance, though ANTS-T appears slightly more sample efficient, while ANTS-S learns more steadily and has lower variance between seeds. PUCT learns slowly and unsteadily, and its median performance eventually starts to deteriorate. MENTS and TENTS quickly plateau at a low score, which confirms the importance of the improvements made in ANTS in the online learning setting.

In these experiments, to collect diverse data for network training, we employ the exploration strategy (9) for ANTS, MENTS, and TENTS, and (4) for PUCT. The hyperparameter $\tau_{sel}$ is tuned for each method separately. We run five experiments for each algorithm and game, each collecting 28000 episodes in total. An important technical step towards stabilizing training was providing the current temperature as an additional input to the $Q$-network, as described in Section III-C.

B. Pretrained $Q$-networks

In this section we present experiments using pretrained $Q$-networks. This evaluation setting allows us to test the properties of the planners in isolation from learning.
shown in Table I. As we can see, ANTS-S performs strongly, achieving the best result or a tie on 14 out of 21 games, on others being close to the best result. Our highly tuned PUCT presents a challenging baseline, outperforming both MENTS and TENTS in almost every case. Both ANTS-S and ANTS-T perform significantly better than MENTS and TENTS, which provides evidence that the improvements made in ANTS are beneficial also when the Q-network is supplied externally.

Interestingly, the performance of both variants of ANTS using pretrained networks is on-par with PUCT, whereas in the online learning experiments ANTS performed better. These results give rise to a hypothesis that the advantage of ANTS over PUCT in online learning is caused by providing better data for training neural networks, rather than better planning using a given neural network.

In Table I we report the mean of 100 episodes. Each episode is run for $10^4$ interactions. For each environment, we bold the methods for which the difference with the highest score is not statistically significant (determined using a $t$-test with $p < 0.05$).

For those experiments, in ANTS, MENTS and TENTS we select an action with the maximum $Q$-value returned by the planner. In PUCT we select an action with the highest visitation count. Similar to [21], [22], we use networks pretrained with DQN for leaf initialization. For this purpose, we utilize the publicly available checkpoints from the Dopamine package [27].

### C. Robustness

We now present a comparison of two parameterizations of maximum entropy planners: by mean entropy, used by ANTS, and by temperature, used by MENTS and TENTS. We evaluate the robustness to different parameter settings of the two parameterizations, as well as their performance when the hyperparameters are tuned.

We measure the robustness by the mean variance score, described below, with lower scores indicating higher robustness. The results are shown in Figure 2.

As we can see, ANTS parameterized by entropy is more robust than the variant parameterized by temperature. In the case of ANTS-S, mean variance of the entropy parameterization is 2 times lower than of the temperature parameterization. In the case of ANTS-T, the difference is much greater: over 8 times. In terms of the absolute performance, ANTS-T parameterized by entropy is noticeably better than its temperature-parameterized counterpart. In the case of ANTS-S, the difference is negligible.

Intuitively, an algorithm can be said to be robust to different hyperparameter choices, if its performance does not vary too much with different hyperparameter settings. To capture this intuition, we define our robustness metric as the variance of human-normalized scores attained at different hyperparameter values, where hyperparameters are chosen from a predefined set. We compute this metric separately for each game, then average it over games:

$$\rho(A, H) = \mathbb{E}_{g \sim G} \text{Var}_{h \sim H} \text{score}(A, h, g),$$

(10)

where $A$ indicates the algorithm using a given parameterization, $H$ is a set of its possible hyperparameter values, $G$
is the set of games, \( \sim \) denotes sampling from the uniform distribution over a finite set, and \( \text{score}(A, h, g) \) is the score of algorithm \( A \) using hyperparameter \( h \) on game \( g \).

To ensure a fair comparison, the hyperparameter sets \( H \) should be of equal size and span the range of sensible values. For the temperature parameterization, the range of possible temperature values is \((0, \infty)\). To handle this infinite interval we choose temperatures equidistant in log-space, with endpoints selected to be the minimum and maximum temperature that worked best on some game during hyperparameter tuning. In the case of entropy parameterization, the interval is \((0, H_{\text{max}})\), where \( H_{\text{max}} \) depends on the entropy type and number of actions. We take values spanning this interval, equidistant in linear space.

D. Ablations

In order to measure the contribution of the different components of ANTS, we perform additional experiments with pretrained networks, removing the individual features of our method. For each variant we report the mean and median human-normalized score. The results are shown in Figure 3. ANTS denotes the full algorithm using Shannon entropy. NO-SHAPING denotes ANTS without pseudoreward shaping and MENTS-EVAL denotes a variant of ANTS where leaf initialization is performed using (6), as done in [21] and [22]. We additionally include NO-E3W, denoting ANTS that samples directly from \( \pi(a|s) \propto \exp(Q(s, a)/\tau) \) during the selection phase, instead of using E3W.

In Figure 3 we can see that \( Q \)-value estimation using raw outputs of the Q-network plays the largest role out of the evaluated components of ANTS. One possible explanation is that leaf initialization using formula (6) retains only information about relations between actions, losing information about the absolute value of a state. This could prevent the planner from a meaningful comparison of nodes higher in the tree. In the case of pseudoreward shaping, the difference is less apparent and only visible in the median human-normalized score plot. Interestingly, NO-E3W performs worse than ANTS in terms of mean score and better in terms of median score. It appears that E3W sampling is necessary on a small number of games, which escalates the mean score, but hurts on most games, which diminishes the median score. It is also worth noticing that the median NO-E3W score has considerably higher variance.

The ablations use the same base hyperparameter as the experiments in Section IV-B. In the MENTS-EVAL experiment, we re-tune \( \tau_{\text{init}} \) jointly on all games, maximizing the mean human-normalized score. In both cases, we use the same set of hyperparameter values as when tuning MENTS.

V. RELATED WORK

Reinforcement Learning
Recent years have brought significant advancements in reinforcement learning due to the use of powerful deep neural network (DNN) function approximators. [28] introduce DQN: Q-learning with DNNs, leading to a human-level performance on the Arcade Learning Environment [23]. The algorithmic progress has been perhaps equally important. [29] combine multiple improvements to DQN, enabling superior performance across the ALE benchmark. [30] advance even further, leading to an algorithm that achieves superhuman performance on all 57 ALE tasks.

Monte Carlo Tree Search
MCTS is a combination of the UCB strategy for multi-armed bandits with tree search [7]. [6] provide a survey of methods in the MCTS family. [4] introduce AlphaZero - MCTS powered with neural networks and self-play, to obtain a system achieving superhuman performance in complex strategic board games: chess, shogi and go. [13] develop MuZero, an extension of AlphaZero with a learned model, and establish a new state-of-the-art on ALE. [14] discover a link between MCTS and policy optimization and derive a novel selection strategy.

Maximum Entropy RL
The Principle of Maximum Entropy (PME) has shown success in modeling human behavior [16]. [31] describe the maximum entropy RL problem as inference in a probabilistic graphical model. [18] analyze the maximum entropy RL problem and show its equivalence to classes of MDPs with uncertain or adversarial reward functions. [32] establish a connection between policy-based and value-based RL under entropy regularization. [19] introduce Soft Q-Learning: a deep RL method derived from soft Q-iteration [2]. [20] present another maximum entropy RL method: Soft Actor-Critic (SAC), achieving state-of-the-art performance in continuous control tasks. [21] use the maximum entropy framework to derive E2W: an optimal sampling strategy for the softmax stochastic bandit problem and introduce MENTS - an MCTS algorithm using this strategy in the selection phase. [22] extend E2W to different types of entropy: Tsallis entropy and relative Shannon entropy, resulting in the E3W sampling strategy. Our work differs from both [21] and [22].
by the introduction of temperature adaptation, simple $Q$-value estimation, and pseudoword shaping.

VI. CONCLUSIONS

In this work, we have presented Adaptive Entropy Tree Search: the first maximum entropy MCTS method competitive in the online learning setting. It delivers superior performance compared to the prior MaxEnt MCTS algorithms MENTS and TENTS, and outperforms the state-of-the-art PUCT. Moreover, ANTS is on par with PUCT when used as a standalone planner, with pretrained neural networks. Importantly, ANTS considerably improves upon the related MENTS and TENTS algorithms in both aspects. We have also demonstrated that the entropy reparameterization introduced by ANTS leads to increased robustness to hyperparameter settings. This makes ANTS particularly viable in real-world applications, where hyperparameter tuning is expensive. Finally, we have verified the design choices in a comprehensive ablation study.

We believe that a promising direction for future research is further analysis of maximum entropy approaches in combination with online learning. The high performance of ANTS in this setting can be attributed to good exploration or exploitation. Both can play a role - on the one hand, maximum entropy planning can be seen as an alternative method of exploration to UCT/PUCT; on the other hand, maximum entropy RL approaches are believed to aid in smoothing the optimization landscape of neural networks [33]. We believe that this line of research would serve as a step towards developing practical planning approaches to challenging real-world problems.
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