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Abstract—This article is concerned with the Kalman-like filtering (KLF) problem for linear and nonlinear dynamic systems observed by binary sensors. Binary sensors are a special class of sensors that output only one bit of data and have considerable advantages in terms of energy consumption and economic costs. However, it is difficult to directly use binary sensors to estimate system states since the available information is compressed to the extreme and is difficult to be extracted. To address this problem, this article proposes an uncertainty measurement model to capture the innovations generated from binary sensors by analyzing their characteristics. Based on the proposed model, the KLFs are constructed for linear and nonlinear dynamical systems. Then, to deal with the uncertainties induced by binary sensors, conservative error covariances with adjustable parameters are derived for the KLFs via matrix inequalities and unscented transform. The optimal filter gains and some adjustable parameters are obtained by minimizing the traces and the upper bounds of the conservative covariances, respectively. Finally, arterial O$_2$ system and damped mass-spring system are employed to show the effectiveness and advantages of the proposed methods.
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I. INTRODUCTION

K

ALMAN filter [1] is the minimum mean square error estimator for linear Gaussian systems, which have the advantages of high accuracy, low computational effort, and ease of implementation. In fact, a large number of practical systems are nonlinear, which limits the application of the Kalman filter. In this case, a series of Kalman-like filters (KLFs) such as extended Kalman filter [2], unscented Kalman filter [3], and cubature Kalman filter [4] have been proposed, and these nonlinear filters share a similar structure as the Kalman filter. Notice that the above methods are developed based on traditional continuous-value sensors which transmit sensor data completely. However, sensor energy and bandwidth constraints in the communication environment are frequent problems, and thus under these situations, sensor data cannot be transmitted completely. To overcome the above-mentioned problems, different KLFs have been proposed based on the quantization method [5]-[8] and the dimensionality reduction method [9]-[11], and these methods can reduce the size of the sensor data being transmitted.

Binary sensors are a special type of sensors that output only one bit of data. Obviously, binary sensors can minimize the size of the data being transmitted, and thus the problems of energy and bandwidth limitations are naturally avoided. Particularly, binary sensors are cost-effective, which makes them very flexible in the application, that is, different performance requirements can be met by arranging different numbers of binary sensors. Attracted by these advantages, research on target tracking [12]-[16] and non-cooperative target detection [17]-[19] by means of binary sensors has been carried out long ago. In these two problems, the sensor transmits “1” only when it measures that the distance between itself and the target is less than a threshold set in advance. Moreover, the inexpensive heated exhaust gas oxygen sensor [20], which switches its outputs when the air-to-fuel ratio in the exhaust gas crosses the stoichiometric value, is a typical binary sensor and is often utilized in automotive emission control to save economic costs. Furthermore, in the field of system identification, binary sensors have been utilized to solve parameter estimation problem under low power requirements [21]. More recently, there has been a growing interest in binary sensors in popular fields, such as medicine [22] and cyber physical systems [23]. The above facts illustrate that binary sensors have broad application prospects in the practical engineering.

However, state estimation using binary sensors is a very tricky business because only one bit of information is available. To deal with the high nonlinearity of the binary output (similar to the step signal), most of the existing filtering algorithms based on binary sensors were designed by using the Monte Carlo (MC) method, such as the target tracking algorithms in [14] and [15]. However, the MC method is computationally burdensome and contradicts the original intention of lightweight design of the binary sensors system. The work in [24] and [25] adopted an information feedback approach to change the threshold of the binary sensor, which does enable more information being contained in the one bit output. In fact, receiving a complete data (e.g., 64 bits) requires more energy, which is contrary to the advantage of binary sensors in low energy consumption. On the other hand, a class of threshold-based methods for processing binary outputs has also received a great deal of attention. This method can extract useful information from binary sensors by analyzing their intrinsic measurement form and then avoid dealing with the high nonlinearity of the binary outputs directly. In [26]-[28], the thresholds of binary sensors were modeled as convex
combinations of two sensed variables with uncertainties, and then, moving horizon estimation (MHE) and distributed fusion KLF (DFKLF) for binary sensors were proposed in [26] and [27] based on the threshold model. Subsequently, by using the bounded recursion method [29], [28] extended DFKLF to the case where the statistical properties of the system noise were unknown, but it is computationally intensive as the optimization algorithm is needed to solve the linear matrix inequality. It should be pointed that the above threshold-based methods all have two common shortcomings: 1) the uncertainties in the model are ignored when designing filters, which would reduce their estimation performance and 2) these methods are only applicable to the linear dynamic systems, but many practical systems are nonlinear.

Motivated by the above analysis, we shall study the KLF problem for linear/nonlinear dynamic systems observed by binary sensors. The main contributions of this article are summarized as follows.

1) A novel innovation-based uncertainty model for binary sensor is developed, which can extract more useful information for KLFs than the switch-based uncertainty model in [26]–[28]. Meanwhile, when the novel model is employed to construct KLFs, the uncertainties induced by binary sensors can be offset rather than ignored directly as in [26]–[28].

2) Based on the proposed new model, KLFs are designed for both linear and nonlinear dynamic systems under binary sensors, and the filter gains are obtained by minimizing the traces of estimation error covariances. Meanwhile, by minimizing the upper bound of the estimation error covariances, an optimal selection criterion for some adjustable parameters in the KLFs is developed to reduce the unreliability caused by experience. Furthermore, since only a small part of the binary measurements need to be augmented, the computational burden of the proposed KLFs are much lower than that of the traditional centralized algorithms.

Table I categorizes the reviewed works along their main distinctive characteristics so as to better position the study of this article. An outline of this article is as follows: Section II formulates the problem of interest and develops a new innovation-based uncertainty model for binary sensors. In Section III, linear and nonlinear KLFs are constructed using the new model, and the corresponding optimal filter gains are derived. Several simulations are presented in Section IV to verify the effectiveness and advantages of the proposed methods. Section V concludes the full article and provides an outlook on future work.

**Notations:** \(\mathbb{R}^r\) and \(\mathbb{R}^{r \times s}\) denote the \(r\)-dimensional and \(r \times s\)-dimensional Euclidean spaces, respectively. \(E\{\cdot\}\) denotes mathematical expectation, while \(\text{diag}\{\cdot\}\) stands for block diagonal matrix. \(O\) is the zero matrix and \(I\) stands for the identity matrix. \(\text{Tr}(\cdot)\) represents the trace of the matrix. For a matrix \(A \in \mathbb{R}^{r \times r}\), its eigenvalues are denoted by \(\lambda_i(A)\), \(i = 1, 2, \ldots, r\), where the largest eigenvalue is denoted as \(\lambda_{\text{max}}(A)\). \(d_i(A)\) stands for the \(i\)th diagonal element of \(A\) and \(d_{\text{max}}(A)\) represents the largest diagonal element. For a matrix \(B, B_i\) denotes the \(i\)th column of \(B\). For \(X \in \mathbb{R}^{r \times r}\), \(Y \in \mathbb{R}^{r \times r}\), \(X > Y\), and \(X \succeq Y\), respectively, mean that \(X - Y\) is a positive definite matrix and a semi-positive definite matrix.

**II. PROBLEM FORMULATION**

Consider the dynamic system shown in Fig. 1, whose state-space model can be expressed as

\[
\begin{align*}
    x_k &= f(x_{k-1}, u_{k-1}) + C_{k-1} w_{k-1} \\
    y_i^j &= \begin{cases} 
    1, & z_{k}^i \geq r^i \\
    0, & z_{k}^i < r^i
    \end{cases} \\
    \text{where } z_{k}^i &= h^i(x_k) + E_k^i v_{k}^i
\end{align*}
\]

(1)

where the sensed variable \(z_{k}^i\) of the binary sensor \(i\) is given by

\[
    z_{k}^i = h^i(x_k) + E_k^i v_{k}^i.
\]

Here, \(x_k \in \mathbb{R}^n\) is the system state and \(y_i^j \in \mathbb{R}^1\) is the \(i\)th binary measurement. \(r^i\) is the threshold of the \(i\)th binary sensor, which is a constant. \(w_{k-1}\) is the control input. \(f(\cdot) \in \mathbb{R}^n\) and \(h(\cdot) \in \mathbb{R}^1\) are arbitrary nonlinear functions, \(C_{k-1}\) and \(E_k^i\) are matrices with appropriate dimensions. \(w_{k}, v_k^i, i \neq j\), are uncorrected Gaussian white noises, and their covariances are \(Q_k, R_k^i, \) and \(R_k^j,\) respectively. Moreover, when
the system state $x_k$ and the sensed variable $z_k^i$ are both linear, the system (1) reduces to

$$
\begin{align*}
  x_k &= A_{k-1}x_{k-1} + B_{k-1}u_{k-1} + C_{k-1}w_{k-1} \\
  y_k^i &= \begin{cases} 1, & z_k^i \geq \tau^i \\
  0, & z_k^i < \tau^i, \end{cases} \quad i = 1, 2, \ldots, m
\end{align*}
$$

where

$$
z_k^i = D_k^iv_k + E_k^iv_k^i.
$$

Here, $A_{k-1}$, $B_{k-1}$, and $D_k^i$ are matrices with appropriate dimensions.

As can be seen from the definition of $y_k^i$ in (1) and (2), binary sensors hardly provide valid information from outputs of one bit. Therefore, a novel uncertain measurement model will be developed to extract useful information from binary sensors. To this end, let us define

$$
\bar{y}_k^i \triangleq \begin{cases} 1, & z_k^i \geq \tau^i \\
  0, & z_k^i < \tau^i, \end{cases} \quad i = 1, 2, \ldots, m
$$

where $\bar{y}_k^i$ is the one-step prediction of the sensed variable $z_k^i$. By comparing the definitions of $y_k^i$ and $\bar{y}_k^i$, we know that, when $y_k^i \neq \bar{y}_k^i$, threshold $\tau^i$ will inevitably fall between $z_k^i$ and $\bar{z}_k^i$, which can be modeled as

$$
\tau^i = (0.5 - \delta^i)z_k^i + (0.5 + \delta^i)\bar{z}_k^i, \quad i \in I_k
$$

where $\delta^i \in (-0.5, 0.5)$ is an uncertain parameter whose exact value is unknown. $I_k$ represents the index set of the binary sensors whose output $y_k^i \neq \bar{y}_k^i$, which can be denoted as

$$
I_k = \{i | y_k^i \neq \bar{y}_k^i\}.
$$

Notice that the model (4) represents the threshold as a convex combination of $z_k^i$ and $\bar{z}_k^i$, and thus it can effectively extract the intrinsic measurement information of binary sensors.

Consequently, the purpose of this article is to design KLFs for systems (1) and (2) based on the model (4) such that the mean-square errors of KLFs are minimal at each time.

Remark 1: It is well known that the KLFs correct the one-step prediction after receiving the measurements from sensors, and thus obtain state estimate. In fact, the correction is needed because measurements contain new information that differs from the one-step prediction. This new information is the part of the measurement that really plays a role in the filter and is often referred to as innovation. According to (1) and (2), we know that the information contained in the binary measurement $y_k^i = 1$ is $z_k^i \geq \tau^i$. Then, if the one-step prediction $\bar{z}_k^i \geq \tau^i$ (i.e., $\bar{y}_k^i = 1$), the information contained in the binary measurement will overlap with that of the one-step prediction. In this case, only little innovation is contained in $y_k^i$. Moreover, the same conclusion can be obtained at $y_k^i = \bar{y}_k^i = 0$. Therefore, when the binary measurements do not belong to $I_k$, they have little effect on the filter. On the contrary, the binary measurements belonging to $I_k$, which contain more innovations, play a major role in the filter. Based on this idea, it is proposed to extract the useful information from the binary measurements that belong to $I_k$ and then the innovation-based model (4) is developed in this article.

Remark 2: When $y_k^i$ changes (i.e., $y_k^i \neq y_{k-1}^i$), one can deduce that the threshold $\tau^i$ must fall into the interval between $z_k^i$ and $\bar{z}_k^i$. To describe this phenomenon, a switch-based model was proposed in [26]–[28] as follows:

$$
\tau^i = (0.5 - \epsilon_k^i)z_{k-1}^i + (0.5 + \epsilon_k^i)\bar{z}_k^i, \quad i \in S_k
$$

where $\epsilon_k^i \in (-0.5, 0.5)$ was an uncertain parameter and $S_k = \{i | y_k^i \neq y_{k-1}^i\}$. Though model (6) is reasonable, it only captures the switching information in the binary measurements instead of the innovation. In fact, it has been pointed out that the innovation of the measurement plays a major role in the KLFs. Under this case, model (4) is considered to capture more information that is useful for the KLF than model (6).

### III. Designing KLFs

Before giving the main results of this article, the number of sensors belonging to $I_k$ is first defined as $m_k$, and

$$
\begin{align*}
  z_{I,k} &\triangleq [z_{k,1}^{i_1} \ldots z_{k,n_k}^{i_{n_k}}]^T \\
  \tau_{I,k} &\triangleq [\tau^{i_1} \ldots \tau^{i_{n_k}}]^T \\
  u_{I,k} &\triangleq [u^{i_1} \ldots u^{i_{n_k}}]^T \\
  D_{I,k} &\triangleq [(D_k^{i_1})^T \ldots (D_k^{i_{n_k}})^T]^T \\
  E_{I,k} &\triangleq \text{diag}(E^{i_1}_k, \ldots, E^{i_{n_k}}_k) \quad i_1, \ldots, i_{n_k} \in I_k \\
  h_{I,k}(\cdot) &\triangleq [h^{i_1}(\cdot) \ldots h^{i_{n_k}}(\cdot)]^T \\
  R_{I,k} &\triangleq \text{diag}(R^{i_1}_k, \ldots, R^{i_{n_k}}_k) \\
  \Delta_{I,k} &\triangleq \text{diag}(\delta^{i_1}_k, \ldots, \delta^{i_{n_k}}_k).
\end{align*}
$$

A. KLF for Linear Systems With Binary Sensors

In this section, the KLF problem for system (2) will be solved. To this end, $I_k$ needs to be determined first. For system (2), the one-step prediction $\bar{z}_k^i$ of the sensed variable $z_k^i$ can be calculated as

$$
\bar{z}_k^i = D_k^iv_k, \quad i = 1, 2, \ldots, m
$$

where the one-step state prediction $\bar{x}_k$ is given by

$$
\bar{x}_k = A_{k-1}\bar{x}_{k-1} + B_{k-1}u_{k-1}.
$$

Then, $I_k$ can be easily determined by (3), (5), and (8). Augmenting these binary measurements that belong to $I_k$, one has

$$
\begin{align*}
  z_{I,k} &= D_{I,k}\bar{x}_k + E_{I,k}v_{I,k} \\
  \bar{z}_{I,k} &= D_{I,k}\bar{x}_k \\
  \tau_{I,k} &= (0.5I - \Delta_{I,k})\bar{z}_{I,k} + (0.5I + \Delta_{I,k})z_{I,k}
\end{align*}
$$

where $z_{I,k}$, $\bar{z}_{I,k}$, $v_{I,k}$, $E_{I,k}$, $D_{I,k}$, $\Delta_{I,k}$, and $\tau_{I,k}$ are defined in (7). As can be seen from (12) that the threshold $\tau_{I,k}$ is represented as a linear transformation of $z_{I,k}$, hence the one-step prediction of (12) can be given by

$$
\bar{z}_{I,k} = (0.5I - \Delta_{I,k})\bar{z}_{I,k} + (0.5I + \Delta_{I,k})\bar{z}_{I,k} = \bar{z}_{I,k}.
$$

Treating (12) as the measurement equation, the state estimate $\hat{x}_k$ for system (2) can be constructed as the KLF structure

$$
\begin{align*}
  \hat{x}_k &= \bar{x}_k + GL_{I,k}(\tau_{I,k} - \bar{z}_{I,k}) \\
  \hat{x}_k &= A_{k-1}\hat{x}_{k-1} + B_{k-1}u_{k-1} \\
  \bar{z}_{I,k} &= D_{I,k}\hat{x}_k
\end{align*}
$$

where $GL_{I,k}$ is the filter gain to be designed.
Then, by substituting (12) into (14), the estimation error covariance 
\[ \hat{\Sigma}_k = x_k - \hat{x}_k - G_{1,k}^T(0.5I + \Delta_{1,k})(z_{k} - \hat{z}_{k,k}). \] (15)

Obviously, due to the uncertainty \( \Delta_{1,k} \) contained in \( \hat{\Sigma}_k \), the exact value of the estimation error covariance \( \hat{P}_k = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T] \) cannot be obtained. Therefore, a conservative estimation error covariance \( \hat{\Phi}_k \) (i.e., an upper bound of \( \hat{P}_k \)) that incorporates all possible values of the uncertainty will be derived and then the filter gain \( G_{1,k}^T \) can be given by minimizing \( \hat{P}(\hat{\Phi}_k) \) in Theorem 1.

**Theorem 1:** When \( \Delta_k \neq \emptyset \), the upper bound \( \hat{\Phi}_k \) of \( \hat{P}_k \) that satisfies \( \hat{\Phi}_k \geq \hat{P}_k \) for all \( \Delta_k \) is calculated by
\[
\hat{\Phi}_k = 0.25G_{1,k}^T[D_{I,k}^T \Psi_k + E_{I,k} \hat{D}_{I,k}^T + \beta_k I + \Xi_k] \quad (18)
\]
where \( \alpha_k \) and \( \beta_k \) are the given adjustable parameters satisfying
\[
\alpha_k > \Psi_k, \quad \beta_k > D_{I,k}^T \hat{D}_{I,k}^T \quad (19)
\]

Furthermore, by minimizing the upper bound of \( \hat{\Phi}_k \) given by (16) and (19), the optimal \( \alpha_k \) can be chosen as
\[
\alpha_k = 2d_{\text{max}}(\Psi_k) \quad (20)
\]

Proof: Substituting (2), (10), and (14) into (15), one has
\[
\hat{\Sigma}_k = [I - 0.5G_{1,k}^L D_{I,k} - 0.5G_{1,k}^L 2\Delta_{1,k} D_{I,k}]A_{k-1} \hat{\Sigma}_{k-1} \quad (21)
\]

Then, the estimation error covariance is calculated by
\[
\hat{P}_k = (I - 0.5G_{1,k}^L D_{I,k} - 0.5G_{1,k}^L 2\Delta_{1,k} D_{I,k}) \times (A_{k-1} \hat{P}_{k-1} A_{k-1}^T + C_{k-1} Q_{k-1} C_{k-1}^T) \times (I - 0.5G_{1,k}^L 2\Delta_{1,k} D_{I,k})^T + 0.25G_{1,k}^L (I + 2\Delta_{1,k}) \Psi_k (I + 2\Delta_{1,k})^T \quad (22)
\]
where \( \Psi_k \) is defined in (18).

Notice that \( 2\Delta_{1,k} 2\Delta_{1,k} \leq I \) and \( \hat{\Phi}_{k-1} \) are upper bounds for \( \hat{P}_{k-1} \). In this case, it follows from Lemma 1 in [27] that the following inequalities hold:
\[
(I - 0.5G_{1,k}^L D_{I,k} - 0.5G_{1,k}^L 2\Delta_{1,k} D_{I,k}) \times (A_{k-1} \hat{P}_{k-1} A_{k-1}^T + C_{k-1} Q_{k-1} C_{k-1}^T) \times (I - 0.5G_{1,k}^L 2\Delta_{1,k} D_{I,k})^T \leq N_k \hat{P}_{k-1} (\beta_k I - D_{I,k} \hat{P}_{k-1} D_{I,k}^T)^{-1} D_{I,k} N_k^T + N_k \hat{P}_{k-1} N_k^T + 0.25\beta_k G_{1,k}^L (G_{1,k}^L)^T
\]
(23)

\[
0.25G_{1,k}^L (I + 2\Delta_{1,k}) \Psi_k (I + 2\Delta_{1,k})^T \leq 0.25G_{1,k}^L \Psi_k (\alpha_k I - \Psi_k)^{-1} \Psi_k + \alpha_k I \quad (24)
\]

where \( N_k = I - 0.5G_{1,k}^L D_{I,k}, \) \( \hat{\Phi}_k \) is defined in (18), and \( \alpha_k \) and \( \beta_k \) are the given parameters that satisfy the conditions in (17).

Substituting (23) and (24) into (22), one can deduce that \( \hat{\Phi}_k \geq \hat{P}_k \) holds for all \( \Delta_k \). In this case, the optimization objective is chosen as \( \hat{P}(\hat{\Phi}_k) \), and taking the partial derivative of \( \hat{P}(\hat{\Phi}_k) \) with respect to \( G_{1,k}^L \) yields
\[
\frac{\partial \hat{P}(\hat{\Phi}_k)}{\partial G_{1,k}^L} = -\Psi_k^T D_{I,k}^T + 0.5G_{1,k}^L [D_{I,k}^T \Psi_k D_{I,k}^T + \beta_k I + \Xi_k] \quad (25)
\]

where \( \Psi_k \) and \( \Xi_k \) are defined in (18). Let \( \partial \hat{P}(\hat{\Phi}_k)/\partial G_{1,k}^L \) equal to \( 0 \), the filter gain \( G_{1,k}^L \) can be obtained from (19).

Next, an optimal way of selecting \( \alpha_k \) will be given by minimizing the upper bound of \( \hat{\Phi}_k \). Substituting (19) into (16), \( \hat{\Phi}_k \) is rearranged into
\[
\hat{\Phi}_k = \Psi_k - \Psi_k D_{I,k}^T (D_{I,k} \Psi_k D_{I,k}^T + \beta_k I + \Xi_k)^{-1} D_{I,k} \Psi_k \quad (26)
\]

Notice that \( \Xi_k \) is a diagonal matrix, and thus one has
\[
\hat{\Phi}_k \leq -\Psi_k D_{I,k}^T (D_{I,k} \Psi_k D_{I,k}^T + \beta_k I + \Xi_k)^{-1} D_{I,k} \Psi_k \quad (27)
\]
where \( \Psi_k \) is a diagonal matrix, and thus one has
\[
\hat{\Phi}_k \leq -\Psi_k D_{I,k}^T (D_{I,k} \Psi_k D_{I,k}^T + \beta_k I + \Xi_k)^{-1} D_{I,k} \Psi_k \quad (28)
\]

Obviously, only the matrix \( \Xi_k \) contains the parameter \( \alpha_k \). Then, to minimize the upper bound of \( \hat{\Phi}_k \), the objective function should be
\[
\min_{\psi_i} d_{\text{max}}(\Xi_k) \quad (29)
\]

To solve (25), the maximum diagonal element of \( \Xi_k \) needs to be determined. Then, it follows from the definition of \( \Xi_k \) in (18) that
\[
d_i(\Xi_k) = d_i(\Psi_k) + d_i^2(\Psi_k) + \alpha_k, \quad i = 1, 2, \ldots, m_k \quad (30)
\]

Taking the partial derivative of \( d_i(\Xi_k) \) with respect to \( d_i(\Psi_k) \), one has
\[
\frac{\partial d_i(\Xi_k)}{\partial d_i(\Psi_k)} = 1 + \frac{d_i(\Psi_k)(2\alpha_k - d_i(\Psi_k))}{\alpha_k - d_i(\Psi_k)} \quad (31)
\]

Then, notice that the constraint in (25) is equivalent to \( \alpha_k > d_{\text{max}}(\Psi_k) \) in which case the above equation is greater than 0. Thus, we can know that \( d_i(\Xi_k) \) increases as \( d_i(\Psi_k) \) increases when \( \alpha_k \) is invariable. In this case, one can deduce that
\[
d_{\text{max}}(\Xi_k) \geq d_{\text{max}}(\Psi_k) + \frac{d_{\text{max}}^2(\Psi_k)}{\alpha_k - d_{\text{max}}(\Psi_k)} + \alpha_k \quad (32)
\]
Finally, by taking the derivative of \( d_{\text{max}}(\Xi_k) \) with respect to \( \alpha_k \) and making it equal to 0, the analytical solution of (25) can be obtained from (20). The proof is completed. \( \square \)

When \( \bar{I}_k = \emptyset \), no innovations are included in the binary measurements, and thus the state estimate is equal to the one-step prediction
\[
\hat{x}_k = \hat{x}_{k-1} = A_{k-1} \hat{x}_{k-1} + B_{k-1} u_{k-1}, \quad \bar{I}_k = \emptyset.
\] (26)

In this case, one has
\[
\bar{P}_k = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T] \leq A_{k-1} \hat{\Phi}_{k-1} A_{k-1}^T + C_{k-1} Q_{k-1} C_{k-1}^T = \hat{\Phi}_k, \quad \bar{I}_k = \emptyset.
\] (27)

Through the analysis in this section, the computation procedures for linear binary Kalman-like filter (LBKLF) can be summarized by Algorithm 1.

**Algorithm 1 Linear Binary Kalman-Like Filter**

1. Initialize: \( k = 0, \hat{x}_0, \hat{\Phi}_0, \tau^i, i = 1, 2, \ldots, m; \)
2. Input: \( \hat{x}_{k-1}, \hat{\Phi}_{k-1} \) and \( \bar{y}^j_k, i = 1, 2, \ldots, m; \)
3. Calculate \( \hat{x}_k \) and \( \hat{\Phi}_k \) by (9) and (18);
4. Calculate \( \bar{z}^j_k \) and \( \bar{y}^j_k, i = 1, 2, \ldots, m \) by (8) and (3);
5. Determine \( \bar{I}_k \) by (5);
6. if \( \bar{I}_k \neq \emptyset \) then
7. Calculate \( \alpha_k \) by (20);
8. Determine \( \beta_k \) by experience;
9. Calculate filter gain \( G_{\tau,\bar{I}}^T \) by (19);
10. Calculate the state estimate \( \hat{x}_k \) and conservative estimation error covariance \( \hat{\Phi}_k \) by (14) and (16), respectively;
11. else
12. \( \hat{x}_k = \bar{x}_k, \quad \hat{\Phi}_k = \bar{\Phi}_k; \)
13. end if
14. \( k \leftarrow k + 1 \) and return to step 2.

**Remark 3:** The relationship between \( \hat{\Phi}_k \) and \( \beta_k \) is complex, which makes it difficult to find an optimal explicit expression for \( \beta_k \). However, it can be known from (19) that \( \beta_k \) is sufficient large, the gain \( G_{\tau,\bar{I}}^T \) will tend to be \( O \). Moreover, one can see from (14) that the state estimate \( \hat{x}_k \) is equal to the weighted fusion of the one-step prediction and the innovation (measurement information). Therefore, when the measurement information is inaccurate, the gain \( G_{\tau,\bar{I}}^T \) should be small and vice versa. This fact inspires us that, when choosing \( \beta_k \), the precision of the measurement information should be taken into account. Specifically, when \( R^T_k \) is large or the signal-to-noise ratio of \( \bar{z}^j_k \) is low, \( \beta_k \) should be chosen larger to reduce the contribution of the measurement information in the filter, and \( \beta_k \) should be chosen smaller otherwise.

**B. KLF for Nonlinear Systems With Binary Sensors**

In this section, we discuss the design method of KLF for the nonlinear dynamic system (1). Since both the state \( x_k \) and sensed variable \( \bar{z}^j_k \) of system (1) are nonlinear, the one-step predictions cannot be obtained directly by linear transformations as in the previous section. A common way to deal with the above nonlinearity is linearizing \( f(\cdot) \) and \( h^i(\cdot) \) by using Taylor first-order expansion which is however only applicable to differentiable and low nonlinear systems. In contrast, the unscented transform (UT) [3] calculates the statistical properties of the random variables through a specific set of sampling points, which is applicable to arbitrary nonlinear systems and performs well with moderate nonlinearity. Based on this fact, the UT is adopted in this article.

For system (1), the one-step state prediction \( \bar{x}_k \), error covariance \( \bar{P}_k = E[(\bar{x}_k - \bar{x}_k)(\bar{x}_k - \bar{x}_k)^T] \), and one-step prediction \( \bar{z}^i_k \) of sensed variable \( z^i_k \) can be calculated by using UT
\[
\bar{x}_k = \sum_{j=0}^{2n} w^m_j f(\hat{x}_{k-1,j}, u_{k-1})
\] (28)
\[
\bar{P}_k = \sum_{j=0}^{2n} w^c_j (f(\hat{x}_{k-1,j}, u_{k-1}) - \bar{x}_k)(f(\hat{x}_{k-1,j}, u_{k-1}) - \bar{x}_k)^T
\] (29)
\[
\bar{z}^i_k = \sum_{j=0}^{2n} w^h_j h^i(\bar{z}_{k,j}), \quad i = 1, 2, \ldots, m
\] (30)
where \( w^m_j \) and \( w^c_j \) are the weights in the UT, \( \hat{x}_{k-1,j} \) and \( \bar{z}_{k,j} \) are the sigma points in the UT, and their specific expressions are presented in Appendix. Then, according to (3), (5), and (30), \( \bar{I}_k \) can be determined.

When \( \bar{I}_k = \emptyset \), the state estimate \( \hat{x}_k \) and conservative estimation error covariance \( \hat{\Phi}_k \) are equal to the one-step predictions
\[
\hat{x}_k = \bar{x}_k, \quad \hat{\Phi}_k = \bar{P}_k, \quad \bar{I}_k = \emptyset.
\]

When \( \bar{I}_k \neq \emptyset \), similar to the previous section, augmenting the binary measurements that belong to \( \bar{I}_k \), one has
\[
\bar{z}_{\bar{I},k} = h_{\bar{I},k}(x_k) + E_{\bar{I},k} \bar{U}_{\bar{I},k}
\]
\[
\bar{z}_{\bar{I},k} = \sum_{j=0}^{2n} w^m_j h_{\bar{I},k}(\bar{z}_{k,j})
\]
\[
\bar{z}_{\bar{I},k} = (0.5 I - \Delta_{\bar{I},k}) \bar{z}_{\bar{I},k} + (0.5 I + \Delta_{\bar{I},k}) \bar{z}_{\bar{I},k}
\] (31)
where \( h_{\bar{I},k}(\cdot) \) is defined in (7). Then, the one-step prediction of (31) can also be given by
\[
\bar{z}_{\bar{I},k} = (0.5 I - \Delta_{\bar{I},k}) \bar{z}_{\bar{I},k} + (0.5 I + \Delta_{\bar{I},k}) \bar{z}_{\bar{I},k} = \bar{z}_{\bar{I},k}
\] (32)
Thus, the nonlinear KLF can be constructed for system (1)
\[
\begin{cases}
\hat{x}_k = \bar{x}_k + G_{\bar{I},k}^N(\tau_{\bar{I},k} - \bar{z}_{\bar{I},k}) \\
\bar{z}_{\bar{I},k} = \sum_{j=0}^{2n} w^m_j f(\hat{x}_{k-1,j}, u_{k-1}) \\
\bar{z}_{\bar{I},k} = \sum_{j=0}^{2n} w^h_j h_{\bar{I},k}(\bar{z}_{k,j})
\end{cases}
\] (33)
where \( G_{\bar{I},k}^N \) is the filter gain that will be designed in the Theorem 2.

**Theorem 2:** When \( \bar{I}_k \neq \emptyset \), the conservative estimation error covariance \( \hat{\Phi}_k \) of the KLF (33) that incorporates all possible
values of the uncertainty \( \Delta T, k \) is calculated by
\[
\Phi_k = P_k - 0.5 \bar{P}^{zz}_k (G_{T,k}^N)^T - 0.5 G_{T,k}^N (\bar{P}^{zz}_k)^T
+ 0.25 G_{T,k}^N (\bar{P}^{zz}_k (\varepsilon_k I - \bar{P}^{zz}_k)^{-1} \bar{P}^{zz}_k
+ (\xi_k + \xi_k) I) (G_{T,k}^N)^T + \frac{1}{\xi_k} \bar{P}^{zz}_k (\bar{P}^{zz}_k)^T
\]
(34)
where \( \varepsilon_k \) and \( \xi_k \) are given adjustable parameters satisfying
\[
\varepsilon_k > \bar{P}^{zz}_k, \quad \xi_k > 0
\]
(35)
and
\[
\bar{P}^{zz}_k = \sum_{j=0}^{2n} w_j^z (\hat{z}_{k,j} - \bar{z}_k) (h_{T,k}(\hat{z}_{k,j}) - \bar{z}_{T,k})^T
+ E_k R_k E_k^T.
\]
(36)
Meanwhile, by minimizing \( \text{Tr}(\Phi_k) \), the nonlinear filter gain \( G_{T,k}^N \) can be obtained by
\[
G_{T,k}^N = 2 \bar{P}^{zz}_k \left[ \bar{P}^{zz}_k + \bar{P}^{zz}_k (\varepsilon_k I - \bar{P}^{zz}_k)^{-1} \bar{P}^{zz}_k + (\xi_k + \xi_k) I \right]^{-1}.
\]
(38)

Furthermore, when minimizing the upper bound of \( \Phi_k \) given by (34) and (38), the optimal \( \varepsilon_k \) is chosen as
\[
\varepsilon_k = 2 \lambda_{\text{max}}(\bar{P}^{zz}_k).
\]
(39)

Proof: Substituting (31) into (33), the estimate error \( \bar{x}_k = x_k - \hat{x}_k \) is given by
\[
\bar{x}_k = x_k - \bar{x}_k - G_{T,k}^N (0.5 + \Delta T, k) (\bar{z}_{T,k} - \bar{z}_{T,k}).
\]
Then, the estimation error covariance is calculated by
\[
\bar{P}_k = \bar{P}_k - 0.5 \bar{P}^{zz}_k (I + 2 \Delta T, k) (G_{T,k}^N)^T
- 0.5 G_{T,k}^N (I + 2 \Delta T, k) \bar{P}^{zz}_k
+ 0.25 G_{T,k}^N (I + 2 \Delta T, k) \bar{P}^{zz}_k (I + 2 \Delta T, k) (G_{T,k}^N)^T
\]
(40)
where the expressions for \( \bar{P}^{zz}_k = E[(x_k - \hat{x}_k) (x_k - \hat{x}_k)^T] \) and \( \bar{P}^{zz}_k = E[(\xi_k - \bar{z}_k) (\xi_k - \bar{z}_k)^T] \) can be given by using UT as shown in (36) and (37), respectively.

Using Lemma 1 in [27], one has
\[
G_{T,k}^N (I + 2 \Delta T, k) \bar{P}^{zz}_k (I + 2 \Delta T, k) (G_{T,k}^N)^T
\leq G_{T,k}^N \left[ \bar{P}^{zz}_k + \bar{P}^{zz}_k (\varepsilon_k I - \bar{P}^{zz}_k)^{-1} \bar{P}^{zz}_k + (\xi_k + \xi_k) I \right] (G_{T,k}^N)^T.
\]
(41)
Moreover, it follows from Lemma 2.2 in [30] that
\[
- \bar{P}^{zz}_k \Delta T, k (G_{T,k}^N)^T
- (G_{T,k}^N)^T \Delta T, k (\bar{P}^{zz}_k)^T
\leq 0.25 \xi_k G_{T,k}^N (G_{T,k}^N)^T + \frac{1}{\xi_k} \bar{P}^{zz}_k (\bar{P}^{zz}_k)^T
\]
(42)
where \( \varepsilon_k \) and \( \xi_k \) are given adjustable parameters that satisfy the conditions in (35). Then, substituting (41) and (42) into (40), we know that \( \Phi_k \geq \bar{P}_k \) holds for all \( \Delta_k \), where the expression of \( \Phi_k \) is shown in (34). In this case, \( \Phi_k \) can be seen as a conservative estimation error covariance of the KLF (33), and the effect of the approximation error caused by UT can also be included in \( \Phi_k \).

Then, calculating \( \partial \text{Tr}(\Phi_k)/\partial G_{T,k}^N \) and make it equal to \( O \), the nonlinear filter gain \( G_{T,k}^N \) is given by (38).

Substituting (38) into (34), \( \Phi_k \) is rearranged into
\[
\Phi_k = \bar{P}_k - \bar{P}^{zz}_k \left[ \bar{P}^{zz}_k + M(\varepsilon_k) + \xi_k I \right]^{-1} (\bar{P}^{zz}_k)^T
+ \frac{1}{\xi_k} \bar{P}^{zz}_k (\bar{P}^{zz}_k)^T
\]
(43)
where \( M(\varepsilon_k) = \bar{P}^{zz}_k (\varepsilon_k I - \bar{P}^{zz}_k)^{-1} \bar{P}^{zz}_k + \varepsilon_k I \) represents the terms associated with \( \varepsilon_k \). Obviously, for (43), the following inequality holds:
\[
\Phi_k \leq \bar{P}_k - \bar{P}^{zz}_k \left[ \bar{P}^{zz}_k + \lambda_{\text{max}}(M(\varepsilon_k))(I + \xi_k I) \right]^{-1} (\bar{P}^{zz}_k)^T
+ \frac{1}{\xi_k} \bar{P}^{zz}_k (\bar{P}^{zz}_k)^T.
\]
Thus, to minimize the upper bound of \( \Phi_k \), the objective function should be
\[
\min \lambda_{\text{max}}(M(\varepsilon_k))
\]
(44)
s.t. \( \varepsilon_k > \bar{P}^{zz}_k \).

Using the basic properties of matrix eigenvalues, it is not difficult to prove that the eigenvalues of \( M(\varepsilon_k) \) are
\[
\lambda_i(\varepsilon_k) = \frac{\lambda_{\text{max}}^2(\bar{P}^{zz}_k)}{\varepsilon_k - \lambda_i(\bar{P}^{zz}_k)} + \varepsilon_k, \quad i = 1, 2, \ldots, m_k.
\]

Finally, using the similar approach as for solving (25) in Theorem 1, the analytic solution of (44) can be obtained from (39). The proof is completed.

According to the analysis in this section, the computation procedures for nonlinear binary Kalman-like filter (NBKLF) are summarized by Algorithm 2. Furthermore, an algorithm flowchart is also provided in Fig. 2, which contains the main steps of the proposed LBKLF and NBKLF.

Algorithm 2 Nonlinear Binary Kalman-Like Filter

1: Initialize: \( k = 0, \hat{x}_0, \Phi_0, r^*, i = 1, 2, \ldots, L; \)
2: Input: \( \hat{x}_{k-1}, \Phi_{k-1} \) and \( y_{k,i}', i = 1, 2, \ldots, L; \)
3: Calculate \( \bar{x}_k \) and \( \bar{P}_k \) by (28) and (29), respectively;
4: Calculate \( y_{k,i}' \) and \( y_{k,i} \) for \( i = 1, 2, \ldots, L \) by (30) and (3);5: Determine \( \bar{x}_k \) by (5);
6: \textbf{if} \( \bar{z}_k \neq \emptyset \textbf{ then} \)
7: Calculate \( \varepsilon_k \) by (39);
8: Determine \( \xi_k \) by experience;
9: Calculate nonlinear filter Gain \( G_{T,k}^N \) by (38);
10: Calculate the state estimate \( \hat{x}_k \) and conservative estimation error covariance \( \Phi_k \) by (33) and (34), respectively;

11: \textbf{else}
12: \( \hat{x}_k = \bar{x}_k, \Phi_k = \Phi_k; \)
13: \textbf{end if}
14: \( k \leftarrow k + 1 \) and return to step 2;

Remark 4: Notice that, Lemma 1 in [27] and Lemma 2.2 in [30] are two matrix inequalities that commonly used to deal with the uncertainty, but the adoption of these two
matrix inequalities necessarily introduces adjustable parameters which are often chosen empirically in most literatures. In fact, experience is sometimes unreliable. Therefore, to reduce the influence of experience on the accuracy as much as possible, an optimal selection of the adjustable parameters $\alpha_k$ and $e_k$ are given by minimizing the upper bound of $\Phi_k$ in this article. However, the DFKLF in [27] does not take this into account, although similar adjustable parameters also exist in it.

**Remark 5:** When constructing KLF based on (6), one-step prediction of (6) needs to be calculated

$$\tau^i = (0.5 - \epsilon^i_k)z_{k-1}^i + (0.5 + \epsilon^i_k)z_{k-1}^i, \quad i \in S_k$$

where $\hat{z}_{k-1}$ is the estimation of $z_{k-1}$, and it is obtained from $\hat{x}_{k-1}$ and the measurement equations. Unfortunately, due to uncertainty $\epsilon^i_k$, the exact value of $\tau^i$ is unknown. Thus, $\epsilon^i_k$ has to be ignored, and then the following KLF can be constructed for single binary sensor [27], [28]:

$$\hat{x}_k = \hat{x}_k + G_k^i(\tau^i - 0.5z_{k-1}^i - 0.5z_{k-1}^i).$$

The formula (46) is the structure of KLFs in [27] and [28]. Obviously, their estimation performance is reduced because $\epsilon^i_k$ is ignored. In addition, the uncertainties caused by the binary sensors were also ignored in [26] when constructing the moving horizon estimator, and the specific analysis of this can be found in Remark 1 of [28]. In contrast, benefiting from the form of innovation-based model (4), the uncertainty $\Delta_{\tau,k}$ is offset rather than ignored when calculating $\tau_{\tau,k}$ in (13) and (32). In this case, LBKLF and NBKLF have better estimation performance than the methods in [26]–[28].

**Remark 6:** The algorithms proposed in this article take centralized approach, that is, augmenting the measurements. However, it follows from (7) that only those binary measurements containing innovations are augmented. In this case, the computational complexity of LBKLF and NBKLF are $O(n^3 + n^2m + nm^2 + m^3)$, where $m$ represents the number of binary measurements contained in the set $S_k$. Obviously, the computational complexity of the proposed algorithms is not directly related to the total number of binary sensors $m$, but it is related to $m_k$ which is less than $m$. Therefore, the proposed algorithms overcome the disadvantage that the computational complexity of traditional centralized approach increases sharply when the number of sensors increasing.

IV. SIMULATION RESULTS

A. O2 Content Estimation in Arteries

Consider arterial O2 content estimation using the noninvasive binary pulmonary sensors where the physiological model for the arterial O2 content is [27]

$$x_{k+1} = f x_k + U_k + w_k$$

$$U_k = (1 - f)(1.34Hb + 0.003(au_k + c_k e_k)) - f \mu$$

where $x_k$ is the arterial O2 content, $u_k$ is the percentage of O2 in the inhaled air and is set by surgeons, and thus it can be considered as the control input. $f$ represents the fraction of shunted blood, $e_k$ is the partial pressure of exhaled CO2 and can be measured directly. Hb is the amount of hemoglobin, $P_{ATM}$ and $P_{H2O}$ are the atmospheric and water vapor pressures, respectively, $\mu$ reflects the patient-specific metabolic rate, and RQ is the respiratory quotient. Specifically, to ensure that the simulation is meaningful, the above parameters are chosen to be the per capita levels provided in the medical literature [32]: $Hb = 12$ g/dL, $P_{ATM} = 760$ mmHg, $P_{H2O} = 47$ mmHg, $\mu = 5$ mL/dL, and $RQ = 0.8$. Moreover, $f = 0.75$ and $u_k$ is set to 60%. Meanwhile, the sensed variable $z_k^i$ is constructed by three other inputs: tidal volume, respiratory rate, and peak inspiratory, and it is proportional to the O2 content [32]

$$z_k^i = D_k^i x_k + u_k^i, \quad i = 1, 2, \ldots, L.$$ 

where $D_k^i = 0.5, i = 1, 2, \ldots, L, w_k$ and $u_k^i$ are white noise with covariance $(1 \text{ mL/dL})^2$ and $R_k^i$, respectively. Here, the O2 content change process is monitored by 10 binary sensors and their thresholds are set to $t^i = 61 + 0.5i, i = 1, 2, \ldots, 10$.

First, the relationship between the adjustable parameter $\beta_k$ and the estimation performance of LBKLF will be analyzed. Due to the random noises, the estimation performance is assessed by the root mean square error (RMSE), and 100 MC runs are implemented to approximate the ideal RMSE. Then, the relationship between $R_k^i$ and optimal $\beta_k$ is shown in Fig. 3, from which we can see that the optimal $\beta_k$ is generally increasing as $R_k^i$ increases. Here, the optimal $\beta_k$ denotes the $\beta_k$ that minimizes RMSE of LBKLF. In fact, this is consistent with our analysis in Remark 3, that is, when the measurement is imprecise, $\beta_k$ should become larger to reduce the contribution of the measurement in the filter.

Notice that searching for the optimal $\beta_k$ is not always convenient in practice. Therefore, to be fair, $\beta_k$ is not chosen as the optimal value in subsequent simulations, but is chosen uniformly as $1.5\lambda_{\max}(D_{\tau,k} \Phi_k D_{\tau,k}^T)$. Then, by implementing Algorithm 1, the trajectories of true arterial O2 content and the estimated arterial O2 content by using the LBKLF are plotted in Fig. 4, which shows that the proposed LBKLF can estimate the arterial O2 content well. Moreover, to highlight the advantages of the proposed LBKLF, we compare it with DFKLF in [27] and MHE in [26], where the sliding window
size for the MHE is chosen to be 50 and the fusion criterion for DFKLF is chosen to be fast covariance intersection fusion [31]. Furthermore, in order to provide comprehensive simulation as possible, 100 different measurement covariances $R_i^k$ will be considered. Then, the RMSEs of LBKLF, DFKLF in [27], and MHE in [26] for different $R_i^k$ are plotted in Fig. 5, from which we can see that the estimation accuracy of the LBKLF is always higher than that of DFKLF and MHE, which is mainly caused by three factors: 1) the uncertainties caused by the binary sensors are offset in LBKLF, rather than ignored directly as in DFKLF and MHE; 2) compared with the switch-based model in [26] and [27], the proposed innovation-based model (4) can capture more innovations which play a major role in the filter; and 3) Compared with the DFKLF, the proposed LBKLF gives an optimal selection criterion for the adjustable parameter $\alpha_k$ and thus reducing the unreliability caused by experience. Moreover, it is important to emphasize that $\beta_k$ is not set to be optimal, which means that the simulation result in Fig. 5 is conservative.

In addition, computational efficiency is also an important criterion for assessing the merits of a filter. Then, Fig. 6 shows the number of binary sensors $m_k$ in set $\mathcal{I}_k$. It can be seen from Fig. 6 that $m_k$ is much smaller than the total number of binary sensors $m = 10$, and combining this fact with Remark 6 means that the computational complexity of LBKLF is low. Meanwhile, to show this point more intuitively, the computational overheads of different methods are listed in Table II, from which we can see that the LBKLF is more computationally efficient than DFKLF and MHE.

### B. Damped Mass-Spring System

Consider the damped mass-spring (DMS) system shown in Fig. 7, which has wide application in mechanical design. By using Newton’s second law, the differential equations for the DMS system can be written as

$$m_1\ddot{x}_1(t) = -k_1(x_1(t) - x_2(t)) - c_1(\dot{x}_1(t) - \dot{x}_2(t)) + f_1(t) + w_1(t)$$

$$m_2\ddot{x}_2(t) = k_1(x_1(t) - x_2(t)) + c_1(\dot{x}_1(t) - \dot{x}_2(t)) - k_2x_2(t) - c_2\dot{x}_2(t) + f_2(t) + w_2(t)$$

where $x_i(t)$, $\dot{x}_i(t)$, and $\ddot{x}_i(t)$ represent the displacement, velocity, and acceleration of the $i$th object, respectively. $m_i$ represents the mass of the $i$th object, and $k_i$ and $c_i$ are, respectively, the $i$th spring factor and damping factor. $f_1(t)$ and $f_2(t)$ are system inputs. $w_1(t)$ and $w_2(t)$ are white noise with covariance (1 m$^2$). In this simulation, the parameters are chosen as: $m_1 = 1$ kg, $m_2 = 2$ kg, $c_1 = c_2 = 5$ N/(m/s), $k_1 = 20$ N/m, and $k_2 = 1$ N/m. Moreover, the system inputs $f_1(t) = 5 \sin(t/50)$N and $f_2(t) = 0$. Two binary distance

![Graphical representation of the DMS system.](image-url)
sensors are deployed here to observe the motion of object 1, and their sensing equations are

\[ z_k^i = \sqrt{1 + (5 + x_{1,k})^2} + \nu_k^i, \quad i = 1, 2 \]

where \( \nu_k^i \) is the white noise with covariance \((0.1 \text{ m})^2\), and \( x_{1,k} \) denotes the displacement of object 1 after the DMS system is discretized with the period of \( T = 0.01 \text{ s} \). Meanwhile, their thresholds are set to \( \tau^1 = (1 + 3.5^2)^{1/2} \) and \( \tau^2 = (1 + 6.5^2)^{1/2} \).

Fig. 8 shows the RMSE of state \( x_1 \) when taking \( \xi_k \) in Algorithm 2 to be \( b\text{Tr}(\hat{P}_k^{\infty}(\hat{P}_k^{\infty})^T) \), where \( b \) is a positive number. It can be seen that the optimal \( \xi_k \) is taken roughly in the interval \([2\text{Tr}(\hat{P}_k^{\infty}(\hat{P}_k^{\infty})^T), 10\text{Tr}(\hat{P}_k^{\infty}(\hat{P}_k^{\infty})^T)]\). Furthermore, a noteworthy phenomenon is that the RMSE curve increases steeply as \( \xi_k \) tends to 0. In fact, this is because \( \xi_k \to 0 \) will cause \( 1/\xi_k \to \infty \), in which case NBKLF will even not work. On the other hand, when \( \xi_k > 2\text{Tr}(\hat{P}_k^{\infty}(\hat{P}_k^{\infty})^T) \), the RMSE curve generally tends to increase, but it is important to emphasize that the growth rate is slow. The two phenomena above give us guidance for selecting \( \xi_k \) in the absence of sufficient prior knowledge that can be provided, \( \xi_k \) is suggested to be chosen larger. This is a conservative approach, and although a little estimation performance may be sacrificed, the filter will be guaranteed to work properly. In the later simulations, we set \( \xi_k \) to \( 15\text{Tr}(\hat{P}_k^{\infty}(\hat{P}_k^{\infty})^T) \).

Fig. 9 shows the real displacements and the estimated displacements by using NBKLF, from which we can see that even though only two binary sensors are employed, the NBKLF still can estimate the motion of the DMS system well. Note that the sensing equations are nonlinear and thus the MHE and the DFKLKF are no longer applicable. To show the effectiveness of NBKLF, we present the RMSEs of model prediction method and NBKLF in Fig. 10. Here, the model prediction method is used as a benchmark, which corresponds to the case where the filter gain \( G_{2,k}^\eta \) is set to \( O \) (no measurement information is used at all). Generally speaking, if the RMSE of a filter is greater than or very close to the prediction RMSE, then the filter is considered to be invalid. Then, as we can see in Fig. 10, RMSE of NBKLF is significantly smaller than the predicted RMSE. This fact verifies that NBKLF makes effective use of the information in the binary sensors. Particularly, since only two binary sensors are employed, the computational effort of NBKLF is maintained at a low level, about \( 6.6 \times 10^{-5} \text{ s} \) per recursion.

V. CONCLUSION

This article considered the state estimation problem for the binary sensors system. A novel innovation-based model was proposed to capture information in the binary outputs. Compared with the existing switch-based model, the novel model captured more information that is useful for the filter. Linear and nonlinear KLFs were constructed based on the innovation-based model, and the corresponding filter gains were designed by minimizing the upper bound on their mean square error. Particularly, we demonstrated that the proposed methods could ensure the estimation performance while requiring few computational resources. The effectiveness and advantages of the proposed methods were verified by the arterial \( \text{O}_2 \) system and the DMS system. In the future, analyzing the game relationship between the number of binary sensors and the estimation performance will be our main focus. Moreover, we are also interested in designing controller for the binary sensors system, which is a challenging and practically relevant problem.

APPENDIX

For system (1), the sampling strategy of \( \hat{x}_{k-1,j} \) is

\[
\hat{x}_{k-1,j} = \hat{\delta}_{k-1,j} + \hat{x}_{k-1}, \quad j = 0, 1, \ldots, 2n
\]

\[
\hat{\delta}_{k-1,j} = \begin{cases}
O, & j = 0 \\
\sqrt{(n + \eta) \hat{\Phi}_{k-1}} \hat{\delta}_{k-1}, & j = 1, 2, \ldots, n \\
\sqrt{(n + \eta) \hat{\Phi}_{k-1}} \hat{\delta}_{k-1}, & j = n + 1, n + 2, \ldots, 2n
\end{cases}
\]

Fig. 8. Relationship between the adjustable parameter \( \xi_k \) and the RMSE of \( x_1 \) by using NBKLF.

Fig. 9. True displacements and the estimated displacements by using NBKLF.

Fig. 10. Comparisons of the displacement RMSEs of the model prediction and the NBKLF in this article.
where $\sqrt{A}$ denotes the Cholesky decomposition of a positive definite matrix $A$. Then, the predictions $\bar{x}_k$ and $\bar{P}_k$ can be computed as in (27) and (28), respectively. The sigma point $\bar{x}_{k,j}$ is given by

$$\bar{x}_{k,j} = \bar{x}_k + \sqrt{\bar{P}_k}, \quad j = 0, 1, \ldots, 2n$$

$$\bar{P}_{k,j} = \left( \sqrt{(n + \eta)\bar{P}_k} \right)_j, \quad j = 1, 2, \ldots, n$$

Moreover, the weights $w_{j}^{m}$ and $w_{j}^{c}$ are given by

$$w_{j}^{m} = w_{j}^{c} = \frac{1}{2(n + \eta)}, \quad j = 1, 2, \ldots, 2n,$$

$$w_{j}^{0} = w_{0} + (1 - a^2 + b), \quad w_{n}^{0} = \frac{1}{n + \eta},$$

where the constants are chosen as $\eta = a^2(n + \kappa) - n$, $b = 2$, $\kappa = 0$, and $a = 1$. The principle of the UT can be referred to [3], which will not be repeated here.
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