Abstract

Single frame data contains finite information which limits the performance of the existing vision-based multi-camera 3D object detection paradigms. For fundamentally pushing the performance boundary in this area, a novel paradigm dubbed BEVDet4D is proposed to lift the scalable BEVDet paradigm from the spatial-only 3D working space into the spatial-temporal 4D working space. We upgrade the naive BEVDet framework with a few modifications just for fusing the feature from the previous frame with the corresponding one in the current frame. In this way, with negligible additional computing budget, we enable BEVDet4D to access the temporal cues by querying and comparing the two candidate features. Beyond this, we simplify the task of velocity prediction by degenerating it into the positional offset prediction in the two adjacent features. As a result, BEVDet4D with robust generalization performance reduces the velocity error by up to -62.9%. This makes the vision-based methods, for the first time, become comparable with those relied on LiDAR or radar in this aspect. On challenge benchmark nuScenes, we report a new record of 54.5% NDS with the high-performance configuration dubbed BEVDet4D-Base. Meanwhile, the inference speed is notable at 36 FPS, surpassing the previous leading method BEVDet [15] by +7.3% NDS. The source code is publicly available for further research.

1. Introduction

Recently, autonomous driving draws great attention in both the research and the industry community. The vision-based perception tasks in this scene include 3D object detection, BEV semantic segmentation, motion prediction, and so on. Most of them can be partly solved in the spatial-only 3D working space with a single frame of data. However, with respect to the time-relevant targets like velocity, current vision-based paradigms with merely a single frame of data perform far poorer than those with sensors like LiDAR or radar. For example, the velocity error of the recently leading method BEVDet [15] in the vision-based 3D object detection is 3 times that of the LiDAR-based method CenterPoint [46] and 2 times that of the radar-based method CenterFusion [27]. To close this gap, we propose a novel paradigm dubbed BEVDet4D in this paper and pioneer the exploitation of vision-based autonomous driving in the spatial-temporal 4D space.

As illustrated in Fig. 1, BEVDet4D makes the first attempt at accessing the rich information in the temporal domain. It simply extends the naive BEVDet [15] by retaining the intermediate BEV features in the previous frames. Then it fuses the retained feature with the corresponding one in the current frame just by a spatial alignment operation and a concatenation operation. Other than that, we kept most other details of the framework unchanged. In this way, we place just a negligible extra computational budget on the inference process while enabling the paradigm to access the temporal cues by querying and comparing the two candidate features. Though simple in constructing the framework of BEVDet4D, it is nontrivial to build its robust performance. The spatial alignment operation and the learning targets should be carefully designed to cooperate with the elegant framework so that the velocity prediction task can be simplified and superior generalization performance can be achieved with BEVDet4D.

We conduct comprehensive experiments on the chal-
Figure 2: The framework of the proposed BEVDet4D paradigm. BEVDet4D retains the intermediate BEV feature of the previous frame and concatenates it with the ones generated by the current frame. Before that spatial alignment in the flat plane is conducted to partially simplify the velocity prediction task.

2. Related Works

2.1. Vision-based 3D object detection

Vision-based 3D object detection is a promising perception task in autonomous driving. In the last few years, fueled by the KITTI [11] benchmark monocular 3D object detection has witnessed rapid development [26, 23, 47, 53, 49, 31, 39, 38, 16]. However, the limited data and the single view disable it in developing more complicated tasks. Recently, some large-scale benchmarks [2, 53] have been proposed with sufficient data and surrounding views, offering new perspectives toward the paradigm development in the field of 3D object detection. Based on these benchmarks, some multi-camera 3D object detection paradigms have been developed with competitive performance. For example, inspired by the success of FCOS [46] in 2D detection, FCOS3D [40] treats the 3D object detection problem as a 2D object detection problem and conducts perception just in image view. Benefiting from the strong spatial correlation of the targets’ attribute with the image appearance, it works well in predicting this but is relatively poor in perceiving the targets’ translation, velocity, and orientation. PGD [41] further develops the FCOS3D paradigm by searching and resolving the outstanding shortcoming (i.e., the prediction of the targets’ depth). This offers a remarkable accuracy improvement on the baseline but at the cost of more computational budget and additional inference latency. Following DETR [3], DETR3D [42] proposes to detect 3D objects in an attention pattern, which has similar accuracy as FCOS3D. Although DETR3D requires just half the computational budget, the complex calculation pipeline slows down its inference speed to the same level as FCOS3D. PETR [22] further develops the performance of this paradigm by introducing the 3D coordinate generation and position encoding. Besides, they also exploit the strong data augmentation strategies just as BEVDet [15]. Another concurrent work dubbed Graph-DETR3D [6] also extends the DETR3D from two expects. Analogous to the second stage in CenterPoint [46], Graph-DETR3D samples multiple points in the 3D space instead of a single point when generating the features of the object queries. Another modification is making the multi-scale training become feasible for DETR3D paradigm by dynamically adjusting the depth target according to the scaling factor. As a novel paradigm, BEVDet [15] makes the first attempt at apply-
ing a strong data augmentation strategy in vision-based 3D object detection. As BEVDet explicitly encodes features in the BEV space, it is scalable in multiple aspects including multi-tasks learning, multi-sensors fusion, and temporal fusion. BEVDet4D is the temporal extension of BEVDet [15].

So far, few works have exploited the temporal cues in vision-based 3D object detection. Thus, the existing paradigms [40, 41, 42, 22, 15] perform relatively poorly in predicting the time-relevant targets like velocity than the LiDAR-based [46] or radar-based [27] methods. To the best of our knowledge, [1] is the only one pioneer in this perspective. However, they predict the results based on a single frame and exploit the 3D Kalman filter to update the results for the temporal consistency of results between image sequences. The temporal cues are exploited in the post-processing phase instead of the end-to-end learning framework. Differently, we make the first attempt in exploiting the temporal cues in the end-to-end learning framework BEVDet4D, which is elegant, powerful, and still scalable. BEVFormer [18] is a concurrent work of BEVDet4D. Analogous to those [5, 8, 9] in the VID literature, they mainly focus on the feature fusion in the spatial-temporal 4D working space with the attention mechanism [37]. The comparable velocity precision of BEVFormer is achieved by fusing features from multiple adjacent frames (i.e., 4 frames in total), which is analogous to most LiDAR-based methods [2, 46] with points from multiple sweeps. This is fundamentally different from the proposed BEVDet4D, which uses merely two adjacent frames and achieved a higher velocity precision in a more elegant pattern.

2.2. Object Detection in Video

Video object detection mainly fueled by the ImageNet VID dataset [33] is analogous to the well-known tasks of common object detection [19] which performs and evaluates the object detection task in the image-view space. The difference is that detecting objects in video can access the temporal cues for improving detection accuracy. The methods in this area access the temporal cues mainly according to two kinds of mediums: the predicting results or the intermediate features. The former [45] is analogous to [11] in vision-based 3D object detection, who optimizes the prediction results in a tracking pattern. The latter reutilizes the features from the previous frame based on some special architectures like LSTM [14] for feature distillation [21, 20, 25], attention mechanism [37] for feature querying [6, 8, 9], and optical flow [10] for feature alignment [52, 51].

Specific for the scene of autonomous driving, BEVDet4D is analogous to the flow-based methods in mechanism but accesses the spatial correlation according to the ego-motion and conducts feature aggregation in the 3D space. Besides, BEVDet4D mainly focuses on the prediction of the velocity targets which is not in the scope of the common video object detection literature.

3. Methodology

3.1. Network Structure

As illustrated in Fig. 2, the overall framework of BEVDet4D is built upon the BEVDet [14] baseline which is consists of four kinds of modules: an image-view encoder, a view transformer, a BEV encoder, and a task-specific head. All implementation details of these modules are kept unchanged. To exploit the temporal cues, BEVDet4D extends the baseline by retaining the BEV features generated by the view transformer in the previous frame. Then the retained feature is merged with the one in the current frame. Before that, an alignment operation is conducted to simplify the learning targets which will be detailed in the following subsection. We apply a simple concatenation operation to merge the features for verifying the BEVDet4D paradigm. More complicated fusing strategies have not been exploited in this paper.

Besides, the feature generated by the view transformer is sparse, which is too coarse for the subsequential modules to exploit the temporal cues. Therefore, an extra BEV encoder is applied to adjust the candidate features before the temporal fusion. In practice, the extra BEV encoder consists of two naive residual units [13], whose channel number is set the same as the input feature.

3.2. Simplify the Velocity Learning Task

Symbol Definition Following nuScense [2], we denote the global coordinate system as $O_g - XYZ$, the ego coordinate system as $O_e(T) - XYZ$, and the targets coordinate system as $O_{t(T)} - XYZ$. As illustrated in Fig. 3, we construct a virtual scene with a moving ego vehicle and two target vehicles. One of the targets is static (i.e., $O_s - XYZ$ painted green) in the global coordinate system, while the other one is moving (i.e., $O_m - XYZ$ painted blue). The objects in two adjacent frames (i.e., frame $T - 1$ and frame $T$) are distinguished with different transparency. The position of the objects is formulated as $P(t)$. $x \in \{g, e(T), e(T - 1)\}$ denotes the coordinate system where the position is defined in. $t \in \{T, T - 1\}$ denotes the time when the position is recorded. We use $T_{src}^{det}$ to denote the transformation from the source coordinate system into the target coordinate system.

Instead of directly predicting the velocity of the targets, we tend to predict the translation of the targets in the two adjacent frames. In this way, the learning task can be simplified as the time factor is removed and the positional shifting can be measured just according to the difference between the two BEV features. Besides, we tend to learn the position shifting that is irrelevant to the ego-motion. In this way, the learning task can also be simplified as the ego-motion
According to Eq. 1, if we directly concatenate the two features, the learning target (i.e., the positional shifting of the target in the two features) of the following modules is relevant to the ego-motion. By applying alignment operation in the second row, the learning targets can be simplified.

\[
P^c_s(T) = \mathbf{L}_a P_s(T) - \mathbf{L}_a P_s(T-1)
\]

(1)

The positional shifting in the two features should be formulated as:

\[
P^c_s(T) = \mathbf{T}^e(T) P^g_s(T) - \mathbf{T}^e(T-1) \mathbf{T}^g_s(T-1)
\]

According to Eq. 1, if we directly concatenate the two features, the learning target (i.e., the positional shifting of the target in the two features) of the following modules is relevant to the ego-motion (i.e., \(T^e(T-1)\)). To avoid this, we shift the target in the adjacent frame by \(T^e(T-1)\) to remove the fraction of ego-motion.

\[
\begin{align*}
P^e_s(T) &= \mathbf{L}_a P_s(T) - \mathbf{L}_a P_s(T-1) \\
&= \mathbf{T}^e(T) P^g_s(T) - \mathbf{T}^e(T-1) \mathbf{T}^g_s(T-1) \\
&= \mathbf{T}^e(T) P^g_s(T) - \mathbf{T}^e(T) \mathbf{T}^g_s(T-1)
\end{align*}
\]

(2)

According to Eq. 2, the learning target is set as the object’s motion in the current frame’s ego coordinate system, which is irrelevant to the ego-motion.

In practice, the alignment operation in Eq. 2 is achieved by feature alignment. Given the candidate features of the previous frame \(F(T-1, P^e(T-1))\) and the current frame \(F(T, P^e(T))\), the aligned feature can be obtained by:

\[
F'(T-1, P^e(T)) = F(T-1, \mathbf{T}^e(T-1) P^e(T))
\]

(3)

Along with Eq. 3, bilinear interpolation is applied as \(\mathbf{T}^e(T-1) P^e(T)\) may not be a valid position in the sparse feature of \(F(T-1, P^e(T-1))\). The interpolation is a sub-optimal method that will lead to precision degeneration. The magnitude of the precision degeneration is negatively correlated with the resolution of the BEV features. A more precise method is to adjust the coordinates of the point cloud generated by the lifting operation in the view transformer [30]. However, it is deprecated in this paper as it will destroy the precondition of the acceleration method proposed in the naive BEVDet [15]. The magnitude of the
Table 1: Comparison of different paradigms on the nuScenes val set. † initialized from a FCOS3D backbone. ‡ with test-time augmentation. # with model ensemble.

| Methods      | Image Size | #param. | GFLOPs | Modality         | mAP | mATE | mASE | mAOE | mAVE | mAEE | NDS | FPS |
|--------------|------------|---------|--------|------------------|-----|------|------|------|------|------|-----|-----|
| CenterFusion | 800×450    | 20.4M   | -      | Camera & Radar   | 0.322 | 0.649 | 0.263 | 0.353 | 0.340 | 0.142 | 0.455 | -   |
| VoxNet       | -          | 8.8M    | -      | LiDAR            | 0.563 | 0.292 | 0.253 | 0.316 | 0.287 | 0.191 | 0.648 | 14.1|
| PointPillar  | -          | 6.0M    | -      | LiDAR            | 0.487 | 0.315 | 0.260 | 0.368 | 0.323 | 0.203 | 0.597 | 17.9|
| CenterNet    | -          | -       | -      | Camera           | 0.306 | 0.716 | 0.264 | 0.699 | 1.426 | 0.658 | 0.325 | -   |
| FCOS3D       | 400×900    | 52.5M   | 2.008.2| Camera           | 0.295 | 0.806 | 0.268 | 0.511 | 1.315 | 0.170 | 0.372 | 1.7  |
| DETR3D       | 400×900    | 51.3M   | 1.016.8| Camera           | 0.303 | 0.860 | 0.278 | 0.437 | 0.967 | 0.235 | 0.374 | 2.0  |
| PGD          | 400×900    | 53.6M   | 2.232.0| Camera           | 0.335 | 0.732 | 0.263 | 0.423 | 1.285 | 0.172 | 0.409 | 1.4  |
| PETR-R50     | 1056×384   | -       | -      | Camera           | 0.313 | 0.768 | 0.278 | 0.564 | 0.923 | 0.225 | 0.381 | 10.7 |
| PETR-R101    | 1408×512   | -       | -      | Camera           | 0.357 | 0.710 | 0.270 | 0.490 | 0.885 | 0.224 | 0.421 | 3.4  |
| PETR-Tiny    | 1408×512   | -       | -      | Camera           | 0.361 | 0.732 | 0.273 | 0.497 | 0.808 | 0.185 | 0.431 | -    |
| BEVDet-Tiny  | 704×256    | 52.6M   | 215.3  | Camera           | 0.312 | 0.691 | 0.272 | 0.523 | 0.909 | 0.247 | 0.392 | 15.6 |
| BEVDet-Base  | 1600×640   | 126.6M  | 2.962  | Camera           | 0.393 | 0.608 | 0.259 | 0.366 | 0.822 | 0.191 | 0.472 | 1.9  |
| BEVFormer    | 1600×900   | -       | -      | Camera           | 0.416 | 0.673 | 0.274 | 0.372 | 0.394 | 0.198 | 0.517 | 1.7  |
| BEVDet4D-Tiny| 704×256    | 53.6M   | 222.0  | Camera           | 0.338 | 0.672 | 0.274 | 0.460 | 0.337 | 0.185 | 0.476 | 15.5 |
| BEVDet4D-Base| 1600×640   | 127.6M  | 2.989  | Camera           | 0.421 | 0.579 | 0.258 | 0.329 | 0.301 | 0.191 | 0.548 | 1.9  |
| FCOS3D†§#    | 400×900    | -       | -      | Camera           | 0.343 | 0.723 | 0.283 | 0.422 | 1.292 | 0.183 | 0.415 | -    |
| DETR3D†§#   | 400×900    | 51.3M   | -      | Camera           | 0.349 | 0.716 | 0.268 | 0.379 | 0.842 | 0.200 | 0.434 | -    |
| PGD†§#       | 400×900    | 53.6M   | -      | Camera           | 0.369 | 0.683 | 0.260 | 0.439 | 1.268 | 0.185 | 0.428 | -    |
| PETR-R101†§#| 1600×900   | -       | -      | Camera           | 0.370 | 0.711 | 0.267 | 0.383 | 0.865 | 0.201 | 0.442 | -    |
| BEVDet-Base†§| 1600×640   | 126.6M  | -      | Camera           | 0.397 | 0.595 | 0.257 | 0.355 | 0.818 | 0.188 | 0.477 | -    |
| BEVDet4D-Base†§| 1600×640 | 126.6M  | -      | Camera           | 0.426 | 0.560 | 0.254 | 0.317 | 0.289 | 0.186 | 0.552 | -    |

4. Experiment

4.1. Experimental Settings

Dataset We conduct comprehensive experiments on a large-scale dataset, nuScenes [2]. nuScenes dataset includes 1000 scenes with images from 6 cameras with surrounding views, points from 5 Radars and 1 LiDAR. It is the up-to-date popular benchmark for 3D object detection [40] [42] [41] [29] and BEV semantic segmentation [32] [30] [28] [44]. The scenes are officially split into 700/150/150 scenes for training/validation/testing. There are up to 1.4M annotated 3D bounding boxes for 10 classes: car, truck, bus, trailer, construction vehicle, pedestrian, motorcycle, bicycle, barrier, and traffic cone. Following CenterPoint [46], we define the region of interest (ROI) within 51.2 meters in the ground plane with a resolution of 0.8 meters by default.

Evaluation Metrics For 3D object detection, we report the official predefined metrics: mean Average Precision (mAP), Average Translation Error (ATE), Average Scale Error (ASE), Average Orientation Error (AOE), Average Velocity Error (AVE), Average Attribute Error (AAE), and NuScenes Detection Score (NDS). The mAP is analogous to that in 2D object detection [19] for measuring the precision and recall, but defined based on the match by 2D center distance on the ground plane instead of the Intersection over Union (IOU) [2]. NDS is the composite of the other indicators for comprehensively judging the detection capacity.

The remaining metrics are designed for calculating the positive results’ precision on the corresponding aspects (e.g., translation, scale, orientation, velocity, and attribute).

Training Parameters Following BEVDet [15], models are trained with AdamW [24] optimizer, in which gradient clip is exploited with learning rate 2e-4, a total batch size of 64 on 8 NVIDIA GeForce RTX 3090 GPUs. Sublinear memory cost [4] is used for GPU memory management. We apply a cyclic policy [43], which linearly increases the learning rate from 2e-4 to 1e-3 in the first 40% schedule and linearly decreases the learning rate from 1e-3 to 0 in the remainder epochs. By default, the total schedule is terminated within 20 epochs.

Data Processing We keep all data processing settings the same as BEVDet [15]. Specifically, we use $W_{in} \times H_{in}$ to denote the width and height of the input image. By default in the training process, the source images with 1600×900 resolution [2] are processed by random flipping, random scaling with a range of $s \in [W_{in}/1600 - 0.06, W_{in}/1600 + 0.11]$, random rotating with a range of $r \in [-5.4^\circ, 5.4^\circ]$, and finally cropping to a size of $W_{in} \times H_{in}$. The cropping is conducted randomly in the horizon direction but is fixed in the vertical direction (i.e., $(y_1, y_2) = (\max(0, s * 900 - H_{in}), y_1 + H_{in})$, where $y_1$ and $y_2$ are the upper bound and the lower bound of the target region.) In the BEV space, the input feature and 3D object detection targets are augmented by random flipping, random rotating with a range of $[-22.5^\circ, 22.5^\circ]$, and random scaling with a range of $[0.95, 1.05]$. Following CenterPoint [46], all mod-
els are trained with CBGS [50]. In testing time, the input images are scaled by a factor of $s = W_{in}/1600 + 0.04$ and cropped to $W_{in} \times H_{in}$ resolution with a region defined as $(x_1, x_2, y_1, y_2) = ((0.5 * (s * 1600 - W_{in})), x_1 + W_{in}, s * 900 - H_{in}, y_1 + H_{in})$.

Inference Speed We conduct all experiments based on MMDetection3D [7]. The inference speed is the average upon 6019 validation samples [2]. For monocular paradigms like FCOS3D [40] and PGD [41], the inference speeds are divided by a factor of 6 (i.e., the number of images in a single sample [2]), as they take each image as an independent sample. By default, the inference acceleration method proposed in BEVDet [15] is applied.

4.2. Benchmark Results

4.2.1 nuScenes val set

We comprehensively compare the proposed BEVDet4D with the baseline method BEVDet [15] and other paradigms like FCOS3D [40], PGD [41], DETR3D [42], PETR [22], Graph-DETR3D [6] and BEVFormer [18]. Their numbers of parameters, computational budget, inference speed, and accuracy on the nuScenes val set are all listed in Tab. 1. Some state-of-the-art methods with other sensors are also listed for comparison like LiDAR-based method CenterPoint [46] and radar-based method CenterFusion [27].

The high-speed version dubbed BEVDet4D-Tiny scores 47.6% NDS on nuScenes val set, which exceeds the baseline (i.e., BEVDet-Tiny [15] with 39.2% NDS) by a large margin of +8.4% NDS. The improvement in the composite indicator NDS mainly derives from the reduction of the orientation error, the velocity error, and the attribute error. Specifically, benefiting from the well-designed BEVDet4D paradigm, the velocity error is significantly decreased by -62.9% from BEVDet-Tiny 0.909 mAVE to BEVDet4D-Tiny 0.337 mAVE. For the first time, the precision of the velocity prediction in the camera-based methods notably exceeds the CenterFusion [27] 0.540 mAVE, who relies on the multi-sensor fusion with camera and radar for high precision in this aspect. Besides, at a similar inference speed, velocity precision of BEVDet4D-Tiny is also comparable with the state-of-the-art LiDAR-based method PointPillar [17] (i.e., 17.9 FPS and 0.323 mAVE) implemented in [46]. With respect to the orientation prediction, the proposed method also reduces the error in this aspect by -12.0% from BEVDet-Tiny 0.523 mAOE to BEVDet4D-Tiny 0.460 mAOE. This is because the orientation and velocity of the targets are strong-coupled. Analogously, the attribute error is reduced by -25.1% from BEVDet-Tiny 0.247 mAAE to BEVDet4D-Tiny 0.185 mAAE.

While upgrading the paradigm to BEVDet4D-Base analogous to BEVDet-Base [15], the promotion on the baseline is slightly narrowed to +7.3% on the composite indicator NDS from BEVDet-Base 47.2% NDS to BEVDet4D-Base 54.5% NDS. This surpasses the concurrent work of BEVFormer [18] by +2.8% NDS (i.e., 54.5% NDS v.s. 51.7% NDS), while running faster than it in test time (i.e., 1.9 FPS v.s. 1.7 FPS). With test time augmentation, we further push the performance boundary to 55.2% NDS. It is worth noting that, thanks to the few framework adjustments, BEVDet4D achieves the aforementioned performance improvement at the cost of negligible extra inference latency.

4.2.2 nuScenes test set

For the nuScenes test set, we train the BEVDet4D-Base configuration on the train and val sets. A single model with test time augmentation is adopted. As listed in Tab. 2, BEVDet4D ranks first on the nuScenes vision-based 3D object detection leader board with a score of 56.9% NDS, substantially surpassing the previous leading method BEVDet [15] by +8.7% NDS. It also exceeds the concurrent work of BEVFormer [18] by +3.4% NDS and significantly ex-
Table 3: Results of ablation study on the nuScenes val set. The align operation includes rotation (R) and translation (T). Extra denotes the extra BEV encoder. Aug. denotes the augmentation in extra time dimension when selecting the adjacent frame.

| Methods       | Align | Target | Extra | Weight | Aug. | mAP↑ | NDS↑ | mATE↓ | mASE↓ | mAOE↓ | mAVE↓ | mAAE↓ | #param | GFLOPs | FPS |
|---------------|-------|--------|-------|--------|------|------|------|-------|-------|-------|-------|-------|--------|--------|-----|
| BEVDet        | Speed | 0.2    |       |        |      | 0.312| 0.392| 0.691 | 0.272 | 0.525 | 0.909 | 0.247 | 52.5M  | 215.3  | 7.8 |
| A             | Speed | 0.2    |       |        |      | 0.296| 0.376| 0.711 | 0.274 | 0.501 | 1.344 | 0.234 | 52.6M  | 215.9  | 7.8 |
| B             | T     | 0.2    |       |        |      | 0.321| 0.393| 0.672 | 0.272 | 0.525 | 1.186 | 0.215 | 52.6M  | 215.9  | 7.8 |
| C             | T     | Offset | 0.2   |        |      | 0.320| 0.440| 0.697 | 0.274 | 0.514 | 0.479 | 0.229 | 52.6M  | 215.9  | 7.8 |
| D             | T     | Offset |       |        | ✓    | 0.323| 0.449| 0.680 | 0.274 | 0.480 | 0.479 | 0.209 | 53.6M  | 222.0  | 7.7 |
| E             | T     | Offset |       |        | ✓    | 1.0  |     | 0.322| 0.452 | 0.685 | 0.271 | 0.496 | 0.435 | 0.201 | 53.6M  | 222.0  | 7.7 |
| F             | R&T   | Offset | ✓     |        |      | 0.321| 0.461| 0.681 | 0.272 | 0.461 | 0.376 | 0.203 | 53.6M  | 222.0  | 7.7 |
| G             | R&T   | Offset | ✓     |        | ✓    | 1.0  |     | 0.340| 0.481| 0.660 | 0.270 | 0.453 | 0.328 | 0.176 | 53.6M  | 222.0  | 7.7 |


Figure 4: Ablation on the time interval between the current frame and the reference one. Points drawn in the same color are in the same training configuration.

4.3. Ablation Studies

4.3.1 Road Map of Building BEVDet4D

In this subsection, we empirically show how the robust performance of BEVDet4D is built. BEVDet-Tiny [15] without acceleration is adopted as a baseline. In other words, the spatial alignment operation in BEVDet4D is conducted within the view transformer by adjusting the pseudo point cloud [30]. The results of different configurations are listed in Tab. 3. Some key factors are discussed one by one in the following.

Directly concatenate the current frame feature with the previous one in configuration Tab. 3(A), the overall performance drops from 39.2% NDS to 37.6% NDS by -1.6%. This modification degrades the models’ performance, especially on the translation and the velocity aspects. We conjecture that, due to the ego-motion, the positional shift of the same static object between the two candidate features will confuse the following modules’ judgment on the object position. With respect to the moving object, it is more complicated for the modules to judge out the velocity target defined in the current frame’s ego coordinate system [15] from the positional shift between the two candidate features which is described in Eq. [1]. As to this end, the module needs to remove the fraction of ego-motion from this positional shift and consider the time factor.

By conducting translation-only align operation in configuration Tab. 3(B), we enable the modules to utilize the position-aligned candidate features to make better perceptions of the static targets. Besides, the velocity predicting task is simplified by removing the fraction of the ego-motion. As result, the translation error is reduced by -5.4% to 0.672, which has surpassed the baseline configuration with a translation error of 0.691. Moreover, the velocity error is also reduced by -23.2% from configuration Tab. 3(A) 1.544 mAVE to configuration Tab. 3(B) 1.186 mAVE. However, this velocity error is still larger than that of the baseline configuration. We conjecture that the distribution of the positional shift is far from that of the velocity due to the inconsistent time duration between the two adjacent frames.

Further removing the time factor in configuration Tab. 3(C), we let the module directly predict the targets’ positional shift in two candidate features. This modification successfully simplifies the learning targets and makes the trained module more robust on the validation set. The velocity error is thus further reduced by a large margin of -59.6% to 0.479 mAVE, which is just 52.7% of the naive BEDVet [15].

In configuration Tab. 3(D), we apply an extra BEV encoder before concatenating the two candidate features. This slightly enlarges the computational budget by 2.8%. The change of inference speed is negligible. However, this modification offers comprehensive improvement on the baseline
Table 4: Ablation study for the precision degeneration of the interpolation operation on the nuScenes val set.

| Configuration | BEV Resolution | Align | mAP↑ | NDS↑ | mATE↓ | mASE↓ | mAOE↓ | mAVE↓ | mAAE↓ | #param. | GFLOPs | FPS |
|---------------|----------------|-------|------|------|-------|-------|-------|-------|-------|--------|--------|-----|
| A             | 0.8m×0.8m      | Within| 0.320| 0.440| 0.697 | 0.274 | 0.514 | 0.479 | 0.229 | 52.6M   | 215.9  | 7.8 |
| B             | 0.8m×0.8m      | After | 0.313| 0.438| 0.685 | 0.273 | 0.529 | 0.499 | 0.205 | 52.6M   | 215.9  | 15.6|
| C             | 0.4m×0.4m      | Within| 0.326| 0.452| 0.651 | 0.273 | 0.455 | 0.516 | 0.216 | 52.6M   | 440.8  | 6.8 |
| D             | 0.4m×0.4m      | After | 0.327| 0.453| 0.657 | 0.271 | 0.463 | 0.497 | 0.219 | 52.6M   | 440.8  | 10.0|

Table 5: Ablation study for the position of temporal fusion in BEVDet4D on the nuScenes val set.

| Methods       | Configuration | Position       | mAP↑ | NDS↑ | mATE↓ | mASE↓ | mAOE↓ | mAVE↓ | mAAE↓ |
|---------------|---------------|----------------|------|------|-------|-------|-------|-------|-------|
| BEVDet4D      | -             | -              | 0.312| 0.392| 0.691 | 0.272 | 0.323 | 0.503 | 0.429 |
|               | A             | Before Extra BEV Encoder | 0.320| 0.442| 0.687 | 0.277 | 0.519 | 0.480 | 0.214 |
|               | B             | After Extra BEV Encoder | 0.323| 0.453| 0.674 | 0.272 | 0.503 | 0.429 | 0.208 |
| BEVDet4D      | C             | After Encoder   | 0.311| 0.394| 0.720 | 0.274 | 0.536 | 0.838 | 0.245 |

(i.e., Tab.3(C)). The overall performance is improved by +0.9% NDS from 44.0% to 44.9%. By adjusting the loss weight of velocity prediction in the training process, configuration Tab.3(E) reduces the velocity error to 0.435.

By considering the rotation variance of the ego pose in the align operation, configuration Tab.3(F) further reduces the velocity error by 13.6% from 0.435 (i.e., Tab.3(E)) to 0.376. This indicates that a precise align operation can help increase the precision of velocity prediction.

To search for the optimal test time interval between the current frame and the reference one, we use the unlabeled camera sweeps with 12Hz instead of the annotated camera frames (2Hz) in configuration Tab.5(G). The time interval between two camera sweeps is denoted as $T \approx 0.083$s. We select three different time intervals in each training configuration and judge the adjusting direction by comparing them in test time. In this way, we can avoid the training disturbance in searching for this hyper-parameter. According to Fig.4 The optimal interval is around 15T which is set as the test time interval by default in this paper. During the training process, we conduct data augmentation by randomly sampling time intervals within $[3T, 27T]$. As a result, configuration Tab.5(G) further reduces the velocity error by 12.8% from 0.376 to 0.328.

### 4.3.2 Precision Degeneration of the Interpolation

We use configuration Tab.3(C) to exploit the precision degeneration of the interpolation operation. Several ablation configurations are constructed in Tab.4 to study the factors like the BEV resolution and the interpolation operation. When a low BEV resolution of 0.8m×0.8m is applied, we observed a slight drop in velocity precision from configuration Tab.4(A) 0.479 mAVE to (B) 0.499 mAVE. This indicates that aligning the feature map after the view transformation with interpolation operation will introduce systematic error. However, the precondition of acceleration in BEVDet [15] can be maintained in configuration Tab.4(B). Benefitting from the acceleration method, the inference speed can be scaled up to 15.6 FPS, which is twice that of the configuration Tab.3(A).

When a high BEV resolution of 0.4m×0.4m is applied, the performance difference between aligning within the view transformation and aligning after view transformation with interpolation operation is negligible (i.e. Tab.3(C)) with 45.2 NDS v.s. Tab.4(D) with 45.3 NDS). High BEV resolution can help reduce the precision degeneration caused by the interpolation operation. Besides, from the perspective of inference acceleration, conducting aligning operations within the view transformation is deprecated.

### 4.3.3 The Position of the Temporal Fusion

It is not trivial to select the position of the temporal fusion in the BEVDet4D framework. We compare some typical positions in Tab.5 to study this problem. Among all configurations, conducting temporal fusion after the extra BEV encoder in configuration Tab.5(B) is the most applicable one with the lowest velocity error of 0.429 mAVE. When bringing forward the temporal fusion in configuration Tab.5(A), the velocity error is increased by +11.9% to 0.480 mAVE. This indicates that the BEV feature generated by the view transformer is too coarse to be directly applied. An extra BEV encoder before temporal fusion can help alleviate this problem. When we postpone the temporal fusion to the back of the BEV encoder in configuration Tab.5(C), the overall performance degenerates to 39.4% NDS which is close to the baseline BEVDet [15] with 39.2% NDS. More precisely, the feature from the previous frame helps slightly reduce the velocity error from 0.909 mAVE to 0.838 but increases the translation error from 0.691 mATE to 0.720 mATE. This indicates that the BEV encoder plays an important role in effectuating the proposed BEVDet4D paradigm by resisting the positional misleading from the previous frame feature and estimating the velocity according to the difference between the two candidate features.
5. Conclusion

We pioneer the exploitation of vision-based autonomous driving in the spatial-temporal 4D space by proposing BEVDet4D to lift the scalable BEVDet \cite{BEVDet} from spatial-only 3D working space into spatial-temporal 4D working space. BEVDet4D retains the elegance of BEVDet while substantially pushing the performance in multi-camera 3D object detection, particularly in the velocity prediction aspect. Future works will focus on the design of framework and paradigm for actively mining the temporal cues.
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