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Abstract—One of the challenging input settings for visual servoing is when the initial and goal camera views are far apart. Such settings are difficult because the wide baseline can cause drastic changes in object appearance and cause occlusions. This paper presents a novel self-supervised visual servoing method for wide baseline images which does not require 3D ground truth supervision. Existing approaches that regress absolute camera pose with respect to an object require 3D ground truth data of the object in the forms of 3D bounding boxes or meshes. We learn a coherent visual representation by leveraging a geometric property called 3D equivariance—the representation is transformed in a predictable way as a function of 3D transformation. To ensure that the feature-space is faithful to the underlying geodesic space, a geodesic preserving constraint is applied in conjunction with the equivariance. We design a Siamese network that can effectively enforce these two geometric properties without requiring 3D supervision. With the learned model, the relative transformation can be inferred simply by following the gradient in the learned space and used as feedback for closed-loop visual servoing. Our method is evaluated on objects from the YCB dataset, showing meaningful outperformance on a visual servoing task, or object alignment task with respect to state-of-the-art approaches that use 3D supervision. Ours yields more than 35% average distance error reduction and more than 90% success rate with 3cm error tolerance.

I. INTRODUCTION

Camera motion introduces scene parallax, which provides a strong visual cue to, in turn, recover the camera egomotion. The ability to recover such camera egomotion brings out a number of robotics applications such as image-based auto-steering [1], [2], hand-eye coordination for robot object tracking [3], [4], and active scene perception for navigation. Classical visual servoing approaches [5]–[7] that leverage local image feature matching have shown remarkable performance, which enabled robots to precisely estimate the relative transformation without prior knowledge. A key challenge arises in wide baseline egomotion where local image feature matching does not apply which can be due to occlusions or the fact that the appearance of local image patches changes drastically as the baseline increases. Learning-based approaches which regress the absolute pose of the camera with respect to a pre-defined object coordinate system offer a viable remedy. With these methods, the relative transformation can be derived from two predicted absolute poses. These approaches, however, require 3D supervision: the 3D spatial relationship between the camera and pre-defined object coordinate system. The pre-defined coordinate system needs to be labeled in some form, such as a 3D bounding box or mesh [8], which is difficult to scale for general objects.

In the context of visual servoing, there are significant recent efforts to address the limitations of classical methods using learning-based approaches [4], [9]–[11]. At the moment, these methods rely on direct regression of the absolute pose as input to the controller or learning of visual keypoints. In this paper, we show that visual servoing can be performed directly in the learned feature space. Specifically, we present a novel self-supervised visual servoing method for wide baseline transformations without 3D supervision. Our main idea is inspired by human embodied perception, where we learn object transformation as we move without 3D ground truth. Specifically, there exists a visual representation that possesses a geometric property called 3D equivariance—the visual representation is transformed as a function of 3D transformation. For instance, when an object is translated from one location to another, its visual representation must undergo the transformation that accounts for the translation.

Our method uses pairs of source and target images and their relative transformation to learn a coherent visual representation. To avoid a trivial solution, we integrate the geodesic preserving property into representation learning in conjunction with 3D equivariance. With the learned representation, we formulate the problem of estimating the optimal transformation as one can best explain the feature transformation.

To learn a generalizable representation, our approach needs the training dataset that spans all possible combina-
tions of source and target pairs over $SE(3)$ manifold. This is, in practice, highly intractable due to its six-dimensional nature. We introduce dimensional reduction by object centering scheme, i.e., an object is centered at the image center (principle point) with fixed size as if the camera closely tracks the object with constant distance. This reduces the space of transformation to three dimension, which allows representation learning with tractable sampling.

We design a Siamese network that can effectively apply 3D equivariance and geodesic preservation. Each network is made of the visual feature extractor (ResNet18), and the feature from the source image is transformed by the feature transformer (multilayer perceptrons) conditioned on the input transformation. We evaluate our method on YCB data by comparing with state-of-the-art learning-based visual servoing approaches. Although our method is not designed for 3D alignment, we show that it also outperforms the others in 3D alignment metrics.

**3D object supervision vs. 3D egomotion supervision** Our method uses 3D relative egomotion as a supervisory signal to learn a representation. This supervision differs from 3D object supervision. In visual servoing, 3D camera egomotion can be trivially obtained by motor encoder readings unlike 3D object geometry. To attain 3D ground truth for object geometry, in practice, it requires (1) a 3D representation from either 3D CAD models or 3D reconstruction\(^1\) and (2) a visual alignment with images. This alignment is often conducted by manual annotation or sophisticated capture systems. Our approach uses the camera egomotion from encoder reading, which is readily generalizable to a new set of objects.

In summary, the core contributions of the paper are 1) self-supervised learning for visual feature representation and equivariance feature transformation; 2) estimation of relative transformation for the target image with respect to a current camera coordinate frame using backpropagation of network; 3) an improved servoing method which can handle large changes in target object appearance.

### II. Related Work

Visual servoing (VS) is one of the core robot capabilities, applicable to a wide range of robotics tasks including robot navigation, tracking, and robot control with hand-eye cameras [5], [6]. Classical VS uses a measure of local image feature matching [5]–[7] as visual sensory feedback where visual alignment with sub-pixel precision can be achieved when the source and target images are similar enough, i.e., narrow baseline. However, the classical VS is not applicable to wide baseline visual servoing because the main assumption of visual feature matching does not hold, i.e., the local feature is valid only up to affine transformation. This leads to a local minimum for 3D transformation search.

Camera pose estimation with respect to an object coordinate system has been studied, which can address the limitation of classical VS, e.g., using 3D reconstructed geometry of an object [12]–[15] to localize camera poses. More flexible representation can be achieved by incorporating representation learning: regressing absolute camera pose directly from RGB or depth images [16]–[18]. Notably, Sattler et al. [19] extensively discussed the limitation of these end-to-end learning approaches.

On the other hand, in robotics, there are state-of-the-art object pose estimation approaches based on deep neural networks [8], [20]–[22] for grasping with a robot manipulator. These approaches focus on pose regression in cluttered environments with 3D supervision (requiring 3D ground truth object bounding boxes or meshes). This requirement poses a substantial challenge because obtaining such ground truth data, in particular 3D data is difficult. Existing datasets provide a limited set of objects where application to generalized objects remains in question. Our method addresses this challenge by learning the relative transformation directly without 3D supervision.

Devgon et al. [4] suggest a deep learning regression approach to estimate a relative orientation between two depth images. Since this approach can estimate the orientation within 30 degrees, it is hard to apply for a wide range of applications. Bateux et al. [9] suggest a CNN-based visual servoing system. This approach iteratively regresses a relative pose from a current image to a given reference image. The network is trained in a supervised manner for regression of the relative pose between two input images. Samuel et al. [23] also propose an autoencoder network to learn low dimensional embedding space and perform VS in the latent space. However, they use generated images from only one scene or few scenes on the plane surface. For the motion of cameras or robots based on visual inputs, there are many Reinforcement Learning (RL) approaches [24], [25]. These RL approaches learn an inverse model from collected image-action sequences, and then the trained inverse model predicts action for given consecutive images [26]. However, the performance of these approaches is degraded drastically if the input image is from out-of-distribution. In addition, RL approaches generate an action based on several consecutive visual inputs, which is hard to generate a whole sequence of trajectory to the target image.

### III. Method

We estimate the relative 3D transformation between the source and target images where the baseline between two images (camera poses) is substantially large, i.e., local feature matching (SIFT [27]) based approaches do not apply. Unlike existing works [8], [20]–[22] that learn absolute pose with respect to an object coordinate system, hence requiring labeled data, we design a self-supervised representation learning framework based on their relative transformation. To enable self-supervised learning, we leverage a geometric property called 3D equivariance to jointly learn a visual representation and its feature transformation in an end-to-end manner. To avoid a trivial solution, we incorporate a geodesic preserving constraint. Note that our method does not require any supervision for the object-specific coordinate system. To

\(^1\)An additional mesh or bounding box alignment is needed for multiple instances.
that end, we design a Siamese neural network architecture that can effectively enforce the 3D equivariance.

A. 3D Equivariant Representation Learning

Consider an image $I \in \mathbb{I}$ where $I = [0, 1]^{W \times H \times 3}$, and $W$ and $H$ are the width and the height of the image, respectively. The image is transformed to a target image via a warping function $\mathcal{W}: \mathbb{I} \times \mathbb{R}^d \rightarrow \mathbb{I}$ parametrized by a transformation, i.e., $I_{\text{tar}} = \mathcal{W}(I, p)$ where $I_{\text{tar}}$ is the target image, and $p$ is a parametric transformation. For example, in a perspective image warping, $p \in \mathbb{R}^4$ is the homography, and $\mathcal{W}$ is the image compositional mapping.

Equiréference is a geometric property that the visual feature of $I$ is transformed in a predictable way:

$$f(\mathcal{W}(I, p)) = h_{\mathcal{W}}(f(I))$$  \hspace{1cm} (1)

where $f : \mathbb{I} \rightarrow \mathbb{R}^n$ is the learnable feature extractor that takes as input the image and outputs $n$ dimensional feature vector. $h_{\mathcal{W}} : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the feature transformer, parametrized by the warping $\mathcal{W}$. Feature invariance is the special instance of equiréference where $h_{\mathcal{W}}$ is the identity mapping, i.e., $f(\mathcal{W}(I, p)) = f(I)$.

We cast the visual servoing problem as a feature matching problem by generalizing 2D equivariance to 3D equivariance where $p \in SE(3)$. Specifically, we jointly learn the feature extractor $f$ and transformer $h_{\mathcal{W}}$ by minimizing:

$$\mathcal{L}_{\text{equi}}(\theta_f, \theta_h) = \sum_{\{I_{\text{src}}, I_{\text{tar}}\}} \|f(\mathcal{W}(I_{\text{src}}, p)) - h_{\mathcal{W}}(f(I_{\text{src}}))\|^2$$

$$= \sum_{\{I_{\text{src}}, I_{\text{tar}}\}} \|f(I_{\text{tar}}) - h_{\mathcal{W}}(f(I_{\text{src}}))\|^2$$  \hspace{1cm} (2)

where $I_{\text{src}}$ and $I_{\text{tar}}$ are the source and target images that are related by their relative $SE(3)$ transformation $p$. $\theta_f$ and $\theta_h$ are the learnable weights that parametrize the feature extractor and transformer, respectively.

B. Geodesic Preserving Representation Learning

Representation learning based on the equiréference alone may lead to a trivial solution, e.g., $f(I) = 0$. We prevent such trivial cases by enforcing geodesic preservation:

$$d(h_{\mathcal{W}}(I), f(I)) = c\|p\|$$  \hspace{1cm} (3)

where $d(\cdot, \cdot)$ is the geodesic distance between two features, and $c$ is a non-zero constant. Since the feature distance between a feature and its transformed feature is proportional to the relative transformation between two, the learned representation is expected to span the space of $SE(3)$, i.e., nontrivial.

We use Euclidean distance in $\mathbb{R}^n$ as a distance metric, i.e., $d(\cdot, \cdot) = \|\cdot\|$. With the distance metric, we enforce geodesic preservation by minimizing the following loss:

$$\mathcal{L}_{\text{geo}}(\theta_f, \theta_h) = \sum_{\{I'\}} d(h_{\mathcal{W}}(I'), f(I')) - c\|p\|.$$  \hspace{1cm} (4)

Our self-supervised learning loss combines the equiréference and geodesic preservation:

$$\mathcal{L} = \mathcal{L}_{\text{equi}} + \lambda \mathcal{L}_{\text{geo}}$$  \hspace{1cm} (5)

where $\lambda$ is the weight that balances between the equiréference and geodesic preservation. Note that there is no notion of the object coordinate system which requires the labeled data (absolute pose with respect to an object). All formulations are based on relative transformation, which facilitates unsupervised learning.

C. Dimensional Reduction by Object Centering

The parameterization of the transformation in Equation (2) requires extensive sampling over all possible combinations of the pairs $\{I_{\text{src}}, I_{\text{tar}}\}$, distributed over 3D rotation and translation (6 degree of freedoms of $p$). Generating such a large dataset is challenging, which fundamentally limits applicability of equiréference based self-supervised learning. This makes a sharp contrast with object coordinate regression [8], [20], [21] that does not require pair data. To address this limitation, we reduce the dimension of transformation by centering an object on an image:

$$\tilde{I} = \mathcal{W}(I, h),$$  \hspace{1cm} (6)

where $h \in \mathbb{R}^3$ is a homography that transforms an image at arbitrary pose $I$ to the image of which principle coordinate is aligned with the object center with fixed object size as shown in Fig. 3:

$$h = K^{-1}\text{SRK}$$  \hspace{1cm} (7)

where $K$ is the known intrinsic parameter of the camera, and $\text{diag}(s, s, 1)$ is the diagonal scale matrix where $s$ is the scale factor that changes the object size to a fixed size. The scale factor can approximate the object size change by changing the object depth in weak perspective image, i.e., $\Delta z = (1/s - 1)z$ where $z$ and $\Delta z$ are the depth of the object and $\Delta z$ is the change of the depth. $R \in SO(3)$ is 3D rotation matrix that aligns the object center to the principle coordinate where its roll axis can be chosen arbitrary.

This object centering eliminates the translation from $SE(3)$, resulting in three degrees of freedom for rotation,
i.e., $p \in SO(3)$. We leverage this object centering to reduce the dimension of the transformation, which allows sampling transformations tractable.

D. Relative Pose Inference

In the inference phase, we estimate the relative transformation given the source and target image by minimizing the following objective:

$$p^* = \arg\min_p \| f(I_{tar}) - h_\psi(f(I_{src})) \|^2,$$  \hspace{1cm} (8)

where $p^*$ is the optimal relative transformation. In practice, we use the gradient decent method to optimize Equation (8):

$$p = p - \gamma \frac{\partial e}{\partial p},$$  \hspace{1cm} (9)

where $e = \| f(I_{tar}) - h_\psi(f(I_{src})) \|^2$, and $\gamma$ is the step size.

E. Implementation and Closed-loop Servoing

We implement the equivariant representation learning using a Siamese network that integrates the feature extractor $f$ and the feature transformer $h$ as shown in Fig. 2. The feature extractor is made of a ResNet18 encoder pre-trained on ImageNet [28], followed by three layers of MLPs with batch normalizations and ReLU activations. The input image size is $224 \times 224 \times 3$, and the output image feature from the input image is a 128-dimensional vector. The weights of two feature extractors (source and target images) are shared. The feature transformer is composed of MLP with two layers with ReLU activation in the first layer. The feature transformer outputs a residual feature for faster convergence. While constraining the transformation with the reduced dimension in Section III-C, in practice, we use the over-parametrization of the transformation for the feature transformer, i.e., the transformer takes as input a 7-dimensional vector (three for translation and four for quaternion). For the gradient decent method in Section III-D, we project $p$ onto the reduced dimension for updates.

We iterate our feature transformer to further refine the relative transformation by updating the current source image. Specifically, the image captured by the camera on a manipulator is used as a source image, and the inferred transformation is applied to the manipulator by solving inverse kinematics. This process is repeated until it reaches the desired target image.

IV. Results

In this section, we evaluate our method on the visual servoing task by comparing it with state-of-the-art learning-based approaches. For training, we use 140,000 images (20,000 images per object) rendered from random viewpoints using YCB 3D models with partial occlusions as shown in Fig. 4. Given the generated images, we make 2,800,000 image pairs with their transformations. At each training epoch, we randomly sample 140,000 images pairs and corresponding transformations.

A. Baseline Algorithms and Metrics

We compare our method with three baseline approaches. 1) IBVS: Image-based visual servoing [29] takes the source and target images as input and outputs relative poses given camera intrinsic parameters. It matches local image features such as SIFT [30] using a parametric transformation, e.g., homography. Given the matches, it estimates the $SE(3)$ transformation approximated by the pseudo inverse of the interaction matrix $L_e^+$ in Equation (10) [29] with the constant depth value.

$$v_e = \begin{bmatrix} v_c \\ \omega_c \end{bmatrix} = -\lambda_c L_e^+ e$$  \hspace{1cm} (10)

where $\lambda_c$ is a hyperparameter that we decide empirically from our experiments, and $e$ is the error in image plane between the filtered matching features. $v_c$ and $\omega_c$ are linear and angular velocity of the camera in 3D. 2) PoseCNN: PoseCNN [8] is a supervised learning method that regresses the absolute camera pose with respect to the pre-defined object coordinate system. It requires 3D bounding box ground truth of an object to train. It is trained on YCB 3D models. We use the pre-trained model for the target pose estimation, i.e., no relative transformation is estimated. 3) RPR: We design a baseline that directly regresses the relative transformation without 3D ground truth (relative pose regression). A key difference from ours is that it lacks the feature transformer.
**TABLE I:** We compare our method with state-of-the-art algorithms using ADD and PCS metrics, i.e., the ADD tolerance is 3cm, which is acceptable tolerance for an object manipulation task.

| Object               | IBVS [29] | PoseCNN+VS [8] | RPR+VS | Ours+VS |
|----------------------|-----------|----------------|--------|---------|
| PCS<sub>0.03</sub>↑ ADD↓ | PCS<sub>0.03</sub>↑ ADD↓ | PCS<sub>0.03</sub>↑ ADD↓ | PCS<sub>0.03</sub>↑ ADD↓ |
| Cracker box          | 0.00      | 0.1246         | 0.64   | 0.0351  |
| Chip can             | 0.01      | 0.1635         | -      | -       |
| Gelatin box          | 0.07      | 0.0568         | 0.94   | 0.0236  |
| Master can           | 0.02      | 0.0832         | 0.39   | 0.0417  |
| Mustard bottle       | 0.02      | 0.0749         | 0.13   | 0.0457  |
| Power drill          | 0.00      | 0.1389         | 0.35   | 0.0396  |
| Tomato can           | 0.02      | 0.0572         | 0.76   | 0.0313  |

Ours produces the highest PCS and the lowest ADD.

Fig. 5: We show full PCS as varying ADD tolerance. Ours significantly outperforms the others with a large margin.

where 3D equivariance is not applied. We use the architecture design proposed by [9] with ResNet18 and train it on our dataset.

We use two evaluation metrics to measure performance. (1) ADD: Average distance metric [8], [20], [21] is 3D Euclidean distance of pairwise points between the 3D model point clouds transformed by the ground truth and the estimated pose as follows:

\[
ADD = \frac{1}{|M|} \sum_{x \in M} ||(Rx + T) - (\hat{Rx} + \hat{T})||
\]  

(11)

where \(M\) is a set of point clouds in the model and \(|M|\) is the cardinality of the set. \(R\) and \(T\) are the ground truth absolute pose of the image with respect to the object coordinate frame, and \(\hat{R}\) and \(\hat{T}\) are the estimated pose. For the evaluation and comparison with others, although our method estimates a relative transformation, we compute the estimated pose of the target image with the estimated transformation. The lower, the better. (2) PCS: We design a new metric called Probability of Correct Servoing that measures successful servoing rate:

\[
PCS_\epsilon = \frac{\sum_i \delta(ADD_i < \epsilon)}{N},
\]

(12)

where \(\delta\) is the Dirac delta function, and ADD\(_i\) is the ADD of the \(i^{th}\) testing data instance. \(\epsilon\) is the error tolerance to operate successful servoing for object manipulation tasks, and \(N\) is the number of testing data instances. The higher, the better.

**B. Comparison Results**

Table I shows the comparison results on ADD and PCS metrics. RPR is less accurate in PCS with higher ADD than ours. This is mainly due to the lack of 3D equivariance in the learned representation, which is likely to be overfitted to the training data. In terms of ADD, ours achieves 36% of ADD compared to PoseCNN and 43% of ADD compared to RPR. Fig. 5 illustrates the full PCS measure over the error.
We illustrate visual servoing over the wide baseline source and target images. The trajectory in the cost map shows feature distance between the source and current image, which is reflective of 3D geodesic distance, i.e., reduced $SE(3)$.

| Object         | without object centering | with object centering | Reduction |
|----------------|--------------------------|-----------------------|-----------|
| Cracker box    | 0.1920                   | 0.0703                | -63.38%   |
| Chip can       | 0.2372                   | 0.1348                | -43.17%   |
| Gelatin box    | 0.3220                   | 0.0717                | -77.73%   |
| Master can     | 0.2721                   | 0.0950                | -65.09%   |
| Mustard bottle | 0.2020                   | 0.1027                | -50.36%   |
| Power drill    | 0.2069                   | 0.1184                | -57.69%   |

TABLE II: We leverage the object centering scheme to reduce the dimensionality of $SE(3)$, which allows learning tractable. Our method with centering yields more than 50% of ADD reduction.

After applying the predicted relative transformation, we post-apply object de-centering to form the target image. Table II summarizes the performance in ADD metric. Note that the method with object centering is trained with the dataset from hemisphere space, and inputs images generated by homography. Although it is trained with a different dataset from the testing dataset, it shows more robust performance than the one without object centering which learns the network directly in $SE(3)$.

**D. Visual Servoing on Real Robotic Arm**

To verify the performance of our method in a real environment, we conducted an experiment with a robot manipulator and an Intel RealSense camera on the wrist of the robot. Our method generates a trajectory of relative transformations to reach a given target image (Fig. 7a) from a current image (Fig. 7b). We used MaskRCNN [31] for segmented images for input of the network. Fig. 7c shows the image after following the trajectory of relative transformations generated by the network, and Fig. 7d shows the final image by visual servoing. Fig. 8 shows errors of camera poses from the initial camera pose to the final camera pose following the network gradient and visual servoing. The final camera pose errors are less than 5cm and 5 degrees.

**V. Conclusion**

This paper presents a new self-supervised learning method to learn a visual representation for a wide baseline servoing task without 3D supervision. We leverage 3D equivariance that enforces a geometric constraint on the visual representation, i.e., the representation must be transformed as a function of 3D camera egomotion transformation. With 3D equivariance, the visual representation and its transformation are jointly learned via a Siamese network made of a feature extractor and feature transformer. To avoid a trivial solution, we incorporate a geodesic preserving constraint. With the learned representation, we formulate an inference method to estimate the optimal transformation that can best explain the visual feature transformation. Further, to address the
challenge of sampling over high dimensional space, we introduce an object centering scheme that can effectively reduce the space of $SE(3)$. The results show strong performance compared to state-of-the-art visual servoing methods, quantitatively. Our method takes segmented images as input therefore it is agnostic to the scene complexity. However, the current version was evaluated under no or mild occlusion conditions. In the future, we would like to extend our method to complex scenes where there might be significant occlusions caused by other objects in the scene.

REFERENCES

[1] S. Du, H. Guo, and A. Simpson, “Self-driving car steering angle prediction based on image recognition,” arXiv preprint arXiv:1912.05440, 2019.
[2] D. Jayaraman and K. Grauman, “Learning image representations tied to ego-motion,” in Proceedings of the IEEE International Conference on Computer Vision, 2015, pp. 1413–1421.
[3] M. Costanzo, G. De Maria, G. Lettera, and C. Natale, “Can robots refill a supermarket shelf?: Motion planning and grasp control,” IEEE Robotics & Automation Magazine, vol. 28, no. 2, pp. 61–73, 2021.
[4] S. Devgon, J. Ichnowski, A. Balakrishna, H. Zhang, and K. Goldberg, “Orienting novel 3d objects using self-supervised learning of rotation transforms,” in 2020 IEEE 16th International Conference on Automation Science and Engineering (CASE). IEEE, 2020, pp. 1453–1460.
[5] S. Hutchinson, G. D. Hager, and P. I. Corke, “A tutorial on visual servo control,” IEEE transactions on robotics and automation, vol. 12, no. 5, pp. 651–670, 1996.
[6] P. I. Corke et al., Visual Control of Robots: high-performance visual servoing. Research Studies Press Taunton, UK, 1996.
[7] K. Deguchi, “A direct interpretation of dynamic images with camera and object motions for vision guided robot control,” International Journal of Computer Vision, vol. 37, no. 1, pp. 7–20, 2000.
[8] Y. Xiang, T. Schmidt, V. Narayanan, and D. Fox, “PoseCNN: A convolutional neural network for 6d object pose estimation in cluttered scenes,” arXiv preprint arXiv:1711.00199, 2017.
[9] Q. Bateux, E. Marchand, J. Leitner, F. Chaumette, and P. Corke, “Visual servoing from deep neural networks,” arXiv preprint arXiv:1705.08940, 2017.
[10] C. Yu, Z. Cai, H. Pham, and Q.-C. Pham, “Siamese convolutional neural network for sub-millimeter-accurate camera pose estimation and visual servoing,” in 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2019, pp. 935–941.
[11] E. Y. Puang, K. P. Tee, and W. Jing, “Kovis: Keypoint-based visual servoing with zero-shot sim-to-real transfer for robotics manipulation,” in 2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2020, pp. 7527–7533.

Fig. 8: The errors of the camera pose with respect to the target camera pose.