A CANONICAL DISTRIBUTION ON ISOPARAMETRIC SUBMANIFOLDS I

CRISTIÁN U. SÁNCHEZ

Abstract. We show that on every compact, connected homogeneous isoparametric submanifold $M$ of codimension $h \geq 2$ in a Euclidean space, there exists a canonical distribution which is bracket generating of step 2. An interesting consequence of this fact is also indicated. In this first part we consider only the case in which the system of restricted roots is reduced, reserving for a second part the case of non-reduced restricted roots.

1. Introduction

This paper, of which we present here its first part, is devoted to indicating some properties (that we think have not been previously studied) of compact, connected homogeneous isoparametric submanifolds of Euclidean spaces of codimension $h \geq 2$. By a celebrated theorem due to G. Thorbergsson [7], all compact, connected, isoparametric submanifolds of Euclidean spaces of codimension $h \geq 3$ are homogeneous. On the other hand, in codimension $h = 2$ there are infinitely many non-homogeneous examples and only a finite number of homogeneous ones. Homogeneous isoparametric submanifolds $M^n$ of $\mathbb{R}^{n+h}$ are obtained as principal orbits of the tangential representation (at a basic point) of a compact (or non compact dual) symmetric space. A way to obtain these submanifolds explicitly is to consider a real simple noncompact Lie algebra $g_0$ with Cartan decomposition $g_0 = \mathfrak{k}_0 \oplus \mathfrak{p}_0$. Then $\mathfrak{k}_0$ is a maximal compactly embedded subalgebra of $g_0$ [4, Pr. 7.4, p. 184]. Let $K$ be the analytic subgroup $K$ of Int($g_0$) corresponding to the subalgebra $ad_{g_0}(\mathfrak{k}_0)$ of $ad_{g_0}(g_0)$ which is compact. The principal orbits of the representation of $K$ on $\mathfrak{p}_0$ are isoparametric submanifolds $M^n$ of $\mathbb{R}^{n+h} = \mathfrak{p}_0$. The central objective of this work is to present the following result:

Theorem 1.1. On any compact, connected, homogeneous isoparametric submanifold (for a real simple noncompact Lie algebra $g_0$) there exist a smooth completely non-integrable (i.e., bracket generating) step 2 distribution $\mathcal{D} \subset T(M^n)$, canonically associated to the manifold.
Recall that a distribution $\mathcal{D}$ of $r$-planes $(n > r \geq 2)$ in a connected manifold $M^n$ is smooth \cite[p. 41]{8} if for any $p \in M^n$ there is an open set $A$ containing $p$ and $r$ smooth vector fields $\{X_1, \ldots, X_r\}$ defined on $A$ such that $X_j(q) \in \mathcal{D}(q)$ and $\mathcal{D}(q) = \text{span}_\mathbb{R} \{X_j(q)\}$ $(1 \leq j \leq r, \forall q \in A)$. The distribution $\mathcal{D}$ is said to be completely non-integrable of step 2 if for every point $p \in M^n$ the above vector fields defined in $A$ satisfy $(\forall q \in A)$:

$$\text{span}_\mathbb{R} \{X_j(q), [X_k, X_j](q) : 1 \leq k, j \leq r\} = T_q(M),$$

i.e., the generated real vector space coincides with the tangent space.

The presence in $M^n$ of the distribution given by Theorem 1.1 has the following consequence. Recall that, given the distribution $\mathcal{D}$, a curve $\gamma : [0, b] \to M^n$ is said to be horizontal for $\mathcal{D}$ if $\gamma'(t) \in \mathcal{D}(\gamma(t)) \forall t \in [0, b]$ and regular if $\gamma'(t) \neq 0 \forall t$.

**Corollary 1.2.** Let $M^n$ be a compact, connected, homogeneous isoparametric submanifold of $\mathbb{R}^{n+h}_+$ and consider in $M$ the distribution $\mathcal{D}$ given by Theorem 1.1. Then for any two points $p, q$ in $M^n$ there exists a horizontal $C^\infty$ regular curve $\gamma : [0, b] \to M^n$, such that $\gamma(0) = p$, $\gamma(b) = q$.

The proof of Theorem 1.1 is naturally divided into two parts by the nature of the system of restricted roots associated to the above Cartan decomposition of the corresponding real simple noncompact Lie algebra $g_0$. The system of restricted roots can be either the system of roots of a complex simple Lie algebra (reduced case) or $(BC_q)$, in the non-reduced case \cite[3.25, p. 475]{4}. In this first part we take care of the proof of Theorem 1.1 when the system of restricted roots is the system of roots of a complex simple Lie algebra (i.e., it is reduced), and reserve for part 2 of this paper the proof for $(BC_q)$. Nevertheless, in the present part (up to Section 6) we introduce the facts and tools needed for both parts.

Corollary 1.2 is somehow related to one of the results of the important paper \cite{3}. We refer to Theorem D of that paper, which motivated Theorem 1.1. We do not include a proof of Corollary 1.2 since it is a well known consequence of the fact that the distribution $\mathcal{D}$ is completely non-integrable of step 2.

The rest of the paper contains the description of the distribution $\mathcal{D}$ and proof of the fact that it is bracket generating of step 2. This is organized as follows. In the next section we collect the necessary facts from Lie theory. The majority of them are taken from the very interesting paper \cite{5}, from which we adopt much of the notation and the important Proposition 2.1. The paper \cite{5} has been very useful to help us carry on the somewhat involved computations required. Other more standard facts are recalled from the usual sources (such as \cite{4, 2, 6}). In Section 3 we define our submanifolds and their tangent and normal spaces. Section 4 introduces the basis from \cite{5} and other notations required. In Section 5 we present the distribution and study its local fields and their covariant derivatives and brackets. In Section 6 we indicate some necessary lemmata about properties of the roots of $g_0^C$ and their restricted counterpart. Finally, Section 7 contains the proof of Theorem 1.1 where the computations of products and brackets performed in the Appendix are extensively used.
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2. Facts from Lie theory

We shall use some of the notation and a result (Proposition 2.1 below) from the paper [5], which plays an important part here.

Let \( g \) be a complex simple Lie algebra, \( h \subset g \) a Cartan subalgebra, and \( B \) the Killing form of \( g \). Let \( \Phi(g, h) \subset h^* \) (dual space) be the root system. Given \( \alpha \in \Phi(g, h) \), let \( g_{\alpha} \subset g \) be its root space. Basic properties are in [3 Th. 4.2]; in particular, if \( \alpha \neq \pm \beta \), \( g_{\alpha} \) is orthogonal to \( g_{\beta} \) by \( B \). Let \( t_{\alpha} \in h \) be the root vector corresponding to \( \alpha \) defined by \( B(t_{\alpha}, h) = \alpha(h), \forall h \in h \). Let \( \Delta(g, h) = \{\alpha_1, \ldots, \alpha_n\} \subset \Phi(g, h) \) be a set of simple roots; we keep \( \Delta(g, h) \) fixed.

Set \( h_{\alpha} = \frac{2t_{\alpha}}{B(t_{\alpha}, t_{\alpha})} \), and \( h_j = h_{\alpha_j} \), \( 1 \leq j \leq n \). A Chevalley basis of \( (g, h) \) is a basis \( C = \{x_\alpha, h_j : \alpha \in \Phi(g, h), 1 \leq j \leq n\} \) of \( g \) with the following properties:

(i) \( x_\alpha \in g_{\alpha} \) and \( [x_\alpha, x_{-\alpha}] = -h_\alpha \forall \alpha \in \Phi(g, h) \).

(ii) Let \( \alpha, \beta \in \Phi(g, h) \) be such that \( (\alpha + \beta) \in \Phi(g, h) \). Let \( c_{\alpha, \beta} \in \mathbb{C} \) be determined by \( [x_\alpha, x_{\beta}] = c_{\alpha, \beta} x_{(\alpha + \beta)} \). Then \( c_{\alpha, \beta} = c_{-\alpha, -\beta} \).

The fundamental importance of this basis is that the structure constants are integers. In fact their properties are:

(a) \( [h_j, h_k] = 0 \) for \( 1 \leq j, k \leq n \).

(b) \( [h_j, x_\alpha] = \alpha(h_j) x_\alpha \) for \( \alpha \in \Phi(g, h), 1 \leq j \leq n \) \( \implies [h, x_\alpha] = \alpha(h) x_\alpha \) for \( h \in h \).

(c) \( [x_\alpha, x_{-\alpha}] = -h_\alpha \forall \alpha \in \Phi(g, h) \) and \( h_\alpha \) is a \( \mathbb{Z} \) linear combination of \( \{h_1, \ldots, h_n\} \).

(d) \( c_{\alpha, \beta} = \pm (r + 1) \), where \( r \) is the largest integer such that \( \beta - r\alpha \in \Phi(g, h) \).

Let \( g_0 \) be a real simple Lie algebra, \( g_0^C \) its complexification, and \( \sigma \) the corresponding conjugation with respect to \( g_0 \). The Killing forms of both algebras agree on \( g_0 \) [2 6.1, p.180]; we shall use \( B \) for this form in both of them. If \( g_0 \) is not complex and one of the algebras \( (g_0 \) or \( g_0^C) \) is simple then so is the other one. A decomposition of \( g_0 \) into a direct sum as \( g_0 = \mathfrak{t}_0 \oplus \mathfrak{p}_0 \) (\( \mathfrak{t}_0 \) subalgebra of \( g_0 \) and \( \mathfrak{p}_0 \) a subspace) is called a Cartan decomposition of \( g_0 \) if there exists a compact real form \( u_0 \) of \( g_0^C \) such that the following conditions are satisfied: \( \sigma(u_0) \subset u_0 \), \( \mathfrak{t}_0 = g_0 \cap u_0 \), and \( \mathfrak{p}_0 = g_0 \cap (iu_0) \). Every semisimple Lie algebra \( g_0 \) over \( \mathbb{R} \) has a Cartan decomposition, unique up to conjugation by an inner automorphism of \( g_0 \). Clearly, \( u_0 = t_0 \oplus i\mathfrak{p}_0 \). Let \( \sigma \) be the conjugation of \( g_0^C = u_0^C \) with respect to \( u_0 \). Then \( \sigma \) and \( \tau \) commute on \( g_0^C \). Therefore \( \theta = \sigma \tau = \tau \sigma \) is an automorphism of \( g_0^C \).

Since \( \theta \) leaves \( g_0 \) invariant, it is an automorphism called in [5] a Cartan involution, and \( \mathfrak{t}_0 \) is a maximal compactly embedded subalgebra of \( g_0 \) [1 Pr. 7.4, p.184].

Let \( g_0 \) be a real simple Lie algebra and \( g_0 = \mathfrak{t}_0 \oplus \mathfrak{p}_0 \) a Cartan decomposition with Cartan involution \( \theta \). Let \( h_0 \subset g_0 \) be a \( \theta \) stable Cartan subalgebra such that \( a_0 = h_0 \cap \mathfrak{p}_0 \) is a subspace of maximal dimension in \( \mathfrak{p}_0 \). Let us consider the complexification \( (g, h) \) of \( (g_0, h_0) \) \( (h_0^C) = h \) is a Cartan subalgebra of \( (g_0^C) = g \) and, as above, let \( \Phi(g, h) \subset h^* \) be the root system. We have, of course, \( h_0 = (h_0 \cap \mathfrak{t}_0) \oplus (h_0 \cap \mathfrak{p}_0) \) and the roots of \( \Phi(g, h) \) take imaginary values on \( (h_0 \cap \mathfrak{t}_0) \).
and real values on \((h_0 \cap p_0)\). For a linear functional \(\lambda\) in \(a_0^*\) it is customary to define
\[
g_{0,\lambda} = \{x \in g_0 : [h, x] = \lambda(h)x, \forall h \in a_0\},
g_{0,0} = \{x \in g_0 : [h, x] = 0, \forall h \in a_0\}.
\]

If \(\lambda \neq 0\) and \(g_{0,\lambda} \neq \{0\}\) then \(\lambda\) is called a restricted root of \((g_0, a_0)\) and \(g_{0,\lambda}\) a restricted root space of \((g_0, a_0)\). Let \(\Phi(g_0, a_0)\) be the set of restricted roots. \(\Phi(g_0, a_0)\) is a system of roots but it may be non-reduced so \(\Phi(g_0, a_0)\) is either the system of roots corresponding to a simple complex Lie algebra or the system \((BC)_q\) [3, 3.25, p. 475]. Let us denote by \(\Phi^+(g_0, a_0)\) the set of positive roots for some order in \(\Phi(g_0, a_0)\) to be determined below. We have the three involutions \(\sigma, \tau\) and \(\theta\) defined on the complex simple Lie algebra \(g = (g_0^C)\). They act on \(\alpha \in \Phi(g, h)\) as \(\alpha^\sigma(h) = \frac{\alpha(\sigma(h))}{\alpha(h)}\), \(\alpha^\tau(h) = \frac{\alpha(\tau(h))}{\alpha(h)}\), and \(\alpha^\theta(h) = \alpha(\theta(h))\), for \(h \in h\). Then \(\alpha^\tau, \alpha^\sigma, \text{ and } \alpha^\theta\) are roots of \((g, h)\). For each \(\alpha \in \Phi(g, h)\), we have \(\alpha^\tau = -\alpha\) ([4, 3.1, p. 257], [5]). A root \(\alpha \in \Phi(g, h)\) is called real if it takes only real values on \(h_0\), that is, if it vanishes on \(h_0 \cap e_0\). On the other hand \(\alpha \in \Phi(g, h)\) is called imaginary if it takes imaginary values on \(h_0\), that is, if it vanishes on \(h_0 \cap p_0 = a_0\). The root is called complex otherwise ([3] p. 390). Then \(\alpha \in \Phi(g, h)\) is imaginary if and only if \(\alpha^\sigma = -\alpha\) and \(\alpha^\theta = \alpha\). On the other hand, \(\alpha \in \Phi(g, h)\) is real if and only if \(\alpha^\sigma = \alpha\). We set, as in [5], \(\Phi_R\) for the set of real roots, \(\Phi_I\) for the set of imaginary roots, and \(\Phi_C\) for the set of complex roots. Furthermore, set \(\Sigma = \Phi_R \cup \Phi_C\) and also, recalling that we have the set of simple roots \(\Delta(g, h) \subset \Phi(g, h)\) we also set, as in [5], \(\Delta_0(g, h) = \Delta(g, h) \cap \Phi_I\) and \(\Delta_1(g, h) = \Delta(g, h) \cap \Sigma\). We shall need the following proposition ([5] Prop. 3.1) which will be very important here.

**Proposition 2.1.** There exists a Chevalley basis
\[
C = \{x_\alpha, h_j : \alpha \in \Phi(g, h), 1 \leq j \leq n\}
\]
of \((g, h)\) such that
(i) \(\tau(x_\alpha) = x_{-\alpha}\) for each \(\alpha \in \Phi(g, h)\).
(ii) \(\sigma(x_\alpha) = \pm x_{\alpha}\) for each \(\alpha \in \Phi(g, h)\) and \(\sigma(x_\alpha) = + x_{\alpha}\) for each \(\alpha \in (\Phi_R \cup \Delta_1(g, h))\).

We say, with Kammeyer [5], that the Chevalley basis given by this proposition is \(\tau\) and \(\sigma\) adapted. For the rest of the paper we assume that we have in our simple complex Lie algebra \((g, h)\) a fixed \(\tau\) and \(\sigma\) adapted Chevalley basis. We use the notation \(\rho : \Phi(g, h) \to \Phi(g_0, a_0)\) to indicate the restriction of the roots. It is clear that \(\rho(\Phi_I) = 0\). Also, \(\alpha^\sigma\) and \(\alpha\) agree on \(a_0\), so \(\rho(\alpha) = \rho(\alpha^\sigma)\) [3, 3.3, p. 260]. Then (see [3] p. 263, p. 408, [5] p. 3) \(\Phi(g_0, a_0) = \rho(\Sigma)\) and \(g_{0,\lambda} = (\sum_{\rho(\alpha) = \lambda} g_\alpha) \cap g_0\) for \(\lambda \in \Phi(g_0, a_0)\).

We have the systems of roots \(\Phi(g, h)\) and of restricted roots \(\Phi(g_0, a_0)\) and in \(\Phi(g, h)\) the simple roots \(\Delta(g, h)\) which, in view of the notation indicated above, we may write as: \(\Delta(g, h) = \Delta_0(g, h) \cup \Delta_1(g, h)\). We may take in \(\Phi(g_0, a_0)\) a corresponding system of simple roots \(\Delta(g_0, a_0)\) in such a way that \(\rho(\Delta_1(g, h)) = \Delta(g_0, a_0)\). Each simple root \(\lambda \in \Delta(g_0, a_0)\) is image of either one or two roots of \(\Delta_1(g, h)\), and those in \(\Delta_0(g, h)\) go to zero by \(\rho\). Fixing in \(\Phi(g, h)\) and \(\Phi(g_0, a_0)\) the
orders defined by the respective systems of simple roots \( \Delta(g, h) \) and \( \Delta(g_0, a_0) \), we clearly have \( \rho(\Phi^+(g, h)) = \Phi^+(g_0, a_0) \).

For the Killing form \( B \) of \( g_0 \) we have the associated positive definite, symmetric bilinear form on \( g_0 \) defined by

\[
B_\theta(x, y) := \langle x, y \rangle_\theta = -B(x, \theta y) .
\]

We can write \( g_0 \) as an orthogonal (with respect to \( B_\theta \)) direct sum of the common eigenspaces of \( \{ad_{g_0}(h) : h \in a\} \), that is,

\[
g_0 = g_{0,0} \oplus \sum_{\lambda \in \Phi(g_0, a_0)} g_{0,\lambda},
\]

and this is usually called the restricted root space decomposition of \( g_0 \) with respect to \( a_0 \). Since \( \theta(g_{0,\lambda}) = g_{0,(-\lambda)} (\forall \lambda \in \Phi(g_0, a_0)) \) and \( \theta(g_{0,0}) = g_{0,0} \), it follows that \( \dim g_{0,\lambda} = \dim g_{0,(-\lambda)} = m(\lambda) \geq 1 \), and \( m(\lambda) \) is called the multiplicity of \( \lambda \). We also have an orthogonal decomposition \( Z_{g_0}(a_0) = g_{0,0} = m_0 \oplus a_0 \), where \( m_0 = Z_{\text{ad}}(a_0) \) is the centralizer of \( a_0 \) in \( \mathfrak{t}_0 \). It is usual to consider also, for \( \lambda \in \Phi(g_0, a_0) \), the subspaces

\[
\mathfrak{t}_{0,\lambda} = \{ x \in \mathfrak{t}_0 : (ad(h))^2 x = \lambda^2(h) x , \forall h \in a_0 \},
\]

\[
\mathfrak{p}_{0,\lambda} = \{ x \in \mathfrak{p}_0 : (ad(h))^2 x = \lambda^2(h) x , \forall h \in a_0 \},
\]

and obviously \( \mathfrak{t}_{0,\lambda} = \mathfrak{t}_{0,(-\lambda)} \), \( \mathfrak{p}_{0,\lambda} = \mathfrak{p}_{0,(-\lambda)} \). We also have orthogonal decompositions with respect to \( B_\theta \):

\[
\mathfrak{t}_0 = m_0 \oplus \sum_{\lambda \in \Phi^+(g_0, a_0)} \mathfrak{t}_{0,\lambda}, \quad \mathfrak{p}_0 = a_0 \oplus \sum_{\lambda \in \Phi^+(g_0, a_0)} \mathfrak{p}_{0,\lambda},
\]

and furthermore:

\[
\dim \mathfrak{t}_{0,\lambda} = \dim \mathfrak{p}_{0,\lambda} = \dim \mathfrak{g}_{0,\lambda} = \dim \mathfrak{g}_{0,(-\lambda)} = m(\lambda) .
\]

If \( E \in a_0 \) is a regular element, we see that \( \mathfrak{t}_{0,E} = \{ x \in \mathfrak{t}_0 : [x, E] = 0 \} = m_0 \).

### 3. The Submanifolds

Let us continue considering our real simple Lie algebra \( g_0 \) with Cartan decomposition \( g_0 = \mathfrak{t}_0 \oplus \mathfrak{p}_0 \) and involution \( \theta \). Since \( \mathfrak{t}_0 \) is a maximal compactly embedded subalgebra of \( g_0 \), the analytic subgroup \( K \) of \( \text{Int}(g_0) \) corresponding to the subalgebra \( \text{ad}_{g_0}(\mathfrak{t}_0) \) of \( \text{ad}_{g_0}(g_0) \) is compact. We take in \( g_0 \) the inner product \( (2.1) \). Then the group \( K \) acts on \( (\mathfrak{p}_0, B_\theta) \) by the adjoint representation (i.e., by isometries) and we consider the principal orbits of this action usually called isoparametric submanifolds. Then we fix a regular element \( E \in a_0 \subset \mathfrak{p}_0 \) and call

\[
M = \text{Ad}(K) E \subset \mathfrak{p}_0 ;
\]

also call \( K_E \) the isotropy subgroup of \( K \) at \( E \). Since \( E \) is regular, the isotropy subalgebra is \( \mathfrak{t}_{0,E} = m_0 \). Also by \( (2.2) \) the tangent space at \( E \in M \) is

\[
T_E(M) = [\mathfrak{t}_0, E] = \sum_{\lambda \in \Phi^+(g_0, a_0)} [\mathfrak{t}_{0,\lambda}, E] = \sum_{\lambda \in \Phi^+(g_0, a_0)} \mathfrak{p}_{0,\lambda} \quad (3.1)
\]
and, since both decompositions in (2.2) are orthogonal, the normal space at $E$ is $T^*_E (M) = A_0$.

It goes without saying that the split (normal) real form $g_S$ of $g$ is included in our considerations. But we need to include also the so called manifolds of complete flags of compact connected simple Lie groups. To that end recall that our compact Lie algebra $u_0$ is a compact real form of $g$, that is, $u_0 \oplus iu_0 = g^R$, and this is a Cartan decomposition of the real Lie algebra $g^R$ [4, 7.5, p.185]. Here we may take a compact connected Lie group $G$ corresponding to $u_0$ (which we may take without center) and consider the principal orbits of $G$ by the adjoint action on the complementary subspace $(iu_0)$ or (suppressing the irrelevant factor $i$) the adjoint action of $G$ on $u_0$. In both cases (for $g_S$ and $u_0$) using Proposition 2.1 one has to make the corresponding “simplifications”. For instance $\Phi (g_0, A_0) = \Phi (g, h)$ and $\rho, \sigma$ are the identity.

4. Basis for $g_0$

Using part (ii) of Proposition 2.1 we may define $k_\alpha$ for each $\alpha \in \Phi (g, h)$ by the identity

$$\sigma (x_\alpha) = k_\alpha x_\alpha^\sigma, \quad k_\alpha = \pm 1$$

(4.1)

$\sigma (x_\alpha) = k_\alpha x_\alpha^\sigma$ yields $x_\alpha = \sigma (k_\alpha x_\alpha^\sigma) = k_\alpha \sigma (x_\alpha^\sigma) = k_\alpha k_\alpha^\sigma x_\alpha$. Then $k_\alpha k_\alpha^\sigma = 1$ and so $k_\alpha^\sigma = k_\alpha$.

Also recalling the effect of $\tau$ ((i) of Proposition 2.1) we may consider the action of $\theta$ on $x_\alpha$ and $x_\alpha^\sigma$, that is,

$$\theta (x_\alpha) = \tau \sigma (x_\alpha) = \tau (k_\alpha x_\alpha^\sigma) = k_\alpha \tau (x_\alpha^\sigma) = k_\alpha x_\alpha^\sigma, \quad \theta (x_\alpha^\sigma) = \tau \sigma (x_\alpha^\sigma) = \tau (k_\alpha x_\alpha) = k_\alpha \tau (x_\alpha) = k_\alpha x_\alpha.$$

(4.2)

Now, by the definition (4.1), we have $\sigma (x_-\alpha) = -k_\alpha x_-\alpha^\sigma$ but also

$$\sigma (x_-\alpha) = \sigma (\tau (x_\alpha)) = \tau (k_\alpha x_\alpha^\sigma) = k_\alpha \tau (x_\alpha^\sigma) = k_\alpha x_-\alpha^\sigma,$$

hence

$$k_-\alpha = k_\alpha.$$

(4.3)

We shall need the basis constructed by Kammeyer in [3, Sec. 4]. Let us consider the $\sigma$ and $\tau$ adapted Chevalley basis for $(g, h)$ from Proposition 2.1 and set, for $\alpha \in \Phi (g, h)$,

$$X_\alpha = x_\alpha + \sigma (x_\alpha), \quad Y_\alpha = i (x_\alpha - \sigma (x_\alpha)), \quad Z_\alpha = X_\alpha + Y_\alpha.$$  

These vectors are fixed by $\sigma$, so they belong to $g_0$. Now setting

$$P_\alpha = (X_\alpha + \theta X_\alpha), \quad Q_\alpha = (Y_\alpha + \theta Y_\alpha), \quad R_\alpha = (Z_\alpha + \theta Z_\alpha),$$

$$U_\alpha = (X_\alpha - \theta X_\alpha), \quad V_\alpha = (Y_\alpha - \theta Y_\alpha), \quad W_\alpha = (Z_\alpha - \theta Z_\alpha),$$

(4.4)

we see that the vectors in the first row of (4.4) belong to $f_0$ and those in the second one to $p_0$. 
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Now, using (4.2) and definitions, we observe that:

\[
\begin{align*}
P_\alpha &= (X_\alpha + \theta X_\alpha) = (x_\alpha + k_\alpha x_{\alpha^*} + (k_\alpha x_{-\alpha^*} + x_{-\alpha}) , \\
U_\alpha &= (X_\alpha - \theta X_\alpha) = (x_\alpha + k_\alpha x_{\alpha^*} - (k_\alpha x_{-\alpha^*} + x_{-\alpha}) , \\
Q_\alpha &= (Y_\alpha + \theta Y_\alpha) = i (x_\alpha - k_\alpha x_{\alpha^*}) + i (k_\alpha x_{-\alpha^*} - x_{-\alpha}) , \\
V_\alpha &= (Y_\alpha - \theta Y_\alpha) = i (x_\alpha - k_\alpha x_{\alpha^*}) - i (k_\alpha x_{-\alpha^*} - x_{-\alpha}) .
\end{align*}
\]

On the other hand, the vectors \(R_\alpha\) and \(W_\alpha\) shall be considered only for \(\alpha\) real (i.e., \(\alpha^* = \alpha\)) and clearly \(R_\alpha = P_\alpha + Q_\alpha, W_\alpha = U_\alpha + V_\alpha\). However, observe that, for \(\alpha\) real, we have the equalities:

\[
\begin{align*}
R_\alpha &= P_\alpha , \quad W_\alpha = U_\alpha , \quad \text{if } k_\alpha = 1 , \\
R_\alpha &= Q_\alpha , \quad W_\alpha = V_\alpha , \quad \text{if } k_\alpha = -1 .
\end{align*}
\]

(4.5)

Clearly, for \(\alpha \in \Phi_C\) and \(\beta \in \Phi_R\) we have \(P_\alpha, Q_\alpha, R_\beta \in \mathfrak{k}_0\) and \(U_\alpha, V_\alpha, W_\beta \in \mathfrak{p}_0\).

Now, for \(h \in \mathfrak{a}_0\), (since \(\alpha^* (h) = \alpha (h)\)) we have:

\[
\begin{align*}
[h, P_\alpha] &= \alpha (h) (x_\alpha - x_{-\alpha}) + \alpha^* (h) k_\alpha (x_{\alpha^*} - x_{-\alpha^*}) \\
&= \alpha (h) (X_\alpha - \theta X_\alpha) = \alpha (h) U_\alpha , \\
[h, [h, P_\alpha]] &= [h, \alpha (h) ((x_\alpha - x_{-\alpha}) + k_\alpha (x_{\alpha^*} - x_{-\alpha^*}))) \\
&= \alpha^2 (h) (X_\alpha + \theta X_\alpha) = \alpha^2 (h) P_\alpha ,
\end{align*}
\]

and we conclude that \(P_\alpha\) is in \(\mathfrak{k}_{\rho(\alpha)}\). Setting \(\rho (\alpha) = \rho (\beta) = \lambda\), similar computations for \(\alpha \in \Phi_C, \beta \in \Phi_R\) with the vectors in (4.4) show that

\[
\begin{align*}
P_\alpha, Q_\alpha, R_\beta \in \mathfrak{k}_{0\lambda} \quad \text{and} \quad U_\alpha, V_\alpha, W_\beta \in \mathfrak{p}_{0\lambda} .
\end{align*}
\]

(4.7)

4.1. Basis for \(\mathfrak{k}_{0,\lambda}\) and \(\mathfrak{p}_{0,\lambda}, \lambda \in \Phi^+(g_0, a_0)\). Consider now for \(\lambda \in \Phi^+(g_0, a_0)\) the set \(\rho^{-1}(\lambda) = \{\alpha \in \Phi^+(g, h) : \rho (\alpha) = \lambda\}\) and split it separating the real roots from the complex ones. So we set \(\rho^{-1}(\lambda)_R = \rho^{-1}(\lambda) \cap \Phi_R\) and \(\rho^{-1}(\lambda)_C = \rho^{-1}(\lambda) \cap \Phi_C\).

For a root \(\alpha\) in \(\rho^{-1}(\lambda)_C\) we have \(\alpha^* \neq \alpha\); then we define, as in (5), the set \(\rho^{-1}(\lambda)^*_C\) where we place one of the two elements in \(\{\alpha, \alpha^*\}\) for each \(\alpha \in \rho^{-1}(\lambda)_C\). Now for \(\lambda, \mu \in \Phi^+(g_0, a_0)\) take the sets

\[
\begin{align*}
\Xi_\mathfrak{k} (\lambda) &= \left\{ R_\eta, P_\delta, Q_\gamma : \eta \in \rho^{-1}(\lambda)_R, \delta, \gamma \in \rho^{-1}(\lambda)^*_C \right\} , \\
\Xi_\mathfrak{p} (\mu) &= \left\{ W_\alpha, U_\beta, V_\varphi : \alpha \in \rho^{-1}(\mu)_R, \beta, \varphi \in \rho^{-1}(\mu)^*_C \right\} .
\end{align*}
\]

(4.8)

By (4.7), \(\Xi_\mathfrak{k} (\lambda) \subset \mathfrak{k}_{0\lambda}\) and \(\Xi_\mathfrak{p} (\mu) \subset \mathfrak{p}_{0\mu}\), and each set is linearly independent over \(\mathbb{R}\). Since the equal cardinalities of \(\Xi_\mathfrak{k} (\lambda)\) and \(\Xi_\mathfrak{p} (\lambda)\) coincide with the dimensions of \(\mathfrak{k}_{0,\lambda}\) and \(\mathfrak{p}_{0,\lambda}\), we have a basis for each of these subspaces. Obviously, there is a one to one correspondence between \(\Xi_\mathfrak{k} (\lambda)\) and \(\Xi_\mathfrak{p} (\lambda)\). As a consequence of (4.6), for the members of the bases \(\Xi_\mathfrak{k} (\lambda)\) and \(\Xi_\mathfrak{p} (\lambda)\) we have:

\[
\begin{align*}
[R_\eta, E] &= -\eta (E) W_\eta , \quad [P_\delta, E] = -\delta (E) U_\delta , \quad [Q_\delta, E] = -\delta (E) V_\delta ,
\end{align*}
\]

(4.9)

which is coherent with their one to one correspondence.
5. Distribution

The roots of $\Phi^+(g_0, a_0)$ are written in terms of $\Delta(g_0, a_0)$ as a $\mathbb{Z}$ linear combination with non-negative coefficients. It is usual to define the height of a root as the sum of these coefficients, and we may consider in $\Phi^+(g_0, a_0)$ the subsets $\Omega$ and $\Gamma$ of roots of odd and even height respectively, $\Phi^+(g_0, a_0) = \Omega \cup \Gamma$. We may consider, associated to the set $\Omega$, a subspace $D_{K E}$ by $D_{\mathbb{Z}}$ and $\Gamma$ of roots of odd $+$ as the sum of these coefficients, and we may consider in $\Phi$ combination with $5.1$. 

As $\Phi$ is well defined. We have to show that it is smooth. $D_{\mathbb{Z}}$ by taking $r > 0$ we have: $D_{\mathbb{Z}} = \mathbb{Z}$. 

Proceeding similarly with the vectors $\rho$ we consider inside $N_{\mathbb{Z}}$ contained in $A$ defined by $f$. However, we have a local basis of smooth vector fields defined by translation of those on $N_{\mathbb{Z}}$ defined in (2.1). Let us take for instance $U_\beta$. We may define, on some open set contained in $A_{\mathbb{Z}} \subset M$, a local vector field associated to $U_\beta$ by

$$U_\beta F (Ad (exp tL) E) := Ad (exp tL) U_\beta, \quad \forall L \in S \left(0, \frac{r}{2}\right), \quad t \in [0, 1). \quad (5.1)$$

Proceeding similarly with the vectors $V_\beta$ and $W_\alpha$, we get the local fields

$$\{U_\beta^F, V_\beta^F, W_\alpha^F : \beta \in \rho^{-1}(\lambda)_{\mathbb{C}}, \alpha \in \rho^{-1}(\lambda)_{\mathbb{R}}, \lambda \in \Omega\}. \quad (5.2)$$

They are defined in the open set $N_{\mathbb{Z}} := f(N(0, r/2)) \subset A_{\mathbb{Z}}$. At the point $E \in M$, they coincide with $\{W_\alpha, U_\beta, V_\beta\}$ of $\Xi_\mathbb{Z}(\lambda)$ and at any other point $q = Ad (exp tL) E \in N_{\mathbb{Z}}$ they generate $Ad (exp tL) p_{0,\lambda} \subset T_q(M)$. Since we can define these $m(\lambda)$ fields for each $\lambda \in \Omega$, we have a local basis for $D(\Omega)$ in the open set $N_{\mathbb{Z}}$ containing $E$. It is also clear that these fields are smooth in $N_{\mathbb{Z}}$.

Now at any other point $p \in M$ there is a $g \in K$ such that $p = Ad(g) E$ and we may consider the open set $Ad(g) N_{\mathbb{Z}}$ containing $p$. On such an open set we have a local basis of smooth vector fields defined by translation of those on $N_{\mathbb{Z}}$ by $Ad(g)$. Hence, by the usual definition ([5 1.56, p. 41]), the distribution $D(\Omega)$ on $M$ is smooth.

To understand the nature of $D(\Omega)$ we compute the brackets of the fields constructed above by using the Levi-Civita connection on $M$ which is torsion free.
5.2. Covariant derivatives. We use the fact that $M \subset p_0$ and $(p_0, B_0)$ is a Euclidean space. So we may compute the Euclidean covariant derivative in $p_0$, which we denote by $\nabla^E$, of each field in (5.2) in the direction of each vector of $\Xi_p (\mu)$ for $\mu \in \Omega$. Since they are all similar, we compute only one of them. Let us take $\gamma \in \rho^{-1}(\lambda)$, $\varphi \in \rho^{-1}(\mu)$ (we may have $\lambda = \mu$ but in that case $\gamma \neq \varphi$).

To compute $\nabla^E_{U_\varphi} U_\gamma^F$, we need to know the field $U_\varphi^F$ restricted to a curve whose tangent vector at $\gamma$ and get $\Gamma$ we have:

\[ \nabla \text{Now we may obtain} \quad U \text{tion (5.1) we see that this restriction}\]

Then (since $E$ is regular and $\varphi \in \rho^{-1}(\mu)$, $\varphi(E) = \mu(E)$) we may write

\[ U_\varphi = \left( -\frac{1}{F \mu(E)} \right) dE \bigg|_{t=0} \text{Ad} \left( \exp \left( t (FP_\varphi) \right) \right) E. \]

So $U_\varphi$ is the tangent vector (at $t = 0$, i.e., at $E$) to the curve in $M$ defined on $(-\varepsilon, \varepsilon) \subset \mathbb{R}$ by

\[ \omega(t) = \left( -\frac{1}{F \mu(E)} \right) \text{Ad} \left( \exp \left( t (FP_\varphi) \right) \right) E = \left( -\frac{1}{F \mu(E)} \right) \text{Ad} \left( \exp \left( t (FP_\varphi) \right) \right) E. \]

Now we need the restriction of the field $U_\gamma^F$ to the curve $\omega(t)$. By the definition (5.1) we see that this restriction $U_\gamma^F (\omega(t))$ is

\[ U_\gamma^F (\omega(t)) = \left( -\frac{1}{F \mu(E)} \right) \text{Ad} \left( \exp \left( t (FP_\varphi) \right) \right) U_\gamma. \]

Then we may compute

\[ \nabla^E_{U_\varphi} U_\gamma^F = \left. \frac{d}{dt} \right|_{t=0} U_\gamma (\omega(t)) = \left( -\frac{1}{F \mu(E)} \right) \left. \frac{d}{dt} \right|_{t=0} \text{Ad} \left( \exp \left( t (FP_\varphi) \right) \right) U_\gamma \]

and get

\[ \nabla^E_{U_\varphi} U_\gamma^F = \left( -\frac{1}{\mu(E)} \right) [P_\varphi, U_\gamma]. \]

Now we may obtain $\nabla_{U_\varphi} U_\gamma^F$ by taking the tangential component of $\nabla^E_{U_\varphi} U_\gamma^F$. So we have:

\[ \nabla_{U_\varphi} U_\gamma^F = \left( -\frac{1}{\mu(E)} \right) T_a ([P_\varphi, U_\gamma]). \quad (5.3) \]

5.3. Brackets. The bracket of the fields $U_\varphi^F$ and $U_\gamma^F$ at $E$ is now

\[ [U_\varphi^F, U_\gamma^F] (E) = \nabla_{U_\varphi} U_\gamma^F - \nabla_{U_\gamma} U_\varphi^F, \]

and using (5.3), since $\gamma \in \rho^{-1}(\lambda)$ and $\varphi \in \rho^{-1}(\mu)$, we have

\[ [U_\varphi^F, U_\gamma^F] (E) = \left( -\frac{1}{\mu(E)} \right) T_a ([P_\varphi, U_\gamma]) - \left( -\frac{1}{\lambda(E)} \right) T_a ([P_\gamma, U_\varphi]). \quad (5.4) \]
In \((5.4)\) we have brackets of fields on the left side and products in \(g_0\) on the right side. We use the words *brackets* for fields and *products* for vectors in \(g_0\). Recall that for \(\lambda, \mu \in \Omega\), we have bases \(\Xi_p(\lambda)\) for \(p_{0\lambda}\) and \(\Xi_p(\mu)\) for \(p_{0\mu}\), respectively. To fix notation we set them as
\[
\Xi_p(\lambda) = \{U_\gamma, V_\gamma, W_\delta : \gamma \in \rho^{-1}(\lambda)_C, \delta \in \rho^{-1}(\lambda)_R\},
\Xi_p(\mu) = \{U_\varphi, V_\varphi, W_\eta : \varphi \in \rho^{-1}(\mu)_C, \eta \in \rho^{-1}(\mu)_R\}.
\]

Each of these tangent vectors at \(E\) generates a corresponding field around \(E\) \(\{U_\gamma^F, V_\gamma^F, W_\delta^F\}\) and \(\{U_\varphi^F, V_\varphi^F, W_\eta^F\}\). So we have nine possible brackets of these fields.

6. SOME REQUIRED LEMMATA

It is convenient to introduce the following notation. For a root \(\alpha\) contained either in \(\Phi(g, h)\) or in \(\Phi(g_0, a_0)\) we shall write
\[
|\alpha| = \begin{cases} 
\alpha, & \text{if } \alpha \in \Phi^+(g, h) \text{ (resp. } \Phi^+(g_0, a_0)); \\
-\alpha, & \text{if } -\alpha \in \Phi^+(g, h) \text{ (resp. } \Phi^+(g_0, a_0)).
\end{cases}
\]

Recall that \(\Delta(g_0, a_0) \subset \Phi^+(g_0, a_0)\) is a system of *simple roots* for \(\Phi(g_0, a_0)\). In this Part 1, we are assuming that \(\Phi(g_0, a_0)\) is the system of roots of a complex simple Lie algebra (i.e., it is reduced).

In the following Lemma 6.1 we assume that \(g_0 \neq g_2\), the real form of \(g_2^{\mathbb{C}}\). The case of \(g_2\) is considered in Lemma 6.2 below.

**Lemma 6.1.** For \(g_0 \neq g_2\), given \(\gamma \in \Gamma \subset \Phi^+(g_0, a_0)\), we can find \(\eta\) and \(\delta\) in \(\Omega \subset \Phi^+(g_0, a_0)\) such that \(\eta \neq \delta\), \(\gamma = \eta + \delta\), and \(|\eta - \delta|\) is not a root of \(\Phi^+(g_0, a_0)\).

**Proof.** This lemma is obtained by inspection of the table of roots in \([2]\) pp.528–531. The mentioned table contains the form of the positive roots for the four types of classical algebras and the five exceptional ones. In the case of the classical algebras, if we take \(\gamma \in \Gamma\), it must have an even number of coefficients 1, therefore it must contain a coefficient 1 at the left of the first obligatory filling \(1\) (first from the left, underlined in the table in \([2]\)). Therefore, eliminating from \(\gamma\) the root corresponding to the coefficient 1 at the extreme left position (corresponding to some \(\alpha_j \in \Delta(g_0, a_0)\)) we obtain a root \(\beta\) in \(\Omega\). Then we may write \(\gamma = \beta + \alpha_j\) and clearly \(|\beta - \alpha_j|\) is not a root of \(\Phi(g_0, a_0)\).

On the other hand, for the four exceptional algebras \(s_0^{\mathbb{C}}, s_7^{\mathbb{C}}, s_8^{\mathbb{C}}\) and \(f_4^{\mathbb{C}}\) the tables are ordered by increasing height (altitudes in \([2]\)) so the roots of \(\Gamma\), in each case, are the ones contained in the rows in even position from the top while those in \(\Omega\) are in the other rows. The roots in the 2k-th row are constructed from those in the \((2k - 1)\)-th row by adding one of the simple roots in the first row. Then we see that any \(\gamma \in \Gamma\) can be written as \(\gamma = \eta + \delta\), with \(\eta, \delta \in \Omega\) and \(|\delta - \eta|\) is not a root. \(\square\)
Lemma 6.2. For \( g_2 \), given \( \gamma \in \Gamma \subset \Phi^+ (g_2, a) \), we can find \( \eta \neq \delta \in \Omega \subset \Phi^+ (g_0, a_0) \) such that

either \( \gamma = \eta + \delta \) and \( |\eta - \delta| \) is not a root of \( \Phi^+(g_0, a_0) \)

or \( \gamma = |\eta - \delta| \) and \( \eta + \delta \) is not a root of \( \Phi^+(g_0, a_0) \).

Proof. Let us take \( g_2 \subset \left[ \begin{array}{c} 2 \\ \delta \\ \alpha_1 \end{array} \right] \Rightarrow \left[ \begin{array}{c} 3 \\ \delta \\ \alpha_2 \end{array} \right] \) (\( \alpha_2 \) is short). The positive roots are

\[ \{ \alpha_1, \alpha_2, (\alpha_1 + \alpha_2), (\alpha_1 + 2\alpha_2), (\alpha_1 + 3\alpha_2), (\alpha_2 + 3\alpha_2) \} \]

and \( \Gamma = \{(\alpha_1 + \alpha_2), (\alpha_1 + 3\alpha_2)\} \), while the other roots are in \( \Omega \). We may write \( (\alpha_1 + 2\alpha_2) = \alpha_1 + \alpha_2 \) and \( (\alpha_1 - \alpha_2) \) is not a root. Now

\[ \gamma = (\alpha_1 + 3\alpha_2) = (\alpha_1 + 2\alpha_2) + \alpha_2, \]

but

\[ |(\alpha_1 + 2\alpha_2) - \alpha_2| = (\alpha_1 + \alpha_2) \]

and there is no other way to write \( \gamma \) as a sum of two roots in \( \Omega \). However, we may write

\[ (\alpha_1 + 3\alpha_2) = |(2\alpha_1 + 3\alpha_2) - \alpha_1| \]

and

\[ (2\alpha_1 + 3\alpha_2) + \alpha_1 = 3\alpha_1 + 3\alpha_2 \]

This completes the proof.

For the rest of the present section we assume that \( g_0 \neq g_2 \).

Lemma 6.3. Given \( \lambda \in \Gamma \subset \Phi^+ (g_0, a_0) \), by Lemma 6.1 there exist two roots \( \eta \neq \delta \in \Omega \subset \Phi^+ (g_0, a_0) \) such that \( \lambda = \eta + \delta \) and \( |\eta - \delta| \) is not a root of \( \Phi^+(g_0, a_0) \). Then for any root \( \gamma \in \rho^{-1} (\lambda) \subset \Phi^+(g, h) \) there exists roots \( \alpha \in \rho^{-1} (\eta) \) and \( \beta \in \rho^{-1} (\delta) \) such that \( \gamma = \alpha + \beta \).

Proof. This is proved by inspection in the pairs \( (\Phi^+(g, h), \Phi^+(g_0, a_0)) \). The table indicating the pairs \( (\Phi^+(g, h), \Phi^+(g_0, a_0)) \) is in [4, pp. 532–534]; the ones to be considered are those where all \( m(2\lambda) = 0 \).

7. Proof of Theorem 1.1

Here we use the results in Subsection 8.5.1 of the Appendix.

Let us observe that in order to prove Theorem 1.1 it is enough to show that, for each \( \lambda \in \Gamma \), each vector of the basis \( \Xi_p (\lambda) \) of \( p_{0\lambda} \subset T_E (M) \) may be computed as a sum of brackets of local fields (defined around \( E \)) that belong to the distribution \( \mathcal{D} (\Omega) \). Let us take then \( \lambda \in \Gamma \) and recall the basis of \( p_{0\lambda} \) given in [4, 8].

We start considering \( \gamma \in \rho^{-1} (\lambda)^* \) for \( \lambda \in \Gamma \subset \Phi^+(g_0, a_0) \) and take \( U_\gamma, V_\gamma \) for our chosen \( \gamma \). By Lemma 6.1 there exist two roots \( \eta \) and \( \delta \) in \( \Omega \subset \Phi^+(g_0, a_0) \) such that

\[ \eta \neq \delta, \quad \lambda = \eta + \delta, \quad |\eta - \delta| \]

is not a root of \( \Phi^+(g_0, a_0) \). \hfill (7.1)
Furthermore, by Lemma 6.3 for the root $\gamma \in \rho^{-1}(\lambda)$ there exist roots $\alpha \in \rho^{-1}(\eta)$ and $\beta \in \rho^{-1}(\delta)$ such that $\gamma = \alpha + \beta$. Then we have $U_\gamma = U_{(\alpha+\beta)}$, $V_\gamma = V_{(\alpha+\beta)}$, and by (8.11) in the Appendix we have:

$$
\Theta_{(\eta,\delta,\alpha,\beta)} U_{(\alpha+\beta)} + \Lambda_{(\eta,\delta)} Ta(H_1) = [U_{\alpha}^F, U_{\beta}^F] (E) - [V_{\alpha}^F, V_{\beta}^F] (E),
\Theta_{(\eta,\delta,\alpha,\beta)} V_{(\alpha+\beta)} + \Lambda_{(\eta,\delta)} Ta(T_2) = [U_{\alpha}^F, U_{\beta}^F] (E) + [V_{\alpha}^F, V_{\beta}^F] (E).
$$

(7.2)

Let us study now the terms $H_1$ (8.4) and $T_2$ (8.6). For the pair of roots $(\alpha, \beta)$, they are:

$$
H_1 = 2k_\alpha c_{\alpha\sigma}, -\beta (x_{-\alpha\sigma + \beta} - x_{\alpha\sigma - \beta}) - 2k_\beta c_{\alpha, -\beta\sigma} (x_{\alpha - \beta\sigma} - x_{-\alpha + \beta\sigma}),
T_2 = 2ik_\alpha c_{\alpha\sigma}, -\beta (x_{\alpha\sigma - \beta} + x_{-\alpha\sigma + \beta}) - 2ik_\beta c_{\alpha, -\beta\sigma} (x_{\alpha - \beta\sigma} + x_{-\alpha + \beta\sigma}).
$$

In our present situation we have that

$$
|\beta - \alpha\sigma| \text{ and } |\alpha - \beta\sigma| \text{ are not roots of } \Phi(g, h).
$$

(7.3)

In fact we have that $\eta$ and $\delta$ satisfy (7.4) and $\alpha \in \rho^{-1}(\eta)$, $\beta \in \rho^{-1}(\delta)$. If $|\beta - \alpha\sigma|$ were a root of $\Phi(g, h)$ then $\rho(|\beta - \alpha\sigma|) = |\eta - \delta|$ would be a root of $\Phi^+(g_0, a_0)$, which is not the case by (7.1). Similarly $|\alpha - \beta\sigma|$ is not a root of $\Phi(g, h)$. This clearly yields that $H_1 = T_2 = 0$, and going back to (7.2) we see that $U_\gamma = U_{(\alpha+\beta)}$, $V_\gamma = V_{(\alpha+\beta)}$ are sums of brackets (evaluated on $E$) of local fields defined around $E$ that belong to the distribution $D(\Omega)$.

It remains to consider the case of real roots. Let us take so $\varphi \in \rho^{-1}(\lambda) \mathbb{R}$ for $\lambda \in \Gamma \subset \Phi^+(g_0, a_0)$; then we have the vector $W_\varphi$. Again there exist two roots $\eta$ and $\delta$ in $\Omega \subset \Phi^+(g_0, a_0)$ satisfying (7.4) and roots $\xi \in \rho^{-1}(\eta)$, $\omega \in \rho^{-1}(\delta)$ such that $\varphi = \xi + \omega$. Then we have the following possibilities:

(i) $\xi$ and $\omega$ are both real roots of $\Phi(g, h)$;
(ii) $\xi$ and $\omega$ are both complex roots of $\Phi(g, h)$.

(7.4)

In fact, clearly we cannot have that one of them is real and the other complex. But they can be both complex and in that case we also have $\varphi = \xi\sigma + \omega\sigma$. Since $\xi \in \rho^{-1}(\eta)$, $\omega \in \rho^{-1}(\delta)$, we have $\xi\sigma \in \rho^{-1}(\eta)$, $\omega\sigma \in \rho^{-1}(\delta)$, and $\varphi = \xi\sigma + \omega\sigma$ is another decomposition of $\varphi$.

Considering first the case (i) in (7.4) we see, by the argument above, that (7.3) holds in this case and it takes the form

$$(\xi - \omega) \text{ and } (\omega - \xi) \text{ are not roots of } \Phi(g, h).$$

Now considering formulae (8.13) (for $\lambda = \eta$, $\mu = \delta$, $\xi = \delta$, $\beta = \omega$, and $\varphi = \xi + \omega$) we see, for the pair of roots $(\xi, \omega)$, that formulae (8.4) and (8.6) yield $H_1 = T_2 = 0$ and therefore the vector $W_\varphi$ is a bracket (evaluated at $E$) of local fields defined around $E$ that belong to the distribution $D(\Omega)$. On the other hand, in case (ii) of (7.4), we have that (7.3) holds for the pair of complex roots $(\xi, \omega)$, which again yields $H_1 = T_2 = 0$. Then by formulae (8.12) (for $\lambda = \eta$, $\mu = \delta$, $\xi = \delta$, $\beta = \omega$, and $\varphi = \xi + \omega$) again in this case $W_\varphi$ is a sum of brackets (evaluated at $E$) of local fields that belong to the distribution $D(\Omega)$.

This completes the proof of Theorem 1.1 when $\Phi(g_0, a_0)$ is reduced.
7.1. Comment on the split cases. Since in the split cases $\Phi^+(g, h) = \Phi^+(g_0, a_0)$ and $\rho$ and $\sigma$ are the identity, Lemma 6.1 takes care of this case. In fact all roots are real and Lemma 6.1 indicates that given $\gamma \in \Gamma \subset \Phi^+(g_0, a_0) = \Phi^+(g, h)$, we can find $\eta$ and $\delta$ in $\Omega \subset \Phi^+(g_0, a_0)$ such that $\eta \neq \delta$ and they satisfy $\gamma = \eta + \delta$ and $|\eta - \delta|$ is not a root of $\Phi^+(g_0, a_0)$. Considering formulae (8.4) and (8.6) (for the roots $\eta$ and $\delta$) we have (since $\eta - \delta$ and $\delta - \eta$ are not roots) that $H_1 = I_2 = 0$. Then we may consider formulae (8.13), for which we may write a shortened version:

$$\Theta W_\gamma = \Theta W_{(\eta + \delta)} = (\pm) [W_\eta^E, W_\delta^E] (E), \quad \Theta \neq 0,$$

and therefore the vector $W_\gamma$ is a bracket (evaluated at $E$) of local fields defined around $E$ that belong to the distribution $D(\Omega)$. This proves the theorem for the split cases.

8. Appendix

8.1. Basic identities. We need to mention some basic identities that are used in the required computations. Since $\sigma(x_{(\alpha + \beta)}) = k_{(\alpha + \beta)}x_{(\alpha + \beta)}$ and $[x_\alpha, x_\beta] = c_{\alpha, \beta}x_{(\alpha + \beta)}$ with real coefficients $c_{\alpha, \beta}$, we have

$$\sigma[x_\alpha, x_\beta] = \sigma(c_{\alpha, \beta}x_{\alpha + \beta}) = c_{\alpha, \beta}\sigma(x_{\alpha + \beta}) = c_{\alpha, \beta}k_{(\alpha + \beta)}x_{(\alpha + \beta)},$$

$$\sigma[x_\alpha, x_\beta] = [\sigma x_\alpha, \sigma x_\beta] = [k_\alpha x_\alpha^\sigma, k_\beta x_\beta^\sigma] = k_\alpha k_\beta c_{\alpha, \beta}^\sigma x_{(\alpha + \beta)^\sigma}.$$

By repeating this computation for $[x_\alpha, x_{-\beta}]$, $[x_{-\alpha}, x_\beta]$, and $[x_{-\alpha}, x_{-\beta}]$ (using $(c_{-\alpha, -\beta} = c_{\alpha, \beta}$ and (4.3)) we get the four identities

$$k_\alpha k_\beta c_{\alpha, \beta}^\sigma x_{(\alpha + \beta)^\sigma} = c_{\alpha, \beta}k_{(\alpha + \beta)}x_{(\alpha + \beta)},$$

$$k_\alpha k_\beta c_{-\alpha, -\beta}^\sigma x_{(\alpha - \beta)^\sigma} = c_{-\alpha, -\beta}k_{(\alpha - \beta)}x_{(\alpha - \beta)},$$

$$k_\alpha k_\beta c_{-\alpha, \beta}^\sigma x_{(\alpha - \beta)^\sigma} = c_{-\alpha, \beta}k_{(\alpha - \beta)}x_{(\alpha - \beta)}^\sigma,$$

$$k_\alpha k_\beta c_{\alpha, -\beta}^\sigma x_{(\alpha - \beta)^\sigma} = c_{\alpha, -\beta}k_{(\alpha - \beta)}x_{(\alpha - \beta)}^\sigma. \quad (8.1)$$

8.2. Products. By (5.4), to get the brackets of tangent fields we take the bases $\Xi_\ell(\lambda)$ and $\Xi_p(\mu)$ in (4.8), for $\ell, \lambda$ and $p, \mu$ respectively. There are nine possible products, namely:

$$\text{(1) } [R_\eta, W_\alpha], \quad \text{(2) } [R_\eta, U_\beta], \quad \text{(3) } [R_\eta, V_\phi],$$

$$\text{(4) } [P_\delta, W_\alpha], \quad \text{(5) } [P_\delta, U_\beta], \quad \text{(6) } [P_\delta, V_\phi],$$

$$\text{(7) } [Q_\gamma, W_\alpha], \quad \text{(8) } [Q_\gamma, U_\beta], \quad \text{(9) } [Q_\gamma, V_\phi]. \quad (8.2)$$

However, we shall need only (1) (for $\eta, \alpha$ real) and (5), (6), (8), and (9) for complex roots. Now we compute the products (5), (6), (8), and (9) in (8.2). For reasons of space, we will not perform all these computations explicitly. We take (5) $[P_\delta, U_\beta]$ and compute the product:

$$P_\delta = (x_\delta + k_\delta x_\delta^\sigma) + (k_\delta x_{-\delta}^\sigma + x_{-\delta}),$$

$$U_\beta = (x_\beta + k_\beta x_\beta^\sigma) - (k_\beta x_{-\beta}^\sigma + x_{-\beta}).$$
\[(5) \ [P_\delta, U_\beta] = c_{\delta, \beta} x_{\delta + \beta} + k_\beta c_{\delta, \beta, \sigma} x_{\delta + \beta} + k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} + k_\delta k_\beta c_{\delta, \beta, \sigma} x_{\delta + \beta} x_{\delta + \beta} - k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} + c_{\delta, \beta} x_{\delta + \beta} + k_\delta k_\beta c_{\delta, \beta, \sigma} x_{\delta + \beta} - k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} \]

We see that these eight terms are present in the product (5), so we may replace them in the previous expressions (recalling that \(c_{\delta, \beta} = c_{-\delta, -\beta}\) and \(c_{\delta, \beta} = c_{\beta, \delta}\)). Then the product (5) can be written as

\[(5) \ [P_\delta, U_\beta]

= c_{\delta, \beta} U_{(\delta + \beta)} + k_\beta c_{\delta, \beta, \sigma} x_{\delta + \beta} + k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} + (\delta - \beta) U_{(\delta - \beta)}

= k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} + k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} + (\delta - \beta) U_{(\delta - \beta)}

+ k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} + k_\delta c_{\delta, \beta, \sigma} x_{\delta + \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} - k_\delta c_{\delta, -\beta, \sigma} x_{-\delta - \beta} + (\delta - \beta) U_{(\delta - \beta)}

Then by computing the difference of the two obtained expressions we get:

\[
(5) - (9) \quad 2c_{\delta, \beta} U_{(\delta + \beta)} + H_1 = [P_\delta, U_\beta] - [Q_\delta, V_\beta]. \tag{8.3}
\]

In fact, the respective second lines in (5) and (9) are equal so they cancel, while the two last ones are opposite so they add to twice that line, which can be simplified to

\[
H_1 = 2(k_\delta c_{\delta, \beta, \sigma} (x_{\delta + \beta} - x_{\delta + \beta}) - k_\beta c_{\delta, -\beta, \sigma} (x_{\delta - \beta} - x_{\delta + \beta})). \tag{8.4}
\]

Proceeding similarly with the products (6) and (8) taking the same pair of roots in each of them, namely \(\delta = \gamma\) and \(\beta = \varphi\), one obtains

\[
(6) + (8) \quad 2c_{\gamma, \varphi} V_{(\gamma + \varphi)} + T_2 = [P_\gamma, V_\varphi] + [Q_\gamma, U_\varphi], \tag{8.5}
\]

\[
T_2 = 2i(k_\gamma c_{\gamma, \varphi, \sigma} (x_{\gamma + \varphi} - x_{\gamma + \varphi}) - k_\varphi c_{\gamma, -\varphi, \sigma} (x_{\gamma - \varphi} + x_{\gamma - \varphi})). \tag{8.6}
\]
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8.3. **Brackets of fields.** Recalling (8.2) and the definitions (4.4) we take bases of $p_{0,\lambda}$ and $p_{0,\mu}$ respectively. That is,

$$
\Xi_p(\lambda) = \{W_\eta, U_\delta; V_\gamma: \eta \in \rho^{-1}(\lambda)_R, \delta, \gamma \in \rho^{-1}(\lambda)_C^*\},
$$

$$
\Xi_p(\mu) = \{W_\alpha, U_\beta; V_\varphi: \alpha \in \rho^{-1}(\mu)_R, \beta, \varphi \in \rho^{-1}(\mu)_C^*\}.
$$

With these two bases we may form the corresponding local fields and with them nine brackets. However, we shall need only those contained in the following table.

Using (5.4) (for $\eta$, $\alpha$ real and $\gamma$, $\delta$, $\beta$ and $\varphi$ complex) they are:

1. \[ [W_\eta^F, W_\alpha^F] = \left(\frac{-1}{\lambda(E)}\right) Ta ([R_\eta, W_\alpha]) - \left(\frac{-1}{\mu(E)}\right) Ta ([R_\alpha, W_\eta]), \]
2. \[ [U_\delta^F, U_\beta^F] = \left(\frac{-1}{\lambda(E)}\right) Ta ([P_\delta, U_\beta]) - \left(\frac{-1}{\mu(E)}\right) Ta ([P_\beta, U_\delta]), \]
3. \[ [U_\delta^F, V_\varphi^F] = \left(\frac{-1}{\lambda(E)}\right) Ta ([P_\delta, V_\varphi]) - \left(\frac{-1}{\mu(E)}\right) Ta ([Q_\varphi, U_\delta]), \]
4. \[ [V_\gamma^F, U_\beta^F] = \left(\frac{-1}{\lambda(E)}\right) Ta ([Q_\gamma, U_\beta]) - \left(\frac{-1}{\mu(E)}\right) Ta ([P_\beta, V_\gamma]), \]
5. \[ [V_\gamma^F, V_\varphi^F] = \left(\frac{-1}{\lambda(E)}\right) Ta ([Q_\gamma, V_\varphi]) - \left(\frac{-1}{\mu(E)}\right) Ta ([Q_\varphi, V_\gamma]). \]

Now we consider the following quantities for $\delta \in \rho^{-1}(\lambda)_C^*$ and $\varphi \in \rho^{-1}(\mu)_C^*$:

$$
D(\delta, \varphi) = [U_\delta^F, U_\varphi^F] (E) - [V_\delta^F, V_\varphi^F] (E),
$$

$$
S(\delta, \varphi) = [U_\delta^F, V_\varphi^F] (E) + [V_\delta^F, U_\varphi^F] (E).
$$

We have

$$
D(\delta, \varphi) = \left(\frac{-1}{\lambda(E)}\right) \{Ta [P_\delta, U_\varphi] - Ta [Q_\delta, V_\varphi]\}
$$

$$
- \left(\frac{-1}{\mu(E)}\right) \{Ta [P_\varphi, U_\delta] - Ta [Q_\varphi, V_\delta]\},
$$

$$
S(\delta, \varphi) = \left(\frac{-1}{\lambda(E)}\right) \{Ta [P_\delta, V_\varphi] + Ta [Q_\delta, U_\varphi]\}
$$

$$
- \left(\frac{-1}{\mu(E)}\right) \{Ta [Q_\varphi, U_\delta] + Ta [P_\varphi, V_\delta]\}.
$$

8.4. **Study of $D(\delta, \varphi)$.** By (8.3) we have

$$
\{Ta [P_\delta, U_\varphi] - Ta [Q_\delta, V_\varphi]\} = 2c_{\delta, \varphi} U_{(\delta + \varphi)} + Ta (H_1),
$$

$$
\{Ta [P_\varphi, U_\delta] - Ta [Q_\varphi, V_\delta]\} = 2c_{\varphi, \delta} U_{(\delta + \varphi)} + Ta (H_1^*),
$$

where $H_1^*$ is just $H_1$ in (8.4) but with $\delta$ and $\varphi$ interchanged. That is,

$$
H_1^* = 2 \left(\frac{k_\varphi c_{\varphi^\sigma, \varphi} (x - \varphi^\sigma + \delta - x_\varphi^\sigma - \delta) - k_\delta c_{\varphi^\sigma, \varphi} (x_\varphi^\sigma - \varphi^\sigma - x - \varphi^\sigma + \delta)}{k_\varphi c_{\varphi^\sigma, \varphi} + k_\delta c_{\varphi^\sigma, \varphi}}\right).
$$

Now we observe that the equalities

$$
-c_{\alpha, -\varphi^\sigma} = c_{-\varphi^\sigma, \alpha} = c_{\varphi^\sigma, -\alpha},
$$

$$
-c_{\varphi, -\alpha^\sigma} = c_{-\alpha^\sigma, \varphi} = c_{\alpha^\sigma, -\varphi}
$$
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clearly yield \( H_1 = H_1^* \). Since \( c_{\alpha,\varphi} = -c_{\varphi,\alpha} \), we have that \( D(\delta, \varphi) \) is

\[
D(\delta, \varphi) = \left( \frac{-1}{\lambda(E)} \right) (2c_{\delta,\varphi} U_{(\delta+\varphi)} + Ta(H_1)) \\
- \left( \frac{-1}{\mu(E)} \right) (2c_{\varphi,\delta} U_{(\delta+\varphi)} + Ta(H_1^*)) \\
= 2c_{\delta,\varphi} U_{(\delta+\varphi)} \left( \left( \frac{-1}{\lambda(E)} \right) + \left( \frac{-1}{\mu(E)} \right) \right) \\
+ \left( \left( \frac{-1}{\lambda(E)} \right) - \left( \frac{-1}{\mu(E)} \right) \right) (Ta(H_1)),
\]

and setting now, for the involved functions of \((\lambda, \mu, \delta, \varphi)\) and \((\lambda, \mu, \delta, \varphi)\), the notations

\[
\Theta_{(\lambda, \mu, \delta, \varphi)} = (2c_{\delta,\varphi}) \left( \frac{\lambda(E) + \mu(E)}{\lambda(E) \mu(E)} \right) \neq 0,
\]

\[
\Lambda_{(\lambda, \mu)} = \left( \frac{\lambda(E) - \mu(E)}{\lambda(E) \mu(E)} \right),
\]

we have for \( D(\delta, \varphi) \) the expression

\[
D(\delta, \varphi) = \Theta_{(\lambda, \mu, \delta, \varphi)} U_{(\delta+\varphi)} + \Lambda_{(\lambda, \mu)} (Ta(H_1)).
\]

8.5. Study of \( S(\delta, \varphi) \). Let us consider now \( S(\delta, \varphi) \) in \([8.7]\), for which we have to use \([8.5]\) and \([8.6]\) (with \( \delta \) instead of \( \gamma \)).

\[
Ta[P_{\delta}, V_{\varphi}] + Ta[Q_{\delta}, U_{\varphi}] = 2c_{\delta,\varphi} V_{(\delta+\varphi)} + Ta(T_2),
\]

\[
Ta[Q_{\varphi}, U_{\delta}] + Ta[P_{\varphi}, V_{\delta}] = 2c_{\varphi,\delta} (V_{(\delta+\varphi)}) + Ta(T_2^*).
\]

As above, \( T_2^* \) is just \( T_2 \) \([8.6]\) (with \( \delta \) and \( \varphi \) interchanged). That is,

\[
T_2^* = 2ik_{\varphi} c_{\varphi, \sigma, -\delta} (x_{\varphi^* - \sigma} + x_{\delta^* - \varphi}) - 2ik_{\delta} c_{\varphi, -\sigma, \delta} (x_{\varphi - \sigma^*} + x_{\delta^* - \varphi}).
\]

Now we observe that \( c_{\delta, -\varphi^*} = -c_{\varphi, \varphi^* - \delta} = -c_{\varphi^*, -\delta} \) and \( c_{\delta, \varphi, -\varphi} = -c_{\varphi, \varphi^* = \delta} \), which clearly yield \( T_2 = T_2^* \), and in turn \( S(\delta, \varphi) \) becomes

\[
S(\delta, \varphi) = \left( \frac{-1}{\lambda(E)} \right) (2c_{\delta,\varphi} V_{(\delta+\varphi)} + Ta(T_2)) \\
- \left( \frac{-1}{\mu(E)} \right) (2c_{\varphi,\delta} V_{(\delta+\varphi)} + Ta(T_2)) \\
= 2c_{\delta,\varphi} V_{(\delta+\varphi)} \left( \left( \frac{-1}{\lambda(E)} \right) + \left( \frac{-1}{\mu(E)} \right) \right) \\
+ \left( \left( \frac{-1}{\lambda(E)} \right) - \left( \frac{-1}{\mu(E)} \right) \right) (Ta(T_2)),
\]

which, using again notation \([8.8]\), is

\[
S(\delta, \varphi) = \Theta_{(\lambda, \mu, \delta, \varphi)} V_{(\delta+\varphi)} + \Lambda_{(\lambda, \mu)} Ta(T_2).
\]
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8.5.1. Resulting formulae. We write formulae (8.9) and (8.10) for the roots $\lambda, \mu \in \Omega \subset \Phi^+ (g_0, a_0)$, $\delta \in \rho^{-1}(\lambda)^*_{\mathbb{C}}$, and $\varphi \in \rho^{-1}(\mu)^*_{\mathbb{C}}$:

$$\Theta_{(\lambda,\mu,\delta,\varphi)} U_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (H_1)) = [U^F_{\delta}, U^F_{\varphi}] (E) - [V^F_{\delta}, V^F_{\varphi}] (E),$$

$$\Theta_{(\lambda,\mu,\delta,\varphi)} V_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (T_2)) = [U^F_{\delta}, V^F_{\varphi}] (E) + [V^F_{\delta}, U^F_{\varphi}] (E).$$

(8.11)

We have to add also the case in which $\delta + \varphi$ is real and both $\delta$ and $\varphi$ complex. Again $\lambda, \mu \in \Omega \subset \Phi^+ (g_0, a_0)$, $\delta \in \rho^{-1}(\lambda)^*_{\mathbb{C}}$, and $\varphi \in \rho^{-1}(\mu)^*_{\mathbb{C}}$. In this case from (8.11) and having (4.5) in mind we have:

$$k_{(\delta+\varphi)} = 1,$$

$$\Theta_{(\lambda,\mu,\delta,\varphi)} W_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (H_1)) = [U^F_{\delta}, U^F_{\varphi}] (E) - [V^F_{\delta}, V^F_{\varphi}] (E),$$

$$k_{(\delta+\varphi)} = (-1),$$

(8.12)

$$\Theta_{(\lambda,\mu,\delta,\varphi)} W_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (T_2)) = [U^F_{\delta}, V^F_{\varphi}] (E) + [V^F_{\delta}, U^F_{\varphi}] (E).$$

We need to consider also the case in which both $\delta$ and $\varphi$ are real. That is, $\lambda, \mu \in \Omega \subset \Phi^+ (g_0, a_0)$, $\delta \in \rho^{-1}(\lambda)^*_{\mathbb{R}}$, and $\varphi \in \rho^{-1}(\mu)^*_{\mathbb{R}}$. Furthermore, the first line in (8.11) in the present case clearly yields $k_\delta k_\varphi = k_{(\delta+\varphi)}$ and then formulae (8.12) become:

$$k_{(\delta+\varphi)} = 1, \quad k_\delta = k_\varphi = 1,$$

$$\Theta_{(\lambda,\mu,\delta,\varphi)} W_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (H_1)) = [W^F_{\delta}, W^F_{\varphi}] (E),$$

$$k_{(\delta+\varphi)} = (-1), \quad k_\delta = 1, \quad k_\varphi = -1,$$

$$\Theta_{(\lambda,\mu,\delta,\varphi)} W_{(\delta+\varphi)} + \Lambda(\lambda,\mu) (Ta (T_2)) = [W^F_{\delta}, W^F_{\varphi}] (E).$$

(8.13)
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