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Abstract

Recently proposed identifiable variational autoencoder (iVAE, Khemakhem et al. (2020)) framework provides a promising approach for learning latent independent components of the data. Although the identifiability is appealing, the objective function of iVAE does not enforce the inverse relation between encoders and decoders. Without the inverse relation, representations from the encoder in iVAE may not reconstruct observations, i.e., representations lose information in observations. To overcome this limitation, we develop a new approach, covariate-informed identifiable VAE (CI-iVAE). Different from previous iVAE implementations, our method critically leverages the posterior distribution of latent variables conditioned only on observations. In doing so, the objective function enforces the inverse relation, and learned representation contains more information of observations. Furthermore, CI-iVAE extends the original iVAE objective function to a larger class and finds the optimal one among them, thus providing a better fit to the data. Theoretically, our method has tighter evidence lower bounds (ELBOs) than the original iVAE. We demonstrate that our approach can more reliably learn features of various synthetic datasets, two benchmark image datasets (EMNIST and Fashion MNIST), and a large-scale brain imaging dataset for adolescent mental health research.

1. Introduction

Representation learning is the task of identifying low-dimensional latent codes that can be used to infer the structure generating observations, to cluster observations by semantic meaning, and to detect anomalous patterns (Bengio et al., 2013; LeCun et al., 2015). An important application is scientific exploratory analysis, such as to learn the representation of high-dimensional genetic/brain imaging data associated with phenotypes (Liu et al., 2009; Pearlson et al., 2015; Sui et al., 2013; Way et al., 2020).

Many variations of independent component analysis (ICA, Hyvärinen (2013)) and autoencoders (AE, Bengio et al. (2007)) have been proposed for representations. ICA assumes that observations are generated by mapping linearly independent components (ICs) through linear mixing functions and learns the ICs and mixing functions. AE extracts representations with encoders (often via nonlinear neural networks), and representations can reconstruct observations with decoders. Variational autoencoders (VAE, Kingma & Welling (2014)) have been proposed to learn representations and generate samples, but the likelihood models are not identifiable, i.e., two different parameters can provide the same likelihood (Locatello et al., 2019; Khemakhem et al., 2020).

For the purpose of obtaining more interpretable representations with nonlinear models, Khemakhem et al. defined identifiability of deep generative models when covariates are available in addition to observations and proposed identifiable VAE (iVAE). A generative model is called identifiable if the distribution of its output is identified by its parameters. With identifiable likelihood models, iVAE estimates true ICs and nonlinear mixing functions by maximizing the evidence lower bound (ELBO). However, the ELBO of iVAE does not enforce the inverse relation between encoders and decoders (a detailed review on the importance of the inverse relation and AE-based representation learning methods are provided in Section 2). Without the inverse relation, representations from encoders in iVAE may not reconstruct observations.

To overcome the limitation of iVAE, we propose a new method, the Covariate-Informed Identifiable VAE (CI-iVAE). Our method leverages encoders in addition to the original posterior distribution considered in the previous iVAE to derive alternative ELBOs. In doing so, our objective function encourages the inverse relation between encoders and decoders while maximizing the likelihood of
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identifiable models. CI-iVAE extends the iVAE objective function to a larger class and finds the samplewise optimal one among them, so it provides a better account of the data. We show that, theoretically, the proposed method has tighter ELBOs than the original iVAE under mild conditions.

We apply our method and iVAE to a brain imaging dataset, Adolescent Brain Cognitive Development (ABCD) study.1 Our experiment on the ABCD dataset is the first to learn ICs from brain imaging with identifiable neural networks. Our method successfully learns representations from brain imaging data associated with the characteristics of subjects while iVAE does not.

Our contributions can be summarized as follows:

- We propose CI-iVAE to learn better representations than iVAE by modifying the ELBO of iVAE to enforce the inverse relation between encoders and decoders.
- We derive that the proposed method has strictly tighter ELBOs than iVAE when the signal-to-noise ratio between encoder and posterior distribution in the original iVAE are large (Theorem 1).
- Experimental results on various simulations and real datasets demonstrate that our methods learn better representations than existing methods in terms of extracting covariates-associated information in observations. Our work is the first to learn independent components of brain imaging with identifiable generative models.

All proofs of theoretical results are provided in Appendix A. Implementation details are provided in Appendix B.

2. Related Prior Work

In this section, we review related works on representation learning. We first review methods using only observations and then describe their extensions to cases where covariates are available in addition to observations.

The encoder of AE and its variations have been recognized as effective nonlinear feature extractors (Vincent et al., 2008; Rifai et al., 2011; Zong et al., 2018). Their effectiveness comes from the reconstruction error enforcing the inverse relation between encoders and decoders. The reconstruction error is a distance between observations and their reconstruction results with extracted representations and decoders. For example, generative autoencoders such as VAE and Wasserstein autoencoders (WAE, Tolstikhin et al. (2018)) use reconstruction errors with penalty terms as objective functions. Penalty terms in VAE and WAE, respectively, are to compute the ELBO (Bishop, 2006) and is to approximate Wasserstein distance (Vaserstein, 1969). Other examples in anomaly detection literature, Zenati et al. and Schlegl et al. introduced encoders to generative adversarial networks (Goodfellow et al., 2014) and enforced to reconstruct observations with encoders and generators to learn better representations.

In the cases where covariates are available, many conditional generative models have been proposed to incorporate covariates in generators in addition to latent variables. In conditional VAE (Sohn et al., 2015) and conditional adversarial autoencoders (Makhzani et al., 2015), covariates are feed-forwarded by both encoder and decoder. Auxiliary classifiers for covariates are usually applied to learn representations that can generate better results (Kameoka et al., 2018; Zhao et al., 2018). The aforementioned methods have shown prominent generation results, but their models can learn the distribution of observations with many different prior distributions of latent variables, i.e., they are not identifiable (Khemakhem et al., 2020). Another limitation is that their encoders require covariates in addition to observations. In contrast, our method learns representations with identifiable generative models, and our encoders do not require covariates to extract representations.

Inspired by the iVAE framework, recently, some identifiable generative models have been proposed. Zhou & Wei proposed Poisson identifiable VAE (pi-VAE) to extend the data generation structure of iVAE from continuous observation noise cases to Poisson, but, as in iVAE, the ELBO in pi-VAE does not enforce the inverse relation between encoders and decoders. Sorrenson et al. proposed general incompressible-flow networks (GIN), volume-preserving invertible neural networks, and modied network architectures of iVAE to satisfy the inverse relation. However, due to the volume-preserving invertibility condition, the dimension of latent variables is the same as that of observations. The number of network parameters is enormous, and the depth of networks is limited when observations are high-dimensional.

3. Proposed Method

3.1. Preliminaries

3.1.1. Basic Notations and Assumptions

We denote observations, covariates, and latent variables by $X \in \mathbb{R}^{d_X}$, $U \in \mathbb{R}^{d_U}$, and $Z \in \mathbb{R}^{d_Z}$, respectively. The dimension of latent variables is lower than that of observations, i.e., $d_Z < d_X$. For a given random variable (e.g., $Z$), its realization and probability density function (p.d.f.) is denoted by small letter (e.g., $z$) and $p$ (e.g., $p(z)$), respectively. For any random variables $A$ and $B$, the conditional distribution of $A$ given $B$ is denoted by $p(a|b)$. We write the parameters (e.g., $\theta$) for model distributions in subscripts (e.g., $p_\theta(x, z)$). For distributions in variational inference, we use $q$ instead of $p$ (e.g., $q_\phi(z|x,u)$). The expectation
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operation and Kullback-Leibler divergence are denoted by $\mathbb{E}$ and $D_{\text{KL}}$, respectively.

### 3.1.2. Nonlinear Independent Component Analysis

We provide a formulation of nonlinear ICA (Hyvärinen & Oja, 2000; Jutten et al., 2010). The nonlinear ICA assumes the following data generation structure:

$$
\begin{align*}
    Z_i \perp Z_j & \text{ for any two different } i, j = 1, \ldots, d_Z \\
    X & = f_0(Z)
\end{align*}
$$

where $Z_i$ and $Z_j$ are $i$-th and $j$-th attributes of $Z$, respectively. Here, the $Z$ is called the independent component (or source), and $f_0$ is called the mixing function. The difference from (linear) ICA is that the mixing function $f_0$ is invertible and nonlinear.

The goal of nonlinear ICA is to learn representations by finding the inverse of the mixing function $f_0^{-1}$. However, with only observations, the problem of finding latent variables and nonlinear functions satisfying Equation (1) can have infinitely many solutions (Hyvärinen & Pajunen, 1999). Hyvärinen & Morioka provided the first identifiable nonlinear ICA, assuming that observations are time series and ICs follow conditionally factorial exponential family distributions parameterized by time segments, a covariate. Hyvärinen et al. provided more general results on identifiable nonlinear ICA, and Khemakhem et al. extended these results to data generation structures with observation noise by founding the identifiability of deep generative models.

### 3.1.3. Identifiable Variational Autoencoders

The iVAE framework provides an appealing approach for learning latent ICs and nonlinear mixing functions. The iVAE models the mixing function with neural networks, a flexible nonlinear model, and its generation process is identifiable where the consistency of estimated ICs and mixing functions are guaranteed under certain conditions. We first formulate the iVAE framework and then review the identifiability of generative models. Key components of iVAE include label prior, decoder, and posterior networks. The label prior and decoder, respectively, models the conditional distribution of latent variables given covariates, $p(z|u)$, and observations given latent variables, $p(x|z)$. The posterior networks models the posterior distribution (or inference model) of the latent variables, $q(z|x, u)$.

An essential condition on the label prior to identifiability is the conditionally factorial exponential distribution assumption. The label prior is denoted by $p_{\Theta}(z|u)$ and can be expressed as $p_{\Theta}(z|u) = \prod_{i=1}^{d_z} p_{\Theta_i}(z_i|u)$ where $p_{\Theta_i}(z_i|u) = \exp \left( \lambda_i(u) \cdot T_i(z_i) - A(u) + B(z_i) \right)$ is the exponential family distribution with parameters $\lambda_i(u)$, sufficient statistics $T_i(z_i)$, and known functions $A$ and $B$.

### Table 1. A summary of various Variational Autoencoders according to identifiability and inverse relation between encoders and decoders.

| Method   | Identifiability | Inverse Relation Between Encoder and Decoder |
|----------|-----------------|---------------------------------------------|
| VAE      | ×               | ×                                          |
| iVAE     | ✓               | ×                                          |
| Ours     | ✓               | ✓                                          |

We denote $T := (T_1, \ldots, T_{d_Z})$ and $\lambda := (\lambda_1, \ldots, \lambda_{d_Z})$. The decoder is denoted by $p_T(x|z) := p(\epsilon = x - f(z))$ where $f$ is the modeled mixing function and $p(\epsilon)$ is the p.d.f. of noise variables $\mathcal{E}$. With label prior and decoder, the data generation process can be expressed as $p_0(x, z|u) := p_T(x|z)p_{\Theta}(z|u)$ where $\Theta = (f, T, \lambda)$ is all the parameters for the data generation process. The posterior model is denoted by $q_\phi(z|x, u)$ and the encoder can be estimated by $q_\phi(z|x) = \int q_\phi(z|x, u)p(u|x)du$. The role of $q_\phi(z|x, u)$ is to model posterior distributions of the label prior with observations to derive ELBO. The ELBO in iVAE is with respect to (w.r.t.) the conditional log-likelihood of observations given covariates, $p_0(x|u)$, and can be expressed as

$$
\mathbb{E}_{q_\phi(z|x, u)} \log p_T(x|z) - D_{\text{KL}}(q_\phi(z|x, u)||p_{\Theta}(z|u)).
$$

In the implementation, iVAE models $p_{\Theta}(z|u)$ and $q_\phi(z|x, u)$ with Gaussian distributions.

A generative model is called identifiable if the distribution of its output is identified by its parameters.

**Definition 1.** (Identifiability, Khemakhem et al. (2020)) A generative model $p_0(x, z|u)$ is called identifiable if the following holds: For any $\Theta = (f, T, \lambda)$ and $\tilde{\Theta} = (\tilde{f}, \tilde{T}, \tilde{\lambda})$, $p_0(x|u) = p_0(x|u)$ implies $\Theta \sim \tilde{\Theta}$. Here, $\sim$ is defined as $T(f^{-1}(x)) = \tilde{T}(\tilde{f}^{-1}(x))$ with probability 1 up to a invertible affine transformation.

Under the identifiability, maximizing likelihood implies learning the true mixing function and ICs in Equation (1). Khemakhem et al. showed that the identifiability holds if $f$ is injective, $\lambda$ can make invertible matrix $(\lambda(u) - \lambda(u_0), \ldots, \lambda(u_nk) - \lambda(u_0))$ with some $nk + 1$ distinct $u_0, \ldots, u_{nk}$ and some mild conditions hold.

### 3.2. Motivation

Our goal is to learn $f_0^{-1}(X)$ with nonlinear identifiable generative models and to use it as representations. The $f_0^{-1}(X)$ is computationally burdensome. However, with samplewise optimal identifiability, we can extract representations with the inverse of the mixing function.
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is a novel representation since it contains all the information in observations and is the ICs, true latent variables when the observation noise is zero.

The identifiability of the likelihood model and the inverse relation between encoders and decoders are two essential conditions to learn \( f_0^{-1} \). The decoder \( p_f(x|z) \) from identifiable models is close to the true mixing function \( f_0 \) when the likelihood is maximized well, but the identifiability alone does not guarantee any properties of encoder \( q_\theta(z|x) \). If the inverse relation between \( q_\theta(z|x) \) and \( p_f(x|z) \) pair holds in addition to identifiability, the encoder is guaranteed to be close to the inverse of the mixing function, \( f_0^{-1} \), when the likelihood is maximized well. Most of the AE-based methods enforce the inverse relation with reconstruction errors in objective functions, but their likelihood models are not identifiable. In contrast, iVAE uses identifiable likelihood models, but its objective function does not enforce the inverse relation. For details, VAE uses the reconstruction error (or reconstruction probability), \( \mathbb{E} q_\phi(z|x) \log p_f(x|z) \), in its ELBO to enforce the inverse relation. In iVAE, though \( q_\phi(z|x) \) and \( p_f(x|z) \) are called by autoencoders (AE) to inherit the terminology of VAE, Equation (2) does not contain the reconstruction error, so the inverse relation is not enforced. It is a limitation of representations from iVAE.

We evaluate various autoencoders whether the identifiability and the inverse relation between encoders and decoders for learning \( f_0^{-1} \) are satisfied in Table 1. Our method modifies the ELBO of iVAE to enforce the inverse relation so that it can extract representations with the inverse of the mixing function. GIN is the only existing work that fulfills the two conditions and can conduct this task, but the number of network parameters is enormous, and the depth of networks is limited when observations are high-dimensional.

Our method learns \( f_0^{-1} \) by incorporating \( q_\phi(z|x) \) in ELBO to learn identifiable models. For a motivating example, we can learn \( f_0^{-1} \) by maximizing other ELBO,

\[
\mathbb{E} q_\phi(z|x) \log p_f(x|z) - D_{KL}(q_\phi(z|x)||p_{T,\lambda}(z|u)), \tag{3}
\]

which is derived by replacing \( q_\phi(z|x,u) \) in Equation (2) with \( q_\phi(z|x) \). We name Equations (2) and (3) by ELBO with \( q_\phi(z|x,u) \) and with \( q_\phi(z|x) \), respectively. Note that the ELBO with \( q_\phi(z|x) \) encourages to learn \( f_0^{-1} \) when \( p_\theta(x,z|u) \) is identifiable. For simplicity, let assume that the ELBO with \( q_\phi(z|x) \) is maximized well so that \( f \) and \( p_{T,\lambda}(z|u) \) are close to \( f_0 \) and the distribution of ICs, respectively. In this case, the first term (reconstruction error) directly enforces the inverse relation between \( q_\phi(z|x) \) and \( p_{T,\lambda}(z|u) \) and the second term indirectly enforces it by matching \( q_\phi(z|x) \) and the distribution of ICs which are \( f_0^{-1}(x) \) when observation noise is small (or covariates are informative).

The ELBO with \( q_\phi(z|x) \) allows to learn \( f_0^{-1} \), but it may be less tight lower bound of \( \log p_\theta(x|u) \) than the ELBO with \( q_\phi(z|x,u) \) since the \( q_\phi(z|x,u) \) is more flexible by incorporating covariates. Thus, we need to find a good balance between the sharpness of lower bounds to estimate \( f_0 \) and the enforcement of the inverse relation between encoders and decoders to learn \( f_0^{-1} \) with estimated \( f_0 \). In the next section, we provide our method leveraging them by considering a set of ELBOs, including ELBOs with \( q_\phi(z|x) \) and \( q_\phi(z|x,u) \).

### 3.3. Covariate-informed Identifiable VAE

In this section, we provide our method, covariate-informed iVAE, to learn representations extracted with the inverse of the mixing function \( f_0^{-1} \). We use the same architecture of iVAE described in Section 3.1.3 to inherit the identifiability of the likelihood model, but we target different objective functions to enforce the inverse relation between encoders and decoders while maximizing the sharper lower bound of the conditional log-likelihood.

As described in Section 3.2, for a given identifiable \( p_\theta(x,z|u) \), two properties of the objective function are required to learn \( f_0^{-1} \): (i) it assists in maximizing the log-likelihood to estimate \( f_0 \) and ICs, and (ii) it enforces the inverse relation between encoders and decoders to learn \( f_0^{-1} \) with estimated \( f_0 \). The ELBO with \( q_\phi(z|x,u) \) (Equation (2)) is better at (i), and the ELBO with \( q_\phi(z|x) \) (Equation (3)) is better at (ii), so we consider mixtures of distributions by encoders \( q_\phi(z|x) \) and the posterior in the original iVAE, \( q_\phi(z|x,u) \).

\[
\{ \alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x,u) | \alpha \in [0, 1] \}, \tag{4}
\]

to achieve (ii) while enjoying sharper lower bounds of conditional log-likelihood for (i).

We first formulate a set of ELBOs using Equation (4) and then provide our method. The role of \( q_\phi(z|x,u) \) in the original iVAE is to compute a lower bound of log-likelihood, the ELBO with \( q_\phi(z|x,u) \), and any element in Equation (4) can serve this role.

**Proposition 1.** For any sample \((x, u, \theta) = (f, T, \lambda, \phi)\), and \( \alpha \in [0, 1] \), \( \text{ELBO}_{\theta,\phi}(\alpha; x, u) \) defined as

\[
\mathbb{E} q_\phi(z|x) + (1 - \alpha) q_\phi(z|x,u) \log p_f(x|z) \nonumber
\]

\[
- D_{KL}(q_\phi(z|x) + (1 - \alpha) q_\phi(z|x,u)||p_{T,\lambda}(z|u))
\]

is a lower bound of \( \log p_\theta(x|u) \).

The Proposition 1 can be derived by conducting variational inference with \( \alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x,u) \). A set of ELBOs, \( \{ \text{ELBO}_{\theta,\phi}(\alpha; x, u) | \alpha \in [0, 1] \} \) is a continuum of ELBOs whose endpoints are ELBOs with \( q_\phi(z|x,u) \) and with \( q_\phi(z|x) \).
We now present the covariate-informed iVAE (CI-iVAE).

Finding Samplewise Optimal iVAEs

Furthermore, we derive that the difference between our optimal ELBO and the ELBO of existing iVAE is significant in Theorem 1 in the next section.

Algorithm 1 Finding Samplewise Optimal iVAEs

**Input:** A sample \( (x, u) \), encoder networks \( q_\theta(z|x) \), label prior networks \( p_{T,\lambda}(z|u) \), decoder networks \( p_f \), the number of sample for Monte Carlo approximation \( M \), a finite set of real numbers \( A \subset [0, 1] \)

**Output:** The \( \alpha^* \) to inform the optimal iVAE for the sample \( (x, u) \)

1. Sample \( z_{\text{enc}}^m \) from \( q_\theta(z|x) \) for \( m = 1, \ldots, M \)
2. Sample \( z_{\text{post}}^m \) from \( q(z|x, u) \) for \( m = 1, \ldots, M \)
3. ELBO\( _{b,\phi}(0; x, u) \leftarrow \log p_f(x|z_{\text{post}}^1) - D_{\text{KL}}(q(z|x, u)||p_{T,\lambda}(z|u)) \)
4. ELBO\( _{b,\phi}(1; x, u) \leftarrow \log p_f(x|z_{\text{enc}}^1) - D_{\text{KL}}(q(z|x)||p_{T,\lambda}(z|u)) \)
5. \( D_{\text{Skew}}(q_\theta(z|x)||q(z|x, u)) \leftarrow M^{-1} \sum_{m=1}^{M} \log q_\theta(z_{\text{enc}}^m|x)/(\alpha q_\theta(z_{\text{enc}}^m|x) + (1 - \alpha)q(z_{\text{post}}^m|x, u)) \) for \( \alpha \in A \)
6. ELBO\( _{b,\phi}(\alpha; x, u) \leftarrow \alpha \text{ELBO}_{b,\phi}(0; x, u) + (1 - \alpha)\text{ELBO}_{b,\phi}(1; x, u) - \alpha D_{\text{Skew}}^\alpha(q_\theta(z|x)||q(z|x, u)) - (1 - \alpha)D_{\text{Skew}}^\alpha(q(z|x, u)||q_\theta(z|x)) \) for \( \alpha \in A \)
7. \( \alpha^* (x, u) = \arg \max_{\alpha \in A} \text{ELBO}_{b,\phi}(\alpha; x, u) \)

Algorithm 2 Training CI-iVAE

**Input:** Training samples \( \{(x_i, u_i)\}_{i=1}^n \), encoder networks \( q_\theta \), label prior networks \( p_{T,\lambda} \), decoder networks \( p_f \), batch size \( B \), the number of sample for Monte Carlo approximation \( M \), a finite set of real numbers \( A \subset [0, 1] \)

**Output:** CI-iVAE with \( (T^*, \lambda^*, f^*) \) and encoder networks with \( \phi^* \)

1. Initialize \( (T, \lambda, \phi, f) \)
2. While \( (T, \lambda, \phi, f) \) did not converge Do
3. Sample \( \{(x_i(b), u_i(b))\}_{b=1}^B \) from training samples
4. Calculate \( \alpha^*(x_i(b), u_i(b)) \) with Algorithm 1
5. Update \( (T, \lambda, \phi, f) \) by ascending
6. \( (T^*, \lambda^*, f^*) \leftarrow (T, \lambda, \phi, f) \)

We now present the covariate-informed iVAE (CI-iVAE). For a given identifiable \( p_\theta(x, z|u) \), different from VAE using \( q_\theta(z|x) \) for variational inference, the CI-iVAE uses covariates to find the optimal distribution in Equation (4) and utilizes it for deriving ELBO. The optimal mixing proportion informed by covariates is denoted by \( \alpha^*(x, u) := \arg \max_{\alpha \in [0,1]} \text{ELBO}_{b,\phi}(\alpha; x, u) \) and it defines the samplewise optimal iVAE whose ELBO is the sharpest. In this way, our method uses sharper lower bounds than the existing iVAE method for all samples and enforces the inverse relation between encoders and decoders as well, yielding representations closer to \( f_0^{-1}(x) \). The objective function of CI-iVAE is

\[
\text{ELBO}_{b,\phi}(\alpha^*(x, u); x, u).
\]

(5)

Furthermore, we derive that the difference between our optimal ELBO and the ELBO of existing iVAE is significant in Theorem 1 in the next section.

Though the CI-iVAE allows learning better representations, numerical approximation for \( \alpha^*(x, u) \) in Equation (5) may lead to burdensome computational costs. To overcome this technical obstacle, we provide an alternative expression of our objective function that allows us to approximate \( \alpha^*(x, u) \) within twice the computation time of the ELBO of the existing iVAE.

**Proposition 2.** For any sample \( (x, u, \theta) = (f, T, \lambda, \phi, \alpha) \in [0, 1] \), \( \text{ELBO}_{b,\phi}(\alpha; x, u) \) can be expressed as

\[
\alpha\text{ELBO}_{b,\phi}(1; x, u) + (1 - \alpha)\text{ELBO}_{b,\phi}(0; x, u) + \alpha D_{\text{Skew}}^\alpha(q_\theta(z|x)||q_\theta(z|x)) + (1 - \alpha)D_{\text{Skew}}^\alpha(q_\theta(z|x)||q_\theta(z|x)),
\]

where \( D_{\text{Skew}}^\alpha(p||q) := D_{\text{KL}}(p||(1 - \alpha)p + \alpha q) \) (Lin, 1991).

Details on finding samplewise optimal iVAEs with Proposition 2 and using optimal iVAEs to maximize Equation (5) are described in Algorithms 1 and 2, respectively. The main bottleneck is on computing \( \text{ELBO}_{b,\phi}(0; x, u) \), \( \text{ELBO}_{b,\phi}(1; x, u) \), and conditional means and standard deviations of the label prior and encoder distributions, which requires roughly twice the computation time of the ELBO of iVAE. With Proposition 2 and reparametrization trick, for any \( \alpha \), the remaining process to compute \( \text{ELBO}_{b,\phi}(\alpha; x, u) \) is completed in a short time.

### 3.4 Theoretical Properties of CI-iVAE

In this section, we derive the concavity and sharpness of proposed ELBOs. The concavity implies that the approximation error for \( \alpha^*(x, u) \) is small. For the sharpness, our method uses a sharper lower bound of conditional log-likelihood than the existing iVAE with positive margins.

We first show the concavity of the proposed ELBO and a necessary and sufficient condition for the linearity.

As in VI-AE (Zhou & Wei, 2020), we model Gaussian distributions for label prior \( p_{T,\lambda}(z|x) \) and encoder \( q_\theta(z|x) \), and assume \( q(z|x, u) \sim q_\theta(z|x) \).
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Proposition 3. For any sample \((x, u)\) and \(\alpha \in [0, 1]\), \(\text{ELBO}_{\theta, \phi}(\alpha; x, u)\) is concave w.r.t. \(\alpha\). It is linear if and only if \(q_{\phi}(z|x) = q_{\phi}(z|x, u)\) for all \(z\).

Note that the first two terms in Proposition 2 are linear w.r.t. \(\alpha\), and the last two terms are zero if and only if \(q_{\phi}(z|x) = q_{\phi}(z|x, u)\) for all \(z\). That is, divergences between two endpoints in Equation (4) induce the concavity. With the concavity, the numerical approximation error for \(\alpha^*(x, u)\) by grid search can be small.

Next, we show that our method uses sharper lower bounds than the existing iVAE. Let \(\Delta_{1-0}(x, u) := \text{ELBO}_{\theta, \phi}(1; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u)\) and

\[
\text{SNR}(g) := \frac{(E_{q_{\phi}(z|x)}g(z) - E_{q_{\phi}(z|x, u)}g(z))^2}{\max(Va \text{r}_{q_{\phi}(z|x)}g(z)), Va \text{r}_{q_{\phi}(z|x, u)}g(z))}. \tag{6}
\]

Here, \(\text{SNR}(g)\) is the signal-to-noise ratio between \(q_{\phi}(z|x)\) and \(q_{\phi}(z|x, u)\) w.r.t. \(g\).

Theorem 1. For any sample \((x, u)\), \(\theta = (f, T, \lambda), \phi\), and \(\epsilon > 0\), if there is a function \(g : \mathcal{Z} \rightarrow \mathbb{R}\) satisfying \(\text{SNR}(g) \geq 1/\epsilon\) and \(\Delta_{1-0}(x, u) \leq -\log \epsilon + O(\epsilon \log \epsilon)\), then

\[
\sup_{\alpha \in [0, 1]} \text{ELBO}_{\theta, \phi}(\alpha; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u) \\
\geq \frac{-1 + \sqrt{1 + 4\epsilon}}{2} - \frac{1}{\epsilon} \Delta_{1-0}(x, u) + O(\epsilon \log \epsilon) \\
\text{as} \quad |\Delta_{1-0}(x, u)| \rightarrow \infty \quad \text{and} \quad \epsilon \rightarrow 0^+.
\]

That is, if \(q_{\phi}(z|x)\) and \(q_{\phi}(z|x, u)\) are different so that \(\text{SNR}(g)\) is large enough for some \(g\), then our bound is sharper than that of iVAE with positive margins. Note that our bound is sharper even Equation (2) is much larger than (3), i.e., \(|\Delta_{1-0}(x, u)|\) is large.

We provide an approximation formula for \(\alpha^*\),

\[
\alpha^*_{\text{approx}}(\epsilon, \Delta_{1-0}(x, u)) := \frac{1 - \sqrt{1 + 4\epsilon}}{2} + \frac{\sqrt{1 + 4\epsilon}}{1 + e^{-\sqrt{4\epsilon/\Delta_{1-0}(x, u)}}}. \tag{7}
\]

The \(\alpha^*_{\text{approx}}\) is the maximizer of a lower bound of \(\text{ELBO}_{\theta, \phi}(\alpha; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u)\) in Lemma 2 in Appendix A. Details on \(\alpha^*_{\text{approx}}\) are provided in Lemma 4 in Appendix A. Since the lower bound evaluated at \(\alpha = \alpha^*_{\text{approx}}\) is the RHS in Theorem 1, the \(\alpha^*_{\text{approx}}\) can be used to approximate \(\alpha^*\). In the simulation study in Table 7 in Appendix B.2, calculated values by this formula are similar to \(\alpha^*\) from Algorithm 1, which supports the validity of our theory.

4. Experiments

We have validated and applied our method on synthetic, extended MNIST (EMNIST, Cohen et al. (2017)), Fashion-MNIST (Xiao et al., 2017), and ABCD (Jernigan et al., 2018) datasets. For CI-iVAE, we implement two versions: (i) CI-iVAE with \(\alpha^* = 1\) for all samples and (ii) CI-iVAE with samplewise optimal \(\alpha^*\). (i) and (ii) use Equations (3) and (5) as objective functions, respectively, and (i) is a simplified version of (ii) without fully addressing samplewise optimal VAEs. Implementation details, including data descriptions and network architectures, are provided in Appendix B.1.

4.1. Simulation Study

Using synthetic datasets, we first examine the effectiveness of applying samplewise optimal VAEs by comparing three cases: 1) iVAE (is equivalent to CI-iVAE with \(\alpha^* = 0\) for all samples), 2) CI-iVAE with \(\alpha^* = 1\) for all samples, and 3) CI-iVAE with samplewise optimal \(\alpha^*\). Both 1) and 2) are simplified versions of CI-iVAE. We use three data generation schemes and named them by shapes of the conditional expectation of latent variables given covariates: (i) sine, (ii) quadratic, and (iii) two circles.

Table 2 and Figure 1 show the results from the synthetic dataset. We consider two evaluation metrics using ground-truth latent variables, MSE between true and estimated latent variables and maximized log-likelihood. The MSE is used to evaluate the learned latent structure. We first fit
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According to Table 2, the iVAE is worse than the other two. When iVAE is compared with CI-iVAE with samplewise α*, p-values are $4.5 \times 10^{-6}$ for MSE and $4.0 \times 10^{-10}$ for log-likelihood. Moreover, CI-iVAE with samplewise optimal α* is better than CI-iVAE with α* = 1 for all samples. The p-values are $1.1 \times 10^{-2}$ for MSE and $5.6 \times 10^{-2}$ for log-likelihood. That is, our sharper ELBO enhances performances on learning ground-truth ICs and mixing functions.

Visualization of latent variables and results is presented in Figure 1. The latent variables (Column 1), the ground-truth conditional expectation of latent variables given covariates (Column 2), and conditional expectations of latent prior from various methods (From columns 3 to 5) are colored by covariates. For the two circles structure, we color data-points by angles, $U_1$. In all latent structures, CI-iVAE with samplewise optimal α* and CI-iVAE with α* = 1 for all samples are better than iVAE in recovering the conditional expectation of latent variables given covariates.

4.2. Applications to Real Datasets

4.2.1. EMNIST AND FASHION-MNIST

We compare the proposed CI-iVAE with GIN and iVAE on two benchmark image datasets: EMNIST and Fashion-MNIST. In EMNIST, observations and covariates are images of handwritten digits and digit labels, respectively. In Fashion-MNIST, observations and covariates are images of fashion items such as ankle boots, bags, and coats, and item labels, respectively.

The experimental results are presented in Table 3 and Figure 2. Generation results are provided in Figures 4, 5, and 6 in Appendix B.2. We consider the ratio of the within-cluster sum of squares (SSW) over the total sum of squares (SST) as evaluation metrics. The SSW/SST is used to measure how well representations are clustered by covariates. It is calculated with Euclidean distances between conditional expectations of ground-truth and estimated results and then calculate Euclidean distances between conditional expectations of ground-truth and estimated latent variables given covariates. The log-likelihood is used to evaluate the whole data generation scheme. All methods use the same network architectures, so the density models are the same. The log-likelihood is calculated by $\log p_d(x|u) = \log \int p_f(x|z) p_{f,\lambda}(z|u) dz$ with Monte Carlo approximation and is averaged over samples.

![Figure 2. Visualization of the two-dimensional t-SNE (Van der Maaten & Hinton, 2008) embeddings of representations, conditional expectation of latent variables given observations, from various methods on EMNIST and Fashion-MNIST datasets.](image)

Table 3. Means of evaluation metrics with standard errors from various methods on EMNIST and Fashion-MNIST datasets. The number of repeats is 20.

| DATASET      | METHOD                      | SSW/SST (%) |
|--------------|-----------------------------|-------------|
| EMNIST       | GIN                         | .6130 (.0075)|
|              | CI-iVAE with α* = 1 FOR ALL SAMPLES | .4060 (.0026)|
|              | CI-iVAE with SAMPLEWISE α*  | .4117 (.0032)|
| FASHION-MNIST| GIN                         | .8503 (.0026)|
|              | CI-iVAE with α* = 1 FOR ALL SAMPLES | .4777 (.0024)|
|              | CI-iVAE with SAMPLEWISE α*  | .4926 (.0024)|

According to Table 3, for all datasets, the iVAE that does not enforce the inverse relation between encoders and decoders is worse than our methods, CI-iVAE with α* = 1 for all samples and with samplewise optimal α*. Our methods also are better than GIN in all datasets. When iVAE is compared with CI-iVAE with samplewise α*, p-values are $2.3 \times 10^{-27}$ for EMNIST and $8.8 \times 10^{-25}$ for Fashion-MNIST datasets. When GIN is compared with CI-iVAE with samplewise α*, p-values are $2.1 \times 10^{-25}$ for EMNIST and $3.1 \times 10^{-48}$ for Fashion-MNIST datasets. CI-iVAE with α* = 1 for all samples are comparable to or better than CI-iVAE with samplewise α*. The p-values are $1.6 \times 10^{-1}$ for EMNIST and $6.2 \times 10^{-5}$ for Fashion-MNIST. That is, CI-iVAE is significantly better than iVAE and GIN for extracting covariates-related information from observations, and directly enforcing the inverse relation between encoders and decoders is more effective than using sharper lower bounds in these datasets.

Visualization of t-SNE embeddings is presented in Figure 2. In all datasets, CI-iVAE with samplewise optimal α* and CI-iVAE with α* = 1 yield more separable representations by covariates than GIN and iVAE.
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Table 4. Means of prediction performances with standard errors from 5-fold cross-validation. We train support vector regression for age and CBCL scores, and support vector machine for sex and puberty. The representation from our methods outperform that from AE and iVAE baselines. Prediction performances with our representations are comparable to or better than those with raw $X$.

| INPUT | COVARIATES |
|-------|------------|
|       | AGE (MSE) | SEX (ERROR RATE) | PUBERTY (F1 SCORE) | CBCL (SCORES) |
| $X$   | .165 (.012) | .105 (.007) | .531 (.023) | .072 (.006) |
| $q_0(z|x)$ FROM AE | .336 (.005) | .368 (.006) | .188 (.009) | .135 (.006) |
| $q_0(z|x)$ FROM iVAE | .361 (.005) | .479 (.010) | .046 (.005) | .148 (.006) |
| $q_0(z|x)$ FROM CI-iVAE WITH $\alpha^* = 1$ FOR ALL SAMPLES | .158 (.018) | .088 (.008) | .592 (.022) | .075 (.007) |
| $q_0(z|x)$ FROM CI-iVAE WITH SAMPLEWISE OPTIMAL $\alpha^*$ | .153 (.017) | .086 (.009) | .563 (.053) | .073 (.008) |

Figure 3. Visualization of the two-dimensional t-SNE embeddings of latent variables from label prior, encoder, and posterior from various methods on the ABCD dataset. Red and blue points indicate female and male, respectively.

4.2.2. Application to Brain Imaging Data for Psychiatry Research

Here we present the application of the CI-iVAE on the Adolescent Brain Cognitive Development (ABCD) study dataset, which is the largest single-cohort prospective longitudinal study of neurodevelopment and children’s mental health in the United States. The ABCD dataset provides resources to address a central scientific question in Psychiatry: can we find the brain imaging representations that are associated with phenotypes. For this purpose, the proposed CI-iVAE is appealing and more efficient in that it incorporates the information in demographics, symptoms, which, by domain knowledge, are associated with brain imaging. In this application, observations are the MRI mean thickness and functional connectivity data from Gorden Atlas (Gordon et al., 2016), and the covariates are interview age, gender, puberty level, and total Child Behavior Checklist (CBCL) scores. We compare CI-iVAE with vanilla AE and iVAE.

The experimental results are presented in Table 4 and Figure 3. Visualization of representations by covariates is provided in Figure 7 in Appendix B.2. We consider prediction performances using representations from various methods to evaluate how much covariate-related information in observations is extracted from brain measures. We use conditional expectations of encoders, $q_0(z|x)$, as representations. For the puberty level, we oversample minority classes to balance classes.

According to Table 4, for all covariates, representations from our methods outperform those from AE and iVAE and are comparable to raw observations. CI-iVAE with samplewise optimal $\alpha^*$ is significantly better than iVAE, p-values for age, sex, puberty level, and CBCL scores are $1.1 \times 10^{-6}$, $8.4 \times 10^{-10}$, $4.6 \times 10^{-6}$, and $3.1 \times 10^{-5}$, respectively. Thus, our representations extracted from brain measures preserve more covariates-related information than the other methods. There is no significant difference between CI-iVAE with $\alpha^* = 1$ for all samples and with samplewise optimal $\alpha^*$.

Visualization of t-SNE embeddings of latent variables is presented in Figure 3. The result from iVAE demonstrates the limitation of the method. Though the posterior $q_0(z|x, u)$ is very close to the label prior, the encoder $q_0(z|x)$ has little variability, i.e., representations $Z$ from encoders in iVAE do not contain much information from observations $X$. In contrast, the proposed CI-iVAE learns the encoder $q_0(z|x)$ that matches with posterior and prior, and representations are very informative of the covariates $U$.

5. Discussion

We proposed a new representation learning approach, CI-iVAE, to overcome the limitations of iVAE. Our objective function enforces the inverse relationship between encoders and decoders and is tighter than the ELBO in iVAE under mild conditions. Representations from our methods on various synthetic and real datasets were better than those from existing methods by extracting covariates-associated information in observations. Our work is the first to adapt identifiable generative models to brain imaging. We used pre-processed ROI level summary measures as observations. An interesting future direction is to extract interpretable features from minimally-processed images. Another direction is to apply/develop interpretable machine learning tools creating feature importance scores (Ribeiro et al., 2019; Molnar, 2020; Guidotti et al., 2018) to reveal scientific insights from our representations.
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A. Proofs of Theoretical Results

A.1. Proofs of Propositions

A.1.1. PROOF OF PROPOSITION 1

For any sample \((x, u), \theta = (f, T, \lambda), \phi, \) and \(\alpha \in [0, 1],\)

\[
\log p_\theta(x|u) = \log \left( \int \frac{p_\theta(x, z|u)}{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)} \left( \alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u) \right) dz \right)
\]

\[
\geq \int \left( \log \frac{p_\theta(x, z|u)}{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)} \right) \left( \alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u) \right) dz
\]

\[
= \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x, z|u) - D_{KL}(\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u) || p_{T, \lambda}(z|u))]
\]

holds by Jensen’s inequality and \(p_\theta(x, z|u) = p_f(x|z)p_{T, \lambda}(z|u)).\)

A.1.2. PROOF OF PROPOSITION 2

For any sample \((x, u), \theta = (f, T, \lambda), \phi, \) and \(\alpha \in [0, 1], \) ELBO\(_{\theta, \phi}(\alpha; x, u)\) can be expressed as

\[
\alpha \mathbb{E}_{q_\phi(z|x)} \log p_f(x|z) + (1 - \alpha) \mathbb{E}_{q_\phi(z|x, u)} \log p_f(x|z)
\]

\[
- \int \left( \log \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) (\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)) dz
\]

\[
= \alpha \left( \text{ELBO}_{\theta, \phi}(1; x, u) + \text{ELBO}_{\theta, \phi}(0; x, u) + \int \left( \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x, u) dz \right)
\]

\[
- \alpha \int \left( \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x) dz - (1 - \alpha) \int \left( \frac{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x, u) dz
\]

\[
= \alpha \text{ELBO}_{\theta, \phi}(1; x, u) + (1 - \alpha) \text{ELBO}_{\theta, \phi}(0; x, u)
\]

\[
+ \alpha D_{KL}(q_\phi(z|x)||\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)) + (1 - \alpha) D_{KL}(q_\phi(z|x, u)||\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u))
\]

\[
= \alpha \text{ELBO}_{\theta, \phi}(1; x, u) + (1 - \alpha) \text{ELBO}_{\theta, \phi}(0; x, u) + \alpha D_{\text{adv}}^\alpha(q_\phi(z|x)||q_\phi(z|x, u)) + (1 - \alpha) D_{\text{adv}}^\alpha(q_\phi(z|x, u)||q_\phi(z|x)).
\]

A.1.3. PROOF OF PROPOSITION 3

For any sample \((x, u)\) and \(\alpha \in [0, 1],\) the first derivative of ELBO\(_{\theta, \phi}(\alpha; x, u)\) can be expressed as

\[
\text{ELBO}_{\theta, \phi}^{(1)}(\alpha; x, u) = \frac{\partial}{\partial \alpha} \left( \alpha \mathbb{E}_{q_\phi(z|x)} \log p_f(x|z) + (1 - \alpha) \mathbb{E}_{q_\phi(z|x, u)} \log p_f(x|z) \right)
\]

\[
- \frac{d}{d\alpha} \left[ \int \left( \log \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x) dz \right]
\]

\[
= \text{ELBO}_{\theta, \phi}(1; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u) + \int \left( \log \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x, u) dz - \int \left( \log \frac{q_\phi(z|x)}{p_{T, \lambda}(z|u)} \right) q_\phi(z|x) dz
\]

\[
= \text{ELBO}_{\theta, \phi}(1; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u) + \int \left( \log \frac{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)}{p_{T, \lambda}(z|u)} \right) \frac{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)}{p_{T, \lambda}(z|u)} dz - \int \left( \log \frac{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)}{p_{T, \lambda}(z|u)} \right) \frac{\alpha q_\phi(z|x) + (1 - \alpha) q_\phi(z|x, u)}{p_{T, \lambda}(z|u)} dz
\]

\[
= 0.
\]
With this, the second derivative of \( \text{ELBO}_{\theta, \phi}(\alpha; x, u) \) can be expressed as

\[
\text{ELBO}_{\theta, \phi}^{(2)}(\alpha; x, u) = -\frac{d}{d\alpha} \int \left( \log \frac{\alpha q_{\phi}(z|x)}{p_{T, \lambda}(z|u)} \right) (q_{\phi}(z|x) - q_{\phi}(z|x, u)) dz \\
= -\int \left( \log \frac{q_{\phi}(z|x) - q_{\phi}(z|x, u)}{\alpha q_{\phi}(z|x) + (1 - \alpha) q_{\phi}(z|x, u)} \right) (q_{\phi}(z|x) - q_{\phi}(z|x, u)) dz \\
= -\int \frac{(q_{\phi}(z|x) - q_{\phi}(z|x, u))^2}{\alpha q_{\phi}(z|x) + (1 - \alpha) q_{\phi}(z|x, u)} dz.
\]

Thus, \( \text{ELBO}_{\theta, \phi}^{(2)}(\alpha; x, u) < 0 \) for any \( \alpha \in [0, 1] \) if and only if \( q_{\phi}(z|x) = q_{\phi}(z|x, u) \) for all \( z \), which concludes the proof.

### A.2. Lemmas for Theorem 1

In this section, we provide lemmas for Theorem 1 with proofs.

**Lemma 1.** *(Equation (18) in Nishiyama (2019))* For any \( t \in [0, 1] \), real-valued function \( g \), and probability density functions \( p(z) \) and \( q(z) \),

\[
\frac{\partial}{\partial t} \mathcal{D}_{KL}(p(z) || (1-t)p(z) + tq(z)) \geq \frac{t(E_{q(z)}[g(z)] - E_{p(z)}[g(z)])^2}{t(1-t)(E_{q(z)}[g(z)] - E_{p(z)}[g(z)])^2} + (1-t)V\text{ar}_{p(z)}[g(z)] + tV\text{ar}_{q(z)}[g(z)].
\]

**Lemma 2.** For any datum \((x, u)\) and positive number \(\epsilon\), if there is a function \( g : Z \to \mathbb{R} \) satisfying \( \text{SNR}(g) \geq 1/\epsilon \), then

\[
\text{ELBO}_{\theta, \phi}(\alpha; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u) \geq LB(\alpha, \epsilon, \Delta_{1-0}(x, u))
\]

where \(LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) := \alpha \Delta_{1-0}(x, u) + \alpha \int_{0}^{1} (1-t)/(t(1-t) + \epsilon) dt + (1-\alpha) \int_{0}^{\alpha} t/(t(1-t) + \epsilon) dt \).

**Proof of Lemma A.2.** By Proposition 2,

\[
\text{ELBO}_{\theta, \phi}(\alpha; x, u) - \text{ELBO}_{\theta, \phi}(0; x, u) = \alpha \Delta_{1-0}(x, u) + \alpha \mathcal{D}_{KL}(q_{\phi}(z|x)||q_{\phi}(z|x) + (1-\alpha)q_{\phi}(z|x, u)) + (1-\alpha)\mathcal{D}_{KL}(q_{\phi}(z|x, u)||q_{\phi}(z|x) + (1-\alpha)q_{\phi}(z|x, u)).
\]

By substituting \( q_{\phi}(z|x) \) and \( q_{\phi}(z|x, u) \) to \( p \) and \( q \) in Lemma 1, respectively, and integrating both sides from 0 to \( \alpha \), we have

\[
\mathcal{D}_{KL}(q_{\phi}(z|x)||q_{\phi}(z|x) + (1-\alpha)q_{\phi}(z|x, u)) \geq \int_{0}^{\alpha} \frac{t (E_{q_{\phi}(z|x)}[g(z)] - E_{q_{\phi}(z|x)}[g(z)])^2}{t(1-t)(E_{q_{\phi}(z|x)}[g(z)] - E_{q_{\phi}(z|x)}[g(z)])^2} + (1-t)V\text{ar}_{q_{\phi}(z|x)}[g(z)] + tV\text{ar}_{q_{\phi}(z|x, u)}[g(z)] dt.
\]

Since \( \text{SNR}(g) \geq 1/\epsilon \),

\[
\mathcal{D}_{KL}(q_{\phi}(z|x)||q_{\phi}(z|x) + (1-\alpha)q_{\phi}(z|x, u)) \geq \int_{0}^{\alpha} \frac{t}{t(1-t) + \epsilon} dt.
\]

In a similar way, we can derive

\[
\mathcal{D}_{KL}(q_{\phi}(z|x)||q_{\phi}(z|x) + (1-\alpha)q_{\phi}(z|x, u)) \geq \int_{\alpha}^{1} \frac{1-t}{t(1-t) + \epsilon} dt.
\]

By (8), (10), and (11), the proof is concluded.

**Lemma 3.** The first and second partial derivatives of \( LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) \) w.r.t. \( \alpha \) can be expressed as

\[
\frac{\partial LB(\alpha, \epsilon, \Delta_{1-0}(x, u))}{\partial \alpha} = \Delta_{1-0}(x, u) + \frac{1}{\sqrt{1+4\epsilon}} \log \left| \frac{\alpha - 1 + \sqrt{1+4\epsilon}}{\alpha - 1 - \sqrt{1+4\epsilon}} \right|
\]

and

\[
\frac{\partial^2 LB(\alpha, \epsilon, \Delta_{1-0}(x, u))}{\partial \alpha^2} = -\frac{1}{\alpha(1-\alpha) + \epsilon}.
\]

Thus, \( LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) \) is strictly concave w.r.t. \( \alpha \) when \( \alpha \in [0, 1] \).
Proof of Lemma A.3. By differentiating \( LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) \) w.r.t. \( \alpha \), we have

\[
\frac{\partial LB(\alpha, \epsilon, \Delta_{1-0}(x, u))}{\partial \alpha} = \Delta_{1-0}(x, u) + \int_0^1 \frac{1}{1 - t} (1 - t)\left(\frac{1}{t(1 - t) + \epsilon}\right)dt - \int_0^1 t\left(\frac{1}{t(1 - t) + \epsilon}\right)dt.
\]

Let \( t_+ = \frac{1 + \sqrt{1 + 4\epsilon}}{2} \) and \( t_- = \frac{1 - \sqrt{1 + 4\epsilon}}{2} \). Since \( \int_0^1 \frac{t}{(t(1 - t) + \epsilon)}dt = -\frac{t_+}{t_+ - t_-} \log |t - t_+| + \frac{t_-}{t_+ - t_-} \log |t - t_-| + C \) where \( C \) is the constant of integration and \( \int_0^1 \frac{1}{t(1 - t) + \epsilon)}dt = \int t\left(\frac{1}{t(1 - t) + \epsilon}\right)dt, \) we can derive

\[
\frac{\partial LB(\alpha, \epsilon, \Delta_{1-0}(x, u))}{\partial \alpha} = \Delta_{1-0}(x, u) + \frac{1}{\sqrt{1 + 4\epsilon}} \log \left| \frac{\alpha - \frac{1 + \sqrt{1 + 4\epsilon}}{2}}{\frac{1 - \sqrt{1 + 4\epsilon}}{2}} \right|.
\]

By differentiating the first derivative w.r.t. \( \alpha \) again, we have \( \frac{\partial^2 LB(\alpha, \epsilon, \Delta_{1-0}(x, u))}{\partial \alpha^2} = -\frac{1}{\alpha(1 - \alpha + \epsilon)}. \)

\[\Box\]

Lemma 4. The maximizer of \( LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) \) over \( \alpha \in [0, 1] \) is \( \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) := \frac{1 - \sqrt{1 + 4\epsilon}}{2} \) if and only if \( |\Delta_{1-0}(x, u)| \leq \frac{1}{\sqrt{1 + 4\epsilon}} \log \left(\frac{1 + 4\epsilon + 1}{4\epsilon}\right) = -\log \epsilon + O(\epsilon \log \epsilon) \) as \( \epsilon \to 0^+ \).

Proof of Lemma A.4. By Lemma 3, the first partial derivative of \( LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) \) w.r.t. \( \alpha \) is zero if and only if \( \alpha = \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) \). The solution of \( \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) \in [0, 1] \) can be expressed as \( |\Delta_{1-0}(x, u)| \leq \frac{1}{\sqrt{1 + 4\epsilon}} \log \left(\frac{1 + 4\epsilon + 1}{4\epsilon}\right) \). Next, we prove \( \frac{1}{\sqrt{1 + 4\epsilon}} \log \left(\frac{1 + 4\epsilon + 1}{4\epsilon}\right) = -\log \epsilon + O(\epsilon \log \epsilon) \) as \( \epsilon \to 0^+ \). We have

\[
\frac{1}{\sqrt{1 + 4\epsilon}} \log \left(\frac{1 + 4\epsilon + 1}{4\epsilon}\right) = \sqrt{1 + 4\epsilon} \left(\frac{4}{\sqrt{1 + 4\epsilon}} - \frac{2}{\sqrt{1 + 4\epsilon} / (\sqrt{1 + 4\epsilon} + 1)}\right).
\]

Here, the first term in RHS converges to 2 as \( \epsilon \to 0^+ \) and, by L’Hospital’s rule, the limit of the second term is \( \lim_{\epsilon \to 0^+} \frac{-2}{(\sqrt{1 + 4\epsilon} + 1) \sqrt{1 + 4\epsilon}} = 0 \), which concludes the proof.

\[\Box\]

A.3. Proof of Theorem 1

Let \( t_+ = \frac{1 + \sqrt{1 + 4\epsilon}}{2} \) and \( t_- = \frac{1 - \sqrt{1 + 4\epsilon}}{2} \). Since \( \int_0^1 \frac{t}{(t(1 - t) + \epsilon)}dt = -\frac{t_+}{t_+ - t_-} \log |t - t_+| + \frac{t_-}{t_+ - t_-} \log |t - t_-| + C \) where \( C \) is the constant of integration and \( \int_0^1 \frac{1}{t(1 - t) + \epsilon)}dt = \int t\left(\frac{1}{t(1 - t) + \epsilon}\right)dt, \) we can derive

\[
LB(\alpha, \epsilon, \Delta_{1-0}(x, u)) = \alpha \Delta_{1-0}(x, u) - \frac{\alpha t_+}{t_+ - t_-} \log |\alpha - 1 + t_+| + \frac{\alpha t_-}{t_+ - t_-} \log |\alpha - 1 + t_-| - \frac{t_+}{t_+ - t_-} \log |t_+| - \frac{t_-}{t_+ - t_-} \log |t_-|.
\]

Here, the last equality is derived by using \( t_+ + t_- = 1 \). By Lemma 4, the maximizer is \( \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) = t_- + \sqrt{1 + 4\epsilon} (\sqrt{1 + 4\epsilon} \Delta_{1-0}(x, u)) \) where \( \sigma(x) := 1/(1 + e^{-x}) \) is the sigmoid function, so \( \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) - t_+ = -(t_+ + t_-)(1 - \sigma((t_+ + t_-) \Delta_{1-0}(x, u))) \) and \( \alpha^*_\text{approx}(\epsilon, \Delta_{1-0}(x, u)) - t_- = (t_+ + t_-) \sigma((t_+ + t_-) \Delta_{1-0}(x, u)) \). Now, substituting these equations and \( (t_+ + t_-) \Delta_{1-0}(x, u) = \log \sigma((t_+ + t_-) \Delta_{1-0}(x, u)) / (1 - \sigma((t_+ + t_-) \Delta_{1-0}(x, u))) \)
Table 5. A summary of distributions of variables in the simulation study. Examples can be founded at the first column in Figure 1.

| LATENT STRUCTURE | COVARIATES (U) |
|------------------|----------------|
| SINE             | Unif(0, 2π)    |
| QUADRATIC        | Unif(−π/2, π/2) |
| TWO CIRCLES      | Unif(−π, π) × Cat2(0.5, 0.5) |

We provide descriptions on real datasets with implementation details. We present in Table 6 the three data generation schemes used in the simulation study, which include: 1) distributions of observations given latent variables (X|Z), 2) conditional distributions of covariates given latent variables (Z|U), and 3) conditional distributions of observations given latent variables (X|Z). Here, uniform and categorical distributions are denoted by Unif and Cat, respectively, and RealNVP (Dinh et al., 2017) is a flexible and invertible neural network mapping low-dimensional latent variables to high-dimensional observations. As in Zhou & Wei (2020), we use randomly initialized RealNVP networks as ground-truth mixing functions. The sample size is 30,000 and the proportion of training, validation, and test samples are 80%, 10%, and 10%, respectively. The dimension of observations is 100. The number of repeats is 20, and for all datasets and methods, we train five models with different initial weights. All reported results are from models yielding the minimum validation loss and evaluated on the test dataset.

We provide descriptions on real datasets with implementation details.

**EMNIST**: An image dataset consisting of handwritten digits whose data format is the same as MNIST (LeCun, 1998) and has six split types. We use EMNIST split by digits to use images as observations (X) and digit labels as covariates (U). The official training dataset contains 240,000 images of digits from 0 to 9 in 28 × 28 gray-scale, and the test dataset contains...
40,000 images. We randomly split the official training images by 200,000 and 40,000 images to make training and validation datasets for our experiments, and the number of repeats is 20.

**Fashion-MNIST**: An image dataset consisting of fashion-item images with item labels. There are ten classes such as ankle boot, bag, and coat, and we use images as observations ($X$) and item labels as covariates ($U$). The official training and test datasets contain 60,000 and 10,000 images in $28 \times 28$ gray-scale, respectively, and we randomly split the official training images by 50,000 and 10,000 images to make training and validation datasets. The number of repeats is 20.

**ABCD**: The ABCD study recruited 11,880 children aged 9–10 years (and their parents/guardians) were across 22 sites with 10-year-follow-up. For this analysis, we are using the baseline measures. After list-wise deletion for missing values, we use the same architecture used in the GIN paper. For iV AE, CI-iV AE with $\alpha^*$ we assume $\phi(z|x,u)$. We randomly split the official training images by 200,000 and 40,000 images to make training and validation datasets. The number of repeats is 20.

### B.1.2. Network Architectures

In all experiments, iVAE, CI-iVAE with $\alpha^*=1$ for all samples, and CI-iVAE with samplewise optimal $\alpha^*$ use the same architectures of the label prior, encoder, and decoder networks for the purpose of fair comparison.

In the simulation study, we modify the official implementation code of pi-V AE. The architectures of label prior and encoder networks are $\text{Dense}(60)-\text{Tanh}-\text{Dense}(60)$ for the sine latent structure and $\text{Dense}(60)-\text{Tanh}-\text{Dense}(60)-\text{Tanh}-\text{Dense}(2)$ for quadratic and two circles latent structures. As in pi-V AE, we assume $q(z|x,u) \propto q_\phi(z|x,u)$ and $p_{\lambda T}(z|u)$. The $q(z|x,u)$ is a Gaussian distribution since both label prior and encoder are Gaussian. The means and variances of $q(z|x,u)$ can be computed with those of label prior and encoder. The architecture of the decoder is the same as the modified GIN used in pi-V AE to guarantee injectivity. We use Adam optimizer (Kingma & Ba, 2014). The number of epochs, batch size, and the learning rate is 100, 300, and $5 \times 10^{-4}$, respectively.

In experiments on EMNIST and Fashion-MNIST datasets, we modify the official implementation code of GIN. For GIN, we use the same architecture used in the GIN paper. For iVAE, CI-iVAE with $\alpha^*=1$ for all samples, and CI-iVAE with samplewise optimal $\alpha^*$, the architecture of decoders is

$$
\text{Conv}(32, 3, 1, 1)-\text{BN}-\text{LReLU}-\text{Conv}(64, 4, 2, 1)-\text{BN}-\text{LReLU}-\text{Conv}(128, 4, 2, 1)-\text{BN}-\text{LReLU}-$$

that of decoders is

$$
\text{ConvTrans}(128, 1, 0)-\text{BN}-\text{LReLU}-\text{ConvTrans}(128, 7, 1, 0)-\text{BN}-\text{LReLU}-\text{ConvTrans}(64, 2, 1)-\text{BN}-\text{LReLU}-$$

and that of the label prior is $\text{Dense}(256)-\text{LReLU}-\text{Dense}(256)-\text{LReLU}-\text{Dense}(64)$. Here, $\text{Conv}(f,k,s,p)$ and $\text{ConvTrans}(f,k,s,p)$ denote the convolution layer and transposed convolution layer (Zeiler et al., 2010), respectively, where $f$, $k$, $s$, and $p$ are the number of output channel, kernel size, stride, and padding, respectively. BN denotes the batch normalization layer (Ioffe & Szegedy, 2015), and LReLU denotes the Leaky ReLU activation layer (Xu et al., 2015). The initialized decoders are not injective, but our objective functions encourage them to be injective by enforcing the inverse relation between encoders and decoders. The number of learnable parameters of GIN architectures is 2,620,192, and that of iVAE, CI-iVAE with $\alpha^*$ for all samples, and CI-iVAE with samplewise optimal $\alpha^*$ is 2,062,209. We use Adam optimizer. The number of epochs and batch size is 100 and 240, respectively. The learning rate is $3 \times 10^{-4}$ for the first 50 epochs and $3 \times 10^{-5}$ for the remaining epochs.

In the experiment on the ABCD dataset, the architectures of the label prior, encoders, and decoders are $\text{Dense}(256)-\text{LReLU}-\text{Dense}(256)-\text{LReLU}-\text{Dense}(128)$,

$$
\text{Dense}(4096)-\text{BN}-\text{LReLU}-\text{Dense}(4096)-\text{BN}-\text{LReLU}-\text{Dense}(4096)-\text{BN}-\text{LReLU}-\text{Dense}(128)-\text{BN}-\text{LReLU}-$$

and

$$
\text{Dense}(4096)-\text{LReLU}-\text{Dense}(4096)-\text{LReLU}-\text{Dense}(4096)-\text{LReLU}-\text{Dense}(4096)-\text{LReLU}-\text{Dense}(128)-\text{LReLU}-\text{Dense}(128),$$

respectively. We use Adam optimizer. The number of epochs, batch size, and the learning rate is 100 and 64, and $2 \times 10^{-4}$, respectively.
Table 6. Means of evaluation metrics with standard errors from various methods and latent structures. The number of repeats is 20.

| DATASET | METHOD | EVALUATION METRIC | MSE (裒) | LOG-LIKELIHOOD (裒) |
|---------|--------|-------------------|----------|---------------------|
| SINE    | iVAE   | 0.0368 (0.0049)   | -131.8387 (1.7467) |
|         | CI-iVAE with α* = 1 FOR ALL SAMPLES | 0.0083 (0.0003)   | -112.9937 (0.8611)  |
|         | CI-iVAE with SAMPLEWISE α* | **0.0072 (0.0002)** | **-111.2823 (0.5576)** |
| QUADRATIC | iVAE   | 0.0156 (0.0004)   | -105.4009 (0.1260)  |
|         | CI-iVAE with α* = 1 FOR ALL SAMPLES | 0.0021 (0.0002)   | -101.9405 (0.2201)  |
|         | CI-iVAE with SAMPLEWISE α* | **0.0008 (0.0001)** | **-101.0430 (0.2420)** |
| TWO CIRCLES | iVAE   | 0.3428 (0.0354)   | -114.9876 (1.2964)  |
|         | CI-iVAE with α* = 1 FOR ALL SAMPLES | 0.0062 (0.0002)   | -103.1350 (0.2335)  |
|         | CI-iVAE with SAMPLEWISE α* | **0.0053 (0.0002)** | **-102.9267 (0.3198)** |

Table 7. Contingency tables to display the number of data by their α* computed by grid search (column) and formula (row) on sine latent structure. Correlation coefficients between α* by grid search and by formula are presented at the top-left corner.

| LATENT STRUCTURE = SINE | CORRELATION COEFFICIENT | FORMULA |
|------------------------|--------------------------|---------|
|                        | 0.99 (0.00)              |         |
| GRID                   |                          |         |
| 0                      | 26.85% (0.18%)           | 1.88% (0.06%) | 0.00% (0.00%) |
| IN-BETWEEN 0 AND 1     | 0.19% (0.01%)            | 0.14% (0.02%) | 0.01% (0.00%) |
| 1                      | 0.00% (0.00%)            | 1.99% (0.05%) | 68.95% (0.19%) |
| LATENT STRUCTURE = QUADRATIC | CORRELATION COEFFICIENT | FORMULA |
|                          | 0.99 (0.00)              |         |
| GRID                   |                          |         |
| 0                      | 30.95% (0.19%)           | 2.61% (0.06%) | 0.00% (0.00%) |
| IN-BETWEEN 0 AND 1     | 0.30% (0.02%)            | 0.28% (0.02%) | 0.04% (0.01%) |
| 1                      | 0.00% (0.00%)            | 2.68% (0.08%) | 63.14% (0.26%) |
| LATENT STRUCTURE = TWO CIRCLES | CORRELATION COEFFICIENT | FORMULA |
|                          | 0.99 (0.00)              |         |
| GRID                   |                          |         |
| 0                      | 36.03% (0.19%)           | 3.44% (0.08%) | 0.00% (0.00%) |
| IN-BETWEEN 0 AND 1     | 0.39% (0.02%)            | 0.29% (0.02%) | 0.02% (0.01%) |
| 1                      | 0.00% (0.00%)            | 3.46% (0.08%) | 56.36% (0.27%) |

B.2. Further Experimental Results

We present further experimental results on the simulation study in Tables 6 and 7.

According to Table 6, the iVAE is worse than the other two. When iVAE is compared with CI-iVAE with samplewise α*, p-values for MSE in sine, quadratic, and two circles latent structures are $4.5 \times 10^{-6}$, $2.6 \times 10^{-19}$, and $5.6 \times 10^{-9}$, respectively, and for log-likelihood are $4.0 \times 10^{-10}$, $9.1 \times 10^{-13}$, and $1.3 \times 10^{-8}$, respectively. Moreover, CI-iVAE with samplewise optimal α* is better than CI-iVAE with α* = 1 for all samples. The p-values for MSE in sine, quadratic, and two circles latent structures are $1.1 \times 10^{-2}$, $3.8 \times 10^{-7}$, and $8.6 \times 10^{-3}$, respectively, and for log-likelihood are $5.6 \times 10^{-2}$, $6.5 \times 10^{-3}$, and $3.0 \times 10^{-3}$, respectively.

We present contingency tables for samplewise optimal α computed by grid search (Algorithm 1) and by using approximating formula (Equation (7)) in Table 7. For grid search, we calculate $ELBO_{θφ}(α; x, u)$ for $α \in \{0, 0.001, ..., 0.999, 1\}$ and pick the maximizer. For formula, we approximate $ε$ with $f(z) = z_j$ and $f(z) = z_j^2$ for $j = 1, ..., d_z$ and calculate $α^*_{approx}$. For all three settings, the correlation coefficients are high, which indicates the consistency of α* from the proposed algorithm with theoretical approximation. Moreover, α* does not degenerate at 0 or 1, so the proposed CI-iVAE with samplewise optimal α* is different from the two ablation cases, iVAE and CI-iVAE with α* = 1 for all samples.
Generation results from various methods are presented in Figure 4. For all methods and datasets, samples in each row share random noise to be transformed to latent variables by reparametrization trick. All methods generate visually plausible images, but iVAE-based methods generate relatively smooth results.

Generation results according to attributes having the largest standard deviations are provided in Figures 5 and 6. For all methods, the generated result changes as the value of attributes are changed. In Fashion-MNIST, iVAE-based methods change the contrast of fashion items while GIN does not.

Visualization of representations by covariates is provided in Figure 7. We binarize the covariates to draw plots. For age, sex, puberty, and CBCL scores, red points indicate young age, female, low puberty level, and low CBCL scores, whereas blue points indicate old age, male, high puberty level, and high CBCL scores, respectively. For all covariates, representations from our method show patterns distinguished by covariates, while those from AE and iVAE do not.
Figure 5. Generation results on EMNIST by varying top three latent attributes having the largest standard deviations. We calculate mean vector of latent variables and controlling the selected attribute from $-2$ to $+2$ standard deviations.
Figure 6. Generation results on Fashion-MNIST by varying top three latent attributes having the largest standard deviations. We calculate mean vector of latent variables and controlling the selected attribute from $-2$ to $+2$ standard deviations.
Figure 7. Visualization of the two-dimensional t-SNE embeddings of representations, conditional expectations of encoders $q_{\phi}(z|x)$, from various methods on the ABCD dataset colored by covariates.