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We develop a renormalization group method to investigate synchronization clusters in a one-dimensional chain of nearest-neighbor coupled phase oscillators. The method is best suited for chains with strong disorder in the intrinsic frequencies and coupling strengths. The results are compared with numerical simulations of the chain dynamics and good agreement in several characteristics is found. We apply the renormalization group and simulations to Lorentzian distributions of intrinsic frequencies and couplings and investigate the statistics of the resultant cluster sizes and frequencies, as well as the dependence of the characteristic cluster length upon parameters of these Lorentzian distributions.

PACS numbers:

I. INTRODUCTION

One of the most exciting aspects of modern physics is the investigation of emergent collective structures in many-body problems. Spontaneous synchronization in networks of interacting nonlinear oscillators with different (often randomly distributed) frequencies is one of the best understood collective phenomena in nonequilibrium systems\textsuperscript{1}. If the interaction between the oscillators is weak, then the oscillators will evolve in an uncoordinated fashion. In contrast, with proper connectivity and coupling strength, the population can display the same frequency as order forms. This collective behavior has been observed in diverse systems including neural networks\textsuperscript{2,3,4}, Josephson junctions\textsuperscript{5,6,7}, lasers\textsuperscript{8}, electronic circuits\textsuperscript{9}, and a range of biological systems, including sleep cycles\textsuperscript{10}, animal gaits\textsuperscript{11} and biological rhythms in general\textsuperscript{12}.

Useful insights into the phenomenon of synchronization are obtained by analyzing the idealized case of all-to-all coupling in the limit of a large number of oscillators. In one of the most common models each oscillator is described by a single variable, phase, that advances at a constant rate in the absence of coupling. This model is exactly soluble using a mean-field approach, and it provides a framework for understanding synchronization\textsuperscript{13,14,15}. In this model, above a critical coupling strength the synchronized phase appears: a finite fraction of oscillators evolve at a common frequency. Many features of this phase, such as the growth of the fraction of locked oscillators as a function of the coupling strength, can be calculated.

In many physical systems finite range interactions are a more realistic description. The simplest of these interactions are nearest neighbor couplings\textsuperscript{16,17}. In general, finite range coupled systems are much harder to analyze, and, as a result, there are few theoretical tools that produce a quantitative description of the collective motion. Much of our understanding of these systems rests on numerical solutions of the governing equations. We propose an alternative method to attack the synchronization problem. The method we develop is a real-space renormalization group (RG) designed to work well on systems with strong randomness, where both the intrinsic oscillation frequencies and coupling constants are random variables taken from distributions with long tails. The specific example we investigate contains Lorentzian distributions. This method is shown to be accurate in systems with short range interactions.

In this paper, we analyze a one dimensional chain of oscillators interacting with their nearest neighbors. Despite the relative simplicity of the model, it can exhibit complex behavior since randomness competes with a tendency to establish macroscopic order. This system is below the lower critical dimension for a synchronization transition (Strogatz and Mirollo\textsuperscript{18,19} showed that a nearest-neighbor chain cannot exhibit extensive synchronization), and therefore can not be analyzed with mean-field techniques. Collective behavior still arises, albeit at a finite length scale: the chain becomes fragmented into finite length clusters of coherently moving oscillators. We are interested in the distribution of cluster lengths, cluster frequencies, and how these change as a function of the coupling strengths and bare frequencies. Additionally, we seek to develop a renormalization group scheme that will allow us to predict with some accuracy the individual local behavior of oscillators. We also carry out an extensive numerical study of the problem and use it as a benchmark for comparison with the RG.

The paper is organized as follows. In Sec. II we outline the strong disorder renormalization group approach with the details of the steps for the nearest-neighbor oscillator chain derived in Sec. IIIA. In Sec. IIIB we compare some key statistical features of the cluster state obtained by the RG with results from direct numerical simulations of the equations of motion. In Sec. IVC we outline our findings concerning the physics of the synchronized clusters, presenting results for the distributions of cluster sizes, cluster frequencies, as well as the dependence of the
characteristic length scale of the clusters on the widths of the coupling and frequency distributions. Concluding remarks are made in the last section.

II. STRONG DISORDER RENORMALIZATION GROUP

To analyze the random oscillator chain we develop a strong-disorder real space RG technique. A similar method has been used successfully in quantum mechanical systems to analyze the ground state of the random Heisenberg model \cite{21,21,22,23}, and the superfluid-insulator transition in random bosonic chains \cite{24,25} (a quantum reactive analog of the nearest-neighbor chain, where the $\theta$ replaces $\dot{\theta}$, and $\theta$ is a quantum operator).

The main idea behind the strong disorder approach applied to the quantum-mechanical problem is best demonstrated in the case of the spin-1/2 Heisenberg model:

$$\hat{H} = \sum_i J_i \hat{S}_i \cdot \hat{S}_{i+1}. \quad (1)$$

The $i$'th term in the sum considered on its own, splits the four states of the spins $i$ and $i+1$, into a singlet state, and three triplet states excited by the energy $J_i$. Thus a real-space decimation step can be proposed. First, freeze the spin pair with the strongest interaction, $J_m = \max\{J_i\}$, into a singlet state. Perturbative corrections to this state introduce an effective coupling between the neighbors of the spins $n$ and $n+1$ which is:

$$H_{RG} = \frac{J_{n-1} J_{n+1}}{2J_n} \hat{S}_n \cdot \hat{S}_{n+1}. \quad (2)$$

an interaction identical in form to the operators in the bare Hamiltonian, but with a much suppressed strength: $J_{eff} = \frac{J_{n-1} J_{n+1}}{2J_n} < J_m$, $J_n$, $J_{n+1}$. By repeating this decimation step, the number of free spins is gradually decreased; at the stage when all spins are bound into singlets, we obtain the ground state of the Hamiltonian.

The decimation step described above is justified if the coupling to the rest of the chain is much weaker then between the two spins in question. This is guaranteed if the chain considered has broad coupling distributions. Below, we use a real-space renormalization group approach to analyze the nearest-neighbor oscillator chain with broad disorder distributions.

The nearest-neighbor oscillator chain presents a classical problem with dissipative equations of motion, rather than a quantum problem with a conserved Hamiltonian. Nevertheless, we can develop an analogous strong disorder RG method for this problem as well. The chain is governed by the equations of motion

$$\dot{\theta}_i = \omega_i + K_{i-1} \sin(\theta_{i-1} - \theta_i) + K_i \sin(\theta_{i+1} - \theta_i), \quad (3)$$

where $\theta_i$ is the phase of the $i$th oscillator. The $\omega_i$ are the intrinsic frequencies taken from a random distribution (we assume zero mean without loss of generality) and the $K_i$ give the couplings to the nearest neighbors also taken from a random distribution. The coupling will organize the oscillators into clusters of common frequency $\bar{\omega}$ defined as

$$\bar{\omega}_i \equiv \lim_{(t-t_0) \to \infty} \frac{\theta_i(t) - \theta_i(t_0)}{t - t_0}, \quad (4)$$

such that each oscillator in a given cluster shares its $\bar{\omega}$ with all the other oscillators in the same cluster. We seek to understand the statistics of the cluster sizes and frequencies.

The renormalization group approach is based on two observations. A strong coupling between two oscillators tends to force them to rotate at the same frequency forming a cluster that we can then treat as a single effective oscillator. Concomitantly, oscillators with anomalously large frequencies rotate essentially independently, with little effect from their neighbors. These ideas lead to two decimation steps: a strong coupling decimation and a fast oscillator decimation. We apply these steps iteratively, sweeping through the oscillators from large values of $\omega_i$ and $K_i$ to smaller values.

A. Decimation steps

As in the case of the quantum Heisenberg chain, our real space RG will be carried out iteratively by treating at each step the strongest term in the right-hand-side of the equations of motion, i.e., the term with the highest frequency. In the oscillator chain the strongest term at each step could be either a strong coupling $K_i$, or a large frequency, $\omega_i$. Let us now derive the appropriate decimation steps for the nearest-neighbor chain for these two cases. We begin by slightly generalizing the model to

$$m_i \dot{\theta}_i = m_i \omega_i + K_{i-1} \sin(\theta_{i-1} - \theta_i) + K_i \sin(\theta_{i+1} - \theta_i), \quad (5)$$

where a new parameter $m$ is added. It will follow from the strong coupling decimation step defined below that when two oscillators with $m_i$ and $m_{i+1}$ are described by one effective oscillator, its $m$ is given simply by $m_i + m_{i+1}$. Hence, the value of $m$ represents the number of original oscillators that this effective oscillator represents. It will become apparent that oscillators with larger $m$ are less affected by perturbations from their neighbors, so $m$ is a measure of the inertia of an oscillator and will be referred to as its “mass”, although it is not a true mass or inertia in the sense of Newton’s second law.

1. Strong coupling decimation

The phases of two oscillators connected by a very large coupling tend to advance in synchrony. The strong coupling step replaces this pair of oscillators by a single effective oscillator with a different mass and frequency determined as follows. Consider the largest coupling in the
chain: suppose this coupling is $K_n$, Fig. 1. Because of the strong disorder the frequencies $\omega_n, \omega_{n+1}$ of the pair of oscillators that $K_n$ couples and the couplings $K_{n-1}, K_{n+1}$ to the neighbors of the pair will almost always be small compared to $K_n$. Ratios such as $\omega_n/K_n, K_{n-1}/K_n$, are therefore expected to be small numbers; we will use a symbol $\epsilon$ to denote quantities of this order. For small $\epsilon$, $K_n$ will couple oscillators $n$ and $n+1$ into a synchronized cluster that can be represented as a single effective oscillator described by phase $\Theta$

$$\Theta \equiv (m_n \theta_n + m_{n+1} \theta_{n+1})/M, \quad (6)$$

possessing mass $M$,

$$M = m_n + m_{n+1}, \quad (7)$$

and an effective intrinsic frequency $\Omega$,

$$\Omega = (m_n \omega_n + m_{n+1} \omega_{n+1})/M. \quad (8)$$

We refer to such pair of oscillators strongly coupled (cf. [29] and Sec. 13).

The small frequency difference $\omega_{n+1} - \omega_n$ and the small couplings $K_{n-1}$ and $K_{n+1}$ induce a small phase difference $\delta \equiv \theta_{n+1} - \theta_n$ between the two oscillators. Using $\theta_n = \Theta - m_n \delta/M$ and $\theta_{n+1} = \Theta + m_{n+1} \delta/M$, Eqs. (6) gives the evolution equation for the phase of the new effective oscillator

$$M \dot{\Theta} = M \Omega + K_{n-1} \sin(\theta_n - \Theta + m_{n+1} \delta/M) + K_{n+1} \sin(\theta_{n+2} - \Theta - m_n \delta/M). \quad (9)$$

There are corresponding equations for $\dot{\theta}_n$ and $\dot{\theta}_{n+2}$. Aside from the new $\delta$-terms, the equations take the original form.

There are two contributions to the phase $\delta$. The contribution from the frequency difference is a time independent phase given to leading order in $\epsilon$ by

$$\delta_0 = \frac{\mu_{n,n+1}}{K_n} (\omega_{n+1} - \omega_n). \quad (10)$$

where $\mu_{i,j}^{-1} = m_i^{-1} + m_j^{-1}$ is the reduced mass. This can be seen by considering just the two oscillators coupled by the strong $K_n$ and disregarding effects of the rest of the chain. Then, as can be seen from the difference of their equations of motion, Eqs. (4), as long as $\omega_{n+1} - \omega_n$ is smaller then $K_n/\mu_{n,n+1}$, which will be the case if $K_n$ is much larger then all the neighboring parameters, these two oscillators will reach a state in which they rotate at the same frequency and are separated by the fixed phase difference $\delta_0$. We will see this explicitly after writing down an equation of motion for $\delta$ below. For the one dimensional chain we can redefine $\theta_{n-1}$ and prior phases, as well as $\theta_{n+2}$ and subsequent phases, to absorb such constant phases, and so we may ignore them. This maneuver is restricted to one dimension in the spatial lattice, and the extension of the method to higher dimensions would require a more careful study of the effect of these additional phases.

The couplings $K_{n-1}$ and $K_{n+1}$ to the neighbors of the pair give an additional contribution to $\delta$ that is time dependent as the neighboring oscillators evolve. To leading order in $\epsilon$ it turns out that these oscillating corrections give small extra coupling terms of forms not included in the equation of motion Eqs. (5): a second nearest neighbor interaction between oscillators, a third body interaction involving the new effective oscillator and the neighboring pair, and a second harmonic correction to the form of the pairwise interaction. The detailed forms of these terms can be found in [20]. We will neglect these more complicated interaction terms since they are much weaker then all other competing interactions.

These results are derived from the exact expression for the equation of motion of the phase difference $\delta(t)$,

$$\dot{\delta} = -\frac{K_n}{\mu_{n,n+1}} \sin \delta + (\omega_{n+1} - \omega_n)$$

$$+ \frac{K_{n+1}}{m_{n+1}} \sin (\theta_{n+2} - \Theta - m_n \delta/M)$$

$$+ \frac{K_{n-1}}{m_n} \sin (\theta_{n-1} - \Theta + m_{n+1} \delta/M). \quad (11)$$

This equation describes a damped particle in a time dependent washboard potential. The relaxation rate $K_n/\mu_{n,n+1}$ given by the first term on the right hand side is fast compared with the other terms in the equation. The solution can therefore be developed as an expansion in a ratio of time scales, and the leading order term is the adiabatic solution

$$\delta \simeq \frac{\mu_{n,n+1}}{K_n} \left[ (\omega_{n+1} - \omega_n) + \frac{K_{n+1}}{m_{n+1}} \sin (\theta_{n+2} - \Theta) 

+ \frac{K_{n-1}}{m_n} \sin (\theta_{n-1} - \Theta) \right]. \quad (12)$$

The first term in the braces gives the constant phase $\delta_0$, and on substituting back into Eq. (9) and expanding to first order in small $\delta$, the second and third terms give the corrections to the interaction terms that we will neglect, as discussed above. Specifics of the calculations outlined in this section are presented in [20].

In summary, the effect of the strong coupling decimation step is to replace the pair of oscillators with phases $\theta_n$ and $\theta_{n+1}$ by a single oscillator with phase $\Theta$, mass $M$ and frequency $\Omega$ given by Eqs. (6), (7), and (8).
We now investigate the perturbation of the motion of the fast oscillator (oscillator \( n \)) in Fig. 2 given by Eqs. (5). To zeroth order in \( \epsilon \), the solution to \( \theta_n \) is given by the uniform running state \( \theta_n = \omega_n t \). There are two \( O(\epsilon^2) \) effects that slightly perturb the average rate of this uniform advancement of the phase. The first is the fact that oscillator \( n \) rotates in the tilted washboard potential created by its neighbors. Since typically \( \omega_{n-1}, \omega_{n+1} \ll \omega_n \) for strong disorder, this potential can be treated as effectively static. The second effect is a small component of fast dynamics added to the motion of the neighboring oscillators, which then acts back on oscillator \( n \). Both of these effects change the average frequency of the eliminated oscillator by a shift of order \( \epsilon^2 \). There are corresponding corrections to the motion of the neighboring oscillators as well. These effects will be apparent in the following analysis.

First, consider the motion of \( \theta_n \) in the nearly static washboard potential from the neighbors, calculated to second order in the coupling. Setting the neighboring phases in Eqs. (5) to fixed values \( \theta^{(0)}_{n \pm 1} \) gives the oscillation period of the \( n \)th oscillator.

\[
T_n = \int_0^{2\pi} \frac{d\theta_n}{\omega_n + \frac{K_{n-1}}{m_n} \sin (\theta^{(0)}_{n-1} - \theta_n) + \frac{K_n}{m_n} \sin (\theta^{(0)}_{n+1} - \theta_n)}.
\]  

Expanding the denominator and performing the integration over \( \theta_n \) gives the change to the frequency of the \( n \)th oscillator \( \omega_n - \bar{\omega}_n \) with \( \bar{\omega}_n = 2\pi T_n^{-1} \)

\[
\delta \omega_n^{(1)} \approx -\frac{K_{n-1}^2}{2m_n^2 \omega_n} \frac{K_n^2}{2m_n \omega_n} \frac{K_{n-1}K_n}{m_n^2 \omega_n} \cos (\theta^{(0)}_{n+1} - \theta^{(0)}_{n-1}).
\]  

The second effect perturbing the motion of the fast oscillator arises from the rapid induced motion of the neighboring oscillators \( \theta_n \approx \theta_{n \pm 1} + \theta_{n \pm 1} \). For example from Eqs. (5) for oscillator \( n - 1 \) we have

\[
\delta \theta_{n-1} \approx \frac{K_{n-1}}{m_n} \int dt \sin (\omega_n t - \theta^{(0)}_{n-1})
\]

\[
= -\frac{K_{n-1}}{m_n} \Omega \cos (\omega_n t - \theta^{(0)}_{n-1}),
\]

where we use the zeroth order solution for oscillator \( n \) and the influence of the next nearest neighbor \( \theta_{n-2} \) only appears at higher order. This provides a perturbation back on the \( n \)th oscillator given by expanding the second term on the right hand side of Eqs. (4) for \( i = n \) to first order in \( \delta \theta_{n-1} \)

\[
\delta \theta_n \approx \frac{K_{n-1}}{m_n} \cos (\omega_n t - \theta^{(0)}_{n-1}) \delta \theta_{n-1}.
\]

Using Eq. (15) for \( \delta \theta_{n-1} \), averaging over the fast oscillations, and adding the similar effect from oscillator \( n + 1 \) gives the change in the average frequency of the \( n \)th oscillator

\[
\delta \omega_n^{(2)} \approx -\frac{K_{n-1}^2}{2m_n m_{n-1} \omega_n} - \frac{K_n^2}{2m_n m_{n+1} \omega_n}.
\]
Combining Eqs. (14) and (18) gives the total renormalization of the frequency of the fast oscillator to second order:

$$\delta \omega_n \approx -\frac{K_{n-1}^2}{2m_n \mu_{n,n-1} \omega_n} - \frac{K_n^2}{2m_n \mu_{n,n+1} \omega_n} - \frac{K_{n-1} K_n}{m_n^2 \omega_n} \cos(\theta_{n+1} - \theta_{n-1}),$$  

(19)

with $\mu_{i,j}^{-1} = m_i^{-1} + m_j^{-1}$ as before.

There are reciprocal effects on the neighboring oscillators that can be calculated by a similar procedure. Since at the pairwise level interactions between the oscillators conserve the mass-weighted frequency average [32], we can immediately see that the first two terms in Eq. (19) correspond to frequency renormalizations of the neighboring oscillators:

$$\delta \omega_{n-1} = \frac{K_{n-1}^2}{2m_{n-1} \mu_{n,n-1} \omega_n}, \quad \delta \omega_{n+1} = \frac{K_n^2}{2m_{n+1} \mu_{n,n+1} \omega_n}. \tag{20}$$

The fact that the first two frequency correction terms in Eq. (19) are additive suggests that they can be obtained from the analysis of a pair of 2-oscillator systems. This calculation can be performed exactly for the phase difference, for example $\phi = \theta_n - \theta_{n-1}$. Such a frame independent analysis reproduces at $O(\epsilon^2)$ the first two terms in Eq. (19) and the terms in Eq. (20) which were obtained in the specific reference frame of the average frequency, but also yields terms that are higher order in $\epsilon$. In the context of the full chain including these higher order terms is an uncontrolled approximation, however empirically we find them to produce a better match with the simulation data in some rare cases. Hence, in the numerical renormalization of the chain, we employ the expressions produced by this analysis.

The phase difference of oscillators $n$ and $n-1$ isolated from the rest of the chain satisfies

$$\phi = (\omega_n - \omega_{n-1}) - \frac{K_{n-1}}{\mu_{n,n-1}} \sin \phi. \tag{21}$$

A period $T$ over which this phase difference grows by $2\pi$ can be defined analogously to Eq. (13), but since there is only one sine term, the integral can be computed analytically. From that solution and the fact that for the isolated pair $m_1 \dot{\theta}_1 + m_2 \dot{\theta}_2 = m_1 \omega_1 + m_2 \omega_2$ we obtain the correction to the frequency of oscillator $n$ coming from oscillator $n-1$:

$$\delta \omega_{n-1} =$$

$$\frac{\mu_{n,n-1} (\omega_{n-1} - \omega_n)}{m_n} \left[ 1 - \sqrt{1 - \left( \frac{K_{n-1}}{\mu_{n,n-1} (\omega_n - \omega_{n-1})} \right)^2} \right] \tag{22}.$$
mainder of the chain consists of fewer oscillators, which have lower coupling strengths and frequencies within a narrowed spectrum. The procedure is then repeated for successively lower bands of $K$ and $\omega$.

During the RG execution, two types of special cases related to violations of the assumptions based on strong disorder are occasionally encountered. First, in our treatment of the oscillator with the largest $\omega$ we have made an assumption that nearby $\omega$ and $K$ are small in comparison. This assumption defines the physical content of the strong disorder assumption. In real chains, it is possible to have neighbors with parameters which are somewhat lower yet the difference is not large enough to guarantee that effects of these neighbors are small. This is especially important as the spectrum of the remaining $\omega$ values shrinks. To be more precise, for a decimation of a fast oscillator $n$, the magnitude of $r_FO$ defined by

$$r_{FO} = \text{Max} \left[ \frac{K_n}{\mu_{n,n+1} |\omega_n - \omega_{n+1}|}, \frac{K_{n-1}}{\mu_{n,n-1} |\omega_n - \omega_{n-1}|} \right]$$

(23)
determines whether the effects of the neighbors are small, so that the step can be performed. Similarly, for a strong coupling decimation of oscillators $n$ and $n+1$, the magnitude of the ratio

$$r_{SC} = \frac{K_n}{\mu_{n,n+1} |\omega_n - \omega_{n+1}|}$$

(24)
determines whether the step should be performed. In our implementation of the RG we set set the criteria to $r_{FO} < 1$ and $r_{SC} > 1$. This choice was based on the numerical study of small chains ($N < 10$) as well as on the fact that for sinusoidal coupling $r_{FO}$ does not need to be very small for $\omega_n t$ to give a good approximation to the dynamics of the $n$th oscillator. This is hinted by the square-root dependence of the frequency correction in Eq. (22): analysis of that formula indicates that $\bar{\omega}_n$ quickly approaches $\omega_n$ as $r_{FO}$ decreases below 1. A more thorough discussion of the choice for $r_{FO}$ and $r_{SC}$ can be found in [26].

There is a second type of violation of the assumptions based on the strong disorder. Note that single oscillators with $m = 1$ or oscillators representing clusters with $m > 1$ are normally subjected to the fast oscillator decimation step at some point in the RG procedure: most of the bare oscillators either join other oscillators in building clusters, which are eventually decimated via the fast oscillator step, or they are decimated as fast oscillators directly without undergoing a strong coupling step. But some rare combinations of frequencies and couplings will prevent the decimation from occurring at all within this scheme. For example, while an oscillator’s frequency may lie in the executable band, this oscillator may be coupled via a $K$ which is outside this band (it has a somewhat lower magnitude), but may nevertheless cause $r_{FO}$ to exceed 1. In general, when the RG reaches the scale of that coupling, it will perform a strong coupling decimation step. However, in rare cases this may not happen due to intervening steps that have modified the neighboring parameters, rendering that coupling no longer strong according to the $r_{SC}$ criterion. As a result, the site in question has not been subjected to either decimation step. To address such unusual cases, the algorithm sweeps repeatedly through the entire spectrum of $\omega$ and $K$ values until nothing is left to decimate.

III. NUMERIC

While the discussion above constructed a general RG algorithm, let us now explore the scheme within a disorder realization with a specific class of frequency and coupling distributions $g(\omega)$, $G(K)$. The bare frequencies in the system we analyze have a symmetric Lorentzian distribution with a cutoff:

$$g(\omega) = \frac{C_1}{1 + \omega^2}, \quad (25)$$

with $-\omega_c \leq \omega \leq \omega_c$. The couplings are positive and are taken from a half Lorentzian with a cutoff:

$$G(K) = \frac{2 \mu C_2}{\mu^2 + K^2} \quad (26)$$

with $0 \leq K \leq K_c$. The cutoffs are used to facilitate the effective numerical simulations (Sec. III B below): increasing cut-off values increases the time needed for simulations. The same cut-off values for $\{\omega\}$ and $\{K\}$ were chosen: $\omega_c = K_c = 100$; the values of these cutoffs are much larger then the FWHM of all Lorentzians that we considered. The $C_1$ and $C_2$ are normalization constants that become $1/\pi$ when the cut-off values $\omega_c$ and $K_c$ are infinite. Notice that due to the structure of Eqs. (5), it is always possible to divide all equations by a constant such that the width of one of these distributions will be unity: this only changes the time scale of all the processes in the chain. We chose $g(\omega)$ to have unity width and explore the physics by varying the other width parameter $\mu$.

A. Renormalization group

The RG procedure is applied to a chain of $10^6$ oscillators. Twelve values of coupling width $\mu$ are studied: $\mu = 0.025, 0.05, 0.25, 0.5, 0.625, 1.25, 2.5, 3.75, 4.5, 5, 6.25, 7.5$. The set of random numbers defining the particular realizations of the chain were different in the RG and in the simulations (below) for the statistical comparisons, but were identical for the real-space comparison described in Sec. III C.

B. Simulations

In order to explore both the system’s characteristics and the reliability of the renormalization group, Eqs. [3]
are also integrated numerically. The numerical method is a variable stepping Runge-Kutta algorithm. Systems of $N = 10000$ oscillators are solved with $N$ intrinsic frequencies chosen randomly from the cutoff distribution given by Eq. (25). Similarly, $N - 1$ coupling constants are randomly selected from the cutoff distribution given by Eq. (26). The same twelve values of coupling width $\mu$ that are used in the RG are studied in the simulations. Results for each value of $\mu$ are averaged over 100 realizations of the intrinsic frequencies and coupling constants. To help facilitate comparisons between different distributions of the intrinsic frequencies and coupling constants.

The simulations are performed for a relatively long time of $t = 10000$. Running phases at each site are recorded at regular intervals and used to calculate average frequencies over a time $T$ according to

$$\bar{\omega}_i(T) = \frac{\theta_i(t_0 + T) - \theta_i(t_0)}{T},$$

with $T = t - t_0$ [compare with the theoretical definition of $\bar{\omega}$ given by Eq. (3)]. The time $t_0$ is chosen to eliminate transients: increasing values are tried until average frequencies remain unchanged. In these simulations, the value of $2\pi/T$ sets the resolution limit in $\bar{\omega}_i$ to distinguish two neighboring frequency clusters. A group of oscillators is determined to be members of a synchronized cluster only if all the members $(i = n, n + 1, \ldots, n + m + 1)$ have the same value of $\bar{\omega}_i$ as the neighboring sites within some tolerance $|\bar{\omega}_\ell - \bar{\omega}_i| < \eta$ ($\ell = i - 1$ and $i + 1$). Since $T^{-1}$ is $O(10^{-4})$ the tolerance $\eta$ is set to $10^{-3}$.

### C. Comparison of RG and simulations.

While we are primarily interested in correctly capturing the statistical characteristics through RG, the local validity of our procedure can be established by comparing the frequency cluster structure that it predicts with results from the simulations. Figure 2 plots these comparisons over a representative sample of 150 oscillators from chains of $N = 10000$ at 3 different coupling distribution widths. For all 3 values of $\mu$, there are clusters with large frequency oscillators interspersed. As expected, the characteristic size of these clusters grows with $\mu$. There is excellent agreement of the cluster sizes, locations, and frequencies between the two approaches. This provides some confidence that the essential mechanisms are captured by the RG procedure.

Analysis of these and similar plots, shows that the agreement of the cluster frequencies becomes more accurate with increasing cluster size. The reason for this result is the smaller boundary-to-bulk ratio of larger clusters, which is more apparent if Eqs. (5) is rewritten as

$$\bar{\Omega}_i = \omega_i + \frac{K_i - 1}{m_i} \sin (\theta_{i-1} - \theta_i) + \frac{K_i}{m_i} \sin (\theta_{i+1} - \theta_i)$$

As clusters become larger, the importance of the coupling to the rest of the chain is weighted down by a $1/m$ factor. In the fast oscillator decimation, this is manifested by the appearance of this factor in the frequency correction. Also, when a cluster is built up by a strong coupling decimation step, any frequency renormalizations of the component oscillators by prior fast oscillation decimation steps cancel when the weighted sum of the frequencies is calculated to give the frequency of the new cluster. Thus the cluster frequencies $\bar{\omega}_i$ are given to a good approximation by the average of the constituent bare $\omega$ values, plus the small correction due to the fast oscillator decimation step that yields the final cluster.

Investigating the frequency distribution of clusters of a given size provides further insight into the validity of this RG procedure. This is shown in Fig. 4 where for each cluster size $m$ from 1 to 4, the RG predictions are compared with the results from simulations using three values of the parameter $\mu$. The two methods are in excellent agreement for the larger values of $m$ and also for all $m$ at small values of $\mu$.

The comparisons in Fig. 4 show a small but systematic underestimation of the number of smallest sized clusters ($m = 1$ and $m = 2$) near zero frequency and large coupling [panels (b) and (c) and less so in panels (e) and (f)]. The rms difference between the RG generated and numerically calculated curves ranges between $0.7-2.2 \times 10^{-4}$, with the worst agreement in panel (b), and best agreement in panel (l). The region of the greatest discrepancy, small $m$ and $\omega$, is in fact where the fast oscillator decimation is expected to be least accurate, since by the time the RG sweep reaches these frequencies, the distributions of remaining frequencies and couplings are no longer expected to be wide so that the approximations based on strong randomness are not as accurate. However the disagreement decreases with increasing $m$, because, as described above, the frequencies of larger clusters are insensitive to the corrections from neighbors.

IV. THE UNSYNCHRONIZED PHASE OF AN OSCILLATOR CHAIN

Let us now use the results of the RG and the simulations to discuss the statistical properties of the frequency clustering in the one dimensional oscillator chain with strong randomness.

### A. Cluster size distribution

The main measurable physical quantity that arises in our analysis is the distribution of cluster sizes. In Fig. 5 we show the distribution of cluster sizes for several widths $\mu$ of the coupling distribution from the RG and simulations. The RG was performed on one single realization of $10^6$ oscillators, while the simulations were performed on 100 realizations of $10^4$ oscillator chains. Since the char-
The characteristic cluster size is much smaller than $10^4$, we combine results from all 100 realizations and analyze them as a single chain of size $10^6$. As can be seen in Fig. 5, good agreement exists between the RG and the simulations. The apparent discrepancies at the largest cluster sizes are due to statistical fluctuations resulting from the small number of such clusters present in the $10^6$ oscillator ensemble.

For a given value of the coupling width parameter $\mu$, the probability of finding a cluster is expected to fall off rapidly with increasing cluster size. The linear scaling in the semi-log plot suggests that distribution of cluster sizes has the form of an exponential: $P(n) \propto \exp(-n/\xi)$. In Fig. 5 we exhibit the linear fits to the RG data. The fits were made between twice the characteristic size $\xi$ and the cluster size at which there are just 20 occurrences of clusters of that given size, since for large clusters the scatter becomes too large.

### B. Dependence of $\xi$ on disorder strength

The function $\xi(\mu)$ is a comprehensive quantity that characterizes the physics of the chain in the unsynchronized regime, because $\mu$ is the only control parameter in the chain, and $\xi$ is the only quantity that characterizes the cluster statistics since the distributions of cluster sizes are exponential. We plot the function $\xi(\mu)$ in Fig. 6. We find good agreement between the RG procedure (open circles) and simulation (solid squares) until $\mu \approx 5$, after which the two results begin to deviate from each other. The small, but growing discrepancy beyond $\mu = 5$ suggests there is an additional mechanism in the physics of cluster formation that becomes important at larger $\mu$ and is not taken into account by the decimation steps of the RG procedure.

A physical effect that may not be adequately included in our RG procedure is the accumulation of phase strain as a cluster is built up through successive strong coupling decimation steps. We can understand this effect based on the arguments of Ref. [18]. If we neglect the interactions of a synchronized cluster with the rest of the chain, its frequency is the average frequency $\langle \omega \rangle$ of the constituent oscillators. Furthermore, forming the sum of Eqs. (3) from one end of the cluster (here labeled 1) to the $n$th oscillator in the cluster gives

$$X_n = \sum_{i=1}^{n} (\omega_i - \langle \omega \rangle) = K_n \sin(\theta_{n+1} - \theta_n), \quad (29)$$

since the internal interaction terms cancel. We refer to this condition for the cluster’s existence as a strain check.
FIG. 4: Number of clusters of a particular frequency divided by the total length of the chain ($N = 10^6$). The plot compares the RG prediction (solid lines) and the simulation results (open diamonds) for 3 coupling widths and 4 cluster sizes. Each panel has a fixed coupling width and cluster size. Frequencies, on the horizontal axes, are grouped into bins of size $\Delta \tilde{\omega} = 0.1$. The rows are each a different cluster size; $m = 1$ (a-c), 2 (d-f), 3 (g-i), and 4 (j-l) from top to bottom. Each column is a different coupling width: $\mu = 1.25$ left, $\mu = 3.75$ center, and $\mu = 7.5$ right.

The condition reads: $|X_n| < K_n$ for all $n$ in the cluster. Note that $X_n$ is the sum of random numbers, so that as the size of the cluster increases, the range of values of $|X_n|$ typically grows, and increasing phase strains $|\theta_{n+1} - \theta_n|$ are needed to keep the various parts of the cluster synchronized. If the strain becomes so large that some $|\theta_{n+1} - \theta_n|$ become $\pi/2$, the cluster will break. Also note that if two clusters are combined through a strong coupling decimation step to form a putative larger cluster, the mean frequency $\langle \omega \rangle$ to be used in the sum of Eq. (29) changes, and the condition $|X_n| < K_n$ may be violated for a bond in the interior of the two subclusters. This means that the combined set of oscillators are not in fact synchronized, and should be broken into smaller synchronized clusters in the RG procedure. We proceed by making the assumption that the oscillators form just two synchronized clusters, and identify the break between the two clusters as where the condition $|X_n| < K_n$ is violated in the presumed cluster. Thus if $X_n$ exceeds $K_n$ at some $n$, we do not allow the cluster to form. Instead, we re-form the bare oscillators into two different sub-clusters, such that the first sub-cluster is formed out of the bare oscillators 1 through $n$ and the second is formed from the remaining bare oscillators. The RG then proceeds as normal. The new sub-clusters may be subjected to either of the two decimation steps later in the sweep, or in the next sweep if more are required.

The $\xi(\mu)$ obtained with the version of the RG which in-
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FIG. 5: Number of clusters over a range of sizes. The plot compares RG predictions (open circles) with numerical integrations of Eqs. (5) (solid squares). The curves are spread out for clarity by multiplying each successive data set as \( \mu \) increases by 0.1 (a linear shift in the semilog plot). The solid lines denote the fits to the RG data over the domain described in the text.

FIG. 6: Characteristic cluster length \( \xi \) given by the fits to data in Fig. 5. (a): Results of simulation (solid squares), the numerical RG of Sec. III (open circles) and an enhanced numerical RG with strain check (diamonds) described in Sec. IV B. The solid line is a simple analytic prediction \( \xi(\mu) = -1/\log(1-\varphi(\mu)) \) where \( \varphi(\mu) \) is defined in Eq. (31). The dashed line is a power law fit to the solid squares for \( \mu > 0.625 \) and has an exponent of 0.46; similar fits to the diamonds and circles give exponents of 0.48 and 0.48 respectively.

(b): Log-log plot of the same data excluding the analytic prediction.

C. Estimate of \( \xi(\mu) \)

Given the simplicity of the renormalization group approach, one may wonder whether we can capture the behavior of the oscillator chain with a simple one-loop argument, based on the role of weak couplings in the limitation of cluster sizes.

Indeed, the small clusters are likely to form between weak couplings, and since the distribution of separations between such weak couplings follows Poisson statistics, an exponential distribution arises naturally. Using this hypothesis the probability of finding a cluster of size \( n \) (i.e., a cluster delimited by two weak couplings \( n \) units apart) is \( P(n, \varphi) = C(1-\varphi)^n = Ce^{-n/\xi} \) where \( \xi = -1/\ln(1-\varphi) \) and \( \varphi \) is a probability that any randomly chosen coupling is weak. We make an estimate of this \( \varphi \) based on bare distributions of \( \omega \) and \( K \). Similarly to the RG, we define a coupling to be weak if \( 2K < |\omega_l - \omega_r| \).

For each such bond, the probability that the required ratio is \( > 1 \) is given by

\[ \varphi = 2 \int_0^\infty \left( \int_{-\infty}^\infty g(\omega)g(\omega+\delta) d\omega \right) \times \left( \int_0^\delta G(K) dK \right) d\delta \quad (30) \]

The integral of \( g(\omega)g(\omega+\delta) \) is the probability that for each of the two oscillators connected by this bond, \( \omega_l - \omega_r = \delta \). For each such frequency difference, all the bonds with \( K < |\delta|/2 \) are considered weak. Finally, all possible values of \( \delta \) are integrated in the outer integral. After
performing the inner integrals over ω and K we obtain

$$\varphi(\mu) = \frac{4}{\pi^3} \int_0^\infty \frac{2\pi}{4 + \delta^2} \arctan \left( \frac{\delta}{2\mu} \right) d\delta. \quad (31)$$

This result is compared with both the RG predictions and numerical solutions in Fig. 6. The expression gives a good description of the data for \( \mu \to 0 \), but overestimates the characteristic cluster size for larger values of \( \mu \). The renormalization group method, which does not treat all scales of frequencies and couplings at once, clearly provides better predictions then an estimation based on bare distributions.

V. CONCLUSIONS

In this paper we investigated the collective behavior of a one-dimensional chain of coupled non-linear oscillators with random frequencies and nearest-neighbor couplings. For this purpose we developed a real space renormalization group approach, which is expected to be reliable in analyzing chains with large disorder. As we report above, our RG approach did an excellent job in capturing both the dynamics of individual oscillators, and the large scale behavior of the chain.

The disordered oscillator chain has the potential of establishing macroscopic order, which is exhibited by a finite fraction of all oscillators in the system moving in accord with the same frequency. Indeed in systems with higher connectivities, such global synchronization may occur, but in the limit of short ranged interactions, the macroscopic order is stymied by fluctuations. This dynamical behavior is reminiscent of critical phenomena in equilibrium statistical mechanics, where for each system there exists a lower critical dimension, and only dimensionality higher than that allows macroscopic ordering. In our analysis, we concentrated on the quantities that most directly capture the collective aspects of the chain’s behavior, and therefore also the competition between the interactions which seek to establish a synchronized phase, and the disorder-induced fluctuations which destroy it. This physics is fully contained in the cluster-size distribution, \( P(n) \sim e^{-n/\xi(\mu)} \), which we find as a function of the interaction-strength tuning parameter, \( \mu \).

The behavior of the average cluster size, \( \xi(\mu) \), acts as an effective correlation length for the oscillator chain, where we once more think of our system in terms of the theory of critical phenomena. Since our oscillator chain is below its lower critical dimension, it’s phase diagram resembles that of the one-dimensional Ising model, with \( \mu \) serving the role of inverse temperature \( 1/T \). The chain has an ordered phase, where all oscillators are synchronized, which is reached in the limit \( \mu \to \infty \) (analogous to the Ferromagnetic phase at \( T \to 0 \)). This phase, however, is described by an unstable fixed point. If an RG flow can be extended to the entire parameter space, the full-synchronization fixed point flows under RG to the stable fixed point found at the non-interacting point, \( \mu = 0 \), which describes the unsynchronized phase (analogous to the paramagnetic fixed point at \( T \to \infty \)). The putative flow diagram of the chain is shown in Fig. 7. The flow from the fully-synchronized point to the unsynchronized \( \mu = 0 \) point is indeed associated with a length scale, whose meaning is the coarse-graining length at which the chain seems fully unsynchronized, i.e., consisting of single free oscillators. This length is the size of synchronized clusters in the original chain, \( \xi(\mu) \).

Since \( \xi(\mu) \) serves as an effective correlation length, it may diverge in a universal fashion in the limit \( \mu \to \infty \). While our RG method can only access moderate values of \( \mu \), we cautiously argue that we can access the critical region, as can be seen in Fig. 5. From our results we obtain the critical exponent \( \nu \) of the synchronization transition:

$$\xi(\mu) \sim \mu^\nu \quad \nu \simeq 0.48 \quad (32)$$

Note that this behavior is not analogous to the divergence of the Ising chain correlation length \( \xi \sim \ln \frac{1}{\mu} \).

The method by which we obtained the above results constitutes the main achievement of this work. We developed a real space renormalization group scheme that successfully predicts the detailed behavior of a nonlinear oscillator chain with short-range interactions. We have implemented the RG scheme numerically on a chain of \( 10^5 \) oscillators and compared its results with essentially exact simulations of the model equations, Eqs. 4 (see Sec. III). The agreement is very good, and for some characteristics, such as the cluster frequency distributions at low frequencies, it improves with larger cluster sizes. This indicates particularly that our local RG scheme successfully captures the non-trivial collective features of the chain expressed in large synchronized clusters.

One practical implication of our analysis may be found when considering coupled laser arrays, where only limited connectivity can be achieved. Diode lasers, for example, are manufactured in one-dimensional bars that allow for evanescent coupling through overlapping electric fields. Due to the exponential fall-off in the electric field envelope with distance, the coupling between well-behaved diodes can only be short ranged. The tools developed here could be used to study the extent of coherence that...
such systems exhibit. A potentially promising area of current research is constructing grids of diodes coupled in 2-dimensions by stacking 1-dimensional bars. Our RG technique could possibly also be extended to such a system, and help clarify both its properties, and whether it can establish macroscopic coherence.

Our work suggests several other directions for future research. First, we may ask how can one improve the applicability of our RG scheme to larger values of the interaction parameter $\mu$. This may be pursued by focusing on the concept of intra-cluster strain, which is roughly the variance of phase differences between neighboring oscillators within a cluster. As interaction increases, cluster sizes grow, and bigger strain is needed to accommodate the spread of frequencies within a cluster (cf. Sec. IV B). In our current scheme we made the first attempt to take this into account with the strain check based on the argument of $\xi$, a condition expressed by Eq. (32). This led to some improvement - for example, $\xi(\mu)$ was modified in the right direction, but this modification was over-estimated. The strain check may be augmented in the future.

A second natural question is the degree of universality in the oscillator chain. Our result for the correlation length critical exponent $\nu$, Eq. (23), was obtained using Lorentzian distributions. It is possible that the exponent depends on the nature of the tails of the distributions used; Lorentzians, for instance, do not have a variance. We intend to investigate the universality of $\nu$ alongside investigating the applicability of our RG scheme to distributions with narrower tails.

A more general question concerns the development of an RG scheme and the analysis of synchronization in short-range networks at higher dimensions, and especially at two dimensions, which is very close to the lower critical dimension: Refs. [23, 25] suggest that in two dimensions there may be a transition to a macroscopically synchronized phase, or that $d = 2$ is the lower critical dimension giving rise to interesting anomalous behavior (see also [13]). The development of a decimation procedure at dimensions higher than one is quite challenging because of the higher connectivity of the system, and the possibility that real-space local decimation steps change the geometry of the system.
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