LEARNED ISTA WITH ERROR-BASED THRESHOLDING FOR ADAPTIVE SPARSE CODING
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ABSTRACT
Drawing on theoretical insights, we advocate an error-based thresholding (EBT) mechanism for learned ISTA (LISTA), which utilizes a function of the layer-wise reconstruction error to suggest a specific threshold for each observation in the shrinkage function of each layer. We show that the proposed EBT mechanism well disentangles the learnable parameters in the shrinkage functions from the reconstruction errors, endowing the obtained models with improved adaptivity to possible data variations. With rigorous analyses, we further show that the proposed EBT also leads to a faster convergence on the basis of LISTA or its variants, in addition to its higher adaptivity. Extensive experimental results confirm our theoretical analyses and verify the effectiveness of our methods.

Index Terms— Sparse Coding, Learned ISTA, Adaptivity

1. INTRODUCTION
The core problem of sparse coding is to deduce the high-dimensional sparse code from the low-dimensional observation. The basic assumption can be formulated as $y = Ax^* + \epsilon$, where $y \in \mathbb{R}^m$ is the observation corrupted by the inevitable noise $\epsilon \in \mathbb{R}^m$, $x^* \in \mathbb{R}^n$ is the sparse code to be estimated, and $A \in \mathbb{R}^{m \times n}$ is an over-complete dictionary matrix. The main challenge to estimate $x$ is its ill-posed nature because of over-complete modeling, i.e., $m < n$. A possible solution is to solve the LASSO problem formulated as $\min_x \|y - Ax\|^2 + \lambda\|x\|_1$ using the iterative shrinking thresholding algorithm (ISTA) [1]. To achieve faster convergence, Learned ISTA (LISTA) [2] was then proposed in the deep learning era, in which the architecture of the deep neural network (DNN) followed the iterative process of ISTA. The thresholding mechanism was then modified to the learned thresholds in shrinkage functions of DNNs.

Yet, LISTA and many other deep networks based on LISTA [3, 4, 5, 6, 7, 8] suffer the issue that the thresholds were shared among all training samples, which means they lacked adaptability to the variety of training samples and robustness to outliers. Also, it leads to poor generalization to test data with a different distribution (or sparsity) from the training data. To address the above issues, we propose an error-based thresholding (EBT) mechanism of LISTA-based models to improve their adaptivity. EBT introduces a function of the evolving estimation error to provide each threshold in the shrinkage functions in the model. It has no extra learnable parameter compared with original LISTA-based models, yet shows significantly better performance.

2. PRELIMINARY KNOWLEDGE
The update rule of ISTA is
$$x^{(t+1)} = sh_{\lambda/\gamma}((I - AT A/\gamma)x^{(t)} + AT y/\gamma), \quad \forall t \geq 0,$$
where $sh_b(x) = \text{sign}(x)(|x| - b)_+$ is a shrinkage function with a threshold $b \geq 0$ and $(\cdot)_+ = \max\{0, \cdot\}$, $\gamma$ is the maximal eigenvalue of the symmetric matrix $A^T A$. LISTA kept the update rule of ISTA but learned parameters via end-to-end training. Its inference process can be formulated as
$$x^{(t+1)} = sh_{\lambdaossed}(W^{(t)} x^{(t)} + U^{(t)} y),$$
where $\Theta = \{W^{(t)}, U^{(t)}, b^{(t)}\}_{t=0,...,d}$ is a set of learnable parameters. Specifically, $b^{(t)}$ is the layer-wise learnable threshold shared among all samples, which is of our particular interest in this paper. LISTA has been proved to converge linearly with partial weight coupling [3], i.e., $W^{(t)} = I - U^{(t)} A$, thus Eq. (2) can be written as
$$x^{(t+1)} = sh_{\lambdaossed}((I - U^{(t)} A)x^{(t)} + U^{(t)} y).$$
Support selection was further introduced to modify LISTA [3]. We select entries with largest $p^{(t)}$ (in percentage) magnitudes in vector $x$ as support set $S_{p^{(t)}}$. The entries in support set do not pass the thresholding and keep them values unchanged. Formally, we define $sh_{p^{(t)}(\cdot), p^{(t)}(\cdot)}$ as the thresholding operator with support selection, the update rule is then formulated as
$$x^{(t+1)} = sh_{p^{(t)}(\cdot), p^{(t)}(\cdot)}((I - U^{(t)} A)x^{(t)} + U^{(t)} y),$$
where $p(t)$ is a hyper-parameter and it increases from lower layers to higher layers. $p(t)$ can be set as $p(t) = \min(p \cdot t, p_{\text{max}})$, where $p$ is the positive scalar and $p_{\text{max}}$ is the upper bound of the percentage of non-zero elements in $x$. LISTA with support selection is proved to achieve faster convergence in comparison with LISTA [3].

According to the convergence analyses of LISTA and its variants [3, 4, 5, 6], the following equality should hold for the threshold at each layer to ensure linear convergence:

$$ b(t) = \mu(A) \sup_{x^* \in S} \|x^* - x\|_\phi \quad (5) $$

where $S$ is the training set, $\mu(A)$ is the generalized mutual coherence coefficient of the dictionary matrix $A \in \mathbb{R}^{m \times n}$, and $\phi$ represents the type of the norm which is commonly set as 1 or 2. Note that $\mu(A)$ is a crucial term in this paper, here we formally give its definition together with the definition of $\mathcal{W}(A)$ as follows:

**Definition 1.** [4] For a matrix $A$, we let $A_{i,:}$ represents the $i$-th row of $A$ and $A_{:,j}$ represents the $j$-th column of $A$. The generalized mutual coherence coefficient of $A$ is $\mu(A) = \inf_{W \in \mathbb{R}^{m \times n}} \max_{i,j} |W_{i,:} A_{:,j}|$. In addition, we let $\mathcal{W}(A)$ denotes the set of the matrices which can achieve $\mu(A)$, which means $\mathcal{W}(A) = \{W \in \mathbb{R}^{m \times n} \mid \max_{i,j} |W_{i,:} A_{:,j}| = \mu(A), A_{:,i} = 1, \forall i\}$.  

### 3. METHODS

In LISTA and many of its variants, the threshold $b(t)$ is commonly treated as a learnable parameter. As demonstrated in Eq. (5), $b(t)$ should be proportional to the upper bound of the estimation error of the $t$-th layer in the noiseless case to ensure fast convergence [3, 4, 5, 6]. Thus, some outliers or extreme training samples greatly influence the value of $b(t)$, making the obtained threshold not fit the majority of the data.

In order to solve this problem, we propose to disentangle the reconstruction error term from the learnable part of the threshold and introduce adaptive thresholds for LISTA and related networks. We attempt to rewrite the threshold at the $t$-th layer as something like $b(t) = \rho(t) \|x^* - x\|_\phi$, where $\rho(t)$ is a layer-specific learnable parameter. However, the ground-truth $x^*$ is actually unknown for the inference process. Therefore, we need to find an alternative formulation. Notice that in the noiseless case, it holds that $A x(t) - y = A(x^* - x)$. Also, we know $U(t) \in \mathcal{W}(A)$ is desirable according to prior works [3, 4, 5, 6], which means $U(t)$ approximately approximates the identity matrix. Thus, we propose our EBT-LISTA, which is formulated as

$$ x(t+1) = s \eta_{b(t)} ((I - U(t) A)x(t) + U(t)y), $$

$$ b(t) = \rho(t) \|U(t)(A x(t) - y)\|_\phi. \quad (6) $$

Note that only $\rho(t)$ and $U(t)$ are learnable parameters in the above formulation, thus our EBT-LISTA actually introduces no extra parameters compared with the original LISTA.

We can also apply our EBT mechanism to LISTA with support selection [3] by keeping support selection operation and replacing the fixed threshold, which is formulated as

$$ x(t+1) = s h_{b(t)} ((I - U(t) A)x(t) + U(t)y), $$

$$ b(t) = \rho(t) \|U(t)(A x(t) - y)\|_\phi. \quad (7) $$

### 4. THEORETICAL ANALYSIS

In this section, we provide convergence analyses for LISTA and LISTA with support selection. Proof of all our theoretical results can be found in the appendices\(^1\). We focus on the noiseless case and the main results are obtained under some assumptions of the ground-truth sparse code. Specifically, we here assume that the ground-truth sparse vector $x^*$ is sampled from the distribution $\gamma(B, s)$, i.e., the number of its nonzero elements follow a uniform distribution $U(0, s)$ and the magnitude of its nonzero elements follow an arbitrary distribution in $[-B, B]$. We also assume that $s$ is sufficiently small in our theoretical analysis for error-based thresholding, which means $\mu(A)(2s - 1) < 1$ to be exact. Note that similar assumptions can also be found in relative works [3, 4, 6, 7].

#### 4.1. EBT mechanism on LISTA

Let us first recall the convergence of LISTA and discuss how our EBT improves LISTA in accelerating convergence.

**Lemma 1.** [3] For LISTA formulated in Eq. (3), $x^*$ is sampled from $\gamma(B, s)$. If $s$ is small such that $\mu(A)(2s - 1) < 1$, $U(t) \in \mathcal{W}(A)$, and $b(t) = \mu(A) \|x^* - x\|_1$, the estimation $x(t)$ at the $t$-th layer of LISTA satisfies

$$ \|x(t) - x^*\|_2 \leq s B \exp(c_0 t), $$

where $c_0 = \log((2s - 1) \mu(A)) < 0$.

**Theorem 1.** (Convergence of EBT-LISTA) For EBT-LISTA formulated in Eq. (6) where $\phi = 1$, $x^*$ is sampled from $\gamma(B, s)$. If $s$ is small such that $\mu(A)(2s - 1) < 1$, $U(t) \in \mathcal{W}(A)$ and $\rho(t) = \frac{\mu(A)}{1 - \mu(A)s}$, the estimation $x(t)$ at the $t$-th layer satisfies

$$ \|x(t) - x^*\|_2 \leq q_0 \exp(c_1 t), $$

where $q_0 < s B$ and $c_1 < c_0$ hold with the probability of $1 - \mu(A)s$.

Compared Theorem 1 with Lemma 1, we know that EBT-LISTA converges similarly as the original LISTA. The convergence rate is probably faster and the reconstruction error is probably lower, with $c_1 < c_0$ and $q_0 < s B$. Since $s$ is assumed to be small such that $\mu(A)(2s - 1) < 1$, which means $\mu(A)s < 0.5$, indicating our EBT achieves superiority in a higher probability. Moreover, in an extremely sparse case...

\(^1\)Appendix can be seen on https://arxiv.org/pdf/2112.10985.pdf
scenario with $s$ being sufficiently small such that $\mu(A)s \ll 1$, the probability of achieving the superiority is relatively high in theory. Under this circumstance, the desired threshold in EBT-LISTA should be $\mu(A)$ and it is disentangled with the reconstruction error, unlike the desired threshold in original LISTA, i.e., $\mu(A)\sup_{x^*}\|x^{(t)} - x^*\|_1$.

4.2. EBT mechanism on LISTA with support selection

There exist many variants of LISTA, and in this subsection, we choose LISTA with support set selection as an example to show how our EBT improves it in theory.

Lemma 2. (Convergence of LISTA with support selection)

For LISTA with support selection formulated in Eq. (4), $x^*$ is sampled from $\gamma(B,s)$. If $s$ is small such that $\mu(A)(2s - 1) < 1$, $U^{(t)} \in W(A)$ and $b^{(t)} = \mu(A)\sup_{x^*}\|x^{(t)} - x^*\|_1$, there actually exist two convergence phases. In the first phase, i.e., $t \leq t_0$, the $t$-th layer estimation $x^{(t)}$ satisfies

$$\|x^{(t)} - x^*\|_2 \leq sB \exp(c_2t),$$

where $c_2 \leq \log((2s - 1)\mu(A))$. In the second phase, i.e., $t > t_0$, the estimation $x^{(t)}$ satisfies

$$\|x^{(t)} - x^*\|_2 \leq C\|x^{(t-1)} - x^*\|_2,$$

where $C \leq s\mu(A)$.

Theorem 2. (Convergence of EBT-LISTA with support selection)

For EBT-LISTA with support selection and $\phi = 1$, $x^*$ is sampled from $\gamma(B,s)$. If $s$ is small such that $\mu(A)(2s - 1) < 1$, $U^{(t)} \in W(A)$, and $\rho^{(t)} = \frac{\mu(A)}{1 - s\mu(A)}$, there exist two convergence phases. In the first phase, i.e., $t \leq t_1$, the $t$-th layer estimation $x^{(t)}$ satisfies

$$\|x^{(t)} - x^*\|_2 \leq q_1 \exp(c_3t),$$

where $c_3 < c_2, q_1 < sB$ and $t_1 < t_0$ hold with a probability of $1 - \mu(A)s$. In the second phase, i.e., $t > t_1$, the estimation $x^{(t)}$ satisfies

$$\|x^{(t)} - x^*\|_2 \leq C\|x^{(t-1)} - x^*\|_2,$$

where $C \leq s\mu(A)$.

Lemma 2 and Theorem 2 show that when powered with support selection, LISTA shows two different convergence phases. The earlier phase is generally slower and the later phase is faster. After incorporating EBT, the model processes the same rate of convergence in the second phase. While in the first phase, our EBT leads to faster convergence, and it thus gets in the second phase faster, showing the effectiveness of our EBT in LISTA with support selection in theory.

5. EXPERIMENTS

We conduct experiments on both synthetic data and real data to validate our theorem and test our methods. $p_b$ is set as the sparsity (i.e., the probability of any of its entries be zero) of $x^*$. Other experimental settings can be found in appendices.

5.1. Simulation Experiments

Disentanglement. First, we would like to compare the learned parameters (i.e., $b^{(t)}$ and $\rho^{(t)}$) for the thresholds in both LISTA and our EBT-LISTA. Figure 3a shows how the learned parameters (in a logarithmic coordinate) vary across layers in LISTA and EBT-LISTA. Note that the mean values are removed to align the range of the parameters of different models on the same y-axis. It can be seen that the obtained values for the parameter in EBT-LISTA do not change much from lower layers to higher layers, while the reconstruction errors in fact decrease. By contrast, the obtained threshold values in LISTA vary a lot across layers. Such results imply that the optimal thresholds in EBT-LISTA are indeed independent to (or say disentangled from) the reconstruction error, which well confirms our theoretical result in Theorem 1. Similar observations can also be made on LISTA-SS (i.e., LISTA with support selection) and our EBT-LISTA-SS.

Adaptivity to unknown sparsity. As have been mentioned, in some practical scenarios, there may exist an obvious gap between the training and test data distribution, or we may not know the distribution of real test data and have to train on synthesized data based on the guess of the test distribution. Under such circumstances, it is of importance to consider the adaptivity/generalization of the sparse coding model (trained on a specific data distribution or with a specific sparsity and the test data sampled from different distributions with different sparsity). To evaluate the performance gain is larger when the distribution shift between training and test is larger (cf. purple line and yellow line in Figures 1a and 1b).

Combination with other methods. As previously mentioned, our EBT can be combined with many prior efforts (in addition to LISTA, LISTA-SS, and ALISTA). Here we will show its effectiveness with ELISTA [9] and HLISTA with support selection (HLISTA-SS) [10]. For the methods with support selection (i.e., LISTA-SS, EBT-LISTA-SS, ALISTA, EBT-ALISTA, HLISTA-SS, and EBT-HLISTA-SS), we adopt $p = 0.6$ and $p_{\max} = 6.5$ for $p_b = 0.95$. We let $p$ and $p_{\max}$ be 1.2 and 13.0 for $p_b = 0.9$, and let them be 1.5 and 16.25 for $p_b = 0.8$. Figure 2 demonstrates some of the results in different sparsity settings, while more results including different noise levels and different condition numbers can be found in the appendices. In all settings, we can see that our EBT leads to significantly faster convergence. In addition, the superiority of our EBT-based models is more significant with a larger $p_b$ for which the assumption of $s$ is more likely to hold.
Fig. 1. NMSE of different models when the test sparsity is different from the training sparsity. We use “Origin” to indicate the optimal scenario where the LISTA models are trained on exactly the same sparsity as that of the test data.

(a) $p_b$ changes from 0.8 to 0.99
(b) $p_b$ changes from 0.8 to 0.9
(c) $p_b$ changes from 0.9 to 0.8

Fig. 2. NMSE of different models under different sparsity. When combined with our EBT, faster convergence is obtained.

(a) LISTA
(b) LISTA-SS

Fig. 3. Disentanglement of the reconstruction error and learnable parameters in our EBT. $z^{(t)}$ here indicates $p^{(t)}$ and $b^{(t)}$ for networks with or without EBT, respectively.

5.2. Photometric Stereo Analysis

We also consider a practical sparse coding task: photometric stereo analysis [11]. The task solves the problem of estimating the normal direction of a Lambertian surface, given $q$ observations under different light directions $L \in \mathbb{R}^{q \times 3}$. Note that the noise is sparse, thus we estimate the noise first, and then calculate the desired normal direction.

Since the distribution of the noise is generally unknown in practice, the adaptivity is of greater importance for this task. We use two test settings for evaluating different models, in which the sparsity of the noise in test data (i.e., $p_e$) is set as 0.8 and 0.9, respectively. We compare EBT-LISTA-SS, LISTA-SS, and a conventional method, i.e., least 1-norm ($l_1$). Results in Table 1 show that EBT-LISTA-SS outperforms in the concerned settings, which means our EBT-based network can be more effective in this task. Note that the advantage is more remarkable when $p_e = 0.9$, i.e., $p_e \neq p_t$, which means EBT-based network has better adaptivity than the original LISTA-based networks.

Table 1. Mean error (in degree) with different number of observations and different test sparsity.

| $p_e$ | $q$ | $l_1$ | LISTA-SS | EBT-LISTA-SS |
|-------|-----|-------|----------|--------------|
| 0.8   | 15  | 0.678 | $5.50 \times 10^{-2}$ | $4.09 \times 10^{-2}$ |
| 0.9   | 25  | 0.408 | $7.48 \times 10^{-3}$ | $3.17 \times 10^{-3}$ |
| 0.8   | 35  | 0.336 | $1.89 \times 10^{-3}$ | $5.95 \times 10^{-4}$ |
| 0.9   | 15  | 0.232 | $6.67 \times 10^{-3}$ | $2.57 \times 10^{-3}$ |
| 0.8   | 25  | 0.145 | $1.33 \times 10^{-3}$ | $1.64 \times 10^{-4}$ |
| 0.9   | 35  | 0.088 | $2.93 \times 10^{-4}$ | $4.91 \times 10^{-5}$ |

In this experiment, we mainly follow the settings in [12] and [6]. We use the same bunny picture for evaluation and $L$ is also randomly selected from the hemispherical surface. We set the number of observations $q$ to be 15, 25, and 35, and training sparsity is $p_t = 0.8$. The final performance is evaluated by calculating the average angle between the estimated normal vector and the ground-truth normal vector (in degree).

6. CONCLUSION

In this paper, we have studied the thresholds in the shrinkage functions of LISTA. We have proposed a novel mechanism called EBT which well disentangles the learnable parameter in the shrinkage function on each layer of LISTA from its layer-wise reconstruction error. We have proved theoretically that, in combination with LISTA or its existing variants, our EBT mechanism leads to faster convergence and achieves superior final sparse coding performance. Also, we have shown that the EBT mechanism endows deep unfolding models with higher adaptivity to different observations with a variety of sparsity. Our experiments on both synthetic data and real data have testified the effectiveness of our EBT, especially when the distributions of the test and training data are different.
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