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We explore a variety of unsolved problems in density functional theory where mathematicians might prove useful. We give the background and context of the different problems, and why progress toward resolving them would help those doing computations using density functional theory. Subjects covered include the magnitude of the kinetic energy in Hartree-Fock calculations, the shape of adiabatic connection curves, using the constrained search with input densities, densities of states, the semiclassical expansion of energies, the tightness of Lieb-Oxford bounds, and how we decide the accuracy of an approximate density.

1. INTRODUCTION

Density functional theory (DFT) and its applications are an enormous subject in physical sciences [1–5]. Very likely, more than 50,000 papers each year publish the results of Kohn-Sham DFT calculations [6]. Given this impact, it is surprising how few resources are devoted to further developing the theory, relative to those in machine-learning [7–12] or quantum computing [13–17]. After all, even very small improvements in our current DFT approximations can have enormous impact in applications in science and technology [18].

Within the space of unexplored theory, there is therefore also tremendous room for contributions from mathematicians and mathematical physicists. In this paper, we take a sampling of problems thrown up in the development of density functional theory, all of which were encountered by the last author (KB). This list of problems differs in nature from many of those currently studied in the mathematical literature, as our problems have all arisen in the course of practical calculations in the field [19–25]. Solutions to some of these will have clear immediate impact. Others are (currently) intellectual curiosities, but of course such curiosities often lead later to very tangible results. Anyone of a mathematical inclination that is interested in one of these problems is invited to contact the authors.

The first section introduces basic notation and reviews well-known concepts. The problems are sufficiently diverse that no ordering scheme is particularly helpful. Hence no importance should be placed on their order. The first two problems (convexity of adiabatic connection curves and tight bounds on exchange energies) concern conjectured exact conditions of the exchange-correlation energy. If such conjectures could be proven, they would guide the
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The construction of future approximations. The next two concern the semiclassical limit of quantum mechanics that is relevant to density functional approximations of electronic systems. This semiclassical expansion is notoriously difficult, and in several key places, it appears likely it requires significant development of mathematical tools, especially asymptotic analysis. Our fifth question is much harder to define mathematically, as it concerns measures of the accuracy of the densities in approximate DFT calculations, and which are most useful. Our sixth question is also somewhat vague, but addresses the disconnect between the constrained search formulation of DFT and all other approaches to the quantum mechanics of many-fermion systems. Our final question is different, as it really concerns quantum chemical and many-body approaches rather than DFT. But it is a question motivated by DFT studies and one which, very unusually, is more easily answered in a DFT context than in standard quantum mechanics.

2. BACKGROUND AND NOTATION

We will consider systems of electrons and nuclei in the non-relativistic, Born-Oppenheimer limit, in the absence of external electrical and magnetic fields. We use Hartree atomic units. We are interested in both finite systems (e.g., molecules) and extended systems (e.g., bulk materials) and everything in between. Table I is a list of some of our acronyms.

| Acronym | Definition |
|---------|------------|
| C       | Correlation |
| CCSD    | Coupled-cluster singles and doubles |
| DC      | Density-corrected |
| DFT     | Density functional theory |
| GGA     | Generalized gradient approximation |
| HF      | Hartree-Fock |
| IP      | Ionization potential |
| KS      | Kohn-Sham |
| L(S)DA  | Local (spin) density approximation |
| LO      | Lieb-Oxford |
| PBE     | Perdew-Burke-Ernzerhof |
| QMC     | Quantum Monte Carlo |
| RPA     | Random phase approximation |
| TF      | Thomas-Fermi |
| WKB     | Wentzel-Kramers-Brillouin |
| X       | Exchange |
| XC      | Exchange-correlation |

TABLE I. List of acronyms used throughout this work.

We consider Hamiltonians of the form

$$\hat{H}_v = \hat{T} + \hat{V}_{ee} + \hat{V}_v,$$

where

$$\hat{T} = -\frac{1}{2} \sum_{j=1}^{N} \nabla_j^2$$

is the kinetic energy operator,

$$\hat{V}_{ee} = \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|}$$

is the electronic interaction, and

$$\hat{V}_v = \sum_{j=1}^{N} v(r_j)$$

is a multiplicative one-body external potential, the sum of attractions to nuclei at various positions, with differing integer positive charges. Recall that the operators \(\hat{T}, \hat{V}_{ee}, \hat{V}_v, \hat{H}_v\), act on the Hilbert space \(L^2(\mathbb{R}^3; \mathbb{C}^2)\) and that \(\hat{T}\) and \(\hat{V}_{ee}\) are self-adjoint. For \(v(r)\) belonging to a large set of multiplicative potentials, which includes the potentials generated by point nuclei, \(\hat{V}_v\) and \(\hat{H}_v\) are also self-adjoint.

We give formulas only for non-degenerate spin-unpolarized groundstates, for simplicity. Let \(\Psi_v\) be the exact unique \(N\)-particle ground-state wavefunction of \(\hat{H}_v\), so that the ground-state energy is

$$E[v] = \langle \Psi_v | \hat{H}_v | \Psi_v \rangle.$$

Traditional quantum chemical methods, such as coupled-cluster [27], are extremely effective at finding ground-state energies to within 1 kcal/mol (0.05 eV or 1.6 mH) for small molecules (less than 30 atoms), but scale too poorly with size to be affordable beyond that. Quantum Monte Carlo methods provide a similar role for both materials [28] and difficult molecules [29].

Density functional theory (DFT) provides an alternative path to determining ground-state properties. Following the Levy-Lieb constrained search [30] approach, we define

$$F[n] = \min_{\Psi \rightarrow n} \langle \Psi | \hat{T} + \hat{V}_{ee} | \Psi \rangle,$$

where the search is over all normalized antisymmetric wavefunctions yielding a density \(n(r)\), extracted from a wavefunction via

$$n(r) = N \sum_{\sigma_1 \ldots \sigma_N} \int d^3r_2 \ldots d^3r_N |\Psi(r\sigma_1, \ldots, r_N\sigma_N)|^2,$$

where \(r_i\) are real-space positions and \(\sigma_i\) are the individual spins. Here we also define \(\Psi[n]\) to be the minimizer of Eq. (6) (whose uniqueness we assume) and so separately we have the kinetic energy density functional \(T[n] = \langle \Psi[n] | \hat{T} | \Psi[n] \rangle\) and electronic interaction energy density functional \(V_{ee}[n] = \langle \Psi[n] | \hat{V}_{ee} | \Psi[n] \rangle\), which together sum
to $F[n]$. The ground-state energy can then be extracted from a simple search over normalized densities:

$$E[v] = \min_n \left\{ F[n] + \int d^3r \ n(r) v(r) \right\}. \quad (8)$$

This scheme is exact in principle due to the Hohenberg-Kohn theorems [31]. Moreover, the density of a given system can be found from the Euler-Lagrange equation by the Kohn theorems [31].

We consider only variations in densities which conserve particle number, so that the potential is determined only up to a constant, just as in Ref. [31]. Here we simply assume the existence of a functional derivative, but this is a subtle point and the set of densities and potentials for which Eq. (9) exists has been explored at length [32–35]. The solution to this equation can be fed back into the functional in Eq. (8) to yield $E$.

In practice $F[n]$ is unknown and must be approximated. While the original Thomas-Fermi (TF) theory [36, 37] (and variations) approximated this object directly, essentially all modern DFT calculations use the Kohn-Sham (KS) scheme [38]. Here we imagine a fictitious set of non-interacting fermions with the same density as the original system, and so satisfying an effective non-interacting Schrödinger equation:

$$\left\{ -\frac{1}{2} \nabla^2 + v_{\text{H}}(r) \right\} \phi_i(r) = \epsilon_i \phi_i(r), \quad (10)$$

where the $\phi_i$’s are orthonormal in $L^2$ and the $\epsilon_i$’s are the lowest eigenvalues of the KS Hamiltonian. These are the celebrated KS equations, whose potential and orbitals are called the KS potential and KS orbitals, respectively. The KS wavefunction of the (fictitious) $N$-electron system is typically a Slater determinant of the KS orbitals, denoted $\Phi$, whose density collapses to the sum of the squares of the orbitals:

$$n(r) = \sum_{i=1}^{N} |\phi_i(r)|^2. \quad (11)$$

We may write the functional $F[n]$ in terms of KS quantities:

$$F[n] = T[v] + U[n] + E_{\text{XC}}[n], \quad (12)$$

where $T[v]$ is simply the sum of KS orbital kinetic energies and $U$ is the Hartree electrostatic self-repulsion:

$$U[n] = \frac{1}{2} \int d^3r d^3r' \frac{n(r) n(r')}{|r - r'|}. \quad (13)$$

The remainder is called the exchange-correlation (XC) energy, for which there is no simple closed form expression.

Applying Eq. (9) to the KS system, we find a simple expression for the KS potential:

$$v_{\text{H}}(r) = v(r) + v_n(r) + v_{\text{XC}}(r), \quad (14)$$

where

$$v_n(r) = \int d^3r' \frac{n(r')}{|r - r'|}. \quad (15)$$

is the Hartree potential and $v_{\text{XC}}(r)$ is the (multiplicative) XC potential, given by the functional derivative of the XC energy:

$$v_{\text{XC}}(r) = \frac{\delta E_{\text{XC}}[n]}{\delta n(r)}. \quad (16)$$

Thus, any expression of the XC energy as functional of the density, either approximate or exact [39], leads to a closed-set of self-consistent equations for any electronic system characterized by $v(r)$ and $N$. If these can be solved, they can be used to predict ground-state energies and densities for any electronic system, avoiding the need to solve the Schrödinger equation directly. Due to lack of the interaction, much larger systems can be treated with KS-DFT than are feasible with other quantum chemical methods.

There is no closed form expression for $E_{\text{XC}}[n]$ in general, but hundreds of distinct approximations have been suggested in the literature [40, 41]. The simplest is the local density approximation (LDA), already suggested by Kohn and Sham [38], in which

$$E_{\text{LDA}}[n] = \int d^3r \epsilon_{\text{XC}}^{\text{LDA}}(n(r)). \quad (17)$$

and $\epsilon_{\text{XC}}^{\text{LDA}}(n)$ is the XC energy per particle of a uniform gas, which is known very accurately [42–44]. Most practical approximations build on this form [45].

While XC is defined simply by the difference in Eq. (12), it is traditional to separate out a simpler contribution, called exchange (X), which dominates in a total energy calculation. The exchange energy is defined as:

$$E_X = -\frac{1}{2} \int d^3r \int d^3r' \frac{\gamma_s(r,r')}{|r - r'|}, \quad (18)$$

where $\gamma_s$ is the reduced or first-order KS density matrix,

$$\gamma_s(r,r') = \sum_{\text{occ}} \phi_i^*(r) \phi_i(r'), \quad (19)$$

with the sum running over all occupied KS spin-orbitals. As these are explicit expressions in terms of orbitals and not densities, even simple exchange is not available as an explicit density functional, and is usually approximated.

Then correlation (C) is everything else in XC. While correlation energies are often a tiny fraction of total energies, they can play an important role in the energy differences that are important in chemistry and materials,
such as bond energies or reaction barrier heights [46]. Note that the energy of the many-electron system is not the KS energy. The KS ground-state energy is the sum of KS eigenvalues, which can be corrected to yield the interacting ground-state energy. In general it has no clear variational relationship requiring it to be an upper or lower bound of the exact energy [38].

While the exact XC functional is elusive, several properties and constraints have been proven or postulated over the years [47]. Such “exact conditions” can describe features of XC in certain limits, e.g. the uniform electron gas limit, but can also be general conditions that hold for any many-electron system, e.g. $E_{\text{XC}}[n] \leq 0$. Knowledge of exact conditions is extremely valuable in approximate functional design [48, 49]. Striving to satisfy exact conditions has been the cornerstone of the design of some of the most celebrated DFT functionals [18].

In a different vein, Lieb and Simon proved an extraordinary statement about DFT in 1973 [50]. In a Thomas–Fermi calculation $F[n]$ is approximated by

$$F_{\text{TF}}[n] = T_s^{\text{LDA}}[n] + U[n]$$

and

$$T_s^{\text{LDA}}[n] = A_s \int d^3r n^{5/3}(r),$$

with $A_s = (3/10)(3\pi^2)^{2/3}$ trivially determined by the non-interacting uniform gas. The proportionality $T_s[n] \sim \int d^3r n^{5/3}(r)$ had been shown by Thomas and Fermi, with gradient corrections proposed by von Weizsäcker [51], but the expression was given a precise mathematical meaning by Lieb and Simon. They showed its relative error vanishes in a very specific limit of large-$N$. In fact, this limit applies to all electronic systems (atoms, molecules, or solids) and is equivalent to taking $\zeta \to \infty$, with

$$N_\zeta = \zeta N, \quad v_\zeta(r) = \zeta^{4/3}v(\zeta^{1/3}r).$$

For atoms (or ions), this is equivalent to taking $N \to \infty$, while keeping $N/Z$ fixed. In this limit, the KS orbitals become increasingly semiclassical, and the contribution to $V_{\text{xc}}$ of any pair of orbitals vanishes, while the total tends to a finite value. While this may appear an arcane mathematical result, it is in fact the key to understanding the tremendous success of modern DFT by explaining why local (and by extension, semi-local) approximations Eq. (17) work as well as they do. It is very likely they are the dominant term in an asymptotic expansion around this limit.

The adiabatic connection formalism is a useful tool [52–54], in Eq. (6), add a coupling constant $\lambda \geq 0$:

$$F^\lambda[n] = \min_{\Psi \rightarrow n} \langle \Psi | \hat{T} + \lambda \hat{V}_{\text{exc}} | \Psi \rangle,$$

and let $\Psi^\lambda[n]$ denote the minimizing wavefunction for a given $\lambda$. For $\lambda = 1$, we have our real, physical system and ground-state density $n(r)$. For $\lambda = 0$, we have the KS system, because we have turned the electron-electron interaction off, but kept the same ground-state density $n(r)$. By convention, if $\lambda$ is absent from the notation, then $\lambda = 1$ is assumed. We discuss this formalism in more detail in Section 3.

Lastly, we mention a very simple model system, the Hubbard dimer. The Hubbard model [55] usually refers to an extended system, in 1, 2, or 3 dimensions, with varying lattices, and provides a paradigm for strongly correlated systems. For example, it is often conjectured that the 2D model might capture the physics of superconductivity of copper oxide planes in high-temperature cuprate superconductivity [56]. But a simple two-site version (i.e., zero-dimensional) is a crude minimal-basis model for the $H_2$ molecule, with the hopping parameter vanishing exponentially with the stretching of the bond.

Hubbard models (with infinite number of lattice sites) play an iconic role in the physics of strongly correlated systems, which dominates much of condensed matter theory [57]. The Hubbard dimer, which can be solved analytically, is therefore ideal for illustrating many of the concepts of KS-DFT for an audience more used to thinking of many-body effects in traditional terms. Here the strength of the Coulomb repulsion between particles can be made arbitrarily large, without the system blowing itself apart. It is regarded as a paradigm of Mott-Hubbard physics, where a system can be an insulator despite having no band gap [58–61]. Almost all popular DFT approximations become inaccurate for such systems. Recently, DFT treatments of Hubbard models have become popular to understand both the exact behavior of KS treatment of such systems and the failures of standard approximations [62–68].

The simplified two-site Hubbard model (Hubbard dimer) Hamiltonian is

$$\hat{H} = -t \sum_{\sigma} \left( \hat{c}_{1\alpha}^\dagger \hat{c}_{2\sigma} + \hat{c}_{2\sigma}^\dagger \hat{c}_{1\alpha} \right) + U \sum_{i=1}^{2} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} + \sum_{i=1}^{2} v_i \hat{n}_i,$$

where $t > 0$ is the hopping parameter, $U \geq 0$ is the Hubbard $U$ parameter, and $n_i$ is the occupation at site $i$ with on-site potential $v_i$. We focus on the two-electron spin singlet case, $N = 2$ and $S_z = 0$, and denote the on-site potential difference as $\Delta v = v_2 - v_1$ and occupation difference as $\Delta n = n_2 - n_1$. Importantly for our purposes, the theorems of DFT apply to this simple model, so it can be used to illustrate many subtle features of KS-DFT. Although the exact energy can be derived analytically, the exact density function(al) cannot be found explicitly (but very accurate parameterizations have been made) [64], demonstrating that it is easier to solve the Schrödinger equation exactly than to find the exact functional [69].

There are strict limitations to the value of such models for studying DFT. While they can be used to illustrate properties of the exact functional for that system (or related systems) and how it captures the physics of that model, it cannot be used to understand the validity of approximations for real DFT. This is because the Lieb-Simon limit is hard-wired to having continuum Hamiltonians with infinite-dimensional Hilbert spaces. The Lieb-Simon proof does not
apply to any Hubbard model, no matter how extended it might be. And we also note that with as few as four sites, there are cases where the Hohenberg-Kohn theorems fail [70].

Lastly, again, we point out that there is a very long-running interest in the KS kinetic energy functional, $T_0[n]$. The KS equations, Eq. (10), provide the exact value of this for the given density, but at the computational cost of solving them. If we had an explicit approximation to this object, that was sufficiently accurate, general, and inexpensive to evaluate, we could perform orbital-free DFT calculations (as is done in TF theory, i.e. Eq. (20) inserted into Eq. (9)) for much larger systems than those for which we solve the KS equations. We do not just need $T_0[n]$, but we also need its functional derivative, which appears in Eq. (9) to determine the density.

In several cases below, we study $T_0[n]$ itself, as a functional of the density. Even if the dream of orbital-free DFT never becomes a practically useful reality, it makes a great training ground for understanding approximate functionals. In such sections, we drop all mention of the interacting problem, and just study KS electrons in a one-body potential. Any approximate $T_0[n]$ can be combined with any approximate XC functional to generate approximate energies and densities for any electronic system, via solution of the Euler-Lagrange equation, Eq. (9).

3. MUST ADIABATIC CONNECTION CURVES BE CONVEX?

We first begin with the adiabatic connection formalism, which has been an incredibly useful concept for rationalizing and improving density functional approximations [71]. Here we discuss one prominent feature, the convexity of adiabatic connection curves. While the convexity aspect is interesting on its own, perhaps more prominently is its implication on the relationship between the potential $U$ and kinetic $T_k$ contributions (see Eqs. (49-51) ) to $E_C$ in any many-electron system. Namely, the kinetic contribution has never been found to exceed half the magnitude of the potential contribution to the correlation energy, Eq. (28). This observation would be proved if the adiabatic connection curve was convex.

We start with the adiabatic connection formula which reads

$$E_{XC}[n] = \int_0^1 d\lambda U_{XC}[n](\lambda),$$

(25)

where $U_{XC}[n](\lambda) = \langle \Psi^\lambda[n] | V_{xc} | \Psi^\lambda[n] \rangle - U[n]$. Here $\Psi^\lambda[n]$ is the ground-state wavefunction at coupling strength $\lambda$, i.e. the minimizing wavefunction of Eq. (23). The integrand $U_{XC}[n](\lambda)$, as a function of $\lambda$, is the adiabatic connection curve mentioned above and represents the potential energy contribution to the XC energy. It is plotted exactly for the symmetric ($\Delta v = 0$ and $\Delta n = 0$) Hubbard dimer with $U = 5$ in Fig. 1.

At $\lambda = 0$ we obtain the exchange energy, $U_{XC}[n](0) = E_X[n]$, and the $\lambda$-dependence is in the correlation contribution,

$$U_C[n](\lambda) = U_{XC}[n](\lambda) - E_X[n].$$

(26)

At $\lambda = 1$, $U_{XC}[n] = U_{XC}[n](1)$ is the XC potential energy contribution of the physical system, and similarly the correlation potential energy is $U_C[n] = U_C[n](1)$. The kinetic portion of the correlation energy $T_k$ is then given by Eq. (51). Thus, the adiabatic connection curve and integration in Eq. (25) reveal all such energy contributions to the XC energy, see Fig. 1.

The adiabatic connective curve for any realistic system $U_{XC}[n](\lambda)$ has always been found to be convex [64, 72–78], but this has never been proven in general. Equivalently

$$\frac{d^2U_{XC}[n](\lambda)}{d\lambda^2} \geq 0 \quad \text{(conjecture)}.$$  

(27)

The convexity is seen clearly in the example provided in Fig. 1, but in realistic systems it is often more subtle [72, 75–77]. The convexity also implies the following inequality

$$T_k[n] \leq \frac{|U_C[n]|}{2} \quad \text{(conjecture)},$$

(28)

which is again illustrated in Fig. 1.

Many popular approximate functionals, such as PBE [79], violate this unproven condition [78]. Even in the absence of a proof, approximate functionals can be constructed to ensure these conditions hold and may even see improved accuracy and transferability. The main value in a proof (or providing counterexamples) will be in providing physical
insight on aspects of the correlation energy functional, and may also help clarify the relevance of such a condition. This awareness can be more valuable in developing approximate functionals than just ensuring the condition is satisfied.

Searching for counterexamples of the convexity in Eq. (27) is challenging since obtaining high-accuracy adiabatic connection curves is demanding. Here we need to obtain high-accuracy ground-state wavefunctions with given densities, which is nontrivial, see Sec. 8. Insight toward proving Eq. (27) generally may be gleaned from a proof for the Hubbard dimer case. In Ref. [64] it was always observed that for the general Hubbard dimer (symmetric and asymmetric versions) the adiabatic connection curve is convex. Surely a proof is possible in such an elementary case, but we are currently unaware of one. Another useful direction may be in recasting the adiabatic connection in terms of uniform coordinate scaling [72],

\[ U_{\text{XC}}[n](\lambda) = \frac{d}{d\lambda} \left( \lambda^2 E_{\text{XC}}[n_{1/\lambda}] \right), \quad (29) \]

where the XC energy functional is evaluated on the uniformly scaled density \( n_{1/\lambda}(r) = n(r/\lambda)/\lambda^3 \). Writing in terms of coordinate scaling instead of coupling constants is a trivial rearrangement, but can have a powerful effect on how one frames the search for a proof.

4. WHAT IS THE TIGHTEST LIEB-OXFORD BOUND FOR EXCHANGE?

Over the years, there has been a tremendous amount of work put into developing novel approximations to the XC energy functional, \( E_{\text{XC}}[n] \). Although its exact form remains unknown, knowledge of its behavior in various limits has yielded immense insight into its underlying characteristics. New approximations are often formulated and constrained to satisfy exact conditions, with the aim of improving accuracy, especially for systems where data is lacking.

One constraint crucial to modern DFT has been the Lieb-Oxford (LO) lower bound [80]. The LO bound was originally defined for the indirect part of the total Coulomb interaction energy, and was later extended to DFT. The numerical value of the bounding constant has been slowly improved through decades of effort to construct more accurate non-empirical GGA and meta-GGA functionals. A tighter lower bound on the exchange energy has also been conjectured [81] and has been used to constrain the SCAN meta-GGA functional [18]. However, the DFT community is still lacking a rigorous mathematical proof of this conjecture. Here we give a brief overview of the problem, discuss recent advances, and review the relevant unanswered questions.

4.1. Lieb-Oxford bound on the potential XC energy

The Coulomb repulsion energy for an \( N \)-electron wavefunction (not necessarily an antisymmetric ground state) of density \( n(r) \) can be written as a sum of the Hartree and potential XC term:

\[ V_{\text{ee}}[n] = U[n] + U_{\text{XC}}[n], \quad (30) \]

where \( U[n] \) is the classical Hartree energy defined in Eq. (13). The original Lieb-Oxford bound [80] is

\[ U_{\text{XC}}[n] \geq -C_N \int d^3r \, n^{4/3}(r), \quad (31) \]

where \( C_N \) is a positive constant that depends on \( N \). This expression is proportional to the local approximation to the exchange energy, given by Dirac [82, 83]. Lieb and Oxford argued that there could not be an upper bound to \( U_{\text{XC}}[n] \) of this form as counterexamples of wavefunctionss could be easily found for which \( U_{\text{XC}}[n] \) approached infinity, even when \( n^{4/3}(r) \) remained finite. However, the constant \( C_N \) was surprisingly difficult to calculate. Through clever derivations, \( C_N \) was shown to monotonically increase with increasing \( N \), such that \( C_N \leq C_{N+1} \). In Ref. [80], \( C_1 = 1.092 \) and \( C_2 \geq 1.234 \). Hence \( C_{\text{LO}} = C_\infty = 1.68 \) defines the lower bound of \( U_{\text{XC}}[n] \) in Eq. (31). From this point onward, we will refer to the original LO constant as \( C_{\text{LO}} \). Since \( E_{\text{XC}} \geq U_{\text{XC}} \), this implies [44]

\[ E_{\text{XC}}[n] \geq -C_{\text{LO}} \int d^3r \, n^{4/3}(r). \quad (32) \]

This bound has been improved several times throughout the years. In the low-density limit of a uniform gas, it was found that the Coulomb repulsion is minimized by electrons forming a body-centered cubic Wigner crystal. A lower bound was found for \( C_{\text{LO}} \) at this limit [84], giving \( 1.43 \leq C_{\text{LO}} \leq 1.68 \). The upper bound was later tightened to \( C_{\text{LO}} \leq 1.6358 \) by Chan and Handy, by replacing a trial and error estimate with numerical evaluation [85]. Since then, much work has been done to shrink the range of possible \( C_{\text{LO}} \) values. The current possible range for this constant is \( 1.4442 \leq C_{\text{LO}} \leq 1.5765 \) [86, 87], creating an even tighter constraint on \( E_{\text{XC}} \). However, estimates for the upper LO bound are based on exhaustive numerical evaluations with approximate radial probability measures. It is difficult to calculate the global minimum because of the non-uniqueness of such trial states and hence the upper bound may yet shrink further [85, 87].

The significance of the LO bound to DFT is that it directly constrains \( E_{\text{XC}}[n] \) as a local functional of the electronic density, and is therefore relevant for developing advanced approximations [79]. As correlation is never positive, this general LO bound applies also to the exchange energy:

\[ E_X[n] \geq E_{\text{XC}}[n] \geq -C_{\text{LO}} \int d^3r \, n^{4/3}(r). \quad (33) \]

4.2. Tighter bound on the exchange energy

The exact exchange energy of DFT is defined as the HF exchange for the KS orbitals of a given \( n(r) \), as shown in...
Eq. (18). Although the current $C_{LO}$ bound on $E_{xc}[n]$ holds for $E_x[n]$, the question of concern is whether or not this bound can be tightened in the absence of correlation. Unlike the universal LO bound, the bound on the exchange energy depends simply on spin [48]. $E_x[n]$ satisfies a simple spin-scaling equality that is not satisfied by $E_{xc}[n]$. Deriving a tighter bound for just the exchange energy could be very useful for construction of non-empirical meta-GGA density functionals [48].

The optimal exchange bound can be easily derived for an arbitrary one-electron spin-polarized system with density $n_1(r)$, such that

$$E_x[n_1] \geq -1.092 \int d^3r \frac{1}{3} n_1^{4/3}(r). \tag{34}$$

Here, the constant term is just $C_1$ from Ref. [80]. Ref. [81] wrote this bound for a two-electron spin-unpolarized ground state by using the spin-scaling relation for the exchange energy.

$$E_x[n_2] = 2E_x[n_1] \geq -(1.092/2^{4/3}) \int d^3r n_2^{4/3}(r) = -0.867 \int d^3r n_2^{4/3}(r), \tag{35}$$

where $n_2(r) = 2n_1(r)$. This lower bound is optimally tight for compact spherical two-electron densities, as it is derived from the optimal LO bound for a one-electron system. The same work conjectured that this bound might hold for any $N$-electron, spin-unpolarized case, hence proposing a universal lower LO bound for the exchange energy,

$$E_x[n] \geq -0.867 \int d^3r n^{4/3}(r) \quad \text{(conjecture)}. \tag{36}$$

We will refer to the exchange-only constant as $C^*_{LO} = 0.867$. Since the LDA for exchange yields

$$E_x^{LDA}[n] = -0.739 \int d^3r n^{4/3}(r), \tag{37}$$

this represents a much tighter bound on the exchange energy than the one implied by the original LO Eq. (31), i.e. $E_x[n]$ cannot be more than 17% larger than its LDA counterpart. An obvious upper bound on $E_x[n]$ is zero, but this is true only for $n = 0$. It was later shown that similar to the universal LO bound, there cannot be an upper bound on $E_x[n]$ of the form $\int d^3r n^{4/3}(r)$ [48]. Although the conjecture for the lower bound is unproven, no contradicting examples are known [48]. While LDA satisfies Eq. (36), many GGA’s and meta-GGA’s violate it. The SCAN meta-GGA is a prominent exception, as this condition is partially built into it [18].

We next discuss the usefulness of the strictly-correlated electron limit in deriving the optimal LO bound. The determination of such bounds for $C_{LO}$ and $C^*_{LO}$ is largely dependent upon initial guess states. Therefore, any method that simplifies the domain search problem for these states would be extremely useful. The original LO bound in Eq. (31) is not convex in density, which can be solved by defining the Coulombic repulsion energy in terms of the Levy-Lieb functional [88],

$$\tilde{V}_{ee}[n] = \inf_{\Psi \to n} \langle \Psi | \tilde{V} | \Psi \rangle. \tag{38}$$

Here, the minimization is performed over all wavefunctions $\Psi$ yielding the density $n(r)$. Establishing this convexity allows us to search the domain of densities (instead of the wavefunctions) for an improved lower LO bound.

It was recently shown that $\tilde{V}_{ee}[n]$ yields a semiclassical limit ($\hbar \to 0$) of the Levy-Lieb functional if the domain of $\Psi$ is extended to mixed states [30, 88] (this semiclassical limit is very different from that of Section 5). This relation holds for any non-negative, normalized densities of particle number $N$, with or without spin. This also corresponds to the strictly-correlated limit of DFT where the locations of the $N$ particles are completely determined by the locations of only a few [87]. In this limit, we can restrict the domain of possible states to the ground states of the classical $N$-particle problem with an external potential that is the classical equivalent of the KS potential. In fact, as it was pointed out by Seidl et al. [89], the evaluation of $C_{2}$ in Ref. [80] was actually performed for a strictly correlated electron state with spherical density. Systematic searches could of course be performed over the strictly correlated electron densities to propose improved estimates [90].

We conclude this section with a discussion of the most recent work by Lewin et al. [87]; where they propose a newer exchange-only LO bound for a general class of states with negative truncated correlations (not only Slater determinants) [87]. With a simple proof that did not require extensive numerical evaluation, it was shown that

$$E_x[n] \geq -1.249 \int d^3r n^{4/3}(r). \tag{39}$$

Applying the spin-scaling relation once again, we find for spin-unpolarized systems

$$E_x[n] \geq -0.991 \int d^3r n^{4/3}(r). \tag{40}$$

Thus $C^*_{LO}$ is no more than 0.991, which is only 34% larger than the LDA exchange value.

Given this information, one can imagine two possibilities. It could be that the Perdew et al. [81] conjecture is true, and that if the value in Eq. (40) is improved upon, it approaches the 2-electron value. Or, it could be that the exchange constant grows with $N$, and eventually becomes $C^*_{LO} = 0.991$ - this would mean this number is negligibly different from the optimal value. Perhaps one can find a two-orbital (4-electron) density whose exchange violates the conjecture (but not by much)? Many interesting questions are left unanswered here.

Lastly, we mention the connection with the Lieb-Simon limit of Section 2. For any given potential, as it is scaled toward the Lieb-Simon limit, the LDA exchange...
approximation becomes relatively more accurate. In fact, for atoms, the ratio of $E_X$ to $E_{X}^{\text{LDA}}$ monotonically decreases, approaching 1 from above as the limit is approached. This would be consistent with the conjecture that the two-electron constant is in fact a universal limit for all $N$. A study of what happens as the Lieb-Simon limit is approached might provide further insight, or even a proof.

5. CAN WE FIND THE SEMICLASSICAL EXPANSION OF EXCHANGE-CORRELATION?

From the very beginnings of DFT, one of its challenges has been to develop a systematic methodology for constructing functional improvements based on rigorous first principles. Having such a tool would be a “holy grail” of DFT, as it promises to liberate DFT development from the curse of the DFT, as it promises to liberate DFT development from first principles. Having such a tool would be a “holy grail” of constructing functional improvements based on rigorous statistical methods by Thomas and Fermi. [36, 37] The treatment of neutral atoms in the limit $N \to \infty$, while possibly indicating new avenues for DFT development.

A promising avenue for this has been the development of ties between DFT and semiclassical methods, [91] as we have seen already in Sec. 9. Here we explore further one example of this connection, the large-$N$ and $Z$ limit of atoms, or the so called “statistical atom”. The elucidation of electronic structure in this limit has provided a justification for LDA for XC [91], while providing insight into why GGA-level functionals are insufficient to describe simultaneously both the energetics of atoms and molecules, and the electronic structure of solids [92]. Further work should provide stringent tests for new density functionals while possibly indicating new avenues for DFT development.

The first application of DFT to a quantum system was the treatment of neutral atoms in the limit $Z \to \infty$ using statistical methods by Thomas and Fermi. [36, 37] The result was a universal scaling law $E_{\text{TF}} \sim Z^{7/3}$, which we now know is the leading order term in an asymptotic expansion in powers of $Z^{1/3}$. Many others have contributed since then [93] – Scott [94], Dirac [83], Schwinger [95, 96], Englert and Schwinger [97–100], and Kunz and Ruedi [101]. As a result, terms of order $Z^2$ and $Z^{5/3}$ in the total energy, and the leading order terms due to the exchange energy, also of order $Z^{5/3}$ [82, 83], and correlation (order $Z \log Z$) [101] have been elucidated. Finally, the leading order term, of order $Z^{4/3}$, describing the oscillatory variation in energy across rows of the periodic table has been determined [102].

During this time, this expansion has been placed on a mathematically rigorous footing. The theorem of Lieb and Simon [50, 103] discussed in Section 2, showing that the TF expression for the total energy becomes relatively exact under formal $\zeta$-scaling of the external potential and particle number $N$, was developed with the statistical atom in mind. The relations of $\zeta$-scaling (Eq. (22)) produce the Hamiltonian of neutral atoms ($N = Z$), while scaling radial distance to produce a scale-invariant density profile (the TF density) in the $N \to \infty$ limit. Conlon [104] and Fefferman and Seco [105] have subsequently extended the Lieb-Simon analysis to show that the HF wavefunction and energy become relatively exact in the semiclassical limit, validating the expansion for the total energy and the exchange energy through order $Z^{5/3}$ in the large-$Z$ limit (the uniform gas itself is not an example of the semiclassical limit of finite inhomogeneous systems, and can contain subtleties, even for exchange [106]).

We are primarily concerned with the asymptotics of the energy of non-relativistic systems, but there are many other interesting areas of investigation that we only touch upon briefly. One concerns the corrections to the Thomas-Fermi density for large systems. Heilmann and Lieb [107] showed that the small distance behavior of the TF density for large atoms becomes the large distance behavior of the Bohr atom, an atom with zero electron-electron interaction potential. This is a system with interesting questions of its own [91, 108] that we will not explore further here. Likewise the extension to relativistic systems [93] has been of current interest to mathematicians. The main finding related to our focus is that the non-relativistic Thomas-Fermi limit provides the leading order contribution for both energy and density even for relativistic systems. Relativistic corrections appear to introduce only subdominant corrections to the energy series [109].

A key to these developments is that the TF limit is inherently a semiclassical limit – the approach to the TF limit is equivalent to taking $\hbar$ to zero. This allows us to employ techniques of semiclassical physics to the problem of determining the exact nature of the large $Z$ expansion, and furthermore, of developing fundamentally justifiable new approximations to DFT. Also key is the fact that the Lieb-Simon scaling result applies to all potentials, not just atoms, including molecules, nanostructures, or solids. So insights from atomic systems are potentially important for all DFT.

Although the entire energy series is of interest from the point of view of semiclassics, the exchange and correlation contributions are of specific value for KS-DFT. We start with exchange for neutral atoms, then extend to ions, and end with a few words on correlation.

5.1. Exchange energy of neutral atoms

We believe the large-$Z$ expansion for the exchange energy of neutral atoms, $N = Z$, can be expressed most generally as

$$E_X = -\frac{9C_2}{11} Z^{5/3} A_X Z^{4/3} - B_X Z \log Z - C_X Z + \cdots \ (41)$$

where $C_2 \approx 0.269900$ is the coefficient for the $Z^{5/3}$ term in the kinetic energy. The leading term is the only term that has been derived analytically so far. It was first found implicitly by Bloch and independently by Dirac, both by extending the TF statistical method to exchange [82, 83]. This leading term, not surprisingly, is exactly given by the LDA form of the exchange energy. Applied to the TF density
of the atom:

\[ E_x = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{1/3} \int d^3r \left[ n^{TF}(r) \right]^{4/3}. \] (42)

The later \( A_x \) and \( C_x \) coefficients of Eq. (41) simply posit the continuation of the \( Z^{1/3} \) series and could be produced either by corrections to the LDA \( X \) energy dependence \( n^{4/3} \), or by the difference between the TF and exact electronic density.

The \( B_x \) term is however of special interest. Its existence was conjectured by Kunz and Ruedi [101] due to the singular behavior of the nuclear potential at the origin, similar to the Scott correction for the total energy. The appropriate [107] semiclassical limit for strongly bound electrons is the large \( N \) limit of the Bohr atom, an atom where electron-electron interactions are set to zero, and the necessary correction in the density matrix yields the logarithmic behavior. However these authors offered no details.

Recent work [108, 110] has demonstrated the utility of this term for the contribution to beyond-LDA exchange, defined as \( E_x - E_x^{LDA} \). (This is of particular interest to DFT development since it is a contribution to the asymptotic expansion that can be used as a test for improvements in functionals.) Exact exchange data using the OEP for atoms up to \( Z = 120 \) yields an excellent match to

\[ E_x - E_x^{LDA} \sim -B_x' Z \log Z - C_x' Z. \] (43)

where \( B_x' = 0.0254 \) H and \( C_x' = 0.0569 \) H. The former is almost exactly \( 1/4\pi^2 \), and the latter is nearly equal to the beyond-LDA exchange energy of Hydrogen \( E_x[N = Z = 1] - E_x^{LDA}[N = Z = 1] \). This fit is obtained using closed-shell atoms with \( Z > 12 \), and a fit with \( Z > 20 \) yields nearly the same results, yet these give almost a perfect prediction for the hydrogen atom, echoing Schwinger’s argument regarding the unreasonable accuracy of asymptotic expansions [96].

Secondly, recent numerical work has explored in detail the exchange energy of the Bohr atom [108]. Here, the electron-electron coupling \( \lambda e^2 \), as in Sec. 3, is made arbitrarily small and one considers \( E_x/\lambda \) in the limit \( \lambda \rightarrow 0 \). In this case, both the exact exchange energy and its LDA approximation have been recently computed to very high numerical precision, yielding a logarithmic leading term to beyond-LDA exchange, with coefficient

\[ B_x^0 = \frac{1}{3\pi^2}. \] (44)

This is almost exactly \( 4/3 \) times the value obtained from real atoms, indicating a likely connection. The core region is identical in both real atoms and Bohr atoms, as the repulsion between electrons is negligible here, and gives rise to the bulk of the contribution. But Bohr atoms have a finite radius beyond which the density is identically zero, and this abrupt cut-off also contributes an additional \( 1/3 \) to \( B_x^0 \) in the Bohr atom case.

The following questions arise.

- What are the exact values of the unknown coefficients in the asymptotic expansion for exchange, i.e., \( A_x \), \( B_x \) and \( C_x \) of Eq. (41)? Of immediate use to DFT, what is the beyond-LDA component of these terms \( (B_x' \) and \( C_x' \) )? Is it even remotely possible to derive these coefficients?

- It is of nearly equal interest to generate the asymptotic expansion of the Bohr atom to the same degree of accuracy. For example, numerical fits indicate the need of a series of high-order terms of the form \( Z^{\nu/3} \log Z \), but this is far from certain.

Reproduction of the terms of an asymptotic expansion is a stiff challenge for any approximate DFT. For exchange, any GGA will yield \( Z \log Z \) terms (see Ref. [108]), but at the cost of failing to reproduce the gradient expansion for the limit of slowly varying densities. No approximate DFT for the kinetic energy to date matches the expansion for this quantity. Resolution of such contradictions will likely require the generation of new functional paradigms, rather than modifying existing forms. Knowing what exactly one is aiming for is thus useful.

5.2. IONS

For the case of ions we need to generalize the large-\( Z \) expansion to states with net positive charge \( Q = Z - N \), as

\[ E(Q, Z) = c_0(\nu)Z^{7/3} + \frac{1}{2} Z^2 + c_2(\nu)Z^{5/3} + \cdots, \] (45)

where \( \nu = Q/Z \). The ionization potential (IP) is defined by

\[ I = E(1, Z) - E(0, Z). \] (46)

For fixed \( Q \), as \( Z \rightarrow \infty \), both \( \nu \) and \( \mu \rightarrow 0 \), so one might expect the IP to vanish in this limit. In Thomas-Fermi theory, this difference tends, rather, to a constant value as shown by Lieb [111], and Englert in his book [112]. Extended Thomas-Fermi theory, including a correction from \( c_2(1/Z) \), yields \( I = 3.15 \) eV in the limit \( Z \rightarrow \infty \) [112]. Work of Frieseeke et al. [113, 114], in which \( N \) is fixed but \( Z \rightarrow \infty \), is in a very different limit from the Lieb-Simon limit discussed here.

To connect with KS theory, careful numerical work by Snyder et al. [115] calculated the IPs for non-relativistic atoms extended to \( Z = 2938 \). They found that \( I = C(p) + O(Z^{-1/3}) \), with \( p \) indicating specific columns of the periodic table, i.e., a finite value, but one in which shell-structure persists indefinitely. Chemistry persists forever as one goes to ever deeper rows in the periodic table (although it is much weaker than in the first two rows). Moreover, an average over columns I–VIII of the periodic table agrees roughly with the extended Thomas-Fermi prediction. At least for Bohr atoms, beyond-LSDA contribution disappears relative to the LSDA as \( Z \rightarrow \infty \), suggesting that this should happen for real atoms as well, and extending the pattern, noted for the energies of neutral atoms, that the leading-order term is given exactly by the LDA. This, however, remains to be proven, as is the form of the beyond-LDA contribution.
5.3. Correlation

The issues raised above for exchange have a natural analog for the correlation energy, extending the reach of this useful problem. The large-\(Z\) expansion for correlation is

\[
E_C = -A_C Z \log Z - B_C Z + \cdots
\]

The leading term is again given by LDA, with the order \(Z \log Z\), coming from the high-density limit of the RPA. [91] This has been shown to be true for atoms and quantum dots with \(N\) electrons as \(N\) is taken to infinity [101]. A general theorem applicable to the \(\zeta\) scaling of an arbitrary system has not been proven but seems reasonable. Careful many-body calculations of neutral atoms have allowed for numerical fit of \(B_C\) [91]. A suitable modification of the numerical real-space correlation hole model [116], a framework that underlies the construction of the PBE [79] correlation model, yields this coefficient [117]. However, we are not aware of any rigorous proof that the leading order coefficient is solely determined by the LDA nor do we know of a direct calculation of the next order.

6. CAN THE HARTREE-FOCK KINETIC ENERGY EVER EXCEED THE TRUE KINETIC ENERGY?

Because DFT focuses on the density, all quantities are defined as functionals of that density. This is very different from regular quantum mechanics, where all quantities are implicitly considered functionals of the one-body potential, \(v(r)\). Typically, this makes DFT more difficult to study, but here we consider a case where DFT is easier than traditional quantum chemistry.

Starting from Eq. (6), applied to the non-interacting KS electrons, we see

\[
T_S[n] = \min_{\Psi \rightarrow n} \langle \Psi | \hat{T} | \Psi \rangle,
\]

where the minimum is over all possible normalized wavefunctions with density \(n(r)\). The minimizer will typically be the single Slater determinant of KS orbitals, \(\Phi\). We can therefore define the correlation contribution to the kinetic energy via

\[
T_C[n] = T[n] - T_S[n],
\]

which, by definition, is non-negative. Similarly, one can define the potential energy contribution as

\[
U_C[n] = V_{ec}[n] - U[n] - E_X[n] \leq 0,
\]

and then

\[
E_C[n] = U_C[n] + T_C[n].
\]

Since \(E_C \leq 0\) by construction, \(|U_C| \geq T_C\). In the limit of weak correlation, as \(\lambda \to 0\) in Eq. (26), \(E_C \to -T_C \to U_C/2\) (i.e as \(\lambda \to 0\) the ratio \(T_C/|E_C| \to 1\) in this limit) [118]. But \(T_C\) cannot be negative, because the many-body wavefunction does not minimize the kinetic energy alone, while the KS Slater determinant does.

Now, the definitions in quantum chemistry are slightly different from those in DFT, and make it much harder to show that the correlation kinetic energy is positive. In quantum chemistry, for potential \(v(r)\),

\[
E_C^{HF}[v] = E[v] - E^{HF}[v],
\]

where \(E^{HF}[v] = \langle \Phi^{HF}_v | \hat{H}_v | \Phi^{HF}_v \rangle\) is the HF energy and \(\Phi^{HF}_v\) in the absence of symmetry-breaking, is the single Slater determinant that minimizes the expectation value of \(\hat{H}_v\) and has density \(n_v^{HF}(r)\). Scenarios with symmetry-breaking are of great interest and must be handled carefully, as the symmetry-broken case differs considerably [119, 120].

The crucial difference between the HF and KS wavefunction is that \(\Phi^{HF}_v\) minimizes the Hamiltonian over any Slater determinant, while the KS determinant \(\Phi[n]\) is restricted to a set of orbitals that are simultaneously eigenfunctions of a single multiplicative potential, \(v_n(r)\) in Eq. (10). Both define the exchange energy by the same expression, Eq. (18), but with a different set of orbitals. By construction

\[
\langle \Phi^{HF}_v | \hat{H}_v | \Phi^{HF}_v \rangle \leq \langle \Phi[n_v] | \hat{H}_v | \Phi[n_v] \rangle,
\]

where \(n_v\) is the exact ground-state density of \(v(r)\), so that

\[
E^{HF}_C[v] \geq E_C[n_v],
\]

i.e., the traditional quantum-chemical correlation energy is smaller in magnitude (less negative) than that of DFT [121].

So, we can similarly write a quantum-chemical definition of kinetic correlation energy:

\[
T_C^{HF}[v] = \langle \Psi_v | \hat{T} | \Psi_v \rangle - \langle \Phi^{HF}_v | \hat{T} | \Phi^{HF}_v \rangle,
\]

and ask the question, can this quantity ever be negative? In other words, can the HF kinetic energy ever be larger than the true kinetic energy? This question has been explored in a recent paper [122]. Numerical evidence suggests this does not happen, i.e., no example was found, but can one prove it never happens?

Beyond intellectual curiosity, exact properties such as these are used to motivate and check the validity of approximations. More practically, the relationship between the HF and KS kinetic energy is immediately relevant to HF-DFT, where HF densities are used as inputs to density functionals [123, 124]. In order to properly use the HF density as input, the KS orbitals yielding the HF density should be used. Computing the KS inversion [125–129] for the orbitals is generally difficult, so usually the HF orbitals are used in place of the KS orbitals. Understanding the difference between \(T_C^{HF}[v]\) and the \(T_C[n_v^{HF}]\) becomes crucial. In general it appears that the difference between the two kinetic energies is small, but accuracy is ultimately limited by the KS inversion scheme. A proof that \(T_C^{HF}[v] > 0\) (if it is true) would have immediate implications about the relationship between \(T_C^{HF}[v]\) and \(T_v[n_v]\) in general.
7. WHAT MAKES A DENSITY ACCURATE?

An important question that people running DFT calculations or developers of new DFT approximations often raise is “How good is my approximate density?” It would seem to be a natural question, given the name of the theory. However, we will argue that there are at least as many answers as there are askers, because the question is ill-defined without a careful choice of metric, upon which few could agree.

Despite the name, in all the tens of thousands of (ground-state) KS-DFT calculations reported each year, the principal output of these calculations is the energy as a function of nuclear coordinates. Densities are rarely reported, and if they are, they are rarely analyzed quantitatively, but rather used to show spatial distributions that guide intuition about the underlying chemistry.

Today there are a myriad of approximate XC functionals (more than 400), from basic LDA exchange to hybrid functionals [130]. This means that even if you are calculating just one single reaction, there are more than 400 different approximate electron densities and energies that you can calculate. For a small molecule, it is quite straightforward to deduce which XC functional gives a better reaction energy than another by checking the error in the DFT reaction energy from a reference reaction energy, often obtained from high-level electronic structure calculation methods or from experiment. However, for the electron density, it is not trivial to figure out which XC functional gives an electron density closer to the exact electron density, or even what that means. The problem with comparing an approximate density with the exact one (or a much more accurate one) is that each density is a function of \( r \). Thus there is an infinity of numbers to compare.

In Figure 3, the radial density error in a helium atom is displayed using the coupled-cluster singles and doubles (CCSD) electron density as the reference density. Two different XC approximations, PBE and M06, are used to generate approximate electron densities.

An apparently obvious choice for comparing these two densities might be the L2 norm [131]:

\[
\Delta_{L2}[\tilde{n}] = \int d^3 r (\tilde{n}(r) - n(r))^2,
\]

where \( \tilde{n} \) denotes the approximate self-consistent electron density from the approximate XC functionals. By such a measure, M06 would clearly have a smaller “error” than PBE. Moreover, if the L1 norm was used instead, M06 would still win. On the other hand, we notice that the M06 error has one more oscillation than PBE. So, a measure based on the derivatives of the curves might reverse the conclusion (if not at the first derivative, then perhaps at the second, or so forth). Thus, if we use their KS kinetic energies to judge their densities, we might find PBE more accurate than M06. Alternatively, we could ask which one yields a more accurate Hartree energy? Even the one-body potential energy, \( \int d^3 r (\tilde{n}(r) - n(r))^2 \), for the helium atom, is a different measure again.

To highlight the absurdity of the situation, we can even custom-design a measure of the density error to yield a certain conclusion. Consider the four values of \( r \) at which the M06 density matches the exact density, denoted by squares in the figure. If we define our measure of error as

\[
\Delta[\tilde{n}] = \sum_{i=1}^{4} (\tilde{n}(r_i) - n(r_i))^2,
\]

then M06 has no error and all other approximations will be “worse”. Of course, we could easily choose the 3 values where the PBE density crosses the exact density, and reverse our ranking. This argument is a little specious, as \( \Delta[\tilde{n}] \) is not a distance.

Another, related issue, beyond the choice of measure, is: Do errors in the density matter? One can see clear
differences in the figure, and one could compute various measures of error, such as the L2 measure, but how important are such errors in practical calculations?

Having shown that there is no obvious choice of how to measure density errors (or, more generally, density differences), the fundamental question becomes: Is there any choice that is well-defined and avoids arbitrariness? Indeed there is, and this can be seen by appealing to general principles of quantum mechanics in the form of the variational principle. For any given potential \( v(r) \), we readily say a one trial wavefunction is “better” than another if its energy is lower in the expression:

\[
\hat{E}[v] = \langle \hat{\Psi}_v | \hat{H} | \hat{\Psi}_v \rangle.
\]

Thus the energy itself provides a well-defined measure of the quality of a trial wavefunction. When we say one is better than another, we do not mean its nodes are more accurate or it satisfies a cusp condition more closely, or that its asymptotic decay at large distances is more correct. We all understand that we simply mean its energy is more accurate because it is lower. Moreover, since our primary interest is in calculating energies, our measure is quantitatively relevant: If we expect an improved trial wavefunction to significantly lower the energy error on a scale relevant to the energy we wish to extract, then the difference is important. If, on the other hand, some improvements would reduce the energy error so little as to be irrelevant to the problem at hand, we would regard them as unimportant.

Fortunately, this simple logic can be applied directly to KS-DFT calculations, using the variational principle. Consider a total energy calculated in KS-DFT with some approximate XC. Then the energy error is (dropping the explicit \( v \)-dependence for legibility)

\[
\Delta E = \tilde{E} - E = \tilde{E}[\hat{n}] - E[n],
\]

where the second equality simply emphasises that the KS-DFT calculation yields an approximate energy on an approximate density, while the exact energy is obviously the exact energy functional evaluated on the exact density. Define the true (or functional) error of the XC approximation as

\[
\Delta E_{\text{XC}}[n] = \tilde{E}[\hat{n}] - E[n] = \tilde{E}_{\text{XC}}[\hat{n}] - E_{\text{XC}}[n],
\]

i.e., this is the error the functional makes when evaluated on the exact density, i.e., removing the error in the self-consistent density. The second equality follows from the fact that only the XC energy is approximated in a KS calculation. Now, the difference between these two errors arises entirely from the error in the density:

\[
\Delta E_{\text{v}}[n] = \Delta E - \Delta E_{\text{v}}[n] = \tilde{E}[\hat{n}] - \tilde{E}[n],
\]

providing us with a well-defined, quantitatively meaningful measure of the error in an approximate density from a KS calculation. This analysis has been developed over the last decade, providing tremendous insight into many different errors in DFT calculations, and is now called density-corrected DFT (DC-DFT) [124, 132–134].

In practical applications in molecular calculations, it has been found that when density-driven errors are significant for commonly-used semilocal XC functional approximations, use of the HF-calculated density is sufficient to greatly reduce the error. But this raises a host of questions. For example, is the HF density leading to some cancellation of errors, or would equally good (or possibly even better) results be obtained with exact densities? [135] Another is that HF orbitals are used in such calculations, but these are not the same as KS orbitals. How important is the difference? Finally, simple analytic techniques yield much insight into what happens when XC functionals are evaluated on densities other than self-consistent ones [136]. These must be special cases of much more general mathematical principles and so be applicable to many other problems where variational theorems apply.

8. CAN WE INPUT DENSITIES INTO TRIAL WAVEFUNCTIONS?

In any conference on quantum chemistry, there can be a large disconnect between those developing wavefunction approaches and those developing DFT. Essentially, whenever one approximates the XC functional in a KS calculation, one loses all sight of a wavefunction calculation. There is no obvious way to associate the resulting DFT energy and density with some approximate wavefunction calculation.

This is odd, as the constrained search formulation is a constructive procedure for approximating \( F[n] \) [30, 88]. Given some variational form for the wavefunction, one could calculate an approximate \( F[n] \) by minimizing for a fixed density. But how does one guarantee that a given wavefunction yields a fixed density? Another deeply related question: how can an approximate \( F[n] \) be generated given an appropriate approximation to \( \Psi[n] \)?

Both questions can be partly answered in the affirmative. The Harriman construction [137] provides a prescription for generating a single Slater determinant that yields a fixed density \( n(r) \). This assignment of densities to a subset of the Slater determinants results in an undetermined phase which affects only the kinetic energy. When the phase is extremized so that it minimizes the kinetic energy [138], the Harriman construction can be understood as an approximate mapping \( \Psi[n] \approx \tilde{\Phi}[n] \). Recall that \( \Psi[n] \) is defined to be the wavefunction that minimizes the expectation value of \( \hat{T} + \hat{V}_{\text{ee}} \) and yields a fixed density \( n \). Expressed slightly differently

\[
\Psi[n] = \arg \min_{\Psi \rightarrow \hat{n}} \langle \Psi | \hat{T} + \hat{V}_{\text{ee}} | \Psi \rangle,
\]

which by definition gives \( F[n] = \langle \Psi[n] | \hat{T} + \hat{V}_{\text{ee}} | \Psi[n] \rangle \). The Harriman construction, when properly extremized, is equivalent to Eq. (62) constrained to a subset of Slater
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determinants. It also defines an approximate $\tilde{F}[n] = \langle \hat{\Phi}[n]|\hat{T} + \hat{V}_e|\hat{\Phi}[n]\rangle$ which is an upper bound on the exact functional, i.e. $\tilde{F}[n] \geq F[n]$ [138]. While such an approximate mapping between densities and wavefunctions can be produced for a subset of Slater determinants, it does not provide a particularly accurate approximation [88, 139]. So our first question is: can one do better? Clearly it is possible to generate approximate $F[n]$ from approximate $\tilde{\Psi}[n]$, but is it possible to generate standard density functional approximations in a similar manner?

Suppose that we could generate $F^{\text{LDA}}[n] (= T^{\text{LDA}}[n] + U[n] + E^{\text{LDA}}_{\text{XC}}[n])$ from an approximate $\tilde{\Psi}[n] \approx \Psi[n]$, such that

$$F^{\text{LDA}}[n] = \langle \tilde{\Psi}[n]|\hat{T} + \hat{V}_e|\tilde{\Psi}[n]\rangle.$$  \hspace{1cm} (63)

As an immediate consequence of the variational principle we would have the following relationship between the exact and LDA energy,

$$E^{\text{LDA}}[n_\text{e}] = \langle \tilde{\Psi}[n_\text{e}]|H_0|\tilde{\Psi}[n_\text{e}]\rangle \geq E[n] \quad \text{(conjecture).}$$  \hspace{1cm} (64)

While we know of no construction for $\tilde{\Psi}[n]$, we are also unaware of any counterexample to Eq. (64). For atoms and ions, LDA underbinds electrons substantially, consistent with Eq. (42) [140, 141]. LDA calculations on molecules typically show a reduction in this underbinding error, leading to the standard overbinding of molecules by LDA [142, 143], but not by enough to violate Eq. (64). If any example violating Eq. (64) is found, this would imply $\tilde{\Psi}[n]$ does not exist in general.

Returning to our original question, in practice QMC or other wavefunction methods can be employed to implement the constrained search, given a constraint to yield the required density. This could be done within e.g., variational Monte Carlo or even a neural network wavefunction. An old trick is to calculate the ground-state wavefunction and density with one’s favorite many-body method and iteratively adjust the external potential until a target density is achieved. This has been an approach used by various wavefunction practitioners to make contact with DFT, by constructing XC energies via the adiabatic connection formula [74, 76, 144–146]. XC potentials and, via an optimized effective potential (OEP) approach, $v_x(r)$ and $v_c(r)$ separately [147]. What is needed for the present case is to apply it to a density defined a priori without reference to any external potential. In fact, this has been done (albeit for one-dimensional surrogates) using the density-matrix renormalization group to solve the interacting quantum problem [148]. This was the first time the KS equations were solved with the exact XC functional.

But imposing a constraint after the fact is quite cumbersome, especially this one. Worse still, there can be serious convergence issues for, e.g., multireference systems [149] and other strongly correlated systems [148], where small changes in the density can lead to large changes in the associated KS potential. Even better would be if there was some automated way in which a variational wavefunction could be constructed to yield a certain density, but we know of no natural way to do this. That is to say, the density (or some set of coefficients representing the density) is an input into the procedure, not an output to be reproduced by some tedious inversion/relaxation procedure.

The basic issue is to carry out the minimization process of Eq. (6) directly, calculating $F[n]$ from a wavefunction that yields the correct $n(r)$ without reference to an external potential. A strategy to do this has been outlined by Delle Site [150], following a suggestion (but not implementation) by Delle Site and David Ceperley [151]. The method requires an initial wavefunction (perhaps noninteracting) that yields a target density, and then, in the context of QMC, a method to sample changes in the wavefunction that do not change the density. This has been implemented for the toy case of two interacting particles in one dimension [152]. This approach, unfortunately, will need a lot of work to be effective for realistic systems.

Returning to working the logic in the opposite direction, we want to be able to construct a class of approximate wavefunctions that yield the ground-state density and energy of a given approximate density functional, as in Eq. (63). Any progress constructing such a bridge would likely generate much faster progress in density functional development and shed light on the nature of wavefunction approximations at the same time. Steps in this direction have been taken by Irene D’Amico [153, 154].

A second interesting approach would be to consider the exact factorization of the wavefunction to see if progress could be made [155–157]. If one can express the constrained search in terms of a single integral over real space, and perform searches inside the integral, this might be fruitful.

9. ARE DENSITIES OF PARTICLES RELATED TO DENSITIES OF STATES?

Despite many attempts and recent progress [158, 159], predictive orbital-free DFT has not yet been realized in practice in general, because sufficiently accurate approximations for $T_3[n]$ are unavailable as explicit density functionals. Thomas-Fermi theory (TF) [36, 37], the first DFT, was orbital-free, and becomes relatively exact for the energies of atoms as the nuclear charge $Z \to \infty$ but it leads to atomic densities with no shell structure and, worse, TF predicts that stable molecules cannot exist [160]. Extended Thomas-Fermi models [161] generally improve the binding energies of molecules but remain insufficiently accurate in practice for most ab-initio quantum-chemical applications. We now have many modern XC approximations that yield chemically useful information in electronic structure problems, so it would be great if we could combine them with a method that avoids solving the KS equations for the KS electrons. An intriguing possibility for addressing this challenge is to examine the KS single-particle Hamiltonian in phase space.
9.1. Semiclassical expansions of $T_{s}[n]$

First, we define the exact density of states for non-interacting electrons:

\[ g_{s}(\varepsilon) = \sum_{i} \delta(\varepsilon - \varepsilon_{i}) \]  \hspace{1cm} (65)

Next, define the classical density of states in $d$ dimensions [162] as the phase-space integral

\[ g_{s}^{cl}(\varepsilon) = \frac{1}{(2\pi)^{d}} \int dp \int d\varepsilon \delta(\varepsilon - H_{s}(p, r)) , \]  \hspace{1cm} (66)

where $H_{s}(p, r) = p^{2}/2 + v_{s}(r)$ is the classical KS Hamiltonian, and we allow 1 electron per level (it is trivial to doubly occupy the levels, if desired). The average number of states below energy $\varepsilon$ is then given by:

\[ N^{cl}_{s}(\varepsilon) = \int_{-\infty}^{\varepsilon} \rho^{cl}_{s}(\varepsilon') , \]  \hspace{1cm} (67)

a smooth approximation to the KS staircase function

\[ N_{s}(\varepsilon) = \sum_{i} \theta(\varepsilon - \varepsilon_{i}) = \sum_{i : \varepsilon_{i} \leq \varepsilon} \varepsilon_{i} , \]  \hspace{1cm} (68)

where the $\varepsilon_{i}$ are the eigenvalues of the KS equations. For $N$ non-interacting electrons, March and Plaskett [163] demonstrated using WKB quantization that in 1D, or in 3D with spherically-symmetric potentials, the following 3-step procedure leads to the (non-interacting) Thomas-Fermi energy: (1) calculate $g_{s}^{cl}(\varepsilon)$ through Eq. (66) for a given external potential $v(r)$; (2) obtain the Fermi energy $\varepsilon_{F}$ from the condition $N = N^{cl}_{s}(\varepsilon_{F})$, and (3) calculate the energy as

\[ E^{cl}_{s} = \int_{-\infty}^{\varepsilon_{F}} d\varepsilon \varepsilon g_{s}^{cl}(\varepsilon) \]  \hspace{1cm} (69)

In the large-$N$ limit, Eq. (69) yields the sum of the KS eigenvalues, which can be corrected to yield the interacting energy (see Eq. (2.10) of Ref. [38]):

\[ E^{cl}_{s} \approx E_{s} = \sum_{i} \varepsilon_{i} , \]  \hspace{1cm} (70)

with the fractional error vanishing as $N \to \infty$, consistent with the Lieb-Simon limit [50].

An efficient technique to estimate such sums when all states are bound was recently proposed by Berry and Burke [164]. Since the only input needed for evaluating $g_{s}(\varepsilon)$ in Eq. (66) is the density $n(r)$ (for a given approximation to $v_{XC}[n](r)$), the procedure of Eqs. (66-69) is a possible semiclassical route for the construction of $T_{s}[n]$. A challenge here is that $N^{cl}_{s}(\varepsilon)$ is a smooth interpolation to $N_{s}(\varepsilon)$ missing the sharp quantum features of $N_{s}(\varepsilon)$ at the integers. This is to be expected, because of its classical/TF nature. One can also generate an approximate density from this procedure, since the derivative of $E_{s}$ with respect to the potential (at fixed $N$) is the density. The lack of sharp quantum features in the classical staircase then translates into the lack of spatial quantum oscillations in the density. We briefly discuss below the mathematical study of the asymptotics of $N_{s}(\varepsilon) - N_{s}^{cl}(\varepsilon)$, where the same problem arises.

9.2. Weyl asymptotic expansion of energy levels

Weyl asymptotics are asymptotics of the staircase function $N_{s}(\varepsilon)$ as $\varepsilon \to \infty$ [165]. The simplest setting is the one-dimensional Hamiltonian $−(d^{2}/dx^{2})/2 + v(x)$ on the interval $(0, L)$ with hard walls, where $v(x)$ is an arbitrary potential such that $\int_{0}^{L} dx |v(x)| < \infty$. Then

\[ N_{s}(\varepsilon) = \frac{L\sqrt{2}/\pi}{\varepsilon} + R(\varepsilon) , \]  \hspace{1cm} (71)

where the remainder $R(\varepsilon)$ is bounded as $\varepsilon \to \infty$: see Theorem 6.1.11 of Ref. [166]. Note that the leading coefficient $L\sqrt{2}/\pi$ depends on $L$ but not on $v(x)$. The simplest case is $v(x) = 0$, and then we get

\[ N_{s}(\varepsilon) = \sum_{i=1}^{\lfloor L\sqrt{2}/\pi \rfloor} 1 = \lfloor L\sqrt{2}/\pi \rfloor . \]  \hspace{1cm} (72)

In general, from the definition in Eq. (67), we find

\[ N_{s}^{cl}(\varepsilon) = \frac{1}{\pi} \int_{-\infty}^{\varepsilon} d\varepsilon' \int_{v(x) < \varepsilon'} dx \frac{1}{\sqrt{2(\varepsilon' - v(x))}} . \]

In the special case of $v(x) = 0$, the integral is trivial, yielding the dominant term consistent with the Lieb-Simon theorem

\[ N_{s}^{cl}(\varepsilon) = \frac{1}{2\pi} \int_{0}^{L} dx \int_{\{p^{2} < 2\varepsilon\}} dp = \frac{L\sqrt{2}}{\pi} \varepsilon ; \]  \hspace{1cm} (73)

see Figure 4.

More generally, for an arbitrary but smooth $v(x)$, the classical approximation yields approximations to both the dominant term and the remainder. Moreover, at least in one-dimension, the classical term is simply the leading contribution in the WKB semiclassical expansion [167], providing a full asymptotic series approximation to the staircase, whose accuracy can be studied and controlled, using hyperasymptotic techniques.

The simplest case of a higher dimensional Weyl asymptotic is the one for the Hamiltonian $−\nabla^{2}/2+v(x)$ in a two-dimensional cavity, where $v(x)$ is smooth and bounded: when $v(x) = 0$ this is the problem originally studied by Weyl [168]. In the typical case, one gets

\[ N_{s}(\varepsilon) = \frac{A}{2\pi} \varepsilon - \frac{P}{\sqrt{8\pi}} \varepsilon + R(\varepsilon) , \]  \hspace{1cm} (74)

where $A$ is the area of the cavity, $P$ is its perimeter, and $|R(\varepsilon)|/\varepsilon \to 0$ as $\varepsilon \to \infty$: see equation (1.6) of Ref. [165].
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and Corollary 29.3.4 of Ref. [169]. Compare the role played by the area and perimeter in Eq. (74) with that played by the length in Eq. (71), and note that again the leading coefficients depend on the cavity (through $A$ and $P$) but not on $v(x)$. See also the rest of Ref. [165] as well as references [169–172] for more general results.

As an example, let the cavity be a square of side length 1. Then the energy levels are

$$\epsilon_{\ell,m} = \frac{\pi}{2}(\ell^2 + m^2),$$

where $\ell$ and $m$ are positive integers, and we have

$$N_s(\epsilon) = \sum_{\ell=1}^{\lfloor \sqrt{2\epsilon}/\pi \rfloor} \lfloor \sqrt{2\epsilon}/\pi^2 - \ell^2 \rfloor,$$

and

$$N_{cl}^s(\epsilon) = \frac{1}{(2\pi)^2} \int_{|p|<\sqrt{2\epsilon}} dp = \frac{A}{2\pi} \epsilon;$$

see Figure 5. We see that the red is much more accurate than the blue: including the second Weyl term improves over the Thomas–Fermi approximation.

It remains an open question to understand how this improvement can be translated into an improved approximate functional for $T_S[n]$ in three dimensions. Also, for molecular Hamiltonians, Weyl asymptotics take a different, more complicated and less detailed form [173]. Molecules have open boundary conditions, and the number of classical surfaces changes as a function of bond length. These questions are currently being worked on from many different directions [174, 175].

FIG. 4. The black staircase function is $N_s(\epsilon)$, given by Eq. (72), for a one-dimensional box of length 1, the blue parabola is $N_{cl}^s(\epsilon)$, given by Eq. (73), and the green zig-zag is $N_{cl}^s(\epsilon) - N_s(\epsilon)$.

FIG. 5. Above, the black staircase is $N_s(\epsilon)$ for a square of side length 1, given by Eq. (75), the blue line is $N_{cl}^s(\epsilon)$, given by Eq. (76), and the red curve that goes through the staircase function is $N_{cl}^s(\epsilon) - P\sqrt{\epsilon}/\sqrt{8\pi}$ (as in Eq. (74)). Below, the blue upper zig-zag function is $N_{cl}^s(\epsilon) - N_s(\epsilon)$ and the red lower zig-zag function is $N_{cl}^s(\epsilon) - P\sqrt{\epsilon}/\sqrt{8\pi} - N_s(\epsilon)$.

10. SUMMARY

We hope this little tour of various issues has been useful. These are just a handful of issues that one could consider addressing. They have all come from the science-side of the subject. The important common feature is that resolution of (almost) any of them is likely to prove useful to the field, and so have significant impact. As mathematics provides an infinite variety of interesting questions, why not focus on some that also have practical impact?
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