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Abstract

Feature selection and instance selection are two important techniques of data processing. However, such selections have mostly been studied separately, while existing work towards the joint selection conducts feature/instance selection coarsely; thus neglecting the latent fine-grained interaction between feature space and instance space. To address this challenge, we propose a reinforcement learning solution to accomplish the joint selection task and simultaneously capture the interaction between the selection of each feature and each instance. In particular, a sequential-scanning mechanism is designed as action strategy of agents and a collaborative-changing environment is used to enhance agent collaboration. In addition, an interactive paradigm introduces prior selection knowledge to help agents for more efficient exploration. Finally, extensive experiments on real-world datasets have demonstrated the improved performances.

1 Introduction

Data preprocessing is to make input data most appropriate for model training. Generally, two well-known preprocessing techniques are feature selection [Liu and Motoda, 2012] and instance selection [Brighton and Mellish, 2002]. Feature selection is to select most important features to increase predictive performance (e.g., accuracy) and reduce feature size. Instance selection shares the similar objective to simultaneously improve modeling accuracy and decrease instance size.

In prior literature, feature selection and instance selection are usually regarded as two separate problems. Limited algorithms have been proposed for their joint selection. The joint feature and instance selection was initially addressed using genetic algorithms [Kuncheva and Jain, 1999]. Then some studies solve this problem with principal component analysis [Suganthi and Karunakaran, 2019] or application of pairwise similarity [Benabdeslem et al., 2020]. Others try to apply heuristic search and adopt simulated annealing algorithms [De Souza et al., 2008] or sequential forward search [García-Pedrajas et al., 2021]. In fact, the selection of each feature and each instance are mutually influenced and jointly decide the final selection results. However, most previous work of joint selection conducts feature/instance selection coarsely and neglects the fine-grained interaction of feature space and instance space, which largely hinders the predictive performances on the selected data.

Reinforcement Learning (RL), as an effective tool, has great potential to learn the optimal results for search problems like such selections [Liu et al., 2019]. In particular, different agents (i) individually take actions step by step that is appropriate to model each fine-grained selection choice; (ii) mutually interact with each other that can capture the interaction between feature space and instance space; (iii) jointly targets for optimal decisions that can be regarded as the selected data of joint selection task. To this end, we make a first attempt to leverage reinforcement learning for the joint feature instance selection problem. For this goal, several challenges arise.

First, how to formulate the joint feature instance selection task with reinforcement learning? Feature/Instance selection usually repeats two steps: select a subset and test the performance. If viewed from the RL perspective, this exploratory process is an agent first selects features/instances and then observe the selected data to get reward. Considering the two selections, we naturally reformulate the joint selection with a dual-agent reinforcement learning paradigm. Specifically, we create two RL agents: 1) a feature agent aims to select the optimal feature subset; 2) an instance agent aims to select the optimal instance subset. The two agents perceive selected features and instances as the state of environment, collect data characteristics as reward, and interact with each other to search for optimum selection results.

Second, how can we enable the two agents to simultaneously and collaboratively conduct joint selection? On one hand, if the feature or instance agent selects a subset each time, the agent needs to make \(n\) binary selections on \(n\) features/instances. This results into action space is exponentially-increasing (\(2^n\)) with the number of features/instances, leading to practical implementation difficulties. Thus, we propose a sequential-scanning mechanism for action design of agents. Specifically, we organize the selection decisions of features as a sequence and let the feature agent iteratively scan over this sequence to (de)select one feature each time. The instance agent adopts the same scanning strategy. This mechanism significantly reduces action
space from exponential \((2^n)\) to binary choice and transforms selection as a sequential decision-making process, which is appropriate for RL. On the other hand, the performance of a downstream model highly depends on the joint quality of both features and instances. To achieve the global optimal of joint selection, the two agents need to collaborate to learn the mutual influence of features and instances. We thus develop a collaborative-changing environment for agents. We regard the environment as the selected data sub-matrix, where the columns (features) and rows (instances) are simultaneously changed by the actions of dual agents. This shared environment captures actions of the two agents and jointly sense the data quality in two dimensions.

Third, how can the two agents learn prior knowledge to improve learning efficiency? Interactive RL [Amir et al., 2016] has shown its superiority on speeding up agent exploration by learning from human experts or prior knowledge. In this regard, we utilize two external trainers to teach the two agents respectively via interactive RL: we introduce 1) a random forest based trainer with knowledge of feature importance to teach feature agent to pick features. 2) an isolation forest based trainer to recognize instance anomaly to teach instance agent to filter out instances. With the advice of the two trainers, the two agents can learn the patterns of spotting and selecting quality features and instances more efficiently.

In summary, we propose a dual-agent interactive reinforcement learning framework to model the interaction of the joint feature and instance selection. Our contributions are: (i) we formulate the joint selection task with dual-agent reinforcement learning; (ii) we propose a sequential-scanning mechanism and a collaborative-changing environment to achieve the simultaneous and interactive selection; (iii) we leverage interactive reinforcement learning to improve the learning efficiency; (iv) we conduct extensive experiments to demonstrate our improved performances.

2 Backgrounds

Concept 2.1 Dual-Agent Reinforcement Learning is a variant of multi-agent reinforcement learning. The dual-agent RL has two agents collaboratively accomplish two different tasks. For example, it has been applied to interactively generate bounding boxes and detect facial landmarks in computer vision [Guo et al., 2018].

Concept 2.2 Interactive Reinforcement Learning is to provide agents with action advice from teacher-like trainers, so that agents learn the optimal decisions more efficiently in early exploration [Amir et al., 2016].

Definition 2.3 Feature Selection. Given an input data matrix \(X \in \mathbb{R}^{n \times m}\) with \(n\) and \(m\) denote the number of instances and features respectively: \(x_{ij}\) is the element in the \(i\)-th row and \(j\)-th column. We denote input features \(F = \{f_j\}_{j=1}^m\), where the \(j\)-th feature is denoted by \(f_j = \{x_{1j}, x_{2j}, ..., x_{nj}\}\). Feature selection aims to select an optimal subset \(F^* \subseteq F\) making downstream predictive model perform well.

Definition 2.4 Instance Selection. As we mentioned above, for the data matrix \(X\), all the instances are denoted as \(C = \{c_i\}_{i=1}^n\), where the \(i\)-th instance \(c_i = \{x_{i1}, x_{i2}, ..., x_{im}\}\). Traditionally, instance selection studies aim to remove data noise or outliers, and find an instance subset \(C^* \subseteq C\) that has the same performances as \(C\) for the downstream predictive task [Wilson and Martinez, 2000].

Definition 2.5 The Joint Feature and Instance Selection Task is to simultaneously find the optimal feature subset \(F^*\) and the optimal instance subset \(C^*\), in order to achieve the best performances in a downstream predictive task.

3 Method

We address aforementioned challenges and propose a framework which called Dual-Agent Interactive Reinforced Selection (DAIRS), to model joint feature and instance selection task and introduce prior selection knowledge to agents for interactive reinforcement learning.

3.1 DAIRS

As a reinforcement learning based framework, the DAIRS framework consists of dual agents, actions, states, reward and trainers. Specifically, Dual Agents.

The two agents are: the Feature Agent which models feature-feature correlation to select an optimized feature subset; the Instance Agent which models instance-instance correlation to select an optimized instance subset. However, the local optimal in feature or instance selection can’t guarantee the global optimal of joint feature-instance selection. As a result, the two agents need to strategically collaborate and transfer knowledge between feature and instance selections.

Actions.

The dual agent action design is critical, because we need to consider: (i) the action space that determines the computational complexity and the learning efficiency of agents; (ii) the fine-grained interaction between feature space and instance space. The two considerations make it impossible to directly apply classic multi-agent reinforced selection [Liu et al., 2019] to joint features and instance selection. To tackle this challenge, we develop a sequential-scanning with restart mechanism (Figure 1). Specifically, Actions of the feature agent: are to sequentially scan all the \(m\) features and then restart scanning of the features over steps, where each step will select or deselect one feature. Let us denote a feature action record by \(a_F = \{a_i\}_{i=1}^m\) where the \(i\)-th action \(a_i \in \{1, 0\}\) means to select or deselect the \(i\)-th feature. Since the feature agent will restart the sequential scanning of \(m\) features, at Step \(t\), the feature agent decides to select or deselect \(f_i \mod m\).

Actions of the instance agent: are to sequentially scan all the \(n\) instances, and then restart scanning of the instances over steps, where each step will select or deselect one instance. Let us denote an instance action record as \(a_I = \{a_i\}_{i=1}^n\), where the \(i\)-th action \(a_i \in \{1, 0\}\) means to select or deselect the instance \(c_i\). At Step \(t\), the instance agent decides to select or deselect instance \(c_i \mod n\).

The sequential scanning strategy allows features and instances to be simultaneously selected or deselected. The dual interaction will coordinate the scanning actions of the two agents to generate a globally optimized data subspace of instances and features.
State of the Environment.

Instead of separately creating two environments for feature agent and instance agent, we develop a sharing environment to support simultaneous interaction between agents. The state is to quantitatively represent the situation of the collaboratively-changing environment. However, this is a non-trivial task: at the \( t \)-th step, the action records of the feature and instance agents, denoted by \( a^f_t \) and \( a^s_t \), can respectively derive a feature subset \( F^t \) and an instance subset \( I^t \). The two subsets jointly form a sub-matrix of the input data \( X \). The challenge is that the selected sub-matrix \( X' \) cannot directly be regarded as the state, because its dimensions change dynamically over time, while learning the policy networks of the dual agents require a fixed-length state representation.

To address this challenge, we develop a dynamic state representation method inspired by the image processing technique [Lu and Weng, 2007]. Specifically, by regarding the selected data sub-matrix as a 2-dimensional image, we first fix the state dimensions by padding the deselected positions with the padding token (zero). Formally, for the input data \( X \in \mathbb{R}^{n \times m} \), at the \( t \)-th step, \( h^t \) is measured by:

\[
h^t = \left[ a^s_t \left| \cdots \left| a^f_t \right| \right. \right] \otimes X \otimes \left[ a^f_t \left| \cdots \left| a^s_t \right| \right. \right]^T
\]

where \( \otimes \) is element-wise product, \( T \) is the transpose of a given matrix, \( a^f_t \) and \( a^s_t \) are the action records of feature agent and instance agent at the step \( t \); \( m \) is the number of features; \( n \) is the number of instances. We then utilize a single convolutional layer to output the final representation. Formally, the state representation at Step \( t \) is computed by:

\[
s^t = \text{Conv}(w_s h^t + b_s)
\]

where \( w_s, b_s \) is tuning weight parameters and bias, and \( \text{Conv} \) is the convolution operation. Figure 2 shows the state representation process of our proposed collaborative-changing environment for dual agents.

Reward.

The reward \( r \) is to inspire the exploration of the feature agent and instance agent. Since the actions of dual agents are sequential scanning, we measure the reward based on the characteristic difference between last state and current state, in order to temporally train reinforcement learning decision-making process [Sutton and Barto, 2018]. Specifically, supposing there are metrics set \( K \) we are caring about, we measure the performance difference \( \Delta^t \) at Step \( t \):

\[
\Delta^t = k^t - k^{t-1}
\]

Figure 1: Actions of dual agents with sequential scanning. Agents iteratively scan over each feature or each instance to make the select/deselect decisions.

Figure 2: State of collaborative-changing environment, coordinating with actions of the feature agent and the instance agent.

where \( k^t \) means the \( i \)-th metric of the selected data subset at Step \( t \). Then, the overall reward \( r \) at Step \( t \) is measured by:

\[
r^t = \frac{1}{|K|} \sum_{k_i \in K} \Delta^t_i.
\]

The actions of feature agent and instance agent collaboratively change the state, which directly determine the reward measurement. Then the reward is shared between the two agents to inspire exploration.

Trainers.

We introduce the concept of teacher-like trainers from interactive reinforcement learning into our framework. We develop a random forest trainer for the feature agent and an isolation forest trainer for the instance agent. The two trainers can guide agents to explore better selection policies. More details are in the following sections.

3.2 Model Training

Figure 3 shows an overview of our framework. Dual agents have their own Deep Q-Networks (DQNs) [Mnih et al., 2013; Zhang et al., 2021] as action policies. Two external trainers respectively guide the feature agent and the instance agent for more efficient exploration. The actions of the dual agents are sequentially scan features and instances, which collaboratively decide the selected data sub-matrix \( X' \). Then the state of the environment is derived from the sub-matrix and the reward is collected to inspire both feature agent and instance agent to select data.

To evaluate the policy, we use feed-forward neural network to approximate the Q value. The deep Q-learning iteratively optimizes the following loss function:

\[
E(r + \gamma \max_{a'} Q_{\theta'}(s', a') - Q_{\theta}(s, a))^2
\]

where \( r \) is the reward of action \( a \) in state \( s \); \( a' \) is the next action in next state \( s' \); \( \gamma \) is a discount factor; \( Q_{\theta'} \) is the target network. For the function approximation, the Q function is with parameter \( \theta \). The gradient descent is:

\[
\theta_{t+1} \leftarrow \theta_t + \alpha(r + \gamma \max_{a'} Q_{\theta'}(s', a') - Q_{\theta}(s, a))
\]

where \( \alpha \) is the learning rate and \( t \) is the training step. By optimizing \( \theta \), the action policies of agents are constructed in order to maximize the long-term reward.
3.3 Guiding Dual Agents via Interactive Reinforcement with External Trainers

Figure 3 shows how we leverage the prior knowledge of external trainers (i.e., classical feature selection and instance filtering methods) to guide feature agent and instance agent to improve their learning efficiency.

Guiding Feature Agent with Random Forest Trainer.

Random forest classifier [Pal, 2005] can learn a set of decision trees to measure feature importance. We propose a trainer, namely random forest trainer, for the feature agent. The intuition is that feature importance can provide decision making support to the feature agent: if the trainer found a feature important, it would be suggested to select the feature; if not important, it would be suggested to deselect the feature. These advice can make the feature agent more aware of characteristics of feature space. We develop a three-step algorithm as follows:

**Step 1:** We train a random forest classifier on the given m features \{f_1, f_2, ..., f_m\}, to obtain the importance of each feature, denoted by \{imp_1, imp_2, ..., imp_m\}.

**Step 2:** Based on the feature importance, we design a selection probability distribution \PrF(p_1, p_2, ..., p_m) for the m features, where the probability for i-th feature is given by:

\[
p_i = \frac{1}{m} \cdot \frac{imp_i > \beta}{imp_i \leq \frac{\beta}{m}}
\]

where \(\beta\) is a parameter to control suggested features.

**Step 3:** Based on the probability, we sample an advised action list \(A_{RF}\) from filtered results \(G_{IF}\). Specifically, for \(a_{RF} = \{a_1, a_2, ..., a_n\}\), the i-th advised action \(a_i = 1\) if \(c_i \in G_{IF}\) and \(a_i = 0\) if \(c_i \notin G_{IF}\).

Guiding Instance Agent with Isolation Forest Trainer.

We aim to leverage the ability of external trainers for recognizing noisy or perturbing data samples to provide advice to instance agent for instance selection. Our underlying intuition is that bad instances differ from normal instances in the feature space [Aggarwal and Yu, 2001], and an agent can follow how classic instance filtering methods identify them.

We propose to identify bad-performed instances via an outlier detection algorithm and let instance agent try to rule out these points. Based on isolation forest [Liu et al., 2008], an outlier detector, we propose another trainer called isolation forest trainer. We show how this trainer gives advice to the instance agent step by step:

**Step 1:** We first group instances \{c_1, c_2, ..., c_n\} based on their labels \(Y = \{y_1, y_2, ..., y_n\}\) in classification tasks. We denote these instance groups by \(G = \{G_1, G_2, ..., G_p\}\), where distinct labels \(\{l_1, l_2, ..., l_p\} = set(Y)\) and the group towards k-th distinct label \(l_k\) is by \(G_{lk} = \{c_i | y_i = l_k \& y_i \in Y\}\).

**Step 2:** For each group in \(G\), we utilize the isolation forest algorithm to detect and filter outlier points. The filtered results are by \(G_{IF} = \{IF(G_{l_1}), IF(G_{l_2}), ..., IF(G_{l_p})\}\), where \(IF\) is the filtering operation with isolation forest.

**Step 3:** We derive the advised action list \(A_{IF}\) from filtered results \(G_{IF}\). Specifically, for \(a_{IF} = \{a_1, a_2, ..., a_n\}\), the i-th advised action \(a_i = 1\) if \(c_i \in G_{IF}\) and \(a_i = 0\) if \(c_i \notin G_{IF}\).

**Step 4:** At several beginning steps of the exploration in reinforcement learning, the instance agent follows the advice and take the advised actions for better training.

4 Experiment

4.1 Experimental Setup

Datasets and Metrics: we use four public datasets of different domains on classification task to validate our methods: ForestCover (FC) is a publicly available dataset from Kaggle\(^1\) including characteristics of wilderness areas. Madelon dataset is a Nips 2003 workshop dataset containing data points grouped in 32 clusters and labeled by 1 and -1 [Dua and Graff, 2017]. Spam dataset is a collection of spam emails [Dua and Graff, 2017]. USPS dataset is a handwritten digit database including handwritten digit images [Cai et al., 2010]. We report Accuracy and F1-score of certain down-stream models to show the quality of selected data.

Baseline Algorithms: We compare predictive performance of our proposed model with different baselines, including instance selection methods, feature selection methods and feature instance joint selection methods: DROPs. It includes different instance reduction algorithms where we take DROP1 and DROP5 as baselines [Wilson and Martinez, 2000]. GCNN. [Chou et al., 2006] proposes the weak criterion employed by Condensed Nearest Neighbor. LASSO.

\(^1\)https://www.kaggle.com/c/forest-cover-type-prediction/data
 optimizing to select the best data without handcrafted tuning. Also, it is easy to find out in most cases, most features and instances are useful for accurate predictions, while a few ones disturb predictions.

### 4.3 Study of the Dual-agent Reinforced Selection

We aim to study the impacts of different components in our dual-agent reinforced selection framework. We consider four variant methods: (1) FA removes the instance agent, only considers the Feature Agent and creates environment for selected features as [Liu et al., 2019], (2) IA removes the feature agent and only considers Instance Agent. (3) IA+FA-CE removes Collaborative-changing Environment and creates an independent environment for each agent. (4) IA+FA is our proposed DAIRS model with two agents. Figure 4 and 5 show performance comparison of these variants on FC and Madelon dataset. Compared to single agent’s exploration, we can easily observe a performance gain by dual agents.

Moreover, while both features and instances decide quality of the selected data, feature agent is more influential on predictions than instance agent when single agent explores. This suggests feature’s quality is more important in data selection. We also find out the sharing environment is actually important for dual-agent coordination, which can make for better performance. From both figures, we observe the trend of blue line is more significant than yellow line; this shows our method achieves better results in long-term learning.

### 4.4 Study of Interactive Reinforced Trainer

We study the impacts of proposed trainers for interactive reinforcement learning. We consider four variants: (1) Non-trainer removes both random forest trainer (RFT) and isola-
Figure 6: Performance of variants towards different interactive reinforced trainer setting.

(a) FC dataset
(b) Madelon dataset

Figure 7: Exploration efficiency of variants with different interactive reinforced trainers.

(a) FC dataset
(b) Madelon dataset

Figure 8: Visualizations of agent exploration process on FC and Spam dataset. Points in red are top 10 best performed steps.

4.5 Case Study of Exploration Process

We also try to study and visualize the exploration process of agents. Figure 8 shows the accuracy in different steps with respect to selected feature number and instance number on FC dataset and Spam dataset. We visualize 10,000 points of exploration (colored in blue) and mark the top 10 best performed points in red. We easily observe that most blue points are on the certain part of data space, for example the space where feature number is (30 to 50) and instance number is (5,000 to 10,000) of the left subfigure. This signifies after the initial exploration, the exploration efficiently concentrates on the optimal data subspace. Then, the agents can continue searching until finally finding out the best feature and instance selection results.

5 Related Work

Feature selection includes three kinds of methods: (1) Filtering methods rank features based on relevance scores and select top-ranking ones (e.g., univariate feature selection). (2) Wrapper methods use predictors, considering the prediction performance as objective function (e.g., branch and bound algorithms). (3) Embedded methods incorporate feature selec-

Figure 6 shows comparisons of variant methods. It can be observed that both two trainers help improve the data quality for better predictive performances, while the highest score is achieved when combining two trainers. Figure 7 shows the efficiency comparison of each variant in terms of the explored best accuracy until current step. The result signifies that without trainers’ help, agents need more steps for exploration to achieve better results, and both trainers can help for more efficient exploration and agent learning, especially when both the feature agent and the instance agent take external advice.

4 Conclusion

In this paper, we propose a dual-agent reinforcement learning framework towards the feature and instance joint selection task. We formulate the joint selection into a reinforcement learning framework with the tailor-designed sequential-scanning mechanism and collaboratively-changing environment, in order to simulate fine-grained interaction of feature space and instance space. The selection knowledge of the random forest trainer and the isolation forest trainer is applied to improve the efficiency of agent learning. The extensive experiments have demonstrated the superiority of our model on data preprocessing, which also reveals a workable design of reinforcement learning on the joint selection task.
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