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The bulk–boundary correspondence in one dimension asserts that the physical quantities defined in the bulk and at the edge are connected, as well established in the argument for electric polarization. Recently, a spectral bulk–boundary correspondence (SBBC), an extended version of the conventional bulk–boundary correspondence to energy-dependent spectral functions, such as Green’s functions, has been proposed in chiral symmetric systems, in which the chiral operator anticommutes with the Hamiltonian. In this study, we extend the SBBC to a system with impurity scattering and dynamical self-energies, regardless of the presence or absence of a gap in the energy spectrum. Moreover, the SBBC is observed to hold even in a system without chiral symmetry, which substantially generalizes its concept. The SBBC is demonstrated with concrete models, such as superconducting nanowires and a Su-Schrieffer-Heeger model. Its potential applications and certain remaining issues are also discussed.

I. INTRODUCTION

Bulk–boundary correspondence (BBC) plays an important role in topological systems in which the physical quantities defined in the bulk and at the edge are connected. This relation is useful because the physics at the surface can be determined from the bulk, which is theoretically easier to handle. In topological materials, the number of zero-energy states appearing on the surface is predicted by an integer topological number, such as a Chern number or winding number defined in the bulk\textsuperscript{[8–10]}. The topological number is immune to a perturbation that does not break the symmetry of a Hamiltonian, and its value can be changed only through a topological quantum phase transition. In addition, the BBC is known in the physics of electric polarization: the amount of accumulated charge is predicted by a geometric Berry phase defined in the bulk\textsuperscript{[1–7]}. The topological number is immune to a perturbation that does not break the symmetry of a Hamiltonian, and its value can be changed only through a topological quantum phase transition. In addition, the BBC is known in the physics of electric polarization: the amount of accumulated charge is predicted by a geometric Berry phase defined in the bulk\textsuperscript{[8–10]}. In contrast to the topological number, if there is no special symmetry, the electric polarization changes its value by perturbation, but the BBC still holds. For example, as discussed in Sec.\textsuperscript{IIID} the Su-Schrieffer-Heeger model\textsuperscript{[11, 12]} is characterized by the Berry phase defined in bulk which represents the polarization. The Berry phase is quantized as far as the chemical potential is zero due to the chiral symmetry. On the other hand, for the non-zero value of the chemical potential, the Berry phase is not quantized, but it still predicts the accumulated charge at the surface.

In chiral symmetric systems, where the Hamiltonian $H$ anticommutes with a chiral operator $\Gamma$, as $H\Gamma + \Gamma H = 0$, a topological number called a winding number $W$ can be defined. It is related to the number of edge modes. In our previous paper\textsuperscript{[13]}, we reported that the BBC for chiral symmetric systems can be extended to a nonzero frequency $\omega$, where the complex number of $W(\omega)$ is identical to a spectral function (i.e., Green’s function) integrated over the edge region. We refer to this relation as a spectral bulk–boundary correspondence (SBBC). The SBBC was proved by Daido and Yanase\textsuperscript{[14]}, by utilizing an analogy to the concept of electric polarization. We also indicated that, for superconductors with chiral symmetry, an odd-frequency Cooper pair\textsuperscript{[15, 17]}, which is characterized by a pair amplitude with an odd function in time or frequency, is induced at the surface and is related to the Green’s functions defined in the bulk. The SBBC has been demonstrated for mean-field systems, which are described as one-body Hamiltonians without retardation effects included in the self-energies. Moreover, the impurity effect in the bulk has not been considered; however, it needs to be considered when comparing the results with those of real materials in which disorders are always present.

In this paper, we discuss the generalization of the SBBC. We demonstrate that the SBBC holds for any amplitude of impurity in the bulk, after averaging the physical quantities over the impurity configurations. The effect of the frequency-dependent self-energy that can appear due to tunneling\textsuperscript{[18]} is also considered, where the SBBC still holds. We further demonstrate that the SBBC can be applied to non-chiral-symmetric systems. More specifically, although the existence of the chiral operator is necessary, it does not necessarily anticommute with the Hamiltonian for the SBBC. We also provide an outline of the proof for the generalized SBBC, along with the proof provided in Ref.\textsuperscript{[14]}.

The remainder of this paper is organized as follows. In Sec.\textsuperscript{II} we review the SBBC established in previous studies. In Sec.\textsuperscript{III} we show how the SBBC is generalized and demonstrate it with several models. We highlight the possible applications of the SBBC in Sec.\textsuperscript{IV}, and summarize our results in Sec.\textsuperscript{V}.

II. SPECTRAL BULK–BOUNDARY CORRESPONDENCE

This section briefly reviews the SBBC established in previous studies\textsuperscript{[13, 14]}. For topological systems, there is a relation between a topological number, which is defined in the bulk, and the number of zero-energy edge
modes appearing at the edge of a semi-infinite system. This nontrivial correspondence can be extended to a nonzero frequency for chiral symmetric systems.

For one-dimensional systems with chiral symmetry without many-body interaction, we can denote the Hamiltonian for a semi-infinite system as

$$\hat{H} = \sum_{i,j>0} \Psi_i^\dagger H_{i,j} \Psi_j, \quad (1)$$

with $\Psi_i = (c_{i,1}, \ldots, c_{i,m})$ where $c_{i,\alpha}$ ($\alpha = 1, \ldots, m$) is the annihilation operator for the $i$-th unit cell, and $\alpha$ indicates an index of the internal degree of freedom, such as a spin or orbital. In this study, we set the lattice constant as a unit of length. Equation (1) is used to calculate the physical quantities at the edge. In contrast, the bulk quantities are calculated in the Hamiltonian with the periodic boundary condition given by

$$\hat{h} = \sum_k \psi_k^\dagger h(k) \psi_k, \quad (2)$$

with $\psi_k = (c_{k,1}, \ldots, c_{k,m})$ where $c_{k,\alpha}$ ($\alpha = 1, \ldots, m$) is the annihilation operator for the momentum $k$. Here, $H_{i,j}$ and $h(k)$ anticommute with $m \times m$ chiral operators $\Gamma$, where the relation $\{H_{i,j}, \Gamma\} = \{h(k), \Gamma\} = 0$ is satisfied with $\text{Tr} \Gamma = 0$ [19]. To avoid confusion, we use upper-case letters to denote the physical quantities in a semi-infinite system with a boundary at $j = 0$, and lower-case letters to denote those in a periodic system designed for the bulk.

Then, the SBBC is explicitly written as

$$zF(z) = w(z), \quad (3)$$

with

$$F(z) = \sum_{j>0} \text{Tr}[\Gamma g_{j,j}(z)], \quad (4)$$

$$w(z) = \frac{1}{2iN_{\text{unit}}} \sum_k \text{Tr}[\Gamma g(k,z)\partial_k g^{-1}(k,z)], \quad (5)$$

where $N_{\text{unit}}$ is the number of unit cells with sufficiently large values for convergence. The trace $\text{Tr}$ is taken in an $m \times m$ space. Here, $g_{j,j}(z)$ and $g(k,z)$ are Green’s functions given by $g_{j,j}(z) = (z - H)_{j,j}^{-1}$ and $g(k,z) = [z - h(k)]^{-1}$, respectively, where $z$ is a complex number that can be regarded as a generalized frequency. Notably, $F(z)$ is an odd function of $z$ given by

$$F(z) = \sum_{j>0} \text{Tr}[\Gamma(z - H)_{j,j}^{-1}],$$

$$= \sum_{j>0} \text{Tr}[(z + H)_{j,j}^{-1} \Gamma] = - F(-z). \quad (6)$$

Then, $F(z)$ is given by the spatial sum of odd-frequency correlation functions in the edge region. For superconductors, $F(z)$ can be the sum of anomalous Green’s functions, and it is regarded as an odd-frequency Cooper pair amplitude [15–17]. A schematic of the SBBC is shown in Fig. 1(a). Note that, in the limit $z \to 0$ in Eq. (5), $zF(z)$ and $w(z)$ become

$$\lim_{z \to 0} zF(z) = \lim_{z \to 0} w(z) = W, \quad (7)$$

where $W$ is an integer winding number [5, 20], and Eq. (7) is a conventional bulk–boundary correspondence [21]. Notably, $W$ can be well defined only when an energy gap at zero energy is opened. From Eq. (7), the SBBC is regarded as an extension of the conventional bulk–boundary correspondence at zero frequency to a nonzero frequency. From Eqs. (3), (6) and (7) with sufficiently small value of $z$, $w(z)$ and $F(z)$ can be expanded as

$$w(z) = \sum_{l=0}^\infty w^{(l)} z^{2l}, \quad (8)$$

$$F(z) = \sum_{l=0}^\infty F^{(l)} z^{2l-1}, \quad (9)$$

as far as energy gap opens at zero energy. From the SBBC [Eq. (3)], $w^{(l)}$ and $F^{(l)}$ satisfy $w^{(l)} = F^{(l)}$. It is notable that only $w^{(0)}$ and $F^{(0)}$ are related to the real topological number $(w^{(0)} = F^{(0)} = W)$, and, $w^{(l)} = F^{(l)}$ with $l > 0$ is a complex number. Then, $w(z)$ and $F(z)$ are also a complex number.

Note that Eq. (3) can be rewritten in real space by applying a Fourier transformation as follows:

$$w(z) = \frac{1}{2iN_{\text{unit}}} \text{Tr} \{\tilde{\Gamma} g(z)\hat{g}^{-1}(z, \bar{x})\} \quad \text{(10)}$$
with
\[ g_{i,j}(z) = \frac{1}{N_{\text{unit}}} \sum_{k} g(k, z) e^{ik(r_{i}-r_{j})}, \]
\[ h_{i,j} = \frac{1}{N_{\text{unit}}} \sum_{k} h(k) e^{ik(r_{i}-r_{j})}, \]
\[ \bar{\Gamma}_{i,j} = \Gamma \delta_{i,j}, \]
where \( r_{i} \) is a spatial coordinate of the unit cell, and the trace \( \bar{\Gamma} \) is taken for an \( mN_{\text{unit}} \times mN_{\text{unit}} \) matrix. Note that we have used the same symbol \( g \) for both the real space and the \( k \)-space, and the symbols are distinguished by explicitly writing the arguments in parentheses. \( \bar{x} \) is a position operator defined by
\[ \bar{x} = \text{diag}(r_{1}I_{m}, r_{2}I_{m}, \ldots, r_{N_{\text{unit}}}I_{m}), \]
where \( I_{m} \) is an \( m \times m \) identity matrix. As discussed in the following section, this real-space representation is crucial when we discuss the SBBC in the presence of impurities in the bulk, where the wavenumber is no longer a good quantum number unless we take the average over the impurity configuration.

It is notable that the surface Green’s function \( G_{1,1}(z) \) at small \( |z| \) is connected to the topological number as discussed in Refs. [23, 28]: If there are zero-energy edge states, at least the diagonal elements of \( G_{1,1}(z) \), which is related to the local density of states, diverges for small \( z \), and if there is no zero-energy state, \( G_{1,1}(z) \) is a regular function for small \( z \). Similarly in our case, Eq. (7) connects the winding number and the spatial sum of the Green’s function \( G_{j,j}(z) \) with \( j > 0 \). On the other hand, \( w(z) \) can also be written only by the surface Green’s functions which are defined in an open boundary condition system for both edges:
\[ w(z) = \frac{1}{2} \text{Tr} \Gamma \left[ (1 - G_{N}tG_{1}t\Gamma)^{-1} - (1 - G_{1}t\Gamma G_{N})^{-1} \right], \]
with \( G_{N} = G_{N_{\text{unit}}, N_{\text{unit}}}(z) \), \( G_{1} = G_{1,1}(z) \) and \( t = H_{j,j+1} \). Here the Green’s function \( G(z) \) is defined for the open boundary system with \( N_{\text{unit}} \) unit cells, and we have assumed \( H_{j,j+l} = 0 \) with \( l \geq 2 \) and translational symmetry in bulk (without impurity potential). Eq. (15) with \( z \to 0 \) gives direct relation between the winding number and the surface Green’s functions. Details of the derivation is given in Appendix A.

### III. GENERALIZED SBBC

The SBBC can be applied to a system with impurities in the bulk and to a system without chiral symmetry, by changing its formula. In Sec. III A we provide a generalized version of the SBBC. From Sec. III B to III D several examples of superconducting and nonsuperconducting systems in one dimension are studied. In Sec. III E we discuss a Kitaev chain with impurities in which chiral symmetry is preserved. In Sec. III C we discuss the self-energy effect on a Rashba nanowire proximately coupled to an s-wave superconductor. In Sec. III D a Su–Schrieffer–Heeger (SSH) model with chemical potential, which breaks the chiral symmetry, is discussed.

#### A. Reformulation of SBBC

This subsection considers a large but finite system with \( N_{\text{unit}} \) unit cells instead of a semi-infinite system. We reformulate Eqs. (4) and (5) for a system with impurities and self-energy. First, we define the quantities at the boundary as follows:
\[ \bar{F}(z) = \langle F_{j}(z) \rangle_{j}, \]
\[ F_{j}(z) = \sum_{l=1}^{j} \text{Tr} \{ N_{f} \bar{\Gamma} [1 - \Sigma_{c}(z)/z] \bar{G}(z) \}, \]
\[ \bar{G}(z) = [z - H - \Sigma_{c}(z) - \Sigma_{ac}(z)]^{-1}, \]
where
\[ 0 = \{ \bar{\Gamma}, H \} = [\bar{\Gamma}, \Sigma_{c}(z)] = \{ \bar{\Gamma}, \Sigma_{ac}(z) \}, \]
and \( \langle \cdots \rangle_{j} = \frac{1}{N_{f} - N_{f} + 1} \sum_{j=N_{f}}^{N_{f}+1} [ \cdots ] \), which performs self-averaging on the randomness of the impurity potentials [27]. We choose \( N_{f} \) and \( N_{f} \) far from both edges [see Fig. 1(b) for a schematic], and we assume that \( N_{f} - N_{f} \) is sufficiently large. In addition, \( N_{f} \) is introduced by \( \langle N_{f} \rangle_{i,j} = I_{m} \delta_{i,j} \delta_{j,t} \). Here, the suffixes “c” and “ac” indicate the commuting and anticommuting parts of the self-energy with the chiral operator, respectively. Notably, any \( 2n \times 2n \) (integer \( n \)) matrix can be decomposed by the products of the Pauli matrices, and any \( 2n \times 2n \) matrix can be decomposed into commutable and anticommutable parts, as in Eq. (19) [28].

Here, the self-energy \( \Sigma(z) \equiv \Sigma_{c}(z) + \Sigma_{ac}(z) \), which is divided into two parts, may be regarded as a part of the Hamiltonian if the \( z \)-dependence is absent. In general, the presence of self-energy invalidates the chiral symmetry, which is defined as \( \{ \bar{\Gamma}, H + \Sigma \} = 0 \), or equivalently, \( \Sigma_{c}(z) = 0 \). Nevertheless, the SBBC generally holds, as shown in the following section.

From the definition of \( \bar{F}(z) \) in Eq. (16), the summation \( \sum_{j=N_{f}}^{N_{f}} \) takes an average far from the edge and provides a mean value of \( F_{j}(z) \) in the range \( F_{N_{f}}(z) \) to \( F_{N_{f}}(z) \) [Fig. 1(b)]. If there is translational symmetry far from both edges, \( F_{j}(z) \) is independent of \( j \), as it is determined by the bulk properties. In the limit \( N_{\text{unit}} \to \infty \) with \( N_{f} - N_{f} \to \infty \) while keeping \( N_{f} \) and \( N_{f} \) sufficiently far from both edges, it can be expected that \( z \bar{F}(z) \) converges to some value.

Next, we consider the quantities in the bulk. The procedure is similar to the real-space representation discussed at the end of the previous section, but with the
consideration of self-energy. Namely, we define the quantities as
\[ \bar{w}(z) = \frac{1}{2\nu \text{unit}} \text{Tr} \left\{ \bar{\Gamma} \bar{g}(z) i [\bar{g}^{-1}(z), \bar{x}] \right\}, \quad (20) \]
\[ \bar{g}(z) = [z - h - \sigma_c(z) - \sigma_{ac}(z)]^{-1}, \quad (21) \]
with
\[ 0 = \{ \bar{\Gamma}, h \} = [\bar{\Gamma}, \sigma_c(z)] = \{ \bar{\Gamma}, \sigma_{ac}(z) \}. \quad (22) \]

Note that the translational symmetry is not assumed in these expressions even in the bulk.

With the above definitions, the relation between \( \bar{F}(z) \) and \( \bar{w}(z) \) is given by
\[ z \bar{F}(z) = \bar{w}(z). \quad (23) \]
which is one of the main results of this study. We emphasize that Eq. (20) and Eq. (23) have the same functional form, but the latter can now be applied to non-chiral-symmetric and non-translation-symmetric systems. See also Appendix A for the derivation. Notably, when \( \Sigma_c(z) \neq 0 \) or \( \Sigma_{ac}(z) \neq 0 \), the spectral function \( \bar{F}(z) \) in the generalized SBBC can be a mixture of even and odd functions of \( z \). In the following subsections, we will demonstrate several relevant examples.

When there is an impurity potential, we suppose that both the Hamiltonians with the open and periodic boundary conditions contain the impurity with the same impurity amplitude and probability distribution. In Sec. III.B and Sec. III.D, we use a uniform distribution of random numbers, and adopt \( N_i = N_{\text{unit}}/4 \) and \( N_i = N_{\text{unit}}/2 \).

Without an impurity potential, \( \bar{w}(z) \) can be written as
\[ \bar{w}(z) = \frac{1}{2\nu \text{unit}} \sum_k \text{Tr} [\bar{\Gamma} \bar{g}(k, z) \partial_k \bar{g}^{-1}(k, z)], \quad (24) \]
where \( \bar{g}(k, z) \) is obtained by applying Fourier transformation to \( g(z) \). This recovers the original SBBC discussed in the previous section. Notably, if \( \sigma_c(z) = 0 \), \( \bar{w}(z) = 0 \) is an integer as long as the spectral gap remains open.

### B. Kitaev chain with impurity

We numerically demonstrate the impurity effect on the SBBC for a Kitaev chain \[29,32\], which is a model for a spin-polarized one-dimensional \( p \)-wave superconductor. This model possesses chiral symmetry, and the Hamiltonian is given by
\[ \mathcal{H} = -t \sum_j (c_j^\dagger c_{j+1} + \text{H.c.}) + \sum_j [\mu + t f_{\mu}(j)] c_j^\dagger c_j \]
\[ + \Delta \sum_j (c_j^\dagger c_{j+1} + \text{H.c.}), \quad (25) \]
where \( c_j \) (\( c_j^\dagger \)) is the annihilation (creation) operator for the \( j \)-th site, \( t \) is the hopping integral, \( \mu \) is the chemical potential, \( \Delta \) is the superconducting pair potential, and \( f_{\mu}(j) \) is the impurity potential with \( |f_{\mu}(j)| < V_{\mu} \). The chiral operator is given by \( \Gamma = \sigma_1 \) with the Pauli matrix \( \sigma_1 \) in the particle–hole space. To calculate \( \bar{w}(z) \) and \( \bar{F}(z) \), we use a recursive Green’s function method \[33\] with the matrix transformation technique \[34\], which enables us to access a large system.

In Fig. 2, \( \bar{w}(z) \) and \( \bar{F}(z) \) are shown as a function of the inverse of \( N_{\text{unit}} \) to examine the system size dependence. Notably, we do not take a sample average, but prepare only one sample. This graph shows that, with an increase in \( N_{\text{unit}} \), \( \bar{w}(z) \) and \( \bar{F}(z) \) converge to the same value. The difference between \( z \bar{F}(z) \) and \( \bar{w}(z) \) is also plotted in the inset of Fig. 2 and it decreases as \( N_{\text{unit}} \) increases.

Even in the presence of an impurity potential, the winding number \( W \) can be defined when an energy gap is opened \[35\]. On the other hand, \( \bar{w}(z) \) and \( \bar{F}(z) \) are always well defined as long as \( z \) is not equal to the eigenvalues of the Hamiltonian (which is avoided on the Matsubara axis), regardless of the presence or absence of an energy gap in the spectrum. The impurity strength dependence of \( \bar{w}(z) \) and \( \bar{F}(z) \) are discussed in the Appendix.

We show the phase diagram for the Hamiltonian Eq. (25) in Fig. 3 [see also Appendix D]. There are three phases: topologically trivial, nontrivial and gapless phases. We also calculate an inverse participation ratio and all the wave functions are localized for \( V_{\mu} > 0 \) even in the gapless phase [Appendix E]. This result is consistent with the Anderson localization. In principle, the phase boundary can be determined by the gap closing points estimated by the eigenvalues of the Hamiltonian. We evaluate the energy gap by calculating the eigen values of Eq. (25) and show the phase boundary.
by open squares and open circles in Fig. 3. The phase boundary between the topologically nontrivial and the gapless phase can also be obtained by the transfer matrix method \[31\] (shown by green curve) and this boundary is almost the same as estimated by gap closing points.

In Figs. 3(a)–(c), \( \omega_n \) dependence of \( \tilde{F}(i\omega_n) \) is shown. As can be seen in the graphs, \( \tilde{F}(i\omega_n) \) is an odd function of \( \omega_n \) since the impurity potential does not break chiral symmetry. Then \( \tilde{F}(i\omega_n) \) can be regarded as an odd-frequency Cooper pair amplitude \[15\]–\[17\] even in the presence of the impurity potential. In Fig. 3(a), \( \tilde{F}(i\omega_n) \) for topologically nontrivial phase is shown. It is notable that \( \tilde{w}(z) \) and \( \tilde{F}(z) \) can be expanded like Eq. \( 26 \) in the gapped phases (topologically nontrivial and trivial phase) due to chiral symmetry:

\[
\tilde{w}(z) = \sum_{l=0}^{\infty} \tilde{w}^{(l)} z^{2l},
\]

\[
\tilde{F}(z) = \sum_{l=0}^{\infty} \tilde{F}^{(l)} z^{2l-1},
\]

with \( \tilde{w}^{(l)} = \tilde{F}^{(l)} \). Here, \(|z|\) is smaller than the energy gap. For the topologically nontrivial phase, energy gap opens and \( \tilde{w}(z = 0) = \lim_{z \to 0} \tilde{z} \tilde{F}(z) = W \) i.e., \( \tilde{w}^{(0)} = \tilde{F}^{(0)} = W \) holds even in the presence of the impurity potential due to chiral symmetry. Therefore, \( \tilde{F}(i\omega_n) \) diverges in the topologically nontrivial phase due to nonzero value of \( W \). Difference between \( \tilde{F}(i\omega_n) \) for \( \mu = 0 \) and that for \( 1 \) is not very large [Fig. 4(a)].

In Fig. 4(b), \( \tilde{F}(i\omega_n) \) is shown for the topologically trivial phase. For small value of \( \omega_n \), \( \tilde{F}(i\omega_n) \) is a linear function of \( \omega_n \) since \( \tilde{F}^{(0)} = W = 0 \) in Eq. \( 27 \) for the topologically trivial phase. The slope close to \( \omega_n = 0 \) is given by \( \tilde{F}^{(1)} \) and \( \tilde{F}^{(1)} \) becomes larger as \( V_{\mu} \) becomes larger in this phase.

In the gapless phase, we cannot apply Laurent expansion like Eqs. \( 26 \) and \( 27 \) since the radius of convergence is zero at \( z = 0 \) for \( N_{\text{unit}} \to \infty \) where nearly-zero eigenvalues of the Hamiltonian are present. In the numerical calculation, for smaller value of \( z \), we have to take larger system size \( N_{\text{unit}} \). We show \( \tilde{F}(i\omega_n) \) in Fig. 4(c). Within our numerical calculation, for \( \mu/t = 0 \) and \( \mu/t = 1 \), \( \tilde{F}(i\omega_n) \) diverges for small \( \omega_n \) and at \( \mu/t = 2 \), \( \tilde{F}(i\omega_n) \) approaches a finite value for \( \omega_n \to 0 \) (We numerically confirm this up to \( \omega_n/\Delta = 10^{-5} \)). The low-frequency behaviors are more clearly seen from \( \tilde{w}(i\omega_n) \) in Fig. 4(d). In \( \omega_n \to 0 \) limit, \( \tilde{w}(i\omega_n) \) approaches zero and from Fig. 4(d), which implies that \( \tilde{w}(i\omega_n) \) cannot be ex-
panded like Eq. (26): $\tilde{w}(\omega_n)$ behaves as $\tilde{w}(\omega_n) \sim |\omega_n|^{\kappa}$ with $0 < \kappa \leq 1$ for small $\omega_n$. Then, from the SBBC, $\tilde{F}(\omega_n)$ can be written as $\tilde{F}(\omega_n) = \tilde{w}(\omega_n)/|\omega_n| \sim -i|\omega_n|^{\kappa-1} \text{sgn}(\omega_n)$. Within our numerical calculation, for $\mu/t = 0$ and 1 in Fig. [3}(d), $0 < \kappa < 1$ is satisfied and then $\tilde{F}(\omega_n)$ diverges for $\omega_n \to 0$. For $\mu/t = 2$, we obtain $\kappa \sim 1$ and then $\tilde{F}(\omega_n)$ approaches a finite value for $\omega_n \to 0$.

C. Rashba nanowire

In this subsection, we consider a Green’s function with self-energy for a Rashba nanowire system [36–38]. The Rashba nanowire system has attracted considerable attention because it hosts Majorana fermions at both edges. Figure 5 illustrates a Rashba nanowire system that possesses a large Rashba spin–orbit interaction and is proximately coupled to an s-wave superconductor. The Hamiltonian for the Rashba nanowire system is

$$\mathcal{H}_{RN} = -t \sum_{j,\sigma} (c_{j-1,\sigma}^\dagger c_{j,\sigma} + \text{H.c.}) + \mu \sum_{j,\sigma} c_{j,\sigma}^\dagger c_{j,\sigma}$$

$$+ B \sum_{j,\sigma} (c_{j,\sigma}^\dagger \sigma_3 c_{j,\sigma} + \text{H.c.}) + \frac{i\alpha}{2} \sum_{j,\sigma} (c_{j,\sigma}^\dagger \sigma_2 c_{j+1,\sigma} + \text{H.c.}),$$

(28)

where $\sigma_i$ is a Pauli matrix ($i = 1, 2, 3$) in the spin space. Here, $B$ is the magnetic field, and $\alpha$ is the Rashba spin–orbit interaction. The s-wave pair potential is included in the self-energy [18] and is given by

$$\Sigma(\omega_n) = -|\tilde{\tau}|^2 \nu_F \left[ \frac{\omega_n + \Delta_s \sigma_2 \tilde{\tau}_2}{\sqrt{\Delta_s^2 - \omega_n^2}} + \zeta \tilde{\tau}_3 \right],$$

(29)

where $\tilde{\tau}$ is the hopping between the nanowire and the superconductor, $\nu_F$ is the density of states (DOS) at the surface of the superconductor at the Fermi energy, $\omega_n$ is the Matsubara frequency, $\Delta_s$ is the s-wave pair potential of the superconductor, $\zeta$ is the proximity-induced chemical potential shift, and $\tilde{\tau}_i$ ($i = 1, 2, 3$) is a Pauli matrix in the particle–hole space. Namely, the retardation effect associated with electron tunneling between the nanowire and the superconductor is expressed as the frequency-dependent self-energy.

The chiral operator in Eq. (28) is $\tilde{\tau} = \tilde{\tau}_1$, and the self-energy in Eq. (29) can be decomposed as $\Sigma(\omega_n) = \Sigma_c(\omega_n) + \Sigma_{ac}(\omega_n)$ with

$$\Sigma_c(\omega_n) = -|\tilde{\tau}|^2 \nu_F \frac{\omega_n}{\sqrt{\Delta_s^2 - \omega_n^2}}, \quad \Sigma_{ac}(\omega_n) = -|\tilde{\tau}|^2 \nu_F \left[ \frac{\Delta_s \sigma_2 \tilde{\tau}_2}{\sqrt{\Delta_s^2 - \omega_n^2}} + \zeta \tilde{\tau}_3 \right].$$

(30)

(31)

For the open boundary system, self-energy can have site dependence close to the surface, although it is independent of the site for the bulk. As discussed in Refs. [15–20], $\tilde{F}(z)$ does not change its value with the surface modulation of the Hamiltonian or the self-energy. Therefore, we can use the value of the self-energy in the bulk, even at the boundary. From the above Hamiltonian and self-energy, we can explicitly write the SBBC relation [23].

For the Rashba nanowire system, the Green’s function satisfies $\tilde{\Gamma}(z)$ and $\tilde{\Gamma}(z) = -\tilde{\gamma}(z)\Gamma$ with $\Gamma = \text{diag}(\sigma_0, \tilde{\tau}_1, \sigma_0 , \tilde{\tau}_1, \ldots)$ and then, the winding number is given by $W = \tilde{g}(z) = 0$ [39, 40]. Here we use the relations $\Sigma_z(z) = \Sigma_c(z)$ and $\Sigma_{ac}(z) = \Sigma_{ac}(z)$ from Eqs. (30) and (31). Then the phase boundary is given by $B_1 = \sqrt{(\mu + 2t + |\tilde{\tau}|^2 \nu_F \zeta)^2 + (|\tilde{\tau}|^2 \nu_F)^2}$ and $B_2 = \sqrt{-\mu + 2t + |\tilde{\tau}|^2 \nu_F \zeta)^2 + (|\tilde{\tau}|^2 \nu_F)^2}$. The topologically nontrivial phase is $B_{\text{min}} < |B| < B_{\text{max}}$ with $B_{\text{min}} = \min(B_1, B_2)$ and $B_{\text{max}} = \max(B_1, B_2)$.

As mentioned in Sec. III A, in general, $\tilde{F}(z)$ is the combination of even- and odd-frequency components. However, in this case, $\tilde{F}(z)$ is purely odd-frequency due to the specific structure of the self-energy [Eqs. (30) and (31):

$$F_j(z) = \sum_{l=1}^j \text{Tr} \left\{ \mathcal{N}_l [1 + \Sigma_z(z)/z] \tilde{\Gamma}(z) \right\}$$

$$= \sum_{l=1}^j \text{Tr} \left\{ \mathcal{N}_l [1 - \Sigma_z(z)/z] \right\} \times \tilde{\Gamma}[-z - H - \Sigma_z(z) - \Sigma_{ac}(z)\Sigma_z(z)]^{-1} \right\}$$

$$= -\sum_{l=1}^j \text{Tr} \left\{ \mathcal{N}_l [1 - \Sigma_z(z)/z] \tilde{\Gamma}(z) \right\}$$

$$= -F_j(z).$$

(32)

This can also be seen from Figs. [3](a) and (b). It is noted that for the topologically nontrivial phase, the imaginary part of $\tilde{F}(z = \omega_n)$ diverges at $\omega_n = 0$ due to the presence of the zero-energy state. It is noted that from Eq. (32), $\tilde{F}(z)$ can be expanded like Eq. (27). Then, the real part of $\tilde{F}(\omega_n)$ is a linear function at small $\omega_n$ [Fig. [3](a)] since $F(0) = W$ is an integer and from Eq. (27), Re $\tilde{F}(\omega_n) = \text{Re} \sum_{l=1}^\infty F^{(l)}(\omega_n) 2^{l-1}$ that the $l = 0$ term vanishes and the summation starts from $l = 1$. In the topologically trivial phase, $\tilde{F}(\omega_n)$ is a linear function of $\omega_n$ due to the absence of the zero-energy state [19]. It is also noted that in general, without the self-energy, $\tilde{F}(\omega_n)$ is a purely imaginary function. On the other hand, in the presence of the self-energy, $\tilde{F}(\omega_n)$ has non-zero value of both real and imaginary components.
When the direction of the magnetic field is perpendicular to the Rashba spin–orbit interaction, the Hamiltonian Eq. (28) has chiral symmetry, and there are Majorana fermions at both edges in a topological phase. Notably, when their directions are not perpendicular to each other, these Majorana fermions are still present up to a certain angle \( \theta \), and the SBBC also holds.

### D. DOS and SBBC for SSH model

#### 1. Without impurity

The concept of SBBC can also be applied to nonsuperconducting systems. In this subsection, we first discuss the relationship between \( F(z) \) and the DOS for an SSH model with chiral symmetry, which is a model for polyacetylene [11, 12]. Then, we discuss the SBBC for an SSH model with a nonzero value of chemical potential, which breaks the chiral symmetry.

The SSH model has two sublattices in the unit cell. The Hamiltonian is given by

\[
\mathcal{H}_{\text{SSH}} = -t_1 \sum_j \left( c_{j,A}^\dagger c_{j,B} + \text{H.c.} \right) - t_2 \sum_j \left( c_{j,B}^\dagger c_{j+1,A} + \text{H.c.} \right)
\]

\[
= \sum_k \left( c_{k,A}^\dagger c_{k,B}^\dagger \right) h(k) \left( c_{k,A} c_{k,B} \right),
\]

\[
h(k) = \left[ -(t_1 + t_2 \cos k)\tau_1 - t_2 \sin k\tau_2 \right],
\]

where A and B denote the sublattices, and \( \tau_j \) with \( j = 1, 2, 3 \) is a Pauli matrix in the sublattice space. Here, the chiral operator is \( \Gamma = \tau_3 \), and only the diagonal elements of the chiral operator are nonzero. The SSH model becomes topologically nontrivial when \( t_2/t_1 > 1 \) for non-negative \( t_1 \) and \( t_2 \), as characterized by the nonzero winding number \( W \) and the Berry phase \( \theta \):

\[
\theta = i \sum_{n \in \text{occ}} \int_{-\pi}^{\pi} d\omega \langle u_{n,k} | \partial \omega u_{n,k} \rangle.
\]

Here, summation is taken for occupied states and \( \langle u_{n,k} | \) is an eigen state of the Hamiltonian \( h(k) \). \( W \) and \( \theta \) satisfy \( |W| \geq 1 - e^{i\theta}/2 \), i.e., \( \theta \equiv (2n + 1)\pi \) for \( t_2/t_1 > 1 \) and \( \theta = 2n\pi \) for \( t_2/t_1 < 1 \) \((n \in \mathbb{Z})\). For the SSH model, the Berry phase is related to the polarization [8–10].

From the SBBC with \( z = \omega_n \), \( F(\omega_n) \) is related to an odd-frequency charge density wave as follows [42]:

\[
F(\omega_n) = \int_0^\beta d\omega e^{i\omega_n \tau} \sum_{j>0} \left( c_{j,A}^\dagger(\tau) c_{j,A}(0) - c_{j,B}^\dagger(\tau) c_{j,B}(0) \right).
\]

Through the analytic continuation, \( F(z = E + i\eta) \) with a positive infinitesimal \( \eta \) is related to the difference in the DOS between the A and B sublattices because the local DOS is given by the imaginary part of the retarded Green’s function, \( \rho(E,j) = -\frac{1}{\pi} \text{Im} G_{j,j}(z = E + i\eta) \):

\[
-\frac{1}{\pi} \text{Im} F(E + i\eta) = \rho_A(E) - \rho_B(E).
\]

Here, \( \rho_A(B) \) is the DOS at the A(B) sublattice given by \( \rho_A(B)(E) = -\frac{1}{\pi} \text{Im} \sum_{j=1}^{N_j} G_{(j,A),(j,B)}(E + i\eta) \). Equation (38) can be derived from \( \Gamma = \tau_3 \) as follows:

\[
F(z) = \sum_{j>0} \left[ G_{(j,A),(j,A)}(z) - G_{(j,B),(j,B)}(z) \right].
\]

In general, \( \rho_A(E) \) and \( \rho_B(E) \) diverge since the local densities of states are not zero in bulk and then the spatial sum does not converge for \( N_1 \to \infty \) i.e., \( \rho_A(B)(E) \propto N_1 \). However, \( \rho_A(E) - \rho_B(E) \) (except for \( E = 0, E = \pm |t_1 \pm t_2| \) for the topologically nontrivial phase and \( E = \pm |t_1 \pm t_2| \) for the topologically trivial phase) converges due to the SBBC. Then, from the SBBC, the difference in the DOS between the A and B sublattices for the semi-infinite system can be predicted from the bulk value \( w(E + i\eta) \) (see Appendix F). Figure 7(a) shows \( \rho_A(E) - \rho_B(E) \). In the topologically nontrivial phase, \( \rho_A(E) - \rho_B(E) \) diverges at \( E = 0 \) [Fig. 7(a) with \( t_2/t_1 = 1.5 \)]. In the inset of Fig. 7(a), we show the magnified view close to \( E = 0 \). Here, the peak width depends on the value of \( \eta \).
In Figs. 7(c) and (g), we show the difference between $\rho_{A(B)}(E)$ and the DOS in bulk:

$$\bar{\rho}_{A(B)}(E) = -\frac{1}{\pi} \text{Im} \phi_{A(B)}(E + i\eta),$$

$$\phi_{A(B)}(z) = \sum_{j=1}^{N_f} [G_{j,(A(B)),j,(A(B))}(z) - g_{A(B),A(B)}(z)].$$

Here, $g_{A(B),A(B)}(z)$ is a local Green’s function in bulk at A(B) sublattice. In general, $\rho_{A(B)}(E)$ diverges since the DOS in bulk is not zero but $\bar{\rho}_{A(B)}(E)$ is finite except for van Hove singularity points. When the chemical potential is zero, the DOS in bulk satisfy $\rho_{A(B)}^{\text{bulk}}(E) = \bar{\rho}_{A(B)}(E)$ due to chiral symmetry [Figs. 7(e) and (i)]. Here $\rho_{A(B)}^{\text{bulk}}(E) = -\frac{1}{\pi} \text{Im} \phi_{A(B),A(B)}(E + i\eta)$ is the DOS in bulk at A(B) sublattice. Therefore, Eq. (35) can also be written as $-\frac{1}{\pi} \text{Im} F(E + i\eta) = \bar{\rho}_{A}(E) - \bar{\rho}_{B}(E)$ for zero chemical potential. Then, Fig. 7(a) can be understood from Figs. 7(c) and (g).

In Eqs. (33), (34), and (35), the chemical potentials are set to zero, and the Hamiltonian has chiral symmetry, that is, it anticommutes with the chiral operator. On the other hand, in a more realistic situation, the chemical potentials are not zero.

$$\mathcal{H} = -\mathcal{H}_{\text{SSH}} - \mu_A n_{j,A} - \mu_B n_{j,B},$$

with $n_{j,(A(B))} = c^\dagger_{j,(A(B))} c_{j,(A(B))}$. For the non-zero value of $\mu_A$ or $\mu_B$, there is not chiral symmetry. In this case, the winding number cannot be defined and the Berry phase given by Eq. (36) is not quantized: $\theta \neq n\pi$. However, the SBBC still holds, which is similar to the fact that the Berry phase predicts a surface charge [8][10]. We can choose any $\tau = 1, 2, 3$ for $\Gamma$, indicating that there are several SBBC relations for a given physical system. More generally, we can choose the superposition of these Pauli matrices in principle (see Sec. IV). When we choose $\Gamma = \tau_3$,

$$\Sigma(z) = -\mu_A \sum_j n_{j,A} - \mu_B \sum_j n_{j,B},$$

$$\sigma(z) = -\mu_A (\tau_0 + \tau_3)/2 - \mu_B (\tau_0 - \tau_3)/2.$$

Notably, the extended version of the winding number $\bar{w}(z)$ with $z = 0$ is not an integer for the nonzero value of $\mu_A$ or $\mu_B$. Then, $\bar{F}(z)$ is

$$\bar{F}(z) = \sum_{j=1}^{N_f} \left[ G_{j,(A),j,(A)}(z) - \bar{G}_{j,(B),j,(B)}(z) \right]$$

$$+ \frac{1}{z} \sum_{j=1}^{N_f} \left[ \mu_A G_{j,(A),j,(A)}(z) - \mu_B \bar{G}_{j,(B),j,(B)}(z) \right].$$
A comparison between Eq. (39) and Eq. (45) indicates that \( \tilde{F}(z) \) has an additional term. Also, \( \bar{F}(z) \) is still related to the DOS \( \rho_A(E) \) and \( \rho_B(E) \):

\[
- \frac{1}{\pi} \text{Im} \tilde{F}(z = E + i\eta) = \left(1 + \frac{\mu_A}{E}\right) \rho_A(E) - \left(1 + \frac{\mu_B}{E}\right) \rho_B(E). \tag{46}
\]

From Eq. (46), \( \text{Im} \tilde{F}(E) \) diverges at \( E = 0 \) as far as \( \mu_A(\mu_B) \neq 0 \) and \( \rho_A(\rho_B)(E) \propto |E|^{\alpha} \) with \( 0 < \alpha < 1 \) for small \( E \) [Fig. 7(b)]. This divergence does not originate from the non-zero value of the winding number. It is notable that for \( \mu_A \neq 0 \) or \( \mu_B \neq 0 \), \( \rho_A(E) - \rho_B(E) \) diverges but Eq. (46) converges according to the SBBC. In Figs. 7(d) and (h), we show \( \tilde{\rho}_A(\tilde{\rho}_B)(E) \) corresponding to Fig. 7(b). As explained, \( \tilde{\rho}_A(\tilde{\rho}_B)(E) \) does not have zero-energy peak [Figs. 7(d) and (h)] but \(-\frac{1}{\pi} \text{Im} F(E + i\eta)\) has it [Fig. 7(b)]. In addition, in Fig. 7(h), there is an in-gap state at \( E = -\mu_A \) [see also Appendix B]. This peak does not appear in Fig. 7(b) since the first term in Eq. (46) is zero at \( E = -\mu_A \). Then the origins of the zero-energy peak in Figs. 7(a) and (b) are different: in Fig. 7(a), the origin is zero-energy peak in the DOS and in Fig. 7(b), it is the \( \mu_A(\mu_B)/E \) term in Eq. (46). In Figs. 7(f) and (j), \( \rho_A(\rho_B)(E) \) is shown corresponding to (d) and (h), respectively and \( \rho_A(\rho_B)(E) \neq \rho_B(\rho_B)(E) \) due to \( \mu_A \neq \mu_B \).

If we choose \( \Gamma = \tau_1 \) or \( \tau_2 \), \( \bar{F}(z) \) contains off-diagonal elements of the Green’s function, and it is difficult to obtain a concise physical interpretation. Notably, the SSH model with chemical potential can be metallic, and the SBBC still holds.

2. With impurity

In Sec. III B the Kitaev chain with an impurity, which does not break the chiral symmetry, is considered. Here, we consider the SBBC for the SSH model with an on-site impurity potential, which breaks the chiral symmetry \[44\]. The Hamiltonian is given by

\[
\mathcal{H}^{\text{imp.}}_\text{SSH} = \mathcal{H}_\text{SSH} - \sum_j [\mu_A + t_1 f_{\mu_A}(j)] n_{j,A} - \sum_j [\mu_B + t_1 f_{\mu_B}(j)] n_{j,B}. \tag{47}
\]

Here, \( f_{\mu_A(\mu_B)} \) is a random number that satisfies \( |f_{\mu_A(\mu_B)}| < V_{\mu_A(\mu_B)} \). In Fig. 8 \( \bar{w}(z) \) and \( z\bar{F}(z) \) are shown as a function of \( N_{\text{unit}} \). \( \bar{w}(z) \) and \( z\bar{F}(z) \) converge to the same value, and the difference between them becomes smaller as \( N_{\text{unit}} \) increases, as shown in the inset of Fig. 8. Although the proof given in Appendix B has already provided firm evidence for the correspondence between the bulk and the edge, the system size dependence is not encoded in the proof. Thus, numerical measurements are necessary, and they provide a quantitative estimate of the system size when the SBBC is applicable. Parameter dependences of \( \bar{w}(z) \) and \( z\bar{F}(z) \) are also discussed in Appendix B.

IV. DISCUSSION

Here, we discuss the possible applications of the SBBC. As demonstrated in this study, the concept of SBBC can be widely used for a one-dimensional structure with correlation functions and is not restricted to chiral symmetric systems, a bulk with translational symmetry, or superconducting systems. The essential aspects for applying the SBBC are to recognize the one-dimensional structure and divide the correlation function matrix into the commuting and anticommuting parts with a chiral operator (see Appendix B). For an illustration from a general perspective, we consider the single-particle function in equilibrium as follows:

\[
G(\sigma, R_i; \tau_1; \sigma', R_j; \tau_2) = -\langle T c_{\sigma i}^\dagger(\tau_1) c_{\sigma' j}(\tau_2) \rangle, \tag{48}
\]

where the index \( i \) represents the three-dimensional spatial coordinate \( R_i \) of the lattice sites where the electrons are located. We introduce the Heisenberg picture \( A(\tau) = e^{\tau H} A e^{-\tau H} \) with imaginary time, and \( T \) is a time-ordering operator. This correlation function should be considered for almost all the electronic systems of interest. For example, it can be calculated through first-principles calculations used to obtain electronic band
structures.

Based on this example, we show that there can be, in principle, an infinite number of SBBC relations. For simplicity, we assume that the bulk system has a translational symmetry. First, we define the edge where the surface is perpendicular to the vector $k_\perp$. Then, we introduce vectors parallel to the surface $k_\parallel$ that satisfy $k_\perp \cdot k_\parallel = 0$. Similarly, in the spin space, we determine the chiral operator by choosing one of the directions $\theta$, which is a unit vector specifying the direction of the spin, as

$$\Gamma = \theta \cdot \sigma.$$  \hfill (49)

After the Fourier transformation, the bulk Green’s function is written in a matrix form in the spin space as

$$\bar{g}(k_\perp; k_\parallel, i\omega_n, \theta) = v + \alpha \Gamma + \beta \cdot \sigma,$$  \hfill (50)

where $\theta \cdot \beta = 0$. From this expression, we can identify the commuting ($v + \alpha \Gamma$) and anticommuting ($\beta \cdot \sigma$) parts with the chiral operator. The vector $h = \alpha \theta + \beta$ can be regarded as a pseudomagnetic field in the $k$-space. Note that the scalars $v, \alpha$ and the vector $\beta$ are uniquely determined from the information of the system once $\theta$ is specified. Based on these expressions, we can express the bulk quantity as follows:

$$\bar{w} = \int \frac{dk_\perp}{4\pi i} \text{Tr} \left( \Gamma \bar{g} \partial_\perp \bar{g}^{-1} \right)$$  \hfill (51)

$$= \text{Tr} \left[ \frac{dk_\perp}{2\pi i} \bar{v} \partial_\perp h - h \bar{\partial}_\perp v - i(h \times \bar{\partial}_\perp h) \right]$$  \hfill (52)

$$= \frac{1}{2\pi i} \int \frac{dk_\perp}{v^2 - h^2} \left( \bar{v} \partial_\perp \alpha - \alpha \bar{\partial}_\perp v - i(\beta \cdot \bar{\partial}_\perp \beta) \right),$$  \hfill (53)

with $\partial_\perp = \frac{\partial}{\partial k_\perp}$. Namely, the relations of the BBC are constructed for the infinite set of $(k_\parallel, \omega_n, \theta)$, although the counterpart quantity at the edge is not necessarily physically interpreted easily if the commuting part has a complicated structure, as shown in Eq. (17). The integrand of Eq. (51) resembles an SU(2) spin-gauge field given by Eqs. (155,156) of Ref. [45], although Eq. (51) is defined in the reciprocal space. The appearance of the gauge-field-like structure is reminiscent of the relation function in Sec. IV; however, several interesting problems remain. (1) The SBBC is only demonstrated for a one-dimensional system. Whether a similar demonstration is possible for a higher-dimensional system remains to be investigated. (2) When $\sigma_z(z) = 0$ in Eq. (20), $\lim_{z \to 0} \bar{w}(z)$ is an integer. The relationship between this integer and the number of edge modes for many-body interaction systems remains unexplored. (3) In this study, we adopted Eq. (10) and Eq. (20) as an extended version of the winding number in a real-space representation. Recently, another representation of the winding number related to the Bott index has been suggested [27]. Its possible extension to a nonzero frequency is an interesting problem to be investigated. (4) We only consider $G(z)$ in Eq. (18) as the Green’s function. On the other hand, if we deal with the metallic state, the correlation functions generally decay with a power-law behavior, and the localized state at the edge is ill defined. However, even in this case, the SBBC can be used if the spatial integral from the edge to the bulk converges. For example, this point can be confirmed for the parameters at the topological critical point, where the correlation length diverges.

In the above discussion, we emphasize that we only invoke the presence of the edge and do not use any specific details of the system. For the definition of the edge, the necessary condition is that the original Hamiltonian is composed of link variables with a finite range or decreasing amplitude when the distance increases. This is a generic condition satisfied in most materials. In addition, the extensions to the multiple degrees of freedom inside the unit cell, to the pairing states, and to two-particle correlation functions, such as charge and spin structure factors, are interesting and should be straightforward. Furthermore, the expectation value in Eq. (48) can be evaluated with many-body wave functions and are not restricted to one-body problems. Thus, the SBBC should be widely applicable to general correlation functions, and it should be applied to extract nontrivial information at the edge from the bulk quantities.

V. SUMMARY AND OUTLOOK

In summary, we established the generalization of the SBBC, which is an extended version of the bulk–boundary correspondence for topological systems. We demonstrated the SBBC through several applications as follows. (i) The SBBC holds for the Kitaev chain with impurities in the bulk, where the Hamiltonian has chiral symmetry. (ii) In principle, the SBBC can be experimentally confirmed for the SSH model using the local DOS. (iii) The SBBC holds for the SSH model with a chemical potential, which breaks the chiral symmetry. (iv) The SBBC holds even if self-energy is included.

We suggest a possible application to a general correlation function in Sec. IV; however, several interesting problems remain. (1) The SBBC is only demonstrated for a one-dimensional system. Whether a similar demonstration is possible for a higher-dimensional system remains to be investigated. (2) When $\sigma_z(z) = 0$ in Eq. (20), $\lim_{z \to 0} \bar{w}(z)$ is an integer. The relationship between this integer and the number of edge modes for many-body interaction systems remains unexplored. (3) In this study, we adopted Eq. (10) and Eq. (20) as an extended version of the winding number in a real-space representation. Recently, another representation of the winding number related to the Bott index has been suggested [27]. Its possible extension to a nonzero frequency is an interesting problem to be investigated. (4) We only consider $G(z)$ in Eq. (18) as the Green’s function. On the other hand, if we deal with the metallic state, the correlation functions generally decay with a power-law behavior, and the localized state at the edge is ill defined. However, even in this case, the SBBC can be used if the spatial integral from the edge to the bulk converges. For example, this point can be confirmed for the parameters at the topological critical point, where the correlation length diverges.
Thus, the present study presented a general framework for bulk-boundary correspondence. Numerous target systems in which the concept of the SBBC is applicable exist, and they remain to be explored using mathematical and computational techniques.
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Appendix A: Derivation of Eq. (15)

Here we derive Eq. (15) from Eq. (10). We consider the correspondence between $N_{\text{unit}}$ unit cells system with the open and periodic boundary condition. For the system with open boundary condition, we assume the edges are located at $j = 1$ and $j = N_{\text{unit}}$. We set $h_{j,j+1} = H_{j,j+1}$ and assume translational symmetry (no impurity potential). Without loss of generality, we set $h_{j,j+l} = H_{j,j+l} = 0$ for $l \geq 2$. Eq. (10) is

$$w(z) = -\frac{1}{2iN_{\text{unit}}} \bar{\text{Tr}} \left\{ \hat{\Gamma} g(z)[i[h, \bar{x}]] \right\}.$$

(A1)

By using translational symmetry, we obtain

$$-\frac{1}{2iN_{\text{unit}}} \bar{\text{Tr}} \left\{ \hat{\Gamma} g(z)[i[h, \bar{x}]] \right\} = -\frac{1}{2i} \bar{\text{Tr}} (\Gamma [g_{1,2}(z)[i[h, \bar{x}]]_{2,1} + g_{2,1}(z)[i[h, \bar{x}]]_{1,2}]) = \frac{1}{2} \text{Tr} \left\{ \Gamma [g_{1,2}(z)^{t \dagger} - g_{2,1}(z)^{t \dagger}] \right\}.$$

(A2)

Utilizing the following relations that hold for $N_{\text{unit}} \to \infty$ [A5]

$$g_{1,2}(z) = g_{1,1}(z) t G_{1} = G_{N} t g_{1,1}(z),$$

$$g_{2,1}(z) = g_{1,1}(z) t G_{N} = G_{1} t^{\dagger} g_{1,1}(z),$$

$$g_{1,1}(z) = (1 - G_{N} t G_{1} t^{\dagger})^{-1} G_{N} = (1 - G_{1} t^{\dagger} G_{N} t)^{-1} G_{1},$$

with $G_{1} = G_{1,1}(z)$ and $G_{N} = G_{N_{\text{unit}}N_{\text{unit}}}(z)$, $w(z)$ can be written as

$$w(z) = \frac{1}{2} \text{Tr} \left\{ \Gamma [g_{1,1}(z) t G_{1} t^{\dagger} - t G_{N} t^{\dagger}] \right\} = \frac{1}{2} \text{Tr} \left\{ \Gamma [g_{1,1}(z) \left( -G_{N}^{-1} + t G_{1} t^{\dagger} + G_{N}^{-1} + G_{1}^{-1} \right) + G_{1}^{-1} - t G_{N} t^{\dagger} - G_{1}^{-1}] \right\} = \frac{1}{2} \text{Tr} \left\{ \Gamma [g_{1,1}(z) \left( G_{N}^{-1} - G_{1}^{-1} \right)] \right\} = \frac{1}{2} \text{Tr} \left\{ \Gamma \left[ (1 - G_{N} t G_{1} t^{\dagger})^{-1} - (1 - G_{1} t^{\dagger} G_{N} t)^{-1} \right] \right\}. \quad \text{(A6)}$$

Appendix B: Proof of generalized SBBC

In this appendix, most of the quantities denoted by upper-case (lower-case) letters are defined in the open
(periodic) boundary condition system and we use a bit different notation from the main text.

We follow the same procedure as in the Daido and Yanase’s paper [14] to prove Eq. (23):

\[ \tilde{F} = \tilde{w} \]

with

\[ \tilde{F} = \frac{1}{N_{\text{diff}}} \sum_{j=N_l}^{N_u} F_j, \]

\[ F_j = \sum_{i=1}^{j} \text{Tr} \left[ N_i D_i \tilde{\Gamma} \tilde{\mathcal{G}} \right], \]

\[ \tilde{w} = \frac{1}{2N_{\text{unit}}} \text{Tr} \{ \tilde{\mathcal{G}} [\tilde{g}^{-1}, \tilde{x}] \}, \]

with \( N_{\text{diff}} = N_u - N_l + 1 \) and \( \tilde{x} \) given by Eq. (14). Here \( \tilde{F} \) is defined in the system with the open boundary condition at the both edges, \( \tilde{w} \) is defined in the system with the periodic boundary condition. Here, \( \tilde{\mathcal{G}} \) and \( \tilde{g} \) are given by

\[ \tilde{\mathcal{G}} = [D_c + D_{ac}]^{-1}, \]

\[ \tilde{g} = [d_c + d_{ac}]^{-1}, \]

where \( D_{c,ac} \) and \( d_{c,ac} \) satisfy following relations:

\[ 0 = [\tilde{\Gamma}, D_c] = \{ \tilde{\Gamma}, D_{ac} \}, \]

\[ 0 = [\tilde{\Gamma}, d_c] = \{ \tilde{\Gamma}, d_{ac} \}. \]

Here we assume \( D_c + D_{ac}, D_c, d_c + d_{ac} \) and \( d_c \) are regular matrices and its matrix elements are short range in a real space basis. For example, Eq. (18) with \( z \tilde{F}(z) = \tilde{F} \) and \( \tilde{w}(z) = \tilde{w} \) is reproduced by setting

\[ D_c = z - \Sigma_c(z), \]

\[ D_{ac} = - H - \Sigma_{ac}(z). \]

Then Eq. (B3) can be written as

\[ F_j = \sum_{i=1}^{j} \text{Tr} \left\{ N_i D_i \tilde{\Gamma} [D_c + D_{ac}]^{-1} \right\} \]

\[ = \sum_{i=1}^{j} \text{Tr} \left\{ N_i \tilde{\Gamma} [1 + D_{ac} D_c^{-1}]^{-1} \right\}. \]

\[ [1 + D_{ac} D_c^{-1}]^{-1} \] in Eq. (B11) is similar to \( (z - H)^{-1} \) where \( H \) is replaced by \( D_{ac} D_c^{-1} \). Recognizing this correspondence and then following the Daido and Yanase’s paper [14], we can prove the generalized SBBC.

**Appendix C: \( V_\mu \) and \( \mu \) dependence of \( \bar{w}(z) \) and \( z\tilde{F}(z) \)**

For Kitaev chain with impurity potential

\[ \text{FIG. 9. Real part of } \bar{w}(z) \text{ [(a) and (b)] and } |\bar{w}(z) - z\tilde{F}(z)| \text{ [(c) and (d)] are plotted as functions of } \mu \text{ and } V_\mu \text{ for } \Delta/t = 0.1 \text{ and } N_{\text{unit}} = 10^5, z/t = 10^{-4}i \text{ for (a) and (c) and } z/t = 10^{-1}i \text{ for (b) and (d). Green curve indicates the phase boundary. Imaginary part of } \bar{w}(z) \text{ with purely imaginary } z \text{ is zero.} \]

We show \( \bar{w}(z) \) for the Kitaev chain in Figs. 9(a) and (b) for two values of \( z \) \([\Delta/t = 10^{-4}i \text{ for Fig. 9(a) and } 10^{-1}i \text{ for (b)}]\). A green curve is the phase boundary between the topologically nontrivial and the gapless phase determined by a transfer matrix method [31] [see also Fig. 3]. For the small value of \( z \) [Fig. 9(a)], \( \bar{w}(z) \) becomes almost \(-1\) in the topologically nontrivial phase since \( \bar{w}(z) \) becomes the winding number \( W \) for \( z \to 0 \) in this phase. On the other hand, \( \bar{w}(z) \) is almost zero in other phases. For a larger value of \( z \) [Fig. 9(b)], \( \bar{w}(z) \) in the topologically nontrivial phase is larger than \(-1\) but the value is still smaller than that in the other phases.

The difference between \( \bar{w}(z) \) and \( z\tilde{F}(z) \) is shown in Figs. 9(c) and (d). This difference is basically small in the entire region but is a bit larger close to the topological transition point for small value of \( z \) [Fig. 9(c)]. The difference becomes smaller when the larger system size is taken.
Appendix D: Energy gap and DOS for Kitaev chain with impurity potential

![Graphs showing energy gap and DOS for Kitaev chain with impurity potential](image)

**FIG. 10.** (a) Energy gap at Fermi energy normalized by $2\Delta$ is plotted as functions of $V_{\mu}$ and $\mu$ estimated from the diagonalization of $N_{\text{unit}} = 2000$ with 10 sample average is shown. Green curve is the phase boundary estimated from transfer matrix method [31]. DOS $\rho(E)$ with $\eta/t = 10^{-4}$ for (b) topologically nontrivial phase, (c) topologically trivial phase and (d) gapless phase are plotted as a function of $E$ with $N_{\text{unit}} = 10^8$ calculated by using recursive Green’s function method [32] with [33]. (e) DOS at zero energy $\rho(E = 0)$ with $\eta/t = 10^{-4}$ is plotted as functions of $V_{\mu}$ and $\mu$ with $N_{\text{unit}} = 10^7$. In all graphs, we set $\Delta/t = 0.1$.

In relation to Fig. 3, we show the actual energy gap at Fermi energy in Fig. 10(a) and the DOS for particle part

$$\rho(E) = -\frac{1}{\pi N_{\text{unit}}} \Im \text{Tr} [P \bar{\rho}(E + i\eta)],$$  

(D1)

with $P = \frac{1}{2} \text{diag}(\tau_0 + \tau_3, \tau_0 + \tau_3, \ldots)$ in Fig. 10(b), (c) and (d) for the periodic system. It is noted that the energy gap in the topologically nontrivial phase is determined mainly from the superconducting energy gap $\Delta$ [see also Fig. 10(b)]. On the other hand, in the topologically trivial phase, the energy gap is related to the band top or bottom [see also Fig. 10(c)]. Then, in the topologically nontrivial phase, the energy gap is smaller or equal to $\Delta$ and in the topologically trivial phase, it is mainly determined by $\mu$.

In the gapless phase [Fig. 10(d)], we can confirm there is no energy gap and there is zero energy peak for $\mu/t = 0$, 1, and 2. This zero energy peak is observed close to the phase boundary between the topologically nontrivial phase and the gapless phase [Fig. 10(e)]. The low-energy peak for $V_{\mu} > 0$ might originate from the Majorana fermions in the bulk of the disordered media. Namely, in the presence of the impurity potentials, the one-dimensional chain is effectively separated into segments, and each segment has Majorana edge modes at its edges depending on the parameters. Since these Majorana states show the low-energy peak in DOS, their accumulation results in Fig. 10(d).

Appendix E: Inverse participation ratio for Kitaev chain with impurity potential

We discuss an inverse participation ratio (IPR) in this appendix which characterizes localization length of the wave function. The IPR is

$$I_{\nu} = \frac{\sum_{j=1}^{N_{\text{unit}}} |\psi_{\nu}(j)|^4}{\left[\sum_{j=1}^{N_{\text{unit}}} |\psi_{\nu}(j)|^2\right]^2},$$  

(E1)

where $\psi_{\nu}(j)$ is the eigen vector of the eigen value $E_{\nu}$ of the Hamiltonian with the periodic boundary condition. If $I_{\nu} \rightarrow 0$ for $N_{\text{unit}} \rightarrow \infty$, $\psi_{\nu}(j)$ is delocalized and if $I_{\nu}$ approaches non-zero value, $\psi_{\nu}(j)$ is localized. In Fig. 11(a), we show $I_{\nu}\max = \max(I_{\nu})$ for $V_{\mu} = 0$ for the Kitaev chain with impurity potential. We can see that $I_{\nu}\max$ is zero for $N_{\text{unit}} \rightarrow \infty$. Then all the wave functions are not localized for $V_{\mu} = 0$. In Figs. 11(b) and (c), we show $I_{\nu}\min = \min(I_{\nu})$ for $V_{\mu} > 0$. In all plots, $I_{\nu}\min$ is not zero for $N_{\text{unit}} \rightarrow \infty$. Then we can conclude that in all phases with $V_{\mu} > 0$, all the wave functions are localized.
Appendix F: \( \rho_A(E) - \rho_B(E) \) for SSH model without chemical potential

Analytical expression of the difference of the DOS for the SSH model with \( \mu_A = \mu_B = 0 \) is given by

\[
\rho_A(E) - \rho_B(E) = -\frac{1}{\pi} \text{Im}[w(E + i\eta)/(E + i\eta)],
\]

where \( w(E + i\eta) \) is

\[
\frac{1}{2} \left[ 1 - \frac{|t_1^2 - t_2^2 - (E - i\eta)^2|}{\sqrt{|t_1^2 + t_2^2 - (E + i\eta)^2|^2 - (2t_1t_2)^2}} \right],
\]

with

\[
j(t_1, t_2, z) = \max\{n \in \mathbb{Z} \mid n \leq \tilde{j}(t_1, t_2, z)\},
\]

\[
\tilde{j}(t_1, t_2, z) = \frac{1}{2\pi} (\pi - \arg[t_1 - t_2 - z] + \arg[t_1 + t_2 - z] - \arg[t_1 - t_2 + z] + \arg[t_1 + t_2 + z]).
\]

Appendix G: Local Green's function and in-gap state of SSH model with chemical potential

Here, we discuss the chemical potential dependence of an in-gap state of SSH model without impurity potential. The local Green's function for right semi-infinite system is [13, 48]

\[
G_{(j,A),(j,A)}(z) = \tilde{G}_{j-1}^{-1}(z) - t_j^2 G_\infty(z)^{-1},
\]

\[
G_{(j,B),(j,B)}(z) = [G_\infty(z) - t_j^2 \tilde{G}_{j-1}(z)]^{-1},
\]

with

\[
\tilde{G}_j(z) = \frac{1}{z + \mu_A} \left( \alpha_{j-}^+ \alpha_{j+}^- - \alpha_{j+}^+ \alpha_{j-}^- \right) + \frac{2(z + \mu_A)(z + \mu_B) (\alpha_{j+}^+ - \alpha_{j-}^-)}{2t_j^2 (\alpha_{j-}^+ - \alpha_{j+}^-) + (\alpha_{j+}^+ - \alpha_{j-}^-)^2},
\]

\[
G_\infty(z) = \lim_{n \to \infty} \frac{2(z + \mu_A)(-\alpha_{n-}^+ + \alpha_{n+}^-) - \alpha_{n-}^+ \alpha_{n+}^- + \alpha_{n+}^+ \alpha_{n-}^-}{-\alpha_{n-}^+ \alpha_{n+}^- + \alpha_{n+}^+ \alpha_{n-}^-} = \begin{cases} 
2(z + \mu_A)/\alpha_{n-}^- & |\alpha_{n-}| > |\alpha_{n+}|, \\
2(z + \mu_A)/\alpha_{n+}^- & |\alpha_{n-}| < |\alpha_{n+}|,
\end{cases}
\]

\[
\alpha_{\pm \pm} = \pm t_j^2 - t_j^2 + (z + \mu_A)(z + \mu_B) \pm \sqrt{-4t_j^2t_j^2 + |t_j^2 + t_j^2 - (z + \mu_A)(z + \mu_B)|^2}.
\]

Appendix H: Parameters dependence of \( \tilde{w}(z) \) and \( z\tilde{F}(z) \) for SSH model with chemical potential

We show \( t_2 \) and \( V_{\mu_B} \) dependence of \( \tilde{w}(z) \) and \( z\tilde{F}(z) \) for the SSH model with impurity potential in Fig. [12]. The data supports the SBBC in the disordered SSH model.

In order to gain more insights, let us consider two extreme limits: \( t_1 = 0 \) or \( t_2 = 0 \). In this appendix, we
define $\mu_{l,A(B)} = \mu_{A(B)} + t_1 f_{A(B)}(l)$ for a short-hand notation. First, when $t_1 = 0$, the bond between the intra unit cell vanishes and the surface sites are completely isolated for the open boundary system. The local Green’s function for $l = 1$ is

$$G_{1,1}(z) = \begin{pmatrix} 1 & 0 \\ \left(\frac{z + \mu_{1,A} + t_1}{z + \mu_{1,A}}\right) & \frac{z + \mu_{2,A}}{z + \mu_{1,A}} \end{pmatrix}.$$  \hspace{1cm} (H1)

Also, for $1 < l < N_{\text{unit}}$, the local Green’s function is

$$G_{l,l}(z) = \begin{pmatrix} \frac{z + \mu_{l-1,A} - t_2^l}{z + \mu_{l-1,A}} & 0 \\ \left(\frac{z + \mu_{l+1,A}}{z + \mu_{l,A}}\right) & \frac{z + \mu_{l+1,A}}{z + \mu_{l,A}} \end{pmatrix}.$$  \hspace{1cm} (H2)

Then, $z F_j(z)$ with $j > 1$ is given by

$$z F_j(z) = \sum_{l=1}^{j} \text{Tr}_3 M_l G_{l,l}(z) = 1 - \frac{(z + \mu_{j+1,A})(z + \mu_{j,B})}{(z + \mu_{j+1,A})(z + \mu_{j,A}) - t_2^l},$$  \hspace{1cm} (H3)

with $M_l = \text{diag}(z + \mu_{l,A}, z + \mu_{l,B})$. Here, it is notable that $z F_j(z)$ only depends on $\mu_{j,B}$ and $\mu_{j+1,A}$. Then $\lim_{z \to 0} z F(z) = \lim_{z \to 0} z (F_j(z))_j$ deviates from unity when the chemical potentials are not zero. If $\mu_{j+1,A} \mu_{j,B} / t_2^l \ll 1$ is satisfied, $\lim_{z \to 0} z F(z)$ is approximately unity. It is also notable that when $\mu_{j,A} \neq 0$ or $\mu_{j,B} \neq 0$ are satisfied only for $j < N_l$, $z F(z)$ is unity due to Eq. (H3). In this case, although there is no zero-energy state protected by chiral symmetry since chiral symmetry is broken, $\lim_{z \to 0} z F(z)$ is the nonzero integer.

Next, when $t_2 = 0$, the bond between the unit cells vanishes and open and periodic boundary conditions can not be distinguished. Also, at $t_2 = 0$, we can see $\bar{w}(z) = z \bar{F}(z) = 0$ independent of the values of chemical potentials [see also Fig 12(a)–(d)]. Due to $[\bar{h}, \bar{x}] = 0$ where $\bar{h}$ is the Hamiltonian for the SSH model with the chemical potentials $\mu_A$, $\mu_B$ and impurity potential, we obtain $\bar{w}(z) = 0$. The local Green’s function is

$$G_{l,l}(z) = \begin{pmatrix} z + \mu_{l,A} & t_1 \\ t_1 & z + \mu_{l,B} \end{pmatrix}^{-1} = \frac{1}{(z + \mu_{l,A})(z + \mu_{l,B}) - t_1^l} \begin{pmatrix} z + \mu_{l,B} & -t_1 \\ -t_1 & z + \mu_{l,A} \end{pmatrix}.  \hspace{1cm} (H4)$$

Then $z F_j(z)$ is

$$z F_j(z) = \sum_{l=1}^{j} \text{Tr}_3 M_l G_{l,l}(z) = 0.  \hspace{1cm} (H5)$$

Thus, we obtain $z \bar{F}(z) = z \langle F_j(z) \rangle_j = 0$. (a) Re $\bar{w}(z)$ (b) Re $\bar{w}(z)$ (c) Im $\bar{w}(z)$ (d) Im $\bar{w}(z)$

|Recall $z \bar{w}(z) - z \bar{F}(z)|$ | $z \bar{w}(z) - z \bar{F}(z)|$ |
|---|---|
|0| $2 \times 10^{-2}$ |
|0| $4 \times 10^{-4}$ |

FIG. 12. $\bar{w}(z)$ and $|\bar{w}(z) - z \bar{F}(z)|$ are plotted as functions of $t_2/t_1$ and $V_{\mu_A}$. In (a) and (b), real part of $\bar{w}(z)$ is shown. In (c) and (d), imaginary part of $\bar{w}(z)$ is shown. In (e) and (f), $|\bar{w}(z) - z \bar{F}(z)|$ is shown. $z/t_1 = 10^{-4} i$ for (a), (c) and (e). $z/t_1 = 10^{-4} i$ for (b), (d) and (f). $\mu_A/t_1 = 0.1$, $\mu_B/t_1 = 0.2$, $V_{\mu_B} = 0.8$, and $N_{\text{unit}} = 10^8$. |