Transfer entropy in continuous time, with applications to jump and neural spiking processes
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Transfer entropy has been used to quantify the directed flow of information between source and
and above the history of the outcome of the local transfer entropy [5], represents the log ratio for
addition to that of \( x \) of \( x \) to \( Y \) for a pair of coincident time ordered sequences \((x_0^n, y_0^n)\) where \( x_0^n = (x_0, x_1 \ldots x_n) \) such that the subscript \( n \) is a (discrete) time index, is given by

\[
T^{(k,l)}_{y \rightarrow x}(n) = \ln \frac{P(x_n|x_{n-k}^{n-1}, y_{n-l}^{n-1})}{P(x_n|x_{n-k}^{n-1})} \tag{1}
\]

measured here and throughout in nats, where \( \{k > 0\} \in \mathbb{N}, \{l > 0\} \in \mathbb{N} \). Here, \( \langle \ldots \rangle \) indicates an ensemble average and we use \( P \) to indicate a probability distribution for an implied discrete random variable \( x \). Note that \( T^{(k,l)}_{y \rightarrow x} \), the local transfer entropy [6], represents the log ratio for a given sample \( \{x_{n-k}^{n-1}, y_{n-l}^{n-1}\} \) at time \( n \). Indeed, one may interpret the local quantity as the difference in “surprise” of the outcome \( x_n \) between scenarios where the history of \( x \) is known and where the history of \( y \) is known in addition to that of \( x \). This difference thus characterizes how helpful the history of \( y \) was in predicting \( x_n \) over and above the history of \( x \). Transfer entropy may be suitably extended for continuous random variables \( x \) and \( y \) (in discrete time) by replacing discrete probabilities \( P \) with probability density functions \( p \), with appropriate weighted integrals over \( p(x_n|x_{n-k}^{n-1}, y_{n-l}^{n-1}) \) for the expectation value [7], based on underlying differential entropies [6].

The transfer entropy is a measure of predictive information transfer, not of causal effect [2]. It is particularly useful in describing distributed information processing (where raw causality is not), such as identifying emergent dynamic structures (i.e., gliders) in cellular automata [8], cascading information waves in swarms [8], and information carrying signal properties in biochemical pathways [8].

Indeed, transfer entropy has proven particularly popular in computational neuroscience for characterizing neural information flows, with applications such as inferring effective neural information networks underpinning cognitive tasks and their variation [9], across data modalities including magnetoencephalography (MEG) [10,11], electroencephalography (EEG) [12,13], and functional magnetic resonance imaging (fMRI) [21,22]. Applications to spike train data have been less abundant, however. This is because in considering neural spiking data, and many other processes ubiquitous in fields ranging from physics to economics and beyond, we do not have a discretized time basis, but instead have events which occur at an arbitrary resolution in continuous time. How should one rigorously compute the transfer entropy for such data sets? Previous approaches have attempted to apply the discrete time formalism to such systems in a number of ways, for example, in examining the information between most recent events in an economic setting [23], or in discretizing time (i.e., time binning) for spiking neural processes [23,27]. Such approaches necessarily recast the dynamics in order to make empirical approxima-
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time points) in Sect. III, and specialize this solution for
(those which exhibit jumps between states at continuous
time cannot detect interactions (including feedback)
below the resolution of the discretization. Choosing a
fine discretization (e.g. to ensure only one event occurs in
any bin, requiring, for example in neural spike processes,
bin sizes of ms order or less) to counter this, however,
leads to the temporal history either being seriously un-
dersampled or simply ignored. While it may be possible
to optimize such trade-offs for a time discretization (e.g.
 ), one cannot simultaneously avoid all of these issues
in general.
Instead, we argue that optimal treatment of informa-
tion flow in these processes (such as neural spike trains)
first requires a distinct theoretical understanding of the
nature of transfer entropy in continuous time. Such an
approach requires rethinking the idea that transfer en-
tropy is a quantity that is defined at an instant in time
for which there are local versions, but rather considers
transfer entropy as a quantity that is accumulated over
a finite time interval with an associated instantaneous
transfer entropy rate. The transfer entropy accumulated
over a time interval is the average of an individual fluc-
tuating quantity along a single path realization which we
call the pathwise transfer entropy. The pathwise transfer
entropy for a given realization is not guaranteed to be
smooth meaning that even where an (average) transfer
entropy rate exists, the notion of a local transfer entropy
rate, at a given instant of an individual realization, may
not generally be well defined.

We begin by presenting how the transfer entropy
should be reconsidered in continuous time (Sect. III)
wherein we present our central quantities, the transfer
entropy rate and pathwise transfer entropy, which, in or-
der to be expressed generally require a measure-theoretic
formulation. We then apply this formalism, offering ana-
lytic forms for our central quantities, for jump processes
(those which exhibit jumps between states at continuous
time points) in Sect. III and specialize this solution for
neural spike trains, or more broadly point processes, in
Sect. IV. Next, we apply our solution for transfer entropy
for spike trains to a number of scenarios in Sect. V in
order to highlight the properties of the approach and how
results should be interpreted. Our results imply a sim-
ple empirical form for the transfer entropy rate for spike
trains, summing – at each target spike only – the log
ratio of history-dependent spike rates, with and without
knowledge of the source. We expect these results to have
significant influence on the measurement of information
transfer in data sets from point processes, for example,
broadening the already wide application of transfer en-
tropy in computational neuroscience to spike train data

II. TRANSFER ENTROPY IN CONTINUOUS
TIME

A. Measure-theoretic transfer entropy

In this section, we establish a generalized form for the
transfer entropy in terms of relationships between prob-
ability measures on arbitrary stochastic processes. To
do so, we utilize measure-theoretic approaches, an oft-
quoted rationale for which is to unify the ad hoc methods
which exist for discrete and continuous random variables
and, under one framework, allow for the discussion of
random variables for which probability mass functions
or densities cannot be readily formulated. For instance,
these could be combinations of discrete and continuous
random variables or more sophisticated quantities such
as random fields. While only a generalization in discrete
time, this will be essential when we come to consider
continuous time, where the complete behaviour of some
process evolving in time is described by an uncountably
infinite number of points, and so any formalism must be
able to manage quantities which capture the whole pro-
cess such as random functions.

Our first observation is that we can generalize eq. II
by recognizing it as the expectation of the logarithm
of the Radon-Nikodym derivative of a given conditional
probability measure with respect to a distinct, but equiv-
alent conditional probability measure (as observed in
 ). We point out that the Radon-Nikodym derivative
serves as the density of a measure with respect to another
and can function as a generalized Jacobian, changing be-
tween those measures under an integral, analogously to
a normal derivative. Heuristically, therefore, one may
consider it to be the ratio of the probabilities assigned
to a set in the relevant limit of that set size. For in-
stance, in discrete time processes that concern finite state
spaces it can be considered as the ratio of two different
probabilities of a given event and for continuous state
spaces it is the ratio of probability density functions. In
discrete time, this leads us to the following definition:

1 Employing a fine discretization will lead to values for \( k \) in \( x^n_{n-k} \)
becoming impractically large since, for example, the temporal
structure in spike trains is often tens or even several hundred ms
long [23, 24], or indeed scale-free for critical dynamics [23, 24].

2 Equivalent measures are those which are absolutely continuous
with respect to the other such that each agree on which sets of
events have probability zero.
Definition 1. Given two stochastic processes \( \{x_t\}_{t \in T} \) and \( \{y_t\}_{t \in T} \) adapted to the underlying filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in T}, P)\), indexed by the set of consecutive integers \( T \subseteq \mathbb{Z} \), the transfer entropy is the expectation of the logarithm of the Radon-Nikodym derivative between two equivalent measures on the random variable \( x_n \) taking values in a measurable state space \( (\Sigma_x, \mathcal{X}) \), which are regular conditional probabilities given two related conditions:

\[
T^{(k, l)}_{y \to x}[n] = \mathbb{E}_P \left[ \ln \frac{dP_n(x_n|x_{n-k}^{-1}, y_{n-1}^{-1})}{dP_n(x_n|x_{n-k}^{-1})} \right] = \int_{\Omega} \ln \frac{dP_n(x_n|x_{n-k}^{-1}, y_{n-1}^{-1})}{dP_n(x_n|x_{n-k}^{-1})}(\omega)dP(\omega).
\]

The extended notion of a local transfer entropy is analogously defined as

\[
T^{(k, l)}_{y \to x}(x_n, x_{n-k}^{-1}, y_{n-1}) = \ln \frac{dP_n(x_n|x_{n-k}^{-1}, y_{n-1})}{dP_n(x_n|x_{n-k}^{-1})},
\]

With this notation for the transfer entropy, in contrast to Eq. (2), we introduce and emphasize the concept that this is the transfer entropy associated with, or accumulated over, the interval \( n - 1 \) to \( n \) indicated by the \( |n-1| \) notation (see further discussion in Sect. II C). We may generalize this over longer intervals, in this instance \( n - 1 \) to \( n + m \), by writing:

\[
T^{(k, l)}_{y \to x}[n+m] = \sum_{i=0}^{m} T^{(k, l)}_{y \to x}(x_{n+i}, x_{n-k+i}^{-1}, y_{n-i}^{-1}) + 1, \quad T^{(k, l)}_{y \to x}[n+1+m] = \mathbb{E}_P \left[ T^{(k, l)}_{y \to x}(x_{n+m}, x_{n-k}^{-1}, y_{n-i}^{-1}) \right].
\]

For a stationary process this last line would be equal to \( (m+1)T^{(k, l)}_{y \to x}[n] \). Explicitly, for Eq. (3), in the special case that \( x_n \) is a single discrete variable the integral w.r.t. the measure reduces to \( (k+l+1) \) summations and the \( dP_n \) can be directly considered as probabilities [c.f. eq. (1)]. Similarly, in the case that \( x_n \) is continuous the integral w.r.t. the measure reduces to \( (k+l+1) \) integrals over a probability density w.r.t. \( x_{n-k}^{-1} \) and \( y_{n-i}^{-1} \) and the contents of the logarithm can, in entirety, be considered as the ratio between two probability densities.

In formalizing Definition 1 and other quantities, we shall make use of the following. We consider \( x \) and \( y \), taking values in the measurable state spaces \( (\Sigma_x, \mathcal{X}) \) and \( (\Sigma_y, \mathcal{Y}) \) to be stochastic processes \( \{x_t\}_{t \in T} \) and \( \{y_t\}_{t \in T} \) adapted to the filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in T}, P)\) with samples \( \omega \in \Omega \) such that \( x : T \times \Omega \rightarrow \Sigma_x \). We assert the existence of the suitable measurable space \( (\Omega_x, \mathcal{F}_x) \), where \( \Omega_x \subseteq (\Sigma_x)^T \) such that samples are random functions, or paths, \( x_T = x(\cdot, \omega) \), i.e. \( x_T : \Omega \rightarrow \Omega_x \). Similarly \( (\Omega_y, \mathcal{F}_y) \) is the suitable measurable space for samples \( y_T = y(\cdot, \omega) \). We equip these path spaces with a family of probability measures, denoted \( P_{\Omega_x}^{(t, i)} \), \( P_{\Omega_y}^{(t, i)} \) (which we call natural measures), derived from the canonical (pushforward) measures, or laws, \( P_{\Omega_x} \) and \( P_{\Omega_y} \) induced on \( x_T \) and \( y_T \). These canonical measures are the marginal measures of the probability space \((\Omega_x, \mathcal{F}_x, P_{\Omega_x}^{(t, i)}) \equiv (\Omega \times \Omega_x, \mathcal{F}_x \otimes \mathcal{F}_y, P_{\Omega_x} \otimes P_{\Omega_y}) \) induced on \( \omega(\cdot, \cdot) \equiv (x(\cdot, \cdot), y(\cdot, \cdot)) \). To recover and generalize the original definition of the transfer entropy in discrete time where \( T \subseteq \mathbb{Z} \) we consider the probability space \( (\Sigma_x, \mathcal{X}, P_n) \) induced on the single random variable \( x_n = x(n, \omega) \) such that we also recognize \( x_n^{-1} = x_{n-k}^{-1}(\omega) \). By insisting that \( T \subseteq \{n - \max(k, l), \ldots, n\} \) we create the measures in Eq. (3) in the manner of regular conditional probabilities [37, 38]. Given these measures we define the transfer entropy (in discrete time) as the expectation in Eq. (3).

B. Continuous time formalism

To define such a quantity in continuous time we recognize that eq. (11) represents a rate of a transfer of information per discretized time step [38]. Consequently, without such a fundamental temporal discretization we must initially define a transfer entropy rate in Proposition 1 (see also [39–42]). We emphasize that this naturally leads to integrated quantities, in the form of functionals of realized paths, which we introduce subsequently (Proposition 2).

Proposition 1. In continuous time such that we have stochastic processes \( \{x_t\}_{t \in T} \) and \( \{y_t\}_{t \in T} \), indexed by the connected subset \( T \subseteq \mathbb{R} \), we must consider the transfer entropy rate which, analogously to Eq. (4), is given by

\[
T^{(x,y)}_{y \to x}(t) = \lim_{dt \to 0} \frac{1}{dt} \mathbb{E}_P \left[ \ln \frac{dP_{t+dt}(x_{t+dt}, y_{t+dt})}{dP_t(x_t, y_t)} \right] = \lim_{dt \to 0} \frac{1}{dt} \int_{\Omega} \ln \frac{dP_{t+dt}(x_{t+dt}, y_{t+dt})}{dP_t(x_t, y_t)}(\omega)dP(\omega).
\]

The above uses notation convention […] to indicate that arguments include path functions which we write using the notation \( x_{t_0} = \{x(t', \omega) : t_0 \leq t' < t\} \) and

\footnote{We understand \( P_n(x_n \in A|x_{n-k}^{-1}) = P(x_{n-k}^{-1}(A) | x_{n-k}^{-1}) \) = \( P(\cdot ; x_n \in A) \) \( F_{\mathcal{F}_x}(x_{n-k}^{-1}) \) = \( E_P[1_A(x_n) | x_{n-k}^{-1}] \subseteq \mathcal{F}_{\mathcal{F}_x} \) where \( 1_A \) is the indicator function on \( A \) such that it satisfies \( E_P[1_B(x_{n-k}^{-1})P_n(x_n \in A|x_{n-k}^{-1})] = P(\cdot ; x_n \in A \cap x_{n-k}^{-1}) \subseteq \mathcal{B} \), \( \forall B \in \sigma(x_{n-k}^{-1}) \) where \( \sigma(G) \) denotes the sub-\( \sigma \)-algebra of \( \mathcal{F} \) generated by \( G \).}
\(x_t = x(t, \omega)\), where \(t' \in \mathbb{T} \subseteq \mathbb{R}\). The conditional measures are constructed in the manner of regular conditional probabilities analogously to the discrete time case, but now conditional on previous path functions. Expanding on eq. (7) in Proposition 1 we require \(\mathbb{T} \supseteq [t - \max(s, r), t + dt]\) and introduce the variables \(\{s > 0\} \in \mathbb{R}, \{r > 0\} \in \mathbb{R}\) which play the role of \(k\) and \(l\) in discrete time tuning how much previous history to use in the calculation. When they are omitted it is to be understood that it indicates the limit \(s \to \infty\) and \(r \to \infty\). We point out that Markovian dynamics are captured by the limit \(s \searrow 0, r \searrow 0\) (i.e. not \(s = 0, r = 0\)). We emphasize, in these forms, Eqs. (3) and (7) allow for a very general application of transfer entropy rate, valid for stationary processes. The identification of such stochastic processes. The identification of such integrated versions of the transfer entropy which characterize the information transfer over finite time intervals through the use of probability measures on realizations of the stochastic processes. The identification of such integrated, or pathwise, quantities \([42]\) is generalized in our current formalism to read as follows:

**Definition 2.** By assuming the existence of unique measures, \(P^{(s,r)}_{X|Y}\) and \(P^{(s)}_X\), on a suitable path space for realizations of the stochastic process, \(x_t\), we introduce the pathwise transfer entropy

\[
\mathcal{T}^{(s,r)}_{y \to x}[x_{t_0}^t, y_{t_0}^t] = \ln \frac{dP^{(s,r)}_{X|Y}[x_{t_0}^t | x_{t_0}^{t_0-s}, y_{t_0}^{t_0-r}]}{dP^{(s)}_X[x_{t_0}^{t_0-s} | x_{t_0}^{t_0}]}.
\]

Equation (8) is a functional, mapping path functions of \(x, y\) into \(\mathbb{R}\) (\(\mathcal{T}^{(s,r)}_{y \to x} : \Omega_T^x \to \mathbb{R}\)), designed to capture the information dynamics of individual realizations (path functions) of the stochastic processes where the measures are defined as those which satisfy the following property

\[
\mathcal{T}^{(s,r)}_{y \to x}\Big|_{t_0}^t = \int_{t_0}^t \mathcal{T}^{(s,r)}_{y \to x}(t') dt' = \mathbb{E}_P \left[ \mathcal{T}^{(s,r)}_{y \to x}[x_{t_0}^{t_0-s}, y_{t_0}^{t_0-r}] \right].
\]

This should be interpreted as the continuous time generalization of Eqs. (3)–(5). The contents of Eq. (5) should be considered to be the total transfer entropy accumulated, or transferred, on the interval \([t_0, t]\).

We emphasize that this quantity is the expectation of the pathwise transfer entropy on the same time interval. This idea very closely resembles the concepts involved in modern treatments of entropy production, heat, work, etc., within formalisms such as stochastic thermodynamics \([43, 45]\).

This leads to a dual definition of the transfer entropy rate, valid for stationary processes.

\[
\mathcal{T}^{(s,r,\Delta)}_{y \to x}(t) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \mathcal{T}^{(s,r)}_{y \to x}[x_{t_0}^{t_0+\Delta t}, y_{t_0}^{t_0+\Delta t}].
\]

**Corollary 1.** For stationary processes, such that \(\mathcal{T}^{(s,r)}_{y \to x}\) is constant, Eq. (9) implies

\[
\mathcal{T}^{(s,r)}_{y \to x} = \frac{1}{(t - t_0)} E_P \left[ \ln \frac{dP^{(s,r)}_{X|Y}[x_{t_0}^t | x_{t_0}^{t_0-s}, y_{t_0}^{t_0-r}]}{dP^{(s)}_X[x_{t_0}^{t_0-s} | x_{t_0}^{t_0}]} \right].
\]

The natural measures \(P^{(s)}_X\) and \(P^{(s,r)}_{X|Y}\) are those which jointly satisfy Eqs. (7), (8), and (9) and also, along with an appropriate choice of path space, lead to the correct path properties in \(x\) and may be understood as appropriate regular conditional probabilities of the measures \(P^{(s)}_X\) and \(P^{(s,r)}_{X|Y}\) on \((\Omega_T^x, \mathcal{F}_T^x)\). Identification of such measures will be implementation specific, but to satisfy the above we may state certain conditions on the finite dimensional distributions of the measures outlined in Appendix [A].

We note that in the limit \(s \to \infty\) we recover the canonical pushforward measure

\[
\lim_{s \to \infty} P^{(s)}_X[x_T \in A] = P_Y^T[x_T \in A].
\]

However, we emphasize

\[
\lim_{s \to \infty} P^{(s,r)}_{X|Y}[x_T \in A | \{y_T\}] \neq P^{(s)}_X | Y[x_T \in A | y_T],
\]

where the latter quantity is a conditional probability measure in the usual sense, i.e., the structure of \(P^{(s,r)}_{X|Y}\) [see also eq. (12)] does not result in the standard definition of conditioning upon \(y_T\) because no details of the distributions of \(y\) are included in its construction. We denote this distinction with the use of \([\ldots]\). This may be simultaneously thought of as the assumption that \(y\) does not depend on \(x\) or a recasting of the conditional dynamics into time inhomogeneous (non-stationary) dynamics parametrized by \(y\). The distinction is most clearly described for a discrete time \((\mathbb{Z} \supseteq \mathbb{T} = [0, n])\) joint Markov process on a finite state space where one has

\[
P^{(s)}_{X|Y}(x^n_0, y^n_0) = P^{(s)}_{XY}(x^n_0, y^n_0) / P^{(s)}_{Y}(y^n_0) = P_0(x_0|y_0) \prod_{i=1}^n P_i(x_i, y_i|x_{i-1}, y_{i-1}) / P_i(y_i|y_{i-1})\]

whereas

\[
P^{(s)}_{X|Y}(x^n_0|y^n_0) = P_0(x_0|y_0) \prod_{i=1}^n P_i(x_i|x_{i-1}, y_{i-1}).
\]

The two expressions are only equivalent when

\[
P_i(x_i|x_{i-1}, y_{i-1}) = P_i(x_i, y_i|x_{i-1}, y_{i-1}) / P_i(y_i|y_{i-1})
\]

which only happens in any generality when \(y\) is independent of \(x\) such that

\[
P_i(x_i|x_{i-1}, y_{i-1}) = P_i(x_i|x_{i-1}, y_{i-1}) P_i(y_i|y_{i-1})\] and

\[
P_i(y_i|y_{i-1}) = P_i(y_i|y_{i-1})\]

and the transitions in \(x\) and \(y\) are not correlated such that

\[
P_i(x_i|x_{i-1}, y_{i-1}) = P_i(x_i|x_{i-1}, y_{i-1}).\]

It cannot be overstated that \(P^{(s)}_{X|Y}\) and \(P^{(s,r)}_{X|Y}\) are distinct probability measures on \((\Omega_T^x, \mathcal{F}_T^x)\).

We also note that the approach for transfer entropy as a log-likelihood ratio for discrete time real-valued processes in [40] is a special case of the general formalism for the pathwise transfer entropy in continuous time.
Recent developments have discussed the importance of local transfer entropy that is associated with individual transitions [c.f. eq. (2)]. We emphasize that the information dynamics of individual realizations here is captured by the pathwise transfer entropy and that any attempt to define a local transfer entropy rate may not be well defined. This is because the logarithm of the relevant Radon-Nikodym derivative may be non-differentiable and indeed may even be nowhere differentiable leading us to assert that a local transfer entropy rate may not exist.

**Proposition 2.** A local or pointwise transfer entropy rate defined as

$$T_{y 	o x}^{(s,r)}(t) = \lim_{dt \to 0} \frac{1}{dt} \ln \frac{\mathcal{P}_{t+dt}[x_{t+dt}|x_{t-s}, y_{t-r}]}{\mathcal{P}_{t+dt}[x_{t+dt}|x_{t-s}]}$$

cannot be guaranteed to exist.

We finish by noting that all of the measure-theoretic and continuous time formalisms presented here are trivially extendible to conditioning on another source, or set of sources, to provide forms for the conditional transfer entropy [5, 47, 48].

**C. Implications for empirical work based on time discretization**

The overwhelming majority of the applications of transfer entropy in the literature concern empirical data from some real world process. Such underlying processes, despite being in continuous time, are often, in practice, sampled at a finite rate. Our main observation is the following:

$$T_{y 	o x}^s(t) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} T_{y 	o x}^{(k,l)}(t - \Delta t),$$

in line with eq. [3].

Typical empirical assumptions and their implications are captured by the following:

**Remark 1.** We recover an approximation to the quantities in this formalism given a discretization of a continuous time process by recognizing, due to the linearity of the expectation operator,

$$T_{y 	o x}^s(t) = \lim_{\Delta t \to 0} \mathbb{E}_P \left[ \sum_{i = [t_0/\Delta t] + 1}^{[t/\Delta t]} \ln \frac{\mathcal{P}_{i+\Delta t}[x_{i+\Delta t}|x_{i-k\Delta t}, y_{i-l\Delta t}]}{\mathcal{P}_{i}[x_{i}|x_{i-k\Delta t}]} \right]$$

where this limit exists, such that the relevant path measures are convergent in such a procedure, and where $\Delta t$ defines the discretization scheme.

Consequently the transfer entropy rate, given discretization of a continuous time process, would be approximated by

$$T_{y 	o x}^s(t) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} T_{y 	o x}^{(k,l)}(t - \Delta t),$$

in line with eq. [3].

**Remark 2.** When the process is both stationary and self averaging (ergodic), the transfer entropy rate would be estimated, in practice, by approximating the following limit:

$$T_{y 	o x}^s(t) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \sum_{i = [t_0/\Delta t] + 1}^{[t/\Delta t]} \ln \frac{\mathcal{P}_{i+\Delta t}[x_{i+\Delta t}|x_{i-k\Delta t}, y_{i-l\Delta t}]}{\mathcal{P}_{i}[x_{i}|x_{i-k\Delta t}]}$$

with $n - 1 = [t_0/\Delta t]$, $n + m = [t/\Delta t]$, $k = [s/\Delta t] + 1$, $l = [r/\Delta t] + 1$, and where $T_{y 	o x}^{(k,l)}$ is accumulated over $m + 1$ time steps as per eq. [3].

Eq. (14) is consistent with the idea that one could, in principle, treat transfer entropy in continuous time as the limit of a discrete time transfer entropy and thus eq. (7) as a discrete time transfer entropy rate as per eq. (15). We note, however, that the leading $\Delta t^{-1}$ term
in eq. \cite{15} has generally been overlooked (e.g. in \cite{24}, where $T_{y_{i-1}x}^{(k,l)} [\Delta t]$ is computed for small $\Delta t$, but without the limit and the $\Delta t^{-1}$ term). This suggests that, where the limiting rate exists, a necessary condition for the appropriateness of the time-scale $\Delta t$ for a discrete time transfer entropy (in terms of capturing the time-scale of interactions, and not being undersampled) is that it must scale with $\Delta t$ in this vicinity. We know for example that a limiting rate exists for linearly coupled Gaussian processes (with Wiener noise) in continuous time, where the Granger causality (proportional to transfer entropy for such processes \cite{50}) is linearly proportional to $\Delta t$ as $\Delta t \to 0$ \cite{41, 51}.

Furthermore, the above highlights a subtle distinction between transfer entropy as a statistic associated with a single instant in time as is common in the literature, and our interpretation which insists, even in discrete time, that transfer entropy can only ever be associated with an accumulation over a finite time interval even if that interval is simply one time step. In contrast it is the transfer entropy rate that exists for instances in time. In other words, in discrete time, if each time step is considered to take a value of one, but is otherwise dimensionless, we have $T_{y_{i-1}x}^{(k,l)} (n) = T_{y_{i-1}x}^{(k,l)} n_{i-1} = \Delta_n T_{y_{i-1}x}^{(k,l)} (n)$ (where $\Delta_n$ indicates a discrete time derivative on $\mathbb{Z}$ analogous to the usual time derivative on $\mathbb{R}$). However, as soon as one associates some unit or dimension with time one is obliged to distinguish between those quantities in nats (or bits) and those in nats per unit time. If each time step is deemed, still, to take value one, the quantities, while distinct, have the same value, leading to the previously discussed ambiguity. But, application to continuous time shows that in general these notions are distinct and we argue that one should always, in continuous or discrete time, whether time is physical or otherwise, distinguish between accumulated transfer entropies (in nats), which can only exist on a finite time interval, and transfer entropy rates (in nats per unit time).

Finally, we note that the approach in Remark \ref{Remark1} un-avoidably leads to a divergence in the number of bins required to capture path histories which we expect to be seriously limiting in practice.\footnote{We note that for stationary processes, this generalizes to $\lim_{m \to 0} T_{y_{i-1}x}^{(k,l)} n_{i-1} = \text{constant}$, where the simplest state spaces, $\Sigma_x$ and $\Sigma_y$ being binary, the full sample space required for the calculation would be $2^{T_{\text{max}}/\Delta t} + 1$ (see e.g. \cite{24, 25}) in both source and target, at a conservative 1 ms interaction resolution (noting that finer resolution would be more desirable), meaning that a naive discrete implementation would explore a state space of $2^{200+200+1} = 2^{400+1}$ potential configurations. The number of samples and thus the time and memory requirements for estimation scales at least on this order, and therefore becomes impractical.}

or derived, there do exist classes of stochastic processes, in continuous time, where alternative representations exist such that no binning is required. Where real world phenomena can be meaningfully approximated by such stochastic processes we can then dramatically improve this picture. Such processes are the subject of the next section.

### III. JUMP PROCESSES

For the remainder of this paper we now focus specifically on jump processes. These are stochastic processes characterized by intermittent transitions between states in $\Sigma_x$ and where the states are constant in-between these transitions. They can be thought of as a non-Markov, inhomogeneous and possibly non-stationary generalization of compound-Poisson or renewal-reward processes. As such we consider $\Omega_x^T$ to be the space of càdlàg (right continuous with left limits) step functions on $\Sigma_x$ (therefore $F_x^T$ is taken to be the Borel sigma algebra associated with the $J_1$, or Skorokhod, topology on $\Omega_x^T$ \cite{52}). We note that we present a formalism for discrete state spaces, $\Sigma_x$, with the power set $\mathcal{X} = 2^{\Sigma_x}$, which necessarily deal with summations over states, but this is trivially modified for use with continuous state spaces by replacing all sums by the appropriate integrals (or indeed more complicated spaces by an integral w.r.t an appropriate measure). Examples of such systems are ubiquitous, but include financial times series such as equity prices, population dynamics, and spiking neural processes.

Proposition 3. For stochastic processes $\{x_t\}_{t \in T}$, $T \subseteq \mathbb{R}$, whose sample paths are càdlàg step functions which permit description by transition rates $W$ and escape rates $\lambda$, with path $x_t^{x_0}$, captured by the starting configuration $x_0$ at time $t_0$, $N_x$ transitions into states $x_i$ at times $t_i$, up until final time $t$, the pathwise transfer entropy is given by \cite{42}:

$$T_{y \rightarrow x}^{(s,r)} [x_0^t \equiv \{t, x, N_x \}, y_{t_0}^t] = \sum_{i=1}^{N_x} \ln \frac{W[x_i | x_{t_i-}, y_{t_i-}]}{W[x_i | x_{t_i-}, y_{t_i-}]}$$

$$+ \int_{t_0}^t \left( \lambda_x [x_i^{t'-s}] - \lambda_x[y | x_{t'-s}, y_{t'-s}] \right) dt' ,$$

(17)

where $\{t, x, N_x \} \equiv \{t_0, x_0 \}, \ldots, \{t_N, x_N \}$ indicates the set of states and times which, in addition to the final time $t$, defines the path.

Intuitively, the origin of the distinct terms in Eq. (17) may be understood as a summation of terms that correspond to the “surprise” of observing transitions to $x_i$ at times $t_i$ plus the continuous limit of a summation of surprise contributions arising from non-transitioning behavior.

To present the above, we begin by formally defining
our notation. In such systems the quantities which characterize the behavior are transition rates, for which we require those with and without knowledge of the source \( y \). We may construct them, using the probability of the \( F^T \)-measurable event of having a transition in a given interval \([a, b]\) denoted here by \( \mathbb{P}_{[a,b]} \), by writing

\[
W[x'|x'_{t-s}, y'_{t-r}] = \lim_{dt \to 0} \frac{1}{dt} \mathbb{P}_{[t,t+dt]}[x' \in [t, t+dt]|x'_{t-s}, y'_{t-r}],
\]

\[
W[x'|x'_{t-s}] = \lim_{dt \to 0} \frac{1}{dt} \mathbb{P}_{[t,t+dt]}[x' \in [t, t+dt]|x'_{t-s}],
\]

(18)

where the notation \( x' \in [t, t+dt] \) indicates the transition into state \( x = x' \) in the interval \([t, t+dt]\). This naturally leads to the mean escape rates

\[
\lambda_s[x'_{t-s}] = \sum_{x' \neq x_s} W[x'|x'_{t-s}], \tag{19}
\]

\[
\lambda_y[x'|x'_{t-s}, y'_{t-r}] = \sum_{x' \neq x_s} W[x'|x'_{t-s}, y'_{t-r}], \tag{20}
\]

which are the rates of transitioning out of state \( x_t \), given knowledge of the history of \( x \) or both \( x \) and \( y \) and where \( x_s = \lim_{t \to \infty} x(t) \). We have made no assumption about the nature of \( y \), however, if \( y \) is also a jump process on a discrete state space we have \( W[x'|x'_{t-s}, y'_{t-r}] = \sum_{y'} W[x'|x'_{t-s}, y'_{t-r}] \). We note that such processes do not possess an embedded discrete time process such as an embedded Markov chain since we consider non-Markovian potentially non-stationary processes. Again we point out we recover Markovian transition and escape rates in the limit \( s \to 0, r \to 0 \).

In Appendix\ textsuperscript{[12]} we use the above quantities to construct the relevant probability measures of a jump process, \( x'_{t_0} \), running from time \( t' = t_0 \) to time \( t' = t \) that are consistent with the relevant finite dimensional distributions [Eqs. (A11) and (A12)]. We introduce notation such that for a path that consists of \( N_x \) transitions in \( x \), transitions may be labeled by the index \( i \in \{1, \ldots, N_x\} \) so that \( x_i \equiv x_{t_i} \) being the state into which the system transitions at time \( t_i \). We maintain the notation for the initial time, \( t_0 \), and introduce notation for the initial state \( x_{t_0} = x_{t_0} \) to exploit the indexing system as a deliberate abuse of notation to characterize the path up to the first transition. Key results include the identification of the following probability densities (which may be thought of as generalized Janossy densities [53]) w.r.t. the Lebesgue measure on \( \mathbb{R}_{N_x} \), or likelihoods, for a specific path realization arising from measures \( \mathbb{P}^{(s)}_X \) and \( \mathbb{P}^{(s,r)}_X \), respectively,

\[
p^{(s)}_{N_x}[x_{t_0} = \{t, \{t, x\}_{0}^{N_x}\}|x_{t_0-s}] = \prod_{i=1}^{N_x} W[x_i|x_{t_i-s}] \exp \left[ - \int_{t_0}^{t} \lambda_x[x'_{t-s}] dt \right]. \tag{21}
\]

\[
\mathbb{P}^{(s,r)}_{N_x}[x_{t_0} = \{t, \{t, x\}_{0}^{N_x}\}, \{y_{t_0-r}\}] = \prod_{i=1}^{N_x} W[x_i|x_{t_i-s}, y_{t_i-r}] \exp \left[ - \int_{t_0}^{t} \lambda_y[x'_{t-s}, y'_{t-r}] dt \right]. \tag{22}
\]

We note \( \{t, x\}_{0}^{N_x} = \{\{t_0, x_0\}, \ldots, \{t_{N_x}, x_{N_x}\}\} \) such that we can represent any path \( x_{t_0-s} \equiv \{t, \{t, x\}_{0}^{N_x}\} \) and point out that expectations are taken w.r.t. these measures by implementing variants of the following infinite series for \( \mathbb{P}^{(s)}_X \)

\[
\mathbb{E}^{(s)}_X[f[x_{t_0}]] = \int_{\Omega_x} f[x_{t_0}] d\mathbb{P}^{(s)}_X[x_{t_0}] = \sum_{i=0}^{\infty} J_{i}^{(s)}[t, x_{t_0-s}] \tag{23}
\]

where

\[
J_{i}^{(s)}[t, x_{t_0-s}] = \sum_{x_i \in \Sigma_x} \cdots \sum_{x_i \in \Sigma_x} \int_{t_{i-1}}^{t} \int_{t_{i-1}}^{t} dt_i f_i(x_i = \{t, \{t, x\}_{0}^{i}\}) p_i^{(s)}[x_i = \{t, \{t, x\}_{0}^{i}\}|x_{t_{i-1-s}}] \tag{24}
\]

and where

\[
J_{0}^{(s)}[t, x_{t_0-s}] = f_0(x_0 = \{t, \{t_0, x_0\}\}) p_0^{(s)}[x_0 = \{t, \{t_0, x_0\}\}|x_{t_0-s}]. \tag{25}
\]

Here \( f_i \) are the functional forms of \( f \) given \( i \) transitions in \( x \). When \( f[x_{t_0}] = 1 \) we have \( J_{i}^{(s)}[t, x_{t_0-s}] \) equal to the probabilities of having \( i \) transitions on \([t_0, t]\), given \( x_{t_0-s} \), such that \( \sum_{i=0}^{\infty} J_{i}^{(s)}[t, x_{t_0-s}] = 1 \). Explicitly, \( p_i^{(s)} \) is the probability density for a path on \( t' \in [0, t] \) that contains \( i \) transitions, conditional upon the previous path function \( x_{t_0-s} \), where transition rates utilize \( s \) seconds of history dependence. We note that \( p_i^{(s)} \) would also be a density with respect to \( \{x_1, \ldots, x_N\} \) should \( x \) be continuous.

Given such quantities, identified in Appendix\ textsuperscript{[12]} the Radon Nikodym derivative may be identified as the ratio of such probability densities, or log likelihood ratio [57],
and thus the pathwise transfer entropy in eq. (8) as the sum and integral contribution in eq. (17) appearing in Proposition 3.

Explicitly eq. (17), the pathwise transfer entropy, consists of:

1. a continuously varying contribution (associated with the waiting times between transitions), that is interrupted by

2. discontinuous jump contributions arising when a transition in $x$ occurs.

In both cases the terms can be interpreted as arising from differences in surprisal, but from the distinct nontransitioning and transitioning behavior along the path. The implication is that not only can a transition be predicted by the previous behavior in $x$ and $y$, but the absence of a transition can as well.

Examining the pathwise transfer entropy in eq. (17), we can consider analogs to the local or pointwise contributions associated with the usual formalism of transfer entropy [3] by considering the contributions associated with transitions and periods between them. Doing so allows us to consider a local contribution to the transfer entropy associated with a transition $\Delta T_{t}^{(s,r)}(t_i)$ and a local rate of transfer entropy associated with periods in-between transitions $\dot{T}_{nt}^{(s,r)}(t)$ such that

$$ T_{y \rightarrow x}^{(s,r)}[x_{t_0}] = \{ t_i \}, \{ t, x \}_{0}^{N_x}, y_{t_0} \}
= \sum_{i=1}^{N_x} \Delta T_{t}^{(s,r)}(t_i) + \int_{t_0}^{t} \dot{T}_{nt}^{(s,r)}(t') dt', \quad (26) $$

with $\Delta T_{t}^{(s,r)}(t_i)$ and $\dot{T}_{nt}^{(s,r)}(t)$ defined by identification with eq. (17). However, we point out that these two contributions are distinct, and any attempt to produce a single local (pointwise) rate will be rendered divergent because of the discontinuous contributions at the transitions, thus confirming Proposition 2.

Next we consider the (average) transfer entropy rate for jump processes:

**Proposition 4.** The transfer entropy rate for jump processes, as described, is given by the expectation

$$ \dot{T}_{y \rightarrow x}^{(s,r)}(t) = \mathbb{E}_{P} \left[ \left( 1 - \delta_{x, x_i} \right) \ln \frac{W[x_t|x_{t-i-1}, y_{t-i-1}]}{W[x_t|x_{t-i-1}]} \right] \quad (27) $$

where $\delta_{x, x_i}$ is the Kronecker delta function.

Crucially, the expectation of the contribution to the transfer entropy rate associated with non-transitioning behavior vanishes. This arises directly from the property

$$ \mathbb{E}_{P}[\lambda_{x}[y|x_{t-i-1}, y_{t-i-1}]] = \mathbb{E}_{P}[\lambda_{x}[x_{t-i-1}]] = \mathbb{E}_{P}[\lambda_{x}[:]] \quad (28) $$

since each is simply an expression for the mean escape rate in $x$, achieved by averaging over all relevant path histories. This is naturally independent of the details of such histories since each expression is a linear sum of transition rates which can be directly marginalized. Consequently, by exchanging the order of the expectation and integral, we have

$$ \mathbb{E}_{P} \left[ \int_{t_0}^{t} \left( \lambda_{x}[x_{t-i-1}] - \lambda_{x}[y[x_{t-i-1}, y_{t-i-1}]] \right) dt' \right] = 0 \quad (29) $$

and thus $\mathbb{E}_{P}[\dot{T}_{nt}^{(s,r)}(t)] = 0$. As such, there is no net contribution to the expected rate arising from the pathwise transfer entropy associated with waiting times between target transitions. Consequently, the transfer entropy rate is expressible by Eq. (27) in Proposition 4. We point out that such an expectation is computed in a similar manner to Eq. (23) where, in this instance, we have $\mathbb{E}_{P} = \mathbb{E}_{P_{X_{t}}}^{y}$, but with all permutations of transitions in $x$ and $y$ as opposed to just in $x$. For instance, if $f = 1$ we would have $\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \delta_{i,j} = 1$ where $i$ and $j$ are the number of transitions in $x$ and $y$, respectively. We also point out that in each $J_{i,j}$ term the leading $(1 - \delta_{x, x_i})$ manifests as a Dirac delta $\delta(t_i - t)$, where $t_i$ is the $i$th transition in $x$, with units $t^{-1}$, confirming the expression is dimensionally sound.

Again, we compare this to the implied empirical formulation for a self-averaging stationary process which can be expressed through the following:

**Remark 3.** For stationary self averaging processes the transfer entropy rate is equivalent to the implied empirical measurement strategy

$$ \dot{T}_{y \rightarrow x}^{(s,r)} = \lim_{(t-t_0) \rightarrow \infty} \frac{1}{(t-t_0)} \sum_{i=1}^{N_x} \ln \frac{W[x_{t_i}|x_{t_i-s}, y_{t_i-r}]}{W[x_{t_i}|x_{t_i-s}]}. \quad (30) $$

where $N_x$ is the number of transitions in $x$ in the interval $[t_0, t]$.

Crucially we can see that in comparison to eq. (14), no limit in a time discretization parameter is required; Eq. (30) is asymptotically exact as $t \rightarrow \infty$ which may be achieved empirically by simply considering more data. Finally, as per Sect. III all of the formalisms for jump processes are trivially extendible to conditional transfer entropies [3, 17, 18].

**IV. APPLICATION TO SPIKE TRAINS**

Next, we turn our attention to point processes, the most prominent example of which being spike train processes common to neuroscience. These processes are not characterized by transitions between distinct states, but rather consist of path spaces which permit, in model, several non-overlapping and individually indistinguishable events or spikes of zero width which occur in continuous time. As such, the paths are completely described by
the times of such spikes. To apply the preceding formalism, we must consider them as a càdlàg process with the most natural way being to recast them as a non-Markov extension of a Poisson counting process or a generalized modulated renewal process, which in turn may be multi-dimensional. In such a setup, the spike rate is equivalent to the rate of increasing the counting process by one or the transition rate between “state” \( N \) and \( N + 1 \) where \( N \) is the total number of spikes that have occurred. Here, \( N \) is arbitrary and so we insist that any transition rate be independent of \( N \) such that the path dependent spike rate (or conditional intensity function) is

\[
W[t^t \mid x_{t-}^t, x_{t-}^t] = W[N_{t-}^t + 1 | N_{t-}^t] = W[N_{t-}^t + 1 + m | N_{t-}^t + m] \quad \forall m \in \mathbb{N}
\]

(31)

where \( N_{t-}^t + m \) indicates that \( m \) spikes have been uniformly added to the counting process and \( x_{t-}^t \) indicates a spike in \( x \) at time \( t \). Such a process, in state \( N_t \) may only escape into state \( N_t + 1 \) (i.e., not state \( N_t + 2 \) etc.) meaning that we also recognize that

\[
W[N_{t-}^t + 1 + m | N_{t-}^t + m] = \lambda_{x}[N_{t-}^t + m] = \lambda_{x}[x_{t-}^t]
\]

(32)

such that the path dependent spike rates act as both the path dependent transition and escape rates. In the first instance, this simplifies eqs. (21) and (22) (see also \[10, 54–57\]). Returning, for continuity, to an expression of paths, \( x \), we can represent any path containing \( N_x \) spikes starting at time \( t_0 \) as \( x_0^t \equiv (t, \{ t \}^N_0) \) with spike times \( \{ t \}^N_0 \equiv \{ t_0, \ldots, t_N \} \).

By comparison with Eqs. (21) and (24) we then have

**Proposition 5.** For spike train or point processes, the pathwise transfer entropy is given by

\[
T^{(s,r)}_{y \rightarrow x}(t_0^t) = \sum_{i=1}^{N_x} \ln \frac{\lambda_x[y|x_{t_i}^t, y_{t_i}^t]}{\lambda_x[x_{t_i}^t]} + \int_{t_0}^{t} \left( \lambda_x[x_{t'}^t] - \lambda_x[y|x_{t'}^t, y_{t'}^t] \right) dt'.
\]

(33)

**Proposition 6.** For spike train or point processes, the transfer entropy rate is given by the expectation

\[
T^{(s,r)}_{y \rightarrow x}(t) = \mathbb{E}_{\mathcal{P}} \left[ (1 - \delta_{x_{t_i}^t}) \ln \frac{\lambda_x[y|x_{t_i}^t, y_{t_i}^t]}{\lambda_x[x_{t_i}^t]} \right].
\]

(34)

These quantities have the same properties as the more general jump processes case. That is, eq. (33), the path-wise transfer entropy, consists of:

1. a continuously varying contribution (relating to waiting times between spikes), with rate \( T^{(s,r)}_{nt}(t) \); that is interrupted by

2. discontinuous jump contributions, \( T^{(s,r)}_{nt}(t_i) \), when a spike in \( x \) occurs.

Again, this implies that not only can a spike in the target \( x \) be predicted by the previous behavior in \( x \) and \( y \), but the absence of a spike can as well. However, there is no net contribution to the expected rate arising from the pathwise transfer entropy associated with waiting times between target spikes.

The implied empirical formalism in this case, again for stationary self averaging processes, is of the form in Eq. (35) in Remark 4 and thus reads

**Remark 4.** For stationary self averaging point processes the transfer entropy rate is equivalent to the implied empirical measurement strategy

\[
T^{(s,r)}_{y \rightarrow x} = \lim_{(t-t_0) \rightarrow \infty} \frac{1}{N_x} \sum_{i=1}^{N_x} \ln \frac{\lambda_x[y|x_{t_i}^t], y_{t_i}^t]}{\lambda_x[x_{t_i}^t]}
\]

(35)

where \( N_x \) is the number of spikes in \( x \) in the interval \( [t_0, t] \).

At this point we wish to point out that for such continuous time processes the ability to losslessly represent paths \( x_0^t \equiv (t, \{ t \}^N_0) \) points to a strategy for efficient empirical computation, as an alternative to brute force time discretization approaches, to be presented in a companion paper.

The idea that information in spike times relates to an underlying directed relationship has been observed, e.g., in \[58\] and regarding “causal entropy” in \[59, 60\], which indeed computed entropies of (cross) inter-spike intervals. However to our knowledge, this is the first formulation that computes transfer entropy based on lossless representation of entire spike trains (and is thus a dynamic quantity which captures state-updates rather than static correlations of single spike-time relationships). We also note that our formulation would capture information transmission facilitated via either rate or temporal coding \[61\].

We take a moment to point out that in order to describe a genuinely non-parametric statistic such as the transfer entropy, such a formalism must be completely general and so can easily capture the dynamics of frequently used processes for neural modeling. For instance such a formalism can represent a non-stationary Poisson process, \( \lambda_x,[x_{t_i}^t] = \lambda_x(g(t)) \), a modulated renewal process, \( \lambda_x,[x_{t_i}^t] = \lambda_x(g(t), t - t_N) \), where \( g(t) \) is a time varying protocol with the same continuity properties as \( x \), or higher order stochastic processes such as Cox processes through \( \lambda_x[y|x_{t_i}^t, y_{t_i}^t] = \lambda_x(y) \). Indeed, we assume some dependence on another variable in order for the concept of transfer entropy to be relevant. We emphasize, however, that the hidden variables used in the construction of such processes need not be the source used in the calculation of the transfer entropy (i.e., the doubly stochastic variable in a Cox process could be some
hidden variable $z$, for instance). And indeed, such hidden variables (or others) could be trivially conditioned on in all of these formalisms for spiking processes to make the extension to conditional transfer entropies as discussed in Sect. III 

V. EXAMPLES

To highlight the properties of our results we present two examples of spike train processes where, analytically and numerically, respectively, the transfer entropy can be calculated. In these examples, both the target and source are considered to be point processes. We point out that for such spike train processes the transition rate in $x$ where $y$ is known must have some finite non-Markov character dependent on the history of $y$ since otherwise the process maps to the same Markovian Poisson process independently of the knowledge of $y$ giving a transfer entropy of zero. The main challenge for analytical computation is the tractability of computing the coarse grained spike rate $\lambda_x$, since, as mentioned above, the joint process must be non-Markov.

A. Simple analytical example

In our first example, we alleviate such difficulties by defining a process and considering it in the regime where it is feasible to calculate the coarse grained spike rate analytically. To do so, we consider a simple model of neuron spiking. In this model, a source neuron spikes randomly with a refractory period preventing rapid sequential spiking. Source spikes can cause a target neuron, also with a refractory period, to spike with a defined probability within a subsequent time window. We can summarize the process with the following statements:

- Both the source $y$ and target $x$ each have independent refractory periods of duration $\tau^r$ following a spike, during which they cannot spike.

- Outside of its refractory period, the source $y$ is a regular, stationary, and Markovian, Poisson process with rate $\lambda_y$ and is independent of $x$.

- The target $x$ may spike only within a window of $\tau$ seconds duration following a spike in the source $y$. The probability of $x$ spiking in the interval is $a$. This leads to an elevated spike rate in the $\tau$ long interval of $\lambda_{x|y}^e = -\tau^{-1} \log [1 - a]$ since the probability of $x$ not spiking in this window is $e^{-\int_0^\infty \lambda_{x|y}^e dt}$.

- The refractory period $\tau^r$ is longer or equal to the elevated rate period $\tau$, a by-product of which being that the target $x$ may only spike once in the elevated rate period $\tau$.

- The target and source cannot spike simultaneously. Such a property is sometimes called bipartite. This means $\lambda_{x|y}[x_{t-s}^t, y_{t-r}^t] = W[x_{t-s}^t, y_{t-r}^t]$.

- Spike rates $\lambda_{x|y}[x_{t-s}^t, y_{t-r}^t]$, as functions of càdlàg paths $x$ and $y$, are therefore defined at time $t$ with (up to) the left limit values of $x$ and $y$ and so themselves must be càdlàg (left continuous with right limits) when viewed as functions of $t$.

We can summarize the above by representing the transition rates, in the limit $s, r \to \infty$, as $\lambda^e_{x|y}[x_{t-s}^t, y_{t-r}^t]$ and $\lambda_{x|y}[x_{t-s}^t, y_{t-r}^t] = \lambda_{y|x}(t, t^y)$ and $\lambda_{x|y}(t, t^y, t^x)$ where $t^y < t$ and $t^x < t$ are the times of the most recent spikes in the source and target respectively, such that

$$
\lambda_{y|x}(t, t^y) = \begin{cases} 
\lambda_y, & t > t^y + \tau^r \\
0, & t \leq t^y + \tau^r 
\end{cases}
$$

$$
\lambda_{x|y}(t, t^y, t^x) = \begin{cases} 
\lambda_y - \frac{1}{\tau} \log [1 - a], & t^y < t \leq t^y + \tau \\
0, & t > t^x + \tau^r 
\end{cases}
$$

(36)

We then consider this process up to first order in $\lambda_y$. The critical step in computing relevant quantities (the transfer entropy rate and pathwise transfer entropy) is in approximating the coarse grained rate $\lambda_x$. In this regime, it can be shown [see Appendix C for a complete treatment in the $O(\lambda_y)$ regime] that the coarse grained rate, as a function of the single most recent spike in $x$, is given by

$$
\lambda_x(t, t^x = 0) = \begin{cases} 
0, & 0 \leq t < \tau^r \\
(1 - (1 - a)^{t-\tau^r}) \lambda_y, & \tau^r \leq t < \tau^r + \tau \\
(1 - (1 - a)^{t-\tau^r}) \lambda_y + O(\lambda_y^2), & t \geq \tau^r + \tau 
\end{cases}
$$

(37)

We understand that, in this regime, from a perspective without knowledge of $y$, after any given spike the $x$ process appears to be described by a refractory period of duration $\tau^r$ as before, a subsequent period in which the spike rate grows, then a regime from $\tau + \tau^r$ seconds after a spike when it is readily approximated as a Markovian Poisson process with rate $a\lambda_y$. Such a form could then be readily used to calculate the pathwise transfer entropy using Eq. (35).
The variation of the transfer entropy rate is shown in the same form as in Eq. (39), where we see that increasing the prediction of $\lambda_y$, equivalent to considering it to be a Markov Poisson process with rate $a\lambda_y$, introduces an additional term in Appendix C. Crucially, when performing the requisite calculations, this has the effect of permitting us to exclude higher order terms associated with multiple spikes allowing for an even simpler approximation for $\lambda_y$, since the increased likelihood renders each spike less surprising and thus less informative. Further, as $a$ increases, the transfer entropy also increases because the predictability of the event changes with knowledge of $y$ increases since one can be increasingly confident that a spike in $x$ will occur. When $a \to 1$ or $\tau \to 0$, the transfer entropy diverges since in these limits both the uncertainty in the existence of a spike in $x$ or in its timing vanishes.

**B. Numerical example including explicit calculation of pathwise transfer entropy**

In our final example, we consider a slightly more complicated process for which we compute $\lambda_x$ numerically rather than finding a limit where it can be described analytically. This allows for an illuminating graphical illustration of the pathwise transfer entropy along paths in continuous time. Once again the process is assumed to be bipartite and is defined by $\lambda_{x|y}$ and $\lambda_{y|x}$. $\lambda_x$ is then calculated numerically along spike trains (path functions) generated by the process allowing a discussion of the transfer entropy. This numerical procedure is described in Appendix D. The process we consider is given by the spike rates

$$
\lambda_{y|x}[x_{t-s}, y_{t-r}] = \lambda_y \quad \forall \ s, r
$$

$$
\lambda_{x|y}[x_{t-s}, y_{t-r}] = \lambda_{x|y}(t_y) = \lambda_x(t_y) \quad \forall \ s, r \geq t_{cut}
$$

where $t_y^1 = t - t_y^0$ is the time since the last spike in $y$ (where, as before, $t_y^0$ represents the time of the last spike in the relevant path history) and where, again, the system is bipartite such that both $x$ and $y$ cannot spike simultaneously. This process consists of a background rate on the target $\lambda_x^{base}$ which becomes elevated following a source spike in the regime $0 \leq t_y^0 < t_{cut}$. Specifically we choose this elevation to follow a Gaussian form centered on $t_y^0 = t_{cut}/2$ with variance $\sigma^2$. The Gaussian is then truncated and shifted to ensure continuity in the rate function. One can think of this system as a hybrid Cox-renewal process. The reason being, once we consider $y$ to also be a spiking neuron (in this case a Poisson process), $x$ can be thought of as an inhomogeneous Poisson process with rate dependent, exclusively, on the process $y$, and specifically the time since the last spike in $y$ in the manner of a renewal process. In this example we utilize parameter $\lambda_x^{base} = 0.5, m = 5, \sigma = 0.1, t_{cut} = 1$. Two simulated spike trains along with the calculated joint coarse transition rates and annotated resultant pathwise transfer entropy are shown in Fig. 2. Annotations highlight important explanatory features and are commented on below. We note that while the spiking sequences may be considered càdlàg, the spike rates, pathwise transfer entropy, and local components are to be interpreted as càglàd (left continuous with right limits) since they are functionals of the right open intervals $[t_0, t)$ and $(t-1, t)$.

We emphasize that $\tilde{T}_{cut} \neq \tilde{T}_{y \to x}$, the latter being undefined at target spikes and the former being the time derivative of the component which permits description in terms of local rates. We note that discontinuities in all quantities occur at spikes in either $x$ or $y$ depending on the quantity in question, but that discontinuities originating from spikes in $y$ only exist when the previ-
ous spike in $y$ is within $t_{\text{cut}} = 1$ seconds of the spike in question because of the form of the rates in Eq. (39). We point out that in order to produce values for $0 \leq t < 1$, a prior history of an absence of spikes in $y$ and $x$ is assumed on the time interval $[-1, 0)$.

A spike in $x$ during the elevated rate period where knowledge of the source process $y$ is informative in the predictability of $x$ is illustrated at point $A$ and is associated with a discontinuous increase in the pathwise transfer entropy. In contrast including knowledge of $y$ at point $B$ (outside of the elevated rate period) is misinformative and is therefore associated with a discontinuous decrease in the pathwise transfer entropy.

The cluster of target spikes at annotated region $C$ is more nuanced. At first $y$ is informative and so there is a large increase in pathwise transfer entropy with the first spike. However, the contributions associated with subsequent spikes are less significant as the rate function $\lambda_x$ begins to more accurately reflect the elevation in $\lambda_{x|y}$ due to the predactive capability it can derive from the recent spikes in its history. However, these spikes leave $\lambda_x$ elevated even once knowledge of $y$ has predicted the exit from the elevated rate period, and so $y$ is misinformative about the arrival of the final target spike in this region.

Considering instead the continuously varying nonspiking component, there are broadly two distinct situations. Decreases are associated with knowledge of the source suggesting an increase in likelihood of spikes over knowledge of just the target, but with no anticipated spike arriving. This occurs in annotated region $D$, an elevated rate period where no spikes occur. In contrast, when knowledge of the source suggests a lower likelihood of spikes over that arising from knowledge of the target alone, and no spikes occur, the inclusion of $y$ provides a better estimate leading to a positive contribution. This can occur, for this process, when there are no recent spikes in either the source or target, for example, in annotated zone $E$. We expect, for this finite sample, both contributions to approximately cancel because, on average over the ensemble, the non-sporadic contribution must be zero as indicated by Eq. (29). Finally we point out that because the discontinuous and continuous contributions are based on the prediction of opposite behavior (spiking vs. not spiking) whenever $\Delta T_i(t_i) \geq 0$ then $\tilde{\mathcal{T}}_{ne}(t) \leq 0$ and vice versa.

VI. CONCLUSION

In this paper, we have introduced a generalization of the transfer entropy in terms of Radon-Nikodym derivatives between probability measures and an extension to continuous time systems. For a consistent notion of transfer entropy to exist, we have emphasized that we must deal with transfer entropy rates. We have also shown, however, that the notion of a local transfer entropy rate is not generally well defined. The natural solution, therefore, is to deal with integrated quantities which do exist. The implication is clear: transfer entropy should be understood as a dynamical quantity accumulated along evolution of some process. Consequently, the statement “the transfer entropy at time $t$” is not strictly complete, but should be formally associated with a time interval over which it has been accumulated. This interpretation holds in both continuous and discrete time, where in the latter the time interval is usually “one time step” (for which the units are often implicit, ignored, or arbitrary). This places transfer entropy within the same family of physical quantities such as work and heat, for which there are rich accounts of their description as functionals constructed from probability measures of paths. This underlines some of the more modern advances revealing parallels between information-theoretic and thermodynamic quantities, e.g., [42].

In general, there is no obvious way to proceed with an empirical estimate of these transfer entropies for arbitrary continuous time processes aside from the brute force approach of time binning. However, by starting from an appropriate continuous time formulation, we have pointed out that there exist classes of stochastic processes in continuous time where the constituent measures may be directly written with a finite number of variables, allowing us to sidestep time binning and its associated issues. Specifically, we have given forms for the pathwise transfer entropy and mean transfer entropy rate for arbitrary jump processes, which can be readily utilized to model spike train processes. The expression for the pathwise transfer entropy rate consists of two distinct components related to the sum of differences in local surprise associated with the transitioning behavior and an integral resulting from a continuous limit of the summation of such contributions from the non-transitioning behavior. We have also shown that the mean of the contributions arising from non-transitioning behavior must vanish such that the mean transfer entropy rate permits a simple form, promising particularly straightforward computation from empirical data. Such a result promises to be of great utility within computational neuroscience both theoretically and empirically. In future work we will outline an estimation algorithm which can exploit the formalism presented here for spiking or point processes such that it can be applied to empirical spike (or event) timing data. Challenges for such an algorithm center around accurately and efficiently estimating the history-dependent spike rates. We expect such an estimator to be able to sidestep the issues associated with time binning (undersampling, etc.) specifically because our formulation permits a compressed representation of path histories in terms of spike times [i.e., $x_{iA} \equiv \{t, \{iN^x_{t}\}\}$, as per eq. (39)].
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Appendix A: Finite dimensional distributions of natural measures

The natural measures $\mathbb{P}_X^{(s)}$ and $\mathbb{P}_X^{(s,r)}$ which jointly satisfy Eqs. (7), (8), and (9) possess the following structure in their finite dimensional distributions. Given $[t^0, t^n] \subseteq T \subseteq \mathbb{R}$ the (family of) finite dimensional distributions for times $(t^0 < t^1 < \ldots < t^n)$ is a measure on the space $((\Sigma_x)^n, \otimes^n\mathcal{X})$ and satisfies

$$\mathbb{P}_{T^n, (s)} \left( \bigcap_{i=0}^{n} x_{t^i} \in \mathcal{A}_i \right) = \mathbb{P}_0(x_{t^0} \in \mathcal{A}_0) \prod_{i=0}^{n-1} \mathbb{P}_i(x_{t^{i+1}} \in \mathcal{A}_{i+1} \bigcap_{j \geq 0} \bigcap_{t' \in [t^i, t^{i+1}], t} (x_{t'} \in \mathcal{A}_j) ) \quad (A1)$$

along with requisite consistency conditions thus corresponding to and implying the existence of the measure $\mathbb{P}_X^{(s)}$ on a suitably defined path space, $(\Omega_T, \mathcal{F}_T)$, dictating the regularity of the paths if appropriate.\(^8\)

\(^8\) If, for example, $x$ has absolutely continuous sampling paths (driven perhaps by some colored Gaussian noise) with $\Sigma_x = \mathbb{R}$,
understood as a generalization of the usual decomposition of a joint measure or density into conditional measures or densities utilized, for example, in Markov chains, but with the (not necessarily true) assumption, \( P_t(x_t \in A|F_t) = P_t(x_t \in A|x_{t-1}^t) \), i.e., that given knowledge of \( s \) seconds of the processes’ history, further knowledge of previous history does not help in making future predictions. This amounts to a generalization of the usual Markov property \( P_t(x_t \in A|F_t) = P_t(x_t \in A|x_t) \) used in the construction of more familiar entities such as the Chapman Kolmogorov equation. By then asserting \( T \geq [t_0 - \max(s,r), t] \) we define \( P^{(s)}_X|x_{t_0} \in A|x_{t_0-s}^t \) as a measure on the sub-space of functions on \([t_0, t), (\Omega_s, F_s)\), by appealing to regular conditional probabilities of \( P^{(s)}_X|Y \).

Similarly,

\[
\mathbb{P}^{(s,r)}_{X \mid (Y)} \left( \bigcap_{i=0}^{n} x_i \in A_i \right) = \mathbb{P}_0(x_0 \in A_0|y_0^{t_0 - \min(t_0 - \inf T, r)}) \times \prod_{i=0}^{n-1} \mathbb{P}_{t_{i+1}} \left( x_{i+1} \in A_{i+1} \mid \bigcap_{\nu \in [t_i, t_{i+1}], j \geq 0} (x_\nu \in A_j) \cap (y_{t_\nu - \min(t_\nu - \inf T, r)}) \right)
\]

defines the measure \( \mathbb{P}^{(s,r)}_{X \mid (Y)} \) on \((\Omega_s, F_s)\), using the analogous assumption \( \mathbb{P}_t(x_t \in A|F_t) = \mathbb{P}_t(x_t \in A|x_{t-s}^t) \). Again we define \( \mathbb{P}^{(s,r)}_{X \mid (Y)} \) on \((\Omega_s, F_s)\) using regular conditional probabilities of \( \mathbb{P}^{(s,r)}_{X \mid (Y)} \).

### Appendix B: Derivation of pathwise transfer entropy for jump processes

Using the transition and escape rates defined in Sec. III we can construct path probability measures of a jump process, \( x_t^{t_0}, \) running from time \( t' = t_0 \) to time \( t' = t \) that satisfy Eq. (A1). We reiterate that for a path that consists of \( N_x \) transitions in \( x \) such that transitions may be labeled by the index \( i \in \{1, \ldots, N_x\} \), we write the state labels \( x_i \equiv x_{t_i} \) as the state into which the system transitions at time \( t_i \), with \( t_0 \) indicating the initial time, and \( x_0 = x_{t_0} \) the initial state.

Since we can characterize any path by an unbounded, but countable, number of variables in this way we can directly write the probability measure for a given cylinder set. We do this by writing \( x_t^{t_0} \in A^{N_x}_t \) and understand it to mean that the path contains precisely \( N_x \) transitions with \( \{t_1 \in A_1, \ldots, t_{N_x} \in A_{N_x}\} \), \( x_1 \in A_1, \ldots, x_{N_x} \in A_{N_x} \), given initial state \( x_0 \) at starting time \( t_0 \) and where \( A_i \) are connected subsets of \( \mathbb{R} \). For simplicity we assume \( (A_i \cap A_j) = \emptyset, (A_i \cap A_i+1) = \emptyset \forall i \) and \( \inf A_{i+1} > \sup A_i \forall i \).

By recognizing that we can rewrite the rates in Eqs. (18) as \( \lim_{dt \to 0} \int_{[t+dt]} W(x'|x_t^{t_0}) \) we can generalize to an entire path which utilize integrals over finite time intervals by including finite probability measures of having no transition during the appropriate intervals such that

\[
\mathbb{P}^{(s)}_X|x_{t_0} \in A_{N_x}^t | x_{t_0}^{t_0-s} = \int_{A_{N_x}^t} d\mathbb{P}^{(s)}_X|x_{t_0}^{t_0-s} = \sum_{x_1 \in A_1} \ldots \sum_{x_{N_x} \in A_{N_x}} \int_{A_1} \ldots \int_{A_{N_x}} d\mathbb{P}^{(s)}_X|x_{t_0}^{t_0-s} \mathbb{P}^{(s)}_X|x_{t'} = x_i \forall t' \in [t_{i-1}, t_i] \mathbb{P}^{(s)}_X|x_{t'} = x_{N_x} \forall t' \in [t_{N_x}, t],
\]

where the (finite) probability measures, \( \mathbb{P}^{(s)} \), implicitly depend on \( s \) seconds of prior history at all times. We may identify the form of \( \mathbb{P}^{(s)} \) by recognizing that we must have

\[
d\mathbb{P}^{(s)}_X|x_{t'} = x \forall t' \in [t_j-1, t_j] = -\lambda_x[x_{t_{j-1}}] \mathbb{P}^{(s)}_X|x_{t'} = x \forall t' \in [t_{j-1}, t_j]
\]

\( \Omega_t^x \) would be the space of continuous functions, \( C(T, \mathbb{R}) \), with \( F_t^x \) being the Borel sigma algebra associated with the uniform topology on \( C(T, \mathbb{R}) \) such that \( \mathbb{P}^{(s)}_X \), given the appropriate Gaussian forms for \( \mathbb{P}^{(s)}_t \), would be the continuous version of the extension of Eq. (A1).
which has solution
\[ P(s)[x_{t'} = x_j \forall t' \in [t_{j-1}, t_j)] = \exp \left[ - \int_{t_{j-1}}^{t_j} \lambda_x[x_{t'-s}]dt' \right] \]  \hspace{1cm} (B3)

given boundary condition \( P(s)[x_{t'} = x_j \forall t' \in [t_{j-1}, t_j)] = 1 \) for \( \lim_{t_j \to t_{j-1}} \). We point out that for consistency we have \( P(s)[x_{t'} = x_j \forall t' \in [t_{j-1}, t_j)] = p_0(s)[x_{t_j}] \equiv \{ t_j, \{ t_j, \{ t_{j-1}, x_{t_{j-1}} \} \}, \ldots, x_{t_{j-s}} \} \). Alternatively, and perhaps more intuitively, we see that such a form agrees with the limit of a time discretization where the probability of not transitioning is considered at every time step viz.,
\[ P(s)[x_{t'} = x_j \forall t' \in [t_{j-1}, t_j)] = \lim_{dt \to 0} \prod_{i=t_{j-1}}^{t_j} \left( 1 - \lambda_x[x_{idt-s}]dt \right) \]
\[ = \exp \left[ - \int_{t_{j-1}}^{t_j} \lambda_x[x_{t'-s}]dt' \right] + O(dt^2) \]  \hspace{1cm} (B4)

where we simplify by recognizing the form of the Taylor series of the exponential to first order in \( dt \). Consequently we may write
\[ \mathbb{P}_X^s[x_{t_0} \in A_{x,s}^N | x_{t_0}^{t_0} = x_{t_0}] = \int_{A_{x,s}^N} d\mathbb{P}_X^s[x_{t_0}^{t_0}]\]
\[ = \sum_{x_1 \in A_{x,s}^N} \ldots \sum_{x_{N_x} \in A_{x,s}^N} \int dt_1 \ldots \int dt_{N_x} \left( \prod_{i=1}^{N_x} W[x_i|x_{t_i}^{t_i}] \right) \exp \left[ - \int_{t_0}^{t} \lambda_x[x_{t'-s}]dt' \right] \]  \hspace{1cm} (B5)

This then naturally forms a probability density for a path \( x_{t_0} = \{ t, \{ t, x \}_{0}^{N_x} \} \) with units \( (\prod_{i=1}^{N_x} t_i)^{-1} \)
\[ p_{N_x}^s[x_{t_0} = \{ t, \{ t, x \}_{0}^{N_x} \}] = \prod_{i=1}^{N_x} W[x_i|x_{t_i}^{t_i}] \exp \left[ - \int_{t_0}^{t} \lambda_x[x_{t'-s}]dt' \right] \]  \hspace{1cm} (B6)

where again \( \{ t, x \}_{0}^{N_x} = \{ \{ t_0, x_0 \}, \ldots, \{ t_{N_x}, x_{N_x} \} \} \) meaning we can represent any path \( x_{t_0} = \{ t, \{ t, x \}_{0}^{N_x} \} \). We note that the product term in eq. (B6) is over the \( N_x \) transitions of \( x \), whilst the remaining exponentiated integral term relates to waiting times between transitions. Expectations are taken w.r.t. this measure by performing an infinite series of integrals of the following form
\[ \mathbb{E}_X^s[f(x_{t_0})] = \int_{A_{x,s}^N} f(x_{t_0}) d\mathbb{P}_X^s[x_{t_0}] \]
\[ = f_0(x_{t_0} = \{ t, \{ t, x_0 \} \})p_0^s[x_{t_0} = \{ t, \{ t, x_0 \} \} | x_{t_0}^{t_0}] \]
\[ + \sum_{x_1 \in A_{x,s}^N} \int_{t_0}^{t} dt_1 f_1(x_{t_0} = \{ t, \{ t, x \}_{0}^{1} \})p_1^s[x_{t_0} = \{ t, \{ t, x \}_{0}^{1} \} | x_{t_0}^{t_0}] \]
\[ + \sum_{N_x=2}^{\infty} \sum_{x_1 \in A_{x,s}^N} \ldots \sum_{x_{N_x-1} \in A_{x,s}^N} \int_{t_{N_x-1}}^{t} dt_{N_x} f_{N_x}(x_{t_0} = \{ t, \{ t, x \}_{0}^{N_x} \})p_{N_x}^s[x_{t_0} = \{ t, \{ t, x \}_{0}^{N_x} \} | x_{t_0}^{t_0}] \]  \hspace{1cm} (B7)

where \( f_i \) is the functional form that \( f(x_{t_0}^{t_i}) \) takes when there are \( i \) transitions in \( x \) on the interval \( [t_0, t] \) and where \( p_i^s \) is the probability density for a path on \( t' \in [t_0, t] \) that contains \( i \) transitions, conditional upon the previous path function \( x_{t_0}^{t_0} \), where transition rates utilize \( s \) seconds of history dependence. Such a form is then stated more concisely through eq. (23). We note that \( p_i^s \) would also be a density with respect to \( \{ x_1, \ldots, x_{N_x} \} \) should \( x \) be continuous. Whilst the above is formalized to include only knowledge of \( x \), this can be trivially extended to include knowledge of \( y \) such that we can describe the properties of \( P_{X,Y}^s(r) \) with appropriate dependence in the transition and
escape rates such that we use probability densities
\[
P_{N_x}^{(s,r)}[x_{t_0}^t = \{t, \{t, x\}_{1}^{N_x}\} | x_{t_0-s}^t, \{y_{t_0-r}\}] = \left( \prod_{i=1}^{N_y} W[x_i | x_{t_i}^{t_i}, y_{t_i}^{t_i}] \right) \exp \left[ - \int_{t_0}^{t} \lambda_{x|y}[x_{t_i}^{t_i}, y_{t_i}^{t_i}] dt' \right]. \tag{B8}
\]

We now have path measures which reduce to functions of the transition times which are continuous variables. The natural information theoretic interpretation leads to differential entropies, which have known issues surrounding positivity and scale invariance amongst others. However, transfer entropy, identified as a function of a Rudon-Nikodym derivative, avoids these issues in all (e.g. discrete and or continuous) potential state spaces. We form the pathwise transfer entropy by first considering the Rudon-Nikodym derivative between the two measures on samples \(x_{t_0}^t\) which must satisfy (writing \(P_X^{(s)}[x_{t_0}^t]\) and \(P_{X|Y}^{(s,r)}[x_{t_0}^t]\) as shorthand for \(P_X[x_{t_0}^t | x_{t_0-s}^t, \{y_{t_0-r}\}\) and \(P_{X|Y}[x_{t_0}^t | x_{t_0-s}^t, \{y_{t_0-r}\}\), respectively)
\[
P_{X|Y}^{(s,r)}[x_{t_0}^t | x_{t_0-s}^t, \{y_{t_0-r}\}] = \int_A \exp \left[ T_{y|x}^{(s,r)}[x_{t_0}^t, y_{t_0}^t] \right] dP_X^{(s)}[x_{t_0}^t] = \int_A \frac{dP_{X|Y}^{(s,r)}[x_{t_0}^t | X]}{dP_X^{(s)}[x_{t_0}^t]} dP_X^{(s)}[x_{t_0}^t]. \tag{B9}
\]

We can compute this, heuristically, but safely in this instance, by considering the limit
\[
\frac{dP_{X|Y}^{(s,r)}[x_{t_0}^t | x_{t_0-s}^t, \{y_{t_0-r}\}]}{dP_X^{(s)}[x_{t_0}^t]} = \lim_{\lambda \to \infty} \frac{P_{X|Y}^{(s,r)}[x_{t_0}^t | x_{t_0-s}^t, \{y_{t_0-r}\}]}{P_X^{(s)}[x_{t_0}^t]} = \lim_{\lambda \to \infty} \frac{\prod_{i=1}^{N_y} W[x_i | x_{t_i}^{t_i}, y_{t_i}^{t_i}]}{\prod_{i=1}^{N_x} p_X[x_{t_i}^{t_i}, y_{t_i}^{t_i}]} \exp \left[ - \int_{t_0}^{t} \lambda_{x|y}[x_{t_i}^{t_i}, y_{t_i}^{t_i}] dt' \right], \tag{B10}
\]

Appendix C: Behavior of the neuron model and calculation of its transfer entropy rate

In this appendix, we wish to give an account of the spiking neuron model in the low source spike rate, leading order in \(\lambda_y\), regime. To this end, we present both the transfer entropy rate to leading order in \(\lambda_y\) and a scheme for approximating the pathwise transfer entropy, again to first order in \(\lambda_y\). The model set up specifies a constant \(\lambda_{y|x} = \lambda_y\) outside of the refractory period of length \(\tau^r\) in \(y\), and specifies that \(\lambda_{x|y} = -\tau^{-1} \log(1 - q)\) up until the first spike in \(x\) up to \(\tau\) seconds after a spike in \(y\) and zero at all other times or when \(x\) is within its refractory period also of length \(\tau^r\). While these aspects are immediately defined by the model, \(\lambda_x\) is not and so we must calculate its value, up to \(O(\lambda_y)\), for our purposes.

To do so we formulate the spike rate in \(x\), informally, but safely, by the expression
\[
\lambda_x[x_{t-q}^t = \{q, t, \{t\}_{1}^{N_x}\}] = \lim_{dt \to 0} \frac{(dt)^{-1} P_X[x_{\text{spike}} \in [t, t + dt] \cap x_{t-q}^t \in A_{N_x}^{(s)}]}{P_X[x_{t-q}^t \in A_{N_x}^{(s)}]} \tag{C1}
\]

where \(\{q > 0\} \in R\). We may represent the whole joint path by \(x_{t-q}^t, y_{t-q}^t = \{q, t, \{t\}_{1}^{N_x}, \{t\}_{1}^{N_y}\}\) and thus represent the denominator, dropping the explicit equivalence in earlier notation, as
\[
P_X[x_{t-q}^t \in A_{N_x}^{(s)}] = \int_{A_{N_x}^{(s)} \times \Omega_{y}^{(s)}} dP_{XY}[x_{t-q}^t, y_{t-q}^t] = \int_{A_{N_x}} dt_x^1 \ldots \int_{A_{N_x}} dt_{N_x} p_{N_x}(q, t, \{t\}_{1}^{N_x}) + \int_{t-q}^{t_x} dt_x^y \int_{A_{N_x}} dt_{N_x} \ldots \int_{A_{N_x}} dt_{N_y} \Xi_{N_y, N_x}(q, t, \{t\}_{1}^{N_x}, \{t\}_{1}^{N_y}) + \sum_{N_y = 2}^\infty \int_{t-q}^{t_y} dt_y^1 \ldots \int_{N_y-1}^{t_y} dt_{N_y} \int_{A_{N_x}} dt_x^1 \ldots \int_{A_{N_x}} dt_{N_x} \Xi_{N_y, N_x}(q, t, \{t\}_{1}^{N_x}, \{t\}_{1}^{N_y}) \tag{C2}
\]
where \( p_{i,j} \) is the probability density function for a path with \( i \) spikes in \( x \) and \( j \) spikes in \( y \) and \( \Omega_y^{[t-q,t]} \) is the entire relevant path space for trajectories in \( y \) on \([t-q,t]\). The numerator is then given by

\[
\lim_{dt \to 0} \frac{1}{dt} P_X[x_{\text{spike}} \in [t, t + dt] \cap x_{i-q} \in A_x^N]
\]

\[
= \lim_{dt \to 0} \frac{1}{dt} \int_{A_x^N \times \Omega_y^{[t-q,t+dt]}} \frac{dP_{XY}[x_{i-q}, y_{t-q}]}{dt} t_{x_{i-q}+1}^{\infty} [t + dt]]
\]

\[
= \int_{A_x^N} \frac{dt}{t^1} \ldots \int_{A_x^N} \frac{dt}{t^1} \prod_{N_x=0} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=0} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=1} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=2} + \int_{N_y=2} \int_{N_y-1} \int_{N_y} \frac{dt}{t^1} \ldots \int_{A_x^N} \frac{dt}{t^1} \prod_{N_x=0} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=0} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=1} \bigg[ (q, t, \{t^r_N \}) \bigg]_{Nx=2}
\]

\[
(N)_3 \]
Consequently we drop the dependence on \( q = t + \tau \) and write

\[
\lambda_x^1(t, t_\tau^1 = 0) = \int_{-\tau}^t dt_1^y \int_{t_1^y}^t dt_2^y \lambda_x^1(t, t_\tau^1 = 0, \{t^y\}_1^2)p_{1,2}(t, t_\tau^1 = 0, \{t^y\}_1^2) \int_{-\tau}^t dt_1^y p_{1,1}(t, t_\tau^1 = 0, t_1^y).
\]

(C5)

Finally, we point out that the same regime where spikes occurring less than \( \tau^r + \tau \) seconds before \( t_\tau^1 = 0 \) are negligibly rare allows us to assert that in the probability densities above, both \( x \) and \( y \) are not in their refractory periods at \( t = -\tau \). Consequently, because \( y \) is otherwise independent of \( x \), we can directly write the above probability densities on the interval \([-\tau, t]\), which are given by

\[
p_{1,1}(t, t_\tau^1 = 0, t_1^y) = \begin{cases} 
\lambda_y \lambda_x^{e_1} e^{-\lambda_y(t_1^y + \tau)} x e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}, & t_1^y \in [-\tau, 0), \\
0, & t_1^y \notin [-\tau, 0).
\end{cases}
\]

(C6)

We can implement such forms via the integrals

\[
\int_{-\tau}^t dt_1^y p(t, t_\tau^1 = 0, t_1^y) = \int_{-\tau}^0 dt_1^y \lambda_y \lambda_x^{e_1} e^{-\lambda_y(t_1^y + \tau)} e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}
\]

(C8)

\[
\int_{-\tau}^t dt_1^y \int_{t_1^y}^t dt_2^y \lambda_x^1(t, t_\tau^1 = 0, \{t^y\}_1^2)p(t, t_\tau^1 = 0, \{t^y\}_1^2)
\]

\[
= \int_{-\tau}^0 dt_1^y \lambda_y \lambda_x^{e_1} (e^{-\lambda_y(t_1^y + \tau)} e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y})
\]

\[
\times e^{-\lambda_y(t_2^y - (t_1^y + \tau))} e^{-\lambda_y(t - \min(t, t_2^y + \tau))}
\]

\[
\times e^{\lambda_x^{e_1} t_2^y} e^{-\lambda_x^{e_1} t_1^y} e^{\lambda_x^{e_1} \tau}
\]

\[
= \lambda_y \lambda_x^{e_1} \lambda_x^{e_1} \left( e^{\lambda_x^{e_1} \tau} - 1 \right) e^{-\lambda_x^{e_1} \tau - \lambda_y(t + \tau - \tau^r)}
\]

\[
\times \int_{\min(t, \max[\tau, t - \tau])}^t dt_1^y e^{\lambda_x^{e_1} t_1^y} e^{-\lambda_y(t_1^y - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}.
\]

(C9)

We note the assumption of \( \tau^r \geq \tau \) allows us to swap the order of the integrals as the second spike in \( y \) is rendered independent of \( t_1^y \). Now, from the refractory period constraint we know that \( \lambda_x(t) = 0 \) for \( t < \tau^r \) so we can ignore the computation for such a regime. Consequently, for the denominator, we can write

\[
\lambda_x^{1,2}(t, t_\tau^1 = 0, \{t^y\}_1^2)p_{1,2}(t, t_\tau^1 = 0, \{t^y\}_1^2)
\]

\[
= \begin{cases} 
\left( \lambda_y \lambda_x^{e_1} \right)^2 e^{-\lambda_y(t_1^y + \tau)} x e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}, & t_1^y \in [-\tau, 0), \\
\lambda_y \lambda_x^{e_1} e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}, & t_1^y \notin [-\tau, 0) \text{ or}
\end{cases}
\]

\[
t_1^y \notin [\tau^r - \tau, \min(t, \max[\tau, t - \tau])],
\]

(C7)

\[
\int_{-\tau}^0 dt_1^y \lambda_y \lambda_x^{e_1} e^{-\lambda_y(t_1^y + \tau)} e^{-\lambda_y(t - \min(t, t_1^y + \tau))} e^{\lambda_x^{e_1} t_1^y}
\]

\[
= \int_{-\tau}^0 dt_1^y \lambda_y \lambda_x^{e_1} e^{-\lambda_y(t_1^y + \tau)} e^{-\lambda_y(t - t_1^y + \tau)} e^{\lambda_x^{e_1} t_1^y}, t \geq \tau^r
\]

\[
= \lambda_y e^{-\lambda_x^{e_1} \tau} e^{-\lambda_y(t + \tau - \tau^r)} (e^{\lambda_x^{e_1} \tau} - 1), \quad t \geq \tau^r
\]

(C10)

The numerator, however, is more complicated and can
Considering the ratio of the results eq. (C11) and eq. (C10), inserting $x_{z|y} = -\tau^{-1} \ln[1 - a]$ and discarding all $O(\lambda_y^2)$ terms and higher we find

$$
\lambda_x^2(t, t_f^2) = \begin{cases} 0, & 0 \leq t < \tau^r \\ (1 - (1 - a) e^{-t/\lambda_y}) \lambda_y, & \tau^r \leq t < \tau^r + \tau \\ a\lambda_y, & t \geq \tau^r + \tau \\ + O(\lambda_y^2). \end{cases}
$$

Returning to the $N_x = 0$ case we can avoid a similar, albeit simpler, calculation by recognizing that we must have, by continuity arguments, $\lambda_x^0(t) = a\lambda_y$. This then allows one to calculate the pathwise transfer entropy contributions set out in eq. (17) up to $O(\lambda_y)$ wherever the interspike intervals are greater than $\tau^r + \tau$.

To compute the transfer entropy rate we have, equivalently,

$$
\hat{T}_{y \to x} = \frac{1}{(t - t_0)} \mathbb{E}_P \left[ \mathcal{T}_{y \to x}[x_{t_0}^t, y_{t_0}^t] \right]
= \frac{1}{(t - t_0)} \mathbb{E}_P \left[ \sum_{i=1}^{N_x} \mathcal{T}_t(t_i) \right]
= \frac{1}{(t - t_0)} \mathbb{E}_P \left[ \sum_{i=1}^{N_x} \ln \frac{\lambda_{x|y}(x_{t_i}^t)}{\lambda_{x|y}(x_{t_i}^t - (\tau + \tau))} \right].
$$

Considering only $O(\lambda_y)$ contributions allows for up to one transition in $y$ in the path measure such that the only significant terms comprising the integral of the form in Eq. (C2) are $p_{0,1}(t, t_f^y)$ and $p_{1,1}(t, t_f^y)$ (since every spike in $x$ must be preceded by one in $y$), but with only the latter leading to transitions in $x$ and thus any transition contributions $\Delta \mathcal{T}_t$. Taking the definition of the transfer entropy rate in Eq. (C14) we may consequently write

$$
\hat{T}_{y \to x}(t) = \lim_{t_0 \to \infty} \int_{t_0}^t dt_y^x p_{0,1}(t, t_y^x) \cdot 0 + \lim_{t_0 \to \infty} \int_{t_0}^t dt_y^x \int_{t_0}^t dt_{y_{t_1}} p_{1,1}(t, t_f^x, t_{y_{t_1}}) \delta(t_{y_{t_1}} - t) \ln \left[ \frac{\ln[1 - a]}{\lambda_y^0(t/\tau)} \right]
= \lim_{t_0 \to \infty} \int_{t_0}^t dt_y^x p_{1,1}(t, t_{y_{t_1}} = t, t_{y_{t_1}}^y) \ln \left[ -\frac{\ln[1 - a]}{\lambda_y^0(t/\tau)} \right] = \int_{t - \tau}^t dt_y^x \mathcal{X}_{z|y}(t) - \lambda_x e^{-\lambda_x(t - \tau)} \lambda_y e^{-\lambda_y(t - \tau)} \ln \left[ -\frac{\ln[1 - a]}{\lambda_y^0(t/\tau)} \right] + \mathcal{O}(\lambda_y^2) + O(\lambda_y^2) .
$$

For completeness we may equivalently write the former definition, acknowledging that in the $O(\lambda_y)$ regime we have
We can write the probability density

\[ p_1(t, t') = e^{-\int_{t_0}^{t'} \lambda_x^0(t'') dt''} \lambda_x^0(t') e^{-\int_{t_0}^{t'} \lambda_x^0(t'', t') dt''} = \lambda_x^0(t') + O(\lambda_x^2). \] (C17)

Once again, the continuity requirements dictate that \( \lambda_x^0(t') = a \lambda_y = \lambda_x^1(t', t') \), \( t' - t'' > \tau + \tau' \) so that

\[ \tilde{T}_{y \to x} = \frac{1}{(t - t_0)} \int_{t_0}^{t} dt' \int_{t_0}^{t} dt'' p_{1,1}(t, t', t'') \ln \left[ -\frac{\ln [1 - a]}{\lambda_x^0(t') \tau} \right] + O(\lambda_x^2) \]

\[ = \frac{1}{(t - t_0)} \int_{t_0}^{t} dt' p_{1}(t, t') \ln \left[ -\frac{\ln [1 - a]}{\lambda_x^0(t') \tau} \right] + O(\lambda_x^2). \] (C16)

---

**Appendix D: Numerical scheme for arbitrary spiking process**

Here, we present a numerical scheme for computing the coarse grained spike rate given a bipartite co-spiking system. We imagine that in such systems the behavior of the joint system, at time \( t \), is completely described by the conditional spike rates \( \lambda_{x|y}[x_{t-\tau}^t, y_{t-\tau}^t] \) and \( \lambda_{y|x}[x_{t-\tau}^t, y_{t-\tau}^t] \) such that the parameters \( \tau^x, \tau^y, \tau^{xy} \) and \( \tau^{yx} \) represent a finite reliance on the past in a manner analogous to a Markov order in discrete time systems. A true Markov system is achieved in the limit of these quantities going to zero. However, when calculating the spike rate \( \lambda_x \), without knowledge of \( y \), the spike rates may have, in principle, an infinite dependence on its past owing to the correlations that arise from the bi-directional influence between the two. Taking our previously established definition of the coarse grained spike rate in the form of Eq. (C1) in \( x \), \( \lambda_x[x_{t-\tau}^t] \equiv \{ s, t, \{x_s^{t}\}^N \} \), we introduce, for brevity, the notation

\[ \int dy_{t_0} f(y_{t_0}) = f_0(y_{t_0} \equiv \{t_0, t\}) \]

\[ + \int_{t_0}^{t} dt' f_1(y_{t_0} = \{t_0, t, t'\}) \]

\[ + \sum_{N_y=2}^{\infty} \int_{t_0}^{t} dt' \ldots \int_{t_{N_y-1}}^{t} dt'' f_{N_y}(y_{t_0} \equiv \{t_0, t, \{t''\}^{N_y} \}) \]

such that

\[ \lambda_x[x_{t-\tau}^t] \equiv \{ s, t, \{x_s^{t}\}^N \} \]

\[ = \int dy_{t_0} \lambda_{x|y}[x_{t-\tau}^t, y_{t-\tau}^t] p_{N_x}(\{t_s^{N}\}_1, y_{t-\tau}^t) \int dy_{t_0} \lambda_{y|x}[x_{t-\tau}^t, y_{t-\tau}^t] p_{N_y}(\{t''\}^{N_y}_1, y_{t-\tau}^t) \]

\[ \int dy_{t_0} p_{N_x}(\{t_s^{N}\}_1, y_{t-\tau}^t) \]

\[ \int dy_{t_0} p_{N_y}(\{t''\}^{N_y}_1, y_{t-\tau}^t) \]

such that \( p_{N_x} \) represents the probability densities (and analogously \( \lambda_{x|y} \) for spike rates) used in the implicit sum over \( p_{N_x,j} \) for paths that contain \( N_x \) spikes in \( x \) and \( j \) spikes in \( y \) over a process of \( s \) seconds duration. However, given that we can only construct probability densities from conditional spike rates we must, in general, always specify the relevant conditioning, i.e., we cannot write \( p_{N_x,j}(\{t_s^{N}\}_1, \{t''\}^{N_y}_1) \) but instead must write, by virtue of the process being bipartite, \( p_{N_x,j}(\{t_s^{N}\}_1, \{t''\}^{N_y}_1|x_t^{t-\tau}, \{y''\}^{N_y}_1) y_t^{t-\tau} \) where \( A = \max(\tau^{xx}, \tau^{xy}) \), \( B = \max(\tau^{yx}, \tau^{yy}) \). Using such densities, and integrating over all \( \{t''\}^{N_y}_1 \) would unnecessarily lead to dependence in the calculated spike rate on \( x_t^{t-\tau}, \{y''\}^{N_y}_1, y_t^{t-\tau} \) which cannot, generally, be guaranteed not to change its value. Instead, we must recognize that we cannot remove conditioning on some previous spike history, since to integrate over it introduces more conditional spike history, and instead must render it irrelevant to our calculation. To do so we recognize that because we have specified strict Markov orders in \( \lambda_{x|y} \) and \( \lambda_{y|x} \), any additional dependence in the coarse grained spike rate arises from correlation with the past and thus must decay with that correlation. Consequently, we write

\[ \lambda_x[x_{t-\tau}^t] \equiv \lim_{s \to \infty} \lambda_{x|y}[x_{t-\tau}^t, x_{t-\tau}^{t'}, y_t^{t'-\tau}, B)] \] (D3)

which can be achieved, approximately with finite \( s' \), by integrating over all sequences for \( y_t^{t'-\tau} \) and \( x_{t-\tau}^{t'} \) using the probability densities

\[ p_{N_x,\ldots}(\{t_s^{N}\}_1^{N_x}, x_{t-\tau}^{t'}, y_{t-\tau}^{t'-\tau} x_{t-\tau}^{t-\tau}, y_t^{t'-\tau} x_{t-\tau}^{t'-\tau}) \]

\[ p_{N_x,\ldots}(\{t_s^{N}\}_1^{N_x}, x_{t-\tau}^{t'}, y_{t-\tau}^{t'-\tau} x_{t-\tau}^{t-\tau}, y_t^{t'-\tau} x_{t-\tau}^{t'-\tau}) \]

indicating the set of probability densities of the form

\[ p_{N_x,\ldots}(\{t_s^{N}\}_1^{N_x}, x_{t-\tau}^{t'}, y_{t-\tau}^{t'-\tau} x_{t-\tau}^{t-\tau}, y_t^{t'-\tau} x_{t-\tau}^{t'-\tau}) \]

\[ \equiv \{ s, t, \{t_s^{N}\}_1^{N_x}, x_{t-\tau}^{t'}, y_{t-\tau}^{t'-\tau} x_{t-\tau}^{t-\tau}, y_t^{t'-\tau} x_{t-\tau}^{t'-\tau}) \]. \] As such we may utilize the following representation for \( \lambda_{x}[x_{t-\tau}^t] \)
\[
\lambda(x_{t-s}^t \equiv \{ s, t, \{ t^x \}_{N_x} \}) = \lim_{s' \to \infty} \frac{\int dy_{t-s'} \int dx_{t-s'}^{N_x} \left[ \{ \{ t^x \}_{N_x}, x_{t-s'}, y_{t-s'} \} p_{N_x} \right] \left[ \{ \{ t^x \}_{N_x}, x_{t-s'}, y_{t-s'} \} \left| x_{t-(s'+A)}, y_{t-(s'+B)} \right] \right]}{\int dy_{t-s'} \int dx_{t-s'}^{N_x} p_{N_x} \left[ \{ \{ t^x \}_{N_x}, x_{t-s'}, y_{t-s'} \} \left| x_{t-(s'+A)}, y_{t-(s'+B)} \right] \right]} \tag{D4}
\]

where
\[
p_{N_x, N_y, N_x} \left[ x_{t-s}^t \right] = \{ s, t, \{ t^x \}_{N_x} \}, x_{t-s}^t = \{ s, t, \{ t^x \}_{N_x} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \}, y_{t-s}^t = \{ s, t, \{ t^y \}_{N_y} \} \right] \tag{D5}
\]

from the bipartite property of the process with the last line expressible by two probability densities of the form in Eq. (B5). This is then a series of (nested) summations and integrals which can be readily approximated using a discrete time scheme. Naturally, if capturing all possible path dependence in x, such that \( s = s' \to \infty \), the path integral over x is omitted.

Discussing the practicalities of implementing such a process becomes cumbersome in the general case so we reduce the problem to the special case used in the numerical spiking example, but note that the technique would be analogous. In the example, the target x depends only on the history of the source y, the source process y is independent of the target process x, the source is Markov, and because the process can only ever spike from the unspiked state, the Markovian property is equivalent to complete independence of its history. This has the consequence that we may consider \( \tau y \sim 0 \) and \( \tau x \sim 0 \) hereafter denoted \( 0^+ \) (we also note that in our specific example we have \( \tau y = t_{cut} \)). This also lets us fully specify all quantities involved in the construction of \( p_{N_x, N_y} \left[ x_{t-s}^t, y_{t-s}^t \right] = \{ \{ t^x \}, t, \{ t^x \}_{N_x} \}, y_{t-s}^t = \{ \{ t^y \}, t, \{ t^y \}_{N_y} \} \right) \) without conditioning such that we can write

\[
p_{N_x, N_y} \left[ x_{t-s}^t, y_{t-s}^t \right] = \{ \{ t^x \}, t, \{ t^x \}_{N_x} \}, y_{t-s}^t = \{ \{ t^y \}, t, \{ t^y \}_{N_y} \} \right) \tag{D6}
\]

Notably, the independence of y from x provides conditions where the conditional probability density defined in the manner of Eq. (A2) aligns with the conditional probability density in the usual sense. Next we recognize that the independence of x from its history and y from x means there is no mechanism for feedback from x to itself, meaning that we have the property
\[
\lambda_x \left[ x_{t-s}^t \right] = \lambda \left[ x_{t-s}^t \right] \quad \forall \ s \geq \tau y
\]
\[
= \int dy_{t-2\tau y} \int dx_{t-2\tau y}^{N_x} \left[ \{ \{ t^x \}_{N_x}, y_{t-2\tau y} \} p_{N_x} \right] \left[ \{ \{ t^x \}_{N_x}, y_{t-2\tau y} \} \left| x_{t-(2\tau y)}, y_{t-(2\tau y)} \right] \right]}{\int dy_{t-2\tau y} \int dx_{t-2\tau y}^{N_x} p_{N_x} \left[ \{ \{ t^x \}_{N_x}, y_{t-2\tau y} \} \left| x_{t-(2\tau y)}, y_{t-(2\tau y)} \right] \right]} \tag{D7}
\]

To calculate \( \lambda_x \) thus requires approximation of the component integrals and probability densities. Given specific sequences of spikes in x and y, the densities may be represented directly by eqs. (A6) and (A8) with exponentiated integrals performed numerically with convergence in a discrete time parameter \( \Delta t \).
the integral \( I_n(t_0, t) \) where
\[
I_n(t_0, t) = \int_0^t dt_1 \int_{t_1}^t dt_2 \int_{t_2}^t dt_3 \ldots \int_{t_{n-1}}^t dt_n,
\]
which we can solve by induction, since
\[
I_n(t_0, t) = \int_{t_0}^t I_{n-1}(t_1, t)dt_1,
\]
such that
\[
I_n(t_0, t) = \frac{(t-t_0)^n}{n!}.
\]

We point out that one could approach the problem by constructing the limit of a discretized time space (using discretization \( \delta t \), for example), thus considering probabilities, differing from the probability densities by \( (\delta t)^n \) and where the phase space volume would be given by a binomial coefficient such that
\[
I_n(t_0, t) = \frac{(t-t_0)^n}{n!} = \lim_{\delta t \to 0} (\frac{(t-t_0)}{\delta t})^n.
\]
Proceeding, we may approximate the integrals
\[
\int dy_{t-2\tau^{xy}} \lambda_{xy} \cdot \delta_{t-\tau^{xy}} p_{N_y} \cdot \{t^x \} \cdot \{t^y \} \cdot \{t \} \cdot \{y \} \cdot \{\tau \} \cdot \{N \}.
\]

And
\[
\int dy_{t-2\tau^{xy}} \lambda_{xy} \cdot \delta_{t-\tau^{xy}} p_{N_y} \cdot \{t^x \} \cdot \{t^y \} \cdot \{t \} \cdot \{y \} \cdot \{\tau \} \cdot \{N \}.
\]

where \( \{t^y \} \) indicates the \( i \)th instance of \( N_y \) randomly generated spikes in the source on the interval \( [t-2\tau^{xy}, t] \) and the probability densities labeled with \( \Delta t \) indicate they have used \( \Delta t \) as a discretization parameter in their numerical integrals. In our example model, where \( y \) is a simple Poisson process, we have
\[
p_{N_y}(y_{t-2\tau^{xy}}) \cdot \{t^x \} \cdot \{t^y \} \cdot \{t \} \cdot \{y \} \cdot \{\tau \} \cdot \{N \}.
\]

All of the above specifies how to construct \( \lambda_x \) for a given path history in \( x \), however, when modeling a continuous time process we wish to obtain a value at arbitrary points in time in order to meet some practical time discretization procedure. This can become infeasible and so various strategies are implemented to approximate and speed up this process. First, we assume the property in the rate functions that for any \( k_x, k_y \), functions \( \lambda_x \cdot \{t^x \} \cdot \{t^y \} \cdot \{t \} \cdot \{y \} \cdot \{\tau \} \cdot \{N \} \) (in the general case) are smooth in \( \{t^x \} \cdot \{t^y \} \cdot \{t \} \cdot \{y \} \cdot \{\tau \} \cdot \{N \} \).

The ratio of these two integrals, Eqs. (D12) and (D13), then gives an estimate for \( \lambda_x \) given a path history \( x_{t-2\tau^{xy}} \) containing \( N_x \) spikes. We note that in practice \( k \) is chosen at runtime by comparing convergence in \( \lambda_x \) to a tolerance parameter while \( \Delta t \) and \( N \) are chosen at compile time.
below, where we focus on the special case of the utilized example where $s = \tau^{x,y}$:

1. For phase spaces containing a manageable number, $n_x$, of spikes in $x$ on $[t - \tau_x, t)$ (e.g., 2) precompute $\lambda_x(x_{t - \tau_x}) = \{\tau^{x,y}, t, \{t^{x}_i\}^{n_x}_{i=1}\}$ [alongside $\lambda_x(x_{t - \tau_x}) = \{\tau^{x,y}, t\}$] being a constant value for when there are no spikes on the interval at values $t^{x}_i = \{t - \tau^{x,y}, t - \tau^{x,y} + \Delta \tau_{\text{interp}}, \ldots, t - \Delta t\}$ where $\Delta \tau_{\text{interp}}$ is a tunable interpolation parameter. Here, $\Delta t$ is included in the final value since $t$ is the “current” time such that a spike at $t$ is not in the processes’ history reflecting the right-open interval $[t - \tau^{x,y}, t)$.

2. Numerically generate a coalescing sequence of spikes using $\lambda_x(y_{t - \tau^{x,y}})$ and $\lambda_y$ utilizing temporal discretization $\Delta t \ll \Delta \tau_{\text{interp}}$, $\Delta t \ll 1$.

3. Partition the resultant spike train in $x$ into intervals, $[t^{\text{int}}_{i-1}, t^{\text{int}}_i)$, where for any $t' \in [t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ there are a constant number of spikes on the interval $(t' - \tau^{x,y}, t')$. Given the discretization scheme, there is a finite probability of a spike leaving the window to the left at the same time as a spike enters from the right after it is generated. In such cases, the regimes before and after this event are partitioned.

4. First, we consider intervals $[t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ where the number of spikes in that interval, $N_x$, is less than or equal to the established manageable number of spikes, $n_x$. For such values of $n_x$ we can take any such spike history and estimate $\lambda_x$ by interpolating between the precomputed $\lambda_x$ values in step one for the closest matching spike histories (based on the $\Delta \tau_{\text{interp}}$ scheme). This is performed for each required $t' \in [t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ according to the numerically generated spike trains with time discretization $\Delta t$.

5. Next, we consider the remaining intervals $[t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ such that the number of spikes in that interval, $N_x$, is greater than $n_x$. A crucial observation is that in these intervals, where the number of spikes is constant, the interspike times (i.e. $t^{x}_i - t^{x}_{i-1}$) are also constant for all times $t' \in [t^{\text{int}}_{i-1}, t^{\text{int}}_i)$. This means we can parametrize the entire spike sequence by the relative position of a single spike, e.g. the time of the $N_x$th spike relative to the time in question $t'$, $t^{x}_N$. This can be captured by the single variable $t' - t^{x}_N$. Since the duration of the partitioned interval is $(t^{\text{int}}_i - t^{\text{int}}_{i-1})$, we can compute values of $\lambda_x$ for sequences characterized by $t' - t^{x}_N$ for values in $[t^{\text{int}}_{i-1} - t^{x}_N - (t^{\text{int}}_i - t^{\text{int}}_{i-1}), t^{\text{int}}_i - t^{x}_N]$ with intervals $\Delta \tau_{\text{interp}}$. We can then use these values to interpolate values of $\lambda_x$ as measured for any time $t' \in [t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ which are separated by the smaller discretization parameter $\Delta t$. The appropriateness of the interpolation is assured by the initial assumptions of continuity.

This leaves us with intervals $[t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ with $N_x \leq n_x$ where we utilize a precomputed interpolation scheme of dimension up to $n_x$ and a series of independent one-dimensional interpolation schemes for each remaining $[t^{\text{int}}_{i-1}, t^{\text{int}}_i)$. This allows us to estimate $\lambda_x$ for any $t' \in [t^{\text{int}}_{i-1}, t^{\text{int}}_i)$ for all values of $i$ and thus for the entire spike train. We note that in practice $\Delta \tau_{\text{interp}}$ is chosen through a desired interpolation density which is rounded up when necessary to fit the variable interpolation interval lengths.
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