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Abstract—The brilliant method due to Good and Turing allows for estimating objects not occurring in a sample. The problem, known under names "sample coverage" or "missing mass" goes back to their cryptographic work during WWII, but over years has found many applications, including language modelling, inference in ecology and estimation of distribution properties.

This work characterizes the maximal mean-squared error of the Good-Turing estimator, for any sample and alphabet size.
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I. INTRODUCTION

A. Background

Let $X_1, \ldots, X_n \sim \text{i.i.d.}$ be a sample from a distribution $(p_s)_{s \in S}$ on a countable alphabet $S$, and $f_s = \# \{i : X_i = s \}$ be the empirical (observed) frequencies. The missing mass

$$M_0 = \sum_s p_s I(f_s = 0),$$

(1)

which quantifies how much of the population is not covered by the sample, is of interest to statistics [1] and several applied disciplines such as ecology [2]–[5], quantitative linguistic [6]–[8], archaeology [9] network design [10], [11], information theory [12], [13], and bio-molecular modeling [14], [15]. The most popular estimator due to Good-Turing [16] is given by:

$$\hat{M} = \frac{1}{n} \sum_s I(f_s = 1).$$

(2)

In this paper, the focus is on the maximal mean-squared error

$$MSE = \mathbb{E} \left[ (\hat{M} - M_0)^2 \right],$$

(3)

under the constrained alphabet (upper-bounded support)

$$\#S = m.$$

(4)

B. Related Work

No prior work has studied the MSE under alphabet constraints; we thus review the closest (in spirit) results of [17] and [18] obtained for the unconstrained case $m = +\infty$.

The work [17] expressed the mean-squared error (3) in terms of occupancy numbers. More precisely, define

$$N_k = \sum_s I(f_s = k),$$

(5)

the number of elements observed exactly $k$ times. Then [17]:

$$MSE = \mathbb{E} \left[ \frac{2N_2}{n} + \frac{N_1}{n} \left( 1 - \frac{N_1}{n} \right) \right] + O(n^{-2}),$$

(6)

and moreover $\max_{(p_s) \in \mathcal{P}(S)} MSE = \Theta(n^{-1})$ when $\#S = +\infty$, where $\mathcal{P}(S)$ is the set of probability measures on $S$.

The work [18] made an attempt to improve upon [17] and establish a sharp constant (still with no constraint on alphabets); building on the formulas from [17] and some further simplifications, it suggests to apply the method of Lagrange multipliers to prove that the maximum is achieved by a uniform distribution; noticeably, the proof was not given.

Beyond the scope of our problem are works on consistent estimation of missing mass [19], [20], concentration [21]–[26], expectation under constraints [27], [28], applications to distribution estimation [29]–[33], and others [34]–[36].

C. Our Contribution

- We determine the worst MSE given the sample size $n$ and the alphabet size $m$; the maximizer is a Dirac-Uniform mixture with phase transition depending on the ratio $\frac{m}{n}$.

- Studying the alphabet constraint is natural, but also practically motivated (prior support bound); it well fits other research on missing mass under constraints [27], [28]; finally, it demonstrates useful optimization techniques.

- For $m = +\infty$, we obtain a rigorous proof of the result stated in [18]. The method of Lagrange multipliers cannot be applied that easily; the main issue is the unbounded dimension, another is that maximizers for finite dimensions are more complicated than uniform distributions.

- Python implementation with examples, on GitHub [37].

II. RESULTS

A. Convenient Mean-Squared Error of Good-Turing Estimator

We give the formula for MSE which involves first moments of occupancy numbers, rather than variances as in prior works [17], [18]. Our expression is thus simpler to analyze.

Theorem 1. For any distribution $(p_s)$ we have:

$$MSE = \frac{2\mathbb{E}[N_2]}{n} + \frac{\mathbb{E}[N_1]}{n} \left( 1 - \frac{\mathbb{E}[N_1]}{n} \right) + O(n^{-2}),$$

(7)

The constant in $O(n^{-2})$ is independent of $(p_s)$ and $n$.

B. Exponential Approximation / Poissonization

Moments of occupancy numbers are often approximated with Poisson-like expressions [38]–[40]. We develop such an approximation, and use later for constrained optimization.

\footnote{The proof is omitted in both proceedings and public version.}
Theorem 2. For any distribution \((p_s)\) we have:

\[
MSE = n \sum_s p_s^2 e^{-np_s} + \frac{\sum_s p_s e^{-np_s} - \left(\sum_s p_s e^{-np_s}\right)^2}{n} + O(n^{-2}). \tag{8}
\]

C. Extreme Mean-Squared Error Behavior

Using non-linear programming (beyond Lagrange multipliers) we characterize the maximal MSE with respect to \(\#S\).

Theorem 3. For any \(n \geq 2\) and \(m = \#S \geq 2\), consider

\[
\max_{\alpha} \alpha(w, c) = w(1 + c)e^{-c} - (we^{-c})^2.
\]

s.t.

\[
0 \leq w \leq 1, \quad w \leq \frac{m}{n} c.
\]

Let \(\alpha\) be the optimal value, and \(c, w\) the optimal solution. Then it holds (also for \(m = +\infty\)) that:

\[
\max_{(p_s) \in P(S)} \quad MSE = \frac{\alpha}{n} + O(n^{-2}), \quad \tag{10}
\]

and this value is realized when \((p_s)\) is the mixture of the distribution uniform on \(\max\{\lfloor \frac{m}{n} c - 1 \rfloor, 1\}\) elements and the Dirac mass, with the weights respectively \(w\) and \(1 - w\).

Below we show how to numerically compute the optimal value; \(W(\cdot)\) denotes the Lambert-W function [41].

Corollary 1. Under the setup of Theorem 3:

\[
\alpha = \left\{ \begin{array}{ll}
\frac{W(2)^2 + 2W(2)}{4} = 0.608... & m \geq \frac{1}{W(2)} \\
\max_{0 \leq c \leq \frac{m}{n}} \frac{mc(1+c)e^{-c}}{n} & m \leq \frac{1}{W(2)}
\end{array} \right. \quad \tag{11}
\]

For illustration, see Figure 2; note the phase transition in the maximizer, not discussed in prior works. The specific "Uniform-Dirac" shape is also seen in other minim-max and optimization problems [25], [42]–[44]. Since \(\alpha = \Theta(\max\{\frac{m}{n}, 1\})\), the error \(O(n^{-2})\) is negligible when \(m \gg 1\).

III. Preliminaries

In our estimations we need the following fact [45], [46]

Lemma 1 (Mode of Beta-Distribution). The expression \(x^a (1 - x)^b\) for \(x \in [0, 1]\), when \(a, b > 0\), is maximized at \(x = \frac{a}{a+b}\).
Our goal is to estimate this expression up to $O$ the program value. The constraint $x$ probability distribution, there are at most two values of $s$.

We can assume that $p_0 = \frac{1}{2}$. Indeed, since $(p_s)$ is a probability distribution, there are at most two values of $s$ such that $p_s > \frac{1}{2}$. The total contribution from all such $s$ to the right-hand side of the equation is at most $O(n^{2-g-n}) \leq O(1)$.

We use the following bound, valid for $x \in [0,1]$ and $n \geq 1$:

$$ (1 - x)^n = 1 - O(nx) $$

(16)

to $x = 1 - \frac{1 - p_0 - p_{s'}}{(1 - p_0)(1 - p_{s'})} = \frac{p_0 p_{s'}}{(1 - p_0)(1 - p_{s'})}$, and obtain:

$$ \left(\frac{1 - p_0 - p_{s'}}{(1 - p_0)(1 - p_{s'})}\right)^{n-2} = 1 - O(np_0 p_{s'}).$$

(17)

This implies:

$$ \sum_{s \neq s'} E[\xi_s \xi_{s'}] = n(n - 1) \sum_{s \neq s'} p_s p_{s'} (1 - p_s - p_{s'})^{n-2}$$

+ $O(n)$, (18)

where we used $O(n \cdot (n - 1)) \sum_{s \neq s'} p^2_s p_{s'} (1 - p_s - p_{s'})^{n-2} = O(n^3) (\sum_{s \neq s'} p^2_s (1 - p_s - p_{s'})^{n-2}) = O(n)$; the last step follows by Lemma 1 with $a = 1, b = n - 2$, and $\sum_s p_s = 1$.

Furthermore, we have $\sum_{s \neq s'} p_s p_{s'} (1 - p_s - p_{s'})^{n-2} = O(n^{-1})$ by Lemma 1 applied to $a = 1, b = 2 \cdot (n - 2)$ and the condition $\sum_s p_s = 1$; thus, we obtain:

$$ \sum_{s \neq s'} p_s p_{s'} (1 - p_s) (1 - p_{s'})^{n-2} =$$

$$ = \left(\sum_{s} p_s (1 - p_s)^{n-2}\right)^2 + O(n^{-1}).$$

(19)

Using the last bound we conclude that:

$$ \sum_{s \neq s'} E[\xi_s \xi_{s'}] = n^2 \left(\sum_{s} p_s (1 - p_s)^{n-2}\right)^2 + O(n).$$

(20)

In terms of the occupancy numbers $N_k$, we have shown that:

$$ E[N_1^2 - N_1] = n^2 \left(\sum_{s} p_s (1 - p_s)^{n-2}\right)^2 + O(n),$$

(21)

because $N_1 = \sum_s \xi_s$ and $\sum_{s \neq s'} \xi_s \xi_{s'} = N_1^2 - N_1$. Finally, $p_s (1 - p_s)^{n-2} = p_s (1 - p_s)^{n-1} + O(\xi_s)$ because $\frac{1}{1 - p_s - 1} = 1 + O(p_s)$ for $p_s \leq \frac{1}{2}$, since $\sum_{s \neq s'} p^2_s (1 - p_s)^{n-1} = O(n^{-1})$, by Lemma 1 applied to $a = 1, b = n - 1$ and $\sum_s p_s = 1$:

$$ \sum_{s \neq s'} p^2_s (1 - p_s)^{n-1} = O(n^{-2})$$

(22)

and, since $\sum_s p_s (1 - p_s)^{n-1} = E[N_1]$, we finally obtain:

$$ E[N_1^2 - N_1] = E[N_1]^2 + O(n).$$

(23)

Combining this with Equation (6) and the fact that $E[N_1 = n \sum_s p_s (1 - p_s)^{n-1}] = O(n)$ finishes the proof.

B. Proof of Theorem 2

The result can be derived from Theorem 1 by relating Poisson and binomial distributions as in [50]; we give a direct argument. Since $E[N_1] = n \sum_s p_s (1 - p_s)^{n-1}$, $E[N_2] = \sum_s p^2_s (1 - p_s)^{n-2}$, and $E[(n - 1) p_s] = O(n^{-1})$ by Lemma 1 with $a = 1, b = n - 2$, it suffices to show that:

$$ \sum_{s} p_s (1 - p_s)^{n-1} = \sum_{s} p_s e^{-np_s} + O(n^{-1})$$

$$ \sum_{s} p^2_s (1 - p_s)^{n-2} = \sum_{s} p^2_s e^{-np_s} + O(n^{-2}).$$

(24)

We can assume $p_s \leq \frac{1}{2}$ (justified as in the proof of Theorem 1).

Note that $(1 - p)^n = e^{-np(1-x)^n}, x = 1 - \frac{1 - p}{1 - 2p}$; $\frac{1}{2} \leq \frac{1}{2} \leq 1$ implies $(1 - x)^n = 1 - O(nx) = 1 - O(np^2)$, thus:

$$ (1 - p)^n = e^{-np(1 - O(np^2))}.$$  

(25)

Moreover, we have the series of bounds:

$$ \sum_{s} p_s^k e^{-np_s} = O(n^{-k}), \quad k = 2, 3, 4 $$

(26)

obtained by introducing $q_s = 1 - e^{-p_s}$ so that $p_s^k e^{-np_s} = O(1) q_s^k (1 - q_s)^n$, using Lemma 1 with $a = 1, b = n, a = 2, b = n$ or $a = 3, b = n$, and $\sum_s q_s = O(\sum_s p_s) = O(1)$. These bounds finally give us:

$$ \sum_{s} p_s (1 - p_s)^{n-1} = \sum_{s} p_s e^{-(n-1)p_s} + O(n^{-1})$$

$$ \sum_{s} p^2_s (1 - p_s)^{n-2} = \sum_{s} p^2_s e^{-(n-2)p_s} + O(n^{-2}).$$

(27)

It remains to notice that $e^{-(n-1)p} = e^{-np} \cdot e^p = e^{-np} (1 + O(p))$, and similarly $e^{-(n-2)p} = e^{-np} e^{2p} = e^{-np} (1 + O(p))$, this means that replacing $n - 1$ and $n - 2$ above by $n$ we make the error of respectively $O(\sum_s p^2_s e^{-np_s}) = O(n^{-1})$ and $O(\sum_s p^2_s e^{-np_s}) = O(n^{-2})$. This completes the proof.
C. Proof of Theorem 3

1) Non-Linear Programming: In view of Theorem 2:

\[
\max_{(p_s)} MISE = \frac{\alpha}{n} + O(n^{-2}),
\]

where \(\alpha\) is the value of the following optimization program:

\[
\max \quad n \sum_s p_s^2 e^{-np_s} + \sum_s p_s e^{-np_s} - \left( \sum_s p_s e^{-np_s} \right)^2
\]

\[\text{s.t.} \quad \forall s \in S : p_s \geq 0, \text{ and } \sum_s p_s = 1, \quad (29)\]

and the optimal point gives the probability distribution realizing the maximum. We assume that \(\#S = m < +\infty\), then the optimal solution \(p^*\) exists (by the extreme value theorem [51]); we discuss \(m = +\infty\) at the end of the proof.

2) First-Order Conditions: The KKT condition gives:

\[
\forall s \in S : \quad a \cdot \frac{\partial}{\partial p_s} [p_s^2 e^{-np_s}] + b \cdot \frac{\partial}{\partial p_s} [p_s e^{-np_s}] = \lambda, \quad (30)
\]

with coefficients \(a, b\) that do not change with \(s \in S\):

\[
a \equiv n, \quad b \equiv 1 - 2 \left( \sum_{s \in S} p_s e^{-np_s} \right). \quad (31)
\]

We conclude that for the optimal solution the components of \((p_s)_{s \in S}\) take values in the set of solutions \(v\) to the equation:

\[
\frac{\partial}{\partial v} \left[(av^2 + bv)e^{-nv}\right] = \lambda. \quad (32)
\]

3) Optimum is 3-Mixture: We now argue that the equation has at most 3 positive solutions in \(v\). To this end, let us introduce \(u = vm\) and use \(a = n\) to simplify the equation:

\[
\frac{\partial}{\partial u} \left[(u^2 + bu)e^{-u}\right] = \lambda. \quad (33)
\]

By Lemma 2, the left-hand side changes its monotonicity at most twice. Thus, the equation has at most three solutions, and the optimal \(p_S\) takes at most 3 distinct non-zero values.

4) 6-D Program for 3-Mixture: By the previous step:

\[
\{p_s^* : p_s^* > 0\} = \left\{ \frac{c_1}{n}, \frac{c_2}{n}, \frac{c_3}{n} \right\}, \quad (34)
\]

with \(c_s^*\) not necessarily distinct. Furthermore, let

\[
m_i^* = \# \{ s : p_s^* = \frac{c_s}{n} \}. \quad (35)
\]

Then our original program (29) is equivalent to:

\[
\max \quad \frac{\sum_{i=1}^3 (m_i c_i^2 + m_i c_i e^{-c_i})}{n} - \left( \frac{\sum_{i=1}^3 m_i c_i e^{-c_i}}{n} \right)^2
\]

\[\text{s.t.} \quad \begin{cases}
0 \leq c_i \text{ and } 0 \leq m_i \text{ and } m_i \in \mathbb{Z}, & i = 1, 2, 3 \\
\sum_{i=1}^3 c_i m_i = n \\
\sum_{i=1}^3 m_i = m,
\end{cases} \quad (36)\]

with the optimal solution \((c_i^*), (m_i^*)\).

5) Step 6: 2-D Program for Continuous Relaxation: In the previous program \(m_i\) are integers; we consider the relaxation

\[
\max \quad \frac{\sum_{i=1}^3 (m_i c_i^2 + m_i c_i e^{-c_i})}{n} - \left( \frac{\sum_{i=1}^3 m_i c_i e^{-c_i}}{n} \right)^2
\]

\[\text{s.t.} \quad \begin{cases}
0 \leq c_i \text{ and } 0 \leq m_i, & i \in I \\
\sum_{i \in I} c_i m_i \leq n \\
\sum_{i \in I} m_i \leq m,
\end{cases} \quad (37)\]

where \(I = \{1, 2, 3\}\). We first prove that the maximum is achieved (not obvious, as \(c_i\) are not bounded). Indeed, if the maximum is achieved as a limit with \(c_i \to +\infty\), then the contributions to the objective \(m_i c_i^2 e^{-c_i}\) and \(m_i c_i e^{-c_i}\) tend to zero regardless of the values of \(m_i\), because \(m_i\) is bounded; in the limit we obtain the same value as when setting \(c_i = 0\) and an arbitrary fixed value for \(m_i\) (this preserves the constraints).

We next argue that the maximum occurs at a point such that \(m_i c_i = 0\) for at least two indices \(i\); this means that we can assume \(|I| = 1\) and simplify the program to two variables. Suppose that \((c_1), (m_1)\) is optimal and such that the number \(#\{i : m_i c_i \neq 0\}\) is smallest possible. If \(#\{i : m_i c_i \neq 0\} \leq 1\) there is nothing to prove, thus we assume \(#\{i : m_i c_i \neq 0\} \geq 2\). We can assume \(m_i c_i = 0\) for \(i = 1, 2\) (due to the symmetry). The LICQ holds, as the gradients of possibly active constraints

\[
\frac{\partial}{\partial (c_i)} [(c_i, (m_i))^3] = (0, 0, 1, 0, 0, 0),
\]

\[
\frac{\partial}{\partial (c_i)} [(c_i, (m_i)) m_3] = (0, 0, 0, 0, 0, 1),
\]

\[
\frac{\partial}{\partial (c_i)} [(c_i, (m_i)) \sum_{i=1}^3 c_i m_i] = (m_1, m_2, m_3, c_1, c_2, c_3),
\]

\[
\frac{\partial}{\partial (c_i)} [(c_i, (m_i)) \sum_{i=1}^3 m_i] = (0, 0, 0, 1, 1, 1),
\]

are linearly independent (here we use \(m_1, m_2 \neq 0\)). The KKT condition shows that \(u = c_1, c_2\) satisfy the system:

\[
\frac{\partial}{\partial u} [(u^2 + bu)e^{-u}] = n \lambda \mu + n \mu
\]

where \(b = 1 - \frac{2}{n} \sum_{i=1}^3 m_i c_i e^{-c_i}\); the first equation is the condition for \(m_i\) multiplied by \(n\), and the second equation is the condition for \(c_i\) multiplied by \(n\) and divided by \(m_i\) (here we use again \(m_1, m_2 \neq 0\)). Equivalently \(g(u) \equiv (u^2 + bu)e^{-u}\) is tangent to the straight line \(n \lambda u + n \mu\) at points \(u = c_1, c_2\). We claim this is not possible, unless \(c_1 = c_2\) (see Figure 3).

 Indeed \(c_1 \neq c_2\) must be on the different sides of the stationary point (by the mean-value theorem [52], [53]); to match the slopes they need to be in the two intervals where \(g\) decreases (Lemma 2), so necessarily \(b < 0\); the intercept is below zero for the first interval (with the start-point at 0), and above zero for the second interval (with the end-point at +\(\infty\)). In turn, \(c_1 = c_2\) reduces to \(c_1 = 0\); to see that we define \(c_1', c_2', c_3' = 0, c_1 + c_2, c_3\) and \(m_1', m_2', m_3' = 0, m_1 + m_2, m_3\), then replace \(c_i, m_i\) by \(c_i', m_i'\), preserving the objective value and constraints.
But \(\#\{i : m_i c_i \neq 0\} = \#\{i : m_i c_i \neq 0\} - 1\). This proves our claim that \(m_i c_i = 0\) for two indices \(i\).

Our relaxed program is equivalent to:

\[
\begin{align*}
\max & \quad \frac{(m_1' c_1'^2 + m_1 c_1)e^{-c_1} - (m_1 c_1 e^{-c_1})^2}{n} \\
\text{s.t.} & \quad 0 \leq c_1 \text{ and } 0 \leq m_1 \quad (40) \quad \text{and} \quad c_1 m_1 \leq n \quad m_1 \leq m.
\end{align*}
\]

6) Relaxation Gap is Small: We argue that the last step (relaxation) changes the optimal value by at most \(O(n^{-1})\).

To this end, suppose that \(c_1, m_1\) is optimal to (40) and let

\[
P = \frac{(m_1' c_1'^2 + m_1 c_1)e^{-c_1} - (m_1 c_1 e^{-c_1})^2}{n};
\]

it suffices to construct \((c_1', m_1')\) feasible for the program (36) and such that \(P' = \sum_{i=1}^{m_1} (m_1' c_1'^2 + m_1' c_1) e^{-c_1'} - (\sum_{i=1}^{m_1} m_1' c_1'^2 - (\sum_{i=1}^{m_1} m_1' c_1) e^{-c_1'})^2\)

\[
P - P' \leq O(n^{-1}),
\]

because the optimal value of (36) is upper-bounded by \(P\) (by relaxation) and lower-bounded by \(P'\) (by feasibility).

The optimal value is clearly positive and thus \(m_1, c_1 > 0\). Define \(m_1' = \max\{\{m_1 - 1\}, 1\}, m_2 = 1, m_3 = 0\), also \(c_1' = \frac{m_1 c_1}{m_1'}\), \(c_2' = n - m_1 c_1, c_3' = 0\). Note that \(m_1', c_1' \geq 0\) and \(m_3 = 0\); \(m_4' = n\); \(m_4' = n\); \(c_1' = c_1\); \(c_2' = c_2\); \(c_3' = c_3\); \(c_4' = c_4\).

The bound on \(P - P'\) trivially follows when \(m_3 \leq 2\) because for \(m_1 = O(1)\) and \(m_1' = O(1)\) we have \(P = O(n^{-1}), |P'| = O(n^{-1})\). We further assume that \(m_1 \geq 2\), which implies \(m_1' = \Theta(m_1)\) and \(c_1' = c_1\). To bound \(P - P'\) we observe that:

\[
P - P' = \frac{m_1 c_1}{n} \left((c_1 + 1)e^{-c_1} - (c_1' + 1)e^{-c_1'}\right)
- \frac{c_2'(c_2' + 1)e^{-c_2'}}{n}
- \left(\frac{m_1 c_1 e^{-c_1}}{n}\right)^2 + \left(\frac{m_1 c_1 e^{-c_1} + c_2' e^{-c_2'}}{n}\right)^2
\]

(42)

(we used \(m_1 c_1 = m_1' c_1'\) and \(m_2 = 1, m_3 = 0\)) so it remains to show that these three terms are at most \(O(n^{-1})\).

The first term is \(\frac{m_1 c_1}{n} \cdot (h(c_1) - h(c_1'))\) with \(h(u) \triangleq (1 + w)e^{-u}\). By the mean-value theorem \(\frac{m_1 c_1}{n} \cdot h(c_1) - h(c_1') = \frac{m_1 c_1}{n} \cdot O(c_1 e^{-\Theta(c_1)}); \text{since } |c_1' - c_1| = O(c_1/m_1) = O(c_1/m_1)\), we can upper-bound as \(O(e^{-\Theta(c_1)})) = O(n^{-1})\).

The second term is negative can be ignored.

The third term equals \(x^2 - y^2 = (x+y)(x+y)\) with \(x = \frac{m_1 c_1 e^{-c_1} - c_2 e^{-c_2'}}{n} \text{ and } y = \frac{m_1 c_1 e^{-c_1}}{n}\). We have \(0 \leq x + y \leq O(1)\) by the constraint \(m_1 c_1' \leq n\). In turn, \(x - y = \frac{m_1 c_1 (e^{-c_1} - e^{-c_1'})}{n} + O(n^{-1})\). By the mean-value theorem applied to \(h(u) = e^{-u}\) we get \(x - y = \frac{m_1 c_1}{n} \cdot |c_1' - c_1| \cdot O(1)e^{-\Theta(c_1)}; \text{since } |c_1' - c_1| = O(c_1/m_1)\) we get

\[
\frac{|x - y|}{n} = O(e^{-\Theta(c_1)})) = O(n^{-1})\text{ and } x^2 - y^2 \leq O(n^{-1})\).
\]

7) Summing Up: With \(w = \frac{c_1}{m_1}, c_1 = c\) we write (40) as:

\[
\max \quad w(1 + c)e^{-c} - (we^{-c})^2
\]

\[
\text{s.t.} \quad \begin{cases}
0 \leq w \leq 1 \\
w \leq \frac{c_1}{m_1}.
\end{cases}
\]

We proved that the gap w.r.t. (29) is \(O(n^{-1})\), and thus for the optimal value \(\alpha\) the worst-case MSE equals \(\alpha \frac{c_1}{m_1} + O(n^{-2})\). The probability distribution achieving this value can be constructed from optimal \(w, c\) as explained in the previous step; namely on \(m_1' = \max\{\{m_1 - 1\}, 1\}\) elements the probability mass equals \(\frac{c_1}{m_1} = \frac{c_1}{m_1'}\), and on other \(m_2' = 1\) elements the probability mass is \(\frac{n-m_1 c_1}{m_1} = 1 - w\). This completes the proof when \(m < +\infty\).

8) Unbounded Dimension: The supremum \(\alpha\) of (29) can be approached on a sequence of distributions \((p_k(e))\), \(k = 1, 2, \ldots\).

For any fixed \(\epsilon > 0\), let \(p_k\) be any distribution such that the the objective value is at least \(\alpha - \epsilon\). Since the objective of (29) is continuous with respect to the total variation distance, by a mass-shifting argument we can find \((p_k')\) with \(p_k\) which is optimal under the support constraint \(m_k\); the objective can only increase, thus it is still at least \(\alpha - \epsilon\).

When \(m > \frac{n}{W(2)}\), the objective in Theorem 3 has its maximum at \(w = 1\) and \(c = W(2)\), as we will see in Corollary 1, and then the constraint \(w \leq \frac{n}{m}\) can be ignored. This shows that limiting the support to \(m = O(n)\) we can approximate the supremum up to \(2\epsilon\), for arbitrarily small \(\epsilon\). Thus, for \(m = +\infty\) the theorem also holds (the constraint with \(m = +\infty\) is automatically satisfied, hence to be ignored).

D. Proof of Corollary 1

We denote \(b \triangleq \frac{m_1}{n}\) and consider the program:

\[
\max \quad w(1 + c)e^{-c} - (we^{-c})^2
\]

\[
\text{s.t.} \quad 0 \leq w \leq 1 \quad \text{and} \quad w \leq bc
\]

(44)

with respect to the parameter \(b > 0\).

The program has no local maximum with \(0 < w < 1\) and \(w < bc\) (also seen in Figure 1). Indeed, otherwise the first order condition for \(w\) would give \(w = \frac{(1+ce^c)}{2}\); the program becomes maximizing \(\frac{1+ce^c}{2} - \frac{(1+ce^c)}{2} \leq \frac{(1+ce^c)}{2} < bc\), and the first order condition for \(c\) gives \(c = 0\), a contradiction.

Since at the optimal point \(w \neq 0\) (the objective would be zero), we are left with two cases. For \(w = 1\) the program is

\[
\max \quad (1 + c)e^{-c} - e^{-2c},
\]

(45)

and when \(w = bc\) the program becomes

\[
\max \quad b(c + c^2)e^{-c} - b^2 c^2 e^{-2c}.
\]

(46)

In what follows we use the fact that \(h(c) \triangleq (1 + c)e^{-c} - e^{-2c}\) increases for \(0 < c < W(2)\) and decreases when \(W(2) < c\).

Suppose that \(b \leq \frac{1}{W(2)}\); then (45) is maximized at \(c = \frac{1}{b}\); this matches the objective of (46) at \(c = \frac{1}{b}\), so the optimal value of (46) is bigger or equal than that of (45).
Suppose now that \( b \geq \frac{1}{W(2)} \), then (45) is maximized at \( c = W(2) \), with the value \( h(W(2)) \). This time we claim that (46) is smaller or equal than (45). If \( \frac{1}{c} \leq \frac{1}{e} \) for optimal \( c \), then under the constraint (45), we have \( b \leq \frac{1}{k} \leq \frac{(k+1)e}{2} \). Since the objective increases in \( h(b) \), this in turn at most \( h(W(2)) \).

V. Conclusion

This work determines the worst mean-squared error of the Good-Turing estimator given the sample and alphabet size, completing upon prior results for unrestricted distributions.
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