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Abstract
Under suitable conditions on a family \((I(t))_{t \geq 0}\) of Lipschitz mappings on a complete metric space, we show that, up to a subsequence, the strong limit \(S(t) := \lim_{n \to \infty} (I(t 2^{-n}))^{2^n}\) exists for all dyadic time points \(t\), and extends to a strongly continuous semigroup \((S(t))_{t \geq 0}\). The common idea in the present approach is to find conditions on the generating family \((I(t))_{t \geq 0}\), which can be transferred to the semigroup. The construction relies on the Lipschitz set, which is invariant under iterations and allows to preserve Lipschitz continuity to the limit. Moreover, we provide a verifiable condition which ensures that the infinitesimal generator of the semigroup is given by \(\lim_{h \downarrow 0} \frac{I(h)x - x}{h}\), whenever this limit exists. The results are illustrated with several examples of nonlinear semigroups such as robustifications and perturbations of linear semigroups.
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1 Introduction
Let \(X\) be a complete metric space and \((I(t))_{t \geq 0}\) a family of Lipschitz continuous mappings \(I(t) : X \to X\). We are interested in the question whether one can construct an associated semigroup \((S(t))_{t \geq 0}\), which satisfies
\[
S(t)x = \lim_{n \to \infty} (I(t 2^{-n}))^{2^n}x.
\]

We thank Robert Denk, Stephan Eckstein, Karsten Herth, Markus Kunze, Max Nendel, Reinhard Racke and Liming Yin for helpful comments and discussions. Furthermore, we thank an anonymous referee for valuable comments and feedback on an earlier version of the paper.

Jonas Blessing
jonas.blessing@uni-konstanz.de

Michael Kupper
kupper@uni-konstanz.de

¹ Department of Mathematics and Statistics, University of Konstanz, Konstanz, Germany
Formulas of this type are called Chernoff approximation. In his monograph [8], Chernoff generalized his previous work [7] and the results by Trotter [33, 34]: under additional stability conditions on the approximating sequence \((I(t))_{n \in \mathbb{N}}\) and the assumption that \((I(t))_{t \geq 0}\) is strongly continuous, it was shown in [8, Theorem 2.5.3] that the family \((S(t))_{t \geq 0}\) is a strongly continuous semigroup of Lipschitz continuous mappings.

In this article, we provide a detailed study how a modified version of the Chernoff approximation can be used for the construction of nonlinear semigroups. The key idea is to find properties of \((I(t))_{t \geq 0}\), which are preserved during the iteration, and can therefore be transferred to the semigroup \((S(t))_{t \geq 0}\). Typically, the family \((I(t))_{t \geq 0}\) has a representation, which allows for explicit verification of these properties. Compared to formula Eq. (1.1), we take the limit only along a convergent subsequence, i.e.,

\[
S(t)x = \lim_{l \to \infty} I(2^{-n_l}t^{2n_l}x).
\]  

Clearly, under suitable compactness and separability assumptions, we can choose a diagonal sequence for all \((x, t)\) in a countable dense subset \(D \times \mathcal{T}\) of \(X \times \mathbb{R}_+\). Hence, we have to extend the mapping \(D \times \mathcal{T} \to X, (x, t) \mapsto S(t)x\) to the closure \(X \times \mathbb{R}_+\). To do so, we need sufficient Lipschitz continuity of \((I(t))_{t \geq 0}\) in the variables \((x, t) \in D \times \mathcal{T}\), which is preserved during the construction. In several examples, the boundedness and Lipschitz assumptions on the family \((I(t))_{t \geq 0}\) are easily verified. The verification of the relative compactness of the sequence \((I(2^{-n_l}t^{2n_l}x))_{n \in \mathbb{N}}\) is more involved and depends on the choice of the space \(X\). The described construction leads to a strongly continuous semigroup \((S(t))_{t \geq 0}\) of locally Lipschitz continuous operators \(S(t) : X \to X\).

Another focus of this work is the connection between the local behaviour of \((I(t))_{t \geq 0}\) and \((S(t))_{t \geq 0}\). Let \(X\) be a Banach space. If \((I(t))_{t \geq 0}\) is a family of linear contractions, it was shown in [8, Theorem 3.7] that the infinitesimal generator of \((S(t))_{t \geq 0}\) is an extension of the derivative \(I'(0)\). In this spirit, in Theorem 4.3, we provide an abstract technical condition, which ensures that

\[
\lim_{t \downarrow 0} \left\| \frac{I(t)x - x}{t} - y \right\| = 0 \quad \text{implies} \quad \lim_{t \downarrow 0} \left\| \frac{S(t)x - x}{t} - y \right\| = 0.
\]

For instance, this result always holds, if \((I(t))_{t \geq 0}\) consists of convex monotone operators. We also discuss whether \((S(t))_{t \geq 0}\) represents the unique solution to the abstract Cauchy problem

\[
\partial_t u(t) = Au(t) \quad \text{for all} \ t \geq 0, \quad u(0) = x,
\]

where \(A\) denotes the generator of \((S(t))_{t \geq 0}\) and \(x \in D(A)\). Unlike to the theory of linear semigroups, this is not immediately clear and depends strongly on additional properties of \(X\). In particular, one has to verify \(S(t) : D(A) \to D(A)\) for all \(t \geq 0\), which is in general wrong, see [13]. In contrast, the invariance of the symmetric Lipschitz set \([13]\) does not depend on \(X\), but rather on convexity and monotonicity of \((S(t))_{t \geq 0}\). We provide sufficient conditions on \((S(t))_{t \geq 0}\) for the invariance and investigate how these conditions can be derived from \((I(t))_{t \geq 0}\). Furthermore, the symmetric Lipschitz set can be completely
described by \((I(t))_{t \geq 0}\), and therefore explicitly determined in examples, see Section 6.1. Finally, we want to emphasise that the results on the generator and the symmetric Lipschitz set do not require norm convergence of the approximating sequence as in Eq. (1.2).

The present approach is inspired by the Nisio semigroup [26], where the sequence \((I(2^{-n} t^{-n} x))_{n \in \mathbb{N}}\) is non-decreasing. In this case, the limit in Eq. (1.2) does not depend on the choice of the convergent subsequence, i.e., Eqs. (1.1) and (1.2) are equivalent, see Section 2.2. The Nisio semigroup is obtained from the family \(I(t)x := \sup_{\lambda \in \Lambda} S_{\lambda}(t)x\), where \((S_{\lambda})_{\lambda \in \Lambda}\) is a family of monotone linear semigroups. In case that each \((S_{\lambda}(t))_{t \geq 0}\) is the semigroup of a Markov process, the respective Nisio semigroup corresponds to a stochastic process under parameter uncertainty, see [12, 24]. Typical examples include Brownian motions with drift or volatility uncertainty, see [9, 29, 30], and Lévy processes with uncertainty in the Lévy triplet, see [18, 19, 22, 25]. Compared to the Nisio semigroup, the construction based on the norm convergence as in Eq. (1.2) does not rely at all on monotonicity and we do not require \((I(t))_{t \geq 0}\) to be the supremum over a family of monotone linear semigroups. For instance, this is illustrated in Section 6.5 by means of reaction-diffusion equations, where the operators \(I(t)\) are neither convex nor monotone.

In the literature, the Chernoff approximation is mainly used as a tool for finding approximative representations of semigroups or solutions of evolution equations, for which the existence is already established. In many applications the goal is to find an approximation of the form Eq. (1.1) to give explicit representations of semigroups, see, e.g., [6, 27, 31]. For a survey of Chernoff approximations of operator semigroups we refer to [5], see also [17] for an overview on different kinds of approximations. A classical approach to nonlinear PDEs and the respective nonlinear semigroups is based on the theory of maximal monotone or m-accretive operators, see [1, 2, 4, 16, 20]. For HJB-type equations, as outlined in [13], it is rather delicate to verify the m-accreditivity. Furthermore, the theory of backward stochastic differential equations provides a powerful tool for the representation of second order quasi-linear equations, see, e.g., [11, 15], and [21, 32] for fully nonlinear equations.

The paper is organized as follows. In Section 2, we introduce the basic assumptions and state the main result on the existence of nonlinear semigroups. In Section 3, we investigate how to verify the imposed compactness assumption for certain spaces of continuous functions. In Section 4, we prove that the generator of \((S(t))_{t \geq 0}\) is an extension of the derivative \(I'(0)\). In Section 5, we study the symmetric Lipschitz set. Finally, in Section 6, the main results are illustrated with several examples.

2 Construction of Nonlinear Semigroups

Let \((X, d)\) be a complete metric space. We denote by \(B(x, r) := \{y \in X : d(x, y) \leq r\}\) the closed ball with radius \(r \geq 0\) around \(x \in X\), and by \(\mathbb{R}_+ := \{x \in \mathbb{R} : x \geq 0\}\) the positive real numbers including zero. Let \((I(t))_{t \geq 0}\) be a family of operators \(I(t) : X \to X\) satisfying the following boundedness and Lipschitz conditions.

**Assumption 2.1** The family \((I(t))_{t \geq 0}\) satisfies the following properties:

(i) \(I(0) = \text{id}_X\).

(ii) There exists \(x_0 \in X\) such that

\[ I(t) : B(x_0, r) \to B(x_0, \alpha(r, t)) \quad \text{for all } r, t \geq 0, \]
where $\alpha : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+$ is a function, which is non-decreasing in the second argument, and satisfies
\[
\alpha(\alpha(r, s), t) \leq \alpha(r, s + t) \quad \text{for all } r, s, t \geq 0.
\] (2.1)

(iii) For every $r \geq 0$, there exists $\omega_r \geq 0$ such that
\[
d(I(t)x, I(t)y) \leq e^{\omega_r} d(x, y) \quad \text{for all } t \in [0, 1] \text{ and } x, y \in B(x_0, r).
\]

**Remark 2.2**  
(i) It holds $\alpha(r, t) \geq r$ for all $r, t \geq 0$, because the non-decreasingness of $\alpha$ in the second argument and $I(0) = \text{id}_X$ imply $\alpha(r, t) \geq \alpha(r, 0) \geq r$. Furthermore, we assume w.l.o.g. that the mapping $\mathbb{R}_+ \to \mathbb{R}_+, r \mapsto \omega_r$ is non-decreasing.

(ii) Let $(I(t))_{t \geq 0}$ be a strongly continuous semigroup of bounded linear operators on a Banach space $(X, \| \cdot \|)$. Then, there exist $M \geq 1$ and $\omega \in \mathbb{R}$ such that $\|I(t)x\| \leq Me^{\omega t\|x\|}$ for all $t \geq 0$ and $x \in X$, see [28]. If $(I(t))_{t \geq 0}$ is quasi-contractive, i.e. $M = 1$, Assumption 2.1(iii) is satisfied. In the nonlinear case, the exponent $\omega_r$ might depend on $r$. Since we are only interested in the short time behaviour of $(I(t))_{t \geq 0}$, we do not require this property for $t > 1$.

**Definition 2.3** Let $(I(t))_{t \geq 0}$ be a family of operators $I(t) : X \to X$. The Lipschitz set $\mathcal{L}^I$ consists of all $x \in X$, for which there exist $t_0 > 0$ and $c \geq 0$ with
\[
d(I(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0].
\]

For convex semigroups, the Lipschitz set was introduced in [13]. The Lipschitz set allows us to establish strong continuity of the semigroup $S$, and will be used in Section 6.1 to prove a regularity result.

Let $\mathcal{T} := \{k2^{-n} : k, n \in \mathbb{N}_0\}$ be the set of all positive dyadic numbers, which is countable and dense in $\mathbb{R}_+$. We define the partitions $\pi_n^t := \{k2^{-n} \wedge t : k \in \mathbb{N}_0\}$ and the iterated operators $I(\pi_n^t) := I(2^{-n}2^nt)$ for all $t \in \mathcal{T}$ and $n \in \mathbb{N}$ with $2^nt \in \mathbb{N}$. The verification of the following compactness assumption will be discussed in Section 3 for certain spaces of continuous functions.

**Assumption 2.4** There exists a countable set $\mathcal{D} \subset \mathcal{L}^I$, which is dense in $X$. Furthermore, the sequence $(I(\pi_n^t)x)_{n \in \mathbb{N}}$ is relatively compact in $X$ for all $(x, t) \in \mathcal{D} \times \mathcal{T}$.

The previous assumption implies the existence of a subsequence $(n_l)_{l \in \mathbb{N}} \subset \mathbb{N}$ such that we can define $S(t)x := \lim_{l \to \infty} I(\pi_{n_l}^t)x$ for all $(x, t) \in \mathcal{D} \times \mathcal{T}$. Then, since the Lipschitz continuity of $(I(t))_{t \geq 0}$ in the variables $(x, t) \in \mathcal{D} \times \mathcal{T}$ from Assumption 2.1 and Definition 2.3 is preserved during the iteration and in the limit, we can extend the mapping $\mathcal{D} \times \mathcal{T} \to X$, $(x, t) \mapsto S(t)x$ to the closure $\overline{\mathcal{D} \times \mathcal{T}} = X \times \mathbb{R}_+$. This leads to the first main result.

**Theorem 2.5** Suppose that $(I(t))_{t \geq 0}$ satisfies Assumptions 2.1 and 2.4. Then, there exists a family $(S(t))_{t \geq 0}$ of operators $S(t) : X \to X$ with the following properties:

(i) There exists a subsequence $(n_l)_{l \in \mathbb{N}} \subset \mathbb{N}$ such that
\[
S(t)x = \lim_{l \to \infty} I(\pi_{n_l}^t)x \quad \text{for all } (x, t) \in \mathcal{D} \times \mathcal{T}.
\]

(ii) The family $(S(t))_{t \geq 0}$ forms a semigroup, i.e.,
\[
S(0) = \text{id}_X \quad \text{and} \quad S(s + t) = S(s)S(t) \quad \text{for all } s, t \geq 0.
\]
(iii) For every \( r, t \geq 0 \),
\[
d(x_0, S(t)x) \leq \alpha(r, t) \quad \text{for all } x \in B(x_0, r),
\]
\[
d(S(t)x, S(t)y) \leq e^{\ell_0 \alpha(r, t)} d(x, y) \quad \text{for all } x, y \in B(x_0, r).
\]

(iv) The semigroup \((S(t))_{t \geq 0}\) is strongly continuous, i.e., the mapping
\[
\mathbb{R}_+ \to X, \ t \mapsto S(t)x
\]
is continuous for all \( x \in X \).

(v) For every \( r \geq 0 \) and \( x \in B(x_0, r) \cap L^I \), there exists \( c \geq 0 \) such that
\[
d(S(s)x, S(t)x) \leq ce^{T\ell_0 \alpha(r, T)}|s - t| \quad \text{for all } T \geq 0 \text{ and } s, t \in [0, T].
\]

We call \((I(t))_{t \geq 0}\) a generating family of the semigroup \((S(t))_{t \geq 0}\), and \((S(t))_{t \geq 0}\) an associated semigroup to the family \((I(t))_{t \geq 0}\).

**Corollary 2.6** It holds \( L^I \subset L^S \) and \( S(t) : L^S \to L^S \) for all \( t \geq 0 \).

**Proof** The inclusion \( L^I \subset L^S \) follows from Theorem 2.5(v) and \( S(0) = \text{id}_X \). Fix \( x \in L^S \) and choose \( t_0 > 0 \) and \( c \geq 0 \) such that
\[
d(S(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0]. \tag{2.2}
\]

We use Theorem 2.5(iii), inequality (2.2) and inequality (2.1) to conclude that
\[
d(S(s)S(t)x, S(t)x) = d(\pi_{\alpha(r, t)} S(s)x, S(t)x) \leq e^{\ell_0 \alpha(r, t)} d(S(s)x, x) \leq ce^{\ell_0 \alpha(r, t)} d(x, y) \quad \text{for all } t \geq 0 \text{ and } s, t \in [0, t_0].
\]

\[\square\]

### 2.1 Proof of Theorem 2.5

In the sequel, we establish a series of lemmas, which prove Theorem 2.5. We will always suppose that Assumptions 2.1 and 2.4 hold.

**Lemma 2.7** For every \( r \geq 0 \), \( t \in T \) and \( n \in \mathbb{N} \) with \( 2^n t \in \mathbb{N} \),
\[
d(x_0, \pi_n^t x) \leq \alpha(r, t) \quad \text{for all } x \in B(x_0, r),
\]
\[
d(\pi_n^t x, \pi_n^t y) \leq e^{\ell_0 \alpha(r, t)} d(x, y) \quad \text{for all } x, y \in B(x_0, r).
\]

**Proof** Fix \( n \in \mathbb{N} \). First, we show by induction that
\[
I(2^{-n}k) : B(x_0, r) \to B(x_0, \alpha(r, 2^{-n})) \quad \text{for all } k \in \mathbb{N} \text{ and } r \geq 0. \tag{2.3}
\]

For \( k = 1 \), the claim holds by Assumption 2.1(ii). For the induction step, suppose that inequality (2.3) holds for some fixed \( k \in \mathbb{N} \) and all \( r \geq 0 \). We combine this with Assumption 2.1(ii) and inequality (2.1) to conclude that
\[
I(2^{-n})^{k+1} x = I(2^{-n})^k I(2^{-n}) x \in B(x_0, \alpha(\alpha(r, 2^{-n}), 2^{-n})) \subset B(x_0, \alpha(r, (k + 1)2^{-n})
\]
for all \( r \geq 0 \) and \( x \in B(x_0, r) \).

Second, we show by induction that, for all \( k \in \mathbb{N} \), \( r \geq 0 \) and \( x, y \in B(x_0, r) \),
\[
d(I(2^{-n})^k x, I(2^{-n})^k y) \leq e^{k2^{-n} \ell_0 \alpha(r, 2^{-n})} d(x, y) \tag{2.4}
\]
For \( k = 1 \), the claim follows from Assumption 2.1(iii) and \( \alpha(r, 2^{-n}) \geq r \). For the induction step, suppose that inequality (2.4) holds for some fixed \( k \in \mathbb{N} \), all \( r \geq 0 \) and \( x, y \in B(x_0, r) \). Combing this with Assumption 2.1(ii) and (iii), inequality (2.1), and the non-decreasingness of the mappings \( r \mapsto \omega_r \) and \( t \mapsto \alpha(r, t) \) yields

\[
d(I(2^{-n})^{k+1}x, I(2^{-n})^{k+1}y) = d(I(2^{-n})^{k}I(2^{-n})x, I(2^{-n})^{k}I(2^{-n})y) \\
\leq e^{k2^{-n}\omega_{\alpha(r, 2^{-n}), k2^{-n}}}d(I(2^{-n})x, I(2^{-n})y) \\
\leq e^{k2^{-n}\omega_{\alpha(r, (k+1)2^{-n})}}e^{2^{-n}\omega_{\alpha(r, 2^{-n})}}d(x, y) \\
\leq e^{(k+1)2^{-n}\omega_{\alpha(r, (k+1)2^{-n})}}d(x, y)
\]

for all \( r \geq 0 \) and \( x, y \in B(x_0, r) \).

By definition, for every \( s, t \in T \) and \( n \in \mathbb{N} \) with \( 2^n s, 2^n t \in \mathbb{N} \),

\[
I(\pi^{n+1}_n) = I(\pi^s_n)I(\pi^t_n).
\]

**Lemma 2.8** Let \( r \geq 0 \) and \( x \in B(x_0, r) \cap L^1 \). Choose \( t_0 > 0 \) and \( c \geq 0 \) such that

\[
d(I(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0].
\]

Then, for every \( T \geq 0, s, t \in [0, T] \cap T \) and \( n \in \mathbb{N} \) with \( 2^n s, 2^n t \in \mathbb{N} \) and \( 2^{-n} \leq t_0 \),

\[
d(I(\pi^n_s)x, I(\pi^n_t)x) \leq ce^{T\omega_{\alpha(r, T)}}|s - t|.
\]

**Proof** Fix \( n \in \mathbb{N} \) with \( 2^{-n} \leq t_0 \). First, we show by induction that

\[
d(I(2^{-n})^{k}x, x) \leq ce^{k2^{-n}\omega_{\alpha(r, k2^{-n})}k2^{-n}} \quad \text{for all } k \in \mathbb{N}.
\]

For \( k = 1 \), the claim holds by inequality (2.6). For the induction step, assume that inequality (2.7) holds for some fixed \( k \in \mathbb{N} \). We combine this with Lemma 2.7, inequality (2.6), inequality (2.1), and the non-decreasingness of the mappings \( r \mapsto \omega_r \) and \( t \mapsto \alpha(r, t) \) to estimate

\[
d(I(2^{-n})^{k+1}x, x) \\
\leq d(I(2^{-n})^{k}I(2^{-n})x, I(2^{-n})^{k}x) + d(I(2^{-n})^{k}x, x) \\
\leq e^{k2^{-n}\omega_{\alpha(r, 2^{-n}), k2^{-n}}}d(I(2^{-n})x, x) + ce^{k2^{-n}\omega_{\alpha(r, k2^{-n})}k2^{-n}} \\
\leq ce^{k2^{-n}\omega_{\alpha(r, (k+1)2^{-n})}e^{2^{-n}\omega_{\alpha(r, 2^{-n})}2^{-n}} + ce^{k2^{-n}\omega_{\alpha(r, k2^{-n})}k2^{-n}}} \\
\leq ce^{(k+1)2^{-n}\omega_{\alpha(r, (k+1)2^{-n})}(k + 1)2^{-n}}.
\]

Second, we show that, for all \( k, l \in \mathbb{N} \) with \( k \geq l \),

\[
d(I(2^{-n})^{k}x, I(2^{-n})^{l}x) \leq ce^{(k2^{-n}\omega_{\alpha(r, k2^{-n})}(k - l)2^{-n}}.
\]

It follows from Eq. (2.5), Lemma 2.7, inequality (2.1), and the non-decreasingness of the mappings \( r \mapsto \omega_r \) and \( t \mapsto \alpha(r, t) \) that

\[
d(I(2^{-n})^{k}x, I(2^{-n})^{l}x) = d(I(2^{-n})^{k}\alpha(r(2^{-n})^{k-l}x, I(2^{-n})^{l}x) \\
\leq e^{jl2^{-n}\omega_{\alpha(r, (k-l)2^{-n})}2^{-n}}d(I(2^{-n})^{k-l}x, x) \\
\leq ce^{2^{-n}\omega_{\alpha(r, 2^{-n})}e^{(k-l)2^{-n}\omega_{\alpha(r, (k-l)2^{-n})}}(k - l)2^{-n}} \\
\leq ce^{k2^{-n}\omega_{\alpha(r, k2^{-n})}(k - l)2^{-n}}.
\]
By using Assumption 2.4 and choosing a diagonal sequence for the countable set \( \mathcal{D} \times \mathcal{T} \), there exists a subsequence \( (n_l)_l \subset \mathbb{N} \) such that the limit

\[
S(t)x := \lim_{l \to \infty} I(\pi_{n_l}^t)x \in X
\]

exists for all \((x, t) \in \mathcal{D} \times \mathcal{T}\).

**Lemma 2.9**

1. For every \( r \geq 0 \) and \( x \in B(x_0, r) \cap \mathcal{D} \), there exists \( c \geq 0 \) such that

\[
d(S(s)x, S(t)x) \leq ce^{T \omega(r, t)|s - t|} \quad \text{for all } T \geq 0 \text{ and } s, t \in [0, T] \cap \mathcal{T}.
\]

In particular, the mapping \( S(\cdot)x : [0, T] \cap \mathcal{T} \to X \) has a unique continuous extension to \([0, T] \), which satisfies the previous inequality for all \( s, t \in [0, T] \).

2. For every \( r, t \geq 0 \),

\[
d(S(t)x, S(t)y) \leq e^{t \omega(r, t)} d(x, y) \quad \text{for all } x, y \in B(x_0, r) \cap \mathcal{D}.
\]

In particular, the mapping \( S(t) : B(x_0, r) \cap \mathcal{D} \to X \) has a unique continuous extension to \( B(x_0, r) \), which satisfies the previous inequality for all \( x, y \in B(x_0, r) \).

**Proof** First, we fix \( r, T \geq 0 \), \( x \in B(x_0, r) \cap \mathcal{D} \), and choose \( t_0 > 0 \) and \( c \geq 0 \) such that

\[
d(I(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0].
\]

It follows from Eq. (2.8) and Lemma 2.8 that, for all \( s, t \in [0, T] \cap \mathcal{T} \),

\[
d(S(s)x, S(t)x) = \lim_{l \to \infty} d(I(\pi_{n_l}^s)x, I(\pi_{n_l}^t)x) \leq ce^{T \omega(r, t)|s - t|}.
\]

The existence and uniqueness of the extension follows, because \([0, T] \cap \mathcal{T} \subset [0, T] \) is dense and the mapping \( S(\cdot)x : [0, T] \cap \mathcal{T} \to X \) is Lipschitz continuous.

Second, we fix \( r \geq 0 \) and \( x, y \in B(x_0, r) \cap \mathcal{D} \). It follows from Eq. (2.8) and Lemma 2.7 that

\[
d(S(t)x, S(t)y) = \lim_{l \to \infty} d(I(\pi_{n_l}^t)x, I(\pi_{n_l}^t)y) \leq e^{t \omega(r, t)} d(x, y) \quad \text{for all } t \in \mathcal{T}. \tag{2.9}
\]

Now, let \( t \geq 0 \) be arbitrary and choose a sequence \( (t_n)_n \subset [0, t] \cap \mathcal{T} \) with \( t_n \to t \). We use part (i), inequality (2.9) and the non-decreasingness of \( \alpha \) in the second argument to estimate

\[
d(S(t)x, S(t)y) = \lim_{n \to \infty} d(S(t_n)x, S(t_n)y) \leq \sup_{n \in \mathbb{N}} e^{t_n \omega(r, t_n)} d(x, y) \leq e^{t \omega(r, t)} d(x, y).
\]

The existence and uniqueness of the extension follows, because \( B(x_0, r) \cap \mathcal{D} \subset B(x_0, r) \) is dense and the mapping \( S(t) : B(x_0, r) \cap \mathcal{D} \to X \) is Lipschitz continuous.

**Lemma 2.10** The mapping \( S(\cdot)x : [0, \infty) \to X \) is continuous for all \( x \in X \).

**Proof** Let \( x \in X \), \( t \geq 0 \) and \( \varepsilon > 0 \). Define \( r := d(x_0, x) + 1 \), \( T := t + 1 \) and choose \( \delta_1 \in (0, 1] \) with \( 2e^{T \omega(r, T)} \delta_1 < \varepsilon/2 \). Since \( \mathcal{D} \subset X \) is dense, there exists \( y \in B(x_0, \delta_1) \cap \mathcal{D} \). Moreover, by Lemma 2.9(i), there exists \( c \geq 0 \) such that

\[
d(S(s_1)y, S(s_2)y) \leq e^{T \omega(r, T)} |s_1 - s_2| \quad \text{for all } s_1, s_2 \in [0, T].
\]
Choose $\delta_2 \in (0, \delta_1]$ with $c e^{T \omega_\alpha(r,T)} \delta_2 < \varepsilon/2$. For every $s \geq 0$ with $|s - t| < \delta_2$, we obtain
\[\begin{align*}
d(S(s)x, S(t)x) & \leq d(S(s)x, S(s)y) + d(S(t)x, S(t)y) + d(S(s)y, S(t)y) \\
& \leq 2e^{T \omega_\alpha(r,T)} d(x, y) + c e^{T \omega_\alpha(r,T)} |s - t| \\
& \leq 2e^{T \omega_\alpha(r,T)} \delta_1 + c e^{T \omega_\alpha(r,T)} \delta_2 < \varepsilon.
\end{align*}\]

Lemma 2.11 It holds $S(t)x = \lim_{l \to \infty} I(\pi_{n_l}^t)x$ for all $x \in X$ and $t \in T$. In particular, we obtain $S(t) : B(x_0, r) \to B(x_0, \alpha(r, t))$ for all $r, t \geq 0$.

Proof First, let $x \in X, t \in T, \varepsilon > 0$ and define $r := d(x_0, x) + 1$. Choose $\delta > 0$ with $2e^{T \omega_\alpha(r,T)} \delta < \varepsilon$ and $y \in B(x, \delta) \cap D$. For every $l \in \mathbb{N}$ with $2^n/t \in \mathbb{N}$, we use Lemmas 2.7 and 2.9(ii) to estimate
\[\begin{align*}
d(S(t)x, I(\pi_{n_l}^t)x) & \leq d(S(t)x, S(t)y) + d(I(\pi_{n_l}^t)x, I(\pi_{n_l}^t)y) + d(S(t)y, I(\pi_{n_l}^t)y) \\
& \leq 2e^{T \omega_\alpha(r,T)} d(x, y) + d(S(t)y, I(\pi_{n_l}^t)y) < \varepsilon + d(S(t)y, I(\pi_{n_l}^t)y).
\end{align*}\]
Equation (2.8) implies $\lim_{l \to \infty} d(S(t)x, I(\pi_{n_l}^t)x) = 0$.

Second, we fix $r \geq 0$ and $x \in B(x_0, r)$. It follows from the first part and Lemma 2.7 that
\[\begin{align*}
d(x_0, S(t)x) = \lim_{l \to \infty} d(x_0, I(\pi_{n_l}^t)x) \leq \alpha(r, t) \quad \text{for all } t \in T. \quad (2.10)
\end{align*}\]
Now, let $t \geq 0$ be arbitrary and choose a sequence $(t_n)_{n \in \mathbb{N}} \subset [0, t] \cap T$ with $t_n \to t$. We use Lemma 2.10, inequality (2.10) and the non-decreasingness of $\alpha$ in the second argument to conclude that
\[\begin{align*}
d(x_0, S(t)x) = \lim_{n \to \infty} d(x_0, S(t_n)x) \leq \sup_{n \in \mathbb{N}} \alpha(r, t_n) \leq \alpha(r, t).
\end{align*}\]

Lemma 2.12 It holds $S(0) = \text{id}_X$ and $S(s + t) = S(s)S(t)$ for all $s, t \geq 0$.

Proof It follows from Assumption 2.1(i) and the construction that $S(0) = \text{id}_X$. Fix $x \in X$ and define $r := d(x_0, x)$. First, let $s, t \in T$. Equation (2.5) and Lemma 2.11 imply
\[\begin{align*}
\lim_{l \to \infty} d(S(s + t)x, I(\pi_{n_l}^s)x) & = \lim_{l \to \infty} d(S(s + t)x, I(\pi_{n_l}^s)I(\pi_{n_l}^t)x) = 0.
\end{align*}\]
Furthermore, it follows from Lemmas 2.7 and 2.11 that
\[\begin{align*}
d(S(s)S(t)x, I(\pi_{n_l}^s)x) & \leq d(S(s)S(t)x, I(\pi_{n_l}^s)S(t)x) + d(I(\pi_{n_l}^s)S(t)x, I(\pi_{n_l}^s)I(\pi_{n_l}^t)x) \\
& \leq d(S(s)S(t)x, I(\pi_{n_l}^s)S(t)x) + e^{T \omega_\alpha(r,T)} d(S(t)x, I(\pi_{n_l}^t)x) \to 0 \quad \text{as } l \to \infty.
\end{align*}\]
Second, let $s, t \geq 0$ be arbitrary, define $T := s + t + 1$ and choose sequences $(s_n)_{n \in \mathbb{N}}$ and $(t_n)_{n \in \mathbb{N}}$ in $[0, T] \cap T$ with $s_n \to s$ and $t_n \to t$. We use the first part, Lemma 2.9(ii), Lemmas 2.10 and 2.11 to estimate

$$
d(S(s + t)x, S(s)S(t)x) \leq d(S(s + t)x, S(s_n + t_n)x) + d(S(s)S(t)x, S(s_n)S(t)x) \\
+ e^{T\omega_{(r,T)} d(S(t)x, S(t_n)x)} \to 0 \quad \text{as } n \to \infty.
$$

\[\square\]

**Lemma 2.13** For every $r \geq 0$ and $x \in B(x_0, r) \cap L^I$, there exists $c \geq 0$ such that

$$
d(S(s)x, S(t)x) \leq ce^{T\omega_{(r,T)} |s - t|} \quad \text{for all } T \geq 0 \text{ and } s, t \in [0, T].
$$

**Proof** Fix $r, T \geq 0, x \in B(x_0, r) \cap L^I$ and choose $t_0 > 0$ and $c \geq 0$ such that

$$
d(I(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0].
$$

It follows from Lemmas 2.11 and 2.8 that, for all $s, t \in [0, T] \cap T$,

$$
d(S(s)x, S(t)x) = \lim_{l \to \infty} d(I(\pi^T_n)x, I(\pi^T_n)x) \leq ce^{T\omega_{(r,T)} |s - t|}. \quad (2.11)
$$

Now, let $s, t \in [0, T]$ be arbitrary and choose sequences $(s_n)_{n \in \mathbb{N}}$ and $(t_n)_{n \in \mathbb{N}}$ in $[0, T] \cap T$ with $s_n \to s$ and $t_n \to t$. We use Lemma 2.10 and inequality (2.11) to conclude that

$$
d(S(s)x, S(t)x) = \lim_{n \to \infty} d(S(s_n)x, S(t_n)x) \leq ce^{T\omega_{(r,T)} |s - t|}.
$$

\[\square\]

2.2 **Discussion and Comparison with Nisio Semigroup**

In the previous subsection, we only considered dyadic partitions, but actually the same iterations can be made with arbitrary partitions. The proofs do not change, except for being notationally more complicated. For every $t \geq 0$, we denote by $P_t$ the set of all partitions $\pi = \{t_0, \ldots, t_n\}$ with $0 = t_0 < t_1 < \ldots < t_n = t$. Moreover, we define the iterated operators

$$I(\pi) := I(t_1 - t_0) \cdots I(t_n - t_{n-1}).$$

For later reference, we state the following version of Lemmas 2.7 and 2.8.

**Remark 2.14** Let $(I(t))_{t \geq 0}$ be a family of operators, which satisfy Assumption 2.1. Then, the following statements hold:

1. For every $r, t \geq 0$ and $\pi \in P_t$,

$$d(x_0, I(\pi)x) \leq \alpha(r, t) \quad \text{for all } x \in B(x_0, r),
$$

$$d(I(\pi)x, I(\pi)y) \leq e^{t\omega_{(r,T)} d(x, y)} \quad \text{for all } x, y \in B(x_0, r).
$$

2. Let $r \geq 0$ and $x \in B(0, r) \cap L^I$. Choose $t_0 > 0$ and $c \geq 0$ with

$$d(I(t)x, x) \leq ct \quad \text{for all } t \in [0, t_0].$$
Then, for all $t \geq 0$ and $\pi \in P_t$ with $|\pi| \leq t_0$, 
\[ d(I(\pi)x, x) \leq c e^{t_0 \omega(r,t)} t, \]
where $|\pi| := \max_{i=0,\ldots,n-1} (s_{i+1} - s_i)$ for $\pi = \{s_0, \ldots, s_n\}$.

A priori the construction of an associated semigroup $(S(t))_{t \geq 0}$ to a generating family 
$(I(t))_{t \geq 0}$ depends on the choice of the partitions and the convergent subsequence. However, it is possible that 
\[ S(t)x = \lim_{n \to \infty} I(\pi_n^t)x \quad \text{for all } (x, t) \in X \times \mathcal{T}, \]
i.e., the convergence holds without choosing a subsequence. For instance, if the sequence 
$(I(\pi_n^t)x)_{n \in \mathbb{N}}$ is non-decreasing for all $(x, t) \in X \times \mathcal{T}$, we obtain 
\[ S(t)x = \sup_{l \in \mathbb{N}} I(\pi_{n_l}^t)x = \sup_{n \in \mathbb{N}} I(\pi_n^t)x \quad \text{for all } (x, t) \in X \times \mathcal{T}. \]

In particular, Nisio semigroups fall into this category, as we will see in the remainder of this subsection. Furthermore, if the semigroup represents the unique solution to a PDE, the construction is independent of the choice of the convergent subsequence. For details, we refer to Section 4.2. For the following lemma and subsequent remark, let $X$ be a Banach lattice. An operator $I(t): X \to X$ is called

- **monotone**, if $I(t)x \leq I(t)y$ for all $x, y \in X$ with $x \leq y$, 
- **continuous from below**, if $I(t)x = \sup_{n \in \mathbb{N}} I(t)x_n$ for every non-decreasing sequence $(x_n)_{n \in \mathbb{N}} \subseteq X$ such that $x := \sup_{n \in \mathbb{N}} x_n \in X$ exists.

**Lemma 2.15** Let $(I(t))_{t \geq 0}$ be a family of operators $I(t): X \to X$ satisfying Assumptions 2.1 and 2.4, and $(S(t))_{t \geq 0}$ an associated semigroup as in Theorem 2.5. In addition, we make the following assumptions:

(i) $I(t)$ is monotone and continuous from below for all $t \geq 0$.
(ii) $I(s + t)x \leq I(s)I(t)x$ for all $s, t \geq 0$ and $x \in X$.
(iii) The mapping $\mathbb{R}_+ \to X$, $t \mapsto I(t)x$ is continuous for all $x \in X$.
(iv) The operator $T(t): X \to X$, $x \mapsto \sup_{\pi \in P_t} I(\pi)x$ is well-defined for all $t \geq 0$.

Then, it holds $S(t)x = T(t)x$ for all $(x, t) \in X \times \mathbb{R}_+$. Furthermore, 
\[ S(t)x = \lim_{n \to \infty} I(\pi_n^t)x \quad \text{for all } (x, t) \in X \times \mathcal{T}, \]
i.e., the convergence holds without choosing a subsequence.

**Proof** By induction, it follows from condition (ii) that the sequence $(I(\pi_n^t)x)_{n \in \mathbb{N}}$ is non-decreasing for all $(x, t) \in X \times \mathcal{T}$. Moreover, by Theorem 2.5, there exists a subsequence $(n_l)_{l \in \mathbb{N}} \subseteq \mathbb{N}$ such that $S(t)x = \lim_{l \to \infty} I(\pi_{n_l}^t)x$ for all $(x, t) \in X \times \mathcal{T}$. Since $X$ is a Banach lattice, we obtain 
\[ I(t)x \leq S(t)x = \sup_{l \in \mathbb{N}} I(\pi_{n_l}^t)x = \sup_{n \in \mathbb{N}} I(\pi_n^t)x \leq T(t)x \quad \text{for all } (x, t) \in X \times \mathcal{T}. \]

In addition, condition (iii) and strong continuity of $(S(t))_{t \geq 0}$ imply $I(t)x \leq S(t)x$ for all $(x, t) \in X \times \mathbb{R}_+$. We use the monotonicity of $I(s)$ and the semigroup property of $(S(t))_{t \geq 0}$ to conclude 
\[ I(s)I(t)x \leq I(s)S(t)x \leq S(s)S(t)x = S(s + t)x \quad \text{for all } s, t \geq 0 \text{ and } x \in X. \]
By induction, we obtain $T(t)x \leq S(t)x$ for all $(x, t) \in X \times \mathbb{R}_+$ with equality for $t \in \mathcal{T}$.

It remains to show that the mapping $\mathbb{R}_+ \to X, t \mapsto T(t)x$ is continuous for all $x \in X$. Condition (ii) implies that the set $\{I(\pi) : \pi \in P_t\}$ is directed upwards and, by assumption, the operator $I(t)$ is continuous from below for all $t \geq 0$. Hence, the family $(T(t))_{t \geq 0}$ forms a semigroup, and we can use Remark 2.14(ii) to show that the mapping $\mathbb{R}_+ \to X, t \mapsto T(t)x$ is locally Lipschitz continuous for all $x \in X$. Since $\mathcal{L}^1 \subset X$ is dense, it follows from Remark 2.14(i) that the mapping $t \mapsto T(t)x$ is continuous for all $x \in X$, see the proof of Lemma 2.10. Furthermore, it holds $S(t)x = \lim_{n \to \infty} I(\pi^t_n)x$ for all $(x, t) \in X \times \mathcal{T}$, because the limit along a subsequence in Theorem 2.5(i) does not depend on the choice of the convergent subsequence.

**Remark 2.16** Let $(S_\lambda)_{\lambda \in \Lambda}$ be a family of linear semigroups on $X$, which satisfy the following conditions:

(i) $S_\lambda(t)$ is monotone and continuous from below for all $\lambda \in \Lambda$ and $t \geq 0$.

(ii) There exists $\omega \geq 0$ such that $\|S_\lambda(t)x\| \leq e^{\omega t}\|x\|$ for all $\lambda \in \Lambda$, $t \geq 0$ and $x \in X$.

(iii) The operator $I(t) : X \to X, x \mapsto \sup_{\lambda \in \Lambda} S_\lambda(t)x$ is well-defined for all $t \geq 0$.

Moreover, we assume that, for every subset $Y \subset X$ such that the supremum $\sup Y \in X$ exists, it holds $\|\sup_{x \in Y} x\| \leq \sup_{x \in Y} \|x\|$. For instance, the supremum norm has this property, but not the $L^p$-norm. For every $t \geq 0$ and $x, y \in X$, we use the assumption on the norm and condition (ii) to estimate

$$\|I(t)x\| \leq \sup_{\lambda \in \Lambda} \|S_\lambda(t)x\| \leq e^{\omega t}\|x\|,$$

$$\|I(t)x - I(t)y\| \leq \sup_{\lambda \in \Lambda} \|S_\lambda(t)x - S_\lambda(t)y\| \leq e^{\omega t}\|x - y\|.$$

Hence, Assumption 2.1 is satisfied. Furthermore, condition (i) implies that $(I(t))_{t \geq 0}$ satisfies the first two conditions of Lemma 15. In many examples, the forth condition of Lemma 15 follows from the assumptions, which are already necessary for the construction of the semigroup $(S(t))_{t \geq 0}$, while the third condition requires a mild additional assumption. If $(I(t))_{t \geq 0}$ satisfies the assumptions of Lemma 15, the associated semigroup $(S(t))_{t \geq 0}$ from Theorem 2.5 equals the family $(T(t))_{t \geq 0}$, defined by

$$T(t)x := \sup_{\pi \in P_t} I(\pi)x \text{ for all } (x, t) \in X \times \mathbb{R}_+.$$

It is also possible to weight the linear semigroups in the definition of $I(t)$ with a penalization term. This leads to semigroups, which are not sublinear but merely convex.

### 3 Relative Compactness Based on Arzela-Ascoli’s Theorem

Let $C$ be the space of all continuous functions $f : \mathbb{R}^d \to \mathbb{R}^m$, including the subsets $C^\infty$, Lip and $C_0$ of all functions, which are infinitely differentiable, Lipschitz continuous and vanish at infinity, respectively. Furthermore, let $\mathcal{L}^\infty$ be the space of all bounded (not necessarily measurable) functions $f : \mathbb{R}^d \to \mathbb{R}^m$, endowed with the supremum norm $\|f\|_\infty := \sup_{x \in \mathbb{R}^d} |f(x)|$, where $|\cdot|$ denotes the Euclidean norm. We define $C_b := C \cap \mathcal{L}^\infty$, Lip$_b := \text{Lip} \cap \mathcal{L}^\infty$ and Lip$_0 := \text{Lip} \cap C_0$. In addition, for every $c \geq 0$, we denote by Lip$(c)$ the set of all $c$-Lipschitz continuous functions. For every $c \geq 0$, let

$$\text{Lip}_b(c) := \{f \in \text{Lip}_b : f \in \text{Lip}(c), \|f\|_\infty \leq c\} \quad \text{and} \quad \text{Lip}_0(c) = \text{Lip}_b(c) \cap C_0.$$
3.1 Semigroups on $C_0$

We give explicit conditions, how to verify the assumptions of Section 2 for a family of translation-invariant contractions, which will be illustrated in Section 6. We start with an application of Arzéla-Ascoli’s theorem.

Lemma 3.1 Let $(I(t))_{t \geq 0}$ be a family of operators $I(t) : C_0 \to C_0$, which satisfy Assumption 2.1(ii). Let $t \in \mathcal{T}$ and $f \in C_0$ such that

- $\{I(\pi t_n)f : n \in \mathbb{N}\}$ is equicontinuous,
- $\lim_{|x| \to \infty} \sup_{n \in \mathbb{N}} |(I(\pi t_n)f)(x)| = 0$.

Then, the sequence $(I(\pi t_n)f)_{n \in \mathbb{N}}$ is relatively compact in $C_0$.

Proof By assumption, the sequence $(I(\pi t_n)f)_{n \in \mathbb{N}}$ is equicontinuous. Moreover, it follows from Lemma 2.7 that $(I(\pi t_n)f)_{n \in \mathbb{N}}$ is bounded. Note that Lemma 2.7 is a consequence of Assumption 2.1(ii) and independent of the other assumptions in Section 2. By using Arzéla-Ascoli’s theorem and choosing a diagonal sequence, we obtain a function $g \in C$ such that $I(\pi t_{n_l})f \to g$ as $l \to \infty$ uniformly on compact sets for a suitable subsequence. It remains to show

$$\lim_{l \to \infty} \|I(\pi t_{n_l})f - g\|_{\infty} = 0.$$

For every $\varepsilon > 0$, by assumption, there exists a compact set $K \subset \mathbb{R}^d$ with

$$\sup_{x \in K} \sup_{n \in \mathbb{N}} |(I(\pi t_n)f)(x)| \leq \frac{\varepsilon}{2}.$$

This inequality is preserved in the limit, i.e., $\sup_{x \in K} |g(x)| \leq \varepsilon/2$. We obtain

$$\|I(\pi t_{n_l})f - g\|_{\infty} = \|(I(\pi t_{n_l})f - g)\|_K + \|(I(\pi t_{n_l})f - g)\|_{K^c}\|_\infty \\
\leq \|(I(\pi t_{n_l})f - g)\|_K + \|\epsilon\| \to \|\epsilon\| \text{ as } l \to \infty.$$

In addition, since $C_0$ is complete, it holds $g \in C_0$. \hfill \Box

An operator $I(t) : C_0 \to C_0$ is called translation-invariant, if

$$(I(t)f)(x) = (I(t)f_x)(0) \quad \text{for all } f \in C_0 \text{ and } x \in \mathbb{R}^d,$$

where $f_x : \mathbb{R}^d \to \mathbb{R}^m, y \mapsto f(x + y)$. Let $C^+_0 := \{f \in C_0 : f \geq 0\}.$

Lemma 3.2 Let $(I(t))_{t \geq 0}$ be a family of operators $I(t) : C_0 \to L^\infty$, which satisfy the following conditions:

(i) $I(0) = \text{id}_{C_0}$,
(ii) $\|I(t)f\|_{\infty} \leq \|f\|_{\infty}$ for all $t \geq 0$ and $f \in C_0$,
(iii) $\|I(t)f - I(t)g\|_{\infty} \leq \|f - g\|_{\infty}$ for all $t \geq 0$ and $f, g \in C_0$.
(iv) $I(t)$ is translation-invariant for all $t \geq 0$.
(v) There exists a countable set $\mathcal{D} \subset \text{Lip}_0 \cap L^1$, which is dense in $C_0$.
(vi) For every $c \geq 0$, there exists a family $(T_c(t))_{t \geq 0}$ of operators $T_c(t) : C^+_0 \to C^+_0$ such that

- $|I(t)f| \leq T_c(t)|f|$ for all $f \in \text{Lip}_0(c)$ and $t \geq 0$,
- $T_c(s + t)f \leq T_c(s + t)f$ for all $f \in C^+_0$ and $s, t \geq 0$,
- $T_c(t)$ is monotone for all $t \geq 0$. 
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Then, it holds \( I(t) : C_0 \to C_0 \) and \( I(t) : \text{Lip}_0(c) \to \text{Lip}_0(c) \) for all \( c, t \geq 0 \). Furthermore, the family \( (I(t))_{t \geq 0} \) satisfies Assumptions 2.1 and 2.4.

**Proof** First, we show that \( I(t) : \text{Lip}_0(c) \to \text{Lip}_0(c) \) for all \( c, t \geq 0 \). Fix \( c, t \geq 0 \) and \( f \in \text{Lip}_0(c) \). For every \( x, y \in \mathbb{R}^d \), condition (iii) and (iv) imply
\[
|I(t)f(x) - I(t)f(y)| = |I(t)f_x - I(t)f_y(0)| \leq \|f_x - f_y\|_\infty \leq c|x - y|, 
\]
and therefore \( I(t)f \in \text{Lip}_0(c) \) by condition (ii). Moreover, condition (vi) yields
\[
\lim_{|x| \to \infty} |I(t)f(x)| \leq \lim_{|x| \to \infty} (T_c(t)|f|)(x) = 0. 
\]
We obtain \( I(t)f \in \text{Lip}_0(c) \) and conclude \( I(t) : C_0 \to C_0 \), since \( \text{Lip}_0 = C_0 \), the mapping \( I(t) : C_0 \to \mathcal{L}_\infty \) is Lipschitz continuous, and \( C_0 \subset \mathcal{L}_\infty \) is closed.

Second, Assumption 2.1 is satisfied, because of condition (i)-(iii). Furthermore, by condition (v), there exists a countable set \( \mathcal{D} \subset \text{Lip}_0 \cap \mathcal{L}^I \), which is dense in \( C_0 \). It remains to verify the assumptions from Lemma 3.1 for all \( (f, t) \in \mathcal{D} \times \mathcal{T} \). Fix \( (f, t) \in \mathcal{D} \times \mathcal{T} \) and choose \( c \geq 0 \) with \( f \in \text{Lip}_0(c) \). By induction, it follows from \( I(2^{-n}): \text{Lip}_0(2^{-n}) \to \text{Lip}_0(2^{-n}) \) that \( (I(\pi_n^t)f)_{n \in \mathbb{N}} \subset \text{Lip}_0(c) \) for all \( n \in \mathbb{N} \) with \( 2^n t \in \mathbb{N} \). In particular, the sequence \( (I(\pi_n^t)f)_{n \in \mathbb{N}} \) is equicontinuous. Moreover, we use condition (vi) and \( I(2^{-n})f \in \text{Lip}_0(c) \) to estimate
\[
|I(2^{-n})^2 f| \leq T_c(2^{-n})(|I(2^{-n})f|) \leq T_c(2^{-n})T_c(2^{-n})|f| \leq T_c(2 \cdot 2^{-n})|f|.
\]
By induction, it follows that \( |I(\pi_n^t)f| \leq T_c(t)|f| \) for all \( n \in \mathbb{N} \) with \( 2^n t \in \mathbb{N} \). Hence, condition (vi) implies
\[
\lim_{|x| \to \infty} \sup_{n \in \mathbb{N}} |I(\pi_n^t)f(x)| \leq \lim_{|x| \to \infty} (T_c(t)|f|)(x) = 0. 
\]
Lemma 3.1 yields that Assumption 2.4 is satisfied.

### 3.2 Closure of Lipschitz Functions and Weighted Norms

To study examples, which are not translation-invariant, the space \( (C_0, \| \cdot \|_\infty) \) is not a suitable choice. Thus, following the setting of Nendel and Röckner [24], we modify the supremum norm with a weight function \( \kappa \). The verification of Assumption 2.4 becomes particularly simple, also in the translation-invariant case.

Let \( \kappa : \mathbb{R}^d \to (0, \infty) \) be a continuous function function, vanishing at infinity. Let \( C_\kappa \) be the space of all continuous functions \( f : \mathbb{R}^d \to \mathbb{R}^m \) such that \( \|f\kappa\|_\infty < \infty \), endowed with the norm \( \|f\|_\kappa := \|f\kappa\|_\infty \). Since the mapping
\[
C_\kappa \to C_b, \ f \mapsto f\kappa
\]
is an isomorphism, which is linear, isometric and preserves the pointwise order, the space \( C_\kappa \) is a Banach lattice. Furthermore, we define \( UC_\kappa \) as the closure of \( \text{Lip}_b \) in \( C_\kappa \). In particular, the space \( UC_\kappa \) is a Banach lattice.

**Lemma 3.3** Let \( (I(t))_{t \geq 0} \) be a family of operators \( I(t) : UC_\kappa \to UC_\kappa \). Assume that there exists a function \( \rho : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) such that
- \( I(t) : \text{Lip}_b(c) \to \text{Lip}_b(\rho(c, t)) \) for all \( c, t \geq 0 \),
- \( \rho(\rho(c, s), t) \leq \rho(c, s + t) \) for all \( c, s, t \geq 0 \).

Then, the sequence \( (I(\pi_n^t)f)_{n \in \mathbb{N}} \) is relatively compact in \( UC_\kappa \) for all \( f \in \text{Lip}_b \) and \( t \in \mathcal{T} \).

\[ \square \]
Proof First, we show that $\text{Lip}_b(c) \subset \text{UC}_\kappa$ is compact for all $c \geq 0$. Let $c \geq 0$ and $(f_n)_{n \in \mathbb{N}} \subset \text{Lip}_b(c)$ be a sequence. By using Arzela-Ascoli’s theorem and choosing a diagonal sequence, we obtain a function $f \in \mathcal{C}$ such that $f_n \to f$ as $l \to \infty$ uniformly on compact sets for a suitable subsequence. Since $\text{Lip}_b(c)$ is closed under mere pointwise convergence, it holds $f \in \text{Lip}_b(c)$. It remains to show $\|f_n - f\|_\kappa \to 0$. Let $\varepsilon > 0$ and choose a compact set $K \subset \mathbb{R}^d$ with $\sup_{x \in K \cap \kappa} \kappa(x) < \varepsilon/2\sigma$. We obtain

$$
\|f_n - f\|_\kappa = \|(f_n - f)\|_K + \|(f_n - f)\|_{K^c} \leq \|(f_n - f)\|_K + \varepsilon \to \varepsilon \quad \text{as} \quad l \to \infty.
$$

Second, let $f \in \text{Lip}_b(c)$ for some $c \geq 0$ and $t \in \mathcal{T}$. By induction, it follows from the assumptions on $I$ and $\rho$ that $I(\pi^\lambda_t) f \in \text{Lip}_b(\rho(c, t))$ for all $n \in \mathbb{N}$ with $2^n t \in \mathbb{N}$. The first part yields that the sequence $(I(\pi^\lambda_t) f)_{n \in \mathbb{N}}$ is relatively compact in $\text{UC}_\kappa$. \hfill \Box

Let $\mathcal{C}^\infty_c$ be the space of all infinitely differentiable functions $f : \mathbb{R}^d \to \mathbb{R}^m$ with compact support.

Lemma 3.4 Assume that $\phi$ is infinitely differentiable. Then, the space $\mathcal{C}^\infty_c \subset \text{UC}_\kappa$ is dense and the mapping $\phi : \text{UC}_\kappa \to \mathcal{C}_0$, $f \mapsto f\kappa$ is an isomorphism.

Proof It follows from $\lim_{|x| \to \infty} \kappa(x) = 0$ and the continuity of $\kappa$ that $\phi(\text{Lip}_b) \subset \mathcal{C}_0$. We conclude $\phi(\text{UC}_\kappa) \subset \mathcal{C}_0$, because $\phi : \text{UC}_\kappa \to \mathcal{C}_b$ is isometric and $\text{Lip}_b \subset \text{UC}_\kappa$ is dense. It remains to show $\phi(\text{UC}_\kappa) = \mathcal{C}_0$. Let $f \in \mathcal{C}_0$ and choose a sequence $(f_n)_{n \in \mathbb{N}} \subset \mathcal{C}^\infty_c$ with $\|f - f_n\|_\infty \to 0$. Since $\kappa$ is smooth, it holds $f_n/\kappa \in \mathcal{C}^\infty_c$ for all $n \in \mathbb{N}$. Furthermore, the sequence $(f_n/\kappa)_{n \in \mathbb{N}} \subset \text{UC}_\kappa$ is a Cauchy sequence and the limit $g := \lim_{n \to \infty} f_n/\kappa \in \text{UC}_\kappa$ exists, because $\phi$ is isometric. We obtain

$$
\phi(g) = \lim_{n \to \infty} \phi \left( \frac{f_n}{\kappa} \right) = \lim_{n \to \infty} f_n = f.
$$

In addition, since $\mathcal{C}^\infty_c \subset \mathcal{C}_0$ is dense and $\phi$ is isometric, the set $\phi^{-1}(\mathcal{C}^\infty_c) \subset \mathcal{C}^\infty_c \subset \text{UC}_\kappa$ is also dense. \hfill \Box

4 Infinitesimal Generator

Throughout this section, we assume that $X$ is a Banach space with norm $\| \cdot \|$. We investigate the relation between the local behaviour of a generating family $(I(t))_{t \geq 0}$ and an associated semigroup $(S(t))_{t \geq 0}$. The technical condition (4.2) in Theorem 4.3 will be discussed in Section 4.1.

Assumption 4.1 Let $(I(t))_{t \geq 0}$ be a family of operators, which satisfy Assumption 2.1 with $x_0 := 0$, and $(S(t))_{t \geq 0}$ a strongly continuous semigroup on $X$. In addition, we assume that

$$
\left\| \frac{S(t)x - x}{t} - y \right\| \leq \sup_{n \in \mathbb{N}} \left\| \frac{I(\pi^\lambda_n t)x - x}{t} - y \right\| \quad \text{for all} \quad t \in \mathcal{T} \setminus \{0\} \quad \text{and} \quad x, y \in X. \quad (4.1)
$$

Remark 4.2 If $(I(t))_{t \geq 0}$ satisfies both Assumptions 2.1 and 2.4, and $(S(t))_{t \geq 0}$ is an associated semigroup as in Theorem 2.5, inequality (4.1) is clearly satisfied. But requiring norm convergence $I(\pi^\lambda_n t)x \to S(t)x$ is an unnecessarily strong assumption for the next theorem. For instance, if $X$ is a space of continuous functions endowed with the supremum or $\kappa$-norm,
inequality (4.1) is satisfied if we have only pointwise convergence $I(\pi_{t_0}^t) f \to S(t) f$. In particular, Theorem 4.3 is applicable for Nisio semigroups.

**Theorem 4.3** Suppose that Assumption 4.1 holds. Let $x, y \in X$ such that, for every $\varepsilon > 0$, there exists $t_0 > 0$ with

$$
\frac{\|I(2^{-n})^k (x + 2^{-n} y) - I(2^{-n})^k x - 2^{-n} y\|}{t_0} \leq \varepsilon \quad \text{for all } k, n \in \mathbb{N} \text{ with } k2^{-n} \leq t_0. (4.2)
$$

Then,

$$
\lim_{t \to 0} \left\| \frac{I(t)x - x}{t} - y \right\| = 0 \quad \text{implies} \quad \lim_{t \to 0} \left\| \frac{S(t)x - x}{t} - y \right\| = 0. (4.3)
$$

**Proof** Fix $\varepsilon > 0$ and choose $r \geq 0$ with $x, y \in B(0, r)$. By assumption, there exists $t_0 \in (0, 1]$ such that

$$
\left\| \frac{I(t)x - x}{t} - y \right\| \leq \frac{\varepsilon}{2} e^{-\omega(2r, 1)} \quad \text{for all } t \in (0, t_0], (4.4)
$$

and

$$
\left\| \frac{I(2^{-n})^k (x + 2^{-n} y) - I(2^{-n})^k x}{2^{-n}} - y \right\| \leq \frac{\varepsilon}{2} \quad \text{for all } k, n \in \mathbb{N} \text{ with } k2^{-n} \leq t_0. (4.5)
$$

First, we show by induction that

$$
\left\| \frac{I(2^{-n})^k x - x}{k2^{-n}} - y \right\| \leq \varepsilon \quad \text{for all } k, n \in \mathbb{N} \text{ with } k2^{-n} \leq t_0. (4.6)
$$

For $k = 1$, the claim holds by inequality (4.4). To prove the induction step, we assume for some fixed $k \in \mathbb{N}$ that

$$
\left\| \frac{I(2^{-n})^k x - x}{k2^{-n}} - y \right\| \leq \varepsilon \quad \text{for all } n \in \mathbb{N} \text{ with } k2^{-n} \leq t_0. (4.7)
$$

Let $n \in \mathbb{N}$ with $(k + 1)2^{-n} \leq t_0$. It holds

$$
\frac{I(2^{-n})^{k+1} x - x}{(k + 1)2^{-n}} - y = \frac{1}{k + 1} \left( \frac{I(2^{-n})^k I(2^{-n}) x - I(2^{-n})^k x}{2^{-n}} - y \right) + \frac{k}{k + 1} \left( \frac{I(2^{-n})^k x - x}{k2^{-n}} - y \right). (4.8)
$$

The first term is further decomposed as

$$
\frac{I(2^{-n})^k I(2^{-n}) x - I(2^{-n})^k x}{2^{-n}} - y = \frac{I(2^{-n})^k I(2^{-n}) x - I(2^{-n})^k (x + 2^{-n} y)}{2^{-n}} + \frac{I(2^{-n})^k (x + 2^{-n} y) - I(2^{-n})^k x}{2^{-n}} - y. (4.9)
$$

We use Lemma 2.7 and inequality (4.4) to estimate

$$
\left\| \frac{I(2^{-n})^k I(2^{-n}) x - I(2^{-n})^k (x + 2^{-n} y)}{2^{-n}} \right\| \leq e^{\omega(2r, 1)} \left\| \frac{I(2^{-n})^k x - x}{2^{-n}} - y \right\| \leq \frac{\varepsilon}{2} e^{-\omega(2r, 1)} = \frac{\varepsilon}{2}. (4.10)
$$
Note that Lemma 2.7 relies only on Assumption 2.1, but not on Assumption 2.4. Combining inequality (4.5), equation (4.9) and inequality (4.10) yields
\[ \left\| \frac{I(2^{-n})^k I(2^{-n})x - I(2^{-n})^k x}{2^{-n}} - y \right\| \leq \varepsilon. \] (4.11)
Furthermore, it follows from inequality (4.7), equation (4.8) and inequality (4.11) that
\[ \left\| \frac{I(2^{-n})^k I(2^{-n})x - I(2^{-n})^k x}{2^{-n}} - y \right\| \leq \frac{1}{k+1} \left\| \frac{I(2^{-n})^k I(2^{-n})x - I(2^{-n})^k x}{2^{-n}} - y \right\| + \frac{k}{k+1} \left\| \frac{I(2^{-n})^k x - x}{k2^{-n}} - y \right\| \leq \varepsilon. \]
Second, we show that the right-hand side of equation (4.3) holds. Inequality (4.1) and inequality (4.6) imply
\[ \left\| \frac{S(t)x - x}{t} - y \right\| \leq \sup_{n \in \mathbb{N}} \left\| \frac{I(\pi_n^t)x - x}{t} - y \right\| \leq \varepsilon \quad \text{for all } t \in (0, t_0] \cap \mathcal{T}. \]
Now, let \( t \in (0, t_0] \) be arbitrary and choose a sequence \( (t_n)_{n \in \mathbb{N}} \subset (0, t_0] \cap \mathcal{T} \) with \( t_n \to t \).
Since \( (S(t))_{t \geq 0} \) is strongly continuous, we obtain
\[ \left\| \frac{S(t)x - x}{t} - y \right\| = \lim_{n \to \infty} \left\| \frac{S(t_n)x - x}{t_n} - y \right\| \leq \varepsilon. \]

\[ \Box \]

4.1 Condition (4.2)

If \( I(t) \) is convex and monotone for all \( t \geq 0 \), inequality (4.2) is always satisfied. Furthermore, we will see in Section 6.5 an example, where \( I(t) \) has none of these two properties.

Lemma 4.4 Let \( X \) be a Banach lattice and \( (I(t))_{t \geq 0} \) be a family of convex monotone operators \( I(t) : X \to X \), which satisfy Assumption 2.1 with \( x_0 := 0 \). Furthermore, let \( \mathcal{L}^I \subset X \) be dense. Then, condition (4.2) holds for all \( x, y \in X \).

Proof We argue similar as in the proof of [24, Proposition 3.9]. Let \( x, y \in X \) and \( k, n \in \mathbb{N} \). Since the operator \( I(2^{-n})^k \) is convex, the mapping
\[ \mathbb{R} \to X, \lambda \mapsto I(2^{-n})^k(x + \lambda y) - I(2^{-n})^k x \]
is convex and maps zero to zero. This implies
\[ -I(2^{-n})^k(x - y) + I(2^{-n})^k x - y \leq \frac{I(2^{-n})^k(x + \lambda y) - I(2^{-n})^k x}{\lambda} - y \]
\[ \leq I(2^{-n})^k(x + y) - I(2^{-n})^k x - y \quad \text{for all } \lambda \in (0, 1]. \]
Hence, for \( \lambda := 2^{-n} \), we obtain
\[ \left\| \frac{I(2^{-n})^k(x + 2^{-n}y) - I(2^{-n})^k x}{2^{-n}} - y \right\| \]
\[ \leq \left\| I(2^{-n})^k(x + y) - (x + y) \right\| + \left\| I(2^{-n})^k(x - y) - (x - y) \right\| + \left\| I(2^{-n})^k x - x \right\|. \]
It remains to show
\[ \lim_{n \downarrow 0} \sup_{\pi_n \in \mathcal{L}^I} \left\| I(\pi_n^t)x - x \right\| = 0 \quad \text{for all } x \in X. \]
Let $x \in X$ and $\varepsilon > 0$. We define $r := \|x\| + 1$ and choose $\delta \in (0, 1]$ with
\[
(e^{\delta \omega_0(r,1)} + 1)\delta \leq \frac{\varepsilon}{2}.
\] (4.12)

Since $\mathcal{L}^I \subset X$ is dense, there exists $y \in B(x, \delta) \cap \mathcal{L}^I$. By Lemma 2.8, there exists $c \geq 0$ with
\[
\|I(\pi_n^I)y - y\| \leq ce^{\delta \omega_0(r,1)} t \quad \text{for all } t \geq 0.
\]

Let $t_0 > 0$ such that
\[
 cet_0 \omega_0(r,t_0) t_0 \leq \frac{\varepsilon}{2}.
\] (4.13)

We use Lemma 2.7, inequality (4.12), inequality (4.13) and the non-decreasingness of $\alpha$ in the second argument to conclude
\[
\|I(\pi_n^I)x - x\| \leq \|I(\pi_n^I)y - y\| + \|x - y\| + \|I(\pi_n^I)y - y\|
\leq (e^{\delta \omega_0(r,1)} + 1)\|x - y\| + ce^{\delta \omega_0(r,1)} t \leq \varepsilon
\]
for all $t \in [0, t_0] \cap T$ and $n \in \mathbb{N}$ with $2^n t \in \mathbb{N}$. Note that Lemmas 2.7 and 2.8 rely only on Assumption 2.1, but not Assumption 2.4.

\[\square\]

**Remark 4.5** The previous result also holds if $I(t)$ is linear for all $t \geq 0$ without assuming the monotonicity, because linearity of $I(2^{-n})^k$ implies
\[
I(2^{-n})^k(x + 2^{-n}y) - I(2^{-n})^kx
\]
for all $x, y \in X$ and $k, n \in \mathbb{N}$.

### 4.2 Invariance of the Domain and Uniqueness

Let $(S(t))_{t \geq 0}$ be a strongly continuous semigroup. Furthermore, we assume that, for every $r, T \geq 0$, there exists $c \geq 0$ such that
\[
\|S(t)x - S(t)y\| \leq c\|x - y\| \quad \text{for all } t \in [0, T] \text{ and } x, y \in B(0, r).
\] (4.14)

The local behaviour of the semigroup $(S(t))_{t \geq 0}$ is determined through the infinitesimal generator
\[
A : D(A) \rightarrow X, \ x \mapsto \lim_{t \downarrow 0} \frac{S(t)x - x}{t},
\]
where the domain $D(A)$ consists of all $x \in X$ for which the previous limit exists.

**Lemma 4.6** For every $x \in D(A)$ and $t \geq 0$,
\[
S(t)x \in D(A) \iff \lim_{h \downarrow 0} \frac{S(t)(x + hAx) - S(t)x}{h} \text{ exists}.
\] (4.15)

**Proof** Fix $x \in D(A)$ and $t \geq 0$. For every $h > 0$,
\[
\frac{S(h)S(t)x - S(t)x}{h} = \frac{S(t)S(h)x - S(t)(x + hAx)}{h} + \frac{S(t)(x + hAx) - S(t)x}{h}.
\]
It follows from inequality (4.14) and the definition of the generator that
\[
\lim_{h \downarrow 0} \frac{S(t)S(h)x - S(t)(x + hAx)}{h} = 0.
\]
Hence, the equivalence Eq. (4.15) holds by definition of the generator.
Remark 4.7 Let $X$ be a Banach lattice and $(S(t))_{t \geq 0}$ a semigroup of convex monotone operators. Then, the quotient on the right hand side of Eq. (4.15) is non-decreasing in $h > 0$ and bounded from below. Hence, if the norm is order continuous, the limit on the right hand side of Eq. (4.15) exists, and the domain is invariant. For details, we refer to [14]. Typical examples are $L^p$-spaces and Orlicz hearts, see [35], while spaces of continuous functions with the supremum or $\kappa$-norm do not have this property. Thus, the domain of a nonlinear semigroup is in general not invariant, see [13] for a counter example. One possibility to overcome this problem is the extension of the semigroup to a space with order continuous norm, see [3]. Another one is to weaken the definition of the generator by using monotone convergence, see [13]. One can also rely on viscosity solutions, see [10, 12, 24]. Finally, we want to mention an upcoming paper, where we use $\Gamma$-convergence to study the generator on the symmetric Lipschitz set, which will be introduced in Section 5.

The same arguments as in [14, Theorem 3.5] lead to the following uniqueness result. For the sake of completeness, we provide a proof.

Theorem 4.8 Let $x \in X$ and $y : \mathbb{R}^+ \to X$ be a continuous function with $y(0) = x$ and $y(t) \in D(A)$ for all $t \geq 0$. Furthermore, we assume that

$$
\lim_{h \downarrow 0} \frac{y(t + h) - y(t)}{h} = Ay(t) \quad \text{for all } t \geq 0,
$$

where the existence of the limit is part of the assumption. Then, it holds $y(t) = S(t)x$ for all $t \geq 0$.

Proof We fix $t \geq 0$ and define $g : [0, t] \to X$, $s \mapsto S(t - s)y(s)$. First, we show

$$
\lim_{h \downarrow 0} \frac{g(s + h) - g(s)}{h} = 0 \quad \text{for all } s \in [0, t].
$$

For every $s \in [0, t]$ and $h \in (0, t - s)$,

$$
\frac{g(s + h) - g(s)}{h} = \frac{S(t - s - h)y(s + h) - S(t - s - h)y(s)}{h}.
$$

By assumption, it holds

$$
\frac{y(s + h) - S(h)y(s)}{h} = \frac{y(s + h) - y(s)}{h} - \frac{S(h)y(s) - y(s)}{h} \to 0 \quad \text{as } h \downarrow 0.
$$

Hence, it follows from inequality (4.14) that

$$
\lim_{h \downarrow 0} \frac{g(s + h) - g(s)}{h} = 0.
$$

Second, we show that $g$ is continuous. We have already established that $g$ is right continuous, i.e., we only have to show left continuity. For every $s \in [0, t]$, continuity of $y$, strong continuity of $S$ and inequality (4.14) imply $y(s) = \lim_{h \downarrow 0} S(h)y(s - h)$. Hence, it follows from inequality (4.14) that

$$
g(s - h) - g(s) = S(t - s)S(h)y(s - h) - S(t - s)y(s) \to 0 \quad \text{as } h \downarrow 0.
$$

Third, following the proof of [28, Lemma 1.1 in Section 2], one can show that every continuous function with vanishing right derivative is constant. In particular, we obtain $y(t) = g(t) = g(0) = S(t)x$. □
Remark 4.9 If the domain is invariant and dense, the semigroup \((S(t))_{t \geq 0}\) is uniquely determined through its generator. In general, we do not know if the left derivative of the function \(y\) in the previous theorem exists and the abstract Cauchy problem
\[
y'(t) = Ay(t) \quad \text{for all } t \geq 0, \quad y(0) = x,
\]
has classical solution. But we know that there exists at most one solution, and if the solution exists it depends locally Lipschitz continuous on the initial value \(x\). If the norm is order continuous, the existence of a solution is also known, see [14].

5 Symmetric Lipschitz Set

Throughout this section, let \((S(t))_{t \geq 0}\) and \((S^{\pm}(t))_{t \geq 0}\) be three semigroups on a Banach lattice \(X\). If we choose \(S^+(t) := S(t)\) and \(S^-(t)x := -S(t)(-x)\) for all \(t \geq 0\) and \(x \in X\), the set
\[
L_S^{\text{sym}} := L_S^+ \cap L_S^- = \{x \in L_S : -x \in L_S\}
\]
is called symmetric Lipschitz set of \((S(t))_{t \geq 0}\). In examples, this set can be determined explicitly, see Section 6.1. Furthermore, by defining the generator w.r.t. a weaker norm or pointwise almost everywhere, for elements of the symmetric Lipschitz set, the generator can be determined explicitly, see [3, 13]. In order to solve the corresponding Cauchy problem for all positive times, it is crucial to show that the symmetric Lipschitz set is invariant under the semigroup. Compared to the invariance of the domain, the invariance of the symmetric Lipschitz set does not depend on the underlying space, i.e., it also holds for spaces of continuous function.

Theorem 5.1 Assume that, for all \(s, t \geq 0\) and \(x \in X\),

- \(S^-(t)x \leq S(t)x \leq S^+(t)x\),
- \(S(s)S^-(t)x \leq S^-(t)S(s)x\) and \(S^+(s)S(t)x \leq S(t)S^+(s)x\).

Furthermore, for every \(r, T \geq 0\), there exists \(c \geq 0\) such that, for all \(t \in [0, T]\) and \(x, y \in B(0, r)\),
\[
\|S(t)x - S(t)y\| \leq c\|x - y\| \quad \text{and} \quad \|S^+(t)x - S^+(t)y\| \leq c\|x - y\|. \quad (5.1)
\]

Then, it holds \(L_S^+ \cap L_S^- \subset L_S^0\) and \(S(t) : L_S^+ \cap L_S^- \rightarrow L_S^+ \cap L_S^-\) for all \(t \geq 0\).

Proof First, we show \(L_S^+ \cap L_S^- \subset L_S\). Let \(x \in L_S^+ \cap L_S^-\). By definition, there exist \(t_0 > 0\) and \(c \geq 0\) such that
\[
\|S^+(t)x - x\| \leq ct \quad \text{for all } t \in [0, t_0].
\]
Furthermore, by assumption, it holds
\[
S^-(t)x - x \leq S(t)x - x \leq S^+(t)x - x \quad \text{for all } t \geq 0.
\]
We obtain the estimate
\[
\|S(t)x - x\| \leq \max\{\|S^+(t)x - x\|, \|S^-(t)x - x\|\} \leq ct \quad \text{for all } t \in [0, t_0].
\]
Second, we show \(S(t) : L_S^+ \cap L_S^- \rightarrow L_S^+ \cap L_S^-\) for all \(t \geq 0\). Let \(x \in L_S^+ \cap L_S^-\) and \(t \geq 0\). By definition and the first part, there exist \(t_0 > 0\) and \(c \geq 0\) such that
\[
\|S(t)x - x\| \leq ct \quad \text{and} \quad \|S^+(t)x - x\| \leq ct \quad \text{for all } t \in [0, t_0]. \quad (5.2)
\]
It follows from the assumptions of the theorem that, for all \( s, t \geq 0 \),
\[
S(s)S^-(t)x - S(s)x \leq S^-(t)S(s)x - S(s)x \leq S(t)S(s)x - S(s)x,
\]
\[
S(t)S(s)x - S(s)x \leq S^+(t)S(s)x - S(s)x \leq S(s)S^+(t)x - S(s)x.
\]
We use inequality (5.1) and inequality (5.2) to estimate
\[
\|S^-(t)S(s)x - S(s)x\| \leq \max \{\|S(s)S(t)x - S(s)x\|, \|S(s)S^-(t)x - S(s)x\|\}
\leq c_1 \max \{\max \{\max \{\max \{\max \|s(t)x - x\|, \|s^-(t)x - x\|\}, \|s^+(t)x - x\|\}\}\}\leq cc_1t,
\]
\[
\|S^+(t)S(s)x - S(s)x\| \leq \max \{\|s(s)S(t)x - S(s)x\|, \|s(s)S^+(t)x - S(s)x\|\}
\leq c_1 \max \{\ell (s(t)x - x), \|s^+(t)x - x\|\} \leq cc_1t
\]
for all \( s \in [0, t_0] \) and \( t \geq 0 \). Here, \( c_1 \) is a constant such that inequality (5.1) holds with \( T := t_0 \) and \( r := \max \{\|s(t)x\|, \|s^+(t)x\|\} \).

The following assumption on the families \( (I(t))_{t \geq 0} \) and \( (I^\pm(t))_{t \geq 0} \) ensures that the associated semigroups \( (S(t))_{t \geq 0} \) and \( (S^\pm(t))_{t \geq 0} \) satisfy the assumptions of Theorem 5.1. Furthermore, they allow us to study the relation between the Lipschitz sets of the generating families and the associated semigroups.

**Assumption 5.2** Let \( (I(t))_{t \geq 0} \) and \( (I^\pm(t))_{t \geq 0} \) be three families of monotone operators on \( X \), which satisfy Assumption 2.1 with \( x_0 := 0 \). We assume, for all \( s, t \geq 0 \) and \( x \in X \),
\[\begin{align*}
&\text{(i)} \quad I^-(t)x \leq I(t)x \leq I^+(t)x, \\
&\text{(ii)} \quad (I(s)I^-(t)x \leq I^-(t)I(s)x \text{ and } I^+(s)I(t)x \leq I(t)I^+(s)x, \\
&\text{(iii)} \quad I(s + t)x \leq I(s)I(t), \\
&\text{(iv)} \quad I^+(t) \text{ is continuous from below.}
\end{align*}\]

In addition, we assume, for all \( (x, t) \in X \times \mathbb{R}_+ \),
\[
S(t)x = \sup_{\pi \in P_t} I(\pi)x, \quad S^+(t)x = \sup_{\pi \in P_t} I^+(\pi)x, \quad \text{and } S^-(t) = \inf_{\pi \in P_t} I^-(\pi)x.
\]

**Theorem 5.3** Suppose that Assumption 5.2 is satisfied. Then,
\[
\mathcal{L}^+ \cap \mathcal{L}^- = \mathcal{L}^+ \cap \mathcal{L}^-.
\]
Furthermore, it holds \( S(t) : \mathcal{L}^+ \cap \mathcal{L}^- \to \mathcal{L}^+ \cap \mathcal{L}^- \) for all \( t \geq 0 \).

**Proof** W.l.o.g. we assume that \( (I(t))_{t \geq 0} \) and \( (I^\pm(t))_{t \geq 0} \) satisfy Assumption 2.1 with the same function \( \alpha \) and the same constant \( \omega_r \) for all \( r \geq 0 \). First, we show that \( \mathcal{L}^+ \cap \mathcal{L}^- = \mathcal{L}^+ \cap \mathcal{L}^- \). Let \( x \in \mathcal{L}^+ \cap \mathcal{L}^- \). By definition, there exist \( t_0 > 0 \) and \( c \geq 0 \) such that
\[
\|I^\pm(t)x - x\| \leq ct \quad \text{for all } t \in [0, t_0].
\]
It follows from Assumption 5.2 and Remark 2.14(ii) that
\[
\|S^\pm(t)x - x\| \leq \sup_{\pi \in P_t} \|I^\pm(\pi)x - x\| \leq ce^{\omega_r(t)\|x\|} t \quad \text{for all } t \geq 0,
\]
where \( r := \|x\| \). On the other hand, let \( x \in \mathcal{L}^+ \cap \mathcal{L}^- \). By definition, there exist \( t_0 > 0 \) and \( c \geq 0 \) such that
\[
\|S^\pm(t)x - x\| \leq ct \quad \text{for all } t \in [0, t_0].
\]
Assumption 5.2 implies
\[
S^-(t)x - x \leq I^-(t)x - x \leq I^+(t)x - x \leq S^+(t)x - x,
\]
and therefore
\[ \|I^\pm(t)x - x\| \leq \max\{\|S^+(t)x - x\|, \|S^-(t)x - x\|\} \leq ct \quad \text{for all} \ t \in [0, t_0]. \]

Second, we show \( S^-(t)x \leq S(t)x \leq S^+(t)x \) for all \((x, t) \in X \times \mathbb{R}_+\). It follows immediately from Assumption 5.2 that \( S^-(t)x \leq I^-(t)x \leq I(t)x \leq S(t)x \). Furthermore, Assumption 5.2(i) and the monotonicity of \( I(s) \) imply
\[ I(s)I(t)x \leq I(s)I^+(t)x \leq I^+(s)I^+(t)x \quad \text{for all} \ s, t \geq 0 \text{ and } x \in X. \]

By Assumption 5.2 and induction, we obtain
\[ S(t)x = \sup_{\pi \in P_t} I(\pi)x \leq \sup_{\pi \in P_t} I^+(\pi)x = S^+(t)x \quad \text{for all} \ (x, t) \in X \times \mathbb{R}_+. \]

Third, we show \( S(s)S^-(t)x \leq S^-(t)S(s)x \) and \( S^+(s)S^+(t)x \leq S(t)S^+(s)x \) for all \( s, t \geq 0 \) and \( x \in X \). We use Assumption 5.2(ii) and the monotonicity of \((I(t))_{t \geq 0}\) and \((I^-(t))_{t \geq 0}\) to estimate
\[ I(s_1)I(s_2)I^-(t_1)I^-(t_2) \leq I^-(t_1)I^-(t_2)I(s_1)I(s_2) \]
for all \( s_1, s_2, t_1, t_2 \geq 0 \). It follows by induction that
\[ I(\pi_s)I^-(\pi_t)x \leq I^-(\pi_t)I(\pi_s)x \]
for all \( s, t \geq 0, \pi_s \in P_s, \pi_t \in P_t \) and \( x \in X \). Hence, Assumption 5.2 and the monotonicity of \( I(\pi_s) \) and \( I^-(\pi_t) \) imply
\[ S(s)S^-(t)x = \sup_{\pi_s \in P_s} I(\pi_s)\left(\inf_{\pi_t \in P_t} I^{-}(\pi_t)x\right) \leq \sup_{\pi_s \in P_s} \inf_{\pi_t \in P_t} I(\pi_s)I^-(\pi_t)x \]
\[ \leq \sup_{\pi_s \in P_s} \inf_{\pi_t \in P_t} I^-(\pi_t)I(\pi_s)x \leq \sup_{\pi_s \in P_s} \inf_{\pi_t \in P_t} I^-(\pi_t)I(\pi_s)x \]
\[ \leq \inf_{\pi_t \in P_t} I^-(\pi_t)\left(\sup_{\pi_s \in P_s} I(\pi_s)x\right) = S^-(t)S(s)x. \]

Similarly, we use Assumption 5.2(ii) and the monotonicity of \((I(t))_{t \geq 0}\) and \((I^+(t))_{t \geq 0}\) to obtain
\[ I^+(\pi_s)I(\pi_t)x \leq I(\pi_t)I^+(\pi_s)x \]
for all \( s, t \geq 0, \pi_s \in P_s, \pi_t \in P_t \) and \( x \in X \). Moreover, Assumption 5.2(iii) implies that the set \( \{I(\pi) : \pi \in P_t\} \) is directed upwards for all \( t \geq 0 \), and Assumption 5.2(iv) ensures that \( I^+(\pi) \) is continuous from below for all \( s \geq 0 \) and \( \pi \in P_s \). We combine this with the monotonicity of \( I(\pi_t) \) to conclude
\[ S^+(s)S(t) = \sup_{\pi_s \in P_s} I^+(\pi_s)\left(\sup_{\pi_t \in P_t} I(\pi_t)x\right) \leq \sup_{\pi_t \in P_t} I^+(\pi_s)\left(\sup_{\pi_s \in P_s} I(\pi_t)x\right) \]
\[ \leq \sup_{\pi_t \in P_t} \sup_{\pi_s \in P_s} I(\pi_t)I^+(\pi_s)x \leq \sup_{\pi_t \in P_t} \inf_{\pi_s \in P_s} I^+(\pi_t)x \left(\sup_{\pi_s \in P_s} I(\pi_t)x\right) = S(t)S^+(s)x \]
for all \( s, t \geq 0 \) and \( x \in X \).

Fifth, inequality (5.1) follows from Assumption 2.1 and Remark 2.14(i). Hence, we can apply Theorem 5.1 and obtain \( S(t) : \mathcal{L}^{S^+} \cap \mathcal{L}^{S^-} \to \mathcal{L}^{S^+} \cap \mathcal{L}^{S^-} \) for all \( t \geq 0 \).

\[ \square \]

**Remark 5.4** Let \((I(t))_{t \geq 0}\) be a family of operators \( I(t) : X \to X \), which satisfy Assumption 2.1 with \( x_0 := 0 \) and Assumption 2.4. We define \( I^+(t) := I(t) \) and \( I^-(t)x := -I(t)(-x) \) for all \((x, t) \in X \times \mathbb{R}_+\). Then, the families \((I^+(t))_{t \geq 0}\) satisfy Assumption 2.1 with \( x_0 = 0 \). Furthermore, Assumption 2.4 is satisfied, for example, if the set \( \mathcal{D} \) can be chosen symmetric, i.e. \( \mathcal{D} = \{-x : x \in \mathcal{D}\} \). Let \((S(t))_{t \geq 0}\) and \((S^+(t))_{t \geq 0}\) be associated semigroups as in Theorem 2.5. Then, by construction, it holds \( S^+(t) = S(t) \) and...
\[ S^-(t)x = -S(t)(-x) \text{ for all } (x, t) \in X \times \mathbb{R}_+. \] The condition \( S(t)x = \sup_{\pi \in P_t} I(\pi)x \) has already been discussed in Section 2.2. In that case, we conclude

\[ S^-(t)x = -S(t)(-x) = -\sup_{\pi \in P_t} I(\pi)(-x) = \inf_{\pi \in P_t} -I(\pi)(-x). \]

We will see in Section 6.1 that the verification of Assumption 5.2(i)-(iv) is straightforward, if \( I(t) \) is a supremum over linear semigroups. Basically, condition (ii) is the consequence of interchanging a supremum with an infimum at the cost of an inequality. Furthermore, it is clear that Theorem 5.3 remains true without Assumption 5.2(iii) and (iv), if \( I(t) = I^+(t) \) for all \( t \geq 0 \).

### 6 Examples

We illustrate our main results with several examples. First, we consider Nisio semigroups, which have already been discussed in Section 2.2. This first type of examples is illustrated by a convex version of the \( g \)-expectation as well as a sublinear version the geometric Brownian motion and the \( G \)-expectation. Second, we start with a linear semigroup \( (S_0(t))_{t \geq 0} \) and consider the generating family \( (I(t))_{t \geq 0} \) given as the perturbation

\[ I(t)x := S_0(t)x + \frac{t}{\Psi_1(x)} \text{ for all } (x, t) \in X \times \mathbb{R}_+, \]

where \( \Psi : X \to X \) is a Lipschitz continuous mapping. If we choose \( X := \mathbb{R}^d \) and \( S_0(t) := \text{id}_{\mathbb{R}^d} \), for every \( x \in \mathbb{R}^d \), we obtain the unique solution to the ODE

\[ y'(t) = f(y(t)) \quad \text{for all } t \geq 0, \quad y(0) = x. \]

The main example of this second type are reaction-diffusion equations, where the operators \( I(t) \) are neither convex nor monotone. Recall that the results in Section 2 do not rely on these properties. The verification of condition (4.2) becomes more complicated, but is possible by proving a suitable recursion formula for the iterated operators \( I(2^{-n})^k \).

The theory and the examples in this paper are independent of results from established PDE theory. For a common approach to nonlinear parabolic equations we refer to [23]. There, short time existence is proved by a fixed-point argument, and, as long as the solution does not blow up, long time existence follows. In the semi-linear case, blow up in finite time is excluded, if the non-linearity is locally Lipschitz continuous and does not grow faster than linear. While the approach in [23] relies strongly on a priori estimates in suitable function spaces, we use stochastic representations for the generating family \( (I(t))_{t \geq 0} \) and Itô calculus.

### 6.1 Convex G-expectation

In this subsection, we construct a semigroup, which corresponds to a Brownian motion with uncertain drift. The generator is a semi-linear second order differential operator, where the first-order non-linearity corresponds to the uncertainty in the drift. Let \( (W_t)_{t \geq 0} \) be a \( d \)-dimensional Brownian motion on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). Furthermore, let \( L : \mathbb{R}^d \to [0, \infty] \) be a function such that

- \( \min_{\lambda \in \mathbb{R}^d} L(\lambda) = 0 \),
- \( \lim_{|\lambda| \to \infty} \frac{L(\lambda)}{|\lambda|} = \infty \).
For every $t \geq 0$, $f \in C_{0}(\mathbb{R}^{d}; \mathbb{R})$ and $x \in \mathbb{R}^{d}$, we define
\[
(I(t)f)(x) := \sup_{\lambda \in \mathbb{R}^{d}} \left( \mathbb{E}[f(x + W_{t} + \lambda t)] - L(\lambda)t \right),
\]
where $\mathbb{E}[X]$ denotes the expectation of random variable $X : \Omega \to \mathbb{R}$. For every $\lambda \in \mathbb{R}^{d}$, we denote by $(S_{\lambda}(t))_{t \geq 0}$ the linear semigroup given by
\[
(S_{\lambda}(t)f)(x) := \mathbb{E}[f(x + W_{t} + \lambda t)] \quad \text{for all } t \geq 0, \ f \in C_{0} \text{ and } x \in \mathbb{R}^{d}.
\]
Moreover, we can write $I(t)f = \sup_{\lambda \in \mathbb{R}^{d}} I_{\lambda}(t)f$ for all $t \geq 0$ and $f \in C_{0}$ by defining $I_{\lambda}(t)f := S_{\lambda}(t)f - L(\lambda)t$ for all $\lambda \in \mathbb{R}^{d}$. The first-order non-linearity will be described by the function
\[
H : \mathbb{R}^{d} \to \mathbb{R}, \ x \mapsto \sup_{y \in \mathbb{R}^{d}} \langle x, y \rangle - L(y),
\]
where $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product on $\mathbb{R}^{d}$. Note that we are not restricted to non-linearities with linear growth. For example, power functions $H(x) := |x|^{p}$ with $p \geq 1$ are included in our setting.

**Lemma 6.1** For every $c \geq 0$, there exists a bounded set $\Lambda \subset \mathbb{R}^{d}$ such that
\[
I(t)f = \sup_{\lambda \in \Lambda} I_{\lambda}(t)f \quad \text{for all } t \geq 0 \text{ and } f \in \text{Lip}_{0}(c).
\]

**Proof** Let $c \geq 0$, $f \in \text{Lip}_{0}(c)$ and $\lambda_{0} \in \mathbb{R}^{d}$ with $L(\lambda_{0}) < \infty$, which exists by assumption. For every $\lambda \in \mathbb{R}^{d}$, $t \geq 0$ and $x \in \mathbb{R}^{d}$,
\[
\mathbb{E}[f(x + W_{t} + \lambda t)] - L(\lambda)t \leq \mathbb{E}[f(x + W_{t} + \lambda_{0} t)] + c|\lambda - \lambda_{0}|t - L(\lambda)t
\]
\[
= (I_{\lambda_{0}}(t)f)(x) + (L(\lambda_{0}) + c|\lambda - \lambda_{0}| - L(\lambda))t.
\]
Since the assumption on $L$ implies $L(\lambda_{0}) + c|\lambda - \lambda_{0}| - L(\lambda) \to -\infty$ as $|\lambda| \to \infty$, the claim follows. \hfill $\Box$

Let $C^{2}_{0}$ be the space of all twice continuously differentiable functions $f \in C_{0}$ such that the first and second derivative vanish at infinity. For every $\lambda \in \mathbb{R}^{d}$, we denote by $A_{\lambda}$ the generator of $(S_{\lambda}(t))_{t \geq 0}$. It follows from Itô's formula that $C^{2}_{0} \subset D(A_{\lambda})$ with
\[
A_{\lambda}f = \frac{1}{2} \Delta f + \nabla_{\lambda} f \quad \text{for all } f \in C^{2}_{0}, \text{ where } \nabla_{\lambda} f := \langle \lambda, \nabla f \rangle.
\]

**Theorem 6.2** The family $(I(t))_{t \geq 0}$ satisfies the assumptions of Lemma 3.2. Hence, Theorem 2.5 yields an associated semigroup $(S(t))_{t \geq 0}$ on $C_{0}$. Moreover, it holds $C^{2}_{0} \subset D(A)$ with
\[
Af = \sup_{\lambda \in \mathbb{R}^{d}} A_{\lambda}f = \frac{1}{2} \Delta f + H(\nabla f) \quad \text{for all } f \in C^{2}_{0}.
\]

**Proof** First, we verify the conditions (i)-(iv) of Lemma 3.2.

1. Clearly, $I(0) = \text{id}_{C_{0}}$.
2. For every $t \geq 0$ and $f \in C_{0}$, the first assumption on $L$ implies
\[
-\|f\|_{\infty} = -\|f\|_{\infty} - \inf_{\lambda \in \mathbb{R}^{d}} L(\lambda)t \leq I(t)f \leq \sup_{\lambda \in \mathbb{R}^{d}} S_{\lambda}(t)f \leq \|f\|_{\infty}.
\]
We obtain $\|I(t)f\|_{\infty} \leq \|f\|_{\infty}$. 
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3. For every $\lambda \in \mathbb{R}^d$, $t \geq 0$ and $f, g \in C_0$,

$$I_\lambda(t)f - I(t)g \leq I_\lambda(t)f - I_\lambda(t)g = S_\lambda(t)(f - g) \leq \|f - g\|_\infty.$$  

By taking the supremum over $\lambda \in \mathbb{R}^d$ and changing the role of $f$ and $g$, we obtain

$$\|I(t)f - I(t)g\|_\infty \leq \|f - g\|_\infty.$$  

4. For every $t \geq 0$, $f \in C_0$ and $x \in \mathbb{R}^d$,

$$(I(t)f)(x) = \sup_{\lambda \in \mathbb{R}^d} \left[ \mathbb{E}[(f(x + (0 + W_i + \lambda t))] - L(\lambda)t = (I(t)f)(x).$$

Second, we show that

$$\lim_{t \downarrow 0} \left\| \frac{(I(t)f - f)}{t} - \frac{1}{2} \Delta f - H(\nabla f) \right\|_\infty = 0$$

for all $f \in C^2_0$,

Let $f \in C^2_0$. By Lemma 6.1, there exists $r \geq 0$ such that

$$I(t)f = \sup_{\lambda \in B(0,r)} I_\lambda(t)f$$

for all $t \geq 0$.

Moreover, the constant $r \geq 0$ can be chosen such that

$$H(\nabla f) = \sup_{\lambda \in B(0,r)} \langle (\lambda, \nabla f) - L(\lambda), f \rangle,$$

because $\|\nabla f\|_\infty < \infty$ and $L$ grows faster than linear. Hence, it follows from Itô’s formula that

$$\left\| \frac{(I(t)f - f)}{t} - \frac{1}{2} \Delta f - H(\nabla f) \right\|_\infty \leq \sup_{\lambda \in B(0,r)} \left\| \frac{S_\lambda(t)f - f}{t} - \frac{1}{2} \Delta f - \langle \lambda, \nabla f \rangle \right\|_\infty,$$

$$\leq \sup_{\lambda \in B(0,r)} \frac{1}{t} \int_0^t \left\| \nabla_\lambda f \cdot (\gamma + X^\lambda_s) - \nabla_\lambda f \|_\infty + \frac{1}{2} \| \Delta f \cdot (\gamma + X^\lambda_s) - \Delta f \|_\infty \right\| ds,$$

where $X^\lambda_s := W_s + \gamma s$ for all $\lambda \in \mathbb{R}^d$ and $s \geq 0$. Since $f \in C^2_0$, for every $\varepsilon > 0$, there exists $\delta > 0$ such that

$$\left( \left\| \nabla_\lambda f \cdot (\gamma + X^\lambda_s) - \nabla_\lambda f \|_\infty + \frac{1}{2} \| \Delta f \cdot (\gamma + X^\lambda_s) - \Delta f \|_\infty \right\| \right) \mathbb{P}(|X^\lambda_s| < \delta) < \varepsilon$$

for all $\lambda \in \mathbb{R}^d$ and $s \geq 0$. Furthermore, Chebyshev’s inequality implies

$$\sup_{\lambda \in B(0,r)} \mathbb{P}(|X^\lambda_s| \geq \delta) \leq \sup_{\lambda \in B(0,r)} \frac{\mathbb{E}[|X^\lambda_s|^2]}{\delta^2} \leq \sup_{\lambda \in B(0,r)} \frac{2}{\delta^2} \left( \mathbb{E}[|W_s|^2] + |\lambda|^2 \delta^2 \right) \to 0$$

as $s \downarrow 0$.

Third, we verify the conditions (v) and (vi) of Lemma 3.2. It follows immediately from inequality (6.1) that $C^2_0 \subset \text{Lip}_0 \cap \mathcal{L}$. In particular, we can choose a countable set $\mathcal{D} \subset \text{Lip}_0 \cap \mathcal{L}$, which is dense in $C_0$. It remains to show condition (vi). Let $c \geq 0$ and choose $r \geq 0$ such that

$$I(t)f = \sup_{\lambda \in B(0,r)} I_\lambda(t)f$$

for all $t \geq 0$ and $f \in \text{Lip}_0(c)$.

which exists due to Lemma 6.1. We define

$$(T_c(t)f)(x) := e^{\frac{c^2t}{2}} \mathbb{E} \left[ f^2(x + W_t) \right]^\frac{1}{2}$$

for all $t \geq 0$, $f \in C^2_0$ and $x \in \mathbb{R}^d$.

The family $(T_c(t))_{t \geq 0}$ is a monotone semigroup on $C^2_0$. It remains to show

$$|I(t)f| \leq T_c(t)|f|$$

for all $f \in \text{Lip}_0(c)$ and $t \geq 0$.  
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Let \( f \in \text{Lip}_0(c) \) and \( t \geq 0 \). We use \( W_t \sim \mathcal{N}(0, t I) \), where \( \mathcal{N}(0, t I) \) denotes the normal distribution, and the formula for its moment generating function to estimate
\[
\left| (S_\lambda(t)f)(x) \right| \leq \mathbb{E}[|f(x + W_t + \lambda t)|]
\]
\[
= (2\pi t)^{-\frac{d}{2}} \int_{\mathbb{R}^d} |f(x + y + \lambda t)| \exp \left(-\frac{|y|^2}{2t}\right) dy
\]
\[
= (2\pi t)^{-\frac{d}{2}} \int_{\mathbb{R}^d} |f(x + y)| \exp \left(-\frac{|y - \lambda t|^2}{2t}\right) dy
\]
\[
eq e^{-\frac{|\lambda|^2 t}{2}} \int_{\mathbb{R}^d} |f(x)| \exp \left((\lambda, y)\right) \mathcal{N}(0, t I)(dy)
\]
\[
\leq e^{-\frac{|\lambda|^2 t}{2}} \left( \int_{\mathbb{R}^d} f^2(x + y) \mathcal{N}(0, t I)(dy) \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^d} \exp \left(2(\lambda, y)\right) \mathcal{N}(0, t I)(dy) \right)^{\frac{1}{2}}
\]
\[
eq e^{-\frac{|\lambda|^2 t}{2}} \mathbb{E}\left[f^2(x + W_t)\right]^{\frac{1}{2}} e^{\frac{|\lambda|^2}{2}t} = e^{-\frac{|\lambda|^2 t}{2}} \mathbb{E}\left[f^2(x + W_t)\right]^{\frac{1}{2}} \leq (T_c(t)f)(x)
\]
for all \( \lambda \in B(0, r) \). Taking the supremum yields
\[
I(t)f \leq \sup_{\lambda \in B(0, r)} S_\lambda(t)f \leq T_c(t)|f|.
\]

Furthermore, by assumption, there exists \( \lambda_0 \in \mathbb{R}^d \) with \( L(\lambda_0) = 0 \). W.l.o.g. we can assume \( r \geq |\lambda_0| \) and obtain \( I(t)f \geq S_{\lambda_0}(t)f \geq -T_c(t)|f| \).

Forth, by Theorem 2.5, there exists an associated semigroup \( (S(t))_{t \geq 0} \) on \( C_0 \). In particular, Assumption 4.1 is satisfied. In addition, it follows from Lemma 4.4 that condition (4.2) holds for all \( f, g \in C_0 \). Hence, Theorem 4.3 implies \( C_0^2 \subset D(A) \) with
\[
Af = \frac{1}{2} \Delta f + H(\nabla f) \quad \text{for all } f \in C_0^2.
\]

\( \square \)

Let \( L^\infty \) be the space of all bounded, Borel measurable functions \( f : \mathbb{R}^d \to \mathbb{R} \), where two of them are identified if they coincide Lebesgue almost everywhere. Moreover, we denote by \( W^{1,\infty} \) the corresponding first order Sobolev space. For \( f \in W^{1,\infty} \) we say that \( \Delta f \) exists in \( L^\infty \) if there exists a function \( g \in L^\infty \) with
\[
\int_{\mathbb{R}^d} g \phi \, dx = -\int_{\mathbb{R}^d} \langle \nabla f, \nabla \phi \rangle \, dx \quad \text{for all } \phi \in C_c^\infty.
\]

In this case, since \( g \) is unique Lebesgue almost everywhere, we define \( \Delta f := g \). Here, \( C_c^\infty \) denotes the set of all infinitely differentiable functions \( \phi : \mathbb{R}^d \to \mathbb{R} \) with compact support.

**Theorem 6.3** In addition to previous assumptions, we assume that \( L \) satisfies
\begin{itemize}
  \item \( \sup_{\lambda \in B(0, r) \cap \{L < \infty\}} L(\lambda) < \infty \) for all \( r > 0 \),
  \item \( \sup_{|\lambda| = \varepsilon} L(\lambda) < \infty \).
\end{itemize}

Then, it holds \( S(t) : L^S_{\text{sym}} \to L^S_{\text{sym}} \) for all \( t \geq 0 \), and
\[
L^S_{\text{sym}} = L^I_{\text{sym}} = \{ f \in W^{1,\infty} \cap C_0 : \Delta f \text{ exists in } L^\infty \}.
\]

**Proof** We define \( I^+(t) := I(t) \) and \( I^-(t)x := -I(t)(-x) \) for all \( t \geq 0 \) and \( x \in X \). First, we verify the conditions (i)-(iii) of Assumption 5.2.
1. It holds $I^-(t)f = -I(t)(-f) \leq I(t)f = I^+(t)f$ for all $(f, t) \in C_0 \times \mathbb{R}_+$, because $I(t)$ is convex and $I(t)0 = 0$.

2. Let $s, t \geq 0$ and $f \in C_0$. We use Fubini’s theorem to conclude
   
   \[ I(s)I^-(t)f = \sup_{\lambda_1 \in \mathbb{R}^d} \left( S_{\lambda_1}(s) \left( \inf_{\lambda_2 \in \mathbb{R}^d} \left( S_{\lambda_2}(t) f + L(\lambda_2)t \right) - L(\lambda_1)s \right) \right) \leq \sup_{\lambda_1 \in \mathbb{R}^d} \inf_{\lambda_2 \in \mathbb{R}^d} \left( S_{\lambda_1}(s) S_{\lambda_2}(t) f + L(\lambda_2)t - L(\lambda_1)s \right) \leq \inf_{\lambda_2 \in \mathbb{R}^d} \sup_{\lambda_1 \in \mathbb{R}^d} \left( S_{\lambda_2}(t) \left( S_{\lambda_1}(s) f - L(\lambda_1)s \right) + L(\lambda_2)t \right) \leq \inf_{\lambda_2 \in \mathbb{R}^d} \left( S_{\lambda_2}(t) I(s)f + L(\lambda_2)t \right) = I^-(t)i(s)f. \]

3. For every $s, t \geq 0$ and $f \in C_0$,
   
   \[ I(s+t)f = \sup_{\lambda \in \mathbb{R}^d} \left( S_{\lambda}(s+t) f - L(\lambda)(s+t) \right) = \sup_{\lambda \in \mathbb{R}^d} \left( S_{\lambda}(s) S_{\lambda}(t) f - L(\lambda)s - L(\lambda)t \right) = \sup_{\lambda \in \mathbb{R}^d} \left( S_{\lambda}(s) \left( S_{\lambda}(t) f - L(\lambda)t \right) - L(\lambda)s \right) \leq \sup_{\lambda \in \mathbb{R}^d} \left( S_{\lambda}(s) I(t)f - L(\lambda)s \right) = I(s)I(t)f. \]

Second, we show $S(t)x = \sup_{\pi \in P_t} I(\pi)x$ for all $(x, t) \in X \times \mathbb{R}_+$. To do so, we use Lemma 15. Clearly, $I(t)$ is continuous from below for all $t \geq 0$. Next, we show that the mapping $I(\cdot)f$ is continuous for all $f \in C_0$: For every $f \in C_0$, it follows from Lemma 6.1 and Itô’s formula that there exists $r \geq 0$ with

\[
\|I(t)f - I(s)f\|_\infty \leq \sup_{\lambda \in B(0, r) \cap \{L < \infty\}} \left( \|S_{\lambda}(t-s)f\|_\infty + L(\lambda)(t-s) \right) \leq \sup_{\lambda \in B(0, r) \cap \{L < \infty\}} \left( \|\lambda\| \cdot \|\nabla f\|_\infty + \frac{1}{2}\|\Delta f\|_\infty + L(\lambda) \right) (t-s)
\]

for all $0 \leq s \leq t$. Moreover, the assumption on $L$ implies

\[
\sup_{\lambda \in B(0, r) \cap \{L < \infty\}} \left( \|\lambda\| \cdot \|\nabla f\|_\infty + \frac{1}{2}\|\Delta f\|_\infty + L(\lambda) \right) < \infty.
\]

Since $C^2_0 \subset C_0$ is dense and $(I(t))_{t \geq 0}$ is a family of contractions, the mapping $I(\cdot)f$ is also continuous for arbitrary $f \in C_0$, see the proof of Lemma 2.10. It remains to show that, for every $t \geq 0$, the operator

\[ T(t): C_0 \rightarrow C_0, \ f \mapsto \sup_{\pi \in P_t} I(\pi)f \]

is well-defined. Lemma 3.2 implies $\{I(\pi): \pi \in P_t\} \subset \text{Lip}_0(c)$, and therefore $T(t)f \in \text{Lip}_0(c)$ for all $c, t \geq 0$ and $f \in \text{Lip}_0(c)$. Since $T(t): C_0 \rightarrow L^\infty$ is continuous and $\text{Lip}_0 \subset C_0$ is dense, we obtain $T(t): C_0 \rightarrow C_0$ for all $t \geq 0$. We can apply Lemma 15 and conclude that $S(t)x = T(t)x$ for all $(x, t) \in X \times \mathbb{R}_+$. Hence, Assumption 5.2 is satisfied and Theorem 5.3 yields $L^S = L^I$ and $S(t): L^S_{\text{sym}} \rightarrow L^S_{\text{sym}}$ for all $t \geq 0$.

Third, we show $L^I_{\text{sym}} \subset \{f \in W^{1,\infty} \cap C_0: \Delta f \text{ exists in } L^\infty\}$. Let $f \in L^I_{\text{sym}}$. By definition, there exist $t_0 > 0$ and $c \geq 0$ such that

\[
\|I(t)f - f\|_\infty \leq ct \quad \text{and} \quad \|I(t)(-f) + f\|_\infty \leq ct \quad \text{for all } t \in [0, t_0].
\]
For every $\lambda \in \mathbb{R}^d$ and $t \in [0, t_0]$,
\[-(c + L(\lambda))t \leq -(I(t) (-f) + f + L(\lambda)t) \leq -(S_\lambda(t) (-f) + f)\]
\[= S_\lambda(t) f - f \leq I(t) f - f + L(\lambda)t \leq (c + L(\lambda))t,\]
and therefore $\|S_\lambda(t) f - f\|_\infty \leq (c + L(\lambda))t$. Let $\eta \in C_C^\infty$ with $\eta \geq 0$, $\text{supp}(\eta) \subset B(0, 1)$ and $\int_{\mathbb{R}^d} \eta(x) \, dx = 1$. For every $n \in \mathbb{N}$ and $x \in \mathbb{R}^d$, we define $\eta_n(x) := n^d \eta(nx)$ and
\[f_n(x) := (f \ast \eta_n)(x) = \int_{\mathbb{R}^d} f(x-y) \eta_n(y) \, dy.\]
Let $\lambda \in \mathbb{R}^d$ and $t \geq 0$. Fubini's theorem implies
\[\left| S_\lambda(t) f_n - f_n \right|(x) = \left| \mathbb{E} \left[ \int_{\mathbb{R}^d} f(x + W_t + \lambda t - y) \eta_n(y) \, dy \right] - f_n(x) \right|\]
\[= \left| \int_{\mathbb{R}^d} \mathbb{E} \left[ f(x + W_t + \lambda t - y) \right] \eta_n(y) \, dy - f_n(x) \right|\]
\[= \|S_\lambda(t) f - f\|_\infty \leq (c + L(\lambda))t.\]
Since $f_n \in C_0^2 \subset D(A_\lambda)$, we obtain
\[\|A_\lambda f_n\|_\infty \leq c + L(\lambda) \quad \text{for all } n \in \mathbb{N}. \quad (6.2)\]
Moreover, for every $n \in \mathbb{N}$, we have the identities
\[\Delta f_n = \frac{1}{2} \Delta f_n + \nabla \lambda f_n + \frac{1}{2} \Delta f_n + \nabla_{-\lambda} f_n = A_\lambda f_n + A_{-\lambda} f_n, \quad (6.3)\]
\[2\nabla \lambda f_n = \frac{1}{2} \Delta f_n + \nabla \lambda f_n + \frac{1}{2} \Delta (-f_n) + \nabla_{-\lambda} (-f_n) = A_\lambda f_n + A_{-\lambda} (-f_n). \quad (6.4)\]
It follows from inequality (6.2) and inequality (6.3) that $\sup_{n \in \mathbb{N}} \|\Delta f_n\|_\infty < \infty$, since the assumptions on $L$ ensure the existence of $\lambda \in \mathbb{R}^d$ with $L(\pm \lambda) < \infty$. Furthermore, we use inequality (6.2), inequality (6.4) and the assumption on $L$ to estimate
\[\|\nabla f_n\|_\infty = \frac{1}{\varepsilon} \sup_{|\lambda| = \varepsilon} \|\nabla \lambda f_n\|_\infty \leq \frac{1}{2\varepsilon} \sup_{|\lambda| = \varepsilon} \left( \|A_\lambda f_n\|_\infty + \|A_\lambda (-f_n)\|_\infty \right)\]
\[\leq \frac{1}{\varepsilon} \sup_{|\lambda| = \varepsilon} \left( c + L(\lambda) \right) < \infty \quad \text{for all } n \in \mathbb{N}.\]
By Banach-Alaoglu's theorem, there exist functions $g, g_i \in L^\infty$ such that $\Delta f_{n_k} \to g$ and $\partial_i f_n \to g_i$ as $k \to \infty$ in the weak* topology for a suitable subsequence. This implies $f \in W^{1, \infty} \cap C_0$ with $\Delta f = g$ and $\partial_i f = g_i$ for $i = 1, \ldots, d$.
Forth, we show $\{ f \in W^{1, \infty} \cap C_0 : \Delta f \text{ exists in } L^\infty \} \subset L^1_{\text{sym}}$. Let $f \in W^{1, \infty} \cap C_0$ such that $\Delta f$ exists in $L^\infty$. By Lemma 6.1, there exists $r \geq 0$ such that
\[I(t) f = \sup_{\lambda \in B(0, r)} I_\lambda(t) f \quad \text{for all } t \geq 0.\]
Let $t \geq 0$, $\lambda \in B(0, r)$ and $f_n := f \ast \eta_n$ for all $n \in \mathbb{N}$. We use Itô's formula, $\nabla f_n = (\nabla f) \ast \eta_n$ and $\Delta f_n = (\Delta f) \ast \eta_n$ to estimate
\[I_\lambda(t) f - f = \lim_{n \to \infty} \left( I_\lambda(t) f_n - f_n \right) \leq \sup_{n \in \mathbb{N}} \left( |\lambda| \cdot \|\nabla f_n\|_\infty + \frac{1}{2} \|\Delta f_n\|_\infty - L(\lambda) \right) \cdot t\]
\[\leq \left( r \cdot \|\nabla f\|_\infty + \frac{1}{2} \|\Delta f\|_\infty \right) \cdot t.\]
Taking the supremum over $\lambda \in B(0, r)$ yields

$$I(t)f - f \leq \left( r \cdot \|\nabla f\|_{\infty} + \frac{1}{2} \|\Delta f\|_{\infty}\right) t \quad \text{for all } t \geq 0.$$ 

For the lower bound, we choose $\lambda \in \mathbb{R}^d$ with $L(\lambda) = 0$ and obtain

$$I(t)f - f \geq S_\lambda(t)f - f \geq -\left( |\lambda| \cdot \|\nabla f\|_{\infty} + \frac{1}{2} \|\Delta f\|_{\infty}\right) t \quad \text{for all } t \geq 0.$$ 

This shows $f \in \mathcal{L}^I$. Applying the same argument on $-f$ yields $f \in \mathcal{L}^I_{\text{sym}}$. 

Remark 6.4 1. For functions $f \in \mathcal{L}_S^S$ the Laplacian and gradient are defined in the distributional sense and $\frac{1}{2} \Delta f + H(\nabla f) \in L^\infty$. By extending the semigroup $(S(t))_{t \geq 0}$ from $C_0$ to an exponential Orlicz heart, one can show that the Cauchy problem

$$\partial_t u(t) = \frac{1}{2} \Delta u(t) + H(\nabla u(t)) \quad \text{for all } t \geq 0, \quad u(0) = f,$$

has a unique classical solution, which is represented by the extended semigroup. For details, we refer to [3]. A sublinear version of this example was studied in [14].

2. The explicit description of the symmetric Lipschitz set in the previous theorem relies only on elementary estimates and Banach-Alaoglu’s theorem. Nonetheless, by using the results in [23], we obtain

$$\mathcal{L}^S_{\text{sym}} = \left\{ f \in \bigcap_{p \geq 1} W^{2,p}_{\text{loc}} \cap C_0 : \Delta f \in L^\infty \right\},$$

i.e., the symmetric Lipschitz set equals the domain of the Laplacian in $C_0$.

Proof  Let $\{f \in \bigcap_{p \geq 1} W^{2,p}_{\text{loc}} \cap C_0 : \Delta f \in L^\infty\}$. By [23, Theorem 3.1.7], it holds $f \in W^{1,\infty}$, and therefore $f \in \mathcal{L}^S_{\text{sym}}$. Now, let $f \in \mathcal{L}^I_{\text{sym}}$ and $f_n := f \ast \eta_n$ for all $n \in \mathbb{N}$. Fix $p > d$. By [23, Theorem 3.1.6], there exist $c \geq 0$ and $\varepsilon > 0$ such that, for all $n \in \mathbb{N}$,

$$\sup_{x \in \mathbb{R}^d} \|D^2 f_n\|_{L^p(B(x, \varepsilon))} \leq c(\|f_n\|_{\infty} + \|\Delta f_n\|_{\infty}) \leq c(\|f\|_{\infty} + \|\Delta f\|_{\infty}).$$

This implies $\sup_{n \in \mathbb{N}} \|f_n\|_{W^{2,p}(B(0, r))} < \infty$ for all $r \geq 0$ and $n \in \mathbb{N}$. Taking the limit $n \to \infty$ yields $f \in W^{2,p}(B(0, r))$ for all $r \geq 0$, i.e., $f \in W^{2,p}_{\text{loc}}$. Since $W^{2,q}_{\text{loc}} \subset W^{2,p}_{\text{loc}}$ for all $p \leq q$, we obtain $f \in \bigcap_{p \geq 1} W^{2,p}_{\text{loc}}$. The last part of the claim follows from [23, Theorem 3.1.7].

6.2 Geometric Brownian Motion

In this subsection, we construct a semigroup, which corresponds to a geometric Brownian motion with uncertain drift and volatility. Based on the Nisio approach, this example has been studied in [24], where the authors obtain a viscosity solution for the associated Cauchy problem. In contrast to the previous example, we have to weaken the supremum norm by adding a weight function.

Let $(W_t)_{t \geq 0}$ be a 1-dimensional Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $p > 1$. We choose the weight function

$$\kappa : \mathbb{R} \to (0, \infty), \ x \mapsto (1 + |x|^p)^{-1}.$$
Let $\Lambda \subset \mathbb{R} \times \mathbb{R}_+$ be a bounded set. For every $f \in \text{UC}_\kappa(\mathbb{R}^d; \mathbb{R})$, $t \geq 0$ and $x \in \mathbb{R}$, we define

$$(I_t(f))(x) := \sup_{\lambda \in \Lambda} \mathbb{E}[f(X_{t,x}^{\lambda})],$$

where $X_{t,x}^{\lambda} := x X_t^{\lambda}$ and $X_t^{\lambda} := \exp\left((\mu - \frac{\sigma^2}{2})t + \sigma W_t\right)$ for $\lambda := (\mu, \sigma^2)$. Furthermore, for every $\lambda \in \Lambda$, let $(S_\lambda(t))_{t \geq 0}$ be the linear semigroup given by

$$(S_\lambda(t)f)(x) := \mathbb{E}[f(X_{t,x}^{\lambda})] \quad \text{for all } t \geq 0, \ f \in \text{UC}_\kappa \text{ and } x \in \mathbb{R}.$$
Furthermore, by Lemma 6.5, the set \( \{(X_t^\lambda)^q - 1 : t \in [0, 1], \lambda \in \Lambda\} \) is bounded in \( L^2(\mathbb{P}) \), and therefore uniformly integrable. Hence, the second part of the claim follows from the first one, similar to the Vitali convergence theorem.

Let \( C^2_\kappa \) be the set of all twice continuously differentiable functions \( f : \mathbb{R} \to \mathbb{R} \) with compact support.

**Theorem 6.7** The family \( (I(t))_{t \geq 0} \) satisfies Assumptions 2.1 and 2.4, i.e., Theorem 2.5 yields a semigroup \( (S(t))_{t \geq 0} \) on \( UC_\kappa \) associated to \( (I(t))_{t \geq 0} \). Furthermore, it holds \( C^2_\kappa \subset D(A) \) with

\[
(Af)(x) = \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \sigma^2 x^2 f''(x) + \mu x f'(x) \right) \quad \text{for all } f \in C^2_\kappa \text{ and } x \in \mathbb{R}.
\]

**Proof** First, we show \( I(t) : \text{Lip}_b(c) \to \text{Lip}_b(e^{ot}c) \) for all \( c, t \geq 0 \). Let \( c, t \geq 0 \) and \( f \in \text{Lip}_b(c) \). Lemma 6.5 implies

\[
| (S_\lambda(t) f)(x) - (S_\lambda(t) f)(y) | \leq \mathbb{E} \left[ \left| f(x X_t^\lambda) - f(y X_t^\lambda) \right| \right] \leq c|x-y| \mathbb{E} \left[ |X_t^\lambda| \right] \leq c e^{ot} |x-y|
\]

for all \( \lambda \in \Lambda \) and \( x, y \in \mathbb{R} \). Furthermore, it holds \( \| I(t) f \|_\infty \leq \| f \|_\infty \leq e^{ot} c \).

Second, we verify Assumption 2.1.

1. Clearly, \( I(0) = \text{id}_{UC_\kappa} \).
2. Let \( f \in UC_\kappa, t \geq 0, \lambda \in \Lambda \) and \( x \in \mathbb{R} \). It follows from Lemma 6.5 that

\[
| S_\lambda(t) f(x) | \leq \| f \|_\kappa (1 + |x|^p) e^{ot} (1 + |x|^p)^{-1} = e^{ot} \| f \|_\kappa.
\]

Hence, we obtain \( \| S_\lambda(t) f \|_\kappa \leq e^{ot} \| f \|_\kappa \), and therefore

\[
\| I(t) f \|_\kappa \leq \sup_{\lambda \in \Lambda} \| S_\lambda(t) f \|_\kappa \leq e^{ot} \| f \|_\kappa.
\]

3. For every \( f, g \in UC_\kappa \) and \( t \geq 0 \),

\[
\| I(t) f - I(t) g \|_\kappa \leq \sup_{\lambda \in \Lambda} \| S_\lambda(t)(f - g) \|_\kappa \leq e^{ot} \| f - g \|_\kappa.
\]

In particular, we obtain \( I(t) : UC_\kappa \to UC_\kappa \), because \( I(t) : \text{Lip}_b \to \text{Lip}_b, \text{Lip}_b \subset UC_\kappa \) is dense and \( I(t) \) is Lipschitz continuous.

Third, we verify Assumption 2.4. Let \( f \in C^2_\kappa \) and choose \( r \geq 0 \) with \( \text{supp}(f) \subset [-r, r] \). Fix \( \lambda \in \Lambda, t \geq 0 \) and \( x \in \mathbb{R} \). Itô’s formula implies

\[
(S_\lambda(t) f)(x) - f(x) = \mu \mathbb{E} \left[ \int_0^t X_s^\lambda f'(X_s^\lambda) ds \right] + \frac{\sigma^2}{2} \mathbb{E} \left[ \int_0^t (X_s^\lambda)^2 f''(X_s^\lambda) ds \right].
\]

Hence, we can estimate

\[
\| I(t) f - f \|_\kappa \leq \| I(t) f - f \|_\infty \leq \sup_{\lambda \in \Lambda} \| S_\lambda(t) f - f \|_\infty \leq ct,
\]

where \( c := \sup_{\lambda \in \Lambda} \left( \mu r \| f' \|_\infty + \frac{\sigma^2}{2} r^2 \| f'' \|_\infty \right) \). Since \( I(t) : \text{Lip}_b(c) \to \text{Lip}_b(e^{ot}c) \) for all \( c, t \geq 0 \), it follows from Lemma 3.3 that the sequence \( (I(\pi_n t)f)_{n \in \mathbb{N}} \) is relatively compact in \( UC_\kappa \) for all \( f \in \text{Lip}_b \) and \( t \in T \). Furthermore, by Lemma 3.4, we can choose a countable set \( D \subset C^2_\kappa \), which is dense in \( UC_\kappa \). By Theorem 2.5 there exists a semigroup \( (S(t))_{t \geq 0} \) on \( UC_\kappa \) associated to \( (I(t))_{t \geq 0} \).
Forth, for every $f \in C^2$, we show that
\[
\lim_{t \to 0} \left\| \frac{I(t) f - f}{t} - g \right\|_\kappa = 0, \tag{6.5}
\]
where $g := \sup_{\lambda \in \Lambda} g_\lambda$ and $g_\lambda(x) := \left( \frac{\sigma^2}{2} x^2 f''(x) + \mu f'(x) \right)$ for all $\lambda \in \Lambda$ and $x \in \mathbb{R}$. It holds
\[
\left\| \frac{I(t) f - f}{t} - g \right\|_\kappa \leq \sup_{\lambda \in \Lambda} \left\| \frac{S_\lambda(t) f - f}{t} - g_\lambda \right\|_\kappa \quad \text{for all } t > 0,
\]
and Itô’s formula implies
\[
\left| \frac{S_\lambda(t) f - f}{t} - g_\lambda f \right|(x) \leq \frac{|\mu|}{t} \int_0^t \mathbb{E}[|X^\lambda s f'(X^\lambda s - x f'(x)|] \, ds
\]
\[
+ \frac{\sigma^2}{2} \int_0^t \mathbb{E}[|f''(X^\lambda s - x f''(x)|] \, ds
\]
for all $\lambda \in \Lambda$, $t > 0$ and $x \in \mathbb{R}$. To estimate the first term on the right-hand side, we show
\[
\lim_{t \to 0} \sup_{\lambda \in \Lambda} \sup_{x \in \mathbb{R}} \frac{|\mu|}{t} \int_0^t \mathbb{E}[|X^\lambda s f'(X^\lambda s - x f'(x)|] \, ds = 0. \tag{6.6}
\]
Let $\varepsilon > 0$, $c := 1 + \sup_{\lambda \in \Lambda} |\mu|$, and choose $r \geq 0$ with $\text{supp}(f) \subset [-r, r]$. Moreover, since $f'$ is uniformly continuous, there exists $\delta > 0$ such that
\[
|f'(x) - f'(y)| < \frac{\varepsilon}{6cr} \quad \text{for all } x, y \in \mathbb{R} \text{ with } |x - y| < 2\delta r.
\]
Fix $\lambda \in \Lambda$ and $x \in \mathbb{R}$. We distinguish two cases:

1. Let $|x| \leq 2r$. Then, for every $s \geq 0$,
\[
\mathbb{E}\left[|X^\lambda s f'(X^\lambda s - x f'(x)|\right] = |x| \mathbb{E}\left[|X^\lambda s f'(X^\lambda s - f'(x)|\right]
\leq 2r \mathbb{E}\left[|X^\lambda s - 1| \cdot |f'(X^\lambda s)|\right] + 4r \mathbb{E}\left[|f'(X^\lambda s - f'(x)| \mathbb{I}_{(|X^\lambda s - 1| \geq \delta)}\right]
+ 2r \mathbb{E}\left[|f'(X^\lambda s) - f'(x)| \mathbb{I}_{(|X^\lambda s - 1| < \delta)}\right]
\leq 2r \|f'\|_{\infty} \mathbb{E}[|X^\lambda s - 1|] + 4r \|f'\|_{\infty} \mathbb{P}(|X^\lambda s - 1| \geq \delta)
+ 2r \mathbb{E}\left[|f'(X^\lambda s - f'(x)| \mathbb{I}_{(|X^\lambda s - 1| < \delta)}\right].
\]

By Lemma 6.6, there exists $s_0 > 0$, independent of $\lambda$ and $x$, such that
\[
2r \|f'\|_{\infty} \mathbb{E}[|X^\lambda s - 1|] \leq \frac{\varepsilon}{3c} \quad \text{and} \quad 4r \|f'\|_{\infty} \mathbb{P}(|X^\lambda s - 1| \geq \delta) \leq \frac{\varepsilon}{3c} \tag{6.7}
\]
for all $s \in [0, s_0]$. On the set $\{|X^\lambda s - 1| < \delta\}$, it holds $|X^\lambda s - x| = |x| \cdot |X^\lambda s - 1| < 2r\delta$, and therefore $|f'(X^\lambda s - f'(x)| < \frac{\varepsilon}{6cr}$. This implies
\[
2r \mathbb{E}\left[|f'(X^\lambda s) - f'(x)| \mathbb{I}_{(|X^\lambda s - 1| < \delta)}\right] \leq \frac{\varepsilon}{3c}. \tag{6.8}
\]
We combine inequality (6.7) and inequality (6.8) to conclude
\[
\sup_{s \in [0, s_0]} \sup_{\lambda \in \Lambda} \sup_{x \in [-2r, 2r]} \mathbb{E}\left[|X^\lambda s f'(X^\lambda s - x f'(x)|\right] \leq \frac{\varepsilon}{c}. \tag{6.9}
\]

2. Let $|x| > 2r$. Then, for every $s \geq 0$,
\[
\mathbb{E}\left[|X^\lambda s f'(X^\lambda s - x f'(x)|\right] = \mathbb{E}\left[|X^\lambda s f'(X^\lambda s)| \mathbb{I}_{(|X^\lambda s| \leq r)}\right]
\leq r \|f'\|_{\infty} \mathbb{P}(|X^\lambda s| \leq r),
\]
because \( \text{supp}(f) \subset [-r, r] \). Furthermore, we use \( |x| > 2r \) to estimate
\[
P(|X^\lambda_{s,x} - x| \leq r) = P(|x| \cdot |X^\lambda_{s,x}| \leq r) \leq P \left( |X^\lambda_{s,x}| < \frac{1}{2} \right).
\]

By Lemma 6.6, there exists \( s_1 \in (0, s_0] \), independent of \( \lambda \) and \( x \), such that
\[
r \| f' \|_\infty P \left( |X^\lambda_{s,x}| < \frac{1}{2} \right) \leq \frac{\varepsilon}{c} \quad \text{for all } s \in [0, s_1].
\]

We obtain
\[
\sup_{s \in [0, s_1]} \sup_{\lambda \in \Lambda, x \in \mathbb{R}} \sup_{x' \in [−r, r]} E \left[ \left| X^\lambda_{s,x} f'(X^\lambda_{s,x}) - x f'(x) \right| \right] \leq \frac{\varepsilon}{c}.
\] (6.10)

Combining inequality (6.9) and inequality (6.10) with the definition of \( c \) yields
\[
\sup_{\lambda \in \Lambda, x \in \mathbb{R}} \sup_{x' \in [−r, r]} \frac{|\mu|}{t} \int_{0}^{t} E \left[ \left| X^\lambda_{s,x} f'(X^\lambda_{s,x}) - x f'(x) \right| \right] ds \leq \varepsilon \quad \text{for all } t \in [0, s_1].
\]

By similar arguments, it follows from Lemma 6.6 with \( q = 2 \) that
\[
\lim_{t \downarrow 0} \sup_{\lambda \in \Lambda, x \in \mathbb{R}} \frac{\sigma^2}{2t} \int_{0}^{t} E \left[ \left| (X^\lambda_{s,x})^2 f''(X^\lambda_{s,x}) - x^2 f''(x) \right| \right] ds = 0.
\] (6.11)

As seen before, Eq. 6.5 is a consequence of inequality (6.6) and inequality (6.11).

Fifth, it follows from Theorem 2.5 that Assumption 4.1 is satisfied. In addition, by Lemma 4.4, condition (4.2) holds for all \( f, g \in \text{UC}_\kappa \). Hence, Theorem 4.3 implies \( C^2_\kappa \subset D(\Lambda) \) with
\[
(Af)(x) = \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \sigma^2 x^2 f''(x) + \mu x f'(x) \right) \quad \text{for all } f \in C^2_\kappa \text{ and } x \in \mathbb{R}.
\]

\( \square \)

### 6.3 G-expectation

In this subsection, we construct a semigroup corresponding to a Brownian motion with uncertain drift and volatility, which is the so-called \( G \)-Brownian motion, see [29, 30]. Let \( (W_t)_{t \geq 0} \) be a \( d \)-dimensional Brownian motion on a probability space \((\Omega, \mathcal{F}, P)\). We choose the weight function
\[
\kappa: \mathbb{R}^d \to (0, \infty), \quad x \mapsto (1 + |x|^2)^{-1}.
\]

Let \( \Lambda \subset \mathbb{R}^d \times S_+^d \) be a bounded set, where \( S_+^d \) denotes the set of all symmetric, positive semi-definite \( d \times d \)-matrices. For every \( t \geq 0 \), \( f \in \text{UC}_\kappa(\mathbb{R}^d; \mathbb{R}) \) and \( x \in \mathbb{R}^d \), we define
\[
(I(t)f)(x) := \sup_{\lambda \in \Lambda} E[f(x + \sigma W_t + \mu t)],
\]
where \( \lambda := (\mu, \sigma^2) \) and \( \sigma := \sqrt{\sigma^2} \) denotes the matrix square root of \( \sigma^2 \). Moreover, for every \( \lambda \in \Lambda \), let \((S_\lambda(t))_{t \geq 0}\) be the linear semigroup defined by
\[
(S_\lambda(t)f)(x) := E[f(x + \sigma W_t + \mu t)] \quad \text{for all } t \geq 0, f \in \text{UC}_\kappa \text{ and } x \in \mathbb{R}^d.
\]

**Lemma 6.8** For every \( t \geq 0, \lambda \in \Lambda, f \in \text{UC}_\kappa, \text{ and } x \in \mathbb{R}^d, \)
\[
E[1 + |x + \sigma W_t + \mu t|^2] \kappa(x) \leq e^{\omega t} \quad \text{and} \quad E[|f(x + \sigma W_t + \mu t)|] \leq \|f\|_\kappa(1 + |x|^2)e^{\omega t},
\]
where \( \omega := \sup_{\lambda \in \Lambda} \max\{1 + |\mu|^2 + |\sigma^2|, \sqrt{2}\mu\} < \infty. \)
In particular, we have 
\[ I(t) \]
Recall that \( \nabla \) implies the right hand side converges to zero as \( t \to 0 \). The second inequality of the claim follows from the first one, see the proof of Lemma 6.5.

Lemma 6.8 ensures that \( S_\lambda(t)f : \mathbb{R}^d \to \mathbb{R} \) and \( I(t) : \mathbb{R}^d \to \mathbb{R} \) are well-defined functions for all \( \lambda \in \Lambda, t \geq 0 \) and \( f \in UC_\kappa \). We denote by \( \text{tr}(a) \) the trace of a matrix \( a \in \mathbb{R}^{d \times d} \).

Recall that \( \nabla \mu f := (\mu, \nabla f) \).

**Theorem 6.9** The family \( (I(t))_{t \geq 0} \) satisfies Assumptions 2.1 and 2.4, i.e., Theorem 2.5 yields a semigroup \( (S(t))_{t \geq 0} \) on \( UC_\kappa \) associated to \( (I(t))_{t \geq 0} \). Furthermore, it holds \( C^2_c \subset D(A) \) with

\[ Af = \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \text{tr}(\sigma^2 D^2 f) + \nabla \mu f \right) \quad \text{for all } f \in C^2_c. \]

**Proof** First, we show that \( (I(t))_{t \geq 0} \) satisfies Assumptions 2.1 and 2.4. Since \( I(t) \) is translation-invariant and a contraction w.r.t. the supremum norm, we conclude \( I(t) : \text{Lip}_b(c) \to \text{Lip}_b(c) \) for all \( c, t \geq 0 \). Furthermore, it follows from Lemma 6.8 that \( \|I(t)f\|_\kappa \leq e^{at}\|f\|_\kappa \) and \( \|I(t)f - I(t)g\|_\kappa \leq e^{at}\|f - g\|_\kappa \) for all \( t \geq 0 \) and \( f, g \in UC_\kappa \).

In particular, we have \( I(t) : UC_\kappa \to UC_\kappa \) for all \( t \geq 0 \). In addition, for every \( f \in C^2_c \), Itô’s formula implies

\[ \|I(t)f - f\|_\kappa \leq ct \quad \text{for all } t \geq 0, \]

where \( c := \sup_{t \in \Lambda} (\|\mu \| \cdot \| \nabla f \|_\kappa + \frac{1}{2} \| \sigma^2 \|_\kappa \| D^2 f \|_\kappa ) < \infty. \)

Second, we show that

\[ \lim_{t \downarrow 0} \frac{\|I(t)f - f\|_\kappa}{t} = \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \text{tr}(\sigma^2 D^2 f) + \nabla \mu f \right) \quad \text{for all } f \in C^2_c. \]

Let \( f \in C^2_c \). We use Itô’s formula to estimate

\[ \|I(t)f - f\|_\kappa \leq \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \text{tr}(\sigma^2 D^2 f) + \nabla \mu f \right) \quad \text{for all } f \in C^2_c. \]

\[ \leq \sup_{\lambda \in \Lambda} \int_0^t \left( \|\nabla \mu f (\cdot + X^\lambda_s) - \nabla \mu f \|_\kappa + \frac{1}{2} \| \text{tr}(\sigma^2 D^2 f) (\cdot + X^\lambda_s) - \text{tr}(\sigma^2 D^2 f) \|_\kappa \right) ds, \]

where \( X^\lambda_s := \sigma W_t + \mu s \) for all \( \lambda \in \mathbb{R}^d \) and \( s \geq 0 \). Since \( \Lambda \) is bounded and \( f \in C^2_c \), the right hand side converges to zero as \( t \downarrow 0 \). It follows from \( \|\cdot\|_\kappa \leq \|\cdot\|_\infty \), Theorem 4.3 and Lemma 4.4 that \( C^2_c \subset D(A) \) with

\[ Af = \sup_{\lambda \in \Lambda} \left( \frac{1}{2} \text{tr}(\sigma^2 D^2 f) + \nabla \mu f \right) \quad \text{for all } f \in C^2_c. \]
6.4 Ordinary Differential Equations

In this subsection, we obtain the well-known existence and uniqueness result for ODEs with locally Lipschitz continuous data. Let \( f : \mathbb{R}^d \to \mathbb{R}^d \) be a function, which satisfies the following conditions:

- There exists \( K \geq 0 \) such that \( |f(x)| \leq K(1 + |x|) \) for all \( x \in \mathbb{R}^d \).
- For every \( r \geq 0 \) there exists \( L_r \geq 0 \) such that
  \[
  |f(x) - f(y)| \leq L_r|x - y| \quad \text{for all } x, y \in B(0, r).
  \]

We define \( I(t)x := x + tf(x) \) for all \( t \geq 0 \) and \( x \in \mathbb{R}^d \).

**Theorem 6.10** The family \( (I(t))_{t \geq 0} \) satisfies Assumptions 2.1 and 2.4, i.e., Theorem 2.5 yields a semigroup \( (S(t))_{t \geq 0} \) on \( \mathbb{R}^d \) associated to \( (I(t))_{t \geq 0} \). Furthermore, for every \( x \in \mathbb{R}^d \) the Cauchy problem

\[
y'(t) = f(y(t)) \quad \text{for all } t \geq 0, \quad y(0) = x,
\]

has a unique classical solution given by \( y(t) := S(t)x \).

**Proof** First, we verify Assumptions 2.1 and 2.4. It holds \( |I(t)x| \leq \alpha(r, t) \) for all \( r, t \geq 0 \) and \( x \in \mathbb{R}^d \), where

\[
\alpha(r, t) := \begin{cases} 
  e^{2Kt}, & r \leq 1, \\
  e^{2Kr}, & r > 1.
\end{cases}
\]

Moreover, we have \( |I(t)x - I(t)y| \leq e^{L_r}|x - y| \) for all \( r, t \geq 0 \) and \( x, y \in B(0, r) \). In addition, Lemma 2.7 implies that the sequence \( (I(\pi t^n)x)_{n \in \mathbb{N}} \subset \mathbb{R}^d \) is bounded, and therefore relatively compact for all \( (x, t) \in \mathbb{R}^d \times T \). Theorem 2.5 yields a semigroup \( (S(t))_{t \geq 0} \) on \( \mathbb{R}^d \) associated to \( (I(t))_{t \geq 0} \).

Second, we note that

\[
\frac{I(t)x - x}{t} - f(x) = 0 \quad \text{for all } t > 0 \text{ and } x \in \mathbb{R}^d.
\]

Furthermore, one can show that condition (4.2) holds for all \( x, y \in \mathbb{R}^d \), for details we refer to the proofs of Lemma 6.13 and Theorem 6.14 below. Hence, it follows from Theorem 4.3 that \( D(A) = \mathbb{R}^d \) and \( Ax = f(x) \) for all \( x \in \mathbb{R}^d \). Let \( x \in \mathbb{R}^d \) and define \( y(t) := S(t)x \) for all \( t \geq 0 \). For every \( t \geq 0 \), the right-derivative of \( y \) exists and is given by \( Ay(t) = f(y(t)) \).

Since \( y \) and \( f(y(\cdot)) \) are continuous, it follows from [28, Corollary 1.2 in Section 2] that \( y \) is continuously differentiable. The uniqueness follows from Theorem 4.8.

6.5 Lipschitz Perturbation

Throughout this subsection, we consider vector valued functions \( f : \mathbb{R}^d \to \mathbb{R}^m \). We construct a semigroup corresponding to a perturbed linear semigroup. The nonlinear generator is the sum of the linear generator and a nonlinear zero-order coupling. The ODEs from the previous section are including in this setting, as well as reaction-diffusion equations, see Example 6.15. We endow \( \mathbb{R}^m \) with the order \( x \leq y \) if and only if \( x_i \leq y_i \) for \( i = 1, \ldots, m \).
Assumption 6.11 Let \((S_0(t))_{t \geq 0}\) be a strongly continuous monotone linear semigroup on \(C_0(\mathbb{R}^d; \mathbb{R}^m)\), which satisfies the following condition:

1. There exists \(\omega \geq 0\) such that \(\|S_0(t)f\|_\infty \leq e^{\omega t}\|f\|_\infty\) for all \(t \geq 0\) and \(f \in C_0\).
2. \(L^{S_0} \cap \text{Lip}_0 \subset C_0\) is dense.
3. \(S_0(t) : \text{Lip}_0(c) \to \text{Lip}_0(e^{\omega t} c)\) for all \(c, t \geq 0\).
4. \(\lim_{|x| \to \infty} \sup_{t \in [0,T]} |S_0(t)f(x)| = 0\) for all \(T \geq 0\) and \(f \in C_0\).

Furthermore, let \(\Psi : \mathbb{R}^m \to \mathbb{R}^m\) be a continuous function with \(\Psi(0) = 0\), which satisfies the following conditions:

5. There exists \(K \geq 0\) such that \(|\Psi(x)| \leq K (1 + |x|)\) for all \(x \in \mathbb{R}^m\).
6. For every \(r \geq 0\) there exists \(L_r \geq 0\) such that \(|\Psi(x) - \Psi(y)| \leq L_r |x - y|\) for all \(x, y \in B(0, r)\).

W.l.o.g. we assume that the mapping \(r \mapsto L_r\) is non-decreasing. We define 

\[
(I(t)f)(x) := (S_0(t)f)(x) + t \Psi(f(x))
\]

for all \(t \geq 0\), \(f \in C_0\) and \(x \in \mathbb{R}^d\).

**Theorem 6.12** The family \((I(t))_{t \geq 0}\) satisfies Assumptions 2.1 and 2.4, i.e., Theorem 2.5 yields a semigroup \((S(t))_{t \geq 0}\) on \(C_0\) associated to \((I(t))_{t \geq 0}\).

**Proof** First, we verify Assumption 2.1. It holds \(I(t) : C_0 \to C_0\), because \(S_0(t) : C_0 \to C_0\) and \(\Psi\) is a continuous function with \(\Psi(0) = 0\). Clearly, it holds \(I(0) = \text{id}_{C_0}\). Let \(t \geq 0\) and \(f \in C_0\). If \(\|f\|_\infty \leq 1\), we use Assumption 6.11(i) and (v) to estimate

\[
\|I(t)f\|_\infty \leq e^{\omega t}\|f\|_\infty + tK(1 + \|f\|_\infty) \leq e^{\omega t} + 2Kt \leq e^{(\omega + 2K)t}. 
\]

Similarly, if \(\|f\|_\infty > 1\), we obtain the estimate \(\|I(t)f\|_\infty \leq e^{(\omega + 2K)t}\|f\|_\infty\). Hence, Assumption 2.1(i) holds with

\[
a(r, t) := \begin{cases} 
eq (\omega + 2K)t, & r \leq 1, \\
(\omega + 2K)t, & r > 1, \end{cases} \quad \text{for all } r, t \geq 0.
\]

Furthermore, for every \(r, t \geq 0\) and \(f, g \in B(0, R)\), Assumption 6.11(i) and (vi) implies

\[
\|I(t)f - I(t)g\|_\infty \leq e^{\omega t}\|f - g\|_\infty + tL_r\|f - g\|_\infty \leq e^{(\omega + L_r)t}\|f - g\|_\infty.
\]

Second, we show that \(L^I = L^{S_0}\). For every \(t \geq 0\) and \(f \in C_0\), it follows from \(\Psi(0) = 0\) and Assumption 6.11(vi) that

\[
\|I(t)f - S_0(t)f\|_\infty = t\|\Psi(f)\|_\infty \leq tL_r, \quad \text{where} \quad r := \|f\|_\infty.
\]

In particular, Assumption 6.11(ii) implies that \(L^I \cap \text{Lip}_0 \subset C_0\) is dense. Hence, in order to verify Assumption 2.4, it suffices to show that the assumptions from Lemma 3.1 are satisfied for all \(f \in \text{Lip}_0\).

Third, we show that

\[
I(t) : \text{Lip}_0(c) \cap B(0, r) \to \text{Lip}_0(e^{(\omega + L_r)t}c) \quad \text{for all } c, r, t \geq 0.
\]

For every \(c, r, t \geq 0\), \(f \in \text{Lip}_0(c) \cap B(0, r)\) and \(x, y \in \mathbb{R}^d\), it follows from Assumption 6.11(iii) and (v) that

\[
|((I(t)f)(x) - (I(t)f)(y))| \leq |(S_0(t)f)(x) - (S_0(t)f)(y)| + t|\Psi(f(x)) - \Psi(f(y))| 
\leq (e^{\omega t} + L_rt)c|x - y| \leq e^{(\omega + L_r)t}c|x - y|.
\]
Let $c \geq 0$, $f \in \text{Lip}_0(c)$ and $t \in T$. By induction, it follows that $I(\pi^1_n)f \in \text{Lip}_0(e^{(\alpha + L_r)t}c)$ for all $n \in \mathbb{N}$, where $r := \alpha(c, t)$. In particular, the sequence $I(\pi^1_n)f_{n} \in \mathbb{N}$ is equicontinuous.

Fourth, it remains to show that

$$\lim_{|x| \to \infty} \sup_{n \in \mathbb{N}} |I(\pi^1_n)f(x)| = 0 \quad \text{for all } f \in \text{Lip}_0 \text{ and } t \in T.$$ 

To do so, for every $r, t \geq 0$, we define

$$J_r(t) : C_0 \to C_0, \quad f \mapsto S_0(t)f + tL_rf.$$ 

Since $S_0(t)$ is monotone, it holds $J_r(t)f \leq J_r(t)g$ for all $r, t \geq 0$ and $f, g \in C_0$ with $0 \leq f \leq g$. Moreover, the mapping $r \mapsto J_r(t)f$ is non-decreasing for all $f \in C_0$ with $f \geq 0$, because we assumed the mapping $r \mapsto L_r$ to be non-decreasing. We show by induction that

$$|I(t)^k f| \leq (J_{\alpha(r,k)t}(t))^k |f| \quad \text{for all } k \in \mathbb{N}, r, t \geq 0 \text{ and } f \in B(0, r). \quad (6.12)$$

Let $r, t \geq 0$ and $f \in B(0, r)$. We use the monotonicity of $S_0(t)$, $\Psi(0) = 0$ and Assumption 6.11(vi) to estimate

$$|I(t)f| \leq |S_0(t)f| + t|\Psi(f)| \leq S_0(t)|f| + L_r t |f| = J_r(t)|f| \leq J_{\alpha(r,t)}(t)|f|.$$ 

For the induction step, we assume that inequality (6.12) holds for some fixed $k \in \mathbb{N}$. Let $r, t \geq 0$ and $f \in B(0, r)$. It follows from $I(t)f \in B(0, \alpha(r, t))$, inequality (6.12), inequality (2.1) and the monotonicity of $J$ that

$$|I(t)^{k+1} f| = |I(t)^k I(t)f| \leq (J_{\alpha(r,k+1)t}(t))^k |I(t)f| \leq (J_{\alpha(r,k)t}(t))^k J_r(t)|f| \leq (J_{\alpha(r,k+1)t}(t))^{k+1} |f|.$$ 

Fifth, since $(S_0(t))_{t \geq 0}$ is a linear semigroup, the binomial theorem implies

$$J_r(t)^k = \sum_{l=0}^{k} \binom{k}{l} (L_r t)^l S_0((k - l)t) \quad \text{for all } r, t \geq 0 \text{ and } k \in \mathbb{N}. \quad (6.13)$$

Let $f \in C_0$, $t \in T$ and $\varepsilon > 0$. Choose $n_0 \in \mathbb{N}$ with $2^n t \in \mathbb{N}$ for all $n \geq n_0$. By inequality (6.12), it holds

$$|I(\pi^1_n)f| \leq J_r(2^{-n})2^{nt}|f| \quad \text{for all } n \geq n_0, \quad (6.14)$$

where $r := \alpha(\|f\|_{\infty}, t)$. In addition, by Assumption 6.11(iv) there exists $R \geq 0$ with

$$\left|(S_0(s)|f|)(x)\right| \leq e^{-L_r s} \varepsilon \quad \text{for all } s \in [0, t] \text{ and } x \in B(0, R)^c. \quad (6.15)$$

Let $x \in B(0, R)^c$, $n \geq n_0$ and $k := 2^nt$. We use Eqs. (6.13)–(6.15) and the binomial theorem to estimate

$$|I(\pi^1_n)f(x)| \leq (J_r(2^{-n})^{k} |f|)(x) = \sum_{l=0}^{k} \binom{k}{l} (L_r 2^{-n})^l (S_0((k - l)2^{-n})|f|)(x) \leq e^{-L_r t} \varepsilon \sum_{l=0}^{k} \binom{k}{l} (L_r 2^{-n})^l \leq e^{-L_r t} \varepsilon e^{L_r k2^{-n}} = \varepsilon.$$ 

We obtain

$$\lim_{|x| \to \infty} \sup_{n \in \mathbb{N}} |I(\pi^1_n)f(x)| = 0 \quad \text{for all } (f, t) \in C_0 \times T.$$

To determine the generator of $(S(t))_{t \geq 0}$, we need the following recursion.
Lemma 6.13 For every $f, g \in C_0$ and $k, n \in \mathbb{N}$,
\[ I(2^{-n})^k f - I(2^{-n})^k g = S_0(k2^{-n})(f - g) + 2^{-n} \sum_{l=0}^{k-1} S_0((k - 1 - l)2^{-n}) \left( \Psi(I(2^{-n})^l f) - \Psi(I(2^{-n})^l g) \right). \]

Proof Let $f, g \in C_0$ and $n \in \mathbb{N}$. We prove the claim by induction w.r.t. $k \in \mathbb{N}$. For $k = 1$, linearity of $S_0(2^{-n})$ implies
\[ I(2^{-n}) f - I(2^{-n}) g = S_0(2^{-n})(f - g) + 2^{-n} (\Psi(f) - \Psi(g)). \]
For the induction step, we assume that the claim holds for some fixed $k \in \mathbb{N}$. Since $(S_0(t))_{t \geq 0}$ is a linear semigroup, we obtain
\[ I(2^{-n})^{k+1} f - I(2^{-n})^{k+1} g = I(2^{-n})^k (I(2^{-n}) f - I(2^{-n}) g) + 2^{-n} \sum_{l=0}^{k-1} S_0((k - 1 - l)2^{-n}) \left( \Psi(I(2^{-n})^l I(2^{-n}) f) - \Psi(I(2^{-n})^l I(2^{-n}) g) \right) \]
\[ = S_0(k2^{-n}) S_0(2^{-n})(f - g) + 2^{-n} S_0(k2^{-n}) (\Psi(f) - \Psi(g)) + 2^{-n} \sum_{l=0}^{k-1} S_0((k - l + 1)2^{-n}) \left( \Psi(I(2^{-n})^{l+1} f) - \Psi(I(2^{-n})^{l+1} g) \right) \]
\[ = S_0((k + 1)2^{-n})(f - g) + 2^{-n} S_0(k2^{-n}) (\Psi(f) - \Psi(g)) + 2^{-n} \sum_{l=0}^{k} S_0((k - l)2^{-n}) \left( \Psi(I(2^{-n})^l f) - \Psi(I(2^{-n})^l g) \right) \]
\[ = S_0((k + 1)2^{-n})(f - g) + 2^{-n} \sum_{l=0}^{k} S_0((k - l)2^{-n}) \left( \Psi(I(2^{-n})^l f) - \Psi(I(2^{-n})^l g) \right). \]

\[ \square \]

Theorem 6.14 It holds $D(A_0) \subset D(A)$ with $Af = A_0 f + \psi(f)$ for all $f \in D(A_0)$, where $A_0$ denotes the generator of $(S_0(t))_{t \geq 0}$.

Proof For every $f \in D(A_0)$,
\[ \frac{I(t)f - f}{t} - A_0 - \psi(f) = \frac{S_0(t)f - f}{t} - A_0 \to 0 \quad \text{as } t \downarrow 0. \]
It remains to show inequality (4.2). Let $f, g \in C_0$ and $\varepsilon > 0$. Let $r := \max\{\|f\|_{\infty}, \|g\|_{\infty}\}$ and $c := \alpha(2r, t)$. Since $(S_0(t))_{t \geq 0}$ is strongly continuous, there exists $t_0 \in (0, 1]$ such that
\[ \|S_0(t)g - g\|_{\infty} \leq \frac{\varepsilon}{2} \quad \text{and} \quad e^{(2\omega + L_c)t}L_c t \|g\|_{\infty} \leq \frac{\varepsilon}{2} \quad \text{for all } t \in [0, t_0]. \]
Let $k,n \in \mathbb{N}$ with $k2^{-n} \leq t_0$. We use Lemma 6.13, Assumption 6.11(i) and (vi), and Lemma 2.7 to estimate

$$
\left\| \left( 2^{-n} \right)^k (f + 2^{-n} g) - \left( 2^{-n} \right)^k f \right\|_\infty
\leq \left\| S_0(k2^{-n}) g - g \right\|_\infty
+ \sum_{l=0}^{k-1} \left\| S_0((k - 1 - l)2^{-n}) \left( \Psi \left( (2^{-n})^l (f + 2^{-n} g) \right) - \Psi \left( (2^{-n})^l f \right) \right) \right\|_\infty
\leq \frac{\varepsilon}{2} + \sum_{l=0}^{k-1} e^{\omega(k-1-l)2^{-n}} L_c e^{(\omega+L_c)l/2} 2^{-n} g \|_\infty
\leq \frac{\varepsilon}{2} + k2^{-n} e^{\omega(k-1)2^{-n}} L_c e^{(\omega+L_c)k2^{-n}} g \|_\infty \leq \varepsilon.
$$

**Example 6.15** Let $(W_t)_{t \geq 0}$ be a $d$-dimensional Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We define

$$(S_0(t)f)(x) := \mathbb{E}[f(x + W_t)] \quad \text{for all } t \geq 0, f \in C_0 \text{ and } x \in \mathbb{R}^d.$$ Then, the family $(S_0(t))_{t \geq 0}$ satisfies Assumption 6.11, and

$$\lim_{t \downarrow 0} \left\| \frac{S_0(t)f - f}{t} - \frac{1}{2} \Delta f \right\|_\infty = 0 \quad \text{for all } f \in C_0^2,$$

where the Laplacian is defined component-wise. Furthermore, let $\Psi$ be a function, which satisfies Assumption 6.11, and $(S(t))_{t \geq 0}$ an associated semigroup as in Theorem 6.12. Then, by Theorem 6.14, it holds $C_0^2 \subset D(A)$ with $Af = \frac{1}{2} \Delta f + \Psi(f)$ for all $f \in C_0^2$. Equations of the form $\partial_t f = \frac{1}{2} \Delta f + \Psi(f)$ are known as reaction diffusion systems, see, e.g. [23, Section 7.3].
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