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Abstract

Current quantum processors are noisy, have limited coherence and imperfect gate implementations. On such hardware, only algorithms that are shorter than the overall coherence time can be implemented and executed successfully. A good quantum compiler must translate an input program into the most efficient equivalent of itself, getting the most out of the available hardware. In this work, we present novel deterministic algorithms for compiling recurrent quantum circuit patterns in polynomial time. In particular, such patterns appear in quantum circuits that are used to compute the ground state properties of molecular systems using the variational quantum eigensolver (VQE) method together with the RyRz heuristic wavefunction Ansatz. We show that our pattern-oriented compiling algorithms, combined with an efficient swapping strategy, produces – in general – output programs that are comparable to those obtained with state-of-art compilers, in terms of CNOT count and CNOT depth. In particular, our solution produces unmatched results on RyRz circuits.
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1 Introduction

The idea of quantum computing arose in 1982 during a speech by Richard Feynman about the difficulty of simulating quantum mechanical systems with classical computers [1]. Feynman suggested the simulation of these systems using quantum computers, i.e., controlled quantum mechanical systems able to mimic them. Since then, quantum computing and quantum information theory continued to advance, proving that universal quantum computers could become, for some applications, more powerful than Turing machines [2]. Quantum computing will potentially have a deep impact on a variety of fields, from quantum simulation in physics and chemistry [3], to machine learning [4, 5, 6, 7, 8], artificial intelligence [9] and cryptography [10, 11, 12].

Current quantum computers are noisy, characterized by a reduced number of qubits (5-50) with non-uniform quality and highly constrained connectivity. Such devices may be able to perform tasks which surpass the capabilities of today’s most powerful classical digital computers, but noise in quantum gates limits the size of quantum circuits that can be executed reliably.
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1.1 Quantum Compilation Problem

The problem of quantum compilation, i.e., device-aware implementation of quantum algorithms, is a challenging one. A good quantum compiler must translate an input program into the most efficient equivalent of itself [13], getting the most out of the available hardware. In general, the quantum compilation problem is NP-Hard [14, 15]. On noisy devices, quantum compilation is declined in the following tasks: gate synthesis [16], which is the decomposition of an arbitrary unitary operation into a quantum circuit made of single-qubit and two-qubit gates from a universal gate set; compliance with the hardware architecture, starting from an initial mapping of the virtual qubits to the physical ones, and moving through subsequent mappings by means of a clever swapping strategy; and noise awareness. Quality indicators of the compiled quantum algorithm are, for example, circuit depth, number of gates and fidelity of quantum states [17].

As an example of compliance with the hardware architecture, consider the problem of compiling the circuit in Fig. 1b onto a device with a coupling map such as the one shown in Fig. 1a. One could choose a trivial initial mapping of virtual qubits to the physical ones, such as the one depicted in red to the left of the circuit in Fig. 1b. However, with such a mapping, the CNOT between qubits 0 and 3 could not be directly executed on the device. A more suitable mapping is instead the one shown in blue to the left of the circuit in Fig. 1c, as it enables the execution of all CNOTs onto the device at the cost of inserting only one SWAP gate.

1.2 Our Contributions

In this paper, we present novel deterministic algorithms for compiling recurrent quantum circuit patterns in polynomial time. In particular, such patterns appear in quantum circuits that are used to compute the ground state properties of molecular systems using the variational quantum eigensolver (VQE) method together with the RyRz heuristic wavefunction Ansatz [18]. We implemented our algorithms in a Python software denoted as PADQC (PAttern-oriented Deterministic Quantum Compiler) that we integrated with Qiskit’s SABRE swapping strategy [19] and compilation routine [20], from now on denoted as Qiskit(SABRE).

We benchmarked PADQC+Qiskit(SABRE) using different quantum circuits, assuming IBM Quantum hardware. We show that our integrated solution produces – in general – output programs that are comparable to those obtained with state-of-art compilers, such as t|ket⟩ [21], in terms of CNOT count and CNOT depth. In particular, our solution produces unmatched results on RyRz circuits.
The paper is organized as follows. In Section 2, we discuss the state of the art in quantum compiling. In Section 3, we present our algorithms. In Section 4, we illustrate the experimental evaluation of PADQC+Qiskit(SABRE). Finally, in Section 5, we conclude the paper with an outline of future work.

2 Related work

Recently, some noteworthy quantum compiling techniques have been proposed. Here we survey those that have been implemented into actual compilers, and benchmarked.

The approach proposed by Zulehner et al. [22] is to partition the circuit into layers, each layer including gates that can be executed in parallel. For each layer, a compliant CNOT mapping must be found, starting from an initial mapping obtained from the previous layer. Denoting the number of physical qubits as \( m \) and the number of logical qubits as \( n \), in the worst case there are \( m!(m-n)! \) possible mappings. Such a huge search space cannot be explored exhaustively. The \( A^* \) search algorithm is adopted, to find the less expensive swap sequence. Moreover, a lookahead strategy is adopted to minimize additional operations to switch between subsequent mappings. The proposed solution is efficient in terms of running time and output depth, but may not be scalable because of the exponential space complexity of the \( A^* \) search algorithm [23].

SABRE by Li et al. [19] is a SWAP-based bidirectional heuristic search method. It requires a preprocessing phase consisting of the following steps. First of all, the distance matrix over the coupling map is computed. Then, the directed acyclic graph that represents the two-qubit gate dependencies of the circuit is generated. A data structure denoted as \( F \) (front layer) is initialized as the set of two-qubit gates without unexecuted predecessors. The preprocessing phase ends up with the generation of a random initial mapping. Then, the compiling phase consists in iterating the following steps over \( F \), until \( F \) is empty. First, all executable gates are removed from \( F \) and their successors are added to \( F \). Second, for those gates in \( F \) that cannot be executed, the best SWAP sequence is selected using an heuristic cost function based on distance matrix. Experiment results show that SABRE can generate hardware-compliant circuits with less or comparable overhead, with respect to the approach proposed by Zulehner et al. [22].

In Qiskit (version 0.20) [20], the compiling process is implemented by a customizable Pass Manager that schedules a number of different passes: layout selection, unrolling (i.e., gate synthesis), swap, gate optimization, and more. Four swap strategies are currently available: Basic, Stochastic, Lookahead and SABRE. The Stochastic strategy uses a randomized algorithm to map the input circuit to the selected coupling map. This means that a single run does not guarantee to produce the best result.

Currently, the most advanced quantum compiler is \(|\text{k}\rangle\) [21], which is written in C++. The compiling process proceeds in two phases: an architecture-independent optimisation phase, which aims to reduce the size and complexity of the circuit; and an architecture-dependent phase, which prepares the circuit for execution on the target machine. The architecture-independent optimisation phase consists of peephole optimizations (targeting small circuit patterns) and macroscopic optimizations (aiming to identify high-level macroscopic structures in the circuit). The end product of this process is a circuit that can be scheduled for execution by the runtime environment, or simply saved for later.

In Section 4, we compare our PADQC+Qiskit(SABRE) integration with pure Qiskit(SABRE) and \(|\text{k}\rangle\).
3 Algorithms

Most compiling approaches aim at finding a general purpose compiler, able to cope with any circuit without the possibility to make assumptions on its structure or characteristics. This kind of solution, although effective in many cases, may not be as much efficient when facing circuits characterized by well-defined peculiar sequences, i.e., patterns, of two-qubit operators. This is particularly true if those patterns repeat themselves many times in a circuit and are not compliant with the quantum device connectivity.

This is the case of RyRz circuits used to compute the ground state properties of molecular systems with the variational quantum eigensolver (VQE) method. These circuits were introduced for the first time in [18] as a heuristic hardware-efficient wavefunction Ansatz for the calculation of the electronic structure properties of small molecular systems such as hydrogen H\textsubscript{2}, lithium hydride, LiH, and berillium hydride, BH\textsubscript{2}, on a quantum computer. Contrary to other quantum circuits inspired by classical wavefunction expansion techniques (e.g., the coupled cluster expansion [24, 25]), in this case the nature of the circuit is solely motivated by the requirement of producing an entangled wavefunction for the many-electron systems that optimally fits the connectivity of the hardware at disposal. In most cases, the RyRz circuit offers a well balanced compromise between these two requirements. These circuits, when implemented with full entanglement (Fig. 2), are characterized by repeated sequences of a pattern that we denote as inverted CNOT cascade.

In Sections 3.2 and 3.3, we illustrate these patterns and how their features can be exploited to lay out efficient compiling algorithms. From now on, it will be assumed that the connectivity of the quantum device on which the circuit has to be compiled is similar to those featured by IBM Quantum devices [26] (Fig. 3). Table 1 presents an overview of the designed algorithms and their time complexity, which is computed by taking into account the worst case scenario and the running time of the subroutines.

The compilation process starts with Algorithm 1, which searches for patterns of interests and transforms them so that they are more easily mappable to the coupling map. Then, Algorithm 4 optimizes the circuit, removing double CNOTs and double $H$ gates that may results from the previous transformations. Finally, Algorithm 5 finds a suitable initial mapping for the circuit.

3.1 CNOT cascades

We are interested in the so called CNOT cascade, shown in Fig. 4a. This pattern plays a prominent role in several quantum algorithms such as the one used to produce GHZ states [27, 28] as shown in Fig. 5.

The coupling maps in Fig. 3 prevent from placing all CNOT gates like in the ideal GHZ circuit, i.e., making a CNOT cascade where $n-1$ qubits control the $n$th qubit. It is indeed possible to turn

![Figure 2: RyRz circuit example.](image)
| Algorithm     | Subroutines                  | Time Complexity |
|--------------|------------------------------|-----------------|
| 1 Patterns   | CheckCascade, CheckInverseCascade | $O(g)$          |
| 2 CheckCascade |                             | $O(m)$          |
| 3 CnotCancellation |                       | $O(lm^2)$       |
| 4 GateCancellation |                         | $O(lm^2)$       |
| 5 Chain      | CheckForIsolated, ExpandChain | $O(n)$          |
| 6 CheckForIsolated |                         | $O(1)$          |
| 7 ExpandChain |                             | $O(1)$          |

Table 1: Overview of proposed algorithms and their time complexity. Notation: $n$ is the number of qubits of the device, $m$ is the number of qubits used by the compiled circuit, $g$ is the number of gates in the circuit and $l$ the number of layers.

Figure 3: (a) 20 qubits *ibmq_tokyo* and (b) *ibmq_almaden* [26].
the ideal GHZ circuit into an equivalent one characterized by a unique sequence of CNOT gates. It would only be a slight change to the technique discussed in a previous work \cite{29}.

However, this technique works only if the aim is to produce a GHZ state starting from a $|0\rangle^\otimes n$. This paper wants to focus on a more general case, where a CNOT cascade could appear at any point in the circuit and no assumption can be done on the state of the system.

A possible solution is to exploit the nearest neighbor decomposition for a uniformly controlled gate studied by Tucci \cite{30}. The only requirement for Tucci’s decomposition is that qubits are to be arranged in a linear chain.

To realize the decomposition in Fig. 4b, Algorithm 1 analyzes the circuit layer by layer and, when a CNOT gate is encountered, Algorithm 2 checks if that CNOT is the first of a CNOT cascade. Each encountered CNOT cascade is replaced by its nearest-neighbor decomposition and, at the end, Algorithm 1 returns a new transformed circuit. Since Algorithm 1 just loops over all gates in a circuit, its complexity is $O(g)$ with $g$ being equal to the number of gates of the circuit.

Algorithm 2 analyzes the circuit starting from a CNOT gate; here before and after are sets of gates that can be applied before and after the decomposition. If a CNOT cascade is found, the decomposition is applied between the before and after gates sets, otherwise an empty set is returned. In Algorithm 2, gate$_t$ is the target of gate and if gate is a CNOT, gate$_c$ is the control qubit of gate. As it is expected that cascades are no longer than the number of qubits in the circuit, the algorithm stops when, after $MAX = 2m$ layers have been checked, no pattern is found. The time complexity of Algorithm 2 is $O(m)$. Usually the number of gates $g$ is greater than $m$, thus, the complexity of Algorithm 1 is $O(g)$.

We recall that the aim is to compile circuits characterized by repeated patterns. Let us look at the circuit in Fig. 6a, where multiple CNOT cascades are repeated one after the other, acting on different target qubits. Algorithm 1 outputs the circuit in Fig. 6b, which despite being correct, has an increased depth.

Fortunately, if two consecutive CNOT gates act on the same control and target qubit, they elide each other, as a CNOT gate is the inverse gate of itself. Algorithm 3 loops over the circuit to cancel double CNOT gates until no further cancellation can be done.
Algorithm 1 PATTERNS(circuit)
Input: a quantum circuit circuit
Output: a new transformed circuit

1: new_circuit ← ∅
2: to_skip ← ∅
3: new_layers ← [∅ for 0 ≤ i < |circuit_layers|]
4: for i = 0 to |circuit_layers| do
5:   if i ≠ 0 then
6:     for all g ∈ new_layers[i − 1] do
7:       put g into new_circuit
8:   end for
9: end if
10: for all gate ∈ circuit_layers[i] do
11:   if gate ∉ to_skip then
12:     if gate is CNOT then
13:       transformed ← CheckCascade(circuit_layers, i, new_layers)
14:       if transformed ≠ ∅ then
15:         put transformed into to_skip
16:         continue
17:       else
18:         put gate into to_skip
19:         put gate into new_circuit
20:     end if
21:   else
22:     put gate into to_skip
23:     put gate into new_circuit
24:   end if
25: end if
26: end for
27: return new_circuit
Algorithm 2 CheckCascade(layers, i, new_layers)

Input: the list of layers in the circuit layers; the layer from where to start i; the list of new_layers to be added
Output: the list of gates to skip, ∅ if no cascade was found

1: before ← ∅, after ← ∅, skip ← ∅, off_limits ← ∅, found ← false, controls ← ∅, used ← ∅, cnot ← MAX, c ← 0, last ← i
2: while i < MAX do
3:   for all gate ∈ layers[i + c] do
4:      if gate ∈ skip and gate = target then
5:         c ← MAX
6:         break
7:      else
8:         if gate is a CNOT then
9:            if gate = target then
10:               count ← MAX
11:               if gate ∈ off_limits then
12:                  break
13:               else
14:                  if gate ∈ used then
15:                     continue
16:                  else
17:                     put gate into skip
18:                     c ← MAX
19:                     break
20:               else
21:                  if gate ∈ used then
22:                     continue
23:                  else
24:                     if gate ∈ off_limits then
25:                        put gate into off_limits
26:                        put gate into used
27:                        last ← i + c
28:                     else
29:                        put gate into used
30:                        put gate into off_limits
31:                        if last > i + c − 1 then
32:                           last ← i + c − 1
33:      end if
34:      end if
35:   end for
36:   c ← c + 1
37: end while
38: if |controls| > 1 then
39:   for all g ∈ before do
40:      put g into new_layers[last]
41:   end for
42:   for all x ∈ reversed(ctrls) ∪ target do
43:      if gate ∈ new_layers[last] then
44:         put cnot x, x.next into new_layers[last]
45:      end if
46:      put gate into new_layers[last]
47:   end for
48:   for all y ∈ controls do
49:      if gate ∈ new_layers[last] then
50:         put cnot y, y.next into new_layers[last]
51:      end if
52:      put gate into new_layers[last]
53:   end for
54:   for all g ∈ after do
55:      if gate ∈ new_layers[last] then
56:         put g into new_layers[last]
57:      end if
58:   end for
59: end if
60: return skip
61: return ∅
Figure 6: (a) Circuit with multiple CNOT cascades. (b) Circuit after nearest-neighbor decomposition. (c) Circuit after CNOT cancellation.

Since each layer in the circuit has at most \( m \) gates, in the worst case Algorithm 3 needs \( m \) iterations to cancel every CNOT couple. Its time complexity is \( O(lm^2) \), where \( l \) is the number of layers and usually \( m \ll l \).

**Algorithm 3** CNOTCANCELLATION(circuit)

**Input:** a quantum circuit circuit

**Output:** a new circuit without double CNOTs

```plaintext
1: changed ← true
2: while changed is true do
3:   changed ← false
4:   for all layer ∈ circuit do
5:     for all gate ∈ layer do
6:       if gate is cnot then
7:         if cnot_{gate_{c},gate_{t}} ∈ layer.next then
8:           remove gate from layer
9:         remove cnot_{gate_{c},gate_{t}} from layer.next
10:        changed ← true
11:     end if
12:   end if
13: end for
14: end for
15: end while
```

The result of such an optimization is shown in Fig. 6c. This new optimized circuit has a much more acceptable depth, even lower than the original circuit shown in Fig. 6a.

### 3.2 Inverted CNOT cascades

The pattern characterizing RyRz circuits, shown in Fig. 7, is very similar to the one in Fig. 4a. Indeed this pattern can be turned into the other one by inverting all of its CNOT gates by means of \( H \) gates on both control and target qubits before and after the CNOT. Of course adding \( H \)
gates to invert a CNOT would alter the circuit identity, therefore, instead of adding an $H$ gate, two $H$ gates are added so that they can negate each other’s effects and leave the circuit identity untouched. The result of this operation is shown in Fig. 8a.

Using an algorithm similar to Algorithm 2, with the roles of control and target qubits exchanged, and a slight modification to Algorithm 1, the circuit in Fig. 8a can be compiled obtaining the one in Fig. 8b. Algorithm 4 optimizes the circuit producing the one shown in Fig. 8c. Like in the previous case, the depth of the recompiled circuit is very close to the original. The time complexity of Algorithm 4 is $O(lm^2)$.

**Algorithm 4 GateCancellation(circuit)**

**Input**: circuit a quantum circuit

**Output**: a new circuit without double CNOTs and double $H$

1: changed ← true
2: while changed is true do
3:   changed ← false
4:   for all layer ∈ circuit do
5:     for all gate ∈ layer do
6:       if gate is cnot then
7:         if cnot$\_gate_\_t \in\ layer$ then
8:           remove gate from layer
9:         remove cnot$\_gate_\_t$ from $layer$\_next
10:        changed ← true
11:     end if
12:   else if gate is $H$ then
13:     if gate $\in layer$\_next then
14:       remove gate from layer
15:       remove gate from layer$\_next$
16:       changed ← true
17:     end if
18: end if
19: end for
20: end for
21: end while
3.3 Nearest neighbor CNOT sequences

In the previous section we showed how to transform inverted CNOT cascades into nearest-neighbor CNOT sequences. Clearly such a sequence of gates, where every qubit \( q_i \) controls \( q_{i+1} \), cannot be directly executed on the coupling map in Fig. 3b, as \( q_i \) is not always connected with \( q_{i+1} \).

A possible solution is to find a path in the coupling map such that every qubit \( q_i \), with \( 1 < i < n - 1 \), with \( n \) being the number of qubits in the device, has a connection with its nearest neighbors \( q_{i-1} \) and \( q_{i+1} \). This is related to the problem of finding an Hamiltonian path, i.e., a path that visits each vertex of a graph exactly once. The Hamiltonian path problem is a special case of the Hamiltonian cycle problem and is known to be NP-Complete, in fact it is an instance of the famous traveling salesman problem [31].

Fortunately, one can take advantage of the features of the coupling map such as its regular structure and the fact that every qubit is identified by a number ranging from 0 to \( n \). As each undirected link can be seen as a couple of ingoing and outgoing links, the path obtained resembles a chain and will be denoted as such, from now on.

Algorithm 5 computes a chain in an undirected graph \( G \) starting from node 0, where \( C \) is the chain initialized as empty, \( S \) is the set of nodes to be explored and \( N_x \) is the set of neighbors of node \( x \). The algorithm loops over the nodes until the set of explored nodes \( E \) is equal to the set of nodes in \( G \). For every node added to \( C \), the \texttt{chain()} algorithm checks if the node’s neighbors lead to a dead end, i.e., are isolated. If one neighbor is found to be isolated, it is added to the set of isolated nodes \( I \) and also to \( E \).

After executing Algorithm 5 on the coupling map in Fig. 3b, the path obtained can be used to formulate an initial layout for the circuit in Fig. 9, such that logical qubit \( q_i \) corresponds to chain element \( C[i] \). Fig. 10 shows the path obtained in the coupling map highlighted in red. Such an initial layout eliminates the need to use SWAP gates and produces a circuit with ideally no increase in depth.
Algorithm 5 \textsc{Chain}(\mathcal{G}, n)

\textbf{Input}: undirected graph \(\mathcal{G}\); number of qubits \(n\) used by the circuit

\textbf{Output}: a chain \(C\) connecting at least \(n\) nodes in \(\mathcal{G}\)

1: \(C \leftarrow \emptyset\)
2: \(S \leftarrow \text{all nodes of } \mathcal{G}\)
3: \(x \leftarrow 0\) into \(C\)
4: \(S \leftarrow S/x\)
5: \(E \leftarrow \emptyset\)
6: \(I \leftarrow \emptyset\)
7: \(x = \lceil|C| - 1\rceil\)
8: \(\text{last_back_step} \leftarrow -1\)
9: \(\text{while } |E| < |\mathcal{G}| \text{ do }\)
10: \(N \leftarrow N/x/E\)
11: \(\text{if } |N| \neq 0 \text{ then }\)
12: \(\text{if } x + 1 \in N \text{ then }\)
13: \(x \leftarrow x + 1\)
14: \(\text{else }\)
15: \(x \leftarrow \min(N)\)
16: \(\text{end if}\)
17: \(x \leftarrow x\) into \(E\)
18: \(x \leftarrow x\) into \(C\)
19: \(S \leftarrow S/x\)
20: \(\text{if } |E| < |\mathcal{G}| - 1 \text{ then }\)
21: \(N \leftarrow \emptyset\)
22: \(\text{for all } q \in N \text{ do }\)
23: \(\text{if } q \notin E \text{ then }\)
24: \(\text{remove} = \text{true}\)
25: \(\text{if } |N_q| = 1 \text{ and } |E| < |\mathcal{G}| - 1 \text{ then }\)
26: \(q \leftarrow q\) into \(E\)
27: \(S \leftarrow S/q\)
28: \(q \leftarrow q\) into \(I\)
29: \(\text{continue}\)
30: \(\text{end if}\)
31: \(\text{for all } r \in N_q \text{ do }\)
32: \(\text{if } r \notin E \text{ and } r = x \text{ then }\)
33: \(\text{remove} = \text{false}\)
34: \(\text{end if}\)
35: \(\text{if remove} = \text{true} \text{ then }\)
36: \(q \leftarrow q\) into \(E\)
37: \(S \leftarrow S/q\)
38: \(q \leftarrow q\) into \(I\)
39: \(\text{end if}\)
40: \(\text{end for}\)
41: \(\text{end if}\)
42: \(\text{end for}\)
43: \(\text{end if}\)
44: \(\text{else }\)
45: \(\text{if } \text{last_back_step} \neq C/|C| - 2 \text{ and } |\mathcal{G}| - |E| > |\text{current} - S[0]| \text{ then }\)
46: \(\text{break}\)
47: \(\text{end if}\)
48: \(x \leftarrow x\) into \(I\)
49: \(C \leftarrow C/x\)
50: \(x \leftarrow C/|C| - 1\)
51: \(\text{last_back_step} \leftarrow x\)
52: \(\text{end if}\)
53: \(\text{end while}\)
54: \(\text{if } |C| \geq n \text{ then }\)
55: \(\text{return } C\)
56: \(\text{end if}\)
57: \(\text{CheckForIsolated}(\mathcal{G}, C, E, I)\)
58: \(\text{ExpandChain}(\mathcal{G}, C, I, n)\)
59: \(\text{return } C\)
Algorithm 6 CheckForIsolated($\mathcal{G}$, $\mathcal{C}$, $\mathcal{E}$, $\mathcal{I}$)

**Input:** an undirected graph $\mathcal{G}$; $\mathcal{C}$ a chain of nodes in $\mathcal{G}$; $\mathcal{E}$ nodes already explored; $\mathcal{I}$ nodes left outside $\mathcal{C}$ during exploration

1. for $m = 0$ to $|\mathcal{G}| - 1$ do
2.  if $m \notin \mathcal{E}$ and $m \notin \mathcal{I}$ then
3.    for all $i \in \mathcal{I}$ do
4.      if $m \in N_i$ then
5.        put $m$ into $\mathcal{I}$
6.        put $m$ into $\mathcal{E}$
7.        break
8.    end if
9.  end for
10. for all $n \in N_m$ do
11.   if $n \in \mathcal{C}$ then
12.     put $m$ into $\mathcal{I}$
13.     put $m$ into $\mathcal{E}$
14.    break
15. end if
16. end for
17. end if
18. end for

Algorithm 7 ExpandChain($\mathcal{G}$, $\mathcal{C}$, $\mathcal{I}$, $n$)

**Input:** an undirected graph $\mathcal{G}$; $\mathcal{C}$ a chain of nodes in $\mathcal{G}$; $\mathcal{I}$ nodes left outside $\mathcal{C}$ during exploration; $n$ the number of qubits used by the circuit

1. $r \leftarrow (n - |\mathcal{C}|)$
2. while $r > 0$ do
3.   for all $m \in \mathcal{I}$ do
4.     $x \leftarrow \min(N_m \cap \mathcal{C})$
5.     if $x \neq \emptyset$ then
6.       put $m$ into $\mathcal{C}$ after $x$
7.       $\mathcal{I} \leftarrow \mathcal{I}/m$
8.       $r \leftarrow r - 1$
9.     break
10. end if
11. end for
12. end while
Nodes 4 and 15 are left outside the chain as it is already sufficiently long, to map the circuit in Fig. 9, and adding these two extra qubits would require the use of SWAP gates during compilation. For a larger circuit, then those nodes will be inserted in the chain in a suitable position (nodes 4 between 3 and 8, node 15 between 16 and 17). Cycling through all $n$ nodes in the map, the time complexity of Algorithm 5 is $O(n)$.

4 Experimental results

We implemented the algorithms presented in Section 3 in a quantum compiler written in Python language, denoted as PADQC\textsuperscript{1}. In the PADQC framework, quantum circuits are represented by QCircuit objects, which are based on the well known formalism of Directed Acyclic Graphs (DAGs). In DAGs, nodes represent quantum gates and the edges connecting them correspond to qubits and bits. A QCircuit can then be easily converted into Open QASM [32] and vice versa, allowing PADQC to interact with Qiskit.

| Circuit Name | $n$ | Initial | Qiskit(SABRE) | PADQC+Qiskit(SABRE) | CNOT | CNOT |
|--------------|-----|---------|---------------|---------------------|------|------|
| H$_2$RyRz    | 4   | 30      | 30            | 21                  | 30   | 60   |
| LiH RyRz     | 12  | 330     | 788           | 101                 | 809  | 1256 |
| H$_2$O RyRz  | 14  | 455     | 1242          | 121                 | 1301 | 1763 |
| Random 20q RyRz | 20 | 950     | 2735          | 182                 | 3053 | 3976 |

Table 2: Circuit CNOT gate count of the compiled quantum chemistry circuits, considering the ibmq\textsubscript{tokyo} and ibmq\textsubscript{almaden} architectures.

| Circuit Name | $n$ | Initial | Qiskit(SABRE) | PADQC+Qiskit(SABRE) | CNOT | CNOT |
|--------------|-----|---------|---------------|---------------------|------|------|
| H$_2$RyRz    | 4   | 21      | 21            | 21                  | 21   | 60   |
| LiH RyRz     | 12  | 69      | 488           | 101                 | 575  | 648  |
| H$_2$O RyRz  | 14  | 121     | 675           | 121                 | 813  | 846  |
| Random 20q RyRz | 20 | 117     | 1301          | 182                 | 1648 | 1562 |

Table 3: Circuit CNOT depth of the compiled quantum chemistry circuits, considering the ibmq\textsubscript{tokyo} and ibmq\textsubscript{almaden} architectures.

Using an Intel Xeon E5-2683v4 2.1GHz with 50 GB of RAM, we benchmarked the quantum compiler with different quantum circuits. In particular, we considered a few quantum chemistry circuits for the RyRz heuristic [18] wavefunction Ansatz (Fig. 2), and an heterogeneous set of quantum circuits that has been used in most reference works [19, 22]. We assumed IBM Quantum hardware, namely ibmq\textsubscript{tokyo} and ibmq\textsubscript{almaden} architectures. They both have 20 qubits, but their coupling maps are quite different (Fig. 3).

We compared Qiskit(SABRE) with $\ket{\text{t|ket}}$ and Qiskit(SABRE) preceded by PADQC transformations and mapping. Given that on NISQ devices multi-qubit operations tend to have error rates and execution times an order of magnitude worse than single-qubit ones [33], the performance indicators used are CNOT gate gate count and CNOT depth of the circuit, i.e., the depth of the circuit taking into account only CNOT gates. As shown in Table 2 and Table 3, the combination

\textsuperscript{1}Source code: https://github.com/qis-unipr/padqc
of PADQC and Qiskit(SABRE) outperforms both Qiskit(SABRE) alone and t|ket⟩ on all RyRz circuits tested, regardless of the considered architecture.

We also tested PADQC on a larger set of circuits. We compiled a total of 190 circuits, taken from RevLib [34], Quipper [35] and Scaffold [36], plus the quantum chemistry ones. The results are summarized in Fig. 11 to 12, where the initial value of the considered metric is on the x-axis and the value for the compiled circuit on the y-axis.

When compiling on the ibmq_tokyo architecture, we can see, with the help of tendency lines calculated using the least squares method, that the combination of PADQC and Qiskit(SABRE) not only boosts Qiskit(SABRE) performance but can also compete with t|ket⟩. As we switch to the less connected ibmq_almaden architecture, PADQC can still boost Qiskit(SABRE) performance while being up to par with t|ket⟩.

5 Conclusion

In this paper, we proposed novel deterministic algorithms for compiling recurrent quantum circuit patterns in polynomial time. Starting from this set of algorithms, we have implemented PADQC, which has two main features. First, it identifies CNOT cascades and exploits useful circuit identities to transform them into CNOT nearest-neighbor sequences. Second, it finds an initial mapping that can comply with circuits characterized by recurrent CNOT nearest-neighbor sequences. Finally, we integrated PADQC with Qiskit’s SABRE swapping strategy and compilation routine.

We illustrated the results of the experimental evaluation of our integrated solution using different quantum programs and assuming IBM Quantum hardware. Among others, we compiled quantum circuits that are used to compute the ground state properties of molecular systems using the VQE method together with the RyRz heuristic wavefunction Ansatz. PADQC+Qiskit(SABRE), in general, produces output programs that are on par with those produced by state-of-art tools, in terms of CNOT count and CNOT depth. In particular, our solution produces unmatched results on RyRz circuits.

In future work, we plan to expand PADQC to other patterns of interests and look for further circuit identities as the one found between nearest-neighbor CNOT sequences and CNOT cascade. These identities proved to be crucial in the quest for optimal quantum compilation. Moreover, we will investigate to possibility of integrating PADQC pattern transformation and mapping algorithms with alternative swapping strategies, which could produce an appreciable performance improvement.

While effective, CNOT count and CNOT depth are only pseudo-objectives. What really matters is the fidelity of a computation when run on actual quantum hardware. We believe that the proposed compiler could be enhanced with noise related information (such as gate error rates and decoherence times) with the aim of finding a good trade-off between circuit depth and computation fidelity.
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Footnote:

2Benchmark circuits QASM files: https://github.com/qis-unipr/padqc/tree/master/benchmarks_qasm
Figure 11: Comparing the CNOT gate count of the circuits compiled on *ibmq_tokyo* and *ibmq_almaden*.
Figure 12: Comparing the CNOT depth of the circuits compiled on *ibmq_tokyo* and *ibmq almaden*.
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