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Abstract

State symmetries are defined as permutations which act on vector spaces of column vectors and square matrices, resulting in isotropy groups for specific vector spaces.

A large number of properties for such objects is shown, to provide a rigorous basis for future applications. The main statement characterises the state symmetry of vector sequences \( (v^{(i)}) \) which are generated by powers of a generator matrix \( M \): \( v^{(i)} = M^i \cdot v^{(0)} \).

A section of examples illustrates some applications of the theory.
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1 Introduction

This paper originates in the analysis of Markov chains which act on finite state spaces with "some symmetries" [Ring, A., 1996]. If the transition graphs of the Markov chain have a symmetric structure, it may be lumped to a chain with a smaller state space – which may reduce the calculation expense. In addition, new properties of Markov chains and their limit distributions can be derived [Ring, A., 2002].

The investigations led to the finding that the underlying theory of transition matrices and start vectors can be reduced to problems of linear algebra and group theory. This theoretical part was separated from the application to Markow chains and shall now be presented in definitions and properties of special matrices and vectors. Theorems and conclusions will then serve as a basis for applications, not only restricted to Markov chains but also applicable e.g. to graph theory.

The usual matrix symmetries is defined on the basis of $M^T = M$, where $M^T$ is the transposed matrix. In some cases they help to reduce the calculation expense; hence they may be used e.g. in numerical algorithms.

However, our term "state symmetry" is different to the usual matrix symmetry, although it will also be defined for square matrices (and for column vectors). It is based on transformations of permutation matrices (which is called "reordering") and investigates the invariant objects of this transformation.

With other words, state symmetries are defined on an underlying finite "state space" $C$. Let $|C| = N$ be the number of states, then the $N \times N$ matrix $M$ is defining a weighted graph $G$ of edges between the vertices in $C$. We will see that state symmetries of $M$ are based on special reorderings of entries the matrix $M$, which, roughly speaking, keep the structure of the graph $G$.

State symmetries of matrices and vectors lead to two distinct structures: Once, the permutations of the state space, forming subgroups of the symmetric group $S_N$; second, state symmetric matrices and vectors forming subspaces of vector spaces $\mathbb{R}^N$ and $\mathbb{M}(N \times N, \mathbb{R})$ and subgroups of the general linear group $GL_N(\mathbb{R})$ (we are using the field $\mathbb{R}$ of real numbers, although the statements are also valid for any other field).

The following paper presents the properties of both structures: After the formal definitions of reordering and state symmetries as application of permutations, we show properties of permutations which belong to given matrices and vectors (Section 2). In Section 3, properties of state symmetric vectors and matrices are shown which arise for a given permutation of $C$. The main statement characterises the state symmetry of vector sequences $(v^{(i)})$ which are generated by powers of a generator matrix $M$: $v^{(i)} = M^i v^{(0)}$.

A section of applications and a section with examples are added to illustrate the results of the theory.
2 State symmetries and their structure

2.1 Permutations of the state space

Let $C = \{1, 2, \ldots, N\}$ be a finite set of natural numbers, which is called the state space. Permutations $\rho$ are elements of the symmetric group $\mathcal{S}_N$, and they may act on the state space $C$ so that its elements are changed with each other ($\rho: c \mapsto \rho(c)$). It is now natural to ask about e.g. invariants of this mapping (stabilizers) and on orbits of a permutation within a state space.

In this section we want to apply the action of the symmetric group $\mathcal{S}_N$ on vector spaces of column vectors $\mathbb{R}^N$ and of square matrices $M(N \times N, \mathbb{R})$ of real numbers.

2.2 Reordering

We start with the definition of reordering:

**Definition 1 (Reordered matrices and vectors).** Let $C = \{1, \ldots, N\}$ be a state space with $N < \infty$ elements and let $\rho$ be a permutation of $C$. Let $v = (v_i)$ be a column vector with dimension $N$ and $M = (m_{ij})$ a $N \times N$ square matrix of real numbers.

1. $v^\rho = (v_i^\rho) := (v_{\rho(i)})$ is called the reordered vector.

2. $M^\rho = (m_{ij}^\rho) := (m_{\rho(i) \rho(j)})$ is called the reordered matrix.

Reordering defines an action of elements of the symmetric group $\mathcal{S}_N$ on the sets $\mathbb{R}^N$ and $M(N \times N, \mathbb{R})$: For the identity permutation $id$ it holds $M^{id} = M$ and $v^{id} = v$, and for all $\rho_1, \rho_2$, $M$ and $v$ it holds $M^{\rho_1 \circ \rho_2} = (M^{\rho_2})^{\rho_1}$ and $v^{\rho_1 \circ \rho_2} = (v^{\rho_2})^{\rho_1}$.

Hence, $\mathbb{R}^N$ and $M(N \times N, \mathbb{R})$ are $\mathcal{S}_N$-sets.

For an alternative way of writing the reordering, linear transformations may be used. If $\rho$ is a permutation, the corresponding permutation matrix $T = (t_{ij})$ is given by

$$t_{ij} = \begin{cases} 1 & \text{if } j = \rho(i) \\ 0 & \text{otherwise} \end{cases} .$$

Then, the reordered matrix is given by $M^\rho = T M T^{-1}$, and the reordered vector by $v^\rho = T v$. As a result, $M$ and $M^\rho$ are similar matrices. Note that permutation matrices are orthogonal ($T^{-1} = T^T$).

Reordering of objects leads to similar objects, which have the same elements but at different places. This leads to special properties, like invariantness with regard to typical matrix calculations.
Lemma 1. Let $C$ be a finite state space, $\rho$ be a permutation of $C$ (with the permutation matrix $T$), $M$, $M_1$ and $M_2$ be $N \times N$ matrices and $v$ and $w$ be $N$-dimensional vectors.

Then the following properties hold:

1. The transposed reordered matrix is equal to the reordered transposed matrix
   \[(M^\rho)^T = (M^T)^\rho.\]

2. If $M$ is invertible, then \[(M^\rho)^{-1} = (M^{-1})^\rho.\]

3. Addition: \[v^\rho + w^\rho = (v + w)^\rho, \quad M_1^\rho + M_2^\rho = (M_1 + M_2)^\rho.\]

4. Multiplication: \[M_1^\rho M_2^\rho = (M_1 M_2)^\rho, \quad M^\rho v^\rho = (M v)^\rho.\]

5. \[\lambda M^\rho = (\lambda M)^\rho, \quad \lambda v^\rho = (\lambda v)^\rho.\]

Proof. 1. \[(M^\rho)^T = (T M T^{-1})^T = (T^{-1})^T M^T T^T = T M^T T^{-1} = (M^T)^\rho,\]
   because $T$ is orthogonal.

2. \[(M^\rho)^{-1} = (T M T^{-1})^{-1} = (T^{-1})^{-1} M^{-1} T^{-1} = T M^{-1} T^{-1} = (M^{-1})^\rho.\]

3. \[T M_1 T^{-1} + T M_2 T^{-1} = T (M_1 + M_2) T^{-1}\]
   due to distributivity (similar for vectors).

4. Because of the associativity, it holds
   \[\begin{align*}
   (T M_1 T^{-1}) (T M_2 T^{-1}) &= T M_1 (T^{-1} T) M_2 T^{-1} = T (M_1 M_2) T^{-1} \quad \text{and} \\
   (T M T^{-1}) (T v) &= T M (T^{-1} T) v = T (M v).
   \end{align*}\]

5. The proof is similar.

Other properties of reordering which are not directly related to the content of the paper are summarized in Appendix A.1. For examples, see section 5.1.
2.3 State symmetries

For the identity permutation \( \rho = id \), the re-ordering leads naturally to equality: 
\[ v^{id} = v \] and 
\[ M^{id} = M. \] If there are other permutations for which these equations hold, we call them ”proper state symmetries”.

**Definition 2 (State symmetries of vectors and matrices).**

1. A permutation \( \rho \) is called a state symmetry of the vector \( v \), iff 
\[ v = v^\rho. \]

2. A permutation \( \rho \) is called a state symmetry of the matrix \( M \), iff 
\[ M = M^\rho. \]

If \( \rho \neq id \) then the state symmetry is called proper. If a vector or matrix has a proper state symmetry, it is called state symmetric.

With other words: state symmetric vectors \( v \) and matrices \( M \) fulfil the condition 
\[ v = T v \] or 
\[ M = T M T^{-1}, \] respectively, where \( T \) is a permutation matrix.

As a first corollary, we characterise state symmetric objects:

**Corollary 1 (Equal elements in state symmetric objects).**

1. For vectors, a necessary and sufficient condition for having a proper state symmetry is the equality of at least two elements.

2. If a matrix \( M = (m_{ij}) \) has a state symmetry \( \rho \), then the vector \( v = (m_{ii}) \) of the diagonal elements of \( M \) has this state symmetry.

**Proof.** The requirement of having equal elements is straightforward. (Note for matrices, that the set of diagonal elements of \( M \) and \( M^\rho \) are always equal.)

On the other hand, if two elements \( v_k \) and \( v_l \) (with \( k \neq l \) are equal, then the permutation \( \rho = (k \ l)(1)(2) \ldots (N) \) is a proper state state symmetry of \( v \) so that the sufficience is shown.

For matrices, a counterexample for non-sufficience is the case, where \( m_{kk} = m_{ll} \) for some \( k \neq l \), but all other elements of \( M \) are different from each other.

For matrices, it is necessary to have at least two equal elements in the diagonal for beeing state symmetric. Moreover, all elements in the corresponding rows and columns must be equal.

It can be expected that the investigation of state symmetries in vectors is much simpler than in matrices. We will see this again in most of the theorems in the following sections. For examples, see section 5.1.
2.4 The groups of state symmetries

This section shows properties of state symmetries for given vectors or given matrices. We use the fact that state symmetries are permutations which may form groups. The symmetric group $S_N$ will be the basis to show subgroup properties of state symmetries.

From the definition of state symmetry, we can directly conclude:

**Theorem 1 (Groups of state symmetries of a vector or a matrix).**

1. The collection of all state symmetries of a vector $v$ is a group with respect to composition (denoted: $\text{StatSym}(v) := \{ \rho \in S_N | v^\rho = v \}$).

2. The collection of all state symmetries of a matrix $M$ is a group with respect to composition (denoted: $\text{StatSym}(M) := \{ \rho \in S_N | M^\rho = M \}$).

**Proof.** $\text{StatSym}(v)$ and $\text{StatSym}(M)$ are isotropy subgroups of $v$ respective $M$. □

The statement for state symmetric matrices was first mentioned in ([Behrends, E., 2000], p. 17).

We add a simple corollary on state symmetries of several vectors and matrices:

**Corollary 2 (Groups of state symmetries of several objects).**

1. The set of state symmetries of a set of column vectors $L_v = \{ v^{(1)}, v^{(2)}, \ldots \}$ is a group, which is calculated by $\text{StatSym}(L_v) = \bigcap_{v^{(i)} \in L_v} \text{StatSym}(v^{(i)})$.

2. The set of state symmetries of a set of square matrices $L_M = \{ M^{(1)}, M^{(2)}, \ldots \}$ is a group, which is calculated by $\text{StatSym}(L_M) = \bigcap_{M^{(i)} \in L_M} \text{StatSym}(M^{(i)})$.

In addition, the application of a state symmetry to its permutation matrix leads to:

**Corollary 3.** Let $\rho$ be a permutation and $T$ the corresponding permutation matrix. Then $\rho$ is a state symmetry of $T$.

**Proof.** $T = T (T T^{-1}) = T^\rho$. □
Example 5.2 shows, that not for every group $G$ there exist vectors $v$ or matrices $M$ so that $G = StatSym(v)$ or $G = StatSym(M)$. The next definition shall specify the groups for which this condition is fulfilled.

**Definition 3.** Let $\mathcal{G}$ be a group of permutations of a state space $C$ with $|C| = N$.

1. If there exist a $N$-dimensional vector $v$ so that $\mathcal{G} = StatSym(v)$, then $\mathcal{G}$ is called a group of pure vector state symmetries.

2. If there exist a $N \times N$ matrix $M$ so that $\mathcal{G} = StatSym(M)$, then $\mathcal{G}$ is called a group of pure matrix state symmetries.

Because of Corollary 1.2, all groups of pure vector state symmetries are groups of pure matrix state symmetries.

Groups of pure vector state symmetries can be easily characterised, using the symmetric groups $S(C_k)$ of the elements of a partition of $C$.

**Lemma 2.** A group $\mathcal{G}$ is a group of pure vector state symmetries on state space $C$, iff it has the structure

$$\mathcal{G} = S(C_1) \times S(C_2) \times \ldots \times S(C_j), \text{ where } C = \{C_i\} \text{ is a partition of } C. \quad (2)$$

**Proof.** If $\mathcal{G}$ is a group of pure vector state symmetries, then there is a vector $v$ so that $\mathcal{G} = StatSym(v)$. Let $Q$ be the set of distinct elements of $v = (v_j)$. Then $C_i = \{j | q_i = v_j\}$.

On the other hand, if a group has the structure (2), then let $v = (v_j = \sum_{i \in C_i} 1_{j \in C_i})$. Then, $\mathcal{G} = StatSym(v)$. \qed

For groups of pure matrix state symmetries, no such characterisation has been found yet.
3 The structure of state symmetric objects

In this section, we investigate the opposite view. Here, the structure of vectors and matrices for given state symmetries shall be examined to show, that they form subspaces of the vector spaces $\mathbb{R}^N$ and $\mathbb{M}(N \times N, \mathbb{R})$ and subgroups of the linear group $GL_N(\mathbb{R})$.

3.1 Sums of state symmetric objects

This section derives properties for sums of state symmetric matrices and vectors.

Theorem 2 (Vector spaces on a single permutation). Let $\rho$ be a permutation on the set $C = \{1, 2, \ldots, N\}$.

1. Let $V_\rho := \{v \in \mathbb{R}^N \mid v^\rho = v\}$ be the subset of $\mathbb{R}^N$ of all vectors for which $\rho$ is a state symmetry. Then $V_\rho$ is a vector space.

2. Let $M_\rho := \{M \in \mathbb{M}(N \times N, \mathbb{R}) \mid M^\rho = M\}$ be the set of all square matrices for which $\rho$ is a state symmetry. Then $M_\rho$ forms a vector space.

Proof. The subspace properties of $V_\rho$ and $M_\rho$ follow directly from Lemma 1.3. and 1.5.

In the previous chapter it was shown that state symmetries form groups, and that the groups of several state symmetric objects can be derived directly. Analogously to corollary 2, a statement for state symmetric objects can be concluded:

Corollary 4 (Vector spaces on state symmetric objects).

Let $P = \{\rho_1, \rho_2, \ldots\}$ a set of permutations of $C = \{1, \ldots, N\}$.

1. The set of vectors $V_P \subset \mathbb{R}^N$ for which exactly all permutations of $P$ are state symmetries is a vector space, which is calculated as $V_P = \bigcap_{\rho_i \in P} V_{\rho_i}$.

2. The set of square matrices $M_P \subset \mathbb{M}(N \times N, \mathbb{R})$ for which exactly all permutations of $P$ are state symmetries is a vector space, which is calculated as $M_P = \bigcap_{\rho_i \in P} M_{\rho_i}$.

The following lemma simplifies the structure of the resulting vector spaces.

Lemma 3 (Single state symmetry for spaces of state symmetric vectors).

For every set of permutations $P = \{\rho_1, \rho_2, \ldots\}$ there is a $\hat{\rho} \in S(C)$ so that $V_P = V_{\hat{\rho}}$. 

**Proof.** Constructing $\hat{\rho}$ from $P$: Two elements $c_i$ and $c_j$ are in the same cycle of $\hat{\rho}$ iff there is a $k$ so that $c_i$ and $c_j$ are in the same cycle of $\rho_k \in P$.

Note that $\hat{\rho} \in < P >$ is not necessarily fulfilled (see example 5.3.3).

The dimension of $V_\rho$ is given by:

**Corollary 5 (Dimension of the state symmetric vector space).** For a given permutation $\rho$ of a state space $C$, the dimension of $V_\rho$ is the number $r$ of disjoint cycles of $\rho$.

A canonical basis of $V_\rho$ can be derived using the partition of lemma 2.

It is obvious that for every group $G$ on $C$ it holds $G \subseteq \text{StatSym}(V_G)$ and $G \subseteq \text{StatSym}(M_G)$. For groups of pure state symmetries, strict equality can be concluded:

**Theorem 3 (Completeness of groups of pure state symmetries).**

Let $C$ be a state space and $G$ be a group acting on $C$. Let $V_G$ be the vector space of column vectors which have all state symmetries $\rho \in G$.

$$G = \text{StatSym}(V_G), \text{iff } G \text{ is a group of pure vector state symmetries.}$$

**Proof.** Let $G$ be a group of pure vector state symmetries. Then there is a vector $w \in V_G$ so that $G = \text{StatSym}(w)$. Let $D = \{d_1, \ldots, d_j\}$ be the set of different elements of $w$, then $\{(v^{(l)}_i)\}_{l=1, \ldots, j}$ with $v^{(l)}_i = 1_{l=d_i}$ is a set of basis vectors of $V_G$, so that $w = \sum_{l=1}^j d_i v^{(l)}_i$.

From lemma 2 the structure of $G$ is given by $G = S(C_1) \times S(C_2) \times \ldots \times S(C_j)$.

Hence, the partition $C = \{C_j\}$ of $C$ leads to the structure of the vector space

$$V_G = V_{S(C_1)} \oplus V_{S(C_2)} \oplus \ldots \oplus V_{S(C_j)}, \text{ where } C = \{C_j\} \text{ is a partition of } C$$

and $V_{S(C_i)}$ are one-dimensional vector spaces which are orthogonal to each other.

For any set of permutations $P$, the group $G = \text{StatSym}(V_P)$ is a group of pure vector state symmetries because of lemma 3. However, $< P > \subseteq G$; the equality is not fulfilled in general (see examples 5.3.1 and 5.3.2).

Only the corresponding statement to corollary 5 has been proved also for spaces of state symmetrics matrices:

**Lemma 4 (Dimension of the space of state symmetric matrices).** Let $\rho$ be a permutation of $C$. The dimension of $M_\rho$ is given by the sum of the greatest common divisor of the length of the cycles:

$$\dim(M_\rho) = \sum_{0 \leq i, j \leq n_r} \text{GCD}(n(c_i), n(c_j)) \tag{3}$$

where $n_r$ is the number of cycles of $\rho$, and $n(c_i)$ is the length of the cycle $c_i$. 
Proof. Without loss of generalisation, \( \rho \) can be reordered so that subsequent elements of \( C \) are within each cycle of \( \rho \). Then, a matrix \( M \) for which \( \rho \) is a state symmetry can be constructed by dividing it into rectangular parts. In each part, the degree of freedom is \( GCD(n(c_i), n(c_j)) \), because not only \( \rho \) but also powers of \( \rho \) must be considered. The elements of each rectangle are independent from the elements of the other rectangles, so that they can be summed up directly, leading to equation \( (3) \).

For example, let \( \rho = (1 \ 2)(3 \ 4 \ 5) \), then

\[
M = \begin{pmatrix}
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix},
\]

which leads to \( M = \begin{pmatrix}
1 & 2 & 3 & 3 & 3 \\
2 & 1 & 3 & 3 & 3 \\
4 & 4 & 5 & 6 & 7 \\
4 & 4 & 7 & 5 & 6 \\
4 & 4 & 6 & 7 & 5 \\
\end{pmatrix} \), so that \( \dim(M_\rho) = 2 + 1 + 1 + 3 = 7 \).

The following conjecture (similar to theorem \( 3 \)) has not yet been proved.

**Conjecture 1 (Completeness of groups of pure state symmetries for matrices).**

Let \( M_\mathcal{G} \) be the vector space of matrices of a fixed dimension \( N \) which have all state symmetries \( \rho \in \mathcal{G} \). \( \mathcal{G} = \text{StatSym}(M_\mathcal{G}) \) iff \( \mathcal{G} \) is a group of pure matrix state symmetries.

For matrices, there has no hypothesis been found yet which determines the dimension of the space \( M_P \) of the set \( P = \{\rho_1, \rho_2 \ldots\} \) similar to lemma \( 5 \) where \( M_P \) consists of all matrices which are state symmetric with regard to all permutations of \( P \) (see example 5.3.4). However, it is possible to derive the dimension algorithmically for any given set \( P \).

In Appendix \( \text{A.2} \) a canonical basis for all vector spaces of sets \( |C| \leq 4 \) are presented.
3.2 Products of state symmetric objects

3.2.1 Groups of state symmetric matrices

In this section, products of state symmetric objects will be investigated.

**Theorem 4 (Groups of state symmetric matrices).** Let \( C = \{1, 2, \ldots, N\} \) and let \( \rho \in S(C) \) be a permutation of \( C \). Let \( \mathcal{M}'_\rho = \mathcal{M}_\rho \cap GL_N(\mathbb{R}) \) be the set of all invertible square matrices for which \( \rho \) is a state symmetry. Then \( \mathcal{M}'_\rho \) forms a group with respect to multiplication.

**Proof.** The subgroup properties of \( \mathcal{M}'_\rho \subset GL_N(\mathbb{R}) \) can be shown using Lemma 1.2 and 1.4. \( \square \)

Note also that if \( M \) is state symmetric in respect to \( \rho \), than also the power \( M^k \) (for any positive integer \( k \)). (If \( M \) is invertible, then \( k \) might indeed be a non-positive integer as well.)

Because \( \mathcal{M}'_\rho \) is acting on \( \mathbb{V}_\rho \) and \( \mathcal{M}_\rho \), we can also find statements for products with state symmetric matrices and their factors. Invertibility is not in all cases required.

**Corollary 6.** Let \( M_1, M_2 \) and \( M \) be \( N \times N \) matrices and \( v \) and \( w \) \( N \)-dimensional column vectors, with \( M = M_1 M_2 \) and \( w = M v \).

1. If \( \rho \) is a state symmetry of the invertible matrix \( M' \) then \( \rho \) is a state symmetry of \( M_1 \) iff it is a state symmetry of \( M_2 \).

2. If \( \rho \) is a state symmetry of the invertible matrix \( M_1 \), then \( \rho \) is a state symmetry of \( M_2 \) iff it is a state symmetry of \( M' \).

3. If \( \rho \) is a state symmetry of the matrix \( M \) and vector \( v \), then it is a state symmetry of the product \( w = M v \).

4. If \( \rho \) is a state symmetry of the invertible matrix \( M \), then \( \rho \) is a state symmetry of \( w \) iff it is a state symmetry of \( v \).

The proof of 3. can be done using Lemma 1.4. The other statements follow directly from the action of the group \( \mathcal{M}'_\rho \) on the vector spaces \( \mathbb{V}_\rho \) and \( \mathcal{M}_\rho \).

Corollary 6 is especially useful for the application of state symmetries to Markov chains (see Section 4.1 and [Ring, A., 2002]).
3.2.2 Sequences with state symmetric vectors

Simple examples show that the existence of a state symmetry of the vectors \( v \) and \( v' \) (with \( v' = M v \)) is not sufficient for the existence of a state symmetry of the matrix \( M \) (see Example 5.4.1). On the other hand, if \( \rho \) is a state symmetry of both \( v \neq 0 \) and \( v' \), then there is a matrix \( M \) with \( v' = M v \) and \( \rho \) is a state symmetry of \( M \) (for example, if all elements of \( v \) are different from zero, then a diagonal matrix with diagonal elements \( m_{ii} = v'_i/v_i \) has this state symmetry).

In the following section, it shall be investigated which conditions are necessary for the deduction of state symmetry of a matrix which generates a vector sequence \( v^{(k)} = M^k v^{(0)} \). From corollary 6.3 we can conclude, that if \( M \) is invertible and \( M \) and \( v^{(0)} \) have a common state symmetry, then all vectors of the generated sequence are state symmetric. Here, more precise prerequisites shall be presented which characterise generators of sequences of state symmetric vectors.

First we define the term matrix generated vector sequences and derive some more general properties, which will lead to the desired relation to state symmetries.

**Definition 4 (Matrix generated vector sequence).** Let \( u = (v^{(k)})_{k \in \mathbb{N}} \) be a countable infinite set of \( \mathbb{N} \)-dimensional vectors. Let \( u(i) = (v^{(k)})_{k=0, \ldots, i} \) be the finite set of the first \( i + 1 \) elements of \( u \). Moreover, let

\[
\mathbb{W}_{u(i)} := \{ M' | v^{(k+1)} = M' v^{(k)} \text{ for all } k = 0, \ldots, i - 1 \}
\]

be the set of matrices which may generate \( u(i) \).

Then, \( u \) is a matrix generated vector sequence, iff \( \mathbb{W}_u \neq \emptyset \). For any matrix \( M \in \mathbb{W}_u \), \( u \) may be called a \( M \)-generated vector sequence.

Hence, Markov chains are special \( P \)-generated vector sequences, where \( P \) is a probability matrix and \( v^{(0)} \) is a probability vector.

It is obvious that for every \( i \) it holds that \( \mathbb{W}_{u(i)} \supseteq \mathbb{W}_{u(i+1)} \), so that the sets \( \mathbb{W}_{u(i)} \) form a non-increasing chain. Note that for a matrix generated vector sequence, if \( v^{(k)} = v^{(k+1)} \) for one \( k \), then \( v^{(k)} = v^{(k+l)} \) for any \( l \geq 0 \). In particularly, if \( v^{(k)} = 0 \) for one \( k \) then \( v^{(k+1)} = v^{(k)} = 0 \) and \( v^{(k+l)} = 0 \) for any \( l \geq 0 \).

**Proposition 1.** Let \( u(N) \) be a sequence of \( \mathbb{N} \)-dimensional vectors. If the vectors of \( u(N-1) \) are linearly independent, then there is exactly one matrix \( M \) so that \( u(N) \) is \( M \)-generated.

**Proof.** Let \( \mathbb{V}_1 = \mathbb{V}_2 = \mathbb{R}^N \). The vectors \( (v^{(i)})_{i=0, \ldots, N-1} \) are a basis of \( \mathbb{V}_1 \).

Moreover, the vectors \( (v^{(i)})_{i=1, \ldots, N} \) are all in \( \mathbb{V}_2 \). Hence, there is exactly one map \( \mathbb{V}_1 \to \mathbb{V}_2 \), which can be which can be calculated in terms of a matrix \( M \) as \( M = B S^{-1} \), where \( S \) is the matrix of column vectors \( (v^{(i)})_{i=0, \ldots, N-1} \) and \( B \) is
If the vectors of $u(N-1)$ are linearly dependent, then $S$ is not invertible. Hence, for every sequence of $N$-dimensional vectors, $|\mathbb{W}_{u(N-1)}| \neq 1$.

**Proposition 2.** If $u = (v^{(i)})_i$ is matrix generated vector sequence on $\mathbb{R}^N$, then the vectors of $u(N)$ are linearly dependent.

These propositions imply that a matrix generated vector sequence $u$ is determined by its first $N+1$ elements $u(N)$. In the following, it is shown that this number can be reduced in special cases.

**Lemma 5.** Let $u = (v^{(i)})_i$ be a matrix generated vector sequence. Let $i^*$ be defined as the number, for which the vectors of $u(i^*-1)$ are linearly independent, but the vectors of $u(i^*)$ are linearly dependent. Then, for every two matrices $M_1, M_2 \in \mathbb{W}_{u(i^*)}$ it holds that $M_1 v^{(i^*)} = M_2 v^{(i^*)}$.

**Proof.** Because of the linear dependence, there exists numbers $a_0, \ldots, a_{i^*-1}$ which not all are equal to zero so that $0 = \sum_{i=0}^{i^*-1} a_i v^{(i)}$. For the case $v^{(i^*)} = 0$, the claim is trivial. Otherwise, $a_{i^*} \neq 0$. Without loss of generalisation, we set $a_{i^*} = 1$.

Let $M$ be a matrix so that $v^{(i+1)} = M v^{(i)}$ for $i = 0, \ldots, i^*$. Then

$$v^{(i^*+1)} = M v^{(i^*)} = M \sum_{i=0}^{i^*-1} a_i v^{(i)} = \sum_{i=0}^{i^*-1} a_i M v^{(i)} = \sum_{i=0}^{i^*-1} a_i v^{(i+1)}$$

so that continuation of the vector sequence $u$ only depends on the numbers $a_0, \ldots, a_{i^*-1}$ and not on a specific generator $M$ of $u$.

As a direct conclusion, we obtain:

**Corollary 7.** Let $u = (v^{(i)})_i$ be a matrix generated vector sequence and let $m \in \mathbb{N}$. If the vectors of $u(m)$ are linearly independent, then $\mathbb{W}_{u(m+1)} \subseteq \mathbb{W}_{u(m)}$, otherwise $\mathbb{W}_{u(m)} = \mathbb{W}_{u(m+1)} = \mathbb{W}_u$.

Lemma 5 and corollary 7 imply that the chain of sets $(\mathbb{W}_{u(m)})_m$ is strictly decreasing for $m \leq i^*$, while for $m > i^*$ all elements are equal to the limit $\mathbb{W}_u$.

As a consequence, a matrix generated vector sequence is fixed by the first $i^* \leq N$ vectors, if $i^*$ is defined as above. There might be several matrices $M \in \mathbb{W}_u$ which
generate $u$, but the general relationship between the vectors of $u$ is determined by the linear dependence as shown in Lemma 5.

This gives rise to the following definition.

**Definition 5.** For a matrix generated vector sequence with $i^*$ defined as above, the numbers $a_0, \ldots, a_{m-1}$ are called the linear coefficients of $u$. (In the case $v^{(i^*)} = 0$, the linear coefficients are defined as zero.)

Note that in the case $i^* = N$, the linear coefficients are determined by the following corollary:

**Corollary 8.** Let $u = (v^{(i)})_i$ be a matrix generated sequence of $N$-dimensional vectors. If $i^* = N$, then the coefficients of the characteristic polynomial $P_M(t) = (M - t I) = c_0 + c_1 t + \ldots + c_N t^N$ coincide with the linear coefficients $a_i$ of $u$ (with exception to the sign of $c_N = (-1)^N$, which is multiplied to the other coefficients: $a_i = c_N c_i$ for $i = 0, \ldots, N - 1$). In particular, $a_0 = |M|$ and $a_{N-1} = \text{trace}(M)$.

**Proof.** For every $M$-generated sequence $(v_i)_i$ it holds:

$$
\sum_{i=1}^{N} c_i v_i = \sum_{i=1}^{N} c_i (M^i v_0) \\
= \left( \sum_{i=1}^{N} c_i M^i \right) v_0 \\
= P_M(M) v_0 \\
= (M - M I) v_0 \\
= 0
$$

and the claim is shown because $c_N = (-1)^N$ and $i^* = N$. \qed

The derivation above is also true for $i^* < N$, but in this case the coefficients of the characteristic polynomial $c_i$ are not the linear coefficients of $u$.

The final theorem summarizes these relations for matrix generated vector sequences and state symmetric matrices. We define the set of generators with state symmetry $\rho$ as $W_u^\rho = W_u \cap M_\rho$.

**Theorem 5.** Let $V = \mathbb{R}^N$ a vector space of dimension $N > 1$ and let $u = (v^{(k)})_{k \in \mathbb{N}}$ be a matrix generated vector sequence. Let $\rho$ be a permutation of $C = \{1, \ldots, N\}$ which consists of $r$ cycles. If $\rho$ is a common proper state symmetry of all vectors of $u(r)$, then the vectors of $u(r)$ are linearly dependent, and $\rho$ is a state symmetry of all vectors of $u$. 
Proof. Corollary 5 shows that $\dim(V_{\rho}) = r$. Because $u(r) \in V_{\rho}$, proposition 2 proofs the theorem.

The main statement of this theorem is that the number of required vectors to determine $u$ can be reduced from $N$ to $r$, based on the state symmetric property.

**Corollary 9 (State symmetric generator).** Let $\mathbb{V} = \mathbb{R}^N$ a vector space of dimension $N > 1$ and let $u = (v^{(k)})_{k \in \mathbb{N}}$ be a matrix generated vector sequence. If $\rho$ is a common proper state symmetry of all vectors of $u$, then $|W_u| > 1$ and $|W_{\rho u}| \geq 1$.

Note that the reversion of this corollary above is not true in general (see example 5.5[3]).
4 Applications

In this section, we would like to introduce briefly the intentions for applications of state symmetries in other mathematical fields, namely in Markov chains and in graph theory. For details, we refer to future papers of the authors which are in preparation.

4.1 Markov chains

As mentioned in the introduction, we see the most important applications within the area of Markov chains. Special structures of the transition matrix may be used to reduce the state space and which might decrease the time and effort for (numerical) calculations. This methodology is called aggregation of Markov chains or ”lumping”; it has been developed since the publication of [Rosenblatt, D., 1957]. A large number of results related to matrices and vectors had been summarized in [Kemeny, J. G. and Snell, J. L., 1960]. However, first [Beneš, V. E., 1978] used group theory in a similar manner like our approach, but only applied them to the limit distribution of the Markov chain.

The definition of ”strong lumpability” and ”weak lumpability” follows the monograph of [Kemeny, J. G. and Snell, J. L., 1960], and the exact lumpability has been defined by [Schweitzer, P. J., 1984].

**Definition 6.** Let \( X = (P, v_0) \) be a Markov chain on state space \( C \) with transition matrix \( P \) and start vector \( \pi \). Let \( C = \{C_1, C_2, \ldots, C_r \} \) be a partition of \( C \) and \( f_A : f_A(c) = \sum_i 1_{c \in C_i} \) be a surjective map from \( C \) to \( \tilde{C} \).

- The Markov chain \( X \) is strongly lumpable with respect to the partition \( C \) if for every starting vector \( \pi \) the lumped process \( f_A(X) \) is a Markov chain and the transition probabilities do not depend on the choice of \( \pi \).

- The Markov chain \( X \) is weakly lumpable with respect to the partition \( C \) if there exists a starting vector \( \pi \) so that the lumped process \( f_A(X) \) is a Markov chain.

- The Markov chain \( X \) is exactly lumpable with respect to the partition \( C \) if for all states \( s_k \in C_i \) of the aggregated process \( f_A(X) \) holds at any time

\[
P[X_n = s_k] = \frac{P[\tilde{X}_n = r]}{|C_r|}.
\]

If a Markov chain is exactly lumpable or strongly lumpable then it is weakly lumpable.
An example for the application of lumpability is the theorem of \[\text{Barr, D. R. and Thomas, M. U., 1977}\]. It states, that the Eigenvalues of transition matrices on the aggregated state space are all found in the transition matrix on the original state space, if the Markov chain is strongly lumpable.

Similar to the definitions above, one may define "symmetric lumpability" \[\text{Ring, A., 2002}\]. This is based on the following theorems:

**Theorem 6 (Strong lumpability of state symmetric transition matrices).**

Let \(X = (P, v_0)\) be a Markov chain where \(P\) is a transition matrix with state symmetry \(\rho\).

Then, \(X\) is strongly lumpable with respect to the associated partition of \(\rho\).

**Theorem 7 (Exact lumpability of state symmetric Markov chains).**

Let \(X = (P, v_0)\) be a Markov chain where \(P\) and \(v_0\) have a common state symmetry \(\rho\). Then, \(X\) is exactly lumpable with respect to the associated partition of \(\rho\).

The symmetric lumpability of Markov chains is a specification of existing aggregations methods which largely preserves information of the original system: The time course of the original chain can be reconstructed from the lumped chain, and the 1-distance and relative entropy divergence of the chain from its limit distribution are invariant under the lumping lumping process \[\text{Ring, A., 2002}\].

**Example**  As an example, let \(X = (P, v)\) be a Markov chain where

\[
P = \begin{pmatrix}
1 - 6p & p & p & p & p & p & p & p & p & p \\
p & 1 - 3p & p & 0 & 0 & 0 & 0 & p \\
p & p & 1 - 3p & p & 0 & 0 & 0 \\
p & 0 & p & 1 - 3p & p & 0 & 0 \\
p & 0 & 0 & p & 1 - 3p & p & 0 \\
p & p & 0 & 0 & 0 & p & 1 - 3p & p \\
p & p & 0 & 0 & 0 & 0 & p & 1 - 3p & p \\
\end{pmatrix}
\]

and \(v = (1, 0, 0, 0, 0, 0, 0)^T\) (see figure 1).

The group \(G\) of state symmetries of \(P\) is generated by \(\rho_1 = (1)(2 3 4 5 6 7)\) and \(\rho_2 = (1)(2 3)(4 7)(5 6)\), so that it has the structure of the dihedral group \(D_6\). All elements of \(G\) are also state symmetries of \(v\).

\(X\) is strongly lumpable with respect to the partition \(C = \{\{1\}, \{2, 3, 4, 5, 6, 7\}\}\), and the aggregated process \(X' = (P', v')\) is defined by the transition matrix

\[
P' = \begin{pmatrix}
1 - 6p & p \\
p & 1 - p \\
\end{pmatrix}
\]

and the starting vector \(v' = (1, 0)\).

Moreover, \(X\) is exactly lumpable with respect to \(C\). Because of theorem 5, \(X\) is state symmetric at any time.
Figure 1: The structure of the Markov chain $X$ (on the left) and the aggregated Markov chain $X'$ (on the right). For $X$, all transition probabilities between neighbouring cells are equal.

### 4.2 State symmetric graphs

**Weighted graphs** As transition matrices of Markov chains can be interpreted as weighted graphs, the idea of state symmetries and aggregation can be transferred to graph theory. Let $G = <V, E>$ be a connected, directed, weighted graph with the set of vertices $V$ and set of edges $E$. $E$ can be described by the adjacency matrix $M_E$, and $V$ is the state space. A state symmetry $\rho$ of the graph $G$ is a permutation of $V$ so that $E^\rho = E$. The "state symmetric lumping of a graph" can be defined using the adjacency matrix and the strong lumpability aggregation from the previous section as shown in figure [1].

**Unweighted graphs** For unweighted (undirected) graphs, the adjacency matrix contains only the elements 0 and 1. The investigation of unweighted graphs provides statements on the maximally possible state symmetries of a given graph structure and, therefore, of the maximal aggregation of graphs.

Figure 2: All possible state symmetric aggregations of a special graph with seven vertices.
There are new questions which can be raised for unweighted state symmetric graphs. For example, figure 2 shows, that all of the five presented graphs can be aggregated to the simple 1-graph by a chain of state symmetric aggregations. An unsolved problem so far is for which structure the graph can be reduced to the 1-graph. It can be found that all graphs (without loops) with up to five vertices can be aggregated to the 1-graph.

There is a graph with six vertices that cannot be aggregated to the 1-graph:

Figure 3: The graph with the smallest number of vertices that cannot be symmetrically aggregated to the 1-graph.

If loops are not allowed, there exists one graph with seven vertices without state symmetries:

Figure 4: The smallest loop-free graph that cannot be symmetrically aggregated to the 1-graph.
5 Examples

In this chapter, we would give examples (and counterexamples) to illustrate the statements of the preceding chapters.

5.1 Reordering and State Symmetries

The first examples illustrates the concepts of reordering and state symmetries (see section [2.2]). Let $C = \{1, 2, 3, 4\}$ be the state space and let $\rho_1 = (1\ 3\ 4)(2)$, $\rho_2 = (1\ 2\ 3\ 4)$ and $\rho_3 = (1)(2)(3\ 4)$ be permutations of $C$.

Example 5.1.1 (Permutations and their transformation matrices) The permutation matrices of the permutations are

$$ T(\rho_1) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad T(\rho_2) = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad T(\rho_3) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}. $$

Example 5.1.2 (Reordering of matrices)

Let $M_1 = \begin{pmatrix} 11 & 12 & 13 & 14 \\ 21 & 22 & 23 & 24 \\ 31 & 32 & 33 & 34 \\ 41 & 43 & 43 & 44 \end{pmatrix}$. The resulting reordered matrices are

$$ M_1^{\rho_1} = \begin{pmatrix} 33 & 32 & 34 & 31 \\ 23 & 22 & 24 & 21 \\ 43 & 42 & 44 & 41 \\ 13 & 12 & 14 & 11 \end{pmatrix}, \quad M_1^{\rho_2} = \begin{pmatrix} 22 & 23 & 24 & 21 \\ 32 & 33 & 34 & 31 \\ 42 & 43 & 44 & 41 \\ 12 & 13 & 14 & 11 \end{pmatrix} \quad \text{and} \quad M_1^{\rho_3} = \begin{pmatrix} 11 & 12 & 13 & 14 \\ 21 & 22 & 24 & 23 \\ 41 & 42 & 44 & 43 \\ 31 & 32 & 34 & 33 \end{pmatrix}. $$

Example 5.1.3 (Reordering and state symmetry of vectors)

Let $v_1 = (1, 2, 3, 4)^T$ and $v_2 = (1, 6, 1, 1)^T$ be vectors on $C$.

Then, $v_1^{\rho_1} = (3, 2, 4, 1)^T$; $v_1^{\rho_2} = (1, 6, 1, 1)^T = v_2 = v_2^{\rho_3}$; $v_2^{\rho_2} = (6, 1, 1, 1)^T$, so that $\rho_1$ and $\rho_3$ are state symmetries of $v_2$. 

Example 5.1.4 (Reordering and state symmetry of matrices)

Let \( M_2 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 5 & 6 & 5 & 5 \\ 4 & 2 & 1 & 3 \\ 3 & 2 & 4 & 1 \end{pmatrix} \) be a matrix on \( C \), and let \( v_2 \) be as in the previous example. (Note: \( v_2 \) is the vector of diagonal elements of \( M_2 \).)

Then, \( M_2^{\rho_1} = M_2; \ M_2^{\rho_2} = \begin{pmatrix} 6 & 5 & 5 & 5 \\ 2 & 1 & 3 & 4 \\ 2 & 4 & 1 & 3 \\ 2 & 3 & 4 & 1 \end{pmatrix} \) and \( M_2^{\rho_3} = \begin{pmatrix} 1 & 2 & 4 & 3 \\ 5 & 6 & 5 & 5 \\ 3 & 2 & 1 & 4 \\ 4 & 2 & 3 & 1 \end{pmatrix} \).

\( \rho_1 \) is a proper state symmetry of \( M_2 \) and \( v_2 \), while \( \rho_2 \) is not. \( \rho_3 \) is a state symmetry only of \( v_2 \), not of \( M_2 \). It appears, that the degrees of freedom for the elements of state symmetric matrices and vectors is very limited (compare Correlary 1).

5.2 Groups of state symmetries

Let \( M_2, v_2, \rho_1 \) and \( \rho_3 \) be as in the previous subsection.

Example 5.2.1 (Groups of state symmetries of a given vector/matrix)

The groups of state symmetries can be easily obtained using the state symmetries as generators:

\[
\begin{align*}
StatSym(M_2) & = < \rho_1 > = \{ (1 \ 3 \ 4)(2), (1 \ 4 \ 3)(2), (1)(2)(3)(4) \} \\
StatSym(v_2) & = < \rho_1, \rho_3 > = \{ (1 \ 3 \ 4)(2), (1 \ 4 \ 3)(2), (1)(2)(3)(4), (1)(2)(3 \ 4), (13)(2)(4), (14)(2)(4) \} \\
& = S(\{1, 3, 4\}) \times \{(2)\}
\end{align*}
\]

Example 5.2.2 Let

\[
M_3 = \begin{pmatrix} 1 & 2 & 3 & 4 & 4 \\ 3 & 1 & 2 & 4 & 4 \\ 2 & 3 & 1 & 4 & 4 \\ 5 & 5 & 5 & 6 & 7 \\ 5 & 5 & 5 & 7 & 6 \end{pmatrix}
\]

The group \( StatSym(M_3) \) contains of 6 elements and is generated by the permutation \(< (1 \ 2 \ 3)(4 \ 5) >:\)

\[
StatSym(M_3) = S(\{1, 2, 3\}) \times S(\{4, 5\}).
\]
Let $M_4 = \begin{pmatrix} 1 & 2 & 2 & 3 & 3 \\ 2 & 1 & 2 & 3 & 3 \\ 2 & 2 & 1 & 3 & 3 \\ 4 & 4 & 4 & 5 & 6 \\ 4 & 4 & 4 & 6 & 5 \end{pmatrix}$. The group $\text{StatSym}(M_4)$ contains 12 elements and is generated by two permutations $\text{StatSym}(M_4) = \langle (1)(2\,3)(4\,5), (1\,2\,3)(4\,5) \rangle$.

$M_4$ can be obtained from $M_3$ by decrementing all numbers larger than 2 by 1. Hence, the 3 becomes 2 and there are more symmetries possible, so that $\text{StatSym}(M_3) \subset \text{StatSym}(M_4)$.

**Example 5.2.3** (Groups of pure state symmetries) We show that there exist groups which are not ”groups of pure state symmetries”.

Let $A_3$ be the alternating group of order 3, acting on $C = \{1, 2, 3\}$. Any vector $v = (a, b, c)^T$ for which $\text{StatSym}(v) = A_3$ holds, must fulfil the condition $a = b = c$. In this case, also $\rho = (1 \, 2 \, 3) \notin A_3$ is a state symmetry of $v$, so that $\text{StatSym}(v) = S_3$. Hence, $A_3$ is not a group of pure vector state symmetries. It is, however, a group of pure matrix state symmetries, because for $M = \begin{pmatrix} 1 & 2 & 3 \\ 3 & 1 & 2 \\ 2 & 3 & 1 \end{pmatrix}$, $A_3 = \text{StatSym}(M)$.

Let $A_4$ be the alternating group of order 4, acting on $C' = \{1, 2, 3, 4\}$. Any matrix $M = (m_{ij})$ for which $\text{StatSym}(M) = A_4$ holds, must fulfil the conditions

\[
\begin{align*}
    m_{ii} &= m_{jj} \quad \text{for all } i \text{ and } j \\
    m_{ij} &= m_{kl} \quad \text{for all } i \neq j \text{ and } k \neq l .
\end{align*}
\]

Hence, $M = \begin{pmatrix} a & b & b & b \\ b & a & b & b \\ b & b & a & b \\ b & b & b & a \end{pmatrix}$ for $a \neq b$, so that also $\rho'' = (1 \, 2 \, 3 \, 4) \notin A_4$ is a state symmetry of $M$. Hence, $\text{StatSym}(M) = S_4$ and $A_4$ is not a group of pure matrix state symmetries.

### 5.3 Vector spaces

The vector spaces of matrices and vectors are presented in Appendix A.2 for all groups of state symmetries which are subgroups of the $S_4$. Here we give examples for special cases of Theorem 3 and Lemma 3.
Example 5.3.1 Let $C = \{1, 2, 3\}$ and $\rho = (1 \ 2 \ 3)$. Then $< \rho > = \mathbb{Z}_3 = \{(1 \ 2 \ 3), (1 \ 3 \ 2), id\}$, while $\text{StatSym}(\mathcal{V}_\rho) = S_3$. (The underlying partition contains of only one set, so that also $\rho' = (1 \ 2)(3)$ is a state symmetry.)

Example 5.3.2 Let $C$ and $\rho$ as in the previous example. Then, $\text{StatSym}(\mathcal{M}_\rho) = < \rho >$ because the structure of any $M \in \text{StatSym}(\mathcal{M}_\rho)$ is given by $M = \begin{pmatrix} a & b & c \\ c & a & b \\ b & c & a \end{pmatrix}$, and there are no other state symmetries for these matrices in general.

Example 5.3.3 It shall be shown that the vector $\hat{\rho}$ from Lemma 3 does not necessarily fulfill $\hat{\rho} \notin < P >$. Let $P = \{(1 \ 2)(3 \ 4), (1 \ 3)(2 \ 4)\}$, then $< P >$ is a Klein-4-group. However, all vectors that have both state symmetries of $P$ must consist of only one element ($v = (a, a, a, a)^T$). Hence, $\hat{\rho}$ must have exactly one orbit (e.g. $\hat{\rho} = (1 \ 2 \ 3 \ 4)$) – while all elements of $< P >$ have at least two orbits.

Example 5.3.4 For matrices, there is no direct analogue statement to lemma 5 because for any $k$ there is a set of permutations $P$ so that at least $k$ permutations are required to form $\mathbb{M}_P$: Let $P = \{\rho_1, \rho_2, \ldots, \rho_k\}$ with $\rho_i = ((2i - 1)(2i))$, then there is no set $P'$ with less than $k$ elements so that $\mathbb{M}_P = \mathbb{M}_{P'}$.

5.4 State symmetric factors

This section presents examples and counterexamples for the state symmetry of products of matrices with vectors.

Example 5.4.1 Let $v^{(0)} = (1, 1, -2)^T$ and $M = \begin{pmatrix} 3 & 1 & 2 \\ 0 & -2 & -1 \\ 1 & 0 & 0 \end{pmatrix}$. Then $v^{(1)} = M v^{(0)} = (0, 0, 1)^T$ is state symmetric but $v^{(2)} = M^2 v^{(0)} = (2, -1, 0)^T$ is not. $M$ is not state symmetric, so that corollary cannot be applied.

Example 5.4.2 If we use instead a matrix with state symmetry $\rho = (1 \ 2)$, e.g.

$$M' = \begin{pmatrix} 1 & -5 & -2 \\ -5 & 1 & -2 \\ \frac{1}{2} & \frac{1}{2} & 0 \end{pmatrix},$$

for which holds $v^{(1)} = M' v^{(0)}$ (similar as above), then all elements of the sequence $(v^{(i)} = (M')^i v^{(0)})_i$ are state symmetric (e.g. $v^{(2)} = (-2, -2, 0)^T$ with $v^{(2)} = -2 v^{(0)} - 4 v^{(1)}$). The same vector sequence may, however, also be generated by non-state symmetric matrices, e.g.
Example 5.4.3 There are also examples of products of matrices:

\[
M_1 = \begin{pmatrix} 1 & 1 \\ 2 & 2 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 1 & -2 \\ -1 & 2 \end{pmatrix} \implies M = M_1 M_2 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]

and while \(M_1\) and \(M_2\) are not state symmetric, the product \(M\) is. The reason is that \(M_1\) and \(M_2\) are not invertible.

Example 5.4.4 Let \(M_3 = \begin{pmatrix} 2 & 1 \\ 3 & -2 \end{pmatrix}\). \(M_3\) is invertible, and its square is state symmetric although \(M_3\) is not: \((M_3)^2 = \begin{pmatrix} 7 & 0 \\ 0 & 7 \end{pmatrix}\).

Let \(v_0 = (a, a)^T\) be a state symmetric vector, then \(M_3 v_0 = (3a, a)^T\) is not state symmetric for \(a \neq 0\), but \((M_3)^2 v_0 = (7a, 7a)^T\) is.

5.5 Sequences of state symmetric vectors

Example 5.5.1 Let \(v^{(0)} = (0, 1)^T\) and \(M = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}\). Then, for \(k > 0\), all elements of the sequence \(v^{(k)} = M^k v^{(0)}\) are constant \(v^{(k)} = (1, 1)\) and state symmetric. So a state symmetric sequence has been generated from a non state-symmetric vector, which is possible because \(M\) is not state symmetric.

Example 5.5.2 Even simpler, if \(M\) is the null matrix, then \(w = M v = 0\) is the (state symmetric) null vector for any \(v\). In this example, \(M\) is state symmetric but not invertible.

Example 5.5.3 Let \(u = (v^{(i)});\) with \(v^{(0)} = (1, 1)^T\) and \(v^{(1)} = (2, 2)^T\). Then it follows:

\[
\mathbb{W}_{u^{(1)}} = \left\{ M \left| M = \begin{pmatrix} a & 2-a \\ 2-b & b \end{pmatrix} \right. \right\}
\]

and for any vector \(v = (c, c)^T\) and any \(M \in \mathbb{W}_{u^{(1)}}\), the product can be calculated as \(M v = (2c, 2c)^T\). Hence, \(\mathbb{W}_{u^{(2)}} \neq \emptyset\) only if \(v^{(2)} = (4, 4)^T\), and in this case \(\mathbb{W}_{u^{(1)}} = \mathbb{W}_{u^{(2)}}\). It follows that the sequence \(u' = ((2^i, 2^i)^T);\) is generated by all elements of \(\mathbb{W}_{u^{(1)}}\).

Because the permutation \(\rho = (1 \ 2)\) is a state symmetry of all elements of \(u'\), there
are state symmetric generating matrices $\tilde{M} \in \mathbb{W}_{u'}$ with $\tilde{M} = \begin{pmatrix} a & 2 - a \\ 2 - a & a \end{pmatrix}$.

**Example 5.5.4** Let $u = (v^{(i)})_i$ with $v^{(0)} = (1, 2, 3)^T$, $v^{(1)} = (4, 5, 6)^T$, and $v^{(2)} = (7, 8, 9)^T$. These vectors are linearly dependent with $v^{(2)} = -v^{(0)} + 2v^{(1)}$, and hence, $v^{(3)} = -v^{(1)} + 2v^{(2)} = (10, 11, 12)^T$.

The generating matrices of $u(2)$ have the structure:

$$\mathbb{W}_{u(2)} = \left\{ M \mid M = \begin{pmatrix} m_{11} & -1 - 2m_{11} & 2 + m_{11} \\ -1 - m_{22}/2 & m_{22} & 2 - m_{22}/2 \\ m_{33} - 4 & 5 - 2m_{33} & m_{33} \end{pmatrix} \right\}$$

(6)

For any $M \in \mathbb{W}_{u(2)}$ it follows $Mv^{(2)} = (10, 11, 12)^T$, and $\mathbb{W}_{u(2)} = \mathbb{W}_{u(3)}$ (so that $|\mathbb{W}_{u(3)}| > 1$).

There are two state symmetric matrices $\tilde{M} \in \mathbb{W}_{u(3)}$, $\tilde{M}_1 = \begin{pmatrix} 0 & -1 & 2 \\ -1 & 0 & 2 \\ -1 & -1 & 3 \end{pmatrix}$ with state symmetry $\rho_1 = (1 2)$ and $\tilde{M}_2 = \begin{pmatrix} -1 & 1 & 1 \\ -2 & 2 & 1 \\ -2 & 1 & 2 \end{pmatrix}$ with state symmetry $\rho_2 = (2 3)$. Hence, the reversal of theorem 5 is not true, because in this example we have $|\mathbb{W}_u| > 1$ and $|\mathbb{W}_{u(3)}| \geq 1$, but $\rho_1$ is no state symmetry of $u$.

Note in addition, that for $\rho_3 = (1 3)$ or $\rho_4 = (1 2 3)$, $\mathbb{W}_{u(2)}^{\rho_3} = \mathbb{W}_{u(2)}^{\rho_4} = \emptyset$.

**Example 5.5.5** Let $u = (v^{(i)})_i$ with $v^{(0)} = (1, 1, 0)^T$, $v^{(1)} = (0, 0, -1)^T$, and $v^{(2)} = (-2, -2, -2)^T$ so that $v^{(2)} = -2v^{(0)} + 2v^{(1)}$. The generating matrices of $u(2)$ are:

$$\mathbb{W}_{u(2)} = \left\{ M \mid M = \begin{pmatrix} m_{11} & -m_{11} \\ -m_{22} & m_{22} \\ -1 - m_{32} & m_{32} \end{pmatrix} \right\}$$

(7)

There are infinitely many state symmetric matrices $\tilde{M} \in \mathbb{W}_{u(2)}$, which have the structure $\tilde{M} = \begin{pmatrix} a & -a & 2 \\ -a & a & 2 \\ -\frac{1}{2} & -\frac{1}{2} & 2 \end{pmatrix}$ with state symmetry $\rho = (1 2)$.

**Example 5.5.6** Let $u = (v^{(i)})_i$, be a matrix generated vector sequence with $v^{(0)} = (1, 1, 1, 2, 2)^T$, $v^{(1)} = (3, 3, 3, 0, 0)^T$, and $v^{(2)} = (4, 4, 4, 2, 2)^T$. These three vectors are linearly dependent and hence sufficient to fix $u$: $v^{(2)} = v^{(0)} + v^{(1)}$ so that $v^{(3)} = v^{(1)} + v^{(2)} = (7, 7, 7, 2, 2)^T$.

**Example 5.5.7** Let $u = (v^{(i)})_i$, be a matrix generated vector sequence with $v^{(0)} = (1, 2, 3, 4)^T$, $v^{(1)} = (3, 4, 3, 3)^T$, $v^{(2)} = (4, 4, 4, 4)^T$, $v^{(3)} = (1, 1, 2, 2)^T$.
and \( v^{(4)} = (2, 2, 3, 3)^T \). Then, \( v^{(4)} = 0v^{(0)} + 0v^{(1)} + \frac{1}{4}v^{(2)} + v^{(3)} \) and

\[
\mathbb{W}_u = \mathbb{W}_{u(4)} = \left\{ M = \begin{pmatrix}
-19 & 13 & 23 & -4 \\
-19 & 13 & 19 & -3 \\
-4 & 7 & 15 & -5 \\
-2 & 2 & 2 & -5
\end{pmatrix} \right\}. \tag{8}
\]

\( M \) is neither state symmetric nor invertible, and it is the only element of \( \mathbb{W}_{u(4)} \). However, for \( i \geq 2 \), all vectors of \( v^{(i)} \) are state symmetric with \( \rho_2 = (1 2)(3 4) \) being a state symmetry.

If the first elements of \( u \) are omitted, this generated sequence persists, but the set of generators becomes enlarged: Let \( u' = (v^{(i+1)})_i \) and \( u'' = (v^{(i+2)})_i \). Then, all vectors of \( u' \) have the state symmetry \( \rho_1 = (1)(2)(3 4) \). The set of generators of \( u' \) is given by

\[
\mathbb{W}_{u'} = \mathbb{W}_{u'(3)} = \left\{ \begin{pmatrix}
-19 & 13 & 7 - a & a \\
-19 & 13 & 7 - b & b \\
-4 & 7 & 5 - c & c \\
-2 & 2 & 5 - d & d
\end{pmatrix} \right\}. \tag{9}
\]

and the subset of state symmetric matrices \( \mathbb{W}^\rho_{u'} \) is given by

\[
\mathbb{W}^\rho_{u'} = \left\{ \begin{pmatrix}
-19 & 13 & 7 - a & a \\
-19 & 13 & 7 & 4 \\
-4 & 7 & 5 - a & a \\
-2 & 2 & 5 - a & a
\end{pmatrix} \right\}. \tag{10}
\]

For \( u'' \) (with state symmetry \( \rho_2 = (1 2)(3 4) \)), the generators are

\[
\mathbb{W}_{u''} = \mathbb{W}_{u''(2)} = \left\{ \begin{pmatrix}
-3 & a & 7 - e & e \\
-3 & a & 7 & 4 \\
-2 & c & 5 - g & g \\
-2 & d & 5 - h & h
\end{pmatrix} \right\}. \tag{11}
\]

and the state symmetric generators are

\[
\mathbb{W}^\rho_{u''} = \left\{ \begin{pmatrix}
a & -3 & a & 7 - c \\
-3 & a & 7 - c & 4 \\
b & -2 & b & 5 - d \\
-2 & b & 5 - d & d
\end{pmatrix} \right\}. \tag{12}
\]
Example 5.5.8 \(|\mathbb{W}_u| > 1\) does not imply that there is a \(\rho\) so that \(|\mathbb{W}_u^\rho| \geq 1\).

Let \(v^{(0)} = (1, 1, 0)^T\), \(v^{(1)} = (1, 0, -1)^T\) and \(v^{(2)} = (0, 1, 1)^T\). These vectors are linearely dependent, and

\[
\mathbb{W}_u = \left\{ \begin{pmatrix} a & 1 - a & a \\ 1 + b & -1 - b & b \\ 0 & -1 & -1 \end{pmatrix} \right\}. \tag{13}
\]

Hence \(|\mathbb{W}_u| > 1\), but there is no \(\rho \neq id\) so that \(\mathbb{W}_u^\rho \neq \emptyset\).

Example 5.5.9 It is not generally true that \(\mathbb{W}_u^\rho \subsetneq \mathbb{W}_u\).

Let \(v^{(0)} = (1, -1, 2)^T\) and \(M = \begin{pmatrix} 1 & 2 & -1 \\ 2 & 1 & -1 \\ 0 & 0 & -2 \end{pmatrix}\) with state symmetry \(\rho = (1 2)(3)\).

Then, \(v^{(1)} = (-3, -1, -4)^T\) and \(v^{(2)} = (-1, -3, 8)^T\).

Because \(\det (v^{(0)}, v^{(1)}, v^{(2)}) = -32\), these vectors are linearely independent, so that \(\mathbb{W}_u = \mathbb{W}_u^\rho = \{M\}\).

5.6 Periodic vector sequences

Let \(u = (v^{(i)})\) be a matrix generated vector sequence. If \(v^{(i)} \neq v^{(j)}\) for all \(i \neq j\), then \(u\) is called aperiodic, otherwise it is periodic. The definition of periodicity is meaningful, because if \(v^{(i)} = v^{(j)}\) for \(i \neq j\), then \(v^{(i+n)} = v^{(j+n)}\) for every \(n > 0\), and \(p = |i - j|\) is a period of \(u\).

If \(u\) is periodic with period \(p\), then it is generated by a matrix \(M\) for which holds \(M^p = I\).

Example 5.6.1 Let \(v = (0, 1)\) and \(M = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix}\). The sequence \(v^{(k)} = v M^k\) is periodic with six different elements, because for every \(l \in \mathbb{N}\)

\[
\begin{align*}
v^{(6l)} &= (0, 1) \\
v^{(6l+1)} &= (1, 1) \\
v^{(6l+2)} &= (1, 0) \\
v^{(6l+3)} &= (0, -1) \\
v^{(6l+4)} &= (-1, -1) \\
v^{(6l+5)} &= (-1, 0)
\end{align*}
\]

Hence, \(v^{(6l+1)}\) and \(v^{(6l+4)}\) are state symmetric, while the other four elements are not. The generating \(M\) is invertible but not state symmetric.
A Appendices

A.1 Additional properties of reordering

Lemma 6. Let $C$ be a finite state space, $\rho$ be a permutation of $C$ (with the permutation matrix $T$), $M_k = (m_{ij})$ two $N \times N$ square matrices and $v_k$ two $N$-dimensional vectors ($k = 1$, 2).

Let $||.||_1$, $||.||_2$, $||.||_\infty$, $||.||_{\text{max}}$ and $||.||_F$ be the absolute, euclidean, infinity, maximum and the Frobenius norm, defined as usual. Then the following properties hold:

1. The determinants and the characteristic polynomials of $M$ and $M^\rho$ are equal, and all Eigenvalues of $M$ are Eigenvalues of $M^\rho$.

2. $v$ is an Eigenvector of $M$ iff $v^\rho$ is an Eigenvector of $M^\rho$.

3. $||M||_1 = ||M^\rho||_1$, $||M||_2 = ||M^\rho||_2$, $||M||_\infty = ||M^\rho||_\infty$, $||M||_{\text{max}} = ||M^\rho||_{\text{max}}$ and $||M||_F = ||M^\rho||_F$.

4. $||v||_1 = ||v^\rho||_1$, $||v||_2 = ||v^\rho||_2$ and $||v||_\infty = ||v^\rho||_\infty$.

Proof. 1. This is due to the similarity of $M$ and $M^\rho$.

2. If $v$ is an Eigenvector of $M$, then $\lambda v = M v$ and

$$T \lambda v = TMv$$
\[\lambda T v = TM (T^{-1} T) v = (TM T^{-1}) (T v)\]
\[\lambda v^\rho = M^\rho v^\rho.\]

3. For the euclidean norm $||.||_2$ and the Frobenius norm $||.||_F$, the statement is true because of the orthogonality of $T$. For the other norms we have:

$$||M||_1 = \max_{j \in C} \sum_{i=1}^N |m_{ij}| = \max_{j \in C} \sum_{k=1}^N |m_{\rho(k) \rho(j)}| = ||M^\rho||_1$$

$$||M||_\infty = \max_{i \in C} \sum_{j=1}^N |m_{ij}| = \max_{i \in C} \sum_{l=1}^N |m_{\rho(i) \rho(l)}| = ||M^\rho||_\infty$$

For $||M||_\infty$ and $||M||_{\text{max}}$, the proof is similar.
4. The proofs are similar.

\[
||v||_1 = \sum_{j=1}^{N} |v_j| = \sum_{j=1}^{N} |v_{\rho(j)}| = ||v^\rho||_1
\]

\[
||v||_\infty = \max_{j \in C} |v_j| = \max_{j \in C} |v_{\rho(j)}| = ||v^\rho||_\infty
\]

\[
||v||_2 = \sqrt{\sum_{j=1}^{N} (v_j)^2} = \sqrt{\sum_{j=1}^{N} (v_{\rho(j)})^2} = ||v^\rho||_2
\]

In addition, some properties specific for vectors are given:

**Corollary 10.** Let \( C \) be a finite state space with \(|C| = N\), \( \rho \) be a permutation of \( C \) (with the permutation matrix \( T \)), \( v^1, v^2 \) \( N \)-dimensional vectors. Then the following properties hold:

1. **Scalar product:** \( < v, w > = < v^\rho, w^\rho > \).

2. **Outer product:** \( M = v \otimes w \iff M^\rho = v^\rho \otimes w^\rho \).

This can be proved based on lemma \[1\]

**Corollary 11 (Reordering of the exponential matrix).** For any matrix \( M \) it holds that \( \text{Exp}(M^\rho) = (\text{Exp}(M))^\rho \).

**Proof.** The exponential of a matrix is defined as \( \text{Exp}(M) = \sum_{i=0}^{\infty} \frac{M^i}{i!} \).

The reordering holds for all summands, hence also for the sum. \[\square\]

### A.2 Basis of vector spaces

This section shall present the basis of the vector spaces of state symmetric matrices and vectors for all non-isomorphic subgroups of state symmetries of sets with maximally four elements. To describe the basis we use an abbreviated notation of vectors and matrices which define groups of pure state symmetries (compare definition \[3\] and theorem \[2\]). The basis can be obtained by taking the vectors and matrices to pieces by taking one elements as 1 and the other to 0.
### A.2.1 Sets of maximally three elements

\( N = |C| \)

| \( N \) | \( N^2 \) | \( \mathcal{G} \) | abstract group | \( |\mathcal{G}| \) | \( v \) | \( M \) |
|---|---|---|---|---|---|---|
| a) | 1 | 1 | \{id\} | \( \mathcal{Z}_1 \) | 1 | (1) | (1) |
| b) | 2 | 4 | \( < (1 2) > \) | \( \mathcal{Z}_2 \) | 2 | (1) \( \begin{pmatrix} 1 \\ 1 \\ 2 \\ 1 \end{pmatrix} \) |
| c) | 3 | 9 | \( < (1 2)(3) > \) | \( \mathcal{Z}_2 \) | 2 | (1) \( \begin{pmatrix} 1 \\ 1 \\ 2 \\ 3 \end{pmatrix} \) |
| d) | | | \( < (1 2 3) > \) | \( \mathcal{Z}_3 = \mathcal{A}_3 \) | 3 | (1) \( \begin{pmatrix} 1 \\ 3 \\ 1 \\ 2 \end{pmatrix} \) |
| e) | | | \( < (1 2)(3), \) \( (1 2 3) > \) | \( \mathcal{S}_3 \) | 6 | (1) \( \begin{pmatrix} 1 \\ 2 \\ 2 \\ 1 \\ 2 \end{pmatrix} \) |

It can be noted, that \( \text{StatSym}(\mathbb{V}_{\mathcal{Z}_3}) = \mathcal{S}_3 \), while \( \text{StatSym}(\mathbb{M}_{\mathcal{Z}_3}) = \mathcal{Z}_3 \). Hence, \( \mathcal{Z}_3 \) is a group of pure matrix state symmetries, but not of pure vector state symmetries.

In addition, \( \mathbb{M}_{\mathcal{S}_3} \) consists of only symmetric matrices \( M = M^T \). For \( \mathbb{M}_{\mathcal{Z}_3} \), there is a subspace of symmetric matrices with basis \( \begin{pmatrix} 1 & 2 & 3 \\ 2 & 1 & 3 \\ 3 & 3 & 5 \end{pmatrix} \), while the subspace of symmetric matrices of \( \mathbb{M}_{\mathcal{Z}_3} \) is equal to \( \mathbb{M}_{\mathcal{S}_3} \).

### A.2.2 Sets of four elements

\( N = 4, N^2 = 16 \)
|   | $G$ | abstract group | $|G|$ | $v$ | $M$ |
|---|---|---|---|---|---|
| a) | $< (1 2)(3)(4) >$ | $Z_2$ | 2 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \\ 2 & 5 & 6 & 7 \\ 3 & 8 & 9 & 10 \end{bmatrix}$ |
| b) | $< (1 2)(3 4) >$ | $Z_2$ | 2 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \\ 2 & 5 & 6 & 7 \\ 2 & 5 & 6 & 7 \end{bmatrix}$ |
| c) | $< (1 2)(3 4), (1)(2)(3 4) >$ | $Z_2 \times Z_2$ | 4 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \\ 2 & 4 & 5 & 6 \\ 2 & 4 & 5 & 6 \end{bmatrix}$ |
| d) | $< (1 2)(3 4), (13)(24) >$ | $Z_2 \times Z_2$ | 4 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \\ 3 & 4 & 1 & 2 \\ 3 & 4 & 1 & 2 \end{bmatrix}$ |
| e) | $< (1 2 3 4) >$ | $Z_4$ | 4 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 4 \\ 4 & 1 & 2 & 3 \\ 1 & 3 & 4 & 1 \\ 2 & 3 & 4 & 1 \end{bmatrix}$ |
| f) | $< (1 2 3 4), (12)(3 4) >$ | $Z_4 \times Z_2$ | 8 | $(1)$ | $\begin{bmatrix} 1 & 2 & 3 & 3 \\ 1 & 2 & 3 & 3 \\ 3 & 3 & 1 & 2 \\ 3 & 3 & 2 & 1 \end{bmatrix}$ |
|    | \(G\) | abstract group | \(|G|\) | \(v\) | \(M\) |
|----|-------|--------------|-------|------|------|
| g) | \(< (1\ 2\ 3)(4) >\) | \(\mathbb{Z}_3\) | 3 | \(\begin{pmatrix} 1 \\ 1 \\ 1 \\ 2 \end{pmatrix}\) | \(\begin{pmatrix} 1 & 2 & 3 & 4 \\ 3 & 1 & 2 & 4 \\ 2 & 3 & 1 & 4 \\ 5 & 5 & 5 & 6 \end{pmatrix}\) |
| h) | \(< (1\ 2\ 3)(4), \ (1\ 2\ 3\ 4) >\) | \(\mathcal{S}_3\) | 6 | \(\begin{pmatrix} 1 \\ 1 \\ 1 \\ 2 \end{pmatrix}\) | \(\begin{pmatrix} 1 & 2 & 2 & 3 \\ 2 & 1 & 2 & 3 \\ 2 & 2 & 1 & 3 \\ 4 & 4 & 4 & 5 \end{pmatrix}\) |
| i) | \(< (1\ 2\ 3\ 4), \ (1\ 2\ 3\ 4) >\) | \(\mathcal{A}_4\) | 12 | \(\begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}\) | \(\begin{pmatrix} 1 & 2 & 2 & 2 \\ 2 & 1 & 2 & 2 \\ 2 & 2 & 1 & 2 \\ 2 & 2 & 2 & 1 \end{pmatrix}\) |
| j) | \(< (1\ 2\ 3\ 4), \ (1\ 2\ 3\ 4) >\) | \(\mathcal{S}_4\) | 24 | \(\begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}\) | \(\begin{pmatrix} 1 & 2 & 2 & 2 \\ 2 & 1 & 2 & 2 \\ 2 & 2 & 1 & 2 \\ 2 & 2 & 2 & 1 \end{pmatrix}\) |

a) and b) lead to different spaces for matrices and vectors, even if their groups of state symmetries are isomorphic. The same holds for c) and d).

d) and e) result in different spaces for matrices, because d) has only symmetric matrices and e) has not (different space means: the basis matrices cannot be made equal by renumbering and reordering).

Also f), i), and j) consists of only symmetric matrices.

Only a), c), h) and j) describe groups of pure vector symmetries.

Note that \(\mathbb{M}(\mathcal{S}_4) = \mathbb{M}(\mathcal{A}_4)\), so that \(\mathcal{A}_4\) is not a group of pure matrix state symmetries.
Symbols

- $C$: finite set (state space $\{1, \ldots, N\}$)
- $C = \{C_i\}_i$: partition of $C$
- $\mathbb{R}^N$: vector space of reals
- $\mathbb{M}(N \times N, \mathbb{R})$: vector space of real valued $N \times N$ matrices
- $GL_N(\mathbb{R})$: group of invertible square matrices
- $v; L_v$: column vector; list of column vectors
- $M; L_M$: matrix; list of matrices
- $\rho; P; \mathcal{G}$: permutation (state symmetry); list of permutations; group of permutations
- $T; T(\rho)$: permutation matrix; permutation matrix of $\rho$
- $< \rho >$: group, generated by $\rho$
- $v^\rho; M^\rho$: reordered column vector; reordered matrix
- $M^T$: Transposition of $M$
- $\mathbb{V}; \mathbb{V}(L_v)$: vector space of column vectors; vector space, spanned by elements of $L_v$
- $\mathbb{V}_\rho; \mathbb{V}_P; \mathbb{V}_\mathcal{G}$: vector spaces of state symmetric column vectors
- $\mathbb{M}; \mathbb{M}(L_M)$: vector space of matrices; vector space, spanned by elements of $L_M$
- $\mathbb{M}_\rho; \mathbb{M}_P; \mathbb{M}_\mathcal{G}$: vector spaces of state symmetric matrices
- $\text{StatSym}(\cdot)$: group of state symmetries of object
- $S_N; A_N; Z_N$: Symmetric group; Alternate group; Cyclic group of order $N$
- $S(C)$: Symmetric group of the elements of $C$
- $u = (u^{(k)})_{k=0,1,...}$: sequence of column vectors
- $u(i)$: first $i + 1$ elements of $u$
- $\mathbb{W}_u$: set of generating matrices of $u$
- $\mathbb{W}_u^\rho$: set of state symmetric generating matrices of $u$
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