Multivariate Outlier Detection for Forest Fire Data Aggregation Accuracy
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Abstract: Wireless sensor networks have been a very important means in forest monitoring applications. A clustered sensor network comprises a set of cluster members and one cluster head. The cluster members are normally located close to each other, with overlaps among their sensing coverage within the cluster. The cluster members concurrently detect the same event to send to the Cluster Head node. This is where data aggregation is deployed to remove redundant data at the cost of data accuracy, where some data generated by the sensing process might be an outlier. Thus, it is important to conserve the aggregated data’s accuracy by performing an outlier data detection process before data aggregation is implemented. This paper concerns evaluating multivariate outlier detection (MOD) analysis on aggregated accuracy of data generated by a forest fire environment using OMNeT++ and performing the analysis in MATLAB R2018b. The findings of the study showed that the MOD algorithm conserved approximately 59.5% of aggregated data accuracy, compared with an equivalent algorithm, such as the FTDA algorithm, which conserved 54.25% of aggregated data accuracy for the same event.
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1 Introduction

Wireless sensor networks (WSNs) have been deployed in various fields, including monitoring applications such as forest monitoring, target monitoring, security monitoring and fence monitoring [1]. WSN is grouped into clusters with a cluster head (CH) and number of cluster members (CMs). CMs often generate redundant data, where part of the event data might be outliers caused by data redundancy, errors, noise and missing data [2–4]. To overcome this problem, data aggregation algorithms have been deployed in WSN to remove redundant data and decrease the number of transmissions in the clustered network, but aggregation is performed at the cost of the accuracy of the final aggregated data [1,5]. Accuracy degradation of aggregated data is mainly caused when the CH node receives outlier data. This is important especially in decision-making activity [6] about emergencies such as forest fires.
2 Related Work

Aggregated data accuracy can be conserved when outlier data detection is accomplished before the data aggregation process is implemented. In this regard, there are several outlier data detection algorithms in wireless sensor networks in the literature.

The Fault-Tolerant Data Aggregation (FTDA) algorithm [6] operates within a clustered network. FTDA involves three phases: data collection and locality sensitive hashing (LSH) code generation, outlier detection, redundant data removal and data aggregation. In the data collection phase, the CH node notifies CMs at the beginning of data collection. Each CM detects the event numerous times, stores the transmitted data, and produces an LSH code for the latest transmitted data by random hyperplane-based hash function. The size of the LSH code is smaller than that of the transmitted data. Each CM send its LSH code with a unique ID to the CH node at the end of the data collection session. In the outlier detection phase, the CH node uses the hamming distance between pairs of LSH codes to find the similarity among them. If the similarity of two LSH codes is greater than the similarity threshold, then the MinSupLocal counters at the two related LSH codes are enlarged by 1. If the LSH MinSupLocal counter for a certain LSH is less than the predetermined MinSupLocal threshold, the node that owns this LSH code is an outlier [7].

The CH nodes send the informed messages to the normal nodes to transmit their sensed data. To remove the redundant data, the CH node chooses one CM to transmit its sensed data in case two LSH codes are similar and their MinSupLocal is greater than the MinSupLocal threshold. In the final phase, the CH node aggregates the received sensed data and transmits the aggregation results to the base station [8].

Temporal Data-Driven Sleep Scheduling and Spatial Data-Driven Anomaly Detection for Clustered WSN was proposed by Li et al. [9]. Temporal Data-Driven Sleep Scheduling (TDSS) diminishes the sensor data redundancy for the same node in time sequences, whereas Spatial Data-Driven Anomaly Detection (SDAD) detects outlier or anomalous data and preserves the accuracy of the sensor data for the specific node. The algorithms were applied in a tunnel monitoring system environment to monitor the health of tunnel structure and the duty cycle safety of underground train systems. The clustering topology structure is implemented on the network, in which the CMs transmit the data of an atomic event from diverse types of sensor nodes to the CH node.

The authors proposed SDAD, a cluster network based on anomaly (outlier) detection and employed in the CH node. The authors claimed that SDAD can determine whether the node is operating correctly and is a prerequisite for preserving the accuracy of all sensor data. Anomalies include sensor nodes, “abnormal data” and “discrete nodes”. These anomalies have different data features, such as a small deviation in the “sensor error”, a large deviation in the “abnormal data” and a lack of data in the “node is not connected”. To calculate the data deviation; the difference between the sensor data event and the real data event, the kriging method is employed to estimate the actual data event of the selected node.

Kriging is an admirable spatial interpolation method that can fetch the value of the sensor to an uncontrolled location from near-site monitoring. Kriging makes two main contributions to detect spatial-based anomalies in a tunnel control system. First, kriging takes into consideration the full spatial correlation of the sensor data to achieve high accuracy in spatial completion. Second, kriging applies to a region where sampling data have arbitrary characteristics and structural property. In addition, anomalous detection of spatial data in the tunnel control system is used accurately in this type of area. Whatever is causing “abnormal data”, it can upsurge the anomaly indicator $\xi$ to attract attention. Each sensor node has an anomaly indicator $\xi$, which is updated once $\Delta v1$ (subtracting sensory value and real value) is updated, $\xi = (\xi + \Delta v1)/2$. The anomaly indicator $\xi$ is separated into three levels: green, yellow and red. These levels of anomaly indicators are used to decide the priority level of the node maintenance.

Fault-tolerant multiple event detection in a wireless sensor network was achieved by [8]. The author proposed a polynomial-based scheme that addresses the problems of event region detection (PERD) by
having an aggregation tree of sensor nodes. A data aggregation scheme and tree aggregation (TREG) are employed in this study to perform functional approximation of the event using a multivariate polynomial regression. Only the coefficients of the polynomial \( P \) are passed instead of aggregated data. PERD includes two components: event recognition and event report with boundary detection. This can be performed for multiple simultaneously occurring events. We also identify faulty sensor(s) using the aggregation tree. Performing further mathematical operations on the calculated \( P \) can identify the maximum (max) and minimum (min) values of the sensed attribute and their locations. Therefore, if any sensor reports a data value outside the [min, max] range, it can be identified as a faulty sensor. Since PERD is implemented over a polynomial tree on a WSN in a distributed manner, it is easily scalable, and the computation overhead is marginal.

3 System Model

3.1 Wireless Sensor Network Model

The K-means algorithm is the easiest one for generating a clustered WSN due to its ease of implementation, low memory required and computational efficiency [10,11]. In this study, the centralized K-means algorithm was employed to form a clustered WSN. The main purpose is to reduce the workload on the sensor nodes. Also, the BS runs the K-means clustering algorithm, and it decides which nodes are CH and CM. The WSN in this study was divided into clusters. Each CM transmits sensed data to CH, which aggregates them and sends a single data packet to the base station, as shown in Fig. 1.
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**Figure 1:** Cluster and aggregated data

However, many steps are considered in the clustered network:

- The sensor nodes are homogenous and arbitrarily deployed in the area field.
- Static clustering is employed. Each cluster has a set of limited sensor nodes.
- Each sensor node has a fixed position.
- The base station or sink lies outside the boundary of the field area.
- The sensor node can communicate with the CH by a single-hop communication.
- CH can communicate with the BS by a single-hop communication.
- We assume that two composite events occur at the same time in different locations within the cluster.
• When the event takes place, the CM continuously senses the event until the event becomes hidden or inexistent.
• The CM node can detect more than one event.
• We assumed that event 1 involves three attributes—temperature (Temp), light (Light) and smoke (Smoke)—whereas event 2 involves three attributes—accelerate (Accelerate), pressure (Pressure) and carbon dioxide (CO2).

3.2 Data Model

Multivariate normal distribution and standard distribution models were employed in this study. The data values for the event attributes (multivariate) were produced randomly based on a multivariate normal distribution model. In addition, each multivariate normal value was transformed to the standard value.

In the multivariate normal distribution model, a random vector is composed of elements that are normally distributed [12]. Also, a k-dimensional random vector such \( X = (X_1, X_2, \ldots, X_k)^T \) is defined as \( X \sim N(\mu, \Sigma) \) [13], where \( \mu \) is the mean of the normal random vector and \( \Sigma \) is the covariance matrix. The k-dimensional random vector is considered a composite event in WSN. For instance, if there is a 3-dimensional random vector as follows,

\[
V = \begin{pmatrix} X \\ Y \\ Z \end{pmatrix}
\]

The probability density function is of the form,

\[
f(V) = \frac{1}{2\pi|\Sigma|^{1/2}} e^{-\frac{1}{2}(V - \mu)^T \Sigma^{-1}(V - \mu)}
\]

(2)

The expected value \( E \) defined as the mean of the normal random vector \( V \) is given by

\[
E(V) = \mu
\]

\[
\mu = \begin{pmatrix} E(X) \\ E(Y) \\ E(Z) \end{pmatrix} = \begin{pmatrix} \mu_X \\ \mu_Y \\ \mu_Z \end{pmatrix}
\]

(3)

where \( \mu_X \) is the mean of variable \( X \), whereas \( \mu_Y \) and \( \mu_Z \) are the means of the variables \( Y \) and \( Z \), respectively. However, the covariance represents an idea of how two random distributed variables are related to each other if they have different units of measurement [14]. The covariance matrix for the normal random vector is given by

\[
\Sigma = \begin{pmatrix} \sigma_X^2 & \sigma_{XY} & \sigma_{XZ} \\ \sigma_{YX} & \sigma_Y^2 & \sigma_{YZ} \\ \sigma_{ZX} & \sigma_{ZY} & \sigma_Z^2 \end{pmatrix}
\]

(4)

where \( \sigma_X^2 \) is the variance of the variable \( X \), and \( \sigma_Y^2 \) and \( \sigma_Z^2 \) are variance of the variables \( Y \) and \( Z \), respectively. The covariance of \( X \) and \( Y \) variables is represented by \( \sigma_{XY} \). The joint probability distribution (multivariate normal distribution) describes how the entire set of elements of the random vector \( V \) takes values together, where \( \mu \) and \( \Sigma \) are the features of this distribution characterizing the “centre” and “spreading and association” [12,13]. The correlation is a measurement of the linear relationship between the random variables [15]. It is measurement of the association that takes into account the fact that different elements of \( V \) may vary differently on their scale [12]. The correlation coefficient between two random variables such as \( X \) and \( Y \) is given by
It may be shown that the correlations must satisfy \(-1 \leq \rho_{XY} \leq 1\). Thus, if \(\rho_{XY} = 1\), then \(\sigma_{XY} = \sigma_X \sigma_Y\), whereas if \(\rho_{XY} = 0\), then \(\sigma_{XY} = 0\). The correlation matrix for the 3-dimensional random distributed vector \(V\) is given by

\[
\Gamma = \begin{bmatrix} 1 & \rho_{XY} & \rho_{XZ} \\ \rho_{XY} & 1 & \rho_{YZ} \\ \rho_{XZ} & \rho_{YZ} & 1 \end{bmatrix}
\] (6)

A) If \(\rho_{XY} = 1\), then there is strong correlation between two random variables.
B) If \(0 < \rho_{XY} < 1\), then there is less correlation between two random variables.
C) If \(\rho_{XY} = 0\), then the two random variables are independent.
D) If \(\rho_{XY} = -1\), then there is strong inverse correlation between two random variables.
E) If \(-1 < \rho_{XY} < 0\), then there is less inverse correlation between two random variables.

4 Multivariate Outlier Detection (MOD)

The MOD algorithm will detect outlier data for forest fire events in which a data value is considered an outlier if one or more of its attribute values is an outlier. A multivariate normal distribution model was employed to produce the event attribute values, whereby a bit error rate occurs in the transmission channel. Also, when the attribute values are transformed to the new values, they are called principal components (PCs). The MOD algorithm consists of five steps:

**Step 1:** The CH node receives actual forest fire event data, which consist of a set of attributes. It is assumed that the forest fire event is a composite event and consists of three attributes (variables), \(X, Y, Z\). Assuming that \(V\) is a multivariate normal distribution vector, it includes:

\[
V = \begin{pmatrix} X \\ Y \\ Z \end{pmatrix}
\] (7)

\(X, Y\) and \(Z\) are random variables that represent the forest fire event attributes, \(X \sim N(\mu_x, \sigma_x)\), \(Y \sim N(\mu_y, \sigma_y)\) and \(Z \sim N(\mu_z, \sigma_z)\), respectively:

\[
X = \{x_1, x_2, x_3, \ldots, x_n\}
\]

\[
Y = \{y_1, y_2, y_3, \ldots, y_n\}
\]

\[
Z = \{z_1, z_2, z_3, \ldots, z_n\}
\] (8)

The mean of each variable is given by:

\[
\mu_x = \frac{\sum_{i=1}^{n} x_i}{n}
\]

\[
\mu_y = \frac{\sum_{i=1}^{n} y_i}{n}
\]
\[ \mu_z = \frac{\sum_{i=1}^{n} z_i}{n} \]  

(9)

where \( n \) is the number of variable data values. The standard deviation of each variable is given by:

\[ \sigma_x = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \mu_x)^2}{n}} \]

\[ \sigma_y = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \mu_y)^2}{n}} \]

\[ \sigma_z = \sqrt{\frac{\sum_{i=1}^{n} (z_i - \mu_z)^2}{n}} \]  

(10)

**Step 2:** Transforming each variable \( X, Y \) and \( Z \) into the standard variables which are given by the following formulas:

\[ S_X = \frac{(X - \mu_x)}{\sigma_x} \]

\[ S_Y = \frac{(Y - \mu_y)}{\sigma_y} \]

\[ S_Z = \frac{(Z - \mu_z)}{\sigma_z} \]  

(11)

where \( S_X \) is the standard of the variable \( X \), whereas \( S_Y \) and \( S_Z \) are the standard of the variable \( Y \) and \( Z \), respectively. \( P(S_X) \ast 100\% \) is the percentage of normal data for the variable \( S_X \) when its values fall within the interval \((-\text{StdCoff}, \text{StdCoff})\), whereas \((1 - P(S_X)) \ast 100\% \) is the percentage of false data for the variable \( S_X \) when its values do not fall within the interval \((-\text{StdCoff}, \text{StdCoff})\). These rules are applied to the standard variables \( S_Y \) and \( S_Z \) too. \( P(S_X) \) is the probability of the standard variable \( S_X \) where \( \text{StdCoff} \) is the coefficient times of the standard deviation.

**Step 3:** Calculating the standard covariance and correlation matrices, in which the mean and the standard deviation for each standard variable are 0 and 1, respectively:

\[ \Sigma = \begin{pmatrix} \sigma_{S_X^2} & \sigma_{S_X S_Y} & \sigma_{S_X S_Z} \\ \sigma_{S_X S_Y} & \sigma_{S_Y^2} & \sigma_{S_Y S_Z} \\ \sigma_{S_X S_Z} & \sigma_{S_Y S_Z} & \sigma_{S_Z^2} \end{pmatrix} \]

(12)

\[ \Gamma = \begin{pmatrix} 1 & \rho_{S_X S_Y} & \rho_{S_X S_Z} \\ \rho_{S_X S_Y} & 1 & \rho_{S_Y S_Z} \\ \rho_{S_X S_Z} & \rho_{S_Y S_Z} & 1 \end{pmatrix} \]

(13)

where \( \sigma_{S_Y S_Z} \) is the standard covariance between \( S_Y \) and \( S_Z \) standard variables, and \( \Sigma \) is the standard covariance matrix. \( \rho_{S_Y S_Z} \) is the standard coefficient correlation between \( S_Y \) and \( S_Z \) standard variables, whereas \( \Gamma \) is the standard coefficient correlation matrix.
Step 4: Calculating Eigenvalues ($\lambda$) and Eigenvectors ($U$) for the standard correlation matrix. Let us assume that $C_{m \times n}$ is the standard correlation matrix, where each standard variable mean equals 0 and the standard deviation equals 1. Assuming that $[\lambda_1, \lambda_2 \ldots \lambda_n]$ are the Eigenvalues of the standard correlation matrix $\Gamma$, the Eigenvalues are none negative and can be ordered such as $\lambda_1 \geq \lambda_2 \ldots \geq \lambda_n$. Assuming that $U = [U_1, U_2 \ldots U_n]$ are the Eigenvectors of the standard correlation matrix $\Gamma$, these Eigenvectors correspond to the $i$th-largest Eigenvalue. Consequently, the transformed data matrix is given by:

$$\Gamma' = \Gamma U$$ (14)

where $\Gamma'$ is the transformed data matrix that contains all new PCs. Each PC value is related to the composite value of $S_X$, $S_Y$ and $S_Z$ together.

Step 5: Find the column of PCs which has the maximum variance of $\Gamma'$ and examine each $PC_i$ value based on the following function:

$$f(PC_i) = \begin{cases} 
1 & -Std_{coff} \leq PC_i \leq Std_{coff} \\
0 & other 
\end{cases}$$ (15)

In the study, the coefficient times of the standard deviation (Stdcoff) determine the number of normal data values that should be aggregated. However, the result of $f(PC_i)$ is either 1, which means the composite value $(x_i, y_i, z_i)$ is normal, or 0, which means the composite value $(x_i, y_i, z_i)$ is an outlier.

Each event attribute (variable) obtains the data values randomly from the multivariate normal distribution model that runs in the OMNeT++ simulator, as shown in Tab. 1, which contains 8 data packets for the forest fire events E1 and E2.

| Multivariate Outlier Detection (MOD) Algorithm |
|-----------------------------------------------|
| Start                                         |
| Input $X$, $Y$, $Z$                           |
| Calculate $\mu_x$, $\mu_y$, $\mu_z$          |
| Calculate $\sigma_x$, $\sigma_y$, $\sigma_z$ |
| Calculate $S_X$, $S_Y$, $S_Z$ // standard variables |
| Calculate $\Sigma$ standard score covariance |
| Calculate $\Gamma$ standard score correlation |
| Calculate $\lambda$ Eigenvalues               |
| Calculate $U$ Eigenvectors                    |
| Transform $\Gamma$ to $\Gamma'$              |
| Find Max(variance($\Gamma'$))                |
| IF $(PC_i \geq -Std_{coff})$ and $(PC_i \leq Std_{coff})$ then $f(PC_i) = 1$ |
| Else                                          |
| $f(PC_i) = 0$                                |
| End IF                                        |
The mean and standard deviation for each variable are computed by MATLAB R2018b simulator.

- Mean and Standard Deviation of Data Forest Fire Events

**Table 1:** Data of forest fire events obtained from OMNeT ++

| Event E1 values | Event E2 values |
|-----------------|-----------------|
| **Temp** | **Light** | **Smoke** | **Accelerate** | **Pressure** | **CO₂** |
| 215.85 | 532.13 | 111.55 | 253.17 | 126.42 | 66.68 |
| 215.82 | 534.38 | 113.40 | 251.60 | 125.70 | 61.81 |
| 218.58 | 538.67 | 112.31 | 253.91 | 124.01 | 64.01 |
| 215.18 | 539.70 | 111.03 | 253.91 | 125.20 | 66.40 |
| 213.01 | 537.73 | 109.17 | 252.72 | 128.80 | 67.26 |
| 212.36 | 537.28 | 107.08 | 251.84 | 126.22 | 64.09 |
| 216.81 | 533.50 | 109.84 | 254.37 | 127.06 | 63.43 |
| 214.81 | 537.55 | 112.36 | 252.10 | 126.42 | 66.68 |

**Table 2:** Mean & standard deviation of data fire events

| Event E₁ | Event E₂ |
|----------|----------|
| **Temp** | **Light** | **Smoke** | **Accelerate** | **Pressure** | **CO₂** |
| Mean | 215.30 | 536.37 | 110.84 | 252.99 | 126.57 | 64.95 |
| Std  | 1.99  | 2.69  | 2.05  | 1.01  | 1.77  | 1.97  |

- The standard values for each variable as in Tab. 3

**Table 3:** Standard values for Event 1&2

| Event E₁ values | Event E₂ values |
|-----------------|-----------------|
| **Temp** | **Light** | **Smoke** | **Accelerate** | **Pressure** | **CO₂** |
| 0.28 | −1.58 | 0.35 | 0.18 | −0.09 | 0.88 |
| 0.26 | −0.74 | 1.25 | −1.37 | −0.49 | −1.59 |
| 1.64 | 0.86 | 0.72 | 0.91 | −1.45 | −0.48 |
| −0.06 | 1.24 | 0.09 | −0.27 | −0.78 | 0.74 |
| −1.15 | 0.51 | −0.81 | −1.13 | 1.26 | 1.17 |
| −1.48 | 0.34 | −1.83 | 1.37 | −0.20 | −0.43 |
| 0.76 | −1.07 | −0.49 | −0.88 | 0.27 | −0.77 |
- The standard covariance for forest fire events as in Tab. 4

**Table 4: Standard covariance**

| Standard event E1 covariance | Standard event E2 covariance |
|-----------------------------|-------------------------------|
| 1.000                      | 1.000                         |
| −0.186                     | −0.333                        |
| 0.671                      | 0.216                         |
| 0.671                      | 0.077                         |
| −0.133                     | 1.000                         |

- The standard correlation for forest fire events as in Tab. 5

**Table 5: Standard correlation**

| Standard event E1 correlation | Standard event E2 correlation |
|-------------------------------|-------------------------------|
| 1.000                        | 1.000                        |
| −0.186                       | −0.333                        |
| 0.671                        | 0.216                        |
| 0.671                        | 0.077                        |
| −0.133                       | 1.000                        |

- The Eigenvalues for forest fire events as in Tab. 6

**Table 6: Eigenvalues**

| Eigenvalues event E1 | | Eigenvalues event E2 | |
|----------------------| |----------------------| |
| λ 1                  | λ 2      | λ 3                  | λ 1                  | λ 2      | λ 3                  |
| 1.739                | 0.000    | 0.000                | 0.566                | 0.000    | 0.000                |
| 0.000                | 0.327    | 0.000                | 0.000                | 1.365    | 0.000                |
| 0.000                | 0.000    | 0.933                | 0.000                | 0.000    | 1.069                |

- The Eigenvectors for forest fire events as in Tab. 7

**Table 7: Eigenvectors**

| Eigenvectors event E1 | | Eigenvectors event E2 | |
|----------------------| |----------------------| |
| U1                   | U2      | U3                   | U1                   | U2      | U3                   |
| 0.682                | −0.713  | −0.165               | −0.674               | 0.734   | −0.084               |
| −0.292               | −0.058  | −0.955               | −0.594               | −0.605  | −0.530               |
| 0.671                | 0.699   | −0.248               | 0.440                | 0.307   | −0.844               |
The PC values for both forest fire events as in Tab. 8

**Table 8: Values for data events**

| PCs event E₁       | PCs event E₂       |
|---------------------|---------------------|
| PC₁ | PC₂ | PC₃ | PC₁ | PC₂ | PC₃ |
| 0.88 | 0.14 | 1.37 | 0.32 | 0.46 | −0.72 |
| 1.23 | 0.73 | 0.35 | 0.52 | −1.20 | 1.72 |
| 1.35 | −0.72 | −1.27 | 0.04 | 1.40 | 1.09 |
| −0.34 | 0.04 | −1.20 | 0.96 | 0.50 | −0.19 |
| −1.48 | 0.22 | −0.09 | 0.53 | −1.23 | −1.56 |
| −2.34 | −0.25 | 0.37 | −0.99 | 0.99 | 0.36 |
| 0.50 | −0.82 | 1.01 | 0.09 | −1.05 | 0.58 |
| 0.20 | 0.66 | −0.56 | −0.06 | 1.38 | −0.89 |
|       |       |       | −1.40 | −1.26 | −0.40 |

The variance for each PC value as in Tab. 9

**Table 9: PC variance**

| Event E₁       | Event E₂       |
|----------------|----------------|
| PC₁ | PC₂ | PC₃ | PC₁ | PC₂ | PC₃ |
| Variance | 1.739 | 0.327 | 0.933 | 0.566 | 1.365 | 1.069 |

It can be seen that PC1 is the first principal component for the forest fire event E1 due to the max variance, whereas PC2 is the first principal component for the forest fire event E2 due to the max variance. Thus, the PC1 data values represent the data variables’ values for E1, whereas the PC2 data values represent the data variables’ values for E2. It can be seen that the variance of PC values for each event equals the Eigenvalues for each event. Consequently, the examination results for PC1 data values for E1 and PC2 data values for E2 are given in Tab. 10.

Tab. 10 shows that the sixth PC1 data value for the forest fire event E1 is −2.34, which does not fall within the required interval (−2, 2). Therefore, the sixth data value (212.36, 537.28, 107.08) for E1 is considered an outlier or anomalous value. On the other hand, there are no outlier values for event E2 because all PC data values that represent E2 attribute values fall within the required interval (−2, 2).

5 Simulation

OMNet++ is used to simulate the MOD scheme. In it, WSN is divided into clusters. Each cluster has CH and CMs. When an event is taken place, each node that senses event, sends data packet to the CH node. In the study, the coefficient times of the standard deviation (Stdcoff) determines the number of normal data values that should be aggregated. Also, bit error occurs in the transmission channel, changes the normal data values and affects the PC values so that they do not fall within the interval (StdCoff, StdCoff). Also, it is probable that the bit error changes the normal data values and does not affect the PC values. In the simulation, the
transmission range, data packet size, metadata packet size and Ack packet size are 10 m, 128 bytes, 8 bytes and 4 bytes, respectively. The initial node energy is $5 \times 10^3$ Joules, whereby the node consumes $50 \times 10^{-3}$ Joules to transmit or receive one bit. The data rate is 100 Mbps, propagation speed is 50 m/s, and the bit error rate is 0.00001 error/bit. However, some parameters are determined in each experiment, as shown in Tab. 11.

### Table 10: Examination results of the forest fire events

| Event $E_1$ | Event $E_2$ |
|-------------|-------------|
| **PC** | **Results** | **Description** | **PC** | **Results** | **Description** |
| 0.88 | 1 | Normal | 0.46 | 1 | Normal |
| 1.23 | 1 | Normal | $-1.20$ | 1 | Normal |
| 1.35 | 1 | Normal | 1.40 | 1 | Normal |
| $-0.34$ | 1 | Normal | 0.50 | 1 | Normal |
| $-1.48$ | 1 | Normal | $-1.23$ | 1 | Normal |
| $-2.34$ | 0 | Outlier | 0.99 | 1 | Normal |
| 0.50 | 1 | Normal | $-1.05$ | 1 | Normal |
| 0.20 | 1 | Normal | 1.38 | 1 | Normal |
| | | | $-1.26$ | 1 | Normal |

### Table 11: OMNet++ simulation parameters

| Parameter | Value | Parameter |
|-----------|-------|-----------|
| Number nodes in the cluster | 10 | Number nodes in the cluster |
| Sensing range ($R_S$) | 5 m | Sensing range ($R_S$) |
| $Std_{coff}$ | 1, 1.2, 1.6, 2.6, 3 | $Std_{coff}$ |

### 6 Results and Discussion

- **Simulation Results for MOD**

Tabs. 12 and 13 contain the aggregated data computed by the CH node and the aggregated values of the data sent by the CM nodes without any false data for both events. The tables show that there is a difference in the CH aggregated data when $Std_{coff}$ is changed due to the increased number of normal data packets that are aggregated by the CH node. There is a bit error rate that occurs in the transmission channel, which changes the data events’ values. For instance, the number of normal data packets that can be aggregated by the CH node for event $E_1$ when $Std_{coff}$ equals 1, 1.6 and 2.6 are 4, 7 and 8. Therefore, the CH aggregated data packets for event $E_1$ when $Std_{coff}$ equals 1, 1.6 and 2.6 are (214.8, 535.4, 109.8), (214.9, 535.4, 109.8) and (215.4, 535.4, 110.5), respectively, as shown in Tab. 12.

On the other hand, the number of data packets transmitted by the CM nodes for event $E_1$ when $Std_{coff}$ equals 1, 1.6 and 2.6 is constant at 8 data packets, as shown in Tab. 13. Therefore, the aggregated data packet without any false data before transmission when $Std_{coff}$ equals 1, 1.6 and 2.6 is (215.4, 535.4, 110.7). However, error in aggregation results is achieved, which is given by
In this study, the event consists of a set of attributes. To compute each attribute’s accuracy, the following equation has been applied:

\[
\text{Attribute}_i\text{ Accuracy} = 1 - \text{Error in the aggregation results}
\]  

(17)

To compute the aggregated data accuracy, the average of the attributes’ accuracy has been found as given by

\[
\text{Aggregated Data Accuracy} = \frac{\sum_{i=1}^{k} \text{Attribute}_i\text{ Accuracy}}{k}
\]  

(18)

where \(k\) is the number of events that occur at same time within the cluster.

Based on Fig. 2, it can be seen that when StdCoff value increased, the aggregated data accuracy for both events increased due to the increased number of PC1 and PC2 data values that fall within the required interval (−StdCoff, StdCoff), which represents the number of normal data packets that can be aggregated for both events. Also, the aggregated data accuracy for both events increased when StdCoff value increased due to the reduced error in the aggregation results.

### Table 12: Aggregated data for forest fire event 1

| StdCoff | CH aggregated data | Aggregated values without false data |
|---------|--------------------|--------------------------------------|
|         | Temp | Light | Smoke | Temp | Light | Smoke |
| 1       | 214.8 | 535.4 | 109.8 | 215.4 | 535.4 | 110.7 |
| 1.2     | 214.8 | 535.4 | 109.8 | 215.4 | 535.4 | 110.7 |
| 1.6     | 214.9 | 535.4 | 109.8 | 215.4 | 535.4 | 110.7 |
| 2.6     | 215.4 | 535.4 | 110.5 | 215.4 | 535.4 | 110.7 |
| 3.0     | 215.4 | 535.4 | 110.5 | 215.4 | 535.4 | 110.7 |

### Table 13: Aggregated data for forest fire event 2

| StdCoff | CH aggregated data | Aggregated values without false data |
|---------|--------------------|--------------------------------------|
|         | Accelerate | Pressure | Co2 | Accelerate | Pressure | Co2 |
| 1       | 252.1 | 126.1 | 65.4 | 252.3 | 126.8 | 66.0 |
| 1.2     | 252.2 | 126.5 | 65.5 | 252.3 | 126.8 | 66.0 |
| 1.6     | 252.3 | 126.6 | 65.9 | 252.3 | 126.8 | 66.0 |
| 2.6     | 252.3 | 126.6 | 65.9 | 252.3 | 126.8 | 66.0 |
| 3.0     | 252.3 | 126.6 | 65.9 | 252.3 | 126.8 | 66.0 |
This section presents the evaluation of the MOD algorithm and compares it with the FTDA algorithm. Hence, it deals with the composite events by measuring the aggregated data accuracy for both using the same simulation parameters.

The measurement of the aggregated data accuracy for event E1 is achieved by computing the average of attributes’ accuracy when StdCoff changed. The evaluation of the MOD algorithm results in comparison with the FTDA algorithm is achieved by comparing the aggregated data accuracy for event E1 of the MOD algorithm with that of the FTDA algorithm.

- FTDA-Aggregated Data for Event 1 by CH
- FTDA-Aggregated Data for Event 1 without False Data

In Tab. 14, the CH aggregated data for each attribute are different when the percentage of false data is changed due to the increased number of normal data packets that were aggregated by the CH node and the impact of the bit error that occurred in the transmission channel, which changed the data values during transmission. In Tab. 15, the aggregated values for the data transmitted by CM nodes are the same when the percentage of false data is changed; this is because all CM nodes in the cluster obtained the same number of data packets which were generated by multivariate normal distribution in each experiment, and the bit error did not impact the sensed data before transmission occurred.

- FTDA-Aggregated Data Accuracy

Tab. 16 contains the data accuracy for each attribute. The average of attributes’ accuracy has been calculated for when the percentage of false data changed. For instance, the average of the following attributes’ accuracy (0.11, 0.48, 42) is 0.34 when the percentage of false data equals 32%.
In the FTDA algorithm, when the percentage of false data was reduced, the aggregated data accuracy for the event increased. On the other hand, when StdCoff increased, the aggregated data accuracy for the event increased due to the reduced percentage of false data.

In another aspect, the aggregated data accuracy was evaluated when the StdCoff parameter was changed for the MOD algorithm in each experiment. The aggregated data computed by the CH node and the aggregated data sent by the active source nodes without false data for event 1 are shown in Tab. 17.

| StdCoff | False data (%) | Temp  | Light  | Smoke   |
|---------|---------------|-------|--------|---------|
| 1       | 32            | 216.12| 535.82 | 111.75  |
| 1.5     | 12            | 216.10| 535.51 | 111.71  |
| 2       | 5             | 216.39| 535.48 | 111.59  |
| 3       | 1             | 215.43| 535.42 | 111.29  |

Tab. 17 illustrates the CH aggregated data for each event E1 attribute when StdCoff increased. The CH aggregated data for each attribute are different when StdCoff is changed due to the increased number of normal data packets that were aggregated by the CH node.

The measurement of the aggregated data accuracy for event E1 was achieved by computing the average of attributes’ accuracy when StdCoff changed. Tab. 18 shows the attribute accuracy and the aggregated data accuracy.

| StdCoff | False data (%) | Attribute accuracy | Aggregated data accuracy |
|---------|---------------|--------------------|-------------------------|
|         |               | Temp   | Light  | Smoke  | Temp  | Light  | Smoke  |
| 1       | 32            | 0.11   | 0.48   | 0.42   | 0.34  |
| 1.5     | 12            | 0.13   | 0.79   | 0.46   | 0.46  |
| 2       | 5             | 0.16   | 0.82   | 0.58   | 0.52  |
| 3       | 1             | 0.80   | 0.88   | 0.88   | 0.85  |

In the FTDA algorithm, when the percentage of false data was reduced, the aggregated data accuracy for the event increased. On the other hand, when StdCoff increased, the aggregated data accuracy for the event increased due to the reduced percentage of false data.

In another aspect, the aggregated data accuracy was evaluated when the StdCoff parameter was changed for the MOD algorithm in each experiment. The aggregated data computed by the CH node and the aggregated data sent by the active source nodes without false data for event 1 are shown in Tab. 17.

- MOD Aggregated Data for Forest Fire Event 1 at Two Operation Cycles

Tab. 17 illustrates the CH aggregated data for each event E1 attribute when StdCoff increased. The CH aggregated data for each attribute are different when StdCoff is changed due to the increased number of normal data packets that were aggregated by the CH node.

- MOD Aggregated Data Accuracy for Forest Fire Event 1

The measurement of the aggregated data accuracy for event E1 was achieved by computing the average of attributes’ accuracy when StdCoff changed. Tab. 18 shows the attribute accuracy and the aggregated data accuracy.
accuracy, which increased when StdCoff increased due to the increased number of PC1 data values and reduced error in the aggregation results.

Table 17: MOD aggregated data for forest fire event 1 at two operation cycles

| StdCoff | CH aggregated data | Aggregated data without false |
|---------|-------------------|------------------------------|
|         | Temp   | Light | Smoke | Temp   | Light | Smoke |
| 1       | 214.8  | 535.4 | 109.8 | 215.4  | 535.4 | 110.7 |
| 1.5     | 214.8  | 535.4 | 109.8 | 215.4  | 535.4 | 110.7 |
| 2       | 214.9  | 535.4 | 109.8 | 215.4  | 535.4 | 110.7 |
| 3       | 215.4  | 535.4 | 110.5 | 215.4  | 535.4 | 110.7 |

Table 18: MOD aggregated data accuracy for forest fire event 1

| StdCoff | Attributes Accuracy | Aggregated Data Accuracy |
|---------|---------------------|--------------------------|
|         | Temp   | Light | Smoke | 1       | 0.48   |
|         |        |       |       | 1.5     | 0.48   |
|         | 1.5    | 0.41  | 0.99  | 0.04    |        |
|         | 2      | 0.47  | 0.99  | 0.09    |        |
|         | 3      | 0.98  | 0.99  | 0.72    |        |

Fig. 3 displays the aggregated data accuracy for the MOD and FTDA algorithms. This figure illustrates that one event occurs within the cluster for both algorithms. It can be seen that the aggregated data accuracy increased when StdCoff increased for both algorithms due to the increased number of PC1 data values which fall within the required interval (−StdCoff, StdCoff) for the MOD algorithm and the decreased number of outlier data packets that were received by the CH node for the FTDA algorithm, respectively. Also, the aggregated data accuracy in the MOD algorithm was higher than in the FTDA algorithm when StdCoff increased from 1 to 3 for event E1. This is because the number of PC1 data values that do not fall within the required interval (−StdCoff, StdCoff), which represents the number of outlier data values of the MOD algorithm, is less than the number of outlier data packets that were received by the CH node under the FTDA algorithm. Consequently, the MOD algorithm conserved approximately 59.5% of aggregated data accuracy for event E1, compared with the FTDA algorithm’s 54.25%.
7 Conclusions

All CM nodes that have the event in their sensing range will detect the same event and produce redundant data. Part of these data may be incorrect due to redundancy. Thus, the CH node implements data aggregation to remove redundant data, but at the cost of the aggregated data accuracy, which is crucial in decision-making applications regarding forest fire occurrence. This research aimed to evaluate a multivariate outlier detection algorithm to conserve aggregated data accuracy. It was found that the aggregated data accuracy was conserved more by the MOD algorithm than by the FTDA algorithm, as the MOD algorithm conserved approximately 59.5% of aggregated data accuracy for event E1, compared to 54.25% for the FTDA algorithm.
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