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Abstract—Automatic segmentation of abdominal organs in computed tomography (CT) images can support radiation therapy and image-guided surgery workflows. Developing of such automatic solutions remains challenging mainly owing to complex organ interactions and blurry boundaries in CT images. To address these issues, we focus on effective spatial context modeling and explicit edge segmentation priors. Accordingly, we propose a 3D network with four main components trained end-to-end including shared encoder, edge detector, decoder with edge skip-connections (ESCs) and recurrent feature propagation head (RFP-Head). To capture wide-range spatial dependencies, the RFP-Head propagates and harvests local features through directed acyclic graphs (DAGs) formulated with recurrent connections in an efficient slice-wise manner, with regard to spatial arrangement of image units. To leverage edge information, the edge detector learns edge prior knowledge specifically tuned for semantic segmentation by exploiting intermediate features from the encoder with the edge supervision. The ESCs then aggregate the edge knowledge with multi-level decoder features to learn a hierarchy of discriminative features explicitly modeling complementarity between organs’ interiors and edges for segmentation. We conduct extensive experiments on two challenging abdominal CT datasets with eight annotated organs. Experimental results show that the proposed network outperforms several state-of-the-art models, especially for the segmentation of small and complicated structures (gallbladder, esophagus, stomach, pancreas and duodenum). The code will be publicly available.
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I. INTRODUCTION

MULTI-ORGAN segmentation from medical images can support multiple clinical applications, such as computer-aided diagnosis (CAD), treatment planning and treatment delivery [1]. In CAD, organ segmentations allow quantification of clinical parameters related to organ volume and shape, to support clinical decision-making. Besides, accurate segmentations of target volumes and organs at risk (OARs) are central to planning radiotherapy (e.g., stereotactic body radiotherapy), of which the success highly depends on the control of radiation exposure to the targets and OARs [2].
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Fig. 1. Representative abdominal CT images. Zoom-in image patches on top show structures of neighboring organs. The colored regions are annotated segmentations: spleen (magenta), left kidney (blue), gallbladder (green), liver (red), stomach (orange), pancreas (cyan) and duodenum (purple).

Manual delineation of abdominal organs in computed tomography (CT) is time-consuming and laborious. Automatic multi-organ segmentation is a compelling solution but has two primary challenges. (1) Complicated internal structures: Abdominal CT images contain several organs, such as liver, pancreas, stomach and duodenum. These organs have considerable shape, volume, appearance and position variations between and within patients, due to natural variability, soft tissue deformation, disease status and previous treatments. Moreover, since these organs huddle together in the rib cage, there exists complex interactions between spatially adjacent organs. These factors result in complicated overall structures in abdominal CT volume. Some representative images are displayed in Fig. 1. (2) Low tissue contrast: Due to low-contrast acquisition of CT and small differences of attenuation coefficients in soft tissues, abdominal organs are close in values of Hounsfield unit (HU) (i.e., voxel intensity). Consequently, organs have weak boundaries between neighboring areas, for example between the head of duodenum and the stomach (see the zoom-in patch of the rightmost sample in Fig. 1).

In this study, we propose a deep-learning-based algorithm for organ segmentation in CT images. In order to address aforementioned challenges, we suggest that effective spatial context modeling, as well as explicit edge priors, are demanding. Intuitively, when local appearance of the pancreas is not clearly distinguishable, a clinician normally recognizes and locates the pancreas based on surrounding anatomical landmarks (e.g., stomach, duodenum and liver). Inspired by this, our method aims to improve the representative capacity of local features by enabling the network to capture wide-range dependencies in a multi-dimensional recurrent neural network (MD-RNN) [3] fashion. In addition, medical images are typically acquired in standard anatomically aligned views...
with relatively structured organ shapes and orientations, thus we introduce explicit edge priors to provide extra constraint guidance, helping overcome the adverse effect of low soft tissue contrast.

A. Related Work

In the following, we review the literatures related to abdominal organ segmentation, context aggregation and edge detection, which are the main contributions of our new architecture.

1) Abdominal Organ Segmentation: Two branches of studies have been dedicated to abdominal organ segmentation. One branch focused on shallow segmentation techniques, e.g., statistical shape models [4], [5] and multi-atlas label fusion [6], [7], [8]. These methods typically involve an image registration procedure. Namely, the shape model-based methods use registration to estimate anatomical correspondences, while the atlas-based methods employ registration to transfer atlas images to the new image. Consequently, their segmentation performance, especially for small organs, is mainly limited by the registration accuracy.

Another branch proposed end-to-end deep-learning frameworks. Fully convolutional network (FCN) [9] is an efficient architecture that enables pixel-wise prediction in one forward pass on natural images. Since its invention, many variants have been proposed for medical image segmentation. One popular example is the 2D U-Net [10], the encoder-decoder architecture with skip-connections. For volumetric medical image segmentation, 3D architectures are more applicable. There are a number of established architectures, including 3D UNet [11], VNet [12], Attention UNet [13] and UNet++ [14].

For abdominal organ segmentation, one group of studies focused on single organ segmentation, such as liver and tumor segmentation [15], [16], and pancreas segmentation [17], [18]. In contrast, multi-organ segmentation poses more severe challenges due to complicated overall structures and complex organ-organ interactions. In [19], [20], Gibson et al. incorporated dilated convolutions and dense skip-connections [21] to segment abdominal organs. Some other studies proposed two-stage cascaded networks, by either using coarse-to-fine segmentation strategies [22], [23], [24], or focusing on the feature reuse [25]. Though these cascaded models offered advantages, they entailed high memory and computational overhead. Also, it is effort-demanding to tune the optimal architectures. To obtain an efficient model, Heinrich et al. [26] used sparse deformable convolutions to capture large spatial context.

2) Context Aggregation: One branch of work used conditional random fields (CRFs) to model contextual dependencies of local regions. The CRF is typically applied over class likelihood maps produced by FCNs. It encourages pixels which are nearby in position/intensity to be assigned the same semantic label. In [27], Kamnitsas et al. first extended the fully-connected CRF model [28] to 3D segmentation. Following that, several studies have employed the 3D fully-connected CRF for medical image segmentation and observed performance gains [29], [30]. However, the bilateral filter in the fully-connected CRF fails to model high-order contextual dependencies as it only constrains spatial and appearance consistency over local regions.

Other studies employed RNNs to model inherent contextual dependencies. Poudel et al. [31] recurrently integrated gated recurrent units (GRUs) into a 2D UNet architecture to segment left-ventricle in magnetic resonance images. Zhang et al. [32] combined bi-directional long short-term memory (LSTM) network with 2D UNet-like-architectures to conduct 3D segmentation. These studies used chain structured RNNs (i.e., 1D-RNNs) to exploit inter-slice context. To capture rich spatial dependencies over 2D image regions, chain structured RNNs have been extended to 2D-RNNs. Xie et al. [33] proposed a spatial clockwork RNN to model contextual dependencies over image patches for perimysium segmentation. Shuai et al. [34] placed a 2D-RNNs on top of a pretrained 2D FCN for scene segmentation. Medical images commonly encompass a third dimension, but 2D architectures are unable to enforce inter-slice consistency. Some previous work have explored the potentials of 3D-RNNs in medical image segmentation [35], [36]. However, due to extremely high computational costs, the 3D-RNNs are implemented on sub-volumes, thus have limited receptive fields.

3) Edge Detection: Studies have investigated different ways to incorporate boundary information into FCNs. Several work designed loss functions to explicitly penalize errors on the segmentation boundary. Anas et al. [37] used an exponential weighted loss assigning higher values to pixels adjacent to boundary. Karimi et al. [38] proposed loss functions derived from methods for estimating Hausdorff distance (HD), with the goal of directly reducing HD. More recently, Ma et al. [39] formulated the segmentation problem as a regression task of level set function, and used geodesic active contour as a supervision signal. However, these methods are not directly applicable to multi-organ segmentation due to expensive computational costs incurred by distance transform, and also semantic ambiguity between adjacent areas of different classes.

Another group of work introduced sub-networks that predict edge maps by exploiting intermediate layer features. In [40], [41], the authors used low-level features to learn edge representations that were then combined with subsequent layer features using attention gates. Zhou et al. [42] proposed to predict edge maps at the end of the network, which serves as auxiliary guidance for semantic segmentation. These studies aim to explicitly learn edge knowledge to optimize segmentation performance.

B. Contributions

In this paper, we propose a network architecture with four main components: shared encoder, edge detector, decoder with edge skip-connections (ESCs), and recurrent feature propagation head (RFP-Head), as illustrated in Fig. 2. The full architecture is trained end-to-end by back-propagation with volumetric CT images. The shared encoder successively aggregates semantic information. The designed RFP-Head is placed on top of the encoder to capture wide-range contextual dependencies over image regions by propagating and harvesting local features through directed graphs formulated
with recurrent connections. The RFP-Head processes the encoder output in an efficient manner and receives direct backpropagation gradients from the output loss function enabling effective optimization and fast convergence. On the other hand, the edge detector learns explicit edge priors tuned for semantic segmentation by exploiting the fine-grained and spatial invariant features from the shared encoder with edge supervision. The learned edge knowledge is then aggregated with multi-level decoder features by ESCs, allowing the intermediate layers to learn a hierarchy of discriminative features explicitly modeling complementarity between organs’ interiors and edges. Deep supervision [43] is used to aggregate multi-level discriminative features for segmentation predictions.

The main contributions of this paper can be summarized as follows:

- We incorporate wide-range contextual dependencies to 3D FCNs by recurrently propagating and harvesting local features through directed graphs in an efficient slice-wise manner, in respect of spatial arrangement of image elements.
- We learn a task-specific edge detector tuned for semantic segmentation in an end-to-end trainable network. Edge skip-connections aggregate the learned edge priors with multi-level features enabling sufficient modeling of complementary information.
- We conduct extensive experiments on two challenging multi-organ segmentation datasets. Experimental results show that our method outperforms several cutting-edge models, especially for the segmentation of small and complicated structures.

II. METHOD

As shown in Fig. 3, the proposed network consists of four parts: (a) shared encoder, (b) edge detector, (c) decoder, and (d) RFP-Head. They are trained end-to-end to optimize the semantic segmentation performance.

A. Encoder-Decoder Architecture

We use the encoder-decoder architecture as backbone for multi-organ segmentation. Each convolutional unit in our network comprises three functions: (1) a 3D convolution with a learned kernel, (2) a batch normalization layer, and (3) a rectified linear unit (ReLU) to enforce non-linearity. The encoder uses consecutive strided convolutional unit to compute hierarchical features, and the decoder gradually recovering the feature maps to the input resolution. We denote the encoder feature set as \( E = \{E^{(1)}, E^{(2)}, E^{(3)}, E^{(4)}\} \), and the decoder feature set as \( D = \{D^{(1)}, D^{(2)}, D^{(3)}, D^{(4)}\} \) (refer to Fig. 3 (a) and (c)).

The segmentation loss of the proposed network combines the cross-entropy loss and Dice loss [12], which is experimentally shown to be less sensitive to class imbalance:

\[
\begin{align*}
L_{D\text{ice}} &= 1 - \sum_{k} \sum_{i} \frac{2y_{k,i}\hat{y}_{k,i}}{\hat{y}_{k,i} + \hat{y}_{k,i}}, \\
L_{CE} &= -\sum_{k} \sum_{i} y_{k,i}\log(\hat{y}_{k,i}), \\
L_{seg} &= L_{D\text{ice}} + L_{CE},
\end{align*}
\]

where \( K \) denotes the number of classes; \( N \) denotes the total number of voxels. \( y_{k,i} \) and \( \hat{y}_{k,i} \) denotes the ground-truth and predicted probability of class \( k \) at voxel \( i \), respectively. The segmentation loss is imposed on both the decoder scores and final segmentation scores.

B. Recurrent Feature Propagation

In this section, we first elaborate the design of RFP-Module, the core building block of the RFP-Head, which consists of directed acyclic graphs (DAGs) that define the rules of feature propagation (see Fig. 4), and recurrent connections for computing hidden features (see Fig. 5). Then, we describe the workflow of our RFP-Head (see Fig. 3 (d)).

1) Directed Acyclic Graphs: Some studies have applied chain-structured graph to structurize feature maps by sweeping across rows and columns [44], [45]. However, the connectivity structure of image units is beyond chain. In other words, chain-structured graph loses spatial arrangement of image units, as the adjacent local features in image plane are not obligated to be neighbors in chain. In this study, we adopt undirected cyclic graphs (UCGs) to represent the connectivity structure of image units.

Due to the loopy property of UCGs, they are unable to be unfolded into acyclic computational graphs. Therefore, recurrent computation is not directly applicable to UCG-structured images. To address this issue, we approximate the topology of UCGs by a combination of four layers of directed acyclic graphs (DAGs). Namely, a UCG-structured image is represented as the combination of four DAG-structured images. We denote four layers of DAGs sweeping from four directions as \( G_{dr} \), \( G_{dl} \), \( G_{ur} \), and \( G_{ul} \) (see Fig. 4). For example, \( G_{dr} \) starts in the top-left vertex and scans down and right; \( G_{ul} \) starts in the bottom-right vertex and scans up and left, etc. All the layers are then added together to represent the connectivity of local neighborhood.

2) Recurrent Connections: The design of recurrent connections is applied in recurrent neural networks (RNNs) to equip the network with memory. In this paper, we formulate the DAG-structured images with recurrent connections to perform...
Fig. 3. The proposed network architecture. First, the shared encoder computes five feature maps with 16, 32, 64, 128 and 256 channels using strided convolutions and max-pooling operation. Second, the edge detector leverages both the 2nd and the 5th stage features to learn an edge representation. Third, the decoder gradually upsamples the features to the input resolution, where edge skip-connections (ESCs) propagate the edge representation to each decoder block. Fourth, the RFP-Head recurrently propagates feature vectors via directed acyclic graphs (DAGs) to compute hidden feature vectors. Finally, the likelihood logits generated by both the decoder and the RFP-Head are concatenated to output the segmentation logits.

Fig. 4. Decomposition of the undirected cyclic graph (UCG). The UCG is approximated by the combination of four directed acyclic graphs (DAGs), namely \( G_{dr}, G_{dl}, G_{ur} \) and \( G_{ul} \). For instance, the \( G_{dr} \) starts from top-left and scans down and right.

Fig. 5. Flowchart of the proposed RFP-Module. The RFP-Module computes hidden features that capture wide-range dependencies in an efficient manner. First, the feature \( E^{(5)} \) is split into \( D \) feature maps, which are then input to the RFP-Module. Second, the RFP-Module propagates the feature vectors \( f^{(vi)} \) via directed acyclic graphs (DAGs) with recurrent connections, to compute hidden feature vectors \( h^{(vi)} \). Finally, all hidden feature maps are concatenated to constitute the feature \( H \). For clarity, the recurrent connections are shown in 1D here.

context aggregation. Specifically, as shown in Fig. 5, we denote \( v_i \) as the vertex at position \( i \). We denote feature vector of \( v_i \) as \( f^{(vi)} \), and hidden activation as \( h^{(vi)} \). The forward propagation of DAG-structured image is formulated as follows:

\[
\hat{h}^{(vi)} = \sum_{v_t \in \mathcal{P}_G(v_i)} h^{(v_t)} , \\
h^{(vi)} = g(U f^{(vi)} + W \hat{h}^{(vi)} + b),
\]  

(2)

where \( \mathcal{P}_G(v_i) \) is the direct predecessor set of \( v_i \) in graph \( G \). \( \hat{h}^{(vi)} \) summarizes the information of the predecessors of \( v_i \). The weight matrices \( U, W \) are shared across predecessors in \( \mathcal{P}_G(v_i) \). \( b \) is a learnable bias vector. \( g(\cdot) \) is a nonlinear activation function (we use ReLU).

3) Recurrent Feature Propagation Head: In this section, we describe the pipeline of the RFP-Head for embedding context into local features (see Fig. 3 (d)). The RFP-Head receives input from the final layer of the shared encoder. Its workflow mainly comprises the following steps (see the flowchart in Fig. 5).

We denote the input features and corresponding hidden features as \( E^{(5)}, H \in \mathbb{R}^{C \times H \times W \times D} \), where \( C \) denotes the number of channels and \( H \times W \times D \) denotes the spatial resolution. Instead of directly using 3D-RNNs to process the whole 3D feature maps in cuboid order which is time-consuming (discussed below) and can create overlapping contexts [35], we employ \( D \) layers of UCG to independently perform context aggregation over \( D \) feature maps. This design can be effective and amenable based on the insight that each of the \( D \) feature maps from \( E^{(5)} \) has a large 3D receptive field thus capturing rich intra- and inter-slice contexts, critical for modeling contextual dependencies. In addition, it can be more efficient and suffers less from redundant contexts via the use of independent UCG-layers. In our practice, first, the feature \( E^{(5)} \) is split into \( D \) feature maps. Second, these feature maps are iteratively input to the RFP-Module. Third, the RFP-Module propagates the feature vectors \( f^{(vi)} \) via DAGs with recurrent connections, to compute hidden feature vectors \( h^{(vi)} \) (refer to the RFP-Module in Fig. 5 and Equation (2)).
Fourth, the $D$ hidden maps generated by the RFP-Module are concatenated to reconstruct the hidden features $H$. Note that we use independent weight matrices for each of the $D$ feature maps. To facilitate gradient propagation, we introduce a residual connection producing the final enhanced features (see Fig. 3 (d)), which are passed through a $1 \times 1 \times 1$ convolution to generate the likelihood logits that capture wide-range context, beneficial for semantic segmentation.

In comparison with previous literature that used 3D-RNNs for volumetric medical image segmentation [35], [36], our RFP-Head has multiple advantages. First, our RFP-Module entails less computational costs by computing hidden features in an efficient manner. Given dimension $d$, the $d$-dimensional RNNs require $2^d$ hidden layers starting in every corner of the feature maps and scanning in opposite directions. Thus 3D-RNNs generally compute eight hidden layers scanning through volumes, with a computational cost of $c' \cdot 2^d \cdot (H \cdot W \cdot D)$. In contrast, our RFP-Module iteratively processes the $D$ feature maps, thus with a computational cost of $c \cdot 2^d \cdot (H \cdot W) \cdot D$. $c$ and $c'$ denote computational costs of recurrent connections which grow linearly as cardinality of the direct predecessor set, thus $c < c'$. In such a way, our design requires at least two times less computational costs allowing the efficient processing of 3D feature maps.

Second, our RFP-Head can effectively capture rich contextual dependencies. As the $D$ feature maps are from the final layer of the encoder, each of them aggregates rich intra- and inter-slice semantic information. By propagating and harvesting local features through DAGs, our RFP-Head can naturally model rich spatial dependencies over image regions, taking account of spatial arrangement of image units. Furthermore, our RFP-Head receives direct back-propagation gradients from the output loss function, which enables effective parameter optimization and fast convergence.

C. Edge Knowledge Integration

1) Edge Feature Extraction: The task-specific edge detector exploits the intermediate features in encoder, to learn robust edge priors tuned for semantic segmentation. Considering the output quality and computation efficiency, we integrate $E^{(2)}$ and $E^{(5)}$ to provide effective edge representation. The low-level $E^{(2)}$ is capable to provide local edge information, while the high-level feature $E^{(5)}$ has the largest receptive field thus is more spatial invariant, which can provide rough yet robust understanding of organ structures.

To be specific, we first apply a convolutional unit to contract the channel number of the $E^{(5)}$ and upscale it by a factor of eight (see Fig. 3 (b)). Then, the adapted $E^{(5)}$ and the $E^{(2)}$ are added together. We use two consecutive convolutional units with $3 \times 3 \times 3$ kernel size to encode the edge representation $F_{edge}$. A convolutional unit with kernel size of $1 \times 1 \times 1$ and one output channel is applied to yield the edge likelihood maps. Some representative edge maps are illustrated in Fig. 6.

The edge detection learning process is supervised by the reference edge maps $P$. Specifically, we apply Canny detector [46] on segmentation ground-truth to delineate edges of different organs (see the third column in Fig. 6). In the training process, there exists severe class imbalance problem between the background and organ edges. Namely, the background class occupies large percentage of voxels, while the edge class is relatively rare. In order to mitigate this problem, we introduce a weighted binary cross-entropy loss $L_{edge}$:

$$L_{edge} = -\frac{1}{N} \left[ \sum_{i \in P_+} \alpha \log (\tilde{p}_i) + \sum_{i \in P_-} (1 - \alpha) \log (1 - \tilde{p}_i) \right],$$

(3)

where $N$ is the total number of voxels in the $P$; $P_+$ and $P_-$ denote the edge and background voxel set, respectively; $\tilde{p}_i$ is the edge probability at voxel $i$; $\alpha$ is a weight scalar. We denote the number of edge voxels as $|P_+|$ and background voxels as $|P_-|$. The weight scalar $\alpha$ is calculated by $\frac{|P_+|}{|P_+|+|P_-|}$ and assigned to the loss term for edge class. By doing so, the edge class reasonably has a larger weight than the background class, thus gains more attention, resulting in more distinct edge representation for semantic segmentation.

2) Edge Skip-Connections: After obtaining the $F_{edge}$, we aim to use the edge knowledge to guide the segmentation predictions. One straightforward way is to combine the $F_{edge}$ with the final decoder feature $D^{(5)}$. However, we argue that better performance can be obtained by fusing the edge feature with multi-level decoder features. Here, we introduce the edge skip-connections (ESCs) to propagate the $F_{edge}$ to multi-level decoder blocks, enabling the edge feature streams to work at different resolutions. Specifically, at each decoder block, previous feature $D^{(s+1)}$ is merged with the edge feature $F_{edge}$ propagated by ESCs, and the same-scale encoder feature $E^{(s)}$, yielding the decoder feature maps $D^{(s)}$ (see Fig. 7). $s$ indicates the stage of decoder block. Such ESCs explicitly
aggregates edge priors to multi-level decoder features, which is beneficial to learn a hierarchy of features explicitly modeling complementarity between organs’ interiors and edges.

To improve discrimination capability of multi-level features, deep supervision is further added at each decoder blocks. Specifically, each decoder feature is processed by a convolution with $1 \times 1 \times 1$ kernel size and $K$ output channels generating the intermediate segmentation likelihood logits, namely side-output. $K$ is the number of classes. All side-outputs are concatenated together to jointly determine the final segmentation predictions (see Fig. 3 (c)).

### III. Experimental Methods

#### A. Datasets

We use 90 CT scans from two public multi-organ datasets: 43 scans from the Pancreas-CT dataset [47] and 47 scans from the Beyond the Cranial Vault (BTCV) segmentation challenge\(^1\). Both of the datasets consist of eight manually labeled organs provided by [20], including: spleen (Spl.), left kidney (L. Kid.), gallbladder (Gallb.), esophagus (Esoph.), liver (Liv.), stomach (Stom.), pancreas (Panc.) and duodenum (Duod.). The CT scans have transversal resolutions of $512 \times 512$ pixels with pixel sizes from $0.6 \sim 0.9$ mm and slice thickness between $0.5 \sim 5.0$ mm.

#### B. Evaluation Metrics

The metrics employed to quantitatively evaluate the segmentation accuracy included Dice similarity coefficient (DSC), average symmetric surface distance (ASSD), and symmetric 95% Hausdorff distance (95HD) [48]. DSC measures the relative volumetric overlap between the predicted and reference segmentations. ASSD determines the average distance between the surfaces of the predicted and reference segmentations in 3D. 95HD is similar to ASSD but more sensitive to the localized disagreement as it determines the $95th$ percentile of all calculated Hausdorff distances. Four-fold cross-validation was conducted to evaluate the segmentation performance. A better segmentation shall have smaller ASSD and 95HD, and larger value of DSC metric.

\(^1\)https://www.synapse.org/#!Synapse:syn3193805

#### C. Implementation Details

All CT volumes were resampled to the size of $160 \times 160 \times 64$. The intensity values were clipped to an interval of $[-250, 200]$ HU, and then normalized to zero mean and unit variance. During training, random rotation and random flipping were applied for data augmentation.

The segmentation model was implemented on the open source platform PyTorch. Gradient updates were computed using the mini-batch size of two samples. The model was trained using batch normalization, deep supervision [43] and the Adam optimizer with weight decay of $3e-4$. The base learning rate $lr_b$ was set as $1e-3$. The total number of training epochs was 400. We used a “poly” learning rate decay strategy, where the current learning rate $lr_c$ depended on the $lr_b$ and a scale factor related to the training epochs: $lr_c = lr_b \times (1 - \frac{\text{epoch}}{\text{total epochs}})^{0.9}$. All experiments were conducted on a NVIDIA RTX 2080 Ti GPU with 11 GB memory.

#### D. Comparison with Existing Models

We compared the segmentation performance of the proposed network to those of seven deep-learning-based models, including two baseline models [11], [12], two well-established models for medical image segmentation [13], [14], and three state-of-the-art abdominal organ segmentation models [25], [49], [20].

1) Baseline Models:

- UNet [11]: is an encoder-decoder architecture with skip connections.
- VNet [12]: can be seen as a variant of the UNet architecture with block-wise residual connections [50].

2) Well-established Medical Image Segmentation Models:

- AttentionUNet [13]: integrates attention gates into the UNet model, which filter features propagated through the skip-connections\(^2\).
- UNet++ [14]: is an ensemble of UNets with varying depths, which share the same encoder but have their own decoders and consists of densely connected skip-connections\(^3\).

3) State-of-the-art Organ Segmentation Models:

- CascadedVNet [25]: is a cascaded network, which introduces extra block-wise skip-connections between two cascaded VNets and uses stacked and inception-like convolutions at encoder blocks\(^4\).
- TransUNet [49]: is a recent work that combines Transformer [51] and UNet [10] for 2D medical image segmentation. Specifically, the TransUNet introduces global

\(^2\)We implemented the AttentionUNet using the publicly available implementation (https://github.com/ozan-oktay/Attention-Gated-Networks).

\(^3\)We implemented the UNet++ based on the publicly available implementation (https://github.com/MrGiovanni/UNetPlusPlus).

\(^4\)We re-implemented the CascadedVNet based on the VNet backbone (https://github.com/faustomilletari/VNet). Supervision signals were imposed on both of the first and second stage networks.
contexts into the encoder via the usage of 12 Vision Transformers (ViT) layers [52]³.
- DenseVNet [20]: is based on the VNet architecture but additionally incorporates batch-wise spatial dropout, dense feature stacks, dilated convolutions and a spatial prior for abdominal organ segmentation⁶.

We sufficiently implemented and trained all comparing models.

E. Analytical Ablation Study

We further conducted ablation analyses to investigate the efficacy of our architecture designs.

1) Effect of Devised Components: To isolate and quantify the contribution of each component of the proposed architecture, we conducted a series of ablation experiments, wherein we altered key designs of the architecture: edge detection sub-network (ED), edge skip-connections (ESCs) and recurrent feature propagation head (RFP-Head).

2) Different Number of DAGs: We compared variants of our RFP-Head, each of which used different number of DAGs (i.e., 0, 1, 2, 4 DAGs) to approximate the UCG. Note that the segmentation network didn’t have context aggregation module in the case where no DAG was used.

3) Different Number of Edge Skip-connections: To investigate the effective design of the ESCs, we varied the number of ESCs to be 0, 1, 2 or 4. Note that in the one ESC setting, the edge features were propagated to the final decoder block; where in the two ESCs setting, the edge features were propagated to the last two decoder blocks.

4) Neighborhood Connectivity of UCG: To explore the impact of neighborhood connectivity, we conducted experiments using RFP-Head with UCG of four and eight neighborhood system (refer to Fig. 8). Comparing to the $G_{dr}^4$, the $G_{dr}^8$ incorporated additional diagonal connections.

IV. RESULTS AND DISCUSSION

A. Comparison with Existing Models

Table I reports the numerical results of all methods. The average Dice scores across all organs of the UNet and VNet baselines are 81.1% and 79.8%, respectively. Note that we used the same abdominal CT dataset as the DenseVNet [20]. The average Dice score reported in [20] is 81.5%, while our re-implementation result is 81.6%.

As shown in Table I, the proposed network consistently outperformed other comparing models on almost all the metrics. Specifically, our network yielded higher Dice values for each organ than those of state-of-the-art models, and excluding the left kidney (discussed below), the proposed network yielded lower ASSD and 95HD values than others’. Our network achieved an overall average Dice value of 83.4%, exceeding UNet by 2.3%, VNet by 3.6%, AttentionUNet by 1.3%, UNet++ by 1.1%, TransUNet by 1.5%, CascadedVNet by 2.0%, and DenseVNet by 1.8%. Consistent performance gains can also be observed via the metrics of ASSD (1.03 \text{mm}) and 95HD (5.40 \text{mm}). Note that the overall improvement achieved by our network on all three evaluation metrics are statistically significant (see the last column in Table I).

The most recently proposed TransUNet [49] for abdominal organ segmentation achieved a comparable overall average Dice value of 81.9%, but with significant performance drops comparing to the proposed network in ASSD (3.03 \text{mm} vs. 1.03 \text{mm}) and 95HD (13.25 mm vs. 5.40 mm). The TransUNet employs 2D UNet as backbone and incorporates vision transformers (ViT) [52] into the encoder. The performance drop in ASSD and 95HD may because: (1) The 2D convolution kernels cannot enforce inter-slice consistency, which is critical to volumetric organ segmentation where the locations and shapes of organs are relatively structured. (2) The patch-based ViT leads to the loss of spatial resolution. Here, we argue that 3D network architectures are more suitable for volumetric organ segmentation.

Importantly, the proposed network attained statistically significant improvement for the small and complicated structures (e.g., gallbladder, esophagus, stomach, pancreas, and duodenum) over state-of-the-art methods. The improvement of Dice values are statistically significant in 7/7 comparisons for the stomach and pancreas, 6/7 comparisons for the gallbladder (except the TransUNet) and esophagus (except CascadedVNet), and 5/7 comparisons for the duodenum (except the AttentionUNet and UNet++). These organs are either small in size (gallbladder and esophagus) or have large shape variability (stomach, pancreas, and duodenum). The esophagus, stomach and duodenum are from the gastrointestinal tract which are anatomically connected, and they often contains bowel gas which leads to dark areas in CT images. Better segmentation accuracies for these organs demonstrate the efficacy of the proposed network. Qualitative comparison between the proposed network and all seven comparisons are presented in Fig. 9.

For left kidney, the proposed network got higher Dice values than others did, and a marginal 0.2 mm performance drop in ASSD comparing to AttentionUNet (not statistical significant). The 95HD values had higher variability, thus our value got a larger difference (1.57 mm) comparing to AttentionUNet but with no statistical significance.

![UCG(4) $G_{dr}^4$ UCG(8) $G_{dr}^8$](image)

Fig. 8. UCGs with 4 and 8 neighborhood system and their induced DAGs scanning down and right. Comparing to the $G_{dr}^4$, the $G_{dr}^8$ incorporates additional diagonal connections.
Fig. 9. Qualitative illustration of predicted segmentations in axial view. The overall average DSC (%) and ASSD (mm) of predicted volumetric segmentations are provided at the bottom of each sample. The white arrows indicate areas that our method achieved satisfactory performance. The following organs are displayed above: pancreas (red), duodenum (purple), stomach (orange), liver (cyan), left-kidney (blue), gallbladder (green) and spleen (magenta).
TABLE I
QUANTITATIVE COMPARISON BETWEEN OUR METHOD AND OTHER CUTTING-EDGE METHODS ON THE ABDOMINAL MULTI-ORGAN SEGMENTATION DATASET. VALUES IN BOLDFACE DENOTE THE BEST RESULTS.

| Methods        | Spl. L. Kid. Gallb. Esoph. Liv. Stom. Panc. Duod. All |
|----------------|--------------------------------------------------------|
| UNet [11]      | 91.9 \(\pm\) 13.1\%                                   |
| VNet [12]      | 91.5 \(\pm\) 13.8\%                                   |
| Attention/UNet [13] | 93.3 \(\pm\) 13.4\%                                   |
| UNet+ [14]     | 92.5 \(\pm\) 13.6\%                                   |
| TransUNet [49] | 94.2 \(\pm\) 13.5\%                                   |
| CascadedVNet [25] | 92.1 \(\pm\) 13.9\%                                   |
| DenseVNet [20] | 93.4 \(\pm\) 13.7\%                                   |
| Proposed       | 94.2 \(\pm\) 13.9\%                                   |

Average symmetric surface distance (mean\(\pm\) std, mm)

| Methods        | Spl. L. Kid. Gallb. Esoph. Liv. Stom. Panc. Duod. All |
|----------------|--------------------------------------------------------|
| UNet [11]      | 1.69 \(\pm\) 0.07\%                                   |
| VNet [12]      | 2.83 \(\pm\) 0.15\%                                   |
| Attention/UNet [13] | 1.16 \(\pm\) 0.19\%                                   |
| UNet+ [14]     | 1.32 \(\pm\) 0.14\%                                   |
| TransUNet [49] | 2.70 \(\pm\) 0.96\%                                   |
| CascadedVNet [25] | 0.80 \(\pm\) 0.12\%                                   |
| DenseVNet [20] | 1.00 \(\pm\) 0.18\%                                   |
| Proposed       | 0.69 \(\pm\) 0.03\%                                   |

95% Hausdorff distance (mean\(\pm\) std, mm)

| Methods        | Spl. L. Kid. Gallb. Esoph. Liv. Stom. Panc. Duod. All |
|----------------|--------------------------------------------------------|
| UNet [11]      | 10.18 \(\pm\) 0.37\%                                   |
| VNet [12]      | 13.89 \(\pm\) 0.50\%                                   |
| Attention/UNet [13] | 9.79 \(\pm\) 0.79\%                                   |
| UNet+ [14]     | 7.22 \(\pm\) 0.21\%                                   |
| TransUNet [49] | 13.35 \(\pm\) 0.85\%                                   |
| CascadedVNet [25] | 5.04 \(\pm\) 0.35\%                                   |
| DenseVNet [20] | 6.51 \(\pm\) 0.70\%                                   |
| Proposed       | 3.56 \(\pm\) 0.51\%                                   |

\* indicates the results are statistically different with ours (p-value\(<\)0.05).

B. Analytical Ablation Study

1) Effect of Devised Components: Table II lists the quantitative results of ablation analyses. The proposed network had higher Dice values than other comparisons for all organs, and lower average ASSD (1.03 mm) and 95HD (5.40 mm). Comparing to the baseline, adding the edge detection sub-network (ED) and edge skip-connections (ESCs) brought 1.2% performance gain in Dice, and adding the RFP-Head brought 1.4% improvement. Eliminating the ED and ESCs yielded a loss in accuracy by all metrics, where the largest loss in Dice value was for the pancreas (from 78.1% to 76.0%). Eliminating the RFP-Head yielded less accurate segmentation for most organs, where the performance drop in overlap mainly came from the gallbladder and esophagus (the smallest organs), and duodenum (the least accurate organ). The results in Table II demonstrate the merits of the architecture designs, among which the ESCs enable learning a hierarchy of discriminative features, and the RFP-Head computes long-term context for the better segmentation.

2) Different Number of DAGs: Table III shows quantitative comparison of RFP-Head with different number of DAGs. As seen, only incorporating 1 DAG in our RFP-Head boosted the average Dice by 0.6%, demonstrating the usefulness of context aggregation. By including 2 DAGs in our RFP-Head, there had a substantial improvement in Dice value (1.4%) comparing to the no DAG variant. By using 4 DAGs, the results can still be improved but with small rate of increase comparing to the variant with 2 DAGs. This implies that DAGs sweeping from different directions may somewhat overlap in context aggregation, and incorporating more DAGs would have minimal impact.

3) Different Number of Edge Skip-connections: Table IV shows quantitative comparison of different number of edge skip-connections. It can be observed that integrating edge features at each decoding blocks achieved the overall best performance. Simply fusing the edge features at full resolution scale (i.e., 1 ESCs) had minimal impact, but including another connection at 1/2 scale (i.e., 2 ESCs) further improved the performance. These results demonstrate the effectiveness of enabling multiple edge feature streams to work at different resolutions.

4) Neighborhood Connectivity of UCG: Table V reports quantitative comparison of RFP-Head with four and eight connected neighborhood. Introducing UCG(8) brought modest performance gain in ASSD (0.11 mm) and 95HD (0.13 mm). However, there was no improvement in Dice value. This shares the same insight discussed above that the recurrent propagation of feature vectors are somewhat overlapping, thus introducing too many propagation paths would not bring significant improvement. Note that the UCG(8)’s improvement on ASSD and 95HD was at the expense of memory overhead and computational time. Therefore, in this paper, we use the RFP-Head with UCG of four connected neighbors in all experimental settings.
TABLE II
ABLATION ANALYSES OF THE PROPOSED NETWORK ARCHITECTURE. VALUES IN BOLDFACE DENOTE THE BEST RESULTS.

| Modules | Spl. | L. Kid. | Gallb. | Esoph. | Liv. | Stom. | Panc. | Duod. | All |
|---------|------|--------|--------|--------|------|-------|-------|-------|-----|
| Backbone | ED | ESCs | RFP |
| ✓ | ✓ | ✓ | 91.9 ± 1.4 | 91.6 ± 1.8 | 71.1 ± 2.6 | 72.4 ± 1.5 | 95.4 ± 4.8 | 86.5 ± 2.6 | 74.6 ± 3.0 | 65.1 ± 5.6 | 81.1 ± 10.8 |
| ✓ | ✓ | ✓ | 92.8 ± 1.6 | 91.2 ± 1.7 | 72.2 ± 2.7 | 72.3 ± 2.7 | 95.2 ± 5.2 | 88.0 ± 2.5 | 75.7 ± 1.6 | 65.1 ± 5.0 | 81.6 ± 10.8 |
| ✓ | ✓ | ✓ | 93.9 ± 1.6 | 91.5 ± 1.9 | 72.6 ± 2.3 | 73.5 ± 2.1 | 95.6 ± 4.5 | 88.3 ± 2.7 | 77.1 ± 2.6 | 65.5 ± 5.7 | 82.3 ± 10.7 |
| ✓ | ✓ | ✓ | 94.0 ± 1.6 | 91.7 ± 1.9 | 73.2 ± 2.1 | 73.4 ± 2.5 | 95.7 ± 4.4 | 89.1 ± 2.0 | 76.0 ± 2.1 | 67.0 ± 1.5 | 82.5 ± 10.5 |
| ✓ | ✓ | ✓ | 94.2 ± 1.4 | 92.4 ± 1.9 | 74.5 ± 2.7 | 74.8 ± 2.7 | 95.7 ± 4.4 | 89.3 ± 2.1 | 78.1 ± 1.7 | 67.9 ± 1.4 | 83.4 ± 8.0 |

Backbone is the 3D UNet. ED denotes edge detection sub-network; ESCs denotes edge skip-connections; RFP denotes recurrent feature propagation head.

TABLE III
QUANTITATIVE COMPARISON OF RFP-HEAD WITH DIFFERENT NUMBER OF DAGS. VALUES IN BOLDFACE DENOTE THE BEST RESULTS.

| # DAGs | DSC (%) | ASSD (mm) | 95HD (mm) |
|--------|---------|-----------|-----------|
| 0 DAGs | 81.7 ± 0.7 | 1.22 ± 0.07 | 6.53 ± 2.27 |
| 1 DAGs | 82.3 ± 0.12 | 1.21 ± 0.22 | 6.44 ± 4.41 |
| 2 DAGs | 83.1 ± 0.10 | 1.15 ± 0.09 | 5.70 ± 4.81 |
| 4 DAGs | 83.4 ± 0.10 | 1.03 ± 0.22 | 5.40 ± 2.81 |

TABLE IV
QUANTITATIVE COMPARISON OF DIFFERENT NUMBER OF EDGE SKIP-CONNECTIONS. VALUES IN BOLDFACE DENOTE THE BEST RESULTS.

| # ESCs | DSC (%) | ASSD (mm) | 95HD (mm) |
|--------|---------|-----------|-----------|
| 0 ESCs | 82.1 ± 0.4 | 1.15 ± 0.09 | 6.67 ± 2.26 |
| 1 ESCs | 82.3 ± 0.17 | 1.14 ± 0.07 | 6.26 ± 3.4 |
| 2 ESCs | 83.1 ± 0.10 | 1.14 ± 0.09 | 6.17 ± 4.81 |
| 4 ESCs | 83.4 ± 0.10 | 1.03 ± 0.22 | 5.40 ± 2.81 |

V. CONCLUSION

Automatic multi-organ segmentation in CT is an extremely challenging task, due to the issues of low tissue contrast in CT and complicated internal structures in abdomen. The proposed method provides an effective solution for this significant clinical problem. The improved performance can be attributed to the edge detector, edge skip-connections and recurrent feature propagation head. The RFP-Head propagates and harvests local features through directed acyclic graphs in an efficient slice-wise manner capturing rich contextual dependencies in respect of spatial arrangement, complementing with the small convolution kernels in FCNs. The edge detector learns edge priors specifically tuned for semantic segmentation, which are propagated by ESCs to multi-level decoder features to learn a hierarchy of discriminative features. We have evaluated the proposed network on two challenging abdominal CT datasets with eight annotated organs. The proposed network outperforms state-of-the-art networks and achieves statistically significant results for challenging small and complicated structures, including gallbladder, esophagus, stomach, pancreas, and duodenum.

REFERENCES

[1] B. Van Ginneken, C. M. Schafer-Prokop, and M. Prokop, “Computer-aided diagnosis: how to move from the laboratory to the clinic,” Radiology, vol. 261, no. 3, pp. 719–732, 2011.
[2] H. Tang, X. Chen, Y. Liu, Z. Lu, J. You, M. Yang, S. Yao, G. Zhao, Y. Xu, T. Chen et al., “Clinically applicable deep learning framework for organs at risk delineation in ct images,” Nature Machine Intelligence, vol. 1, no. 10, pp. 480–491, 2019.
[3] A. Graves, S. Fernández, and J. Schmidhuber, “Multi-dimensional recurrent neural networks,” in International conference on artificial neural networks. Springer, 2007, pp. 549–558.
[4] X. Zhang, J. Tian, K. Deng, Y. Wu, and X. Li, “Automatic liver segmentation using a statistical shape model with optimal surface detection,” IEEE Transactions on Biomedical Engineering, vol. 57, no. 10, pp. 2622–2626, 2010.
[5] J. J. Cerrolaza, M. Reyes, R. M. Summers, M. Á. González-Ballester, and M. G. Lingurar, “Automatic multi-resolution shape modeling of multi-organ structures,” Med. Image Anal., vol. 25, no. 1, pp. 11–21, 2015.
[6] T. Tong, R. Wolz, Z. Wang, Q. Gao, K. Misawa, M. Fujiiwara, K. Mori, J. V. Hajnal, and D. Rueckert, “Discriminative dictionary learning for abdominal multi-organ segmentation,” Med. Image Anal., vol. 23, no. 1, pp. 92–104, 2015.
based model for semantic segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, 2016, pp. 41–48.

[46] J. Canny, “A computational approach to edge detection,” IEEE Transactions on pattern analysis and machine intelligence, no. 6, pp. 679–698, 1986.

[47] H. R. Roth, L. Lu, A. Farag, H.-C. Shin, J. Liu, E. B. Turkbey, and R. M. Summers, “Deeporgan: Multi-level deep convolutional networks for automated pancreas segmentation,” in MICCAI 2015. Springer, 2015, pp. 556–564.

[48] Y. Wang, H. Dou, X. Hu, L. Zhu, X. Yang, M. Xu, J. Qin, P.-A. Heng, T. Wang, and D. Ni, “Deep attentive features for prostate segmentation in 3d transrectal ultrasound,” IEEE Transactions on Medical Imaging, vol. 38, no. 12, pp. 2768–2778, 2019.

[49] J. Chen, Y. Lu, Q. Yu, X. Luo, E. Adeli, Y. Wang, L. Lu, A. L. Yuille, and Y. Zhou, “Transunet: Transformers make strong encoders for medical image segmentation,” arXiv preprint arXiv:2102.04306, 2021.

[50] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in CVPR, 2016, pp. 770–778.

[51] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances in neural information processing systems, 2017, pp. 5998–6008.

[52] A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai, T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” arXiv preprint arXiv:2010.11929, 2020.