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Short abstract

Cluster analysis is used to generate a set of 30 weather patterns which represent variability within different phases of the Indian climate. Weather pattern variants are evident within the active monsoon, break monsoon, retreating monsoon and western disturbances. These weather pattern variants are useful when it comes to identifying periods most susceptible to high impact weather within a large-scale regime, such as identifying the most flood prone periods within the active monsoon, and have potentially many forecasting applications.

Abstract

This study utilises cluster analysis to produce sets of weather patterns for the Indian subcontinent. These patterns have been developed with future applications in mind; specifically relating to the occurrence of high impact weather and meteorologically-induced hazards such as landslides. The
Weather patterns are also suited for use within probabilistic medium- to long-range weather pattern forecasting tools driven by ensemble prediction systems. A total of 192 sets of weather patterns have been generated by varying the parameter which is clustered, the spatial domain and the number of weather patterns. Non-hierarchical k-means clustering was applied to daily 1200 UTC ERA-Interim reanalysis data between 1979 and 2016 using pressure at mean sea level (PMSL) and \( u \)- and \( v \)-component winds at 10-m, 925-hPa and 850-hPa. The resultant weather pattern sets (clusters) were analysed for their ability to represent the main climatic precipitation patterns over India using the explained variation score. Weather patterns generated using 850-hPa winds are among the most representative, with 30 patterns being enough to represent variability within different phases of the Indian climate. For example, several weather pattern variants are evident within the active monsoon, break monsoon and retreating monsoon. There are also several variants of weather patterns susceptible to western disturbances. These weather pattern variants are useful when it comes to identifying periods most susceptible to high impact weather within a large-scale regime, such as identifying the most flood prone periods within the active monsoon. They hence have potentially many forecasting applications.
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### 1. Introduction

This study uses cluster analysis to define a set of representative weather patterns for the Indian subcontinent. These weather patterns represent all the main monsoonal and non-monsoonal circulation types which occur throughout the year and are tested against their ability to explain precipitation variability. A weather pattern can be described as one of many circulation types over a
defined region (e.g. the Indian subcontinent or smaller regional area) which differs in its characteristics from other weather patterns over the same region and can vary on a daily basis. The term weather regimes can also be used to describe a defined circulation type, where weather regimes are typically larger in scale, fewer in number, and persist for more days than weather patterns. Large-scale weather regimes over India follow a relatively predictable evolution throughout the course of the year, driven predominantly by the onset and retreat of the Asian summer monsoon (Annamalai et al., 1999; Islam et al., 2018). This study will investigate circulation variability within each of these large-scale weather regimes, with the aim of identifying the sub-weekly weather patterns responsible for the within-regime precipitation variability.

Cluster analysis is an established and effective statistical method used across a range of scientific disciplines for identifying natural groups or clusters within a sample of data (Andenberg, 1973). It is particularly suited to clustering weather and climate data with a range of applications; for example, clustering air trajectories over the UK and relating the resulting groups to air quality (Dorling et al., 1992); clustering 500-hPa pressure fields to reproduce four dominant large-scale winter weather regimes over Europe (Bao and Wallace, 2015) and clustering reanalysis data for a range of parameters over the United States and relating the resultant patterns to historical changes in precipitation (Prein et al., 2016). Cluster analysis has also been used within weather forecasting applications. For example, Molteni et al. (1996) show how clustering of Numerical Weather Prediction (NWP) ensemble members was used in early ensemble forecast products at the European Centre for Medium Range Weather Forecasts (ECMWF). More recently, clustering of NWP ensemble members has been achieved by objectively assigning forecast members to the closest matching weather pattern definition (generated through cluster analysis), enabling probabilistic weather pattern forecasts to be produced (Neal et al., 2016). Clustering NWP ensemble forecast members in this way has the benefit that
assumptions can be made about the weather conditions or weather impacts expected based on the characteristics associated with each forecast weather pattern. This enables probabilistic weather pattern forecasts to be used within specific end-user applications, for example relating forecasts of particular weather patterns to the risk of coastal flooding (Neal et al. 2018).

This study applies a non-hierarchical k-means clustering algorithm to daily gridded reanalysis fields from ERA-Interim (Dee et al., 2011) covering the period from 1979 to 2016. In total, 192 sets of weather patterns were produced by varying the parameter clustered, the domain used for clustering, and the number of clusters produced. Emphasis was placed on the ability of different weather pattern sets to represent variability in precipitation, which is one of the most important meteorological parameters to consider within the Indian climate for a number of reasons. India is heavily reliant on rainfall for agriculture (Gadgil and Gadgil, 2006). It also experiences significant impacts from flooding, such as the Kerala floods in August 2018 (Mishra and Shah, 2018), and rainfall induced hazards, such as the numerous landslides which occurred in the state of Uttarakhand (northern India, on the western border with Nepal) during June 2013 (Martha et al., 2015). Many of the weather pattern domains tested in this study focus particularly on two landslide prone regions of India: Darjeeling District (a Himalayan region in the northern most part of the state of West Bengal, north-east India) and Nilgiris District (a hilly region in the north-western most part of the state of Tamil Nadu, southern India).

Previous studies to use cluster analysis for the generation of European weather patterns focus on clustering gridded pressure fields. These include Fereday et al. (2008), who created a set of 10 weather regimes for each two-month period throughout the year; Ferranti et al. (2015), who created a set of four weather regimes which are valid over the whole year; and Neal et al. (2016), who created a
set of 30 weather patterns centred over the UK, also valid over the whole year. Several previous
studies over India have focussed on identifying dominant rainfall patterns by clustering rainfall
observations during the monsoon season (June though to September). For example, Bedi and Bindra
(1980) identified 15 dominant rainfall patterns which represent 72% of the total variance in monsoon
rainfall by applying principal components analysis (PCA) to rainfall data from 70 gauges covering
India over a 60 year period. Gadgil et al. (1993) identified seven dominant rainfall patterns which
represent between 50 and 60% of the total variance in monsoon rainfall by applying PCA to rainfall
data from 138 gauges covering India over an 87 year period; they also identified between 11 and 31
coherent rainfall zones throughout the monsoon period which are useful for understanding rainfall
variability at different spatial scales. Lastly, Krishnamurthy and Shukla (2000) applied PCA to rainfall
data from 3700 gauges covering India over a 70 year period to analyse intraseasonal and interannual
variations in monsoon rainfall. In results relevant to this study they found that the main intraseasonal
variability of monsoon rainfall is characterised by the occurrence of active and break periods.

More recently, studies over India have looked at the large-scale circulation and then related this back
to rainfall. For example, Chattopadhyay et al. (2008) investigated the summer monsoon intraseasonal
oscillation (ISO) using a pattern recognition technique known as self-organising maps (SOMs). This
technique used six daily large-scale circulation indices derived from the NCEP-NCAR reanalysis
(Kalnay et al., 1996). A set of 81 and 9 weather patterns (nodes) were identified using a $9 \times 9$ and $3 \times
3$ lattice respectively. The resultant 9 patterns included three active monsoon types, three break
monsoon types and three normal state types. It was shown that the weather patterns related very
strongly to the rainfall ISO even though the SOM input indices were representative of the large-scale
circulation. Islam et al. (2018) also applied the SOMs technique to NCEP-NCAR reanalysis data, but
this time for identifying the full seasonal cycle across South Asia. SOMs were applied separately to
five near-surface variables (wind, precipitation, sea-level pressure, relative humidity and temperature) using a preferred $9 \times 9$ lattice. The resulting 81 weather patterns (nodes) were merged into 8 groups, which represent the four dominant seasons (winter, pre-monsoon, monsoon and post-monsoon) as well as the four transitions between these seasons.

This paper will use clustering methods which have already been applied and proven successful over the temperate climate of Europe to the largely tropical climate of India. In contrast to previous studies, it presents a new set of weather patterns which are responsible for precipitation variability throughout the whole year and not just during the summer monsoon, thus capturing all precipitation variability over India. It will also demonstrate how these new weather patterns could help open up opportunities for future research and forecasting applications, such as helping to understand the synoptic-scale driving forces behind the occurrence of high impact weather (e.g. intense thunderstorms) or the occurrence of specific meteorologically driven hazards (e.g. landslides) and for use within probabilistic medium- to long-range weather pattern forecasting tools.

2. Data and methodology

2.1. Clustering method

The weather pattern clusters were produced by applying a non-hierarchical k-means clustering algorithm provided by SciPy (Jones et al., 2001), which is an open source scientific tools package using Python code. The algorithm attempts to minimize the Euclidian distance between observations (daily gridded reanalysis fields) and centroids (mean fields for each weather pattern). As discussed in the introduction, this clustering method has been successfully applied in many previous studies for
identifying circulation types (particularly over Europe and the United States). Other methods such as PCA and SOMs have also been shown to be successful methods within similar applications and could equally have been used. However, to a large extent, the specific clustering method chosen is less relevant assuming the resultant weather patterns represent enough variability in the main parameter of interest (e.g. precipitation).

In total, 192 sets of weather patterns were produced by changing three variables (4 parameters × 12 spatial domains × 4 cluster numbers), which are explained in the following paragraphs. The final set of patterns was then arrived at by an iterative process, in which each set was evaluated for its ability to represent the full range of circulation types over India along with key precipitation patterns (Section 2.2).

Firstly, the data clustered needs to be specified. The weather pattern sets were generated by clustering ERA-Interim reanalysis data (Dee et al., 2011) which was processed on a 1 × 1 degree resolution grid. Daily fields at 1200 UTC were clustered between 1979 and 2016. Several parameters were clustered before examining which parameter produces the most representative set of weather patterns. The parameters clustered were pressure at mean sea-level (PMSL), 10-m wind vectors, 925-hPa wind vectors and 850-hPa wind vectors. PMSL was considered important due to the formation of low pressure over land during the active monsoon when the pressure gradient between the Arabian Sea and land is well organised. Wind fields were also considered important due to India’s climate being heavily influenced by changes in the direction of the prevailing wind between monsoon and non-monsoon periods. A humidity variable representing atmospheric moisture capacity was not considered at this stage, although is also important for India’s climate. However, moisture information...
is implicitly included within the weather patterns generated from the wind vectors due to moisture being directly related to wind direction in this part of the world.

Secondly, the spatial domain used in the clustering needs to be specified. In this study 12 domains were tested (Figure 1). This includes three domains covering the entire Indian subcontinent; five domains centred on Darjeeling District and four domains centred on Nilgiris District. The smaller domain sets centred on Darjeeling and Nilgiris Districts were used to test the assumption that weather patterns generated using smaller domains have a better relationship with precipitation variability, as already demonstrated by studies over Europe (e.g., Beck et al. (2013) and Neal et al. (2016)). These particular districts were chosen as they are both highly sensitive to hydro-meteorological hazards including floods and landslides, thus potential application sites for the weather patterns generated. Darjeeling and Nilgiris Districts also represent different precipitation climates, with Darjeeling receiving a large proportion of its rainfall from break and pre/post monsoon patterns, whereas Nilgiris receives a large proportion of its rainfall from active and retreating monsoon patterns.

Finally, the number of resultant clusters (weather patterns) needs to be decided. The choice of number of patterns is, to a certain extent, a subjective compromise. With too few patterns, the variability of precipitation within each pattern is too large. Too few patterns also means that any weather impact of interest (such as landslides) are likely to fall under the same pattern which will typically persist for many days before transitioning. This makes it difficult to identify high-risk periods within a persisting weather pattern. In contrast, too many patterns means that neighbouring pattern centroids begin to look similar. As a result, any weather impact of interest is likely to be distributed among several similar types. Also, weather impacts are typically associated with severe weather, which is rare in its occurrence. Therefore, the small sample of weather impacts will be distributed among multiple...
similar-looking weather patterns, thus making it difficult to identify high-risk periods within a forecasting application with any confidence. In this study, clustering was carried out using 10, 20, 30 and 40 weather patterns. The resultant weather patterns are ordered according to their observed frequencies during the clustering period, with the lower number patterns occurring most often and the higher numbered patterns occurring least often.

The clustering method has two outputs. Firstly, daily historical weather pattern classifications (i.e. weather pattern numbers) for each day within the gridded input data set are provided. These classifications can be used to relate weather patterns with a parameter of interest where historical records exist, such as weather observations or cases of weather induced hazards (e.g. landslides). Assuming a relationship exists, it then becomes possible to make assumptions as to the likely consequences given the occurrence of a particular weather pattern. Secondly, the centroids (definitions) for each weather pattern are output on a grid. These are calculated using the daily historical weather pattern classifications by taking a mean of the input ERA-Interim reanalysis fields for each weather pattern. These two outputs for the optimal set of weather patterns introduced in Sections 3 and 4 can be downloaded from the PANGAEA online data repository (Neal et al., 2019).

2.2. Evaluation of weather patterns

All weather pattern sets were objectively analysed for their ability to represent precipitation variability at 10 locations across India (Table 1 and Figure 1), which were chosen as they represent a range of precipitation climates, are spatially distributed and occur at different heights above sea-level. The Explained Variation (EV) score given in Equation 1 (from Beck et al., 2013) is used to measure how well a daily precipitation series at a given location can be reconstructed based on knowledge only of
the weather pattern classification. EV results are then analysed across all locations for each weather pattern set. We try to ensure that as many locations as possible have the best EV scores for the preferred set of weather patterns.

\[
EV = \frac{\sum_{k=1}^{K} N_k (\bar{a}_k - \bar{a})^2}{\sum_{i=1}^{N} (a_i - \bar{a})^2}
\]  

(1)

In Equation 1, \(N\) is the number of days across the whole sample (irrespective of weather pattern), \(K\) is the number of weather patterns, \(N_k\) is the number of days in a given weather pattern, \(a_i\) is the observed rainfall on a given day, \(\bar{a}\) is the mean rainfall across the whole sample (irrespective of weather pattern) and \(\bar{a}_k\) is the mean rainfall for a given weather pattern. The score ranges between zero and one, with the higher the score the better. In the context of this study, a score of zero means that the variance in precipitation among weather patterns is the same as the variance in precipitation among the full sample. In contrast, a score of one means that the variance in precipitation among weather patterns is orthogonal to the variance in precipitation among the full sample. Other comparison measures could also have been used, such as the Pseudo-F statistic and Silhouette index, which are among six measures introduced in Beck and Philipp (2010) for identifying optimal circulation type classifications within Europe. However, EV provides among one of the best overall measures due to its simple comparison of within type variability to the full sample variability and has been consistently used across a number of studies (e.g., Beck and Philipp (2010), Casado and Pastor (2013), Beck et al. (2013) and Neal et al. (2016)).

The location specific precipitation time series used within the EV calculations (done separately for the 10 locations in Table 1) came from the Indian Meteorological Department (IMD) who produced a 0.25 × 0.25 degree resolution gridded precipitation observation data set covering the whole of India (Pai et al., 2014). This data set is formed from an interpolation of 6955 land-based rain gauges and should provide an improved
representation of orographically enhanced precipitation compared to ERA-Interim (Dee et al., 2011). The high resolution daily rainfall fields from IMD were neighbourhood post-processed before being used in this study. This method was applied so that rainfall totals at each grid-point represent a mean of all values within a two grid-cell square neighbourhood (5 × 5 grid). This has the effect of smoothing out some of the more localised spatial variability in rainfall totals found over areas with varying orography (such as in the Darjeeling and Nilgiris Districts), whilst retaining information on extremes. The smoother rainfall field removes any localised spatial sensitivity when selecting data for a specific location (for the 10 locations in Table 1), which are then used in the EV calculations.

3. Results Part 1 – Identifying the optimal set of weather patterns

Choosing an optimal set of weather patterns involves identifying the best combination of parameter (4 parameters tested), domain (12 domains tested) and number of resultant patterns (4 pattern sets tested). This involved running the clustering method 192 times for all possible combinations. The EV score was then calculated for all 192 weather pattern sets to help identify the optimal set of weather patterns for precipitation variability across India. The three clustering variables (parameter, domain and number of patterns) will now be addressed separately.

3.1. Clustering parameter

The four clustering parameters were tested were PMSL, 10-m \( u \)- and \( v \)-component winds, 925-hPa \( u \)- and \( v \)-component winds and 850-hPa \( u \)- and \( v \)-component winds. Focus was placed on wind due to India’s climate being heavily influenced by changes in the direction of the prevailing wind. For example, wind direction reverses from a dry north-westerly in winter to a moist south-westerly
in summer. Such changes in wind direction are triggered by the formation and decay of heat lows over land. For example, low pressure forms over the Indian subcontinent as the land mass heats up in early summer. As a result, moisture laden winds flow from the relative cold Arabian Sea (where there is high pressure) towards the hot and dry Indian land mass (where there is low pressure). This also suggests that PMSL may be a sensible parameter to investigate, but possibly only relevant during the active monsoon when the pressure gradient is well organised. Results show that patterns generated using PMSL produce the worst EV scores for precipitation for 9 of the 10 geographically varying locations across India shown in Figure 1. Only in Darjeeling does PMSL rank 2nd after 850-hPa wind (Table 1) when considering precipitation variability among a set of 30 weather patterns generated using the India Domain 2 (Figure 1). This suggests that precipitation variability in Darjeeling has an unusually close relationship with variability in PMSL. Weather patterns generated using u- and v-component winds at 850-hPa have the best overall relationship with precipitation variability, closely followed by 925-hPa winds, with 10-m winds coming in 3rd place overall. The results in Table 1 are consistent with what was seen across most other pattern sets and domains.

3.2. Clustering domain

Three domains were tested which cover the Indian subcontinent (Figure 1). These have varying sizes with India Domain 1 being the smallest (excluding the northern most parts of India) and India Domain 3 being the largest (extending as far north and east as Afghanistan and as far west as Myanmar). In addition, between 4 and 5 smaller domains were tested for both Nilgiris and Darjeeling (Figure 1), which are geographically located at opposite sides of India and also have different precipitation climatologies. EV scores for precipitation variability in Central Nilgiris and Darjeeling are presented in Figures 2 and 3 respectively, where results are restricted to weather patterns generated using u- and
v-component winds at 850-hPa (which has already been identified as the best parameter to use for generating the weather patterns in Section 3.1). Figures 2 and 3 also include a breakdown of EV results for different numbers of weather patterns, with analysis of this final clustering variable covered in Section 3.3.

EV scores for Central Nilgiris (Figure 2) show that precipitation variability here is best represented by weather patterns generated using the Central Nilgiris domains, with the smaller domains generally performing best (Nilgiris Domain 1 is better than Nilgiris Domain 4). This is closely followed by the Indian domains where the largest Indian domain demonstrates a small advantage over the smaller two India domains, although results are slightly dependant on the number of weather patterns. The Darjeeling domains unsurprisingly all have very low EV scores, with the largest of the Darjeeling domains performing best – possibly because it captures more of Southern India where Nilgiris District is located.

EV scores for Darjeeling (Figure 3) show that precipitation variability here is best represented by weather patterns generated using the three Indian domains – which all have very similar EV scores. Surprisingly, the small weather pattern domains centred on Nilgiris District have EV scores which are equally as good as the EV scores for the small weather pattern domains centred on Darjeeling itself, but still not as good as the Indian domains. This suggests that weather patterns defined over Southern India have a good relationship with precipitation variability in Northeast India. Overall, the Indian domains provide a good compromise for Central Nilgiris (providing the second best clustering domain) and are the best domain for Darjeeling. In addition, the Indian domains always have at least the second best EV scores (from the three domain groupings) when considering precipitation variability at all 10 locations shown in Figure 1. The final set of weather patterns are intended for use.
within a range of forecasting applications which cover the full spatial extent of India. Therefore, one set of weather patterns relevant for the whole of India is preferable from a practical point of view as it would allow one weather pattern forecasting system to be used by multiple applications. There is very little difference in EV scores for the three Indian domains; therefore India Domain 2 has been chosen due to it being the smallest domain which covers the whole of India.

3.3. Number of weather patterns

The final variable within the clustering process is the number of weather patterns, which was set to 10, 20, 30 and 40. EV scores (Figures 2 and 3) reveal that the larger the number of patterns the better the ability of the weather patterns to explain variability in precipitation. This result is consistent with Beck and Philipp (2010) and is to be expected given that the more a precipitation time series is split up then the more likely it is that the sample means between each group will differ. The EV scores (Figures 2 and 3) suggest that the benefit of increasing the number of weather patterns starts to tail off at around 40 patterns, with the difference in EV scores between 30 and 40 patterns being very similar in many cases, relative to the difference in EV scores between 20 and 30 patterns. However, we did not test beyond 40 patterns, so further research would be required to test this assumption. In the end, 30 patterns was chosen with the objective analysis showing that 30 patterns is always in the top two of EV results. This small compromise in number of patterns was chosen for three main reasons. Firstly, the sample size related to each weather pattern will reduce each time the number of weather patterns increases. This is particularly a problem for the higher numbered weather patterns as they are also the rarest (see Section 4.2). For example, the preferred set of 30 weather patterns (Figure 4) has a sample size of 213 for the highest numbered pattern and 723 for the lowest numbered pattern. This drops to 116 and 655 respectively when increasing the number of patterns to 40. A low sample size means that
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weather pattern climatologies can become unreliable. Secondly, having too many patterns means there is a greater likelihood of two or more patterns looking similar. This defeats the purpose of using cluster analysis to split the dominant weather patterns into a set of unique climatological types. It can also make it difficult to objectively identify which weather pattern to assign forecast or analysis fields to when so many weather patterns look the same. Finally, as previously mentioned in this section, the difference in EV scores between 30 and 40 patterns is relatively small and so any benefit in using 40 patterns over 30 is unlikely to be reflected within any forecasting application.

4. Results Part 2 – Describing the optimal set of weather patterns

4.1. Precipitation climatologies

The analysis in Section 3 has revealed the preferred set of weather patterns to be produced by clustering u- and v-component winds at 850-hPa over India Domain 2 (61.5-98.5°E and 1.5-37.5°N) using a set of 30 weather patterns. These weather patterns, along with their IMD 0.25 degree resolution gridded precipitation climatologies, are shown in Figure 4. Weather pattern precipitation climatologies generated using ERA-Interim at a 1 degree resolution are shown in Figure S1 for comparison and are useful for analysing the spatial precipitation patterns over the sea.

Gridded EV scores (Figure 5) show where the preferred set of weather patterns best represent precipitation variability. Areas with the highest EV scores cover the west coast of India, in a stretch from Mumbai in the north to the coastal side of Nilgiris District in the south. The higher EV scores then stretch across central India, to include Nagpur, and then further east and north to include Darjeeling (in West Bengal state) and Dibrugarh (in Assam state). The high EV scores also stretch
across the Himalayan region, from the Himachal Pradesh and Uttarakhand states in the west to the Sikkim and Assam states in the east. The areas with the highest EV scores correspond well to areas with the highest daily mean precipitation (Figure 6). This suggests that the weather patterns are successfully capturing both the very wet and relatively dry periods in areas where it is wet on average. In contrast, areas where EV scores are low (for example, Jodhpur in North West India, towards the India-Pakistan border, and the area in central southern India, to the east of the Western Ghats) have weather patterns with similar precipitation climatologies. Precipitation here exhibits less extreme seasonal variability with relatively low totals found throughout the year. These low rainfall totals also make these regions less susceptible to hazards associated with extreme precipitation.

4.2. Historical occurrences

The preferred set of weather patterns are ordered according to their annual occurrence, with weather pattern 1 occurring most often annually (5.2% of the time) and weather pattern 30 occurring least often annually (1.5% of the time) (Figure 4). The weather patterns exhibit seasonality in their occurrences (Figure 7), with each weather pattern typically occurring for between 3 and 6 months of the year, with near zero occurrences for the other 6 to 9 months. For example, weather patterns 2, 3, 7, 8, 9, 16 and 20 occur in the four months from December through to March and represent the main winter dry period, whereas weather patterns 10, 17, 19 and 21 occur in the four months from June through to September and represent different phases of the active monsoon. However, some patterns have breaks in their months of occurrence. For example, weather patterns 12, 13, 14, 15 and 22 occur for a few months in spring and autumn (during monsoon onset and withdrawal), but not in summer.

4.3. Persistence and transitions
Weather patterns persist for between 2 and 3 days on average before transitioning onto another weather pattern (Figure 8). Empirical weather pattern transition probabilities were calculated for all daily lead times between 1 and 9 days. It is not until 2 days onwards that the dominant transitions start to become evident due to patterns normally persisting for at least 2 days. These transitions are often to weather patterns which are in the same broad-scale regime. For example, the weather pattern transition matrix for two days’ time (Figure 9) shows that weather pattern 21 typically transitions to weather patterns 17 or 19, which are all variants of the broader-scale active monsoon regime. It is also common to see transitions between two successive broad-scale regimes as the monsoon season evolves throughout the course of the year. For example, one of the most common weather pattern transitions in Figure 9 is from weather pattern 27 (western disturbances) to weather pattern 7 (winter dry period). Weather pattern transition probabilities for longer lead times of around 5 or 6 days onwards (not shown) start to produce a weaker transition signal due to an increasing number of other transitions being possible before these lead times.

4.4. Weather regime categories

Each of the 30 weather patterns has been categorised into one of seven broad-scale regimes (Table 2), called (1) winter dry period, (2) western disturbances, (3) pre/post summer monsoon, (4) monsoon onset, (5) active monsoon, (6) break monsoon and (7) retreating monsoon. Weather patterns were predominantly grouped based on their prevailing months of occurrence, in a similar approach to Islam et al. (2018). In this study a prevailing month is defined as one where a weather pattern’s occurrence is ≥ 5%. In addition, weather pattern wind and precipitation fields were subjectively analysed allowing a further grouping of patterns which have similar spatial characteristics. This combination of
approaches allows for more than one regime category to occur at any given time of the year. For example, the western disturbance and winter dry period regimes both share January, February and March as their prevailing months. Similarly, the monsoon onset, active monsoon and break monsoon regimes all share June and July as their prevailing months. Note that a different definition of prevailing months could lead to a different grouping of weather patterns.

The winter dry period regime is formed from weather patterns 2, 3, 7, 8, 9, 16 and 20, which are most likely to occur between December and March. These patterns all represent very dry conditions across the whole of India. The western disturbances regime is also very dry for most parts, with the exception of the far north. It is formed from weather patterns 5, 23, 24 and 27, which are most likely to occur between January and May. These patterns represent non-monsoonal precipitation events that are responsible for almost one third of the annual precipitation over the northern Indian region and most of the cold season precipitation (Dimri et al., 2015). Western disturbances, which originate over the Mediterranean Sea and the Atlantic Ocean, bring rain or snow to north western parts of India initially, with the risk of heavy precipitation transferring to north-eastern parts during early spring.

The spring period, which is still dry for most parts of India, is also often referred to as the hot weather season (Mooley and Shukla, 1987). During these spring months gradual heating of the South Asian land mass takes place and the intertropical convergence zone (ITCZ) moves north, eventually marking the arrival of the summer monsoon in June or July.

The pre/post-summer monsoon regime is formed from weather patterns 12 (mainly pre-monsoon), 13, 14, 15 and 22 (both pre and post-monsoon) which typically occur from May to June for the pre-monsoon period and August to October for the post-monsoon period. This regime represents a mostly dry and hot period just before and after the main summer monsoon, where western disturbances are
mostly absent. Rainfall can be showery in nature and occurs mostly in parts of the southern tip of India, as well as in north-eastern parts where the flow is off the Bay of Bengal. The pre-monsoon period is typically drier for most of the subcontinent with most rainfall restricted to the southern tip of India. This contrasts to the post-monsoon period, where rainfall is related to a weakening of the summer monsoon as winds start to turn northerly across northern India. The flow still remains from the south-west across the Bay of Bengal leading to monsoonal rains continuing along eastern coastal stretches and parts of north-east India.

The monsoon onset regime is formed from weather pattern 26 only and is most likely to occur in June (17.7%) or July (5.6%), with all other months having percentage occurrences < 5%. However, some of the pre-summer monsoon weather patterns described above can also be considered as monsoon onset types if the associated rainfall is persistent enough along the south-west coast of India. The monsoon onset marks the start of the main monsoon season and is associated with a reversal in the direction of the prevailing winds, turning from a dry north-easterly to a moist south-westerly. This allows heavy and persistent rain to start affecting parts of the south-west coast of India, which later progresses across central and northern areas during the active phase. The official onset of the monsoon over India is given as the date when persistent rains arrive over Kerala, which is the state on the far south-west coast of India. The onset over Kerala generally falls on the 1st or 2nd June (Mooley and Shukla, 1987; Rao et. al., 2005), with the onset further north over Mumbai being 10th June (Adamson and Nash, 2013). The monsoon advances north across the subcontinent throughout June and July, resulting in rainfall reaching north-west India by 15th July on average (Tyagi et. al., 2011).

The active monsoon regime is formed from weather patterns 10, 17, 19 and 21 and is most likely to occur from June to September, but is most active during July and August. The average persistence of
these active periods during the monsoon season is about 4 days (Rajeevan *et al.*, 2010). An active monsoon period sees the potential for rainfall to cover many central and north-eastern areas, as well as down most of the west coast. Mumbai (on the west coast) experiences some of its highest rainfall totals during the active monsoon, with the rainfall distribution for all weather patterns at Mumbai shown in Figure 10. Here it is evident that the four weather patterns with the highest daily mean rainfall are active monsoon types. It is encouraging to see that daily mean rainfall totals vary between these four types, with weather pattern 19 being the wettest (with a mean of 46.4 mm; Table S1) and weather pattern 10 having the lowest rainfall (with a mean of 22.9 mm; Table S1). Rainfall variability between the active monsoon weather patterns allows identification of periods with a higher risk of flooding impacts.

The break monsoon regime is formed from weather patterns 4 and 11 and is most likely to occur from June to August. During the main summer monsoon season there are periods when the monsoon trough shifts closer to the foothills of the Himalayas, therefore interrupting the moist south-westerly monsoon flow. This causes winds to become more westerly or north-westerly across northern India leading to a sharp decrease in rainfall over most parts of the country. However, rainfall increases along the foothills of the Himalayas, Northeast India and parts of the Southern Peninsula (e.g. parts of Rayalaseema and Tamil Nadu). Rajeevan *et al.* (2010) found that break spells have an average persistence of 6 days. Blanford (1886) first identified these break periods as ‘intervals of droughts’. Since then, these periods have been called ‘breaks’ by Indian meteorologists for over a hundred years (e.g., Raghavan (1973); Krishnamurti and Bhalme (1976); Sikka (1980), Gadgil and Joseph (2003)).

The final regime to be identified is called the retreating monsoon, which is formed from weather patterns 1, 6, 18, 25, 28, 29 and 30. These patterns typically occur from September through to
December. The withdrawal of the summer monsoon typically begins around the second week in September (Rao et al., 2005). By the beginning of October a weak area of high pressure normally forms over the Tibetan Plateau which pushes dry air south towards India. Simultaneously, the ITCZ moves south allowing high pressure to form over northern India by mid-October. This causes the upper level winds over Northern India to turn from westerly to easterly ushering in the start of dry north-easterly winds at the surface. As these north-easterly winds flow over the Bay of Bengal they pick up moisture, which falls as monsoon rains over the southern tip of India. These retreating monsoon rains normally begin in coastal Tamil Nadu during mid-to-late October, and later go on to affect most southern states of India, which often receive most of their rainfall from the retreating monsoon. Chennai, which is on the south-east coast of India and one of the 10 locations in Table 1, gets most of its rainfall during the retreating monsoon. Figure 11 shows the rainfall distribution for each weather pattern at Chennai, where most rainfall comes from weather pattern 18, with a daily mean rainfall of 22.5 mm (Table S1). This weather pattern is one of the several retreating monsoon patterns, with many of the corresponding patterns (1, 6, 25, 28, 29 and 30) experiencing daily mean rainfall totals < 10 mm. This suggests that these weather patterns are able to distinguish between the wettest and relatively drier phases of the retreating monsoon at a given location.

5. Discussion

We propose a set of 30 weather patterns (Figure 4) based on 850-hPa winds (\(u\)- and \(v\)-components) with a spatial domain covering the entire Indian sub-continent (India Domain 2; Figure 1). This weather pattern set, as with all others tested, was generated by clustering daily data covering the full year. It would have also been possible to apply the clustering to days in separate months or seasons, such as generating separate weather patterns for each two-month period throughout the year, as done
by Fereday et al. (2008) for Europe. However, this approach is not suitable for this study due to complications it would cause with future weather pattern forecasting applications, whereby forecasting weather pattern transitions between two periods would become problematic. Results show that the preferred set of weather patterns exhibit significant seasonality in their occurrences anyway, with a collection of half a dozen or more being much more likely than others to occur at any given time of year. The approach in this study also gives the opportunity for any of the weather patterns to occur at any time during the year. This could be useful when identifying seasonal changes in the occurrence of a given weather pattern, as might be caused by climate change.

EV results (Table 1) show that weather patterns generated using $u$- and $v$-component winds provide the best representation of precipitation variability, which reflects how much India’s climate is influenced by changes in the direction of the prevailing wind. Clustering on three wind levels (10-m, 925-hPa and 850-hPa) was tested, with results showing that weather patterns generated using winds at higher elevations perform better in terms of representing precipitation variability. However, weather patterns generated using winds at 850-hPa are only marginally better than those generated using winds at 925-hPa (Table 1), suggesting that any benefit in increasing the wind elevation further is likely to be minimal. Winds at the 850-hPa pressure level are about 1.5 km above sea-level meaning that the representation of winds over mountainous regions such as the Western Ghats and Himalayan region are likely to be better. The effect of surface friction on wind speed is also dramatically reduced at this level. For example, wind speed at lower elevations, particularly 10-m, will experience a slow down over land due to friction. This could influence the resultant weather patterns by biasing the large-scale circulation patterns towards wind characteristics over the sea where the effects of friction are less. Wind components at 850-hPa were also used by Roller and Qian (2016) to generate a set of
five weather patterns over the Northeast United States, where the focus was on wintertime circulation patterns and their relationship with storm tracks and precipitation variability.

Weather pattern studies for Europe, e.g. Beck et al. (2013) and Neal et al. (2016), have shown that weather patterns generated over smaller areas tend to relate better with precipitation variability. This is because precipitation over Europe is closely related to the circulation at a relatively small scale, in contrast to temperature which is more closely related to the circulation at a relatively large-scale. However, results in this study show that the same is not always true for India, at least for precipitation variability which was tested here. For example, EV results in Figure 3 show that precipitation variability at Darjeeling is best represented by weather patterns using large domains defined over the whole of India, closely followed by domains centered over Darjeeling itself as well as Nilgiris in southern India, suggesting a close relationship between weather patterns defined over southern India and precipitation variability in northern India. In contrast, EV results in Figure 2 show that precipitation variability at Nilgiris is best represented by weather patterns defined over a relatively small area centered on Nilgiris itself, followed by the India domains in second place and the Darjeeling domains far behind in third place. These results suggest that the driving mechanisms behind precipitation variability over India are defined by varying synoptic scales depending on location. The reason for the good south to north relationship may be due to the 40-day south-to-north propagation of rainfall during the active and break phases of the summer monsoon (Yasunari, 1981), which means that rainfall in the south is strongly correlated with rainfall in the north. For example, during the active monsoon (e.g. weather patterns 19 and 21; Figure 4) precipitation maxima occur along the west coast and across central and eastern areas, but it is relatively dry in the north. In contrast, during the break monsoon (e.g. weather patterns 4 and 11; Figure 4) the heaviest rainfall has stopped in the south and moved north towards the Himalayan region. Conversely, in northern India westerly propagating
Monsoon depressions are responsible for significant rainfall and can contribute up to 60% of total summer monsoon rainfall (Praveen et al., 2015). These systems have more local drivers, such as the mean state monsoon circulation within the monsoon trough region (Levine and Martin, 2018) and Himalayan orography (Hunt and Parker, 2016) that are less connected with southern India. Therefore, this may explain why weather patterns defined over north east India have a weak relationship with rainfall variability in southern India.

The decision on the best overall weather pattern domain to use is based on interpretation of all EV scores (Figures 2 and 3), where differences in scores between the preferred and runner-up domains are normally relatively small. For example, precipitation variability at Darjeeling using a set of 30 patterns defined over the whole of India have an EV score of around 0.35, compared to around 0.3 for smaller domains centred on Darjeeling (Figure 3). Similarly for Nilgiris, the domains defined over the whole of India have an EV score of around 0.27, compared to around 0.35 for smaller domains centred on Nilgiris (Figure 2). This suggests that using one large weather pattern domain to represent precipitation variability at multiple locations across India is likely to be a good compromise for those locations where smaller domains perform better. Using a large domain also increases the opportunity to use one set of weather patterns for as many applications as possible across the whole of India.

The main purpose for generating the preferred set of weather patterns presented here was to improve the understanding of precipitation variability over India. The results of this study mean it is now possible to objectively identify which weather patterns within the active monsoon regime bring the most rainfall to any given location. The same also applies for the other phases of the Indian climate such as the retreating monsoon and western disturbances. In total, seven weather regime categories were identified (Table 2), with many comparable to the eight groups produced by Islam et al. (2018).
which are described as (1) the winter period, (2) the pre-monsoon period, (3) the monsoon period and (4) the post-monsoon period, as well as the four transitions between these groups. All weather regime categories produced in this study have more than one weather pattern with the exception of the monsoon onset which is formed from weather pattern 26 only. However, some of the pre-monsoon types which occur during May and June could also be considered monsoon onset types in some areas and the way the weather patterns were categorised to some extent was a subjective process.

As well as relating to precipitation variability, these weather patterns are intended for use in future research by relating them to the occurrence of high impact weather and meteorologically induced hazards such as landslides. The weather patterns are also suitable for use within probabilistic medium- to long-range weather pattern forecasting tools driven by global ensemble prediction systems, such as those run operationally by many national forecasting agencies. For example, in 2018 the National Centre for Medium-Range Weather Forecasts (NCMRWF) in India operationally implemented a 12 km resolution global ensemble prediction system with 23 ensemble members and a 10 day forecast lead time (Mamgain et al., 2018 and Kumar et al., 2018). Here, multiple forecast scenarios (ensemble members) for each daily forecast lead time or collective forecast period can be objectively assigned to the closest matching weather pattern definition, allowing forecast probabilities for each weather pattern to be derived. Similar forecasting tools are already available operationally over Europe as described in the Introduction.

The weather regime or pattern definitions used in the European applications are based on single pressure fields, which allows an easy comparison with the forecast pressure fields from ensemble members when identifying the closest match. This forecast-pattern assignment can be achieved using methods such as spatial correlation (as used by Ferranti and Corti, 2011) or a measure of the intensity
difference in features (areas of low and high pressure) between forecast fields and the regime or pattern definition fields (sometimes referred to as ‘distance’; as used by Neal et al., 2016). In this study, weather patterns are defined using their wind $u$- and $v$-components. These two fields could be converted into one single field by deriving their stream functions, which could be done using the Windspharm Python package created by Dawson (2016). The stream functions would also need to be calculated for the forecast fields, which would then allow similar assignment methods to be used as in the European forecasting products. The seven weather regime categories (Table 2) can also be used in any future forecasting product by aggregating up probabilities from each of the 30 patterns depending on which of the seven categories they are mapped to. This would be useful for identifying general forecast trends towards a particular broad-scale regime when ensemble spread among the 30 patterns is high; something potentially more useful at longer forecast lead times.

6. Conclusion

The aim of this study was to derive an optimal set of weather patterns for representing precipitation variability over India, by applying k-means clustering to daily reanalysis fields from ERA-Interim between 1979 and 2016. The optimal set of weather patterns was arrived at by testing 192 sets of weather patterns against their ability to represent precipitation variability at 10 geographically varying locations across India using gridded precipitation analysis data from IMD. The different pattern sets were arrived at by varying the parameter clustered (PMSL and $u$- and $v$-component winds at three vertical levels), the domain clustered (12 sizes in total) and finally the number of resultant patterns (10, 20, 30 and 40). The final optimal set of weather patterns was a set of 30 (Figure 4), which was arrived at by clustering $u$- and $v$-component winds at the 850-hPa pressure level, using an India-wide domain covering the area from 61.5-98.5°E and 1.5-37.5°N.
The optimal set of weather patterns persist for between two and three days before transitioning to another pattern (Figure 3), which can be a transition to a similar pattern or a transition to a completely new regime (Figure 4). The weather patterns can be attributed to one of seven broad-scale circulation categories (regimes) including the winter dry period, western disturbances, the pre- and post-summer monsoon, the monsoon onset, the active monsoon, the break monsoon and the retreating monsoon. All categories have a collection of weather patterns, with the exception of the monsoon onset, which is formed from weather pattern 26 only. Identifying weather pattern variants within most of the regime categories is important for establishing the specific circulation types behind the largest rainfall totals and resulting hazards such as flooding or landslides (e.g. identifying the most flood prone periods within the active monsoon regime). The weather patterns may also be useful for relating non-meteorological data such as from the agriculture, transport or energy sectors, to help understand how large-scale atmospheric circulation affects specific industries.

The weather patterns represent precipitation variability best in areas which get the most precipitation (Figures 4 and 5). For example, the rainfall distribution among weather patterns is most different along the west coast (in an area running from Mumbai in the north to Nilgiris in the south). This high variability in precipitation distribution among weather patterns extends into central and eastern areas of India, as well as up towards the Himalayan region in the far north (including areas such as Uttarakhand and Darjeeling which have high sensitivity to landslides). Areas with low precipitation variability among weather patterns includes the dry regions in northeast India and areas sheltered by the Western Ghats in central-southern India.
The clustering produced daily historical weather pattern classifications from 1979 to 2016, which can be used to reproduce the weather pattern definition fields by taking a mean of all daily ERA-Interim reanalysis fields assigned to each weather pattern. The historical classifications can then be extended to present by designing a method to automatically assign reanalysis fields after 2016 to the closest matching weather pattern definition – methods introduced for a forecast product in Section 5 could be used here. This would then open up the weather patterns for use in further research by relating them to the occurrence of past high impact weather and meteorologically induced hazards such as landslides.

The weather patterns are also suited for use within probabilistic medium- to long-range weather pattern forecasting tools driven by ensemble prediction systems, whereby forecast scenarios (ensemble members) can be objectively assigned to the closest matching weather pattern definition. Once weather pattern characteristics are understood in terms of their meteorological climatologies or sector-specific impacts (e.g. impacts on agriculture, energy or transport), it then becomes easier to interpret forecast output and describe likely consequences. The number of forecasting applications is potentially large. Creation of a forecasting product would also enable objective analysis into the predictability of different Indian weather patterns or regime groupings.

Future research could also consider experimenting with other clustering methods, such as SOMs, and then using a metric the same as or similar to the EV score used here to see how representative the resultant patterns are as far as precipitation variability is concerned. Similarly, other parameters (or even combinations of parameters) could be tested within the clustering methodology to see if they also produce representative resultant patterns. For example, it is possible that a humidity variable representing atmospheric moisture capacity may also relate well to precipitation variability. However, it is likely that moisture information is implicitly included in the weather patterns presented here because it is so directly related to wind direction.
7. Data download

The weather pattern definitions (as mean $u$- and $v$-component wind composites at 850-hPa) for the optimal set of weather patterns and their associated daily historical classifications between 1979 and 2016 are available for download from the PANGAEA online data repository (Neal et al., 2019).
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Figure 1: Weather pattern domains used in the clustering experiments. Weather pattern boundaries mark the edge of the 1 × 1° resolution ERA-Interim grid.
Figure 2: Explained variation showing the ability of each weather pattern set (defined using $u$ and $v$-component winds at 850-hPa) to represent precipitation variability at Nilgiris using IMD’s 0.25 degree resolution gridded rainfall observation data set between 1979 and 2016. For an overview of the domains see Fig. 1. Daily rainfall fields were neighbourhood post-processed using a two grid cell square neighbourhood before deriving the explained variation.
Figure 3: As in Fig. 2 but for Darjeeling.
Figure 4: Weather pattern definition maps for the preferred set of weather patterns. Arrows represent wind speed and direction at 850-hPa from ERA-Interim. Coloured contours show daily mean rainfall from IMD’s 0.25° resolution gridded observation dataset—data is plotted at grid resolution with no neighbourhood post-processing. The inner box shows the area used in the clustering. Numbers in brackets give the sample size followed by mean annual occurrence for each weather pattern. All data is valid for the period 1979 to 2016.
Figure 5: Explained variation for the preferred set of weather patterns. Explained variation is based on the distribution of rainfall across weather patterns using IMD’s 0.25° resolution gridded rainfall observation data set between 1979 and 2016. Daily rainfall fields were neighbourhood post-processed using a two grid cell square neighbourhood before deriving the explained variation.
Figure 6: Daily mean precipitation using IMD’s 0.25° resolution gridded rainfall observation data set between 1979 and 2016. Grid point values represent a mean of all points within a two grid cell square neighbourhood.
Figure 7: Monthly occurrences for each weather pattern (from the preferred set of weather patterns) for the period 1979 to 2016.
Figure 8: The mean persistence for each weather pattern (using the preferred set of weather patterns) for the period 1979 to 2016. Boxes give the 25th, 50th and 75th percentiles. Whiskers give the historical maximum and minimum persistence. Dots give the mean persistence.
Figure 9: A two day weather pattern transition matrix (using the preferred set of weather patterns) for the period 1979 to 2016.
**Figure 10:** Box and whisker plots showing the distribution of rainfall among the preferred set of weather patterns at Mumbai using IMD’s 0.25° resolution gridded rainfall observation data set for the period 1979 to 2016. Data values for Mumbai represent a mean of all points within a two grid cell square neighbourhood. Boxes provide the 25th, 50th and 75th percentiles. Whiskers provide the maximum and minimum values. Dots provide the mean.
Figure 11: As in Fig. 10 but for Chennai.
Table 1: Ranking of clustering parameters for a selection of sites across India assuming a set of 30 weather patterns are used. The rankings are based on the parameter with the highest explained variation using IMD’s 0.25 degree resolution gridded rainfall observation data set for the period 1979 to 2016. The parameter with the overall lowest score across all sites has the best explained variation.

| Location         | Latitude and longitude | Elevation (m) | 10 m wind ranking | 925 hPa wind ranking | 850 hPa wind ranking | PMSL ranking |
|------------------|------------------------|---------------|-------------------|----------------------|----------------------|-------------|
| Darjeeling       | 27.04, 88.26           | 1952          | 3                 | 4                    | 1                    | 2           |
| Dibrugarh        | 27.47, 94.91           | 109           | 2                 | 3                    | 1                    | 4           |
| Kolkata          | 22.56, 88.36           | 12            | 3                 | 1                    | 2                    | 4           |
| Badrinath        | 30.74, 79.49           | 3121          | 3                 | 2                    | 1                    | 4           |
| Delhi            | 28.61, 77.23           | 217           | 3                 | 1                    | 2                    | 4           |
| Jodhpur          | 26.27, 73.01           | 238           | 3                 | 1                    | 1                    | 4           |
| Mumbai           | 19.08, 72.88           | 6             | 2                 | 1                    | 3                    | 4           |
| Nagpur           | 21.15, 79.09           | 311           | 2                 | 1                    | 2                    | 4           |
| Central Nilgiris | 11.49, 76.73           | 1843          | 1                 | 2                    | 3                    | 4           |
| Chennai          | 13.08, 80.27           | 4             | 1                 | 3                    | 2                    | 4           |
| Ranking total    |                        | 23            | 19                | 18                   | 38                   |             |
Table 2: Weather regime allocations for each weather pattern (from the preferred set of weather patterns) including most common months of occurrence.

| Weather regime categories         | Weather patterns associated with each weather regime category | Most common months of occurrence (≥ 5%)                                      |
|-----------------------------------|----------------------------------------------------------------|--------------------------------------------------------------------------------|
| Winter Dry Period (WDP)           | 2, 3, 7, 8, 9, 16, 20                                           | December to March                                                              |
| Western Disturbances (WD)         | 5, 23, 24, 27                                                    | January to May                                                                 |
| Pre/Post Summer Monsoon (Pre/Post)| 12 (mainly pre-monsoon), 13, 14, 15, 22                         | May and June (pre-monsoon) and August to October (post-monsoon)                |
| Monsoon Onset (MO)                | 26                                                              | June and July                                                                  |
| Active Monsoon (AM)               | 10, 17, 19, 21                                                   | June to September                                                              |
| Break Monsoon (BM)                | 4, 11                                                           | June to August                                                                 |
| Retreating Monsoon (RM)           | 1, 6, 18, 25, 28, 29, 30                                        | September to December                                                         |