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Abstract—The use of larger antenna arrays at higher frequency bands is envisioned in the beyond 5G wireless networks. This takes advantage of the near-field propagation regime where the wavefront is no longer plane but spherical, bringing both new opportunities and challenges for the high-precision positioning. In this paper, a generic near-field positioning model with different observation capabilities for three electric fields (vector, scalar, and overall scalar electric field) is proposed. For these three electric field types, the Cramér-Rao bound (CRB) is adopted to evaluate the achievable estimation accuracy. The expressions of the CRBs using different electric field observations are derived by combining electromagnetic theory with estimation theory. Closed-form expressions can be further obtained if the terminal is located on the central perpendicular line (CPL) of the receiving antenna surface. In addition, the above discussions are extended to the system with multiple distributed receiving antennas under the CPL assumption. The CRBs using various electric fields in this case are derived and the effect of different numbers of receiving antennas on estimation accuracy is investigated. Numerical results are provided to quantify the CRBs and validate the analytical results. Also, the impact of various system parameters, including different electric fields and multiple antennas, on the near-field positioning performance is evaluated.
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I. INTRODUCTION

Real-time and high-accuracy positioning is a crucial component for a large variety of applications, such as autonomous driving, logistics tracking, search-and-rescue, emergency response, Internet-of-Things (IoT), UAV sensing, and emerging integrated sensing and communication (ISAC) [1]–[5]. The 5th generation (5G) and beyond networks require the ability of precise positioning, since ubiquitous real-time position information can be extracted by using node-to-node communication capabilities of the network that consists of anchor nodes and agent nodes [6]–[8].

Traditional positioning technologies in the wireless network have been studied extensively. Most of the works exploit either time of arrival (ToA) or direction of arrival (DoA) [9]–[11] measured at the receiver equipped with a single antenna or an antenna array. For time-based estimation, such as ToA or joint DoA and ToA, extremely precise synchronization between the terminal and the receiver must be ensured [12]. As for positioning algorithms, ESPRIT and MUSIC approaches have been widely proposed to estimate terminal position by using antenna array to observe the channel’s array manifold vector, which is only characterized by DoA. Note that the aforementioned positioning techniques all consider a terminal located in the Fraunhofer (far-field) region1, where the wavefront of an electromagnetic (EM) wave transmitted by the terminal can be approximated as a plane wave.

Envisioned as the key features of the beyond 5G networks, adoption of larger antenna arrays or surfaces [14]–[17] and exploitation of higher frequency bands [18]–[20] will push the electromagnetic diffraction field from the far-field region towards the near-field region2, in which the wavefront tends to be spherical and the uniform plane wave assumption will no longer hold [22], [23]. Wireless communication taking place in the near-field region provides both new opportunities and challenges for positioning. In particular, the near-field channel’s array manifold vectors contain more information related to the terminal position, as both distance information and DoA information can be inferred from the receiving array. Since traditional positioning technologies are not suitable for near-field positioning, it is critical to develop new architectures and approaches to achieve high-accuracy and high-resolution near-field positioning.

The study of near-field positioning has attracted extensive attention. They can be classified into positioning model design, signal processing algorithm, and performance evaluation. For the model design, reference [24] proposed a model with an imperfectly calibrated array for near-field positioning and studied a calibration method. To simplify the near-field model, many works applied the Fresnel approximation to the antenna arrays with special geometries, e.g., uniform linear arrays (ULAs) [25]–[27], and considered the model mismatch while analyzing the achievable positioning precision. This mismatch inevitably reduced the estimation accuracy [28]. To solve this problem and to characterize the incident waves emitted from a near-field terminal as accurately as possible, the spherical wavefront model was developed. An antenna array was utilized to extract the distance and DoA information based on the spherical wavefront model and it was revealed that the spherical wavefront provided an underlying generic parametric model for near-field positioning [29]. In [30], the spherical wavefront model was extended to a practical scenario with

1In the far-field region, the transceiver distance is larger than the Fraunhofer distance $d_f = 2D^2/\lambda$ [13], where $D$ is the maximum dimension of the receiving antenna (array), and $\lambda$ is the wavelength.

2In this paper, the term “near-field” refers to the “radiative near-field” and “Fresnel region”, where the transceiver distance is smaller than the Fraunhofer distance, but larger than the Fresnel distance $d_f = 0.62\sqrt{D^2/\lambda}$ [21].
large-scale antenna arrays. The results indicated that terminals in the near-field region could be roughly identified through employing large-scale antenna arrays to estimate the wavefront curvature, i.e., curvature of arrival (CoA). In order to reduce the complexity and implementation cost of large-scale antenna arrays, the authors in [31] introduced the electromagnetic (EM) lens to the spherical wavefront model.

Based on the aforementioned spherical wavefront model, some works investigated signal processing algorithms for near-field positioning. Reference [32] estimated DoA by using a modified two-dimensional (2-D) MUSIC algorithm and a global-optimum maximum likelihood (ML) searching approach. In [33], a high-order ESPRIT-like algorithm formulated for observations collected from a ULA was proposed. An overlapping symmetric sub-arrays algorithm was proposed in [34] to estimate terminal position with low complexity that did not require computation of high-order statistics in contrast to the traditional near-field ESPRIT algorithm. In [35], a two-stage MUSIC algorithm was proposed to estimate the position of a mixed near-field and far-field terminal. The result indicated that the curvature information should be exploited when the moving terminal approaches the receiver. A subspace-based algorithm without eigendecomposition was proposed in [36], which could provide remarkable and satisfactory estimation performance compared with some existing near-field positioning algorithms. To further reduce the algorithm complexity, the authors in [37] proposed a CoA algorithm. For positioning model utilizing large-scale antenna arrays equipped with EM-lens, an effective parameterized estimation algorithm was proposed in [38], which could directly reuse receiving signals to extract position parameters.

In addition to signal processing, many works have studied the performance evaluation of near-field positioning. In practical scenarios, as the transceived EM waves encounter non-ideal phenomena such as noise, shadowing, and fading, the estimation accuracy of positioning is subject to uncertainty. In the interest of system design and operation, it is momentous to obtain achievable accuracy in positioning operations to provide benchmarks for evaluating performance of the actual positioning systems. The most commonly used tool is the Cramér-Rao bound (CRB), which describes the fundamental lower limits for estimation accuracy. For instance, in [38]–[41], the spherical wavefront model was employed to derive the CRBs for the near-field estimator with ULA, planar arrays, or large-scale antenna arrays.

All of the aforementioned works [29]–[41] adopted the spherical wavefront model, which has been proved to be inaccurate in [42]. Specifically, the spherical wavefront model does not correspond to the equations governing the EM field near an antenna or array, and often disregards the physical characteristics of the near-field source. This could have a profound impact on the generated electromagnetic fields and the observations collected by the receiving antenna. The analytic model (true model) is by far the most accurate electromagnetic theory-based model for describing signals in the near-field region. The authors in [43] first evaluated the performance of the near-field positioning system using electromagnetic theory. They computed the CRBs for a terminal located on the central perpendicular line (CPL) of the receiving antenna surface by using the vector electric field. However, in addition to vector electric field observation, scalar electric field and overall scalar electric field observations are also possible due to the different observation capabilities of various receiving antenna paradigms. Moreover, it is more common for the terminal not to be located on the CPL. A more comprehensive study of positioning arbitrary terminal positions by utilizing different electric field observations is necessary. Consequently, it remains unclear how to evaluate the performance of near-field positioning in such a study using the electromagnetic propagation theory and estimation theory.

In this paper, we develop a generic model for near-field positioning. It is also referred to as the general scenario. In this scenario, the receiving antennas with different observation capabilities are employed. This results in the extraction of various electric field observations that require distinct CRB computation methods. In addition, unlike [43], the position of the terminal in front of the receiving antenna is unrestricted such that it can be placed anywhere. A special case when the terminal is on the CPL of the receiving antenna surface is considered. The generality and validity of the generic model are illustrated to obtain further simplifications and insights. Additionally, to show the scaling behavior of the CRBs, two further simplified scenarios are investigated: 1) The system is operating at frequencies in the range of GHz or above; 2) the surface diagonal length of the receiving antenna is significantly greater than the distance from the terminal to the receiver. Finally, the impact of multiple distributed receiving antennas is extensively discussed. The main contributions of this paper are summarized as follows.

- **Utilize analytic model.** Unlike traditional near-field positioning methods following the inaccurate spherical wavefront model, an analytic model without any approximation is used based on the electromagnetic propagation theory. The CRBs for estimating the terminal position are derived by combining the analytic model with the estimation theory to provide fundamental limits for estimation accuracy of the actual near-field positioning system.

- **Generic CRB expressions.** A generic near-field positioning model considering the diversity of observations and the universality of the terminal position is designed. Specifically, three electric fields (vector, scalar and overall scalar) are extracted by receiving antennas with different observation capabilities to derive the generic expressions of CRBs for the terminal with an arbitrary position. This generalizes the existing results in [43]. In the CPL case, the precise closed-form expressions or upper and lower bounds of the CRBs using the vector or scalar electric field are provided to make it possible to compute and analyze the CRBs in the asymptotic regime.

- **SIMO positioning system.** To investigate the impact of the multiple receiving antennas on the positioning performance, the generic positioning model is extended

---

1In the remainder of our paper, the receiving antenna is a broad concept referring to various antenna paradigms with different observation capabilities, such as a conventional surface antenna and intelligent surfaces with a large number of finely customizable antennas.
to the system with multiple distributed receiving antennas under the CPL assumption, i.e., the single-input multiple-output (SIMO) system and the expressions of CRBs are derived. The results reveal that multiple receiving antennas can significantly improve the estimation accuracy of dimensions parallel to the receiving antenna surface.

The remaining of this paper is organized as follows. Section II describes the generic system model, provides the CRB computation methods using the three electric field observations, and derives the specific CRB expressions. In Section III, the CPL case and two further simplified scenarios are discussed. In Section IV, SIMO positioning system is proposed. Numerical results and discussions are presented in Section V, and the conclusions are given in Section VI.

The following notation is used throughout the paper. Vectors and matrices are denoted in bold lowercase and uppercase respectively, e.g., \( \mathbf{a} \) and \( \mathbf{A} \). We use \( [\mathbf{A}]_{ij} \) to denote the \((i,j)\)th entry of \( \mathbf{A} \) and \( \mathbf{a}_i \) to denote the \(i\)th entry of \( \mathbf{a} \). The superscripts \((\cdot)^H\), \((\cdot)^{-1}\), and \((\cdot)^T\) represent the matrix hermitian-transpose, inverse, and transpose, respectively. \((\cdot)^*\) and \(\text{Re}\{\cdot\}\) denote the complex conjugate and real part of the input operations. The operator \(\|\cdot\|\) means to obtain \(L_2\)-norm of the input and \(|\cdot|\) stands for the modulo operator. The notations \(\mathbb{C}\) and \(\mathbb{R}\) represent sets of complex numbers and of real numbers, respectively. \(n \sim \mathcal{CN}(0, \sigma^2)\) stands for a circularly-symmetric complex-Gaussian random variable with variance \(\sigma^2\). The notation \(j\) denotes the imaginary unit. \(\mathbf{I}_N\) is the \(N \times N\) identity matrix, \(\mathbf{0}_N\) is the \(N\)-dimensional zero vector, and the suffix \(\kappa = x, y, z\) represents the \(X\)-, \(Y\)-, and \(Z\)-dimension in the Cartesian coordinate system, respectively.

II. SYSTEM MODEL AND CRB COMPUTATION

This section first introduces a generic near-field positioning system aiming to estimate the position of a point source terminal based on the electric field observed over the receiving antenna surface area. Since different receiving antenna settings have different observation capabilities, which are embodied in obtaining different observations, i.e., vector, scalar and overall scalar electric field, we will consider these observations for the near-field positioning system. Finally, we will derive and analyze the CRBs for estimating the terminal position by using the above three electric fields and combining electromagnetic propagation theory with estimation theory.

A. Generic System Model of Near-field Positioning

Consider the near-field positioning system depicted in Fig. 1. The terminal is a point source equipped with a monochromatic single-antenna located at \(\mathbf{p}_t\) inside a three-dimensional source region \(\mathcal{R}_t\), and it generates the vector electric field \(\mathbf{e}(\mathbf{p}_t) \in \mathbb{C}^3\) at an arbitrary point \(\mathbf{p}_r\) on the surface \(\mathcal{R}_r\) of the receiving antenna through a homogenous and isotropic medium with neither scatterers nor reflectors. In order to quantitatively describe the positional relationship between the terminal and receiving antenna, we create two Cartesian coordinate systems, \(OXYZ\) and \(P'X'Y'Z'\), with \(O\) (the center of \(\mathcal{R}_r\)) and \(\mathbf{p}_t\) (the centroid of \(\mathcal{R}_t\)) as the origins of the coordinates that have a pure translational relationship. In the \(OXYZ\) system, we denote \(\mathbf{p}_t = (x_t, y_t, z_t)\), \(\mathbf{p}_r = (x_r, y_r, 0)\) and \(\mathcal{R}_r = \{(x_r, y_r, 0): |x_r| \leq D/\sqrt{8}, |y_r| \leq D/\sqrt{8}\}\), where \(D\) is the maximum geometric dimension of the receiving antenna, i.e., the diagonal length of the square surface. Since the wavefront is spherical, we establish a spherical coordinate system \((r, \theta, \phi)\) at point \(\mathbf{p}_t\) to facilitate the description of the spherical wave model. \(\mathbf{x}, \mathbf{y},\) and \(\mathbf{z}\) are unit vectors along the \(X\), \(Y\), and \(Z\)-dimension in the \(OXYZ\) system while \(\theta\) and \(\phi\) are unit vectors along the \(\theta\) and \(\phi\) coordinate curves. \(\mathbf{r}\) is a unit vector denoting the direction of \(\mathbf{r} = \mathbf{p}_r - \mathbf{p}_t\).

The near-field positioning system can estimate the position of the terminal by using the electric field observations obtained over the receiving antenna area. Note that depending on the actual communication requirements, cost or technical limitations, the types of receiving antennas may be different, leading to extraction of varying types of observed electric fields and thus affecting the positioning performance. Next, we will introduce three different cases of the electric field observations.

1) Vector Electric Field (VEF): The most ideal case is that the vector electric field at each point on the whole contiguous surface of the receiving antenna can be observed. To obtain the VEF, we apply Holographic MIMO (H-MIMO) [44]–[46] or large intelligent surfaces (LIS) [47]–[49] as the receiving antenna, which is a spatially-contiguous electronically active surface with a vast amount of tiny antenna-elements. In the \(OXYZ\) system, the vector electric field \(\mathbf{e}(\mathbf{p}_r)\) can be written as

\[
\mathbf{e}(\mathbf{p}_r) = e_x(\mathbf{p}_r) \mathbf{x} + e_y(\mathbf{p}_r) \mathbf{y} + e_z(\mathbf{p}_r) \mathbf{z}.
\]

Then, the observation equation using VEF is

\[
\mathbf{e}(\mathbf{p}_r) = \mathbf{e}(\mathbf{p}_r) + \mathbf{n}(\mathbf{p}_r),
\]

where \(\mathbf{e}(\mathbf{p}_r)\) is the noisy VEF and \(\mathbf{n}(\mathbf{p}_r) \in \mathbb{C}^3\) accounts for thermal noise that is distributed as \(\mathbf{n}(\mathbf{p}_r) \sim \mathcal{CN}(\mathbf{0}_3, \sigma^2\mathbf{I}_3)\).

2) Scalar Electric Field (SEF): If the observation capability of the receiving antenna decreases, there will be a different approach for estimating the position of \(\mathbf{p}_t\). This method uses a scalar electric field that is a component of the Poynting vector perpendicular to each point of the whole contiguous receiving surface \(\mathcal{R}_r\). In fact, the SEF can be regarded as a scalar approximation to the VEF and provide an intermediate
step to understand the analytic model. In the \( OXYZ \) system, the scalar electric field \( e(p_r) \) can be written as:

\[
e(p_r) = \sqrt{\|e(p_r)\|^2 (-\hat{r}^T \cdot \hat{z})} e^{-jk_0r}, \tag{3}\]

where \( k_0 = \omega/c = 2\pi/\lambda \) is the wave number, \( \omega \) is the angular frequency, \( \lambda \) is the wavelength, \( c \) is the speed-of-light, \( \hat{r} \) indicates inner product of vectors, and \( r = |r| \). Then, the observation equation using \( SEF \) is

\[
\hat{e}(p_r) = e(p_r) + n(p_r), \tag{4}\]

where \( \hat{e}(p_r) \) is the observation of the \( SEF \) with noise.

3) Overall Scalar Electric Field (OSEF): With a further decline in the observation capability of the receiving antenna, we assume that only the overall scalar electric field can be obtained, which is the integral of the scalar electric field \( e(p_r) \) over the receiving antenna surface. In this case, the receiving antenna is a conventional surface antenna \([50]\). According to (3), the overall scalar electric field \( e \) is

\[
e = \sqrt{\frac{2}{D^2}} \int_{R_r} e(p_r) \, dp_r, \tag{5}\]

where \( D^2/2 \) is the area of the receiving surface antenna. Then, the observation equation using the \( OSEF \) is

\[
\hat{e} = e + n, \tag{6}\]

where \( \hat{e} \) is the noisy \( OSEF \).

Based on the estimation theory, the computation methods of the CRBs for estimating the position of \( p_t \) using the above three observation equations are given in the following proposition and corollaries.

**Proposition 1** (CRB computation method using \( VEF \)). Denote the real vector to be estimated as \( \xi \in \mathbb{R}^3 = (x_r, y_r, z_r) \), which collects the unknown coordinates of \( p_t \) with respect to the Cartesian system \( OXYZ \). The Fisher’s Information Matrix (FIM), denoted as \( I(\xi) \), is a \( 3 \times 3 \) matrix, whose elements are given by the following double integral:

\[
[I(\xi)]_{mn} = \frac{2}{\sigma^2} \int_{R_r} \text{Re} \left\{ \frac{\partial e_x(p_r)}{\partial \xi_n} \frac{\partial e_x^*(p_r)}{\partial \xi_m} + \frac{\partial e_y(p_r)}{\partial \xi_n} \frac{\partial e_y^*(p_r)}{\partial \xi_m} + \frac{\partial e_z(p_r)}{\partial \xi_n} \frac{\partial e_z^*(p_r)}{\partial \xi_m} \right\} \, dx_r \, dy_r, \tag{7}\]

where \( m, n = 1, 2, 3 \). The CRB for estimating the \( i \)th entry of \( \xi \) is

\[
\text{CRB}(\xi_i) = [I(\xi)^{-1}]_{ii}. \tag{8}\]

**Proof:** The results can be derived from \([51, \text{Appendix 15C}]\) by replacing the noisy observation and the parameter to be estimated with the complex vector \( \hat{e}(p_r) \) and the real vector \( \xi \), respectively.

From Proposition 1, the CRBs using \( SEF \) and \( OSEF \) can be computed by Corollary 1 and Corollary 2.

**Corollary 1** (CRB computation method using \( SEF \)). Using the scalar electric field, the elements of FIM can be computed as:

\[
[I(\xi)]_{mn} = \frac{2}{\sigma^2} \int_{R_r} \text{Re} \left\{ \frac{\partial e(p_r)}{\partial \xi_n} \frac{\partial e^*(p_r)}{\partial \xi_m} \right\} \, dx_r \, dy_r. \tag{9}\]

By substituting (9) into (8), CRBs in this case can be derived.

**Proof:** According to Proposition 1, FIM is additive since \( e_x(p_r), e_y(p_r), \) and \( e_z(p_r) \) are independent observations. So if we only have one noisy observation \( \hat{e}(p_r) \), expression (9) can be derived.

**Corollary 2** (CRB computation method using \( OSEF \)). Similar to Corollary 1, the elements of FIM can be derived as:

\[
[I(\xi)]_{mn} = \frac{2}{\sigma^2} \text{Re} \left\{ \frac{\partial^2 e}{\partial \xi_n \partial \xi_m} \right\}. \tag{10}\]

By substituting (10) into (8), CRBs in this case are obtained.

**Proof:** The only difference between (9) and (10) is that \( e(p_r) \) has already been integrated in (5).

**B. Electric Field Expressions**

From the Maxwell equations, the vector electric field \( e(p_r) \) generated in the point \( p_r \) from the isotropic point antenna \( p_t \) is due to the current density \( J(p_t) \) and satisfies \([52, 53]\)

\[
E(p_r) = G(r)J(p_t), \tag{11}\]

where \( J(p_t) \) is Fourier representation \( J(p_t) \) of the current \( j(p_t) \) at point \( p_t \). \( G(r) \in \mathbb{C}^{3 \times 3} \) is referred as the tensor Green function in electromagnetic theory and can be expressed as

\[
G(r) \simeq \frac{-j\eta e^{-jk_0r}}{2\lambda r} (I - \hat{r} \cdot \hat{r}^T), \tag{12}\]

where \( \eta = \sqrt{\mu/\epsilon}, \mu, \) and \( \epsilon \) are the permeability, permittivity, and impedance of free-space, respectively. The approximation in (12) is tight when \( r \geq \lambda \), which always holds when the terminal is in the near-field region (between the reactive near-field and the far-field region) of the receiving antenna \([50]\). Without loss of generality, we assume that the electromagnetic wave emitted from the terminal \( p_t \) is polarized in the \( Y \)-dimension, which means that \( J(p_t) = J_0(p_t) \hat{y} \).

Using (11) and (12), the specific expressions of the three electric fields \( VEF, SEF, \) and \( OSEF \) in the near-field region can be obtained by Proposition 2, Corollary 3 and 4.

**Proposition 2** (Vector electric field). In the coordinate system \( OXYZ \), the three components of the vector electric field can be expressed as:

\[
e_x(p_r) = jE_0 \frac{(x_r - x_t) (y_r - y_t)}{r^3} e^{-jk_0r}, \tag{13}\]

\[
e_y(p_r) = -jE_0 \frac{1}{r} \left[ 1 - \frac{(y_r - y_t)^2}{r^2} \right] e^{-jk_0r}, \tag{14}\]

\[
e_z(p_r) = -jE_0 \frac{z_t (y_r - y_t)}{r^3} e^{-jk_0r}, \tag{15}\]

where \( E_0 = \frac{\eta J_0(p_t)}{2\lambda} \) is initial electric intensity and is measured in volts \((V)\).

**Proof:** Please see Appendix A.

**Corollary 3** (Scalar electric field). In the coordinate system \( OXYZ \), the scalar electric field can be derived as

\[
e(p_r) = E_0 \sqrt{\frac{z_t [(x_r - x_t)^2 + z_t^2]}{r^5}} e^{-jk_0r}. \tag{16}\]
Proof: Substituting (64) in Appendix A into (3) yields
\[ e(\mathbf{p}_r) = \sqrt{\|\mathbf{G}(\mathbf{r})\mathbf{J}(\mathbf{p}_r)\|^2 \sin \theta \sin \phi \rho e^{-j\kappa_0 r}}. \] (17)
By using (71) – (73) in Appendix A into (17), the scalar electric field with respect to \((r, \theta, \phi)\) can be expressed as
\[ e(\mathbf{p}_r) = |G(r)|J_y(\mathbf{p}_r) \sqrt{\sin^3 \theta \sin \phi \rho e^{-j\kappa_0 r}}. \] (18)
By substituting (74) – (76) in Appendix A into (18) yields Corollary 3.

**Corollary 4 (Overall scalar electric field).** In the coordinate system OXYZ, the overall scalar electric field is
\[ e = E_0 \sqrt{\frac{2}{D^2} \int_{R_r} \sqrt{z_i[(x_r - x_t)^2 + z_i^2]} \rho e^{-j\kappa_0 r} dx_r dy_r}. \] (19)

**Proof:** From (5) and (18), the overall scalar observation is derived in Corollary 4.

**C. CRB Computation and Analysis**

Using results in Sec. II-A and II-B, the expressions of the CRBs for estimating the position of \(\mathbf{p}_r\) in Fig. 1 are provided.

**Proposition 3 (CRB expressions, \(e(\mathbf{p}_r)\)).** Using the vector electric field, the CRBs can be computed as
\[
\begin{align*}
\text{CRB}_1(x_i) &= \frac{\text{SNR}^{-1}}{2} \cdot -I_{23}^2 + I_{22}I_{33} \quad (20) \\
\text{CRB}_1(y_i) &= \frac{\text{SNR}^{-1}}{2} \cdot -I_{23}^2 + I_{11}I_{33} \quad (21) \\
\text{CRB}_1(z_i) &= \frac{\text{SNR}^{-1}}{2} \cdot -I_{12}^2 + I_{11}I_{22} \\
& \quad \text{where } \text{SNR} = |E_0|^2/\sigma^2, \quad I_{mn} = \rho_{11}^{mn} + \rho_{12}^{mn}, \quad m \leq n, \quad \rho_{11}^{mn} \text{ and } \rho_{12}^{mn} \text{ are computed in (81) – (92) in Appendix B}, \quad \text{and} \\
& \quad I_s = 2I_{12}I_{13}I_{23} + I_{11}I_{22}I_{33} - I_{13}^2I_{22} - I_{12}^2I_{33} - I_{12}I_{23} - I_{13}I_{33}. 
\end{align*}
\]

**Proof:** According to Proposition 1 and Proposition 2, the first-order derivatives \(\partial h_x(\mathbf{p}_r)/\partial x_t, \ldots, \partial h_z(\mathbf{p}_r)/\partial z_t\) in FIM, where \(h_n(\mathbf{p}_r) \triangleq e_n(\mathbf{p}_r)/E_0\), are first computed. For their specific expressions, please see (80a) – (80i) in Appendix B. Then by substituting these expressions into (7), we can derive the elements of FIM as follows.

\[ I(\xi)_{mn} = 2\text{SNR} (\rho_{11}^{mn} + \rho_{12}^{mn}). \] (23)

Since FIM is a symmetric matrix, we have \(I(\xi)_{mn, m\neq n} = I(\xi)_{nm, n\neq m}\). By applying the matrix inversion lemma, we obtain the inverse of \(I(\xi)\), denoted as \(I(\xi)^{-1}\), whose diagonal elements are the CRBs for estimating \(x_t, y_t, \) and \(z_t\).

Based on the above expressions of the CRBs for VEF, the CRBs for SEF and OSEF are provided in the following Corollary 5 and Corollary 6.

**Corollary 5 (CRB expressions, \(e(\mathbf{p}_r)\)).** If using the scalar electric field observation, the specific expressions of the CRBs can also be computed by (20) – (22). and we denote them as CRB2 \((\kappa_i)\). The only difference from Proposition 3 is the computation of \(I_{mn}\), where \(I_{mn} = \rho_{11}^{mn} + \rho_{12}^{mn} \cdot \rho_{21}^{mn} \text{ and } \rho_{33}^{mn} \text{ are given in (94) – (105) in Appendix B.}

**Proof:** According to Corollary 3, the first-order derivatives \(\partial h_x(\mathbf{p}_r)/\partial \kappa_i\) involved in FIM \(I(\xi)\), where \(h(\mathbf{p}_r) \triangleq e(\mathbf{p}_r)/E_0\), are computed in (93a) – (93c) in Appendix B. According to Corollary 1, CRB2 \((\kappa_i)\) can be derived.

**Corollary 6 (CRB expressions, \(e(\mathbf{p}_r)\)).** If we can only obtain the overall scalar electric field observation. The CRBs, denoted as CRB3 \((\kappa_i)\), can also be computed by (20) – (22), but the expression of \(I_{mn}\) is different. Specifically, \(I_{mn} = \rho_{33}^{mn}\),
\[
\rho_{33}^{mn} = \frac{2}{D^2} \text{Re} \left\{ \frac{\partial h_x}{\partial \kappa_i} \cdot \frac{\partial h_y}{\partial \kappa_j} \right\},
\] (24)
and \(h \triangleq \frac{D}{\sigma^2} e/E_0\).

**Proof:** The results can be derived based on Corollary 2 and Corollary 4.

Note that it might be difficult to compute the value of \(\rho_{33}^{mn}\) due to the double integral in the molecule of partial derivative \(\partial h_x/\partial \kappa_i\) in (24). By approximating the integral as a summation, a simpler expression of \(\rho_{33}^{mn}\) can be obtained. In particular, we divide the receiving surface \(R_t\) into \(\alpha\) parts, where \(\sqrt{\alpha}\) is a positive integer and an odd number for simplicity. Denote the coordinate of each small part as \((x_i, y_j)\), where \(x_i\) is the arithmetic sequence \((x_1, x_2, \ldots, x_{\sqrt{\alpha}})\), the common difference \(\frac{D}{\sqrt{\alpha}}\), and the first item is \(x_1 = \frac{D}{\sqrt{\alpha}} - \frac{D}{\sqrt{\alpha}}\). Similarly, the arithmetic sequence \(y_j\) has the same common difference and the first item as \(y_i\). So \(h\) can be written approximately as \(h_d\),
\[
h_d = \frac{D^2}{2\alpha} \sum_{i=1}^{\sqrt{\alpha}} \sum_{j=1}^{\sqrt{\alpha}} \sqrt{z_i[(x_i - x_t)^2 + z_i^2]} \rho e^{-j\kappa_0 r, i, j},
\] (25)
where \(r_{i,j} = \sqrt{(x_i - x_t)^2 + (y_j - y_t)^2 + z_j^2}\). Therefore, \(\rho_{33}^{mn}\) can be computed by \(\frac{D^2}{2\alpha} \text{Re} \left\{ \frac{\partial h_x}{\partial \kappa_i} \cdot \frac{\partial h_y}{\partial \kappa_j} \right\}\). Further, the specific expressions of \(\rho_{33}^{mn}\) are given in (106) – (111) in Appendix B.

**III. CRB FOR A TRANSMITTER ON THE CPL**

To validate the results derived in Sec. II-C, a simplified case of the generic near-field positioning system is considered, where the terminal is on the CPL of the receiving antenna surface. Specifically, the CPL is the line perpendicular to the receiving antenna surface \(R_r\) passing through the centre point \(O\) and the three-dimensional source region \(R_s\) degenerates into the one-dimensional region \(L_s\), as shown in Fig. 2.

**A. CRB Computation and Analysis for CPL Case**

In CPL case, we have \(x_t = y_t = 0\) (but they are unknown), and \(r = \sqrt{x_t^2 + y_t^2 + z_t^2}\). Since \(r\) is an even function with respect to \(x_t\) and \(y_t\), and the integration domain \(R_r\) is symmetric, the cross-terms of different dimensions in the FIM \(I(\xi)\) are zero, meaning that the FIM \(I(\xi)\) is a diagonal matrix. Using the properties of the diagonal matrix inversion, the process of computing CRBs will be greatly simplified.

We denote a parameter \(\tau \triangleq D/z_i\), which measures the diagonal length of the receiving antenna surface normalized
by the distance from the considered terminal position to the receiver. For a terminal in the near-field region, the value of \( \tau \) is large, and for a terminal far away from the receiving antenna, \( \tau \) becomes small. Then we define a new integration domain \( \mathcal{R}_r = \{(u, v) : |u| \leq \tau / \sqrt{8}, |v| \leq \tau / \sqrt{8}\}\).

Based on Proposition 3, Corollary 5, and Corollary 6, the following results can be obtained.

**Corollary 7** (CRB, VEF, CPL). If the terminal is on the CPL, the CRBs for the estimation of \( x_t \), \( y_t \), and \( z_t \) using the **vector electric field**, denoted as \( \text{CRB}_c^V(\kappa_t) \), are

\[
\text{CRB}_c^V(\kappa_t) = \frac{\text{SNR}^{-1}}{2(k_0^2 \rho_{11x} + z_t^{-2} \rho_{12x})},
\]

where

\[
\rho_{11x} = \iint_{\mathcal{R}_r} \frac{u^2(u^2 + 1)}{(u^2 + v^2 + 1)^3} dudv
\]

\[
\rho_{12x} = \iint_{\mathcal{R}_r} \frac{u^4 + 4u^2 + u^2 + v^2 - u^2v^2}{(u^2 + v^2 + 1)^4} dudv
\]

\[
\rho_{11y} = \iint_{\mathcal{R}_r} \frac{u^2(u^2 + 1)}{(u^2 + v^2 + 1)^3} dudv
\]

\[
\rho_{12y} = \iint_{\mathcal{R}_r} \frac{(u^2 + 1)(u^2 + 4u^2 + 1)}{(u^2 + v^2 + 1)^4} dudv
\]

\[
\rho_{11z} = \iint_{\mathcal{R}_r} \frac{u^2 + 1}{(u^2 + v^2 + 1)^3} dudv
\]

\[
\rho_{12z} = \iint_{\mathcal{R}_r} \frac{u^4 + u^2v^2 + 1}{(u^2 + v^2 + 1)^4} dudv.
\]

**Proof:** Since FIM \( \mathbf{I}(\xi) \) is a diagonal matrix, (8) can be rewritten as

\[
\text{CRB}(\xi_t) = \left| \mathbf{I}(\xi_t) \right|^{-1} = I_{ii}^{-1},
\]

where

\[
I_{ii} = \rho_{ii}^{\text{ME}} + \rho_{ii}^{\text{NME}}, \quad \rho_{ii}^{\text{ME}} \quad \text{and} \quad \rho_{ii}^{\text{NME}} \quad \text{can be computed by replacing} \ x_{r,t} \quad \text{and} \ y_{r,t} \quad \text{in} \ (81) - (86) \quad \text{with} \ x_t \quad \text{and} \ y_t.
\]

**Remark 1** (The generalizability of proposition 3). Proposition 3 can be simplified to Corollary 7 by utilizing diagonal matrix inversion and simplification of \( \rho_{11}^{\text{ME}} - \rho_{12}^{\text{NME}} \) when the terminal is on the CPL. Besides, the expressions of \( \text{CRB}_c^V(\kappa_t) \) are consistent with the results in [43, Eqs. (28)–(36)]. The only difference is that we have replaced the integration variables \( x_t \) and \( y_t \) with \( u \) and \( v \) for a more intuitive analysis of the effect of \( \lambda \) and \( z_t \) on the CRBs. Consequently, the expressions of the CRBs (using the **vector electric field**) in proposition 3 are more general than [43]. In fact, compared with the CPL case, Sec. II-A provides a generic positioning model.

**Remark 2** (Closed-form expressions of \( \text{CRB}_c^C(\kappa_t) \)). Different from [43, Eqs. (39)–(46)], the more precise closed-form expressions for \( \rho_{11x}, \rho_{12y}, \rho_{11z}, \) and \( \rho_{12z} \) are given in (112) – (115) in Appendix C. Since the closed-form expressions of \( \rho_{11x} \) and \( \rho_{11y} \) are hard to obtain, their closed-form upper and lower bounds are provided in (118) – (121).

**Corollary 8** (CRB, SEF, CPL). For the CPL case, the CRBs for estimating \( x_t, y_t, \) and \( z_t \) using the **scalar electric field**, denoted as \( \text{CRB}_c^S(\kappa_t) \), are given by

\[
\text{CRB}_c^S(\kappa_t) = \frac{\text{SNR}^{-1}}{2(k_0^2 \rho_{21x} + z_t^{-2} \rho_{22x})},
\]

where

\[
\rho_{21x} = \iint_{\mathcal{R}_r} \frac{u^2(u^2 + 1)}{(u^2 + v^2 + 1)^7/2} dudv
\]

\[
\rho_{22x} = \iint_{\mathcal{R}_r} \frac{u^2(3u^2 - 2u^2 + 3)^2}{4(u^2 + 1)(u^2 + v^2 + 1)^9/2} dudv
\]

\[
\rho_{21y} = \iint_{\mathcal{R}_r} \frac{u^2(u^2 + 1)}{(u^2 + v^2 + 1)^7/2} dudv
\]

\[
\rho_{22y} = \iint_{\mathcal{R}_r} \frac{25u^2(u^2 + 1)}{4(u^2 + v^2 + 1)^9/2} dudv
\]

\[
\rho_{21z} = \iint_{\mathcal{R}_r} \frac{u^2 + 1}{(u^2 + v^2 + 1)^7/2} dudv
\]

\[
\rho_{22z} = \iint_{\mathcal{R}_r} \frac{(u^4 + u^2v^2 + 3u^2 - u^2 - 2)^2}{4(u^2 + v^2 + 1)(u^2 + v^2 + 1)^9/2} dudv.
\]

**Proof:** The diagonal elements of FIM \( \mathbf{I}(\xi) \) in (33) can be written as \( I_{ii} = \rho_{21i}^{\text{ME}} + \rho_{22i}^{\text{NME}} + \rho_{21i}^{\text{NME}} \) and \( \rho_{22i}^{\text{NME}} \) can be computed by replacing \( x_{r,t} \) and \( y_{r,t} \) in (94) – (99) with \( x_t \) and \( y_t \).

The closed-form expressions of \( \rho_{21i} \) and \( \rho_{22i} \) are complicated and lengthy, so we provided their closed-form upper and lower bounds in (123) – (134).

Corollary 7 and Corollary 8 clearly demonstrate the effects of the wavelength \( \lambda = 2\pi/k_0 \) and the propagation distance \( \delta = z_t \) on the CRBs for fixed values of \( \tau \) and SNR in the near-field positioning system (using the **vector or scalar electric field**). In particular, the CRBs for all dimensions decrease as \( \lambda \) or \( z_t \) decreases. In other words, the estimation accuracy of the positioning system increases as the carrier frequency (\( f_c \)) becomes higher or as the propagation distance becomes closer.

**Corollary 9** (CRB, OSEF, CPL). When we use the **overall scalar electric field**, the CRBs for the CPL case, denoted as \( \text{CRB}_c^O(\kappa_t) \), can be computed as follows.

\[
\text{CRB}_c^O(\kappa_t) = \frac{\text{SNR}^{-1}}{4|\tau|^2 \rho_{33}},
\]
where $\rho_{ij} \triangleq \frac{\partial h_i}{\partial \kappa_j}$. Utilize $h_i$ to discretize $h$, we have

$$\text{CRB}_3^C (\kappa_i) \approx \frac{\sigma_x^2}{D^2} \text{SNR}^{-1} \left| \sum_{i=1}^{\sqrt{\alpha}} \sum_{j=1}^{\sqrt{\alpha}} f_{xz} \rho_{ij} e^{-jk_0 r_{ij}} \right|^2, \quad (42)$$

where $f_{xz} \triangleq \sqrt{z_i (x_i^2 + z_i^2)}$ and

$$\rho_{ij}^{\alpha_1} x_{ij} (j_0 r_{ij}^2 + \frac{5}{2} r_{ij}^2 \kappa_{ij}) = 1 \sqrt{z_i + x_i^2} r_{ij}, \quad (43)$$

$$\rho_{ij}^{\alpha_2} y_{ij} (j_0 r_{ij}^2 + \frac{5}{2} r_{ij}^2 \kappa_{ij}) = 1 \sqrt{z_i + x_i^2} r_{ij}, \quad (44)$$

$$\rho_{ij}^{\alpha_3} z_{ij} (j_0 r_{ij}^2 + \frac{5}{2} z_{ij}^2 + \frac{3}{2} z_i^2 + \frac{2}{12} r_{ij}^2, \quad (45)$$

Proof: The results can be derived utilizing Corollary 6 and equation (25) following the property of the inverse of a diagonal matrix $\mathbf{I}(\xi)$. \hfill \blacksquare

**Remark 3 (CRB$^C_3$ ($\kappa_i$) < CRB$^C_2$ ($\kappa_i$)).** We can either compute (42) numerically or use the Cauchy-Schwarz inequality to show

$$\text{CRB}_3^C (\kappa_i) > \frac{\sigma_x^2}{\sum_{i=1}^{\sqrt{\alpha}} \sum_{j=1}^{\sqrt{\alpha}} \left( f_{xz} \rho_{ij} e^{-jk_0 r_{ij}} \right)^2} \text{SNR}^{-1} \quad (46)$$

where $\rho_{ij}^{\alpha_1}$ and $\rho_{ij}^{\alpha_2}$ are the discretized sampling of the integrand in (35) – (40). It can be seen that, under the same condition, the CRBs using SEF are the lower bounds of the CRBs using OSF. Using OSF can significantly reduce the complexity of the near-field positioning system, but at the cost of reduced estimation accuracy.

**B. Two Further Simplified Scenarios**

1) **CRB analysis for $z_i \gg \lambda$.** Consider a scenario where the distance from the terminal located on the CRL to the receiver is much larger than the wavelength, namely $z_i \gg \lambda$. It generally holds in wireless communication systems with frequencies in the range of GHz (10^9 Hz) or above. Expressions of the CRBs in Corollary 7 and 8 can be further simplified as follows.

**Corollary 10 (CRB, CPL, $z_i \gg \lambda$).** If $z_i \gg \lambda$, the CRBs for the CPL case can be further simplified as

a) Using the vector electric field, $\text{CRB}_1^C (\kappa_i)$ reduces to

$$\text{CRB}_1^C (\kappa_i) \approx \frac{\text{SNR}^{-1}}{2 \sqrt{\kappa_0}} \rho_{11x} \quad (47)$$

b) Using the scalar electric field, $\text{CRB}_2^C (\kappa_i)$ reduces to

$$\text{CRB}_2^C (\kappa_i) \approx \frac{\text{SNR}^{-1}}{2 \sqrt{\kappa_0}} \rho_{21x} \quad (48)$$

Proof: Please refer to Appendix D. \hfill \blacksquare

Corollary 10 shows that, when $z_i \gg \lambda$, the CRBs for all dimensions are solely determined by the values of $\lambda$ and $\tau$. Particularly, if we keep $\tau$ and SNR fixed, CRB$^C_1$ ($\kappa_i$) and CRB$^C_2$ ($\kappa_i$) are proportional to the square of $\lambda$. Furthermore, for a fixed value of $\tau$, if $z_i$ increases by a factor $\alpha$, the surface diagonal length $D$ needs to be scaled by the same factor $\alpha$ (the surface area of the receiving antenna increases by the factor $\alpha^2$) to keep the CRBs unchanged.

**Remark 4 (Comparison of estimation accuracy).** From Corollary 7 and Corollary 8, we find that $\rho_{11x} > \rho_{21x}$. Accordingly, based on Corollary 10 and Remark 3, we derive that

$$\text{CRB}_1^C (\kappa_i) < \text{CRB}_2^C (\kappa_i) < \text{CRB}_3^C (\kappa_i). \quad (49)$$

Inequality (49) shows that using the vector electric field at each point on the receiving surface renders lower CRBs, i.e., higher estimation accuracy. Using the scalar electric field will reduce the complexity of the observations, but the CRBs will increase. If the conventional surface antenna is employed as the receiver, the near-field positioning system can only obtain the overall scalar electric field, which will further reduce the complexity of the system but the accuracy decreases too.

2) **Asymptotic CRB analysis for $\tau \to \infty$.** Based on the above analysis, it is interesting to analyze the behaviour of the asymptotic CRBs when the surface diagonal length $D$ is much larger than the distance $z_i$ from the terminal to the receiver. Corollary 11 gives the CRBs in the asymptotic regime $\tau \to \infty$.

**Corollary 11 (CRB, CPL, $\tau \to \infty$).** For the CPL case and $z_i \gg \lambda$, in the asymptotic regime $\tau \to \infty$, the CRBs for the estimation of $x_i$, $y_i$, and $z_i$ are given by

a) Using the vector electric field, we have

$$\lim_{\tau \to \infty} \text{CRB}_1^C (x_i) = \frac{\text{SNR}^{-1} \lambda^2}{6 \pi^3 \ln \tau} \quad (50)$$

$$\lim_{\tau \to \infty} \text{CRB}_1^C (y_i) = \frac{\text{SNR}^{-1} \lambda^2}{2 \pi^3 \ln \tau} \quad (51)$$

$$\lim_{\tau \to \infty} \text{CRB}_1^C (z_i) = \frac{\text{SNR}^{-1}}{6 \pi^3 \lambda^2} \quad (52)$$

b) Using the scalar electric field, we have

$$\lim_{\tau \to \infty} \text{CRB}_2^C (x_i) = \frac{15 \text{SNR}^{-1} \lambda^2}{64} \quad (53)$$

$$\lim_{\tau \to \infty} \text{CRB}_2^C (y_i) = \frac{15 \text{SNR}^{-1} \lambda^2}{32} \quad (54)$$

$$\lim_{\tau \to \infty} \text{CRB}_2^C (z_i) = \frac{15 \text{SNR}^{-1} \lambda^2}{\pi^3} \quad (55)$$

Proof: We have provided the closed-form expressions or upper and lower bounds in Appendix C, making it possible to compute and analyze the asymptotic CRBs. By computing the limit values of (118) and (119), we have that $\rho_{11x} \sim \frac{2\pi}{\tau} \ln \tau$ for $\tau \to \infty$. According to (120) and (121), we have that $\rho_{11y} \sim \frac{1}{\tau} \ln \tau$ for $\tau \to \infty$. Similarly, according to (114) and (123) – (125), we have $\lim \rho_{11x} = \frac{2\pi}{\tau}$, $\lim \rho_{21x} = \frac{8\pi}{15}$, $\lim \rho_{21y} = \frac{4\pi}{15}$ and $\lim \rho_{21z} = \frac{8\pi}{15}$, where we use limit to represent $\lim_{\tau \to \infty}$. Thus, Corollary 11 holds. \hfill \blacksquare

From Corollary 11, the following observations can be made. Firstly, for the near-field positioning system, if we use the vector electric field, the CRBs for estimating $x_i$ and $y_i$ will

\[ z_i \gg \lambda \] corresponds to the near-field region when the size of the receiving antenna is on the order of meters, because $z_i \ll 2D^2/\lambda$ when $z_i \gg \lambda$ and $D$ is not very small.
decrease as a ln⁻¹ function of τ and go to zero as τ increases infinitely. But CRBⱼ₃(ρ₃) tends to a fixed value which depends uniquely on the λ and SNR, and does not change with τ.

In the CPL case, ρ₃ represents the propagation distance, so equation (52) provides a fundamental lower limit to the near-field precision. Secondly, if we use the scalar electric field, the CRBs for the estimation of xₖ and zₖ are identical and the three CRBs are solely determined by λ and SNR as τ increases. Finally, in order to get more insights on the difference of fundamental limit of the estimation accuracy between VEF and SEF as τ increases, we denote their difference as ΔCᵣ = pᵣ SNR⁻¹λ² with pᵣ = 15/(64π³) ≈ 7.56 × 10⁻³, pᵧ = 15/(32π³) ≈ 1.512 × 10⁻², and pₓ = 13/(192π³) ≈ 6.77 × 10⁻⁵. This indicates that using SEF has a smaller performance penalty for the estimation of zₖ than xₖ and yₖ compared to using VEF.

IV. CRB of the SIMO Positioning System

The receiving antenna in the previous sections is a single antenna or intelligent surface, where the positioning system can be defined as the single-input single-output (SISO) system. In this section, the system with multiple distributed receiving antennas will be discussed, referred to as the single-input multiple-output (SIMO) system depicted in Fig. 3. This SIMO system is specifically interpreted as follows.

- **Space constraints:** Each of the small receiving antenna is an intelligent surface or conventional surface antenna as previously described and are distributed on a large rectangular surface Rₓ with size Rₓ × Rᵧ, where R is usually a fixed value (a few meters to tens of meters) due to space constraints of the positioning system.

- **Total surface area:** The total surface area is the same for different numbers of the small receiving antennas and each of them has the same surface area and properties. In particular, we consider that the total surface area is D² and the number of the receiving antennas is N². Therefore, the size of each receiving antenna is D/N√2 × D/N√2.

- **Terminal position:** For simplicity, the terminal is located on the CPL with coordinates (0, 0, zₑ), which makes the FIM matrix diagonal as will be shown in Lemma 1.

Note that if N = 1, the SIMO system degenerates into the SISO system, where the CRBs for all three dimensions using the three electric fields have been computed and analyzed in Sec. II-B and Sec. III. In this section, we assume N ≥ 2. To derive the CRBs of the SIMO system, we provide Lemma 1.

**Lemma 1** (Properties of the Fisher’s information). The FIM of the SIMO system is a diagonal matrix, and the Fisher’s information is identical for every four small receiving antennas rotationally symmetric about the origin (rotation angle is 90°).

**Proof:** Since ρ₁¹₁ − ρ₁¹₂ in (87) – (92) and ρ₁²¹ − ρ₁²₂ in (100) – (105) (items in FIM off-diagonal elements) contain at least an odd power term of either xₑ or yₑ, and τ is an even function with respect to xₑ and yₑ, we can prove that even though the integral domains of ρ₁¹₁ − ρ₁²₁ and ρ₁²¹ − ρ₁²₂ are no longer symmetric about the origin, due to the additivity of the Fisher’s information, there can be a symmetric integral of each integral whose sum is zero. Consequently, the off-diagonal elements of the FIM matrix are canceled. Similarly, ρ₁¹₁ − ρ₁²₂ in (81) – (86) and ρ₁²¹ − ρ₁²₂ in (94) – (99) (items in FIM diagonal elements) contain even power terms of xₑ and/or yₑ, so the diagonal elements are non-zero, and the values of ρ₁¹₁ − ρ₁²₁ and ρ₁²¹ − ρ₁²₂ remain unchanged if xₑ becomes −xₑ and/or yₑ becomes −yₑ. Therefore, Lemma 1 holds.

Based on Lemma 1, we divide the large rectangular surface into four equal parts using the X and Y axes as their boundaries. Then, we only need to study one of the four parts, which contains N² small receiving antennas with index (i, j), i, j = 1, · · · , N/2. The integral domain of the small receiving antenna with index (i, j) is denoted as Rᵢ,j = (xᵢ,j, yᵢ,j, 0), where xᵢ,j ∈ [(2i−1)R−D, (2i−1)R+D], yᵢ,j ∈ [(2j−1)R−D, (2j−1)R+D]. Additionally, Rᵢ,j can be rewritten as Rᵢ,j = (u, v, 0), where u ∈ [1/2√2N − (2i−1)R − τ, (2i−1)R − τ], v ∈ [1/2√2N − (2j−1)R − τ, (2j−1)R + τ]. The CRBs of the SIMO positioning system using VEF, SEF and OSEF are derived as follows.

**Proposition 4** (CRB, SIMO). For the defined SIMO positioning system depicted in Fig. 3, we have that:

- a) Using the vector electric field, the CRBs can be given by

\[
\text{CRB}₁(\kappaᵢ) = \frac{8 \sum_{j=1}^{2} \sum_{k=1}^{2} \left( kᵢ^3 p₁¹₁ + zₑ² p₁²₂ \right) }{\text{SNR}⁻¹},
\]

where p₁¹₁, p₁²₂ have the same integrand as ρ₁¹₁, ρ₁²₂ in (27) – (32), but their integral domain is Rᵢ,j.

- b) Using the scalar electric field, the CRBs are given by

\[
\text{CRB}₂(\kappaᵢ) = \frac{8 \sum_{j=1}^{2} \sum_{k=1}^{2} \left( kᵢ^3 p₁³₁ + zₑ² p₁³₂ \right) }{\text{SNR}⁻¹},
\]

where p₁³₁, p₁³₂ have the same integrand as ρ₁¹₁, ρ₁²₂ in (35) – (40), but their integral domain is Rᵢ,j.
c) Using the overall scalar electric field, the CRBs are
\[
\text{CRB}_3^M(\kappa_t) = \frac{\text{SNR}^{-1}}{\frac{1}{\kappa_t} \sum_{j=1}^{2} \sum_{i=1}^{\frac{N}{2}} \left| \rho_{ij} \right|^2},
\]
(58)
where \(\rho_{ij} = \frac{\partial h_{ij}}{\partial n_{ij}}\), \(h_{ij}\) has the same integrand as \(h\) in Corollary 6 while its integral domain is \(R_{i,j}\). According to (42), the more feasible expression of (58) is given. Similarly, we divide each small receiving surface \(R_{i,j}\) into \(\alpha\) parts, and denote that
\[
x_{m,i} = \frac{2(2i-1)R-D}{2\sqrt{2\kappa N}} + \frac{2(2m-1)D}{2\sqrt{2\kappa N}} , \quad y_{n,j} = \frac{(2j-1)R-D}{2\sqrt{2\kappa N}} + \frac{(2n-1)D}{2\sqrt{2\kappa N}},
\]
\[
r_{mn,ij} = \sqrt{x_{m,i}^2 + y_{n,j}^2 + z_t^2},
\]
then \(\text{CRB}_3^M(\kappa_t)\) can be further written as follows.
\[
\text{CRB}_3^M(\kappa_t) \approx \frac{\text{SNR}^{-1}}{\sum_{j=1}^{\frac{N}{2}} \sum_{i=1}^{\frac{N}{2}} \left| \sum_{m=1}^{\kappa N} \sum_{n=1}^{\kappa N} \rho_{mn,ij} \right|^2},
\]
(59)
where \(\rho_{mn,ij} = \sqrt{z_t(x_{m,i}^2 + y_{n,j}^2)}\rho_{3k}\) is given in (43) – (45), but \(x_i, y_j\) and \(r_{mn,ij}\) need to be modified to \(x_{m,i}, y_{n,j}\) and \(r_{mn,ij}\), respectively.

Proof: Corollary 7 – 9 have computed the CRBs for all three dimensions using the three electric fields in the SISO positioning system and the crux of the computation is to give the values of double integrals \(\rho_{11k}, \rho_{12k}, \rho_{21k}, \rho_{22k}\) whose domain is \(R_e\) or \(R_{1\tau}\). In the SIMO positioning system, since the domain of each small receiving antenna is different and discontinuous, we change the domains from \(R_e/R_{1\tau}\) to \(R_{mn,ij}/R_{1\tau}\). Moreover, the electric field observations of each small receiving antennas are independent. So the Fisher’s information is additive. Hence, Proposition 4 holds.

Proposition 4 indicates that \(\text{CRB}_1^M(\kappa_t)\) and \(\text{CRB}_2^M(\kappa_t)\) decrease as \(\lambda\) or \(z_t\) decreases for fixed values of \(N\) and \(\kappa\) or, equivalently, of the functions \(\rho_{a,k}, a, b = 1, 2\). The impact of the number \(\kappa\) of small receiving antennas on the CRBs will be investigated in Sec. V-C. Note that, same as Remark 3, \(\text{CRB}_2^M(\kappa_t)\) can be verified as the lower bounds of the \(\text{CRB}_1^M(\kappa_t)\) by using the Cauchy-Schwarz inequality.

The authors in [48] use the scalar field observed from LIS to derive the CRBs in the SIMO positioning system. They consider a simple and idealized radiation model, which overlooks the physical characteristics of the source. Besides, they assume that the terminal is in the far-field to simplify the computation of CRBs. In Proposition 4, we derive CRBs of the SIMO near-field positioning system while considering the characteristics of the near-field source and using different electric fields.

Next, we analyze the behaviour of the CRBs in the SIMO positioning system when \(z_t \gg \tau\) and \(\tau \rightarrow \infty\). The main results are summarized in the following two corollaries.

**Corollary 12 (SIMO, \(z_t \gg \lambda\)).** If \(z_t \gg \lambda\), the CRBs of the SIMO positioning system can be simplified as
\[
\text{CRB}_1^M(\kappa_t) = \frac{\text{SNR}^{-1}}{8 \sum_{j=1}^{\frac{N}{2}} \sum_{i=1}^{\frac{N}{2}} k_{0}^{2j,ij}\rho_{11k}},
\]
(60)
\[
\text{CRB}_2^M(\kappa_t) = \frac{\text{SNR}^{-1}}{8 \sum_{j=1}^{\frac{N}{2}} \sum_{i=1}^{\frac{N}{2}} k_{0}^{2j,ij}\rho_{21k}},
\]
(61)

Proof: We can show that: 1) \(k_{0}^{2j,ij} > k_{0}^{2j,ij}\) or \(k_{0}^{2j,ij}\) has the same order of magnitude as \(k_{0}^{2j,ij}\). Then, \(k_{0}^{2j,ij} \gg k_{0}^{2j,ij}\) for \(z_t \gg \lambda\). Similarly, we can show that \(k_{0}^{2j,ij} \gg k_{0}^{2j,ij}\) for \(z_t \gg \lambda\). Thus, expression (56) and (57) can be simplified to (60) and (61).

Note that \(\text{CRB}_1^M(\kappa_t) < \text{CRB}_2^M(\kappa_t) < \text{CRB}_3^M(\kappa_t)\) can be derived based on Corollary 12, which is similar to inequality (49). It clearly indicates that using multiple distributed receiving antennas does not affect the order of estimation accuracy of using different electric field observations.

**Corollary 13 (SIMO, \(\tau \rightarrow \infty\)).** If \(z_t \gg \lambda\) and \(\tau \rightarrow \infty\), the CRBs of the SIMO positioning system can be given by
\[
\lim_{\tau \rightarrow \infty} \text{CRB}_1^M(\kappa_t) = \lim_{\tau \rightarrow \infty} \text{CRB}_2^M(\kappa_t)/N^2,
\]
(62)
\[
\lim_{\tau \rightarrow \infty} \text{CRB}_2^M(\kappa_t) = \lim_{\tau \rightarrow \infty} \text{CRB}_2^M(\kappa_t)/N^2.
\]
(63)

Proof: The results can be derived based on Corollary 11 and Corollary 12. Particularly, we have that \(\lim_{\tau \rightarrow \infty} \mu^i_{11k} = \lim_{\tau \rightarrow \infty} \mu^i_{11k}\) and \(\lim_{\tau \rightarrow \infty} \mu^i_{21k} = \lim_{\tau \rightarrow \infty} \mu^i_{21k}\), where we use \(\lim\) to represent \(\lim_{\tau \rightarrow \infty}\). Thus, Corollary 13 holds.

It can be seen from Corollary 13 that the CRBs of the SIMO positioning system will be one-\(N^2\)th of the SISO system as \(\tau\) increases unboundedly. On the large surface with fixed size, different small receiving antennas will be stacked on top of each other with \(\tau\) increasing, resulting in multiplexing benefits and lower CRBs. Besides, the total area of the small receiving antennas will be larger than \(R_e\) as \(\tau \rightarrow \infty\), which ignores the space constraints. In fact, the more practical and meaningful case is \(\tau \leq R/z_t\), which will be analyzed in Sec. V-C.

**V. Numerical Results and Discussions**

In this section, we will provide numerical results to illustrate the propositions and corollaries that we have derived in previous sections. We set the signal-to-noise ratio as \(\text{SNR} = \frac{|E_0|^2}{\sigma^2} = -10\text{dB}\) and the wavelength as \(\lambda = 0.01m\) (corresponding to \(f_c = 30\text{GHz}\)) unless otherwise specified.

A. CRB Evaluation for CPL Case

We first show the CRBs for a terminal on the CPL computed in Sec. III. In order to illustrate the influence of the system carrier frequency on the CRBs, we consider two different values of the wavelength, i.e., \(\lambda = 0.01m\) and \(\lambda = 0.001m\) (corresponding to \(f_c = 30\text{GHz}\)). Fig. 4 and Fig. 5 demonstrate the CRBs, measured in square meters \([m^2]\), versus the surface diagonal length \(D\) or the distance from the terminal to the receiving antenna (terminal-surface distance) \(d = z_t\) when \(z_t = 6m\) or \(D = 9m\), respectively.

It can be seen from Fig. 4 that all the CRBs decrease dramatically with the surface diagonal length in the range \(1m \leq D \leq 10m\), which contains the values of \(D\) commonly used in the practical system. In addition, the CRBs for \(z_t\) are much lower than those for \(x_i, y_j\) in the above range. More interestingly, the CRBs using SEF are greater than CRBs using VEF for all values of \(D\), which agrees with Remark 4. The difference between \(\text{CRB}_1(\kappa_t)\) and \(\text{CRB}_2(\kappa_t)\) is negligible when \(D \leq 10m\), but it will increase gradually with the increase of \(D\). As for the CRBs in the asymptotic regime, we find that:
Table I

| CRB | $D_1$ | $D_2$ | $D_3$ | $D_4$ | Ave |
|-----|-------|-------|-------|-------|-----|
| VEF | $R(x_i)$ | 35.5 | 8.91 | 2.25 | 1.02 | 3.88 |
|     | $R(y_i)$ | 35.5 | 8.91 | 2.26 | 1.02 | 3.88 |
|     | $R(z_i)$ | 0.604 | 0.303 | 0.153 | 0.103 | 0.179 |
| SEF | $R(x_i)$ | 35.5 | 8.92 | 2.26 | 1.03 | 3.89 |
|     | $R(y_i)$ | 35.6 | 8.92 | 2.26 | 1.03 | 3.89 |
|     | $R(z_i)$ | 0.605 | 0.303 | 0.153 | 0.104 | 0.179 |
| OSEF | $R(x_i)$ | - | - | - | - | - |
|      | $R(y_i)$ | - | - | - | - | - |
|      | $R(z_i)$ | 11.8 | 21.1 | 20.4 | 23.7 | 18.0 |

Contrast with the results in [43]. Unfortunately, we find that, even though an accuracy on the order of tens of centimeters in Z-dimension can be achieved by using OSEF, we are unable to estimate $x_i$ and $y_i$ with an acceptable accuracy. This reveals that a single conventional surface antenna possesses only the near-field ranging function, which can be considered a one-dimensional special case of near-field positioning.

B. CRB Evaluation for the General Scenario

Next, we will evaluate the CRBs for a terminal not on the CPL as discussed in Proposition 3, Corollary 5 and 6. Fig. 6 illustrates the CRBs as a function of the distance $d = \sqrt{x_i^2 + y_i^2 + z_i^2}$ for a terminal at $(2, 3, z_i)$ when $D = 9m$. It can be found that the estimation accuracy reduces as the terminal-surface distance increases, which is consistent with our intuition. Particularly, the CRBs for estimating $x_i$ and $y_i$ increase faster than $z_i$ regardless of VEF or SEF. Furthermore, all the CRBs increase rapidly when the termal is close to the receiving antenna $(0 < z_i \leq 3m)$. This occurs because the estimation for all dimensions is nearly perfect (CRB is approaching 0) when the terminal approaches the receiving antenna ($z_i \to 0$, $|x_i|$ and $|y_i|$ are less than $\frac{D}{2\sqrt{2}}$), and as $z_i$ increases from 0, CRBs will rapidly increase to greater orders of magnitude. Besides, we find that CRB$_2(\kappa_i \ell)$ is greater than CRB$_1(\kappa_i \ell)$ when the terminal-surface distance is less than 10m, otherwise they are equal. This indicates that for a receiving antenna with fixed size, there is a considerable performance gap between VEF and SEF, only when the terminal is close to the receiving antenna.

Fig. 7 illustrates the CRBs for terminals with different $x_i$ and $y_i$ versus the terminal-surface distance when using SEF, $D = 9m$ and $\lambda = 0.001m$. It shows that the CRBs have different trends and the curve shapes vary from each other for different $x_i$ and $y_i$ when the terminal is close to the receiving antenna. For instance, if the terminal is on the CPL ($x_i = y_i = 0$, $z_i = 6m$), the CRBs for all dimensions are almost unchanged in the range $0.1m < d < 1m$. However, if $x_i$ or $y_i$ are greater than $\frac{D}{2\sqrt{2}}$ and $z_i$ is small, which means the vertical projection of the terminal along the Z-dimension is not on the receiving antenna surface and the distance from the terminal to the CPL is much larger than $z_i$, the CRBs sharply decrease from infinity. We refer this phenomenon as the near-
field positioning blocking zone effect, which always exists for a fixed-size receiving surface antenna. Notably, extensive numerical simulations in Fig. 4 for terminals not on the CPL demonstrate that results obtained in the analysis of the CPL case in Sec. III are also applicable to the generic near-field positioning system proposed in Sec. II, which provides support for the generalizability of our insights and results.

Fig. 8 demonstrates the normalized CRBs for the terminal not on the CPL, versus $x_t$ and $y_t$ when $z_t = 0m$, $D = 3m$, and using VEF or SEF. These normalized CRBs, measured in [dB] and denoted as CRB$_N^1$ ($\kappa_t$) and CRB$_N^2$ ($\kappa_t$), are defined as the values of CRBs normalized by their minimum, which can be achieved when the terminal is on the CPL ($x_t = y_t = 0$). In order to clearly illustrate the different behaviours of the CRBs when the terminal moves away from the CPL, the color of the point $(x_t, y_t)$ is used to measure the normalized CRB values corresponding to that point. In particular, the normalized CRB values are mapped to the color gamut, where warmer colors represent higher values and lower values are associated to cooler colors. It can be seen that the CRB for estimating $z_t$ increases faster than those for $x_t$ and $y_t$ regardless of using VEF or SEF. In addition, the maximum normalized values of CRB$_1$ ($\kappa_t$) (as shown in Fig. 8a, 8c and 8e) and CRB$_2$ ($\kappa_t$) (as shown in Fig. 8b, 8d and 8f) are $18.40$dB, $18.41$dB, $45.68$dB, $22.41$dB, $22.42$dB, and $49.60$dB, respectively. This result indicates that the CRBs using SEF have a more significant increase than those using VEF, and the difference is about 4dB for all dimensions.

C. CRB Evaluation for the SIMO Positioning System

Finally, we will evaluate the CRBs for the SIMO positioning system as discussed in Sec. IV. We set $R = 30m$, $z_t = 6m$ and $\lambda = 0.001m$. Based on Proposition 4, we compare the CRBs for a terminal on the CPL with different number of small receiving antennas, i.e., $N = 1, 4, 16, 64, 256$.

As shown in Fig. 9, when $D > R$, the SIMO positioning system renders lower CRBs than the SISO positioning system for all three dimensions. More precisely, CRB$_M^1$ ($\kappa_t$) will be one-$N$th of CRB$_S^C$ ($\kappa_t$) as $D$ increases infinitely, as in Corollary 13. Due to the space constraints, we are more interested in the range $D \leq R$, where the surface area covered by the small receiving antennas will be smaller than the large rectangular surface $R_s$. It can be seen that the CRBs for estimating $x_t$ and $y_t$ are significantly improved when using the SIMO system in the above range of practical interest, although the CRBs for $z_t$ become worse. For instance, the CRBs for $x_t$ and $y_t$
we find that CRB (x₁) and CRB (y₁) versus D.

![Graph showing CRBs with different number of small receiving antennas](image)

Fig. 9. CRBs with different number of small receiving antennas (N² = 1, 4, 16, 64, 256, equivalently expressed as CRBS (x₁), 1 × 4, 1 × 16, 1 × 64, 1 × 256) with R = 30m, z₁ = 6m, and λ = 0.001m when using VEF.

with 4 small receiving antennas, each antenna has a surface diagonal length 0.025m, can achieve the same CRBs for a single receiving antenna with D ≈ 0.9m, that is, the antenna surface area needed for estimating X- and Y-dimension by the SIMO positioning system is only 1.23% of that by the SISO system when D is small. The CRB for estimating z₁ with 4 small receiving antennas is around 10dB larger than CRB (z₁) when D is the same and less than 10m. Besides, we find that CRB (x₁) remains the same when the number of small receiving antennas changes, whereas CRB (y₁) is slightly lower when N² = 4 compared to N² = 16, 64, 256, and CRB (z₁) is slightly larger when N² = 4. In fact, to achieve cooperation and coupling calibration among the small receiving antennas, more stringent hardware is required as the number of small antennas rises. Therefore, in light of the performance of the positioning system and the cost of hardware, the SIMO positioning system with 4 small receiving antennas is the superior option for estimating x₁ and y₁, whereas the SISO system is the better choice for estimating z₁, i.e., ranging. It is worth noting that using SEF in the SIMO system has the same rules as using VEF. Using OSEF in the SIMO system with 4 small antennas still fails to estimate the three coordinates of the terminal, but when the number of small receiving antennas is large enough, using OSEF can be approximated as using SEF.

VI. Conclusions

In this paper, a generic near-field positioning model considering different electric field observations and the universality of the terminal position has been proposed. With the purpose of evaluating the estimation accuracy of this system, we have combined electromagnetic propagation theory with estimation theory to develop generic CRB expressions for three Cartesian coordinates of the terminal. Three electric fields (vector, scalar and overall scalar electric field) have been studied for various antenna paradigms with varying observation capabilities. The derived CRB expressions generalize the existing results in [43], where the terminal is located on the CPL of the receiving antenna surface and the vector electric field is utilized. As a result of the CPL assumption, simplifications and insights have been obtained, as well as closed-form CRB expressions. The correlation between estimation precision and observation capability has been discovered. Additionally, the generic CPL model has been expanded to account for systems with multiple distributed receiving antennas, and its optimal estimation precision has been thoroughly discussed. Asymptotic expressions of the CRBs have been provided to illustrate their scaling behaviors in relation to carrier frequency and surface diagonal length. Numerical results have shown that centimeter-level accuracy can be achieved in the near-field of a receiving antenna of a practical size in the mmWave or sub-THz bands by using the vector or scalar electric field. The overall scalar electric field observed by a conventional surface antenna can only be used for ranging. Furthermore, the multiple receiving antennas enhance the estimation accuracy of dimensions parallel to the receiving antenna surface.

Appendix A

Proof of Proposition 2

The transformation relationship between the basis vectors ř, ŧ, φ of the spherical coordinate system (ř, ÷, φ) and the basis vectors ť, ŷ, ź of the Cartesian coordinate system OXYZ is

\[
\hat{r} = \sin \theta \cos \phi \hat{x} + \cos \theta \hat{y} - \sin \theta \sin \phi \hat{z} \quad (64)
\]

\[
\hat{\theta} = \cos \theta \cos \phi \hat{x} - \sin \theta \hat{y} - \cos \theta \sin \phi \hat{z} \quad (65)
\]

\[
\hat{\phi} = -\sin \phi \hat{x} - \cos \phi \hat{z}. \quad (66)
\]
Plugging (64) into (11) and (12) yields
\[ e_x (p_r) = G(r) \left[ (1 - \sin^2 \theta \cos^2 \phi) J_x (p_t) - (\sin \theta \cos \phi \cos \theta) J_y (p_t) + (\sin^2 \theta \cos \phi \sin \phi) J_z (p_t) \right] \] (67)
\[ e_y (p_r) = G(r) \left[ (\sin \theta \cos \theta \cos \phi) J_x (p_t) + \sin^2 \theta \cos \phi \sin \phi \right] J_y (p_t) + (\sin \theta \cos \theta \sin \phi) J_z (p_t) \] (68)
\[ e_z (p_r) = G(r) \left[ (\sin^2 \theta \sin \phi \cos \phi) J_x (p_t) + (\sin \theta \cos \theta \sin \phi) J_y (p_t) + (1 - \sin^2 \theta \sin^2 \phi) J_z (p_t) \right] \] , (69)
where \( J (p_t) = J_x (p_t) \hat{x} + J_y (p_t) \hat{y} + J_z (p_t) \hat{z} \), and \( G(r) \) is the scalar Green function
\[ G(r) = -\frac{pr e^{-jk_o r}}{2\lambda r}. \] (70)

Since we assume that the electromagnetic wave is polarized in the Y-dimension, (67) – (69) can be simplified as
\[ e_x (p_r) = G(r) (\sin \theta \cos \phi \cos \theta J_y (p_t) \] (71)
\[ e_y (p_r) = G(r) \sin^2 \theta J_y (p_t) \] (72)
\[ e_z (p_r) = G(r) (\sin \theta \cos \phi \sin \phi) J_y (p_t) \] . (73)

The dependence of \( e_x (p_r), e_y (p_r) \) and \( e_z (p_r) \) on the position \((x_r, y_r, z_r)\) is hidden in \((r, \theta, \phi)\). We have
\[ r = \sqrt{(x_r - x_t)^2 + (y_r - y_t)^2 + z_r^2} \] (74)
\[ \cos \theta = \frac{r_z}{x_r - x_t} \] (75)
\[ \tan \phi = \frac{r_y}{x_r - x_t} \] (76)
from which it follows that
\[ \sin \theta \cos \phi \cos \theta = \frac{(x_r - x_t) (y_r - y_t)}{r^2} \] (77)
\[ \sin^2 \theta = 1 - \frac{(y_r - y_t)^2}{r^2} \] (78)
\[ \sin \theta \cos \phi \sin \phi = \frac{z_r (y_r - y_t)}{r^2} \] (79)

By substituting (70) and (77) – (79) into (71) – (73) yields Proposition 2.

**APPENDIX B**

**SOME COMPLEX EXPRESSIONS**

In the proof of Proposition 3, we should compute some first-order derivatives to derive the elements of FIM \( \mathbf{I} (\mathbf{e}) \), and the specific expressions are as follows.
\[ \frac{\partial h_z (p_r)}{\partial x_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} - \frac{3}{x_r^2 r^3} - \frac{k_0}{r^4} \right) e^{-j k_o r} \] (80a)
\[ \frac{\partial h_z (p_r)}{\partial y_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} + \frac{3}{x_r^2 r^3} - \frac{k_0}{r^4} \right) e^{-j k_o r} \] (80b)
\[ \frac{\partial h_z (p_r)}{\partial z_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} + \frac{3}{x_r^2 r^3} - \frac{k_0}{r^4} \right) e^{-j k_o r} \] (80c)
\[ \frac{\partial h_y (p_r)}{\partial x_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} - \frac{r^2}{k_0 r^4} \right) e^{-j k_o r} \] (80d)
\[ \frac{\partial h_y (p_r)}{\partial y_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} - \frac{3r^2}{k_0 r^4} \right) e^{-j k_o r} \] (80e)
\[ \frac{\partial h_y (p_r)}{\partial z_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} + \frac{r^2}{k_0 r^4} \right) e^{-j k_o r} \] (80f)

\[ \frac{\partial h_z (p_r)}{\partial x_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} + \frac{3}{x_r^2 r^3} - \frac{k_0}{r^4} \right) e^{-j k_o r} \] (80g)
\[ \frac{\partial h_z (p_r)}{\partial y_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} - \frac{3}{x_r^2 r^3} + \frac{k_0}{r^4} \right) e^{-j k_o r} \] (80h)
\[ \frac{\partial h_z (p_r)}{\partial z_t} = x_r y_r z_t \left( \frac{3y^2}{r^5} - \frac{3}{x_r^2 r^3} + \frac{k_0}{r^4} \right) e^{-j k_o r} \] , (80i)

where we have set \( x_r, y_r, z_r \) and \( y_r, z_r \). The specific expressions of \( \rho_{11}^{m,n} \) and \( \rho_{12}^{n} \) are as follows.
\[ \rho_{11}^{1,1} = k_o^2 \int_{R_r} \left( x_r^2 (x_r^2 + z_r^2) \right) dx_r dy_r \] (81)
\[ \rho_{11}^{2,2} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (82)
\[ \rho_{12}^{2,2} = k_o^2 \int_{R_r} \left( (x_r^2 + y_r^2)(y_r^2 + z_r^2) \right) dx_r dy_r \] (83)
\[ \rho_{12}^{3,3} = k_o^2 z_r^2 \int_{R_r} \left( x_r^2 + z_r^2 \right) dx_r dy_r \] (84)
\[ \rho_{12}^{4,4} = k_o^2 z_r^2 \int_{R_r} \left( x_r^2 + z_r^2 \right) dx_r dy_r \] (85)
\[ \rho_{12}^{5,5} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (86)
\[ \rho_{12}^{6,6} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (87)
\[ \rho_{12}^{7,7} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (88)
\[ \rho_{12}^{8,8} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (89)
\[ \rho_{12}^{9,9} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (90)
\[ \rho_{12}^{10,10} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (91)
\[ \rho_{12}^{11,11} = k_o^2 \int_{R_r} \left( y_r^2 (y_r^2 + z_r^2) \right) dx_r dy_r \] (92)

In the proof of Corollary 5, some first-order derivatives should be computed and the expressions are as follows.
\[ \frac{\partial h (p_r)}{\partial x_t} = x_r t \left( \frac{3y^2}{r^5} + \frac{3}{x_r^2 r^3} - \frac{k_0}{r^4} \right) e^{-j k_o r} \] (93a)
\[ \frac{\partial h (p_r)}{\partial y_t} = x_r t \left( \frac{3y^2}{r^5} - \frac{3}{x_r^2 r^3} + \frac{k_0}{r^4} \right) e^{-j k_o r} \] (93b)
\[ \frac{\partial h (p_r)}{\partial z_t} = x_r t \left( \frac{3y^2}{r^5} - \frac{3}{x_r^2 r^3} + \frac{k_0}{r^4} \right) e^{-j k_o r} \] (93c)

where \( f_{xz} = x_r^2 + z_r^2 \) and \( f_{sz} = \sqrt{z_r^2 + x_r^2} e^{-j k_o r} \). The specific expressions of \( \rho_{11}^{n,m} \) and \( \rho_{12}^{2,2} \) are as follows.
\[ \rho_{11}^{1,1} = k_o^2 \int_{R_r} \left( x_r^2 \right) dx_r dy_r \] (94)
\[ \rho_{11}^{2,2} = k_o^2 \int_{R_r} \left( y_r^2 \right) dx_r dy_r \] (95)
\[ \rho_{12}^{2,2} = k_o^2 \int_{R_r} \left( y_r^2 \right) dx_r dy_r \] (96)
\[
\rho_{22} = z_t \int x_{r,t} \left( \frac{25 y_{r,t} \left( x_{r,t}^2 + z_t^2 \right)}{r^9} \right) dx_r dy_r
\]
\[
\rho_{21}^{33} = k_0^{2 \cdot 3} \int x_{r,t} \frac{z_r + z_t^2}{r^9} dx_r dy_r
\]
\[
\rho_{21}^{33} = \int \left[ \frac{x_{r,t} \left( r^2 - 2 z_t^2 \right) + z_r^2 f_{g_{r,t}}}{4 z_r \left( x_{r,t}^2 + z_t^2 \right)} \right] dx_r dy_r
\]
\[
\rho_{21}^{12} = k_0^{2 \cdot 3} \int x_{r,t} y_{r,t} \left( x_{r,t}^2 + z_t^2 \right) dx_r dy_r
\]
\[
\rho_{21}^{12} = z_t \int \frac{x_{r,t} y_{r,t} \left( 25 f_{z,t}^2/4 - 5 z_r^2/2 \right)}{r^9} dx_r dy_r
\]
\[
\rho_{21}^{13} = k_0^{2 \cdot 2} \int -x_{r,t} \left( x_{r,t}^2 + z_t^2 \right) dx_r dy_r
\]
\[
\rho_{21}^{13} = \int \frac{x_{r,t} \left( f_{z,t}^2 f_{x,t} - f_{z,t} - 25 z_t^2 f_{x,t}^2/2 \right)}{2 \left( x_{r,t}^2 + z_t^2 \right)} dx_r dy_r
\]
\[
\rho_{22}^{13} = k_0^{2 \cdot 2} \int \frac{x_{r,t} y_{r,t} \left( 5 z_r f_{z,t} - 5 z_t^2 \right)}{4 r^9} dx_r dy_r
\]
where \( f_{z,t} = \left( x_{r,t}^2 + 3 z_t^2 \right) r^4, f_{z,t} = 5 \left( x_{r,t}^2 + 5 z_t^2 \right) r^2/2, \) and \( f_{g_{r,t}} = 3 y_{r,t}^2 - 2 x_{r,t}^2. \)

In Corollary 6, CRB\(_3\) \((\kappa_i)\) can be computed by (20) – (22) and \(I_{mn} = \rho_{3 \cdot mn}^{* \cdot mn}. \) The expressions of \( \rho_{3 \cdot mn}^{* \cdot mn} \) are as follows.

\[
\rho_{3 \cdot 11} = D_2^{2 \alpha} \left\| \sum_{i=1}^{\sqrt{\pi}} \sum_{j=1}^{\sqrt{\pi}} x_{i,t} y_{i,t} \left( g_{x,t} - \frac{z_t}{g_{x,t}} \right) \right\| \left( \frac{\alpha}{2} \right)^2
\]
\[
\rho_{3 \cdot 12} = D_2^{2 \alpha} \left\| \sum_{i=1}^{\sqrt{\pi}} \sum_{j=1}^{\sqrt{\pi}} y_{i,t} y_{i,t} \left( g_{x,t} + \frac{z_t}{g_{x,t}} \right) \right\| \left( \frac{\alpha}{2} \right)^2
\]
\[
\rho_{3 \cdot 13} = D_2^{2 \alpha} \left\| \sum_{i=1}^{\sqrt{\pi}} \sum_{j=1}^{\sqrt{\pi}} \left( \frac{3 z_t^2 + x_{r,t}^2}{2 g_{x,t}^2} r_{i,j} - \frac{z_t^2}{g_{x,t}^2} r_{i,j} \right) \right\| \left( \frac{\alpha}{2} \right)^2
\]
\[
\rho_{3 \cdot 14} = D_2^{2 \alpha} \left\| \sum_{i=1}^{\sqrt{\pi}} \sum_{j=1}^{\sqrt{\pi}} \left( \frac{3 z_t^2 + x_{r,t}^2}{2 g_{x,t}^2} r_{i,j} - \frac{z_t^2}{g_{x,t}^2} r_{i,j} \right) \right\| \left( \frac{\alpha}{2} \right)^2
\]
\[
\rho_{3 \cdot 15} = D_2^{2 \alpha} \left\| \sum_{i=1}^{\sqrt{\pi}} \sum_{j=1}^{\sqrt{\pi}} \left( \frac{3 z_t^2 + x_{r,t}^2}{2 g_{x,t}^2} r_{i,j} - \frac{z_t^2}{g_{x,t}^2} r_{i,j} \right) \right\| \left( \frac{\alpha}{2} \right)^2
\]
\[
\rho_{2 \cdot 21}^{12} = \int \left( \frac{25 f_{z,t}^2}{r^9} dx_r dy_r \right)
\]

where \( x_{i,t} = x_i - x_t, y_{i,t} = y_j - x_t, g_r = \frac{y_{i,t} - z_t}{2 r_{i,j}} + jk_r r_{i,j} \)
and \( g_{x,t} = \sqrt{z_t \left( x_{r,t}^2 + x_{r,t}^2 \right)} e^{-jk_r r_{i,j}}. \)

**APPENDIX C**

**THE CLOSED-FORM EXPRESSIONS**

The double integral formulas (28), (30), (31) and (32) can be computed in the following closed-form expressions.

\[
\rho_{1 \cdot 12} = \frac{1}{r^2 + 8} \left[ \frac{f_t}{2 \sqrt{r^2 + 8}} - \frac{\pi^2 (3 r^2 + 16)}{(r^2 + 4)^2} \right]
\]
\[
\rho_{1 \cdot 12} = \frac{9 (r^2 + 152 r^2 + 544)}{2 (r^2 + 8)^{5/2} - f_{t,1} + \frac{\pi^2 (3 r^2 + 8 r^2 - 32)}{(r^2 + 8)^2 (r^2 + 4)^2} \}
\]
\[
\rho_{1 \cdot 11z} = \frac{3 \pi (3 r^2 + 7) f_t + \frac{\pi^2 (3 r^2 + 28)}{(r^2 + 8)^2} \left[ \frac{\pi^2 (3 r^2 + 5)}{(r^2 + 4)^2} \right] \}
\]
\[
\rho_{1 \cdot 12z} = \frac{2 \pi^2 (r^2 + 8)^2 + \frac{\pi^2 (3 r^2 + 5)}{(r^2 + 4)^2} \left[ \frac{\pi^2 (3 r^2 + 5)}{(r^2 + 4)^2} \right] \}
\]

Therefore, the closed-form upper and lower bounds of (27) and (29) can be derived as follows.

\[
\int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 12}} < \int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 11}} < \int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 11}}
\]
\[
\int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 12}} < \int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 11}} < \int_{-\tau}^{\tau} \frac{g_{i,t} dudv}{\rho_{1 \cdot 11}}
\]

Similarly, we denote \( g_{2 \cdot i} \), \( i = 2 \) as the integral functions of (35) – (40), then we have

\[
\rho_{2 \cdot 11} \left\| \rho_{2 \cdot 11} \right\| \left( \frac{\alpha}{2} \right)^2
\]

where \( f_t = \arctan \frac{\tau}{\sqrt{\tau^2 + 8}} \).

To provide the closed-form upper and lower bounds of \( \rho_{1 \cdot 11} \) and \( \rho_{1 \cdot 11y} \), we denote two circular domains \( C^- = \{(u, v) : u^2 + v^2 \leq \left( \frac{r^2}{2} \right)^2 \} \) and \( C^+ = \{(u, v) : u^2 + v^2 \leq \left( \frac{r^2}{2} \right)^2 \} \) and two non-negative function \( g_{11x} = \left( u^2 + 1/2 \right) \left( u^2 + v^2 + 1 \right)^3 \) \( g_{11y} \left( v^2 + 1/2 \right) \left( u^2 + v^2 + 1 \right)^3 \), then we have

\[
\int_{C^-} g_{11x} dudv < \rho_{1 \cdot 11} < \int_{C^+} g_{11x} dudv
\]
\[
\int_{C^-} g_{11y} dudv < \rho_{1 \cdot 11y} < \int_{C^+} g_{11y} dudv.
\]

Similarly, we denote \( g_{2 \cdot i} \), \( i = 1, 2 \) as the integral functions of (35) – (40), then we have

\[
\rho_{2 \cdot 12} \left\| \rho_{2 \cdot 12} \right\| \left( \frac{\alpha}{2} \right)^2
\]

where \( x_{i,t} = x_i - x_t, y_{i,t} = y_j - x_t, g_r = \frac{y_{i,t} - z_t}{2 r_{i,j}} + jk_r r_{i,j} \)
\[
\rho_{21y}^{(u)} = \frac{4\pi}{15} - \frac{\pi(15\tau^4 + 160\tau^2 + 256)}{30(\tau^2 + 4)^{3/2}}
\]
\[
\rho_{21y}^{(l)} = \frac{4\pi}{15} - \frac{\sqrt{2}\pi(15\tau^4 + 32\tau^2 + 1024)}{30(\tau^2 + 8)^{3/2}}
\]
\[
\rho_{21y}^{(u)} = \frac{10\pi}{21} - \frac{5\pi(35\tau^4 + 448\tau^2 + 512)}{42(\tau^2 + 4)^{7/2}}
\]
\[
\rho_{21y}^{(l)} = \frac{10\pi}{21} - \frac{5\sqrt{2}\pi(35\tau^4 + 896\tau^2 + 2048)}{21(\tau^2 + 8)^{7/2}}
\]
\[
\rho_{22y}^{(u)} = \frac{10\pi}{21} - \frac{5\pi(35\tau^4 + 448\tau^2 + 512)}{42(\tau^2 + 4)^{7/2}}
\]
\[
\rho_{22y}^{(l)} = \frac{10\pi}{21} - \frac{5\sqrt{2}\pi(35\tau^4 + 896\tau^2 + 2048)}{21(\tau^2 + 8)^{7/2}}
\]
\[
\rho_{22y}^{(u)} = \frac{10\pi}{21} - \frac{5\pi(35\tau^4 + 448\tau^2 + 512)}{42(\tau^2 + 4)^{7/2}}
\]
\[
\rho_{22y}^{(l)} = \frac{10\pi}{21} - \frac{5\sqrt{2}\pi(35\tau^4 + 896\tau^2 + 2048)}{21(\tau^2 + 8)^{7/2}}
\]

Define the difference function \( f_{d22}(\tau) = \rho_{21y} - \rho_{22y} \), from (124) and (125), we have that \( f_{d22}(\tau) > \rho_{21y}^{(l)} - \rho_{22y}^{(u)} \), and we can derive that the minimum value of the function \( f_{d22}(\tau) \) is greater than \( 67\pi/210 - 1.23 \approx 0.23 \), which indicates that

\[
k_{d22}^2 \rho_{21y} \gg z_t^{-2} \rho_{21y}.
\]

Similarly, we define the difference function \( f_{d22}(\tau) = \rho_{21y} - \rho_{22y} \), then we have that \( f_{d22}(\tau) > \rho_{21y}^{(l)} - \rho_{22y}^{(u)} \) based on (126) and (133). Next, we can deduce that the minimum value of the function \( f_{d22}(\tau) \) is greater than \( 47\pi/210 - 0.80 \approx -0.10 \), which verifies that

\[
k_{d22}^2 \rho_{21y} \gg z_t^{-2} \rho_{22y}.
\]

Therefore, Corollary 10 holds.
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