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Abstract

Non-negative matrix factorisation (NMF) has been extensively applied to the problem of corrupted image data. Standard NMF approach minimises Euclidean distance between data matrix and factorised approximation. The traditional NMF technique is sensitive to outliers since it utilises the squared error of each data point, despite the fact that this method has proven effective. In this study, we theoretically examine the robustness of the traditional NMF, HCNMF, and $L^2$, 1-NMF algorithms and execute sets of experiments to demonstrate the robustness on ORL and Extended YaleB datasets. Our research indicates that each algorithm requires a different number of iterations to converge. Due to the computational cost of these approaches, our final models, such as the HCNMF and $L^2$, 1-NMF model, fail to converge within the iteration parameters of this work. Nonetheless, the experimental results illustrate, to some extent, the robustness of the aforementioned techniques.

1 Introduction

The processing of, and automated learning from noisy image data is a pressing challenge in the field of machine learning. This is because there are an enormous number of sources of noisy image data which present bountiful opportunities for meaningful research. These include blurred handheld photography for image reconstruction and denoising, or a number of medical image streams with intrinsic noise, such as speckle noise in ultrasonographic organ imaging, the high signal-to-noise ratio in the scattered vessel fragments against white and grey matter in cerebral CT, or time constraints (as are often faced in hospitals) limiting the quality of MRI data [7] [9] [17] [18] [10]. As such, improving machine learning performance on noisy image datasets presents many opportunities for scientific and technological advancement.

Dimensionality reduction techniques can lead to “better predictions and more interpretable data” [16]. Non-negative matrix factorisation (NMF) is one group of methods used to address noisy image data. NMF methods involve the decomposition of multivariate data into smaller, or compressed, representative matrices [15]. In a data matrix consisting of multivariate n-dimensional data vectors, as below, the vectors are factorised into an n*r matrix W and an r*m matrix H, where r is typically smaller than both n and m. As such, each data vector v is approximated by a linear combination of the columns of W, weighted by the components of h: $v \approx Wh$.

As the number of basis vectors in W is generally substantially smaller than the number in the original data matrix, good approximation of the original data is achieved only if underlying latent structures are identifiable [15]. However, in cases where such underlying latent patterns are present, and where the non-negativity requirement is satisfied, NMF demonstrates good performance compared with other methods, such as PCA or vector quantization, particularly where PCA and NMF are used together vs. PCA alone [15] [20].
This paper will test the robustness of the standard NMF, HCNMF and $L_{2,1}$-NMF algorithms to an image clustering task on two related datasets. Both datasets are greyscale headshots – the aim being to cluster these into groupings based on the individual being photographed. The ORL “Dataset of Faces” dataset contains 400 images of 40 subjects, with variation in lighting, facial expression, and facial details (including glasses); the background, facial positioning, and image size is uniform [14]. The Extended YaleB dataset is larger, containing 2414 images of 38 subjects; each subject is photographed in 9 different poses and under 64 illumination conditions. All images are manually aligned, and of uniform size [2].

2 Related Work

2.1 Standard NMF

NMF methods are used to capitalise on the non-negativity property of the datasets upon which they are used. As such, their use is limited to circumstances in which this property can be demonstrated, but they have previously been used in areas including text mining, hyper-spectral imaging, and genetic research [8]. The standard algorithm is based on the decomposition of the original data matrix into two lower-dimensional non-negative matrix factors, where the Euclidean distance between the product and the original data matrix is used to optimise the solution [8].

However, as the NMF algorithm only allows additive combinations, it is optimal when the dataset contains additive Gaussian noise, and therefore fails on highly corrupted or otherwise heterogeneously noisy datasets [8]. This, importantly for our paper, includes datasets of faces where the faces are obscured by glasses or scarves.

2.2 HCNMF

Many other variants of the NMF algorithm have been developed for different purposes. Hypersurface cost-based NMF, first proposed by Hamza and Brady, works by minimising the summation of hypersurface costs of errors. The benefit of the HCNMF method is that it produces an algorithm less sensitive to outliers than the $L_2$-norm approach.

The aforementioned properties have meant the HCNMF function has been shown to outperform other methods (including NMF, PCA, cNMF, among others) in the factorisation of a spectral library [11], and in selecting differentially expressed genes and tumour classification [12]. However, one significant drawback to the HCNMF method is its computational demand. Because the algorithm utilises Armijo’s rule-based line search, optimisation is time-consuming [8].

2.3 $L_{2,1}$-NMF

The standard NMF algorithm employs a Frobenius norm-based loss function, which makes it sensitive to noise, as described above. In order to address this sensitivity, the $L_{2,1}$ method [14] employs a loss function whereby the $L_{2,1}$ norm of the error matrix is minimised; this reduces the influence of outliers/noisy data points by inhibiting their significance in learning the subspace [8].

In reducing the sensitivity of the NMF algorithm to noisy data points, the $L_{2,1}$ method is more robust on heterogeneous datasets. As such, $L_{2,1}$-NMF can perform more efficiently than standard NMF when dealing with real-world data which contains noise. Furthermore, robust NMF such as $L_{2,1}$-NMF could be used for feature selection when applied to complex domains [6].

3 Methodology

3.1 Cost function and optimisation

3.1.1 Standard NMF

The objective function of the standard NMF algorithm is defined as:

$$\min_{W \geq 0, H \geq 0} ||V - WH||_F^2$$
where $V$ is the set of input data vectors and $W, H$ are the factor matrices. This objective function is typically solved using the multiplicative update rule (MUR) [15]. The iterative updating algorithm of standard NMF is shown below:

$$F_{j,k} \leftarrow F_{j,k} \frac{(XDG^T)_{jk}}{(FGDG^T)_{jk}}$$

$$G_{k,i} \leftarrow G_{k,i} \frac{(FTXD)_{ki}}{(FTFGD)_{ki}}$$

### 3.1.2 HCNMF

The objective function of HCNMF is defined as:

$$\sum_{ij} \left( \sqrt{1 + (V - WH)_{ij}^2} - 1 \right)$$

where the cost function is defined as:

$$\delta(x) = \sqrt{1 + x^2} - 1$$

The cost function is differentiable and bounded, and that the cost function is quadratic when the argument is small and linear when the argument is large (as shown in Fig.1).

Figure 1: Loss Function of HCNMF [11]

The iterative updating algorithm of HCNMF is shown below:

$$W_{ik}^{(t+1)} = W_{ik}^{(t)} - \alpha_{ik}^{(t)} \frac{(WHH^T)_{ik}^{(t)} - (SH^T)_{ik}^{(t)}}{\sqrt{1 + \|S - WH\|}}$$

$$H_{kj}^{(t+1)} = H_{kj}^{(t)} - \beta_{kj}^{(t)} \frac{(WTWH)_{kj}^{(t)} - (WT)_{kj}^{(t)}}{\sqrt{1 + \|S - WH\|}}$$

where $\alpha$ and $\beta$ are the step sizes opted at each iteration via Armijo rule for inexact line search [11]. Armijo rule is shown below [5].

$$f(x_k - \alpha_{mk} \nabla f(x_k)) - f(x_k) \leq -\frac{1}{2} \alpha_{mk} |\nabla f(x_k)|^2$$

### 3.1.3 $L_{2,1}$-NMF

The standard NMF utilises the Frobenius-norm-based loss function, which may mean that the squared residual error might be large for any individual point. In order to handle that problem, $L_{2,1}$-NMF uses a robust formulation of the error function, which could be found as follows:

$$\min_{W \geq 0, H \geq 0} \|V - WH\|_{2,1}$$
while the $L_{2,1}$-norm is defined as:

$$||E||_{2,1} = \sum_{j=1}^{n} ||E_j||_2$$

This method no longer employs the squared error, and hence why the $L_{2,1}$-NMF has better robustness to noise than standard NMF.

The iterative updating algorithm of standard $L_{2,1}$-NMF is shown below:

$$D_{ii} \Leftarrow \frac{1}{\sqrt{\sum_{j=1}^{p}(X - FG)_{ji}^2}} = \frac{1}{||x - Fg_i||}$$

$$F_{jk} \Leftarrow F_{jk} \frac{(XDG^T)_{jk}}{(FDG^T)_{jk}}$$

$$G_{kj} \Leftarrow G_{kj} \frac{(F^T XD)_{ki}}{(F^T FGD)_{ki}}$$

Researchers add a weighted matrix regulariser to the $L_{2,1}$-NMF, which aims to incorporate these weights to suppress outliers [13]. $D$ is calculated as a diagonal matrix.

### 3.2 Noise

Real image data often contains noise. To compare how different NMF algorithms perform with different types of corruption, we simulated two typical types of noise: salt and pepper noise, and block-occlusion. We applied these types of noise to the two image datasets, ORL and Extended YaleB, to be used in our paper. Examples of these types of noise, including the varying degree to which they were applied, is shown in Fig.2.

![Figure 2: Demonstration of both block-occlusion noise (images 2-4) and salt-and-pepper noise (images 5-7) on an example image from the ORL dataset](image)

#### 3.2.1 Salt and Pepper (S&P) Noise

S&P noise is also known as impulse noise, and is defined as a sparsely occurring white and black pixel distribution superimposed on images [4]. It can be caused by several reasons, including defective camera sensors, or software or hardware failure in image capturing, or due to transmission/conversion error [5]. This type of noise will contaminate the image by a factor between zero and the maximum pixel value, and will do so in a random, pixel-by-pixel distribution. Typically the intensity value for pepper noise is close to 0, and close to 255 for salt noise:

$$\eta(x, y) = \begin{cases} 
0, & \text{Pepper noise} \\
255, & \text{Salt noise}
\end{cases}$$

Of note, S&P noise can violate the Gaussian distribution noise assumption of standard NMF [4].

In this paper, S&P noise is simulated by randomly substituting a proportion $p$ of the total image pixel count for any one image with either grayscale value 0 (black) or 255 (white). We have varied the percentage of corrupted pixels ($p$) to be 5%, 10% and 20% to demonstrate how the robustness of algorithms changes in response to higher amounts of noise. The proportion of salt to pepper noise is 0.5.
3.2.2 Block Occlusion

Image occlusion is also a common form of noise that can depreciate the performance of image recognition. This is a challenging type of noise as, in contrast to the dispersed noise of S&P, block occlusion obscures all information from one distinct region. This means that more traditional methods of overcoming S&P noise, such as standard or adaptive median filtration, are ineffective [1]. This type of noise, for a similar reason, is also challenging for NMF methods, which need to lean more heavily on dictionary information to account for the large amount of contiguous missing information.

In our paper, block occlusion is simulated by randomly placing a single b x b sized square block on each image. The block is given a uniform pixel greyscale value of 255. Three different block sizes were superimposed on distinct copies of the dataset, with b = 10, 12 and 14, to demonstrate how the robustness of tested algorithms changed with more information loss. The minimum block size and maximum block size imply 9% and 18% outlier for ORL images and 5% and 10% for Extended YaleB images.

3.3 Evaluation Metrics

We utilise three metrics for scoring algorithmic performance in each setting of noise.

3.3.1 RRE

The first is the relative reconstruction error (RRE). This metric measures the normalised distance between the clean dataset (V̂) and the estimated dataset (WH) as an indication of the overall accuracy of the prediction, as below:

\[ RRE = \frac{||V̂ - WH||_F}{||V̂||_F} \]

3.3.2 Accuracy

The second is the average accuracy; this metric relates to the success of our algorithms in clustering the reconstructed images into their respective subject identities. This is calculated as the proportion of correctly clustered images compared to the overall sample size n, as below:

\[ Acc(Y, Y_{pred}) = \frac{1}{n} \sum_{i=1}^{n} 1\{Y_{pred}(i) == Y(i)\} \]

3.3.3 NMI

Finally, normalised mutual information is used to evaluate clustering quality from the perspective of overall information gain, defined as the normalisation on the mutual information between cluster papers and the pre-existing input label. The normalisation used is the average of the entropy of the cluster paper and that of the input labelling[13], as below:

\[ NMI(Y, Y_{pred}) = \frac{2 \ast I(Y, Y_{pred})}{H(Y) + H(Y_{pred})} \]

4 Experiment

4.1 Experimental Setup

The experiments were performed on the ORL and Extended YaleB datasets. To reduce the computational complexity, we have resized all ORL images to 30x37 pixels and all ORL images to 42x48 pixels.

Each of the ORL and Extended YaleB datasets was exposed to the same set of noise - clean, block 10, 12, and 14, and S&P 5, 10, and 20%. Three algorithms were then assessed for their robustness.
- NMF, HCNMF, and the $L_{2,1}$-NMF. Each algorithm was tested on all proportions of noise for both datasets.

For rigorous performance evaluation, we have repeated each experiment 5 times by randomly sampling 90% of data from each whole dataset. The average and standard deviation of the metrics are reported.

### 4.2 Experimental Results

Table 1 and Figure 3 to 6 show the average performance score of standard NMF, HCNMF and L2,1 NMF for both the ORL dataset and the extended YaleB dataset. Figure 7 is a visual representation of the robustness of the models. The reconstructed images are produced by multiplication of matrices W and H that are learned based on the images with noise.

Table 1: Relative reconstruction error%, Accuracy% and NMI% with standard deviation

#### (a) ORL dataset

| Noise Type | RRE | ACC | NMI | $L_{2,1}$ |
|------------|-----|-----|-----|----------|
| Clean      | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 10   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 12   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 14   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| S&P 5%     | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |
| S&P 10%    | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |
| S&P 20%    | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |

#### (b) Extended YaleB dataset

| Noise Type | RRE | ACC | NMI | $L_{2,1}$ |
|------------|-----|-----|-----|----------|
| Clean      | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 10   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 12   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| Block 14   | 32.47 ± 0.001 | 89.64 ± 0.015 | 91.49 ± 0.002 | 73.97 ± 0.015 |
| S&P 5%     | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |
| S&P 10%    | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |
| S&P 20%    | 18.80 ± 0.001 | 79.22 ± 0.001 | 82.32 ± 0.001 | 66.19 ± 0.001 |

4.2.1 ORL dataset

All three models have similar performance. The accuracy and NMI on clean images are around 74% and 86% respectively. When we added salt&pepper noise, all three models still have satisfactory performance at 5% S&P corruption. As the corruption percentage increases, a decrease in the performance for all three models can be observed. For S&P 10% and 20%, HCNMF is slightly more robust. HCNMF has the worst performance at 5% corruption; this may be due to volatility, as the
experiment is only repeated 5 times and outlier results could significantly skew the average score. This is evidenced by the higher standard deviation observed in table [1].

All three models have, unsurprisingly (given the challenging nature of the noise), a significant deterioration in performance with block occlusion. For a 10*10 block, which implies a 9% proportion of outliers for ORL images, the performance is significantly worse compared with a roughly equivalent salt and pepper noise of 10%.

The standard NMF converged before reaching the maximum iteration of 5000, however both HCNMF and $L_{2,1}$-NMF fail to converge. The results reported for HCNMF and $L_{2,1}$-NMF are based on their results at the max iteration steps.

### 4.2.2 Extended YaleB dataset

This dataset contains 2414 images and requires a significantly longer time to run an experiment. The optimisation of HCNMF and $L_{2,1}$-NMF is more difficult and time-consuming compared to standard...
Table 2: Iteration impact demonstration

| Step     | Update diff of W | Update diff of H | Training time (mins) | RRE % | Accuracy % | NMI % |
|----------|------------------|------------------|----------------------|-------|------------|-------|
| 1000     | 0.0366           | 0.0705           | 0.87                 | 91.3  | 53.0       | 68.4  |
| 5000     | 0.0362           | 0.0736           | 4.16                 | 91.3  | 48.5       | 65.8  |
| 10000    | 0.0359           | 0.0748           | 8.17                 | 91.3  | 49.0       | 66.1  |
| 20000    | 0.0358           | 0.0752           | 16.35                | 91.3  | 56.5       | 71.0  |

NMF. Due to the limited computational resources available, our team chose to cap the iteration steps at 3000 for HCNMF and 100 for $L_{2,1}$-NMF. At the max iteration both models have not converged to error bound, which has significantly impacted each respective model’s performance.

When the iteration steps/running time is restricted, from the results table and chart, we can see the standard NMF outperformed both HCNMF and $L_{2,1}$-NMF.

Similar to what we observed from ORL data results, as image corruption increases the performance of the three NMF methods decreases. All three models perform better with respect to salt and pepper noise compared to block occlusion.

### 4.3 Reflection for future improvement

For future work, we would like to make a few improvements in the experiment design.

Firstly, increasing the max iteration cap to allow HCNMF and $L_{2,1}$ method to converge would potentially demonstrate their better performance on the two datasets. However, we were unable to facilitate this amount of testing due to limitations in time available and computational resources. As such, the reported results for these two methods are unconverged results. This has significantly impacted their performance and we are unable to fairly compare the robustness of the models relatively to each other.

To demonstrate that increasing the number of iterations would improve the performance when it gets closer to convergence point (global minimum point of the cost function), our team tested only the $L_{2,1}$-NMF model using only 20% Salt and Pepper noise and a higher iteration step threshold. At the baseline number of iterations, the model does not converge with H and W updates differences above the threshold of 1e5 and continuing to decrease, however, as can be seen in Table 2, if the number of iteration steps is increased, the model performance demonstrates an improvement accordingly. Further experiments would require significantly longer run time due to the 5-fold cross-validation we’ve implemented, to trade off performance and run-time, we have set a lower threshold.

We would also like to test on a wider range of noise corruption. In this experiment, our team only tested three values for each type of noise. We have not compared the performance on extreme outliers, for example where more than 50% of the pixels are corrupted. In addition, due to limited points tested, we are not able to observe the rate of the performance deterioration and at which points the method starts to deteriorate significantly.

Lastly, to further improve the rigoroustness of the performance evaluation, we would ideally repeat each experiment more than five times. However, increasing the number of repeat experiments will further increase the computational time.

### 5 Conclusion and Future work

In this paper, we implemented three types of NMF algorithms, namely standard NMF, HCNMF and $L_{2,1}$-NMF. We theoretically analysed the robustness of HCNMF and $L_{2,1}$-NMF. Considering the computational complexity of HCNMF and $L_{2,1}$-NMF methods, we chose to limit the number of update iterations, which meant that the models did not converge to the error bound at the cut-off point. As a result, our experiments have limited ability to demonstrate the robustness of both HCNMF and $L_{2,1}$-NMF. In the future, we could do further experiments to discover the range of convergence when establishing various models with ORL and YaleB dataset.
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