HOMOLOGICALLY FINITE-DIMENSIONAL OBJECTS  
IN TRIANGULATED CATEGORIES
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Abstract. In this paper we investigate homologically finite-dimensional objects in the derived category of a given small dg-enhanced triangulated category. Using these we define reflexivity, hfd-closedness, and the Gorenstein property for triangulated categories, and discuss crepant categorical contractions. We illustrate the introduced notions on examples of categories of geometric and algebraic origin and provide geometric applications. In particular, we apply our results to prove a bijection between semiorthogonal decompositions of the derived category of a singular variety and the derived category of its smoothing with support on the central fiber.
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1. Introduction

Let \( \mathcal{J} \) be a small \emph{dg-enhanced} triangulated category. In this paper we study the subcategory \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \) of homologically finite-dimensional objects in the derived category \( \mathbf{D}(\mathcal{J}) \) of right dg-modules over \( \mathcal{J} \) and the operation \( \mathcal{J} \mapsto \mathbf{D}_{\text{fd}}(\mathcal{J}) \).

The main definition is very simple. We say that an object \( M \in \mathbf{D}(\mathcal{J}) \) is \textit{homologically finite-dimensional} if for any object \( t \in \mathcal{J} \) we have \( M(t) \in \mathbf{D}^b(\kappa) \), i.e., \( M(t) \) is bounded and \textit{finite-dimensional} complex of \( \kappa \)-vector spaces, see Definition 3.1. We denote by \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \subset \mathbf{D}(\mathcal{J}) \) the subcategory of all homologically finite-dimensional objects over \( \mathcal{J} \). Obviously, this is a small dg-enhanced triangulated subcategory.

1.1. Semiorthogonal decompositions and reflexivity. The operation \( \mathcal{J} \mapsto \mathbf{D}_{\text{fd}}(\mathcal{J}) \) behaves nicely with respect to semiorthogonal decompositions — it is easy to show that if \( \mathcal{J} = \langle A_1, \ldots, A_n \rangle \) is a semiorthogonal decomposition (without any extra admissibility assumptions) then \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \) also has a semiorthogonal decomposition

\[
\mathbf{D}_{\text{fd}}(\mathcal{J}) = \langle \mathbf{D}_{\text{fd}}(A_n), \ldots, \mathbf{D}_{\text{fd}}(A_1) \rangle
\]

(note that the order of the components is inverted), see Lemma 3.7. In particular, it follows that the operation \( \mathcal{J} \mapsto \mathbf{D}_{\text{fd}}(\mathcal{J}) \) defines maps

\[
\text{LAdm}(\mathcal{J}) \to \text{RAmd}(\mathbf{D}_{\text{fd}}(\mathcal{J})) \quad \text{and} \quad \text{RAmd}(\mathcal{J}) \to \text{LAdm}(\mathbf{D}_{\text{fd}}(\mathcal{J}))
\]

between the sets of all left or right admissible subcategories of \( \mathcal{J} \) and \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \), respectively. We show that, under an appropriate hypothesis about \( \mathcal{J} \), these operations are bijective and mutually inverse.

To show this we note that an important feature of the definition of the category \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \), already mentioned above, is that it is a small triangulated dg-category, hence the operation \( \mathcal{J} \mapsto \mathbf{D}_{\text{fd}}(\mathcal{J}) \) may be iterated. In particular, one can iterate the operations \( (\circledast) \) and study the compositions. This leads us to an important definition: we say that a small dg-enhanced triangulated category \( \mathcal{J} \) is \textit{reflexive} if

\[
\mathbf{D}_{\text{fd}}(\mathbf{D}_{\text{fd}}(\mathcal{J})) \cong \mathcal{J}
\]

via a natural functor (see Definition 3.11 for details). We believe that reflexivity is a very interesting and useful notion, and we prove a few nice properties enjoyed by reflexive categories. For instance, we show that, whenever \( \mathcal{J} \) is reflexive, the opposite category \( \mathcal{J}^\text{op} \) and the category \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \) are also reflexive (Lemma 3.10 and Lemma 3.13, respectively).

Furthermore, if \( \mathcal{J} \) is a reflexive category we prove that the composition of the operations \( (\circledast) \)

\[
\text{LAdm}(\mathcal{J}) \to \text{LAdm}(\mathbf{D}_{\text{fd}}(\mathbf{D}_{\text{fd}}(\mathcal{J}))) \quad \mathcal{J} \mapsto \mathbf{D}_{\text{fd}}(\mathbf{D}_{\text{fd}}(\mathcal{J})),
\]

coincides with the map defined by the equivalence \( \mathcal{J} \overset{\sim}{\longrightarrow} \mathbf{D}_{\text{fd}}(\mathbf{D}_{\text{fd}}(\mathcal{J})) \), hence, indeed, the operations \( (\circledast) \) are bijections, see Theorem 3.17. It also follows that the reflexivity property is inherited by any left or right admissible subcategory.

One simple corollary of the bijections \( \text{LAdm}(\mathcal{J}) \cong \text{RAmd}(\mathbf{D}_{\text{fd}}(\mathcal{J})) \) is that (semiorthogonal) indecomposability of a reflexive category \( \mathcal{J} \) is equivalent to indecomposability of the category \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \), see Corollaries 6.6, 6.8 for geometric applications of this observation.

A similar argument allows us to establish a bijection between sets of isomorphism classes of dg-functors \( \mathcal{T}_1 \to \mathcal{T}_2 \) and \( \mathbf{D}_{\text{fd}}(\mathcal{T}_2) \to \mathbf{D}_{\text{fd}}(\mathcal{T}_1) \) for reflexive categories \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \), see Corollary 3.16.

1.2. HFD-closed and Gorenstein categories. If all homologically finite-dimensional dg-modules over \( \mathcal{J} \) are representable, then the category \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \) is contained in \( \mathcal{J} \). If this property holds both for \( \mathcal{J} \) and the opposite category \( \mathcal{J}^\text{op} \), we call \( \mathcal{J} \) \textit{hfd-closed} (Definition 4.1). It is easy to see that this property holds for any (homologically) \textit{smooth} idempotent complete dg-category (see Lemma 3.3(ii)).

For hfd-closed categories many definitions and constructions simplify. For instance, if \( \mathcal{J} \) is hfd-closed, the abstract categories \( \mathbf{D}_{\text{fd}}(\mathcal{J}) \) and \( \mathbf{D}_{\text{fd}}(\mathcal{J}^\text{op}) \) can be replaced by simpler subcategories \( \mathcal{J}^{\text{rhf}}, \mathcal{J}^{\text{rhf}} \subset \mathcal{J}, \)
see (27). Moreover, if \( A \subset T \) is a left or right admissible subcategory in an hfd-closed category \( T \), the operations (11) take the simpler form
\[
A \mapsto A \cap T_{\text{hf}} \quad \text{and} \quad A \mapsto A \cap T_{\text{lf}},
\]
respectively, see Proposition 4.11. Moreover, if \( T \) is simultaneously hfd-closed and reflexive, \( T = \langle A, B \rangle \) is a semiorthogonal decomposition, and one of its components is admissible, then it follows that
\[
T_{\text{lf}} = \langle A \cap T_{\text{lf}}, B \cap T_{\text{lf}} \rangle \quad \text{or} \quad T_{\text{lf}} = \langle A \cap T_{\text{lf}}, B \cap T_{\text{lf}} \rangle,
\]
if \( A \) is admissible or \( B \) is admissible, respectively, see Corollary 4.7. Note that in this case the order of the components is not inverted.

If a category \( T \) is hfd-closed and there is an equality \( T_{\text{lf}} = T_{\text{lf}} \) of subcategories in \( T \), we call \( T \) Gorenstein (Definition 1.10). We show that for any Gorenstein category \( T \) the category
\[
T_{\text{lf}} := T_{\text{lf}} = T_{\text{lf}} \subset T
\]
has a Serre functor \( S_{T_{\text{lf}}} \), and if \( T \) is reflexive, it enjoys a stronger Serre duality property — there is an autoequivalence \( S_T \) of \( T \) and a functorial (in both arguments) isomorphism
\[
\text{Hom}_T(t_1, t_2)^\vee \cong \text{Hom}_T(t_2, S_T(t_1)),
\]
whenever either of the objects \( t_1, t_2 \) belongs to the subcategory \( T_{\text{lf}} \subset T \); moreover, \( S_T \) preserves \( T_{\text{lf}} \) and the restriction \( S_T|_{T_{\text{lf}}} \) is isomorphic to the Serre functor \( S_{T_{\text{lf}}} \) of \( T_{\text{lf}} \), see Proposition 4.12. Another nice feature of Gorenstein categories is that the two operations relating left or right admissible subcategories in \( T \) and \( T_{\text{lf}} \) agree, and therefore they preserve admissibility.

As an upshot of this discussion, we suggest to think of an hfd-closed reflexive category \( T \) as the bounded derived category of coherent sheaves on a proper noncommutative variety; then the category \( T_{\text{lf}} \) plays the role of the category of perfect complexes on the same variety. We support this point of view by showing that the bounded derived category \( D^b(X) \) for a proper variety \( X \) is reflexive and hfd-closed and \( D^b(X)_{\text{lf}} \cong D^\text{perf}(X) \), see §1.4 below for this and other examples and §6 for more detail.

1.3. Categorical contractions and crepency. In §5 we apply the machinery of homologically finite-dimensional objects in the situation of a dg-enhanced triangulated functor \( \pi_* : \tilde{T} \to T \) between triangulated dg-categories, thinking of it as the pushforward functor \( \pi_* : D^b(\tilde{X}) \to D^b(X) \) for a morphism \( \pi : \tilde{X} \to X \) of algebraic varieties.

More precisely, in §5.1 we use our results about homologically finite-dimensional objects and the notion of Gorenstein category to prove some nice properties of categorical contractions defined in [KS23, Definition 1.10] (see also Definition 5.1). In particular, we show that a categorical contraction from an hfd-closed category automatically has fully faithful adjoint functors on subcategories of homologically finite-dimensional objects (Proposition 5.5).

Furthermore, in §5.2 we define crepancy of a categorical contraction (Definition 5.6) and show that it is equivalent to a simple condition on the kernel subcategory \( \text{Ker}(\pi_*) \subset \tilde{T} \) (see Lemma 5.7 and Lemma 5.8). In particular, if \( \text{Ker}(\pi_*) \) is generated by spherical objects, then \( \pi_* \) is crepant; see [KS23, §5] or [CGL+23] for examples of such categorical resolutions. Moreover, in Corollary 5.9 we relate crepant categorical contractions to weakly crepant categorical resolutions from [Kuz08].

1.4. Geometric and algebraic examples. In §6.1 we illustrate the notions and results explained above in the case of the derived category of a projective scheme \( X \) over a perfect field. More precisely, we show in Proposition 6.1 that the category of perfect complexes \( D^\text{perf}(X) \) on \( X \) is proper and
\[
D_{\text{ld}}(D^\text{perf}(X)) \simeq D^b(X),
\]
while the bounded derived category $\mathbf{D}^{b}(X)$ of coherent sheaves is hfd-closed and
\[
\mathbf{D}^{b}(X)_{\text{lhf}} = \mathbf{D}^{\text{perf}}(X), \quad \mathbf{D}^{b}(X)_{\text{rhf}} = \mathbf{D}^{\text{perf}}(X) \otimes \omega_{X}^{*},
\]
where $\omega_{X}^{*}$ is the dualizing complex. In particular, both $\mathbf{D}^{\text{perf}}(X)$ and $\mathbf{D}^{b}(X)$ are reflexive, and $\mathbf{D}^{b}(X)$ is a Gorenstein category if and only if $X$ is a Gorenstein scheme. As a consequence of these observations, we deduce in Corollary 6.5 bijections
\[
\mathbf{R}\text{Adm}(\mathbf{D}^{b}(X)) \cong \text{LAdm}(\mathbf{D}^{\text{perf}}(X)) \quad \text{and} \quad \text{LAdm}(\mathbf{D}^{b}(X)) \cong \mathbf{R}\text{Adm}(\mathbf{D}^{\text{perf}}(X) \otimes \omega_{X}^{*})
\]
between the sets of right admissible and left admissible subcategories, and, if the scheme $X$ is Gorenstein, a bijection $\text{Adm}(\mathbf{D}^{b}(X)) \cong \text{Adm}(\mathbf{D}^{\text{perf}}(X))$ between the sets of admissible subcategories. Moreover, in Corollaries 6.6, 6.7, and 6.8 we use this to prove indecomposability of $\mathbf{D}^{b}(X)$ when $\mathbf{D}^{\text{perf}}(X)$ is known to be indecomposable; e.g., for Cohen–Macaulay varieties with small base locus of the dualizing sheaf and for nodal curves.

In §6.2 we illustrate our results for categories of algebraic nature, namely for the derived category of proper connective dg-algebras $A$: we show in Proposition 6.9 that the category of perfect $A$-modules $\mathbf{D}^{\text{perf}}(A)$ is proper and
\[
\mathbf{D}^{\text{fd}}(\mathbf{D}^{\text{perf}}(A)) \simeq \mathbf{D}^{b}(A),
\]
while the category $\mathbf{D}^{b}(A)$ of dg-modules with finite-dimensional total cohomology is hfd-closed and
\[
\mathbf{D}^{b}(A)_{\text{lhf}} = \text{thick}(A) = \mathbf{D}^{\text{perf}}(A), \quad \mathbf{D}^{b}(A)_{\text{rhf}} = \text{thick}(A^{\vee}),
\]
where $\text{thick}(\cdot)$ stands for the thick envelope. In particular, both $\mathbf{D}^{\text{perf}}(A)$ and $\mathbf{D}^{b}(A)$ are reflexive, and $\mathbf{D}^{b}(A)$ is a Gorenstein category if and only if $A$ is a Gorenstein dg-algebra in the sense of [Jin20].

While we only studied two sorts of examples coming from algebra and geometry, we expect our techniques to be applicable in a wider generality. In particular, it is very interesting to interpret reflexivity, hfd-closedness, and the Gorenstein property for the (wrapped) Fukaya category of a (noncompact) symplectic variety. See [LP18 §4.4] and in particular [LP18 Proposition 4.4.1] for a related duality result about the partially wrapped and infinitesimally wrapped Fukaya categories of a punctured curve. Another interesting question is to study the category $\mathbf{D}^{\text{fd}}(\mathcal{J})$ where $\mathcal{J}$ is the Voevodsky category of geometric mixed motives.

1.5. An extension result. We conclude the paper with a geometric application of our results to the deformation theory of semiorthogonal decompositions of a special singular fiber of a morphism. We formulate the following theorem in a slightly more general setup.

**Theorem 1.1.** Let $\iota: X \hookrightarrow \mathcal{X}$ be an embedding of a projective Gorenstein scheme $X$ over a perfect field into a smooth quasiprojective variety $\mathcal{X}$ such that $X \subset \mathcal{X}$ is a Cartier divisor linearly equivalent to zero. Then there is a commutative diagram of bijective maps
\[
\begin{array}{ccc}
\text{Adm}(\mathbf{D}^{b}(X)) & \xrightarrow{\gamma^{\text{perf}}} & \text{Adm}(\mathbf{D}^{\text{perf}}(X)) \\
\downarrow{\gamma_{t_{*}}} & & \downarrow{\gamma_{t^{*}}} \\
\text{Adm}(\mathbf{D}_{\mathcal{X}}^{b}(\mathcal{X})) & & \\
\end{array}
\]

preserving semiorthogonal decompositions with two components, one of which is admissible, where
\[
\gamma_{t_{*}}(A) := \text{thick}(t_{*}(A)), \quad \gamma_{t^{*}}(A) := \text{thick}(t^{*}(A)), \quad \text{and} \quad \gamma^{\text{perf}}(A) := A \cap \mathbf{D}^{\text{perf}}(X),
\]
and $\mathbf{D}^{b}_{\mathcal{X}}(\mathcal{X})$ is the full subcategory of $\mathbf{D}^{b}(\mathcal{X})$ of objects set-theoretically supported on $X$. 
This theorem generalizes our observation from [KS23], saying that in the above situation so-called \( \mathbb{P}^{\infty,2} \)-objects on \( X \) correspond to exceptional objects on \( X \) scheme-theoretically supported on \( X \subset X \). We explain this in Corollary 7.10.

1.6. Relation to other work. Our subcategory \( \mathcal{T}^\text{hf} \subset \mathcal{T} \) is closely related to the subcategory of homologically finite objects in \( \mathcal{T} \) defined by Orlov in [Orl06], and in the case where all Hom-spaces in \( \mathcal{T} \) are finite-dimensional, these two subcategories coincide. Orlov proved that a semiorthogonal decomposition of \( \mathcal{T} \) with admissible components induces a semiorthogonal decomposition of homologically finite objects. We generalize this to right and left homologically finite objects of an hfd-closed category in Corollary 4.7.

The notion of homologically finite objects was also used by Lunts in [Lun10, §6.3], where it was observed that the Gorenstein property of a scheme \( X \) can be interpreted as the equality of the subcategories of homologically finite objects in \( \mathcal{D}^b(X) \) and its dual version. Partially defined Serre functors for triangulated categories were studied earlier by Chen [Che11] in the algebraic context and by Ballard [Bal11] in the geometric context. Our concept of a Gorenstein category provides a setting where the Serre functor behaves in the same way as it does on a Gorenstein projective variety or for a finite dimensional Gorenstein algebra.

The idea of thinking of \( \mathcal{D}^b(X) \) and \( \mathcal{D}^{\text{perf}}(X) \) as “mutually dual” categories is, of course, not new; it goes back to the works of Bondal–Van den Bergh [BVdB03], Orlov [Orl06], Rouquier [Rou08a, Rou08b], Ballard [Bal11] and Ben-Zvi–Nadler–Preygel [BZNP17] in the largest generality. In particular, the term “reflexive category” appears in [BZNP17, Remark 1.2.6].

One of the ways to express the duality between \( \mathcal{D}^b(X) \) and \( \mathcal{D}^{\text{perf}}(X) \), which generalizes [BVdB03] is Neeman’s theory of approximable triangulated categories, see [Nee18, Nee21b, Nee21a]. In particular, under quite general assumptions, Neeman showed in [Nee21b, Application 1.4(iii),(iv)] that \( \mathcal{D}^b(X) \) (resp. \( \mathcal{D}^{\text{perf}}(X) \)) can be identified with the category of cohomological (resp. homological) finite functors on \( \mathcal{D}^{\text{perf}}(X) \) (resp. \( \mathcal{D}^b(X) \)). The advantage of our approach is that the category \( \mathcal{D}_{\text{ad}}(\mathcal{T}) \) of homologically finite-dimensional objects is always a dg-enhanced triangulated category (in contrast to the category of homological functors on a triangulated category which is not known to possess a natural triangulated structure); this allows us to define and study the reflexivity property and the action of the operation \( \mathcal{T} \mapsto \mathcal{D}_{\text{ad}}(\mathcal{T}) \) on semiorthogonal decompositions.

Correspondence between admissible subcategories in \( \mathcal{D}^b(X) \) and \( \mathcal{D}^{\text{perf}}(X) \) have been studied in [Orl06, KKS22, Bon24]. In particular, the first bijection in (4) was obtained independently by Bondarko [Bon24] in a more general situation. Our results provide a natural categorical perspective on this bijection, which is in addition symmetric (meaning that it works for both right and left admissible categories).

Notation and conventions. Throughout the paper \( k \) denotes a base field.

For any category \( \mathcal{T} \) we denote by \( \mathcal{T}^{\text{op}} \) the opposite category. For a subset \( S \subset \mathcal{T} \) in a triangulated category we denote by \( \text{thick}(S) \subset \mathcal{T} \) the thick subcategory generated by \( S \), i.e., the smallest closed under direct summands triangulated subcategory of \( \mathcal{T} \) containing \( S \).

Admissible subcategories of triangulated categories are assumed to be strict, that is closed under isomorphism. We write \( \text{LAdm}(\mathcal{T}) \), \( \text{RAdm}(\mathcal{T}) \) and \( \text{Adm}(\mathcal{T}) = \text{LAdm}(\mathcal{T}) \cap \text{RAdm}(\mathcal{T}) \) for the sets of all left admissible, right admissible, and admissible subcategories of a triangulated category \( \mathcal{T} \). For a subcategory \( \mathcal{A} \subset \mathcal{T} \) we denote by \( \mathcal{A}^\perp \) and \( {}^\perp \mathcal{A} \) the right and left orthogonals of \( \mathcal{A} \) in \( \mathcal{T} \). We write \( \mathcal{T} = \langle A_1, \ldots, A_m \rangle \) for a semiorthogonal decomposition with components \( A_1, \ldots, A_m \).

We say that a diagram of functors is commutative when it is commutative up to isomorphism.
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2. Preliminaries

In this section we recall some facts about dg-categories and their derived categories; we refer to [Kel06] and [KL15] §3 for a more detailed treatment of the subject.

Recall that a $k$-linear category $\mathcal{D}$ is cocomplete if it admits arbitrary direct sums. Further, a $k$-linear functor $\mathcal{D}_1 \to \mathcal{D}_2$ between cocomplete categories is continuous if it commutes with arbitrary direct sums. Furthermore, an object $M \in \mathcal{D}$ of a cocomplete triangulated category is compact if the functor $\text{Hom}_\mathcal{D}(M, -): \mathcal{D} \to k\text{-mod}$ is continuous, and a set of compact generators in a cocomplete triangulated category $\mathcal{D}$ is a set of compact objects $S \subset \mathcal{D}$ such that the orthogonal category vanishes:

$$S^\perp := \{ M \in \mathcal{D} \mid \text{Hom}_\mathcal{D}(s[i], M) = 0 \text{ for all } s \in S \text{ and } i \in \mathbb{Z} \} = 0.$$ 

From now on let $\mathcal{T}$ be an essentially small dg-enhanced $k$-linear triangulated category. We denote by $\mathcal{D}(\mathcal{T})$ the derived category of all right dg-modules over $\mathcal{T}$, i.e., the homotopy category of all dg-functors $\mathcal{T}^{\text{op}} \to \mathcal{D}(k)$ localized with respect to acyclic dg-modules; the category $\mathcal{D}(\mathcal{T})$ is cocomplete. We denote by $\text{RHom}_\mathcal{T}(\_ , \_ )$ the complex of morphisms between two objects of $\mathcal{T}$. Note that its cohomology in degree zero coincides with the Hom-space in (the homotopy category of) $\mathcal{T}$:

$$\text{Hom}_\mathcal{T}(\_ , \_ ) := H^0(\text{RHom}_\mathcal{T}(\_ , \_ )).$$ 

Recall that a dg-module over $\mathcal{T}$ quasiisomorphic to the dg-module

$$(6) \quad h_{\mathcal{T}, t}(\_ ) := \text{RHom}_\mathcal{T}(\_ , t), \quad t \in \mathcal{T}$$

is called representable. If the category $\mathcal{T}$ is clear from context we will sometimes abbreviate this notation to simply $h_t$. The functor

$$h_{\mathcal{T}}: \mathcal{T} \to \mathcal{D}(\mathcal{T}), \quad t \mapsto h_{\mathcal{T}, t}$$

from $\mathcal{T}$ to the derived category is called Yoneda embedding; and the Yoneda lemma gives an isomorphism

$$(7) \quad \text{Hom}_{\mathcal{D}(\mathcal{T})}(h_{\mathcal{T}, t}, M) \cong H^0(M(t))$$

for any dg-module $M$ over $\mathcal{T}$. In particular, the Yoneda embedding is fully faithful.

The thick triangulated subcategory of $\mathcal{D}(\mathcal{T})$ generated by representable dg-modules is called the subcategory of perfect dg-modules; we denote it by $\mathcal{D}^{\text{perf}}(\mathcal{T}) \subset \mathcal{D}(\mathcal{T})$; it coincides with the subcategory of compact objects of $\mathcal{D}(\mathcal{T})$. If $\mathcal{T}$ is triangulated and idempotent complete (which we will usually assume), the Yoneda embedding gives an equivalence $\mathcal{T} \simeq \mathcal{D}^{\text{perf}}(\mathcal{T})$; in any case representable dg-modules in $\mathcal{D}(\mathcal{T})$ form a set of compact generators for $\mathcal{D}(\mathcal{T})$. The following converse result will be used later.

**Lemma 2.1** ([Nee96] Proof of Corollary 2.3). If $\widehat{\mathcal{T}}$ is a cocomplete dg-enhanced triangulated category and $\mathcal{T} \subset \widehat{\mathcal{T}}$ is a small triangulated subcategory such that the objects of $\mathcal{T}$ form a set of compact generators for $\widehat{\mathcal{T}}$ then the functor

$$\widehat{\mathcal{T}} \to \mathcal{D}(\mathcal{T}), \quad T \mapsto \text{RHom}_{\widehat{\mathcal{T}}}(\_ , T)$$

is an equivalence.

The next lemma will be used to transfer representability results for cohomological functors to representability results for dg-modules.

**Lemma 2.2.** If $\mathcal{T}$ is a dg-enhanced triangulated category and $M \in \mathcal{D}(\mathcal{T})$ is a dg-module such that the cohomological functor $H^0(M(\_ ))$ is represented by an object $t_M \in \mathcal{T}$ then the dg-module $M$ is represented by $t_M$ as well.

**Proof.** We have by assumption an isomorphism of cohomological functors

$$\text{Hom}_\mathcal{T}(\_ , t_M) \cong H^0(M(\_ )).$$
The identity $id_{t_M} \in \text{Hom}_\mathcal{T}(t_M, t_M)$ corresponds to a class $\alpha \in H^0(M(t_M))$; we denote by $\tilde{\alpha}: h_{\mathcal{T}, t_M} \to M$ the morphism in $D(\mathcal{T})$ corresponding to $\alpha$ by (7). Evaluating $\tilde{\alpha}$ on an object $t \in \mathcal{T}$ we obtain the isomorphism

$$H^0(\tilde{\alpha}(t)): H^0(h_{\mathcal{T}, t_M}(t)) \to H^0(M(t)).$$

Applying this to shifts of $t$ we deduce that the same is true for $H^i$ for all $i \in \mathbb{Z}$, hence $\tilde{\alpha}(t)$ is a quasi-isomorphism, and hence $M$ is represented by $t_M$. □

Let $\varphi: \mathcal{T}_1 \to \mathcal{T}_2$ be a dg-enhanced triangulated functor between essentially small dg-enhanced triangulated categories. We consider the induced restriction functor on the derived categories

$$\text{Res}(\varphi): D(\mathcal{T}_2) \to D(\mathcal{T}_1), \quad \text{Res}(\varphi)(M)(t_1) := M(\varphi(t_1)),$$

where $M \in D(\mathcal{T}_2)$ and $t_1 \in \mathcal{T}_1$. Evidently, this functor is continuous.

The following property is obvious and well-known, so we omit the proof.

**Lemma 2.3.** The operation $\mathcal{T} \mapsto D(\mathcal{T})$, $\varphi \mapsto \text{Res}(\varphi)$ is a contravariant pseudofunctor from the 2-category of small triangulated dg-categories to the 2-category of cocomplete triangulated dg-categories and continuous dg-functors.

The restriction functor has a left adjoint, which is also continuous (see, e.g., [KL15, §3.9]).

**Lemma 2.4.** If $\varphi: \mathcal{T}_1 \to \mathcal{T}_2$ is a dg-enhanced triangulated functor, there is a continuous functor

$$\text{Ind}(\varphi): D(\mathcal{T}_1) \to D(\mathcal{T}_2)$$

which is left adjoint to $\text{Res}(\varphi)$ and is compatible with $\varphi$ and the Yoneda embeddings in the sense that the following diagram commutes

$$\begin{array}{ccc}
\mathcal{T}_1 & \xrightarrow{\varphi} & \mathcal{T}_2 \\
h_{\mathcal{T}_1} & & h_{\mathcal{T}_2} \\
D(\mathcal{T}_1) & \xrightarrow{\text{Ind}(\varphi)} & D(\mathcal{T}_2)
\end{array}$$

Finally, recall from [Orl16, §3.3] the following properties of a dg-enhanced triangulated category $\mathcal{T}$:

- $\mathcal{T}$ is **proper** if $R\text{Hom}_\mathcal{T}(t_1, t_2) \in D^\text{perf}(k)$ for any $t_1, t_2 \in \mathcal{T}$;
- $\mathcal{T}$ is **smooth** if the diagonal bimodule $\Delta_\mathcal{T}$ is perfect;
- $\mathcal{T}$ is **regular** if it has a strong generator, i.e., an object $t_0 \in \mathcal{T}$ such that any $t \in \mathcal{T}$ can be obtained from $t_0$ by shifts, direct sums, direct summands, and a uniformly bounded number of cones.

Note that $\mathcal{T}$ is proper, smooth, or regular if and only if the same properties hold for $\mathcal{T}^{\text{op}}$. Note also that while regularity is an absolute property, smoothness and properness are relative with respect to the base field. Finally, recall the following useful implication:

**Lemma 2.5 ([Lun10, Lemma 3.5, 3.6]).** If a dg-enhanced triangulated category $\mathcal{T}$ is smooth, it is regular.

### 3. Homologically finite-dimensional objects

In this section we introduce and develop the machinery of homologically finite-dimensional objects, which is used as the main technical tool in the rest of the paper and define the reflexivity property. Throughout this section $\mathcal{T}$ is an essentially small dg-enhanced idempotent complete $k$-linear triangulated category over an arbitrary field $k$. 
3.1. Finite-dimensional dg-modules. We start with the main definition.

**Definition 3.1.** A right dg-module $M \in D(\mathcal{J})$ over a small dg-enhanced triangulated category $\mathcal{J}$ is homologically finite-dimensional if $M(t) \in D^b(k) = D^{perf}(k)$ for any $t \in \mathcal{J}$. We denote by

$$D_{fd}(\mathcal{J}) \subset D(\mathcal{J})$$

the subcategory of all homologically finite-dimensional right dg-modules over $\mathcal{J}$.

Note that $D_{fd}(\mathcal{J})$ is a dg-enhanced essentially small idempotent complete triangulated subcategory.

**Lemma 3.2.** If $\varphi: \mathcal{J}_1 \to \mathcal{J}_2$ is an exact functor between small dg-enhanced triangulated categories then

$$\text{Res}(\varphi)(D_{fd}(\mathcal{J}_2)) \subset D_{fd}(\mathcal{J}_1).$$

**Proof.** If $t_1 \in \mathcal{J}_1$ and $M \in D_{fd}(\mathcal{J}_2)$ then $\text{Res}(\varphi)(M)(t_1) = M(\varphi(t_1)) \in D^b(k)$ because $\varphi(t_1) \in \mathcal{J}_2$. □

It follows from Lemma 3.2 that the functor $\text{Res}(\varphi)$ induces a functor

$$\varphi^! := \text{Res}(\varphi)|_{D_{fd}(\mathcal{J}_2)}: D_{fd}(\mathcal{J}_2) \to D_{fd}(\mathcal{J}_1).$$

This simple observation when combined with Lemma 2.3 and Lemma 2.4 has the following corollaries.

**Corollary 3.3.** The operation $\mathcal{J} \mapsto D_{fd}(\mathcal{J})$, $\varphi \mapsto \varphi^!$ defines a contravariant pseudofunctor from the 2-category of small triangulated dg-categories to the 2-category of small triangulated dg-categories.

**Corollary 3.4.** If $\varphi: \mathcal{J}_1 \to \mathcal{J}_2$ is a dg-enhanced triangulated functor, the functor $\varphi^!: D_{fd}(\mathcal{J}_2) \to D_{fd}(\mathcal{J}_1)$ defined in (10) is its right adjoint in the sense that there is a functorial isomorphism

$$\text{Hom}_{D(\mathcal{J}_2)}(h_{\mathcal{J}_2,\varphi}(t_1), M_2) \cong \text{Hom}_{D(\mathcal{J}_1)}(h_{\mathcal{J}_1, t_1}, \varphi^! M_2)$$

for any $t_1 \in \mathcal{J}_1$, $M_2 \in D_{fd}(\mathcal{J}_2)$.

**Proof.** Using (7), (9), and (10), we obtain

$$\text{Hom}_{D(\mathcal{J}_2)}(h_{\mathcal{J}_2,\varphi}(t_1), M_2) \cong H^0(M_2(\varphi(t_1))) \cong H^0(\varphi^! M_2(t_1)) \cong \text{Hom}_{D(\mathcal{J}_1)}(h_{\mathcal{J}_1, t_1}, \varphi^! M_2)$$

which gives the required adjunction. □

As we will see later, besides the category $D_{fd}(\mathcal{J})$ of finite-dimensional right dg-modules, it is useful to consider the category $D_{fd}(\mathcal{J}^{op})$ of finite-dimensional left dg-modules over $\mathcal{J}$; these two categories are related by the dualization operation.

**Lemma 3.5.** The dualization operation on complexes of $k$-vector spaces $V \mapsto V^\vee$ induces a dg-enhanced faithful triangulated functor

$$d_k: D(\mathcal{J}) \to D(\mathcal{J}^{op})^{op}, \quad d_k(M)(t) := M(t)^\vee.$$%

It preserves homologically finite-dimensional dg-modules and induces a commutative diagram

$$
\begin{array}{ccc}
D(\mathcal{J}) & \xrightarrow{d_k} & D(\mathcal{J}^{op})^{op} \\
\downarrow & & \downarrow \\
D_{fd}(\mathcal{J}) & \xrightarrow{\sim} & D_{fd}(\mathcal{J}^{op})^{op},
\end{array}
$$

where the bottom arrow is an equivalence whose inverse is also given by $d_k$.

**Proof.** The lemma easily follows from the fact that the dualization functor on vector spaces is faithful, and is an equivalence when restricted to finite-dimensional spaces. □
Note that a functor $\varphi : \mathcal{T}_1 \to \mathcal{T}_2$ can be also thought of as a functor $\varphi^{op} : \mathcal{T}_2^{op} \to \mathcal{T}_1^{op}$ between the opposite categories. From this we obtain $\text{Res}(\varphi^{op}) : \mathcal{D}(\mathcal{T}_2^{op}) \to \mathcal{D}(\mathcal{T}_1^{op})$ and $(\varphi^{op})^! : \mathcal{D}_{\text{id}}(\mathcal{T}_2^{op}) \to \mathcal{D}_{\text{id}}(\mathcal{T}_1^{op})$ by restriction, and passing to the opposite again we obtain the functor

$$\varphi^* := ((\varphi^{op})^!)^{op} : \mathcal{D}_{\text{id}}(\mathcal{T}_2^{op})^{op} \to \mathcal{D}_{\text{id}}(\mathcal{T}_1^{op})^{op}.$$  

The following result is immediate.

**Lemma 3.6.** The functor $\varphi^* : \mathcal{D}_{\text{id}}(\mathcal{T}_2^{op}) \to \mathcal{D}_{\text{id}}(\mathcal{T}_1^{op})$ is left adjoint to the functor $\varphi : \mathcal{T}_1 \to \mathcal{T}_2$, i.e.,

$$\text{Hom}_{\mathcal{D}(\mathcal{T}_1^{op})^{op}}(\varphi^* M_2, h_{\mathcal{T}_1^{op},t_1}) \cong \text{Hom}_{\mathcal{D}(\mathcal{T}_2^{op})^{op}}(M_2, h_{\mathcal{T}_2^{op},\varphi^{op}(t_1)})$$

for any $t_1 \in \mathcal{T}_1$, $M_2 \in \mathcal{D}_{\text{id}}(\mathcal{T}_2^{op})^{op}$.

**Proof.** Follows immediately from Corollary 3.4 applied to $\varphi^{op} : \mathcal{T}_1^{op} \to \mathcal{T}_2^{op}$ since passing to the opposite category reverses the direction of morphisms.

The adjunction of $\varphi^*$ and $\varphi$ looks a bit messy, but it will become more transparent for functors between hfd-closed categories (defined in [3]), see Proposition 4.4.

The pseudofunctors $\mathcal{D}(-)$ and $\mathcal{D}_{\text{id}}(-)$, as any other pseudofunctors between 2-categories of triangulated categories, are compatible with adjunctions and semiorthogonal decompositions. Note, however, that they invert the order of the components (because they are contravariant).

**Lemma 3.7.** If $\mathcal{T} = \langle A, B \rangle$ is a semiorthogonal decomposition, there are semiorthogonal decompositions

$$\mathcal{D}(\mathcal{T}) = \langle \mathcal{D}(B), \mathcal{D}(A) \rangle$$

and

$$\mathcal{D}_{\text{id}}(\mathcal{T}) = \langle \mathcal{D}_{\text{id}}(B), \mathcal{D}_{\text{id}}(A) \rangle.$$  

Moreover, as subcategories of $\mathcal{D}(\mathcal{T})$ and $\mathcal{D}_{\text{id}}(\mathcal{T})$ their components consist of (homologically finite-dimensional) dg-modules over $\mathcal{T}$ that vanish on the subcategories $A \subset \mathcal{T}$ and $B \subset \mathcal{T}$, respectively.

**Proof.** If $\iota_A : A \to \mathcal{T}$ and $\iota_B : B \to \mathcal{T}$ are the embedding functors, and $\pi_A : \mathcal{T} \to A$, $\pi_B : \mathcal{T} \to B$ are the projection functors with respect to $\mathcal{T} = \langle A, B \rangle$, we have the adjunction relations for $\iota_A$ and $\pi_A$, i.e., the unit and counit morphisms $\text{id}_\mathcal{T} \to \iota_A \circ \pi_A$ and $\pi_A \circ \iota_A \to \text{id}_A$ such that the compositions

$$\pi_A \to \pi_A \circ \iota_A \circ \pi_A \to \pi_A$$

and

$$\iota_A \to \iota_A \circ \pi_A \circ \iota_A \to \iota_A$$

are the identity morphisms. We also have analogous relations for $\pi_B$ and $\iota_B$ (with the change that now $\pi_B$ is right adjoint to $\iota_B$), and semiorthogonal decomposition relations

$$\pi_A \circ \iota_A = \text{id}_A, \quad \pi_B \circ \iota_B = \text{id}_B, \quad \pi_A \circ \iota_B = 0, \quad \pi_B \circ \iota_A = 0.$$  

After application of the pseudofunctor $\mathcal{D}(-)$ we obtain continuous functors

$$\mathcal{D}(A) \xrightarrow{\text{Res}(\pi_A)} \mathcal{D}(\mathcal{T}) \xrightarrow{\text{Res}(\iota_A)} \mathcal{D}(B),$$

and it follows from Lemma 2.3 that these functors satisfy the analogous relations (with the direction of all arrows inverted): applying $\text{Res}$ to (15) we deduce that $\text{Res}(\iota_A)$ is right adjoint to $\text{Res}(\pi_A)$, and similarly $\text{Res}(\iota_B)$ is left adjoint to $\text{Res}(\pi_B)$; and applying $\text{Res}$ to (16) we deduce the relations

$$\text{Res}(\iota_A) \circ \text{Res}(\pi_A) = \text{id}_{\mathcal{D}(A)}, \quad \text{Res}(\iota_A) \circ \text{Res}(\pi_B) = 0,$$

$$\text{Res}(\iota_B) \circ \text{Res}(\pi_B) = \text{id}_{\mathcal{D}(B)}, \quad \text{Res}(\iota_B) \circ \text{Res}(\pi_A) = 0,$$

i.e., semiorthogonality relations in $\mathcal{D}(\mathcal{T})$.

Next, we show that $N \in \mathcal{D}(\mathcal{T})$ is in the image of $\text{Res}(\pi_A)$ if and only if it vanishes on $B \subset \mathcal{T}$. Indeed,

$$\text{Res}(\pi_A)(M)(\iota_B(b)) = M(\pi_A(\iota_B(b))) = M(0) = 0.$$
for $M \in \mathcal{D}(A)$, $b \in \mathcal{B}$ gives one of the inclusions. Conversely, if $N$ vanishes on $\mathcal{B}$ then the cone of the counit of adjunction $\text{Res}(\pi_A)(\text{Res}(\iota_A)(N)) \to N$ vanishes on $\mathcal{B}$. But it also vanishes on $\mathcal{A}$ by the relations proved above, and since $\mathcal{T}$ is generated by $\mathcal{A}$ and $\mathcal{B}$, it vanishes on $\mathcal{T}$, hence it is zero, and hence $N$ is in the image of $\text{Res}(\pi_A)$. This proves that $\text{Res}(\pi_A)(\mathcal{D}(A)) = \text{Ker}(\text{Res}(\iota_A))$. The same argument proves $\text{Res}(\pi_B)(\mathcal{D}(\mathcal{B})) = \text{Ker}(\text{Res}(\iota_B))$).

Now we show that $\text{Res}(\pi_A)(\mathcal{D}(A))$ and $\text{Res}(\pi_B)(\mathcal{D}(\mathcal{B}))$ generate $\mathcal{D}(\mathcal{T})$. Indeed, since the first subcategory is right admissible and the corresponding projection functor is $\text{Res}(\iota_A)$, this follows from the equality $\text{Res}(\pi_B)(\mathcal{D}(\mathcal{B})) = \text{Ker}(\text{Res}(\iota_A))$ proved above.

The same argument (with $\text{Res}(\iota_A)$, $\text{Res}(\pi_A)$, $\text{Res}(\pi_B)$, and $\text{Res}(\pi_B)$ replaced by $\iota'_A$, $\pi'_A$, $\iota'_B$, and $\pi'_B$, see [10]) proves the semiorthogonal decomposition for $\mathcal{D}_{\text{id}}(\mathcal{T})$.

Finally, we discuss the consequences of standard homological properties of $\mathcal{T}$ (recalled in §2) for the category $\mathcal{D}_{\text{id}}(\mathcal{T})$. When we compare $\mathcal{T}$ to $\mathcal{D}_{\text{id}}(\mathcal{T})$, we always consider both as subcategories of $\mathcal{D}(\mathcal{T})$.

**Lemma 3.8.** Let $\mathcal{T}$ be an essentially small dg-enhanced idempotent complete triangulated category.

(i) $\mathcal{T}$ is proper if and only if $\mathcal{T} \subset \mathcal{D}_{\text{id}}(\mathcal{T}) \subset \mathcal{D}(\mathcal{T})$.

(ii) If $\mathcal{T}$ is smooth then $\mathcal{D}_{\text{id}}(\mathcal{T}) \subset \mathcal{T} \subset \mathcal{D}(\mathcal{T})$.

(iii) If $\mathcal{T}$ is regular and proper then $\mathcal{D}_{\text{id}}(\mathcal{T}) = \mathcal{T}$.

In particular, if $\mathcal{T}$ is smooth and proper then $\mathcal{D}_{\text{id}}(\mathcal{T}) = \mathcal{T}$.

**Proof.** Assertion (i) is obvious. To prove (ii) recall that any dg-module $B$ over $\mathcal{T}^\text{op} \otimes \mathcal{T}_2$ gives rise to the derived tensor product functor $\Phi_B: \mathcal{D}(\mathcal{T}_1) \to \mathcal{D}(\mathcal{T}_2)$ (see [Kashi94] §6.1 or [KL15] §§3.5–3.6]). Moreover, for a representable dg-module $B = \mathbf{h}_{\mathcal{T}_1^\text{op} \otimes \mathcal{T}_2, t_1 \otimes t_2}$ and any $M \in \mathcal{D}(\mathcal{T}_1)$ we have

$$\Phi_B(M) \cong M(t_1) \otimes \mathbf{h}_{\mathcal{T}_2, t_2} \in \mathcal{D}(\mathcal{T}_2).$$

It follows that, for a representable dg-module $B$, we have $\Phi_B(\mathcal{D}_{\text{id}}(\mathcal{T}_1)) \subset \mathcal{D}_{\text{perf}}(\mathcal{T}_2)$, hence the same holds for any perfect dg-module $B$. When $\mathcal{T}_1 = \mathcal{T}_2 = \mathcal{T}$ is smooth, the diagonal bimodule $\Delta_\mathcal{T}$ is a perfect dg-module over $\mathcal{T}^\text{op} \otimes \mathcal{T}$, hence

$$\Phi_{\Delta_\mathcal{T}}(\mathcal{D}_{\text{id}}(\mathcal{T})) \subset \mathcal{D}_{\text{perf}}(\mathcal{T}).$$

On the other hand, $\Phi_{\Delta_\mathcal{T}}$ is the identity functor, so $\mathcal{D}_{\text{id}}(\mathcal{T}) \subset \mathcal{D}_{\text{perf}}(\mathcal{T})$. Finally, $\mathcal{D}_{\text{perf}}(\mathcal{T}) = \mathcal{T}$ since $\mathcal{T}$ is triangulated and idempotent complete.

(iii) Follows from [BvdB03 Theorem 1.3] and Lemma 2.2.

The last assertion is a combination of (i) and (ii) and it also follows from (iii) combined with Lemma 2.2.

The following example, communicated to us by Dima Orlov, shows that for a regular triangulated category in general $\mathcal{D}_{\text{id}}(\mathcal{T}) \not\subset \mathcal{T}$. Indeed, let $\mathcal{T}$ be the perfect derived category of representations of the quiver with two vertices and infinitely many arrows from the first vertex to the second. This category $\mathcal{T}$ is generated by an exceptional pair (formed by the projective representations), hence it is regular. Obviously, the simple representations belong to $\mathcal{D}_{\text{id}}(\mathcal{T})$, but the minimal projective resolution for one of them involves one projective representation with infinite multiplicity, hence this simple does not lie in $\mathcal{T}$.

We finish this subsection with a warning.

**Remark 3.9.** Assume $\mathcal{T}$ is proper, so that $\mathcal{T} \subset \mathcal{D}_{\text{id}}(\mathcal{T}) \subset \mathcal{D}(\mathcal{T})$. The embedding $\iota: \mathcal{T} \hookrightarrow \mathcal{D}_{\text{id}}(\mathcal{T})$ induces an embedding $\text{Ind}(\iota): \mathcal{D}(\mathcal{T}) \hookrightarrow \mathcal{D}(\mathcal{D}_{\text{id}}(\mathcal{T}))$, so we have two embeddings

$$\text{Ind}(\iota)|_{\mathcal{D}_{\text{id}}(\mathcal{T})}: \mathcal{D}_{\text{id}}(\mathcal{T}) \hookrightarrow \mathcal{D}(\mathcal{D}_{\text{id}}(\mathcal{T})) \quad \text{and} \quad \mathbf{h}_{\mathcal{D}_{\text{id}}(\mathcal{T})}: \mathcal{D}_{\text{id}}(\mathcal{T}) \hookrightarrow \mathcal{D}(\mathcal{D}_{\text{id}}(\mathcal{T})).$$

Somewhat unexpectedly, these embeddings are different! They do, however, coincide when restricted to the subcategory $\mathcal{T}$ by commutativity of the diagram [4].
3.2. Reflexivity. In this section we investigate what happens when we apply the pseudofunctor $D_{\text{fd}}(-)$ twice. For each object $t \in \mathcal{J}$ we define

$$\text{ev}_{\mathcal{J},t}(M) := M(t), \quad M \in D_{\text{fd}}(\mathcal{J}),$$

$$\text{coev}_{\mathcal{J},t}(M) := M(t)^\vee, \quad M \in D_{\text{fd}}(\mathcal{J}).$$

The first, $\text{ev}_{\mathcal{J},t}$, is a left homologically finite-dimensional dg-module over $D_{\text{fd}}(\mathcal{J})$, and the second, $\text{coev}_{\mathcal{J},t}$, is a right homologically finite-dimensional dg-module over $D_{\text{fd}}(\mathcal{J})$. Moreover, these dg-modules are functorial in $t$, the first is contravariant and the second is covariant, hence we have dg-functors

$$\text{ev}_{\mathcal{J}} : \mathcal{J}^{\text{op}} \to D_{\text{fd}}(D_{\text{fd}}(\mathcal{J})^{\text{op}}), \quad t \mapsto \text{ev}_{\mathcal{J},t},$$

$$\text{coev}_{\mathcal{J}} : \mathcal{J} \to D_{\text{fd}}(D_{\text{fd}}(\mathcal{J})), \quad t \mapsto \text{coev}_{\mathcal{J},t}.$$  

We can also consider the dg-functor $\text{coev}_{\mathcal{J}^{\text{op}}} : \mathcal{J}^{\text{op}} \to D_{\text{fd}}(D_{\text{fd}}(\mathcal{J}^{\text{op}}))$.

**Lemma 3.10.** One of the functors $\text{coev}_{\mathcal{J}}, \text{ev}_{\mathcal{J}}$, or $\text{coev}_{\mathcal{J}^{\text{op}}}$ is fully faithful, or essentially surjective, or is an equivalence if and only if the other two have the same property.

**Proof.** The definitions easily imply the commutativity of the diagram

$$\xymatrix{ D_{\text{fd}}(D_{\text{fd}}(\mathcal{J}^{\text{op}})) \ar[r]_{\text{coev}_{\mathcal{J}^{\text{op}}}} \ar[d]^{	ext{ev}_{\mathcal{J}}} & D_{\text{fd}}(D_{\text{fd}}(\mathcal{J})^{\text{op}}) \ar[l]_{\text{coev}_{\mathcal{J}}} \ar[d]_{\text{coev}_{\mathcal{J}^{\text{op}}}} \ar[r]_{\text{ev}_{\mathcal{J}}} & D_{\text{fd}}(D_{\text{fd}}(\mathcal{J})) \ar[l]_{\text{coev}_{\mathcal{J}}} \ar[d]_{\text{coev}_{\mathcal{J}^{\text{op}}}} \ar[r]_{\text{ev}_{\mathcal{J}}} & D_{\text{fd}}(D_{\text{fd}}(\mathcal{J}))^{\text{op}} \ar[l]_{\text{coev}_{\mathcal{J}}} }$$

where the right bottom arrow is induced by the dualization functor for the category $D_{\text{fd}}(\mathcal{J})$, and the left bottom arrow is induced by $d_k^{\text{op}} : D_{\text{fd}}(\mathcal{J})^{\text{op}} \to D_{\text{fd}}(\mathcal{J})$. Now the lemma follows from the fact that the bottom arrows are equivalences by Lemma 3.5. □

**Definition 3.11.** We say that a small dg-enhanced triangulated category $\mathcal{J}$ is reflexive if the dg-functor $\text{coev}_{\mathcal{J}}$ in (20) is an equivalence.

We could alternatively use the dg-functor $\text{ev}_{\mathcal{J}}$ in this definition, but Lemma 3.10 shows that this would be an equivalent definition. We prefer using $\text{coev}_{\mathcal{J}}$, because its definition does not require considering opposite categories. Note also that by Lemma 3.10 a category $\mathcal{J}$ is reflexive if and only if so is $\mathcal{J}^{\text{op}}$.

Later on (see §6.1 and §6.2) we will see that many categories in geometry and algebra are reflexive. Here is an example of a non-reflexive category.

**Example 3.12.** Let $\mathcal{J} = D^{\text{perf}}(k(x,y)/(xy-yx = 1))$ be the perfect derived category of the Weyl algebra over a field $k$ of characteristic zero. If $M$ is a homologically finite-dimensional dg-module then each of its cohomology is a finite-dimensional module over the Weyl algebra, hence zero (because the trace of a commutator of two operators on a finite-dimensional vector space is zero), and so $M = 0$. Thus, in this example $D_{\text{fd}}(\mathcal{J}) = 0$, hence $D_{\text{fd}}(D_{\text{fd}}(\mathcal{J})) = 0 \neq \mathcal{J}$.

Now we deduce some formal properties of reflexivity.

**Lemma 3.13.** If $\mathcal{J}$ is reflexive, then $D_{\text{fd}}(\mathcal{J})$ is reflexive.

**Proof.** Consider the following functors

$$\text{coev}_{D_{\text{fd}}(\mathcal{J})} : D_{\text{fd}}(\mathcal{J}) \to D_{\text{fd}}(D_{\text{fd}}(D_{\text{fd}}(\mathcal{J}))), \quad (\text{coev}_{\mathcal{J}})^{\dagger} : D_{\text{fd}}(D_{\text{fd}}(D_{\text{fd}}(\mathcal{J}))) \to D_{\text{fd}}(\mathcal{J}),$$

the first is defined by (20) and the second is defined by (11) and (20). For $M \in D_{\text{fd}}(\mathcal{J})$, $t \in \mathcal{J}$ we have

$$(\text{coev}_{\mathcal{J}})^{\dagger}(\text{coev}_{D_{\text{fd}}(\mathcal{J})}(M))(t) = \text{coev}_{D_{\text{fd}}(\mathcal{J})}(M)(\text{coev}_{\mathcal{J},t}) = \text{coev}_{\mathcal{J},t}(M)^{\vee} = M(t)^{\vee \vee} \cong M(t),$$
which means that \((\text{coev}_\mathcal{T})^! \circ \text{coev}_{\mathcal{D}_{\text{fd}}(\mathcal{T})} \cong \text{id}_{\mathcal{D}_{\text{fd}}(\mathcal{T})}\). On the other hand, since \(\mathcal{T}\) is reflexive, \(\text{coev}_\mathcal{T}\) is an equivalence, hence \((\text{coev}_\mathcal{T})^!\) is also an equivalence by Corollary 3.3. Then the above isomorphism implies that \(\text{coev}_{\mathcal{D}_{\text{fd}}(\mathcal{T})}\) is also an equivalence, and hence \(\mathcal{D}_{\text{fd}}(\mathcal{T})\) is reflexive.

We now state a useful criterion for a proper category to be reflexive. Recall Lemma 3.8(1).

**Lemma 3.14.** Assume that \(\mathcal{T}\) is proper, so that \(\mathcal{T} \subset \mathcal{D}_{\text{fd}}(\mathcal{T})\). Then the functors \(\text{ev}_\mathcal{T}\) and \(\text{coev}_\mathcal{T}\) are fully faithful. In particular, if \(\text{ev}_\mathcal{T}\) or \(\text{coev}_\mathcal{T}\) is essentially surjective, \(\mathcal{T}\) and \(\mathcal{D}_{\text{fd}}(\mathcal{T})\) are reflexive.

**Proof.** Consider the diagram

\[
\begin{array}{ccc}
\mathcal{T}^{\text{op}} & \xrightarrow{\text{ev}_\mathcal{T}} & \mathcal{D}_{\text{fd}}(\mathcal{D}_{\text{fd}}(\mathcal{T})^{\text{op}}) \\
(\text{h}_{\mathcal{T}})^{\text{op}} & \downarrow & \downarrow \\
\mathcal{D}_{\text{fd}}(\mathcal{T})^{\text{op}} & \xrightarrow{\text{h}_{\mathcal{D}_{\text{fd}}(\mathcal{T})}^{\text{op}}} & \mathcal{D}(\mathcal{D}_{\text{fd}}(\mathcal{T})^{\text{op}})
\end{array}
\]

(21)

The Yoneda functor of \(\mathcal{T}\) takes values in homologically finite-dimensional modules because \(\mathcal{T}\) is proper, hence the left vertical arrow makes sense. The composition of the left vertical and bottom horizontal arrow takes \(t \in \mathcal{T}\) to the left dg-module over \(\mathcal{D}_{\text{fd}}(\mathcal{T})\) whose value on \(M \in \mathcal{D}_{\text{fd}}(\mathcal{T})\) is

\[
\text{RHom}_{\mathcal{D}_{\text{fd}}(\mathcal{T})^{\text{op}}}(M, (\text{h}_{\mathcal{T}})^{\text{op}}) = \text{RHom}_{\mathcal{D}_{\text{fd}}(\mathcal{T})}(\text{h}_{\mathcal{T}}, M) \cong M(t),
\]

where the isomorphism follows from the Yoneda lemma. By (17) the diagram is commutative. Now note that the left vertical and bottom horizontal arrows are fully faithful by the Yoneda lemma, hence the functor \(\text{ev}_\mathcal{T}\) is fully faithful, hence so is \(\text{coev}_\mathcal{T}\) by Lemma 3.10.

Now if either \(\text{ev}_\mathcal{T}\) or \(\text{coev}_\mathcal{T}\) is essentially surjective, each of them is an equivalence (see Lemma 3.10), hence \(\mathcal{T}\) is reflexive. Finally, \(\mathcal{D}_{\text{fd}}(\mathcal{T})\) is reflexive by Lemma 3.13.

The coevaluation is a morphism of pseudofunctors from the identity to the square of \(\mathcal{D}_{\text{fd}}(\mathcal{T})\).

**Lemma 3.15.** If \(\varphi: \mathcal{T}_1 \rightarrow \mathcal{T}_2\) is any dg-enhanced functor, the diagram

\[
\begin{array}{ccc}
\mathcal{T}_1 & \xrightarrow{\varphi} & \mathcal{T}_2 \\
\text{coev}_{\mathcal{T}_1} & \downarrow & \downarrow \text{coev}_{\mathcal{T}_2} \\
\mathcal{D}_{\text{fd}}(\mathcal{D}_{\text{fd}}(\mathcal{T}_1)) & \xrightarrow{(\varphi^!)^{\text{op}}} & \mathcal{D}_{\text{fd}}(\mathcal{D}_{\text{fd}}(\mathcal{T}_2)).
\end{array}
\]

commutes. In particular, if \(\varphi\), \((\varphi^!)^{\text{op}}\), and \(\text{coev}_{\mathcal{T}_2}\) are fully faithful then so is \(\text{coev}_{\mathcal{T}_1}\).

**Proof.** For all \(t_1 \in \mathcal{T}_1\) and \(M_2 \in \mathcal{D}_{\text{fd}}(\mathcal{T}_2)\) we have (using the definitions (10) and (18)) a chain of equalities

\[
(\varphi^!)(\text{coev}_{\mathcal{T}_1}(t_1))(M_2) = \text{coev}_{\mathcal{T}_1}(t_1)(\varphi^!M_2) = (\varphi^!M_2)(t_1)^{\text{op}} = M_2(\varphi(t_1))^\vee = \text{coev}_{\mathcal{T}_2}(\varphi(t_1))(M_2),
\]

which proves the commutativity. The second claim is obvious.

One could interpret commutativity of diagram (22) as an equivalence between the functor categories from \(\mathcal{T}_1\) to \(\mathcal{T}_2\) and from \(\mathcal{D}_{\text{fd}}(\mathcal{D}_{\text{fd}}(\mathcal{T}_1))\) to \(\mathcal{D}_{\text{fd}}(\mathcal{D}_{\text{fd}}(\mathcal{T}_2))\) when \(\mathcal{T}_1\) and \(\mathcal{T}_2\) are reflexive. We leave this to the interested reader, while proving only the following corollary for the sets of isomorphisms classes of functors \(\mathcal{T}_1 \rightarrow \mathcal{T}_2\), that we denote \([\mathcal{T}_1, \mathcal{T}_2]\).

**Corollary 3.16.** Given reflexive triangulated dg-enhanced categories \(\mathcal{T}_1, \mathcal{T}_2\) we have a natural bijection

\[
[\mathcal{T}_1, \mathcal{T}_2] \xrightarrow{\sim} [\mathcal{D}_{\text{fd}}(\mathcal{T}_2), \mathcal{D}_{\text{fd}}(\mathcal{T}_1)], \quad \varphi \mapsto \varphi^!.
\]

In particular, every equivalence \(\mathcal{D}_{\text{fd}}(\mathcal{T}_2) \xrightarrow{\sim} \mathcal{D}_{\text{fd}}(\mathcal{T}_1)\) is induced by a unique (up to isomorphism) equivalence \(\mathcal{T}_1 \rightarrow \mathcal{T}_2\).
Proof. We first show that if $\mathcal{T}_1$ and $\mathcal{T}_2$ are reflexive, then we have a bijection
\begin{equation}
[\mathcal{T}_1, \mathcal{T}_2] \xrightarrow{\sim} [Dfd(Dfd(\mathcal{T}_1)), Dfd(Dfd(\mathcal{T}_2))], \quad \varphi \mapsto (\varphi^!)^!
\end{equation}
Indeed, since $\text{coev}_{\mathcal{T}_1}$ and $\text{coev}_{\mathcal{T}_2}$ are equivalences, commutativity of (22) means that
\[
\varphi \cong \text{coev}_{\mathcal{T}_1}^{-1} \circ (\varphi^!)^! \circ \text{coev}_{\mathcal{T}_2}, \quad \text{and} \quad \varphi^! \cong \text{coev}_{\mathcal{T}_2}^{-1} \circ \varphi \circ \text{coev}_{\mathcal{T}_1}^{-1},
\]
hence the map that takes $\psi: Dfd(Dfd(\mathcal{T}_1)) \xrightarrow{\sim} Dfd(Dfd(\mathcal{T}_2))$ to $\varphi := \text{coev}_{\mathcal{T}_2}^{-1} \circ \psi \circ \text{coev}_{\mathcal{T}_1}$ is inverse to (24). Note also that the above isomorphisms show that $\varphi$ is an equivalence if and only if so is $(\varphi^!)^!$.

Now, to prove that (23) is a bijection, we consider the composition
\[
[\mathcal{T}_1, \mathcal{T}_2] \rightarrow [Dfd(\mathcal{T}_2), Dfd(\mathcal{T}_1)] \rightarrow [Dfd(Dfd(\mathcal{T}_1)), Dfd(Dfd(\mathcal{T}_2))] \rightarrow [Dfd(Dfd(Dfd(\mathcal{T}_2))), Dfd(Dfd(Dfd(\mathcal{T}_1)))]
\]
of maps (23). Note that the categories $\mathcal{T}_1$, $\mathcal{T}_2$, $Dfd(\mathcal{T}_1)$, and $Dfd(\mathcal{T}_2)$ are reflexive (the first two by assumption, the last two by Lemma 3.13), therefore, the pairwise compositions of arrows, which are the maps (24), are bijections. We conclude that the middle arrow is surjective (because the composition of the first two arrows is bijective) and injective (because the composition of the last two arrows is bijective), hence it is bijective. Therefore, (23) is also a bijection.

Finally, if $\varphi$ is an equivalence, then so is $\varphi^!$ by Corollary 3.3. Conversely, if $\varphi^!$ is an equivalence then so is $(\varphi^!)^!$, and then, as we have checked above, so is $\varphi$. Thus, (23) induces a bijection on the sets of isomorphism classes of equivalences.

One reason why reflexivity is important is the following theorem building up on Lemma 3.7. Recall that $\text{LAdm}(\mathcal{T})$ and $\text{RAdm}(\mathcal{T})$ denote the sets of all left and right admissible subcategories of $\mathcal{T}$. In the statement we think of a left or right admissible subcategory as a triple — the subcategory, its embedding functor, and its appropriate (left or right) adjoint.

Theorem 3.17. If $\mathcal{T}$ is a reflexive small dg-enhanced triangulated category we have bijections
\begin{equation}
\text{LAdm}(\mathcal{T}) \cong \text{RAdm}(Dfd(\mathcal{T})), \quad \text{RAdm}(\mathcal{T}) \cong \text{LAdm}(Dfd(\mathcal{T})),
\end{equation}
where $\iota: A \rightarrow \mathcal{T}$ is the embedding and $\pi_L, \pi_R: \mathcal{T} \rightarrow A$ are its left and right adjoint functors, respectively.

Moreover, if $A \subset \mathcal{T}$ is left or right admissible then $A$ is reflexive.

Proof. Assume $\mathcal{T} = \langle A, B \rangle$. Then there are two semiorthogonal decompositions
\begin{equation}
Dfd(Dfd(\mathcal{T})) = \langle \text{coev}_{\mathcal{T}}(A), \text{coev}_{\mathcal{T}}(B) \rangle \quad \text{and} \quad Dfd(Dfd(\mathcal{T})) = \langle Dfd(Dfd(A)), Dfd(Dfd(B)) \rangle,
\end{equation}
where the first follows from reflexivity of $\mathcal{T}$ and the second from Lemma 3.7 applied twice. The embeddings of the components in the first decomposition are given by $\text{coev}_{\mathcal{T}} \circ \iota_A$ and $\text{coev}_{\mathcal{T}} \circ \iota_B$, and in the second they are given by $(\iota_A^!)^!$ and $(\iota_B^!)^!$, respectively. Now applying Lemma 3.13 (with $\varphi = \iota_A$ and $\varphi = \iota_B$) we see that $\text{coev}_{\mathcal{T}} \circ \iota_A \cong (\iota_A^!)^! \circ \text{coev}_{\mathcal{T}}$ and $\text{coev}_{\mathcal{T}} \circ \iota_B \cong (\iota_B^!)^! \circ \text{coev}_{\mathcal{T}}$, hence the components of the first decomposition are contained in the components of the second, hence the components coincide and, therefore, we have the equalities
\[
\text{coev}_{\mathcal{T}}(A) = Dfd(Dfd(\mathcal{T})), \quad \text{coev}_{\mathcal{T}}(B) = Dfd(Dfd(\mathcal{T})),
\]
as subcategories of $Dfd(Dfd(\mathcal{T}))$. It also follows that $\text{coev}_{\mathcal{T}}: A \rightarrow Dfd(Dfd(\mathcal{T}))$ is essentially surjective. Moreover, since $\iota_L$ and $(\iota_A^!)^!$ are fully faithful, the second part of Lemma 3.13 implies that $\text{coev}_{\mathcal{T}}$ is an equivalence, and the same argument works for $B$. Therefore, $A$ and $B$ are reflexive.

Finally, since $\text{coev}_{\mathcal{T}}$ is an equivalence, it follows that the maps (25) are injective, and applying the same argument for the subcategories of $Dfd(\mathcal{T})$ (note that the latter is reflexive by Lemma 3.13), we conclude that the maps (25) are surjective.
The following immediate corollary is quite useful. Recall that a triangulated category $\mathcal{T}$ is called indecomposable if for any semiorthogonal decomposition $\mathcal{T} = (\mathcal{A}, \mathcal{B})$ one has $\mathcal{A} = 0$ or $\mathcal{B} = 0$.

**Corollary 3.18.** A reflexive category $\mathcal{T}$ is indecomposable if and only if $D_{fd}(\mathcal{T})$ is indecomposable.

4. **HFD-closed and Gorenstein categories**

In this section we define hfd-closed and Gorenstein categories and discuss their properties.

4.1. **HFD-closed categories.** We start by introducing the following notion.

**Definition 4.1.** A dg-enhanced idempotent complete triangulated category $\mathcal{T}$ is hfd-closed if

$$D_{id}(\mathcal{T}) \subset \mathcal{T} \subset D(\mathcal{T})$$

and

$$D_{id}(\mathcal{T}^{op}) \subset \mathcal{T}^{op} \subset D(\mathcal{T}^{op}),$$

where the second embeddings are given by the Yoneda functors. In other words, $\mathcal{T}$ is hfd-closed if and only if any homologically finite-dimensional right or left dg-module over $\mathcal{T}$ is representable or corepresentable by an object of $\mathcal{T}$, respectively.

In what follows we often consider the following triangulated subcategories of $\mathcal{T}$:

$$\mathcal{T}^{rhf} = \{ t \in \mathcal{T} | R\text{Hom}_{\mathcal{T}}(t', t) \in D^b(\mathbb{k}) \text{ for any } t' \in \mathcal{T} \},$$

(27)

$$\mathcal{T}^{lhf} = \{ t \in \mathcal{T} | R\text{Hom}_{\mathcal{T}}(t, t') \in D^b(\mathbb{k}) \text{ for any } t' \in \mathcal{T} \},$$

so that for an hfd-closed subcategory we have identifications

(28)

$$D_{id}(\mathcal{T}) = h_{\mathcal{T}}(\mathcal{T}^{rhf}) \quad \text{and} \quad D_{id}(\mathcal{T}^{op}) = h_{\mathcal{T}^{op}}((\mathcal{T}^{lfh})^{op}).$$

The following is an immediate consequence of Lemma 3.8.

**Corollary 4.2.** A smooth dg-enhanced idempotent complete triangulated category $\mathcal{T}$ is hfd-closed. If additionally $\mathcal{T}$ is proper, then $\mathcal{T}^{rhf} = \mathcal{T} = \mathcal{T}^{lhf}$. Similarly, if $\mathcal{T}$ is regular, proper, and idempotent complete, it is hfd-closed with $\mathcal{T}^{rhf} = \mathcal{T} = \mathcal{T}^{lhf}$.

**Proof.** If $\mathcal{T}$ is smooth then $\mathcal{T}^{op}$ is also smooth, and we conclude from Lemma 3.8(ii) applied to $\mathcal{T}$ and $\mathcal{T}^{op}$ that $\mathcal{T}$ is hfd-closed. If $\mathcal{T}$ is also proper then the same is true for $\mathcal{T}^{op}$, and Lemma 3.8(iii) implies the required equalities. If $\mathcal{T}$ is regular and proper, we apply Lemma 3.8(iii). \qed

Using Lemma 3.14 we can prove the following

**Lemma 4.3.** If $\mathcal{T}$ is hfd-closed and proper the category $\mathcal{T}$ is reflexive. In particular, if $\mathcal{T}$ is smooth, proper, and idempotent complete (or regular, proper, and idempotent complete), it is reflexive.

**Proof.** We use the setup of Lemma 3.14 and particularly diagram (21). The assumption means that the left vertical arrow in (21) is an equivalence, and that the bottom horizontal arrow is an equivalence onto the subcategory $D_{id}(D_{id}(\mathcal{T})^{op})$, the image of the right vertical arrow. Therefore the top horizontal arrow is an equivalence, hence $\mathcal{T}$ is reflexive by Lemma 3.10. The second claim follows from Corollary 4.2. \qed

As we promised in 3.3.1 for hfd-closed categories we give a better statement about adjoint functors. Recall that if $\varphi : \mathcal{T}_1 \to \mathcal{T}_2$ is a dg-enhanced triangulated functor, the functors $\varphi^!$ and $\varphi^*$ have been defined in (10) and (13), respectively. Note also that identifications (28) allow us to consider these functors as functors $\varphi^! : \mathcal{T}_2^{rhf} \to \mathcal{T}_1^{rhf}$ and $\varphi^* : \mathcal{T}_2^{lhf} \to \mathcal{T}_1^{lhf}$.

**Proposition 4.4.** If $\varphi : \mathcal{T}_1 \to \mathcal{T}_2$ is a dg-enhanced triangulated functor between hfd-closed triangulated categories, the functors $\varphi^! : \mathcal{T}_2^{rhf} \to \mathcal{T}_1^{rhf}$ and $\varphi^* : \mathcal{T}_2^{lhf} \to \mathcal{T}_1^{lhf}$ are its right and left adjoints.

**Proof.** This follows from Corollary 3.4 and Lemma 3.6 and the identifications (28). \qed
It follows immediately from the definition (27) that any dg-enhanced equivalence $\mathcal{T}_1 \overset{\sim}{\longrightarrow} \mathcal{T}_2$ induces equivalences $\mathcal{T}_1^{\text{hfd}} \overset{\sim}{\longrightarrow} \mathcal{T}_2^{\text{hfd}}$ and $\mathcal{T}_1^{\text{hlf}} \overset{\sim}{\longrightarrow} \mathcal{T}_2^{\text{hlf}}$. The converse is also true.

**Lemma 4.5.** If $\mathcal{T}_1$ and $\mathcal{T}_2$ are hfd-closed and reflexive, any equivalence $\varphi: \mathcal{T}_1^{\text{hfd}} \rightarrow \mathcal{T}_2^{\text{hfd}}$ extends to a unique equivalence $\tilde{\varphi}: \mathcal{T}_1 \rightarrow \mathcal{T}_2$ such that $\tilde{\varphi}|_{\mathcal{T}_1^{\text{hlf}}} = \varphi$. A similar statement for equivalences $\mathcal{T}_1^{\text{hlf}} \rightarrow \mathcal{T}_2^{\text{hlf}}$ also holds.

**Proof.** First, consider any equivalence $\psi: \mathcal{T}_1 \rightarrow \mathcal{T}_2$. We claim that the diagram

$$
\begin{array}{ccc}
\mathcal{T}_1^{\text{hfd}} & \overset{\sim}{\longrightarrow} & \mathcal{T}_2^{\text{hfd}} \\
(\psi^{-1})^! & \downarrow & (\psi^{-1})_! \\
\mathcal{D}(\mathcal{T}_1) & \overset{\sim}{\longrightarrow} & \mathcal{D}(\mathcal{T}_2)
\end{array}
$$

(29)

is commutative. Indeed, the right square is commutative because

$$
\text{Res}(\psi^{-1})(h_{\mathcal{T}_1}(t_1))(t_2) = (h_{\mathcal{T}_1}(t_1))(\psi^{-1}(t_2)) = \text{Hom}_{\mathcal{T}_1}(\psi^{-1}(t_2), t_1) \cong \text{Hom}_{\mathcal{T}_2}(t_2, \psi(t_1)) = h_{\mathcal{T}_2}(\psi(t_1))(t_2),
$$

and the ambient rectangle is commutative by definition of $(\psi^{-1})^!$ as $\mathcal{T}_1^{\text{hfd}} = \mathcal{D}_{\text{fd}}(\mathcal{T}_1)$; since $h_{\mathcal{T}_2}$ is fully faithful it follows that the left square is commutative as well. In other words, this proves that $\psi$ extends $(\psi^{-1})^!$. Now, since by Corollary 3.16 any equivalence $\varphi: \mathcal{T}_1^{\text{hfd}} \rightarrow \mathcal{T}_2^{\text{hfd}}$ is isomorphic to $(\psi^{-1})^!$ for some equivalence $\psi$, the existence of extension follows.

On the other hand, if $\tilde{\varphi}: \mathcal{T}_1 \rightarrow \mathcal{T}_2$ is another equivalence extending $\varphi \cong (\psi^{-1})^!$, we have isomorphisms

$$(\tilde{\varphi}^{-1})^! \cong \tilde{\varphi}|_{\mathcal{T}_1^{\text{hlf}}} \cong \varphi \cong (\psi^{-1})^!$$

(the first isomorphism follows from commutativity of the left square in (29) for $\tilde{\varphi}$), hence $\tilde{\varphi} \cong \psi$, again by Corollary 3.16. This proves the uniqueness of extension.

The claim for the equivalences $\mathcal{T}_1^{\text{hfd}} \rightarrow \mathcal{T}_2^{\text{hlf}}$ is proved analogously.

If a category $\mathcal{T}$ is hfd-closed, the operation of Lemma 3.7 (which is bijective when $\mathcal{T}$ is reflexive by Theorem 3.17) can be simplified. For the reader’s convenience in what follows we use notation $A_0$ for a subcategory of $\mathcal{T}^\text{hfd}$ or $\mathcal{T}^\text{hlf}$ to distinguish it from a subcategory $A$ of $\mathcal{T}$.

**Proposition 4.6.** Let $\mathcal{T}$ be hfd-closed.

(i) The maps of Lemma 3.7 take the form

$$
\begin{align*}
\text{LAdm}(\mathcal{T}) & \rightarrow \text{RAdm}(\mathcal{T}^{\text{hfd}}), & \text{RAdm}(\mathcal{T}) & \rightarrow \text{LAdm}(\mathcal{T}^{\text{hlf}}), \\
A & \mapsto A \cap \mathcal{T}^{\text{hfd}}, & A & \mapsto A \cap \mathcal{T}^{\text{hlf}}.
\end{align*}
$$

Moreover, $A \cap \mathcal{T}^{\text{hfd}} = A^{\text{hfd}}$ for $A \in \text{LAdm}(\mathcal{T})$ and $A \cap \mathcal{T}^{\text{hlf}} = A^{\text{hlf}}$ for $A \in \text{RAdm}(\mathcal{T})$.

(ii) If $\mathcal{T}$ is reflexive, so that the maps (30) are bijective, the inverse maps are given by

$$
(\downarrow^\mathcal{T}^{\text{hfd}}A_0)_{\perp^\mathcal{T}} \leftrightarrow A_0,
$$

$$
(\downarrow^\mathcal{T}^{\text{hlf}}A_0)_{\perp^\mathcal{T}} \leftrightarrow A_0,
$$

where the orthogonal are taken in $\mathcal{T}, \mathcal{T}^{\text{hfd}}, \mathcal{T}^{\text{hlf}}$ as indicated.

(iii) If $A \subset \mathcal{T}$ is admissible then $A$ is also hfd-closed.

**Proof.** (i) Let $A \in \text{LAdm}(\mathcal{T})$, so that $\mathcal{T} = (A, \perp^\mathcal{T}A)$. We know from Lemma 3.7 that the image of $A$ under the map $\text{LAdm}(\mathcal{T}) \rightarrow \text{RAdm}(\mathcal{T}^{\text{hfd}})$ coincides with the subcategory of all objects in $\mathcal{T}^{\text{hfd}}$ such that the corresponding representable dg-module vanishes on the orthogonal $\perp^\mathcal{T}A$; the Yoneda lemma identifies this with the double orthogonal category $\perp^\mathcal{T}(\perp^\mathcal{T}A)$. On the other hand, we have

(\perp^\mathcal{T}A)^{\perp^\mathcal{T}^{\text{hfd}}} = (\perp^\mathcal{T}A)^{\perp^\mathcal{T}} \cap \mathcal{T}^{\text{hfd}} = A \cap \mathcal{T}^{\text{hfd}},

where the orthogonal are taken in $\mathcal{T}, \mathcal{T}^{\text{hfd}}, \mathcal{T}^{\text{hlf}}$ as indicated.

(ii) If $\mathcal{T}$ is reflexive, so that the maps (30) are bijective, the inverse maps are given by

(31) $$
(\downarrow^\mathcal{T}^{\text{hfd}}A_0)_{\perp^\mathcal{T}} \leftrightarrow A_0,
$$

where the orthogonal are taken in $\mathcal{T}, \mathcal{T}^{\text{hfd}}, \mathcal{T}^{\text{hlf}}$ as indicated.

(iii) If $A \subset \mathcal{T}$ is admissible then $A$ is also hfd-closed.
where the first follows from \( T^{\text{rhf}} \subset T \) and the second from \((\perp^\perp A) \perp^T = A\), which holds because \( A \) is left admissible. Moreover, the embedding \( A \cap T^{\text{rhf}} \subset A^{\text{rhf}} \) is obvious and the opposite embedding easily follows from left admissibility of \( A \); thus, \( A \cap T^{\text{rhf}} = A^{\text{rhf}} \). The second bijection can be proved by the same argument or by applying the first bijection to \( T^{\text{op}} \).

\[ (ii) \text{The argument of part } (i) \text{ describes the image of } A_0 \in \text{RAdm}(T^{\text{rhf}}) \text{ or of } A_0 \in \text{LAdm}(T^{\text{rhf}}) \text{ under the maps of Theorem } 3.17 \text{ as double orthogonals in } D_{A_0}(T^{\text{rhf}}). \]

But by reflexivity of \( T \) we have \( D_{A_0}(T^{\text{rhf}}) = T \), and under this identification the double orthogonal descriptions take the form (31).

\[ (iii) \text{Assume } A \in \text{LAdm}(T) \text{ and let } \pi_L: T \to A \text{ be the projection to } A \text{ with respect to the semiorthogonal decomposition } T = \langle A, \perp A \rangle. \text{ If } M \in D_{A_0}(T) \text{ then } \pi_L^{-1}(M) \in D_{A_0}(T), \text{ hence } \pi_L^{-1}(M) \text{ is representable, i.e.,} \]

\[ M(\pi_L(-)) = \pi_L^{-1}(M)(-) \cong \text{RHom}_T(-, t) \]

for some \( t \in T^{\text{rhf}} \). Moreover, \( \text{RHom}_T(\perp A, t) = M(\pi_L(\perp A)) = M(0) = 0 \), hence \( t \in (\perp A)^\perp = A \). Thus, \( M \) is representable by an object of \( A \), hence \( D_{A_0}(A) \subset A \).

If \( A \in \text{RAdm}(T) \) the same argument applied to the semiorthogonal decomposition \( T^{\text{op}} = \langle A^{\text{op}}, (A^{\perp})^{\text{op}} \rangle \), obtained from \( T = \langle A^{\perp}, A \rangle \) by passing to opposite categories proves the embedding \( D_{A_0}(A^{\text{op}}) \subset A^{\text{op}} \).

Combining these two inclusions we conclude that \( A \) is hfd-closed. \( \square \)

In the next corollary we show that if one of the components of a semiorthogonal decomposition of \( T \) is admissible, one can obtain a semiorthogonal decomposition of \( T^{\text{rhf}} \) or \( T^{\text{rhf}} \) simply by taking intersections. Note that this is not the same semiorthogonal decomposition as in Lemma 3.7 in particular, the order of its components is not inverted; in fact, the embedding of the first component in the first decomposition and of the second component in the second decomposition below is different from the corresponding embedding in Lemma 3.7.

**Corollary 4.7.** Let \( T = \langle A, B \rangle \) and assume \( T \) is hfd-closed. If the component \( A \subset T \) is admissible, then \( T^{\text{rhf}} = \langle A \cap T^{\text{rhf}}, B \cap T^{\text{rhf}} \rangle \), and if \( B \subset T \) is admissible, then \( T^{\text{rhf}} = \langle A \cap T^{\text{rhf}}, B \cap T^{\text{rhf}} \rangle \).

**Proof.** If \( A \) is admissible, hence in particular right admissible, Proposition 4.6(ii) implies that the subcategory \( A \cap T^{\text{rhf}} \subset T^{\text{rhf}} \) is left admissible. By Lemma 3.7 its orthogonal consists of objects of \( T^{\text{rhf}} \) which vanish on \( A \), hence it is equal to \( B \cap T^{\text{rhf}} \). The statement about \( T^{\text{rhf}} \) is proved analogously. \( \square \)

From Corollary 3.18 we immediately deduce:

**Corollary 4.8.** The following conditions for a reflexive hfd-closed category \( T \) are equivalent:

(i) \( T \) is indecomposable;

(ii) \( T^{\text{rhf}} \) is indecomposable;

(iii) \( T^{\text{rhf}} \) is indecomposable.

**Remark 4.9.** As in [Orl06, Definition 1.7], one can use the notion of homologically finite-dimensional objects to define the singularity category of an hfd-closed triangulated category \( T \) as

\[ T^{\text{sg}} := T/T^{\text{rhf}}. \]

If \( T \) is idempotent complete, proper, and either smooth or regular, then \( T^{\text{sg}} = 0 \) by Corollary 4.2. Note also that if \( T \) is hfd-closed and \( T = \langle A_1, \ldots, A_m \rangle \) is a semiorthogonal decomposition with admissible components then

\[ T^{\text{sg}} = \langle A_1^{\text{sg}}, \ldots, A_m^{\text{sg}} \rangle. \]

Indeed, Proposition 4.6(ii)(iii) and Corollary 4.7 applied repeatedly prove that all components \( A_i \) are hfd-closed, \( A_i^{\text{rhf}} = A_i \cap T^{\text{rhf}} \), and there is a semiorthogonal decomposition \( T^{\text{rhf}} = \langle A_1^{\text{rhf}}, \ldots, A_m^{\text{rhf}} \rangle \), so that the argument of [Orl06, Proposition 1.10] implies (33).
We could also consider the category \( \mathcal{I}/\mathcal{I}^{\text{hf}} \) instead of \( \mathcal{I}/\mathcal{I}^{\text{hfd}} \), however using the obvious equality \((\mathcal{I}^{\text{op}})^{\text{hf}} = (\mathcal{I}^{\text{hfd}})^{\text{op}}\) of subcategories in \( \mathcal{I}^{\text{op}} \) we see that \( \mathcal{I}/\mathcal{I}^{\text{hfd}} \cong ((\mathcal{I}^{\text{op}})^{\text{eg}})^{\text{op}} \), so this replacement would not change much. In fact, our choice is justified by better compatibility with the geometric case, see Proposition 5.11 and Example 6.2.

4.2. Gorenstein categories. Recall the subcategories \( \mathcal{I}^{\text{hfd}} \) and \( \mathcal{I}^{\text{hfd}} \) of \( \mathcal{I} \) defined by (27).

**Definition 4.10.** We say that a dg-enhanced triangulated category \( \mathcal{I} \) is Gorenstein, if it is hfd-closed and

\[
\mathcal{I}^{\text{hfd}} = \mathcal{I}^{\text{hfd}}
\]

as subcategories of \( \mathcal{I} \). In other words, \( \mathcal{I} \) is Gorenstein if and only if \( \mathcal{I} \) is hfd-closed and for \( t \in \mathcal{I} \) we have

\[
\text{RHom}_{\mathcal{I}}(t', t) \in D^b(\mathbb{k}) \quad \text{for any } t' \in \mathcal{I} \iff \text{RHom}_{\mathcal{I}}(t, t'') \in D^b(\mathbb{k}) \quad \text{for any } t'' \in \mathcal{I}.
\]

If \( \mathcal{I} \) is Gorenstein, we set \( \mathcal{I}^{\text{hf}} \coloneqq \mathcal{I}^{\text{hfd}} = \mathcal{I}^{\text{hfd}} \).

The next corollary follows immediately from Definition 4.11 and Lemma 3.2.(i)

**Corollary 4.11.** If \( \mathcal{I} \) is hfd-closed and proper then it is Gorenstein with \( \mathcal{I}^{\text{hf}} = \mathcal{I} \).

The following result proves that Gorenstein categories always admit a Serre functor.

**Proposition 4.12.** If \( \mathcal{I} \) is Gorenstein, then \( \mathcal{I}^{\text{hf}} \) admits a canonical autoequivalence \( S_{\mathcal{I}^{\text{hf}}} : \mathcal{I}^{\text{hf}} \xrightarrow{\sim} \mathcal{I}^{\text{hf}} \)

with a functorial isomorphism

\[
\text{Hom}_{\mathcal{I}}(t, S_{\mathcal{I}^{\text{hf}}}(t')) \cong \text{Hom}_{\mathcal{I}}(t', t)
\]

for \( t \in \mathcal{I} \), \( t' \in \mathcal{I}^{\text{hf}} \); in particular, \( S_{\mathcal{I}^{\text{hf}}} \) is a Serre functor on \( \mathcal{I}^{\text{hf}} \).

Moreover, if \( \mathcal{I} \) is reflexive, the Serre functor \( S_{\mathcal{I}^{\text{hf}}} \) of \( \mathcal{I}^{\text{hf}} \) extends (in the sense of Lemma 4.5) to a unique autoequivalence \( S_{\mathcal{I}} \) of \( \mathcal{I} \) and

\[
\text{Hom}_{\mathcal{I}}(t, S_{\mathcal{I}}(t')) \cong \text{Hom}_{\mathcal{I}}(t', t)
\]

whenever \( t \) or \( t' \) is in \( \mathcal{I}^{\text{hf}} \).

The autoequivalence \( S_{\mathcal{I}} \) is *not* a Serre functor for \( \mathcal{I} \) unless \( \mathcal{I} \) is proper.

**Proof.** For any \( t' \in \mathcal{I}^{\text{hf}} \) the dg-module \( \text{RHom}_{\mathcal{I}}(-, t') \) over \( \mathcal{I} \) is homologically finite-dimensional, hence it is representable by an object in \( \mathcal{I}^{\text{hf}} \). We denote the representing object by \( S_{\mathcal{I}^{\text{hf}}}(t') \); the standard argument (see [BK89] Proposition 3.4) then proves functoriality of \( S_{\mathcal{I}^{\text{hf}}} \). Similarly, the dg-module \( \text{RHom}_{\mathcal{I}}(t', -) \) is homologically finite-dimensional, hence it is corepresentable by an object in \( \mathcal{I}^{\text{hf}} \) which we denote by \( S_{\mathcal{I}^{\text{hf}}}(t) \) and again, \( S_{\mathcal{I}^{\text{hf}}} \) is a functor. It also follows that the functors \( S_{\mathcal{I}^{\text{hf}}} \) and \( S_{\mathcal{I}^{\text{hf}}}^{-1} \) are mutually inverse, and \( S_{\mathcal{I}^{\text{hf}}} \) satisfies the Serre duality property (33); in particular it is a Serre functor for \( \mathcal{I}^{\text{hf}} \).

Moreover, applying Lemma 4.5 we obtain the unique extension of \( S_{\mathcal{I}^{\text{hf}}} \) to an autoequivalence \( S_{\mathcal{I}} \) of \( \mathcal{I} \); the isomorphism (35) then follows from (34).

Under the Gorenstein and reflexivity conditions, the results of Lemma 3.7, Theorem 3.17 and Proposition 4.6 can be strengthened. Recall that \( \text{Adm}(\mathcal{I}) \) denotes the set of all admissible subcategories in \( \mathcal{I} \).

**Proposition 4.13.** Let \( \mathcal{I} \) be a Gorenstein category.

(i) If \( A \subset \mathcal{I} \) is admissible, it is Gorenstein.

(ii) If \( \mathcal{I} \) is reflexive the operation \( A \mapsto A \cap \mathcal{I}^{\text{hf}} \) defines bijections

\[
\text{LAdm}(\mathcal{I}) \xrightarrow{\sim} \text{RAdm}(\mathcal{I}^{\text{hf}}), \quad \text{RAdm}(\mathcal{I}) \xrightarrow{\sim} \text{LAdm}(\mathcal{I}^{\text{hf}}), \quad \text{and} \quad \text{Adm}(\mathcal{I}) \xrightarrow{\sim} \text{Adm}(\mathcal{I}^{\text{hf}}).
\]

(iii) If \( \mathcal{I} \) is reflexive and \( A \subset \mathcal{I} \) is Gorenstein and left or right admissible, it is admissible.
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Since \( T^\text{hf} = \mathcal{T}^\text{hf} = \mathcal{T}^\text{hf} \), the first two bijections follow from Proposition 4.12 and Theorem 3.17. It also follows that the map \( A \mapsto A \cap \mathcal{T}^\text{hf} \) takes an admissible subcategory in \( T \) to an admissible subcategory in \( \mathcal{T}^\text{hf} \). It remains to check that the inverse maps defined on \( \mathcal{L} \text{Adm}(\mathcal{T}^\text{hf}) \) and \( \mathcal{R} \text{Adm}(\mathcal{T}^\text{hf}) \) by (31) coincide on \( \text{Adm}(\mathcal{T}^\text{hf}) \).

So, let \( A_0 \subset \mathcal{T}^\text{hf} \) be an admissible subcategory, so that we have semiorthogonal decompositions

\[
\mathcal{T}^\text{hf} = \langle A_0^\perp, A_0 \rangle, \quad \mathcal{T}^\text{hf} = \langle A_0, A^\perp_0 \rangle.
\]

Then (34) with \( t, t' \in \mathcal{T}^\text{hf} \) implies \( A_0^\perp = S_\mathcal{T}^\text{hf}(\langle -A^\perp_0 \rangle) \). On the other hand, using (34) again, this time with \( t \in \mathcal{T} \) and \( t' \in \mathcal{T}^\text{hf} \), we deduce

\[
\perp_{\mathcal{T}}(A_0^\perp) = \perp_{\mathcal{T}}(S_\mathcal{T}^\text{hf}(\langle -A^\perp_0 \rangle)) = (\langle -A^\perp_0 \rangle) \perp_{\mathcal{T}}.
\]

Comparing with (31) we see that the maps inverse to (31) indeed agree under our assumptions.

(iii) If \( \mathcal{A} \) is left admissible, the category \( \mathcal{A}^\text{hf} = \mathcal{A}^\perp = \mathcal{A} \cap \mathcal{T}^\text{hf} \) is right admissible in \( \mathcal{T}^\text{hf} \) by Proposition 4.12(i). Since both \( \mathcal{T}^\text{hf} \) and \( \mathcal{A}^\text{hf} \) have Serre functors by Proposition 4.12, we conclude from [BK89, Proposition 3.9] that \( \mathcal{A}^\text{hf} \) is admissible in \( \mathcal{T}^\text{hf} \). Then part (iii) implies that \( \mathcal{A} \subset \mathcal{T} \) is admissible; indeed, part (ii) claims that there is an admissible subcategory \( A_0 \subset \mathcal{T} \) such that \( A_0 \cap \mathcal{T}^\text{hf} = \mathcal{A}^\text{hf} \), but then \( A_0 \) and \( \mathcal{A} \) are left admissible and \( A_0 \cap \mathcal{T}^\text{hf} = \mathcal{A} \cap \mathcal{T}^\text{hf} = \mathcal{A} \), hence \( A_0 = \mathcal{A} \), so that \( \mathcal{A} \) is admissible. The same argument works in the case where \( \mathcal{A} \) is right admissible. \( \square \)

The following result generalizes [KPS21, Lemma 2.15].

Proposition 4.14. If \( \mathcal{T} \) is Gorenstein and reflexive with \( \mathcal{T} = (\mathcal{A}, \mathcal{B}) \) and one component is smooth and proper or regular and proper, then both components are admissible and Gorenstein.

Proof. Indeed, assume that \( \mathcal{B} \) is smooth and proper or regular and proper. Then it is Gorenstein by Corollary 4.2 hence admissible in \( \mathcal{T} \) by Proposition 4.13(iii). Let us prove that \( \mathcal{A} \) is also Gorenstein and admissible in \( \mathcal{T} \). We have \( \mathcal{B} \subset \mathcal{T}^\text{hf} \) because \( \text{Hom}_\mathcal{T}(\mathcal{B}, \mathcal{A}) = 0 \) and \( \mathcal{B} = \mathcal{B}^\text{hf} \) (again by Corollary 4.2). Therefore, we can apply the Serre functor of \( \mathcal{T}^\text{hf} \) to objects of \( \mathcal{B} \). Let us check that there is a semiorthogonal decomposition

\[
\mathcal{T} = (S_{\mathcal{T}^\text{hf}}(\mathcal{B}), \mathcal{A}).
\]

Indeed, semiorthogonality follows from Serre duality (34). On the other hand, combining Serre duality in \( \mathcal{T} \) and \( \mathcal{B} = \mathcal{B}^\text{hf} \) with full faithfulness of the embedding \( \mathcal{B} \hookrightarrow \mathcal{T} \), we obtain isomorphisms

\[
(36) \quad \text{Hom}_\mathcal{T}(b', S_{\mathcal{T}^\text{hf}}(\mathcal{B}^{-1}(b))) \cong \text{Hom}_\mathcal{T}(\mathcal{B}^{-1}(b), b') \cong \text{Hom}_\mathcal{T}(\mathcal{B}^{-1}(b), b) \cong \text{Hom}_\mathcal{T}(b', b)
\]

for any \( b, b' \in \mathcal{B} \). Taking \( b' = b \) we obtain a canonical morphism \( b \to S_{\mathcal{T}^\text{hf}}(\mathcal{B}^{-1}(b)) \) in \( \mathcal{T} \). Now consider the distinguished triangle

\[
t \to b \to S_{\mathcal{T}^\text{hf}}(\mathcal{B}^{-1}(b))
\]

extending it. Using (36) we conclude that \( \text{Hom}(b', t) = 0 \) for any \( b' \in \mathcal{B} \), hence \( t \in \mathcal{B}^\perp = \mathcal{A} \), and the triangle implies that \( \mathcal{B} \subset (S_{\mathcal{T}^\text{hf}}(\mathcal{B}), \mathcal{A}) \), and hence \( \mathcal{T} = (S_{\mathcal{T}^\text{hf}}(\mathcal{B}), \mathcal{A}) \). Now we see that \( \mathcal{A} \) is admissible, hence Gorenstein by Proposition 4.13(iii).

The case where \( \mathcal{A} \) is smooth and proper is analogous. \( \square \)

In the geometric situation the next corollary has been obtained earlier by Kalck and Pavic, using the category of homologically finite objects defined in [Orl06].
Corollary 4.15. If $\mathcal{J}$ is a Gorenstein and reflexive category with a semiorthogonal decomposition
\[ \mathcal{J} = \langle \mathcal{E}_1, \ldots, \mathcal{E}_m \rangle, \]
such that $\mathcal{E}_i \simeq D^b(\mathbb{k})$ then $\mathcal{J} = \mathcal{J}^{hf}$ and all subcategories $\mathcal{E}_i \subset \mathcal{J}$ are admissible.

Proof. Take $\mathcal{A} = \langle \mathcal{E}_1, \ldots, \mathcal{E}_{m-1} \rangle$ and $\mathcal{B} = \mathcal{E}_m$; then $\mathcal{B} \simeq D^b(\mathbb{k})$ is smooth and proper, hence $\mathcal{A}$ and $\mathcal{B}$ are admissible and $\mathcal{A}$ is Gorenstein by Proposition [4.14] and reflexive by Theorem [3.17]. Iterating this argument, we conclude that all subcategories $\mathcal{E}_i \subset \mathcal{J}$ are admissible. Moreover, $\mathcal{E}_i \simeq D^b(\mathbb{k}) = (D^b(\mathbb{k}))^{hf}$, and we conclude from Proposition [4.11] that $\mathcal{E}_i \cap \mathcal{J}^{hf} = \mathcal{E}_i$, hence $\mathcal{E}_i \subset \mathcal{J}^{hf}$ for all $i$, hence $\mathcal{J} = \mathcal{J}^{hf}$. □

5. Categorical contractions and crepancy

In this section we introduce categorical contractions, relate homologically finite-dimensional objects in the source and target of a categorical contraction, and introduce the notion of crepancy.

5.1. Categorical contractions. Various notions of categorical contractions originate in [Efi20]; the strongest of them is the classical notion of Verdier localization. In this subsection we consider two weaker conditions (see Definition 5.1 and Definition 5.3 below).

Recall that a triangulated subcategory $\mathcal{J}' \subset \mathcal{J}$ is dense if any object of $\mathcal{J}$ is a direct summand of an object of $\mathcal{J}'$. Below we use notation $\pi_\ast$ for a functor $\tilde{\mathcal{J}} \to \mathcal{J}$ to emphasize analogy with the pushforward functor $\pi_\ast: D^b(\tilde{X}) \to D^b(X)$ for a morphism $\pi: \tilde{X} \to X$ of schemes.

Definition 5.1 ([KS23, Definition 1.10]). A functor $\pi_\ast: \tilde{\mathcal{J}} \to \mathcal{J}$ is a categorical contraction if it is a localization up to direct summands, i.e., if $\pi_\ast: \tilde{\mathcal{J}} \to \text{Im}(\pi_\ast)$ is a Verdier localization and $\text{Im}(\pi_\ast) \subset \mathcal{J}$ is a dense triangulated subcategory.

Remark 5.2. In [Efi20, Definition 3.7] the same notion is called a localization. We find this confusing and to avoid possible misunderstanding change the terminology.

Definition 5.3 ([Efi20, Definition 3.2]). A functor $\pi_\ast: \tilde{\mathcal{J}} \to \mathcal{J}$ is a homological epimorphism if the extension of scalars functor $\text{Ind}(\pi_\ast): D(\tilde{\mathcal{J}}) \to D(\mathcal{J})$ is a Verdier localization.

Note that a functor $\pi_\ast: \tilde{\mathcal{J}} \to \mathcal{J}$ is a Verdier localization or a categorical contraction or a homological epimorphism if and only if its opposite functor $\pi_\ast^{\text{op}}: \tilde{\mathcal{J}}^{\text{op}} \to \mathcal{J}^{\text{op}}$ is (for Verdier localizations and categorical contractions this is obvious and for homological epimorphisms this follows from [Efi20, Proposition 3.4]). The relationship between these three notions is the following.

Proposition 5.4. Let $\pi_\ast: \tilde{\mathcal{J}} \to \mathcal{J}$ be a dg-enhanced functor.

(i) The functor $\pi_\ast$ is a Verdier localization if and only if it is a categorical contraction and the induced map on the Grothendieck groups $K_0(\tilde{\mathcal{J}}) \to K_0(\mathcal{J})$ is surjective.

(ii) The functor $\pi_\ast$ is a categorical contraction if and only if it is a homological epimorphism and the subcategory $\text{Ker}(\text{Ind}(\pi_\ast)) \subset D(\tilde{\mathcal{J}})$ is generated by $\text{Ker}(\pi_\ast) \subset \tilde{\mathcal{J}}$ as localizing subcategory, i.e., it is the smallest triangulated subcategory of $D(\tilde{\mathcal{J}})$ containing $\text{Ker}(\pi_\ast)$ and closed under direct sums.

Proof. (i) If $\pi_\ast$ is a categorical contraction and $K_0(\tilde{\mathcal{J}}) \to K_0(\mathcal{J})$ is surjective, then $K_0(\text{Im}(\pi_\ast)) = K_0(\mathcal{J})$ and by Thomason’s theorem on classification of dense triangulated subcategories [Tho97, Theorem 2.1], we have the equivalence $\tilde{\mathcal{J}}/\text{Ker}(\pi_\ast) \simeq \text{Im}(\pi_\ast) = \mathcal{J}$. The other implication is obvious.

(ii) This is [Efi20, Corollary 3.8], which goes back to [Nee96] (recall the difference in terminology emphasized in Remark 5.2).

The right and left adjoins $(\pi_\ast)^!$ and $(\pi_\ast)^*$ of a functor $\pi_\ast: \tilde{\mathcal{J}} \to \mathcal{J}$ on appropriate categories of homologically finite-dimensional objects have been constructed in Corollary 3.4 and Lemma 3.6. To simplify
the notation and to keep the geometric analogy, we write $\pi^i$ instead of $(\pi_i)^i$ for the right adjoint functor $D_{id}(\mathcal{J}) \to D_{id}(\bar{\mathcal{J}})$ and similarly we write $\pi^*$ instead of $(\pi_*)^*$. If $\bar{\mathcal{J}}$ and $\mathcal{J}$ are hfd-closed, using the simplifications of Proposition 4.4 and the above conventions we can rewrite the adjunctions as

$$\text{Hom}_{\mathcal{J}}(\pi_*\mathcal{F}, \mathcal{G}) \cong \text{Hom}_{\mathcal{J}}(\mathcal{F}, \pi^i\mathcal{G}), \quad \text{for any } \mathcal{F} \in \mathcal{J} \text{ and } \mathcal{G} \in \mathcal{J}_{hfd},$$

$$\text{Hom}_{\mathcal{J}}(\mathcal{S}, \pi_*\mathcal{F}) \cong \text{Hom}_{\mathcal{J}}(\pi^*\mathcal{S}, \mathcal{F}), \quad \text{for any } \mathcal{F} \in \mathcal{J} \text{ and } \mathcal{S} \in \mathcal{J}_{hfd}.$$ (37)

Imposing further assumptions on $\pi_*$, we obtain the following result.

**Proposition 5.5.** Let $\pi_* : \bar{\mathcal{J}} \to \mathcal{J}$ be a homological epimorphism.

(i) The composition $\text{Ind}(\pi_*) \circ \pi^i : D_{id}(\mathcal{J}) \to D(\mathcal{J})$ is isomorphic to the natural embedding.

(ii) If $\bar{\mathcal{J}}$ is hfd-closed, then $\mathcal{J}$ is also hfd-closed, and the compositions

$$\pi_* \circ \pi^i : \mathcal{J}_{hfd} \to \mathcal{J} \quad \text{and} \quad \pi_* \circ \pi^* : \mathcal{J}_{hfd} \to \mathcal{J}$$

are isomorphic to the natural embeddings; in particular, $\pi^i$ and $\pi^*$ are fully faithful.

(iii) If $\bar{\mathcal{J}}$ is hfd-closed and $\pi_*$ is a categorical contraction then the functors

$$\pi^i : \mathcal{J}_{hfd} \to \bar{\mathcal{J}}_{hfd} \cap \text{Ker}(\pi_*)^!, \quad \text{and} \quad \pi^* : \mathcal{J}_{hfd} \to \bar{\mathcal{J}}_{hfd} \cap ^! \text{Ker}(\pi_*)$$

are equivalences of categories with inverse functors given by the restrictions of $\pi_*$.

**Proof.** [1] If $\pi_* : \bar{\mathcal{J}} \to \mathcal{J}$ is a homological epimorphism the functor $\text{Res}(\pi_*) : D(\mathcal{J}) \to D(\bar{\mathcal{J}})$ is fully faithful by [Efh20] Proposition 3.4, and since $\text{Ind}(\pi_*)$ is left adjoint to $\text{Res}(\pi_*)$, we obtain

$$\text{Ind}(\pi_*) \circ \text{Res}(\pi_*) \cong \text{id}_{D(\mathcal{J})}. \tag{39}$$

Restricting this isomorphism to $D_{id}(\mathcal{J}) \subset D(\mathcal{J})$ and using (10) we obtain the claim.

(ii) Assume $\bar{\mathcal{J}}$ is hfd-closed, hence $D_{id}(\bar{\mathcal{J}}) \subset \bar{\mathcal{J}}$. It follows from [i] Lemma 3.2 and (9) that

$$D_{id}(\mathcal{J}) = \text{Ind}(\pi_*)((\text{Res}(\pi_*)(D_{id}(\mathcal{J})))) \subset \text{Ind}(\pi_*)(D_{id}(\bar{\mathcal{J}})) \subset \text{Ind}(\pi_*)(\bar{\mathcal{J}}) = \pi_*(\mathcal{J}) \subset \mathcal{J}.$$ A similar computation with the opposite categories proves that $\mathcal{J}$ is hfd-closed. It also follows that the composition $\pi_* \circ \pi^i$ on $\mathcal{J}_{hfd}$ is isomorphic to the composition $\text{Ind}(\pi_*) \circ \pi^i$, i.e., to the natural embedding $\mathcal{J}_{hfd} \hookrightarrow \mathcal{J}$, and the same argument works for $\pi_* \circ \pi^*$ after passing to the opposite categories. Finally, the adjunctions (37) between $\pi^i$, $\pi_*$, and $\pi^i$ imply the full faithfulness of $\pi^i$ and $\pi^*$.

(iii) The functors are fully faithful by part (ii) and the fact that their images are contained in the right-hand sides follows from the adjunctions (37), so we only need to check essential surjectivity. The adjunction between $\text{Ind}(\pi_*)$ and $\text{Res}(\pi_*)$ combined with (39) implies that we have a semiorthogonal decomposition

$$D(\bar{\mathcal{J}}) = (\text{Res}(\pi_*)(D(\mathcal{J})), \text{Ker}(\text{Ind}(\pi_*))).$$

Moreover, if $\pi_*$ is a categorical contraction the category $\text{Ker}(\text{Ind}(\pi_*))$ is generated by $\text{Ker}(\pi_*)$ by Proposition 5.4 (iii) hence

$$\text{Res}(\pi_*)(D(\mathcal{J})) = \left( \text{Ker}(\text{Ind}(\pi_*)) \right)^! = \text{Ker}(\pi_*)^!, \quad \text{and therefore for any object } M \in \bar{\mathcal{J}}_{hfd} \cap ^! \text{Ker}(\pi_*)$$

there is $M \in D(\mathcal{J})$ such that $\bar{M} \cong \text{Res}(\pi_*)(M)$ and we only need to show that $M$ is right homologically finite-dimensional. Indeed, for any $t \in \bar{\mathcal{J}}$ the complex

$$M(\pi_*(\bar{t})) = \text{Res}(\pi_*)(M)(\bar{t}) \cong \bar{M}$$

is finite-dimensional because $\bar{M} \in \bar{\mathcal{J}}_{hfd}$, and since every $t \in \mathcal{J}$ is a direct summand of $\pi_*(\bar{t})$ for some $\bar{t} \in \bar{\mathcal{J}}$, we see that $M(t)$ is also finite-dimensional. This shows that $\bar{M} \in \pi^*(\mathcal{J}_{hfd})$ and proves the first equality in (38). The second equality follows from the first by passing to the opposite categories. \qed
5.2. Gorenstein property and crepant. In this subsection we introduce the notion of crepant in the context of categorical contractions; its relation to other definitions will be explained in Corollary 5.9.

Definition 5.6. Let $\pi_*: \tilde{T} \rightarrow T$ be a categorical contraction. We say that $\pi_*$ is crepant if $\tilde{T}$ and $T$ are Gorenstein and the adjoint functors $\pi^l: T^{hf} \rightarrow \tilde{T}^{hf}$ and $\pi^*: T^{hf} \rightarrow \tilde{T}^{hf}$ are isomorphic.

The following two lemmas provide useful criteria for crepant.

Lemma 5.7. Let $\pi_*: \tilde{T} \rightarrow T$ be a categorical contraction. The following conditions are equivalent:

(a) $\tilde{T}$ and $T$ are Gorenstein and $\pi_*$ is crepant;
(b) $\tilde{T}$ is Gorenstein and $\tilde{T}^{hf} \cap \perp \ker(\pi_*) = \tilde{T}^{hf} \cap \perp \ker(\pi_*)$.

Proof. (a) $\Rightarrow$ (b) By Proposition 5.5(iii) the intersections $\tilde{T}^{hf} \cap \perp \ker(\pi_*)$ and $\tilde{T}^{hf} \cap \perp \ker(\pi_*)$ are the essential images of $\pi^*$ and $\pi^l$ respectively, hence they coincide by definition of a crepant contraction.

(b) $\Rightarrow$ (a) The category $\tilde{T}$ is hfd-closed because it is Gorenstein, hence $T$ is hfd-closed by Proposition 5.5(ii). Moreover, using Proposition 5.5(iii) and the assumption of (b), we obtain

$$T^{hf} = \pi_* (\tilde{T}^{hf} \cap \perp \ker(\pi_*)) = \pi_* (\tilde{T}^{hf} \cap \perp \ker(\pi_*)) = T^{hf},$$

hence $T$ is Gorenstein. Finally, $\pi^l$ and $\pi^*$ are isomorphic as they are both isomorphic to the inverse functor of $\pi_*: \tilde{T}^{hf} \cap \perp \ker(\pi_*) \rightarrow T^{hf}$. $\square$

Recall from Corollary 4.11 that a proper hfd-closed category $\tilde{T}$ is Gorenstein with $\tilde{T}^{hf} = \tilde{T}$, and hence it has a Serre functor by Proposition 4.12.

Lemma 5.8. Assume $\tilde{T}$ is proper and hfd-closed with a Serre functor $S_{\tilde{T}}$. Let $\pi_*: \tilde{T} \rightarrow T$ be a categorical contraction. If the subcategory $\ker(\pi_*) \subset \tilde{T}$ is Serre-invariant, i.e.

$$S_{\tilde{T}} (\ker(\pi_*)) = \ker(\pi_*),$$

then $T$ is Gorenstein and $\pi_*$ is crepant.

Proof. As we already noticed, $\tilde{T}$ is Gorenstein by Corollary 4.11. Moreover, the subcategories $\perp \ker(\pi_*)$ and $\ker(\pi_*)^\perp$ in $\tilde{T}$ coincide by Serre duality, hence the result follows from Lemma 5.7. $\square$

Finally, we relate crepant categorical contractions to categorical resolutions defined in [Kuz08].

Corollary 5.9. If $\tilde{T}$ is idempotent complete, smooth and proper and $\pi_*: \tilde{T} \rightarrow T$ is a categorical contraction then $(\tilde{T}, \pi^*, \pi_*)$ provides a categorical resolution for $T$. If, moreover, $\pi_*$ is a crepant contraction, the corresponding resolution is weakly crepant.

Proof. The functors $\pi^*: T^{hf} \rightarrow \tilde{T}$ and $\pi_*: \tilde{T} \rightarrow T$ are adjoint by (37), and the composition $\pi_* \circ \pi^*$ is isomorphic to the natural embedding by Proposition 5.5(ii) hence $(\tilde{T}, \pi^*, \pi_*)$ is a categorical resolution for $T$. If, moreover, $\pi_*$ is crepant, then $\pi^*$ is biadjoint to $\pi_*$ by definition of crepant, hence the resolution is weakly crepant (see [Kuz08, Definition 3.4]). $\square$

6. Examples

In this section we illustrate the techniques developed in the previous sections on examples of geometric and algebraic origin.
6.1. **Projective schemes.** Let $X$ be a projective scheme over a field $k$. We use the following notation:

- $\mathcal{D}^{\text{qc}}(X)$ is the unbounded derived category of quasicoherent sheaves,
- $\mathcal{D}^b(X) \subseteq \mathcal{D}^{\text{qc}}(X)$ is the bounded derived category of coherent sheaves, and
- $\mathcal{D}^{\text{perf}}(X) \subseteq \mathcal{D}^b(X)$ is the subcategory of perfect complexes.

The categories $\mathcal{D}^b(X)$ and $\mathcal{D}^{\text{perf}}(X)$ are essentially small, idempotent complete, and have natural dg-enhancements. Moreover, the objects of $\mathcal{D}^{\text{perf}}(X)$ form a set of compact generators of $\mathcal{D}^{\text{qc}}(X)$, hence

\begin{equation}
\mathcal{D}^{\text{qc}}(X) \simeq \mathcal{D}(\mathcal{D}^{\text{perf}}(X))
\end{equation}

by Lemma 2.1, we use this identification in Proposition 6.1.

The categories $\mathcal{D}^{\text{perf}}(X)$ and $\mathcal{D}^b(X)$ are self-dual by means of the naive duality

$$
\mathcal{D}^{\text{perf}}(X)^{\text{op}} \rightarrow \mathcal{D}^{\text{perf}}(X), \quad \mathcal{F} \mapsto \mathcal{R}\mathcal{H}\text{om}(\mathcal{F}, \mathcal{O}_X),
$$

and the Grothendieck duality

$$
\mathcal{D}^b(X)^{\text{op}} \rightarrow \mathcal{D}^b(X), \quad \mathcal{G} \mapsto \mathcal{R}\mathcal{H}\text{om}(\mathcal{G}, \omega_X^\bullet),
$$

where $\omega_X^\bullet$ is the dualizing complex. The composition of these dualities gives an equivalence of categories $\mathcal{D}^{\text{perf}}(X) \rightarrow \mathcal{D}^{\text{perf}}(X) \otimes \omega_X^\bullet$ defined by $\mathcal{F} \mapsto \mathcal{F} \otimes \omega_X^\bullet$.

The following result is a restatement of some well-known results from the literature, using the language of homologically finite-dimensional objects. For a much more advanced version of the duality between the $\infty$-categories of coherent sheaves and perfect complexes on perfect derived stacks we refer to [BZNP17, Theorem 1.1.3, Theorem 1.2.4, Remark 1.2.6].

**Proposition 6.1.** Let $X$ be a projective scheme over a perfect field $k$ with dualizing complex $\omega_X^\bullet$.

(i) The category $\mathcal{D}^{\text{perf}}(X)$ is proper and

\begin{equation}
\mathcal{D}\text{ld}(\mathcal{D}^{\text{perf}}(X)) = \mathcal{D}^b(X),
\end{equation}

as subcategories of $\mathcal{D}(\mathcal{D}^{\text{perf}}(X)) = \mathcal{D}^{\text{qc}}(X)$.

(ii) The category $\mathcal{D}^b(X)$ is smooth and hfd-closed with

\begin{equation}
(\mathcal{D}^b(X))^{\text{lhf}} = \mathcal{D}^{\text{perf}}(X) \quad \text{and} \quad (\mathcal{D}^b(X))^{\text{rhf}} = \mathcal{D}^{\text{perf}}(X) \otimes \omega_X^\bullet,
\end{equation}

as subcategories of $\mathcal{D}^b(X)$.

(iii) Both $\mathcal{D}^{\text{perf}}(X)$ and $\mathcal{D}^b(X)$ are reflexive.

(iv) The category $\mathcal{D}^b(X)$ is Gorenstein if and only if $X$ is Gorenstein.

**Proof.**

(i) Properness of $\mathcal{D}^{\text{perf}}(X)$ is obvious, and an identification $\mathcal{D}\text{ld}(\mathcal{D}^{\text{perf}}(X)) = \mathcal{D}^b(X)$ follows from a combination of (i) with [BVdB03, Theorem A.1] and Lemma 2.2.

(ii) The category $\mathcal{D}^b(X)$ is smooth by [Lun10, Theorem 6.3], hence by Corollary 4.2 it is hfd-closed. Moreover, $(\mathcal{D}^b(X))^{\text{lhf}} = \mathcal{D}^{\text{perf}}(X)$ by [Orl06, Proposition 1.11], and the description of $(\mathcal{D}^b(X))^{\text{rhf}}$ follows from this by Grothendieck duality.

(iii) Follows from Lemma 5.14 applied to the proper category $\mathcal{T} = \mathcal{D}^{\text{perf}}(X)$ combined with (i) and (ii).

(iv) By (iii) the Gorenstein condition for $\mathcal{D}^b(X)$ is equivalent to the equality $\mathcal{D}^{\text{perf}}(X) \otimes \omega_X^\bullet = \mathcal{D}^{\text{perf}}(X)$, as subcategories of $\mathcal{D}^b(X)$. Of course, this holds true if and only if the dualizing complex $\omega_X^\bullet$ is perfect, i.e., if and only if $X$ is Gorenstein (see [Bal11, Lemma 6.6] or [Lun10, Lemma 6.25] or [KPS21, Proof of Lemma 2.14]).

Using Proposition 6.1 we can interpret constructions from the previous sections geometrically.
**Example 6.2.** Recall the definition \([32]\) of the singularity category \(\mathcal{J}^\text{sg}\). For \(\mathcal{I} = \mathcal{D}^b(X)\) we see that
\[
(\mathcal{D}^b(X))^{\text{sg}} = \mathcal{D}^b(X)/\mathcal{D}^b(X)^{\text{lfh}} = \mathcal{D}^b(X)/\mathcal{D}^\text{perf}(X) = \mathcal{D}^\text{sg}(X)
\]
is the classical singularity category of \(X\).

**Example 6.3.** Let \(\pi: \tilde{X} \to X\) be a morphism between projective schemes over a perfect field. Assume that \(\pi_\ast \mathcal{O}_X \cong \mathcal{O}_{\tilde{X}}\). Then \(\pi_\ast: \mathcal{D}^b(\tilde{X}) \to \mathcal{D}^b(X)\) is a homological epimorphism by \([\text{Efi}20, \text{Proposition 8.12}]\), and its two adjoints constructed in Proposition 5.5 after identifications from Proposition 6.1 become the familiar fully faithful embeddings
\[
\pi^*: \mathcal{D}^\text{perf}(X) \to \mathcal{D}^\text{perf}(\tilde{X}) \quad \text{and} \quad \pi^!: \mathcal{D}^\text{perf}(X) \otimes \omega^\bullet_X \to \mathcal{D}^\text{perf}(\tilde{X}) \otimes \omega^\bullet_{\tilde{X}}.
\]
In particular, if both \(\tilde{X}\) and \(X\) are Gorenstein, we have two functors
\[
(44) \quad \pi^*, \pi^!: \mathcal{D}^\text{perf}(X) \to \mathcal{D}^\text{perf}(\tilde{X})
\]
which differ by the relative dualizing sheaf twist. Thus, if \(\pi_\ast: \mathcal{D}^b(\tilde{X}) \to \mathcal{D}^b(X)\) is a categorical contraction (see \([\text{Efi}20, \text{Theorem 8.22}]\) and \([\text{KS}23, \text{Theorem 5.2}]\) for a sufficient condition), it follows that \(\pi_\ast\) is crepant if and only if so is \(\pi\); moreover, Proposition 5.5.iii also describes the essential images of \(\pi^!\) and \(\pi^*\) in terms of the orthogonals to \(\text{Ker}(\pi_\ast)\).

**Remark 6.4.** Similarly to the subtlety described in Remark 3.9, it should be taken into account that the following compositions
\[
\mathcal{D}_{\text{qc}}(\tilde{X}) \xrightarrow{\pi^*} \mathcal{D}_{\text{qc}}(X) \hookrightarrow \mathcal{D}(\mathcal{D}^b(X)) \quad \text{and} \quad \mathcal{D}_{\text{qc}}(\tilde{X}) \hookrightarrow \mathcal{D}(\mathcal{D}^b(X)) \xrightarrow{\text{Ind}(\pi_\ast)} \mathcal{D}(\mathcal{D}^b(X))
\]
(where the embedding \(\mathcal{D}_{\text{qc}}(X) \hookrightarrow \mathcal{D}(\mathcal{D}^b(X))\) is induced by \(\mathcal{D}^\text{perf}(X) \hookrightarrow \mathcal{D}^b(X)\) and \((40)\), and analogously for \(\tilde{X}\) do not agree: for instance, if we additionally assume that \(\tilde{X}\) is smooth, the second composition is essentially surjective by \([\text{Efi}20, \text{Proposition 8.12}]\), while the first one is not!

Combining Proposition 6.1 with results of 14 we can also relate admissible subcategories and semiorthogonal decompositions of \(\mathcal{D}^b(X)\) to those of \(\mathcal{D}^\text{perf}(X)\). In particular, applying Proposition 4.6 we obtain the following corollary generalizing \([\text{KKS}22, \text{Theorem A.1}]\). A similar result was obtained independently by Bondarko in \([\text{Bon}24, \text{Theorem 3.2.7}]\).

**Corollary 6.5.** If \(X\) is a projective scheme over a perfect field with dualizing complex \(\omega^\bullet_X\), the operations
\[
\mathcal{A} \mapsto \mathcal{A} \cap \mathcal{D}^\text{perf}(X) \quad \mathcal{A} \mapsto \mathcal{A} \cap (\mathcal{D}^\text{perf}(X) \otimes \omega^\bullet_X)
\]
induce bijections
\[
\text{RAdm}(\mathcal{D}^b(X)) \cong \text{LAdm}(\mathcal{D}^\text{perf}(X)) \quad \text{LAdm}(\mathcal{D}^b(X)) \cong \text{RAdm}(\mathcal{D}^\text{perf}(X) \otimes \omega^\bullet_X).
\]
If, moreover, \(X\) is Gorenstein, each operation defines a bijection \(\text{Adm}(\mathcal{D}^b(X)) \cong \text{Adm}(\mathcal{D}^\text{perf}(X))\).

Similarly, applying Corollary 4.18 we obtain

**Corollary 6.6.** If \(X\) is a projective scheme over a perfect field, the category \(\mathcal{D}^b(X)\) is indecomposable if and only if \(\mathcal{D}^\text{perf}(X)\) is indecomposable.

One can further combine Corollary 6.6 with various results in the literature establishing the indecomposability of \(\mathcal{D}^\text{perf}(X)\) (see \([\text{Oka}11, \text{KO}15, \text{Spe}22, \text{LMSdS}24]\)) and deduce the indecomposability of \(\mathcal{D}^b(X)\).

**Corollary 6.7 (\text{LMSdS}24, \text{Corollary 2.9 and Remark 2.10}).** Let \(X\) be a connected Cohen–Macaulay projective variety over a perfect field. Assume the base locus of the dualizing sheaf \(\omega_X\) is empty or consists of a finite set of points. Then \(\mathcal{D}^b(X)\) is indecomposable.
For curves we obtain a simple geometric criterion for indecomposability of \( \mathbf{D}^b(X) \) and \( \mathbf{D}^{\text{perf}}(X) \).

**Corollary 6.8.** Let \( X \) be a connected nodal projective curve over a perfect field. If \( X \) has no smooth rational components, then \( \mathbf{D}^b(X) \) is indecomposable.

**Proof.** Let \( Y \subset X \) be an irreducible component of \( X \). By the adjunction formula we have \( \omega_X|_Y = \omega_Y(D) \), where \( D \) is the intersection of \( Y \) with \( X \setminus Y \), see, e.g., [Cat82, Lemma 1.12]. Since we assume \( X \) has no smooth rational components, \( \omega_X \) has positive degree on each component, hence the base locus of \( \omega_X \) is empty or finite, see [Cat82, Theorem D]. Thus, Corollary 6.7 applies to give the result.

Note that if \( X \) has a rational tail, i.e., \( = \mathbb{P}^1 \cup X' \), where \( \mathbb{P}^1 \) and \( X' \) intersect transversely at one point, then \( \mathbf{D}^b(X) \) has a nontrivial semiorthogonal decomposition by [KS23, Proposition 6.15]. On a contrary, if \( X \) is a connected semistable curve, a minor modification of the argument of Corollary 6.7 also proves indecomposability of \( \mathbf{D}^{\text{perf}}(X) \) and \( \mathbf{D}^b(X) \).

### 6.2. Proper connective DG-algebras

Let \( A \) be a proper connective dg-algebra over a field \( k \), i.e., a dg-algebra such that

\[
\sum \dim_k H^i(A) < \infty \quad \text{and} \quad H^i(A) = 0 \quad \text{for} \quad i > 0,
\]

where \( H^i(A) \) is the cohomology of \( A \) in degree \( i \). We use the following notation:

- \( \mathbf{D}(A) \) is the derived category of all right dg-modules over \( A \),
- \( \mathbf{D}^b(A) \subset \mathbf{D}(A) \) is its subcategory of dg-modules with finite-dimensional total cohomology, and
- \( \mathbf{D}^{\text{perf}}(A) \subset \mathbf{D}^b(A) \) is the subcategory of perfect dg-modules.

The category \( \mathbf{D}(A) \) is cocomplete, hence idempotent complete. The categories \( \mathbf{D}^b(A) \) and \( \mathbf{D}^{\text{perf}}(A) \) are closed in \( \mathbf{D}(A) \) with respect to taking direct summands, hence also idempotent complete. Moreover, they are essentially small and have natural dg-enhancements. Finally, similarly to the geometric case, the objects of \( \mathbf{D}^{\text{perf}}(A) \) form a set of compact generators of \( \mathbf{D}(A) \), hence

\[
\mathbf{D}(A) \simeq \mathbf{D}(\mathbf{D}^{\text{perf}}(A)),
\]

again by Lemma 2.1.

There are natural equivalences

\[
\mathbf{D}^{\text{perf}}(A)^{\text{op}} \xrightarrow{\sim} \mathbf{D}^{\text{perf}}(A^{\text{op}}), \quad M \mapsto \text{RHom}_A(M, A),
\]

given by the duality over \( A \), and

\[
\mathbf{D}^b(A)^{\text{op}} \xrightarrow{\sim} \mathbf{D}^b(A^{\text{op}}), \quad N \mapsto N^\vee,
\]

given by the duality over \( k \), respectively (so that \((47)\) can be understood as a special case of \((47)\)).

Below we will also use the fact that the category \( \mathbf{D}(A) \) is endowed with a t-structure, where

\[
\mathbf{D}(A)^{\leq 0} = \{ M \mid H^i(M) = 0 \text{ for } i > 0 \}, \quad \mathbf{D}(A)^{> 0} = \{ M \mid H^i(M) = 0 \text{ for } i < 0 \},
\]

see [HKM02, Theorem 1.3]. It obviously induces a t-structure on \( \mathbf{D}^b(A) \), defined in the same way.

Recall that \( \text{thick}(S) \subset \mathcal{I} \) denotes the thick subcategory of \( \mathcal{I} \) generated by a set of objects \( S \subset \mathcal{I} \). Note that \( \mathbf{D}^{\text{perf}}(A) = \text{thick}(A) \), where \( A \) in the right side is understood as the free right \( A \)-module.

Following [Jin20, Assumption 0.1(3)] we say that a dg-algebra \( A \) is **Gorenstein** if

\[
\text{thick}(A^\vee) = \text{thick}(A),
\]

as subcategories of \( \mathbf{D}(A) \) (hence both are equal to \( \mathbf{D}^{\text{perf}}(A) \)), where \( A^\vee \) is the image in \( \mathbf{D}^b(A) \) of the free left \( A \)-module \( A \) under the equivalence \((47)\).

**Proposition 6.9.** Let \( A \) be a proper connective dg-algebra over a perfect field.
(i) The category $\mathcal{D}^{\text{perf}}(A)$ is proper and
\begin{equation}
\mathcal{D}_{\text{id}}(\mathcal{D}^{\text{perf}}(A)) = \mathcal{D}^b(A)
\end{equation}
as subcategories of $\mathcal{D}(\mathcal{D}^{\text{perf}}(A)) = \mathcal{D}(A)$.
(ii) The category $\mathcal{D}^b(A)$ is smooth and hfd-closed with
\begin{equation}
(\mathcal{D}^b(A))^\text{thf} = \text{thick}(A) = \mathcal{D}^{\text{perf}}(A), \quad \text{and} \quad (\mathcal{D}^b(A))^\text{rhf} = \text{thick}(A^\vee),
\end{equation}
as subcategories of $\mathcal{D}^b(A)$.
(iii) Both $\mathcal{D}^{\text{perf}}(A)$ and $\mathcal{D}^b(A)$ are reflexive.
(iv) The category $\mathcal{D}^b(A)$ is Gorenstein if and only if $A$ is Gorenstein.

**Proof.**

(i) Properness of $\mathcal{D}^{\text{perf}}(A)$ follows from properness of $A$. Assume $M \in \mathcal{D}(\mathcal{D}^{\text{perf}}(A)) = \mathcal{D}(A)$ is homologically finite-dimensional. Then
\[ H^\bullet(M) = H^\bullet(\text{RHom}_A(A, M)) \]
is finite-dimensional, hence $M \in \mathcal{D}^b(A)$, and therefore $\mathcal{D}_{\text{id}}(\mathcal{D}^{\text{perf}}(A)) \subset \mathcal{D}^b(A)$. The converse inclusion also follows from the above equality because $\mathcal{D}^{\text{perf}}(A) = \text{thick}(A)$.

(ii) Note that $A$ is quasiisomorphic to a finite-dimensional connective dg-algebra by [RS22, Corollary 3.12], so we may assume $A$ is finite-dimensional. Let $\tilde{A}$ be the Auslander resolution of $A$ associated to the radical $\text{rad}(A)$ and an integer $N$ such that $\text{rad}(A)^N = 0$ (see [KL15] §5 or [Orl20] §2.3); note that by construction $\tilde{A}$ is also a finite-dimensional connective dg-algebra, and there is a distinguished (closed) idempotent element $e \in \tilde{A}$ such that
\[ e \cdot \tilde{A} \cdot e = A. \]

Consequently, there is a pair of continuous adjoint functors
\[ \pi^*: \mathcal{D}(A) \to \mathcal{D}(\tilde{A}), \quad M \mapsto M \otimes_A (e \cdot \tilde{A}), \]
\[ \pi_*: \mathcal{D}(\tilde{A}) \to \mathcal{D}(A), \quad \tilde{M} \mapsto \text{RHom}_{\tilde{A}}(e \cdot \tilde{A}, \tilde{M}) = \tilde{M} \cdot e \]
such that $\pi_* \circ \pi^* \cong \text{id}_{\mathcal{D}(A)}$. Note the inclusion
\begin{equation}
\pi_*(\mathcal{D}^b(\tilde{A})) \subset \mathcal{D}^b(A)
\end{equation}
which is obvious from the above. Note also that the category $\mathcal{D}^b(\tilde{A})$ is smooth and proper ([KL15, Theorem 5.20] or [Orl20, Theorem 2.19(5)]), hence (using part (i) and Lemma 3.8) we obtain
\[ \mathcal{D}^b(\tilde{A}) = \mathcal{D}_{\text{id}}(\mathcal{D}^{\text{perf}}(\tilde{A})) = \mathcal{D}^{\text{perf}}(\tilde{A}). \]

Now, using the fact that $\pi_*$ is t-exact for the natural t-structures [18] on $\mathcal{D}^b(\tilde{A})$ and $\mathcal{D}^b(A)$, we deduce that $\pi_*: \mathcal{D}^b(\tilde{A}) \to \mathcal{D}^b(A)$ is a Verdier localization, see the argument of [KL15, Corollary A.13] or [PS21, Lemma 2.32]. Moreover, using [Eh20, Corollary 2.9 and Theorem 2.4(1)] (see also Remark 2.7) we see that smoothness of $\mathcal{D}^b(\tilde{A})$ implies that $\mathcal{D}^b(A)$ is smooth. Therefore $\mathcal{D}^b(A)$ is hfd-closed by Corollary 1.2.

Now we show that for $M \in \mathcal{D}(A)$ the object $\pi^*(M)$ is compact if and only if $M$ is compact. Indeed, the isomorphism $\pi_* \circ \pi^* \cong \text{id}_{\mathcal{D}(A)}$ implies that $\pi_*$ is essentially surjective, hence for any collection of dg-modules $N_i \in \mathcal{D}(A)$ we can write $N_i = \pi_*(\tilde{N}_i)$ for appropriate $\tilde{N}_i \in \mathcal{D}(\tilde{A})$, so if $\pi^*(M)$ is compact, using the adjunction and continuity of $\pi_*$ we obtain
\[ \text{Hom}(M, \oplus N_i) = \text{Hom}(M, \oplus \pi_*(\tilde{N}_i)) \cong \text{Hom}(M, \pi_*(\oplus \tilde{N}_i)) \cong \text{Hom}(\pi^*(M), \oplus \tilde{N}_i) \]
\[ \cong \oplus \text{Hom}(\pi^*(M), \tilde{N}_i) \cong \oplus \text{Hom}(M, \pi_*(\tilde{N}_i)) = \oplus \text{Hom}(M, N_i), \]
hence $M$ is compact, and a similar computation proves the converse implication.
Further, since the compact objects in $D(A)$ and $D(\tilde{A})$ are perfect dg-modules, the above observation implies that $\pi^*(M) \in D^{perf}(\tilde{A})$ if and only if $M \in D^{perf}(A)$. On the other hand, we have

$$\pi^*(D^b(A)^{lhf}) \subset D^b(\tilde{A})^{lhf} = D^b(\tilde{A}) = D^{perf}(\tilde{A}),$$

where the inclusion follows from the adjunction of $\pi^*$ and $\pi_*$ and (53). Thus we have $D^b(A)^{lhf} \subset D^{perf}(A)$. The opposite inclusion $D^{perf}(A) \subset D^b(A)^{lhf}$ follows from the argument of part (i).

Finally, the description of the subcategory $D^b(A)^{rhf} \subset D^b(A)$ now follows from the equivalence (47) and the equality $D^{perf}(A^{op}) = \text{thick}(A)$ obtained by the above argument applied to the opposite algebra. (iii) Follows from Lemma 3.14 applied to the proper category $\mathcal{T} = D^{perf}(A)$ combined with (i) and (ii). (iv) Follows immediately from Definition 4.10 and (ii) \(\square\)

Here is a simple example of a proper connective dg-algebra that played the key role in [KS23].

Example 6.10. Consider the dg-algebra $A_p = \mathbb{k}[e]/(e^2)$, where $\deg(e) = -p$ with $p \geq 0$ and $\deg(0) = 0$. It is Gorenstein since $A_p \cong A_p[-p]$ as $A_p$-modules. Furthermore, the category $D^b(A)^{lhf} = D^{perf}(A_p)$ was shown in [KS23] Proposition 2.2 to be equivalent to the category $D^b(B_{p+1})$ for the dg-algebra $B_{p+1} = \mathbb{k}[\theta]$, where $\deg(\theta) = p+1$ and $\deg(0) = 0$. It was also observed ([KS23] Remark 6.8) that the singularity category $D^b(A_p)^{sg} = D^b(A_p)/D^{perf}(A_p)$ is equivalent to the category of $\mathbb{Z}/(p+1)\mathbb{Z}$-graded vector spaces; in particular, it is idempotent complete. This observation was crucial in [KS23] for establishing obstructions for the existence of categorical absorption of singularities.

The following observation combines the geometric and algebraic examples.

Corollary 6.11. Let $X$ be a projective Gorenstein scheme over a perfect field. An admissible subcategory $A \subset D^b(X)$ is equivalent to $D^b(A)$ for a proper connective dg-algebra $A$ if and only if the category $\mathcal{A} \cap D^{perf}(X) = D^{perf}(\tilde{A})$ is equivalent to $D^{perf}(A)$.

Proof. By Proposition 6.1 the category $D^b(X)$ is Gorenstein and reflexive with $(D^b(X))^{lhf} = D^{perf}(X)$.

If $\mathcal{A} \subset D^b(X)$ is admissible, it is Gorenstein by Proposition 4.11(iii) so if $\mathcal{A} \cong D^b(A)$ for a proper connective dg-algebra $A$ then $\mathcal{A}$ is Gorenstein by Proposition 6.2(iv). Moreover, $\mathcal{A} \cap D^{perf}(X) = \mathcal{A} \cap (D^b(X))^{lhf} = \mathcal{A}^{lhf}$

by Proposition 4.4, hence by Proposition 6.2(ii) this is equivalent to $D^{perf}(A)$.

Conversely assume that $\mathcal{A}$ is admissible and $\mathcal{A} \cap D^{perf}(X) \simeq D^{perf}(A)$. By Proposition 4.4(i) the map $\mathcal{A} \mapsto \mathcal{A} \cap D^{perf}(X)$ coincides with the map of Lemma 3.14 and by Theorem 5.17 the inverse map takes an admissible subcategory $\mathcal{A}_0 \subset D^{perf}(X)$ to $D^{perf}(\mathcal{A}_0) \subset D^b(X)$. Therefore, $\mathcal{A} \simeq D^{perf}(\mathcal{A} \cap D^{perf}(X)) \simeq D^{perf}(D^{perf}(A)) \simeq D^b(A)$

where the last equivalence is Proposition 6.2(iii) \(\square\)

In the remaining part of the section we generalize Example 6.10 by showing that for any Gorenstein proper connective dg-algebra $A$ the singularity category of $D^b(A)$ defined by (62), i.e.,

$$D^{sg}(A) := D^b(A)^{sg} = D^b(A)/D^b(A)^{lhf} = D^b(A)/D^{perf}(A)$$

is idempotent complete.

Recall that an additive category is called a Krull–Schmidt category if every object admits a finite direct sum decomposition into objects with local endomorphism rings, see [Kra15 §4].

Proposition 6.12. If $A$ is a Gorenstein proper connective dg-algebra over a perfect field then the singularity category $D^{sg}(A)$ is Krull–Schmidt. Moreover, $D^{sg}(A)$ is idempotent complete.
Proof. First, we prove that $\mathbf{D}^b(A)$ is a Krull–Schmidt category. Indeed, as we already mentioned, the category $\mathbf{D}^b(A)$ is idempotent complete, hence by [Kra15 Corollary 4.4 and Proposition 4.1] it is enough to check that the category of finitely-generated projective $\text{End}(M)$-modules is Krull–Schmidt for every $M \in \mathbf{D}^b(A)$. But the ring $\text{End}(M)$ is finite-dimensional by [Jin20 Proposition 1.5], hence [Kra15, Section 5] applies and proves the Krull–Schmidt property.

To prove the Krull–Schmidt property for $\mathbf{D}^{sg}(A)$ we use [Jin20, Theorem 0.3(4)], i.e., an equivalence $\mathbf{D}^{sg}(A) \simeq \text{CM}(A)$, where $\text{CM}(A)$ is the stable category of Cohen–Macaulay dg-modules over $A$. Recall from [Jin20] that a dg-module $M$ over $A$ is Cohen–Macaulay if $M \in \mathbf{D}^b(A) \leq 0$ and $R\text{Hom}_A(M, A) \in \mathbf{D}^b(A^{\text{op}}) \leq 0$ (where we use the t-structure (48)) and that the stable category $\text{CM}(A)$ of Cohen–Macaulay modules is defined from the category $\text{CM}(A)$ of Cohen–Macaulay dg-modules by quotienting out the set of morphisms in $\text{CM}(A)$ which factor through a finite direct sum of shifts of $A$.

Since $\text{CM}(A)$ is closed under direct summands taken in the Krull–Schmidt category $\mathbf{D}^b(A)$, the category $\text{CM}(A)$ is Krull–Schmidt category as well. Since quotients of local rings are local, the quotient category $\text{CM}(A)$ is also a Krull–Schmidt category, hence so is $\mathbf{D}^{sg}(A)$.

Finally, every Krull–Schmidt category is idempotent complete by [Kra15, Corollary 4.4]. □

7. Bijections between sets of admissible subcategories

The goal of this section is to prove Theorem 1.1 from the Introduction.

We use notation introduced in §6.1. Furthermore, for a triangulated category $\mathcal{T}$, let $\text{Sub}(\mathcal{T})$ denote the set of all strict (that is, closed under isomorphism), but not necessarily triangulated subcategories of $\mathcal{T}$.

Definition 7.1. Given two triangulated categories $\mathcal{T}$, $\mathcal{T}'$ we say that a map $\Upsilon: \text{Sub}(\mathcal{T}) \to \text{Sub}(\mathcal{T}')$

- preserves all semiorthogonal decompositions if $\Upsilon(0) = 0$ and for any semiorthogonal decomposition $\mathcal{T} = \langle A, B \rangle$ we have a semiorthogonal decomposition $\mathcal{T}' = \langle \Upsilon(A), \Upsilon(B) \rangle$;
- preserves semiorthogonal decompositions with an admissible component if the same holds whenever $A$ or $B$ is admissible.

Note that if $\Upsilon$ preserves all semiorthogonal decompositions then of course if preserves semiorthogonal decompositions with an admissible component.

Example 7.2. If $\mathcal{T}$ is a Gorenstein category, Corollary 4.7 implies that the map $\Upsilon^{\text{hf}}: \text{Sub}(\mathcal{T}) \to \text{Sub}(\mathcal{T}')$, $A \mapsto A \cap \mathcal{T}'$ preserves semiorthogonal decompositions with an admissible component.

The following property of maps preserving semiorthogonal decompositions is easy.

Lemma 7.3. Consider a map $\Upsilon: \text{Sub}(\mathcal{T}) \to \text{Sub}(\mathcal{T}')$. If $\Upsilon$ preserves semiorthogonal decompositions with an admissible component then $\Upsilon(\mathcal{T}) = \mathcal{T}'$ and $\Upsilon(\text{Adm}(\mathcal{T})) \subset \text{Adm}(\mathcal{T}')$.

Proof. The equality follows by applying $\Upsilon$ to the semiorthogonal decomposition $\mathcal{T} = \langle 0, \mathcal{T} \rangle$; and the inclusion follows by applying $\Upsilon$ to semiorthogonal decompositions $\mathcal{T} = \langle A, A^\perp \rangle$ and $\mathcal{T} = \langle A^\perp, A \rangle$. □

The following geometric example will be important for the proof of the theorem.
Lemma 7.4. If $X$ is a projective Gorenstein scheme over a perfect field, the map
\begin{equation}
\Upsilon_{\text{perf}}: \text{Sub}(D^b(X)) \to \text{Sub}(D^\text{perf}(X)), \quad A \mapsto A \cap D^\text{perf}(X)
\end{equation}
preserves semiorthogonal decompositions with an admissible component and induces a bijection
\[\text{Adm}(D^b(X)) \xrightarrow{\sim} \text{Adm}(D^\text{perf}(X)).\]

Proof. By Proposition 6.1 the category $\mathcal{J} = D^b(X)$ is reflexive and Gorenstein, and $D^b(X)^hf = D^\text{perf}(X)$. Therefore, $\Upsilon_{\text{perf}} = \Upsilon^hf$ preserves semiorthogonal decompositions with an admissible component by Example 7.2 and induces a bijection on admissible subcategories by Proposition 4.13. \hfill \Box

The following construction gives another example of a map preserving semiorthogonal decompositions. Recall that $\text{thick}(S)$ denotes the thick subcategory generated by $S$. For an exact functor $\Phi: \mathcal{J} \to \mathcal{J}'$ we define the map $\Upsilon_\Phi: \text{Sub}(\mathcal{J}) \to \text{Sub}(\mathcal{J}')$ by
\begin{equation}
\Upsilon_\Phi(A) := \text{thick}(\Phi(A)).
\end{equation}
We say that a functor $\Phi: \mathcal{J} \to \mathcal{J}'$ has dense image if $\mathcal{J}' = \text{thick}(\Phi(\mathcal{J}))$.

Lemma 7.5. Let $\Phi: \mathcal{J} \to \mathcal{J}'$ be an exact functor with dense image. If either
(a) $\Phi$ has a right adjoint $\Phi^!$ and $\text{Cone}(F \to \Phi^!(\Phi(F))) \cong F[n]$ for each $F \in \mathcal{J}$ and some $n \in \mathbb{Z}$, or
(b) $\Phi$ has a left adjoint $\Phi^*$ and $\text{Cone}(\Phi^*(\Phi(F)) \to F) \cong F[n]$ for each $F \in \mathcal{J}$ and some $n \in \mathbb{Z}$,
then $\Upsilon_\Phi$ preserves all semiorthogonal decompositions.

Proof. We only prove the lemma under assumption [a]; the case of assumption [b] being analogous. Given $\mathcal{J} = (A, B)$, for any objects $A \in A, B \in B$ we have
\[\text{Hom}(\Phi(B), \Phi(A)) \cong \text{Hom}(B, \Phi^!(\Phi(A)))\]
by adjunction, while [a] gives a distinguished triangle
\[A \to \Phi^!(\Phi(A)) \to A[n]\]
for some $n \in \mathbb{Z}$. It follows that the subcategories $\Upsilon_\Phi(A) = \text{thick}(\Phi(A))$ and $\Upsilon_\Phi(B) = \text{thick}(\Phi(B))$ in $\mathcal{J}'$ are semiorthogonal. Moreover, since $\Phi$ has dense image, these subcategories generate $\mathcal{J}'$, hence we have a semiorthogonal decomposition $\mathcal{J}' = \langle \Upsilon_\Phi(A), \Upsilon_\Phi(B) \rangle$. \hfill \Box

Remark 7.6. If $\Phi$ is dg-enhanced and both $\Phi^*$ and $\Phi^!$ exist, there are exact triangles of functors
\[T_{\Phi^!, \Phi} \to \text{id} \to \Phi^! \circ \Phi \quad \text{and} \quad \Phi^* \circ \Phi \to \text{id} \to T_{\Phi^*, \Phi},\]
where $T_{\Phi^!, \Phi}$ and $T_{\Phi^*, \Phi}$ are the so-called twist functors of $\Phi$. So, if $\Phi$ is a spherical functor such that the corresponding spherical twists of $\mathcal{J}$ are shifts, then $\Upsilon_\Phi$ preserves semiorthogonal decompositions.

Now we consider the situation of Theorem 1.1. Let $\iota: X \hookrightarrow \mathcal{X}$ be the embedding of a projective Gorenstein variety $X$ over a perfect field into a smooth quasiprojective variety $\mathcal{X}$ as a Cartier divisor linearly equivalent to zero, i.e.,
\begin{equation}
\mathcal{O}_X(X) \cong \mathcal{O}_X.
\end{equation}
Recall that $D^b_X(\mathcal{X})$ denotes the full subcategory of $D^b(\mathcal{X})$ of objects set-theoretically supported on $X$. Consider the adjoint functors
\begin{equation}
\iota_*: D^b(\mathcal{X}) \to D^b_X(\mathcal{X}) \quad \text{and} \quad \iota^*: D^b_X(\mathcal{X}) \to D^\text{perf}(X),
\end{equation}
(note that $D^b_X(\mathcal{X}) \subset D^b(\mathcal{X}) = D^\text{perf}(\mathcal{X})$ since $\mathcal{X}$ is smooth, hence the image of $\iota^*$ is contained in $D^\text{perf}(X)$).

Lemma 7.7. If (54) holds, the functors (55) have dense images.
Proof. To show that $t_*$ has dense image it suffices to note that every object $F \in \textbf{D}^b_X(\mathcal{X})$ has cohomology sheaves set-theoretically supported on $X$, and these sheaves admit a filtration by sheaves which are scheme-theoretically supported on $X$ (thus we see in this case that the image of $t_*$ already generates $\textbf{D}^b_X(\mathcal{X})$ as triangulated category and adding direct summands is not needed).

To show that $t^*$ has dense image it suffices to check that the composition $t^* \circ t_*$ has dense image. We first show that for every $G \in \textbf{D}^b(\mathcal{X})$ the object $t^*(G)$ lies in $\textbf{thick}(t^*(t_*(\textbf{D}^b(X))))$. Indeed, the projection formula and the standard resolution

\begin{equation}
0 \to \mathcal{O}_X(-X) \to \mathcal{O}_X \to t_*\mathcal{O}_X \to 0
\end{equation}

imply that

\[ t^*t_*t^*(G) \cong t^*(G \otimes t_*\mathcal{O}_X) \cong t^* \text{Cone}(G \otimes \mathcal{O}_X(-X) \to G) \cong \text{Cone}(t^*G \overset{0}{\to} t^*G) \cong t^*(G) \oplus t^*(G)[1]. \]

Here the map in the first cone is given by the equation of $X \subset \mathcal{X}$, hence its restriction to $X$ (the map in the second cone) is zero, and we have used (54). This proves that $t^*(G)$ is a direct summand of $t^*t_*t^*(G)$, hence belongs to the category $\textbf{thick}(t^*(t_*(\textbf{D}^b(\mathcal{X}))))$.

Applying the result above to $G = \mathcal{L}^\otimes k$, with $\mathcal{L}$ an ample line bundle on $\mathcal{X}$ and $k \in \mathbb{Z}$, we see that $\textbf{thick}(t^*(t_*(\textbf{D}^b(\mathcal{X}))))$ contains a classical generator of $\textbf{D}^b(\mathcal{X})$, see [Orl09, Theorem 4]), so that $t^* \circ t_*$ has dense image.

Now we are ready to prove the theorem.

Proof of Theorem 1.4. We prove the theorem in a sequence of steps.

Step 1. Construction of the diagram (5). The top arrow in the diagram is the map (52) defined in Lemma 7.4. To define the other two arrows we use Lemma 7.5; indeed, the functors $t_*$ and $t^*$ have dense images by Lemma 7.7 and since $X \subset \mathcal{X}$ is a Cartier divisor linearly equivalent to zero we have distinguished triangles

\begin{equation}
t^*t_*F \to F \to F[2] \quad \text{and} \quad G \to t_*t^*G \to G[1]
\end{equation}

for any $F \in \textbf{D}^b(\mathcal{X})$ and $G \in \textbf{D}^b_X(\mathcal{X})$. Therefore, the conditions of Lemma 7.5 are satisfied for the functors $t_*$ and $t^*$, hence the functors $\Upsilon_{t_*}$ and $\Upsilon_{t^*}$ preserve semiorthogonal decompositions, and hence induce maps of the sets of admissible subcategories by Lemma 7.3.

Step 2. Commutativity of the diagram (5). Let $\mathcal{A} \in \text{Adm}(\textbf{D}^b(\mathcal{X}))$ and consider the semiorthogonal decomposition $\textbf{D}^b(\mathcal{X}) = (\mathcal{A}, \mathcal{B})$. Applying the maps in the diagram we obtain two semiorthogonal decompositions

\begin{equation}
\textbf{D}^{\text{perf}}(\mathcal{X}) = \langle \mathcal{A} \cap \textbf{D}^{\text{perf}}(\mathcal{X}), \mathcal{B} \cap \textbf{D}^{\text{perf}}(\mathcal{X}) \rangle \quad \text{and} \quad \textbf{D}^{\text{perf}}(\mathcal{X}) = \langle \Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{A})), \Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{B})) \rangle.
\end{equation}

We will check that they coincide.

On the one hand, the first triangle in (57) implies that $t^*(t_*(\mathcal{A})) \subset \mathcal{A}$ and $t^*(t_*(\mathcal{B})) \subset \mathcal{B}$, and since $\mathcal{A}$ and $\mathcal{B}$ are idempotent complete, it follows that $\Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{A})) \subset \mathcal{A}$ and $\Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{B})) \subset \mathcal{B}$. On the other hand, $\Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{A}))$, $\Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{B})) \subset \textbf{D}^{\text{perf}}(\mathcal{X})$ by definition of $\Upsilon_{t^*}$ and $\Upsilon_{t_*}$. Combining these inclusions, we deduce that

\[ \Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{A})) \subset \mathcal{A} \cap \textbf{D}^{\text{perf}}(\mathcal{X}) = \Upsilon^{\text{perf}}(\mathcal{A}), \quad \Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{B})) \subset \mathcal{B} \cap \textbf{D}^{\text{perf}}(\mathcal{X}) = \Upsilon^{\text{perf}}(\mathcal{B}). \]

Thus, the components of the second decomposition in (58) are contained in the components of the first. Therefore, the decompositions coincide and in particular we see that

\[ \Upsilon_{t^*}(\Upsilon_{t_*}(\mathcal{A})) = \mathcal{A} \cap \textbf{D}^{\text{perf}}(\mathcal{X}), \]

hence the diagram commutes.
Step 3. Partial injectivity of \( \Upsilon_\ast \). Assume we have an inclusion \( A_1 \subset A_2 \) of admissible subcategories in \( D^b_X(X) \). In this step we check that \( \Upsilon_\ast(A_1) = \Upsilon_\ast(A_2) \) implies \( A_1 = A_2 \).

Since \( A_1 \) is admissible in \( D^b_X(X) \) it is also admissible in \( A_2 \) and it suffices to show that \( \frac{1}{2} A_1 \cap A_2 = 0 \). Take any \( F \in \frac{1}{2} A_1 \cap A_2 \). Since \( \Upsilon_\ast \) preserves semiorthogonal decompositions, the inclusion \( F \in \frac{1}{2} A_1 \) implies \( \iota^* F \in \frac{1}{2}(\Upsilon_\ast(A_1)) \). On the other hand, the inclusion \( F \in A_2 \) implies \( \iota^* F \in \Upsilon_\ast(A_2) = \Upsilon_\ast(A_1) \). Combining these, we conclude \( \iota^* F = 0 \), and since \( F \) is set-theoretically supported on \( X \), in fact \( F = 0 \).

Step 4. Surjectivity of \( \Upsilon_\ast \). Take any \( A \in \text{Adm}(D^b_X(X)) \) and consider the semiorthogonal decomposition \( D^b_X(X) = (A, B) \). Applying the map \( \Upsilon_\ast \) we obtain

\[
D^\text{perf}(X) = \langle \Upsilon_\ast(A), \Upsilon_\ast(B) \rangle,
\]

with admissible subcategory \( \Upsilon_\ast(A) \subset D^\text{perf}(X) \). Since \( D^\text{perf} \) is bijective by Lemma 7.4 there is an admissible subcategory \( \tilde{A} \subset D^b(X) \) such that

\[
\Upsilon^\text{perf}(\tilde{A}) = \Upsilon_\ast(A).
\]

We claim that \( \Upsilon_\ast(\tilde{A}) \subset A \). Indeed, extending \( \tilde{A} \) to a semiorthogonal decomposition \( D^b(X) = (\tilde{A}, \tilde{B}) \) and applying the map \( \Upsilon^\text{perf} \) we obtain (using Lemma 7.4) a semiorthogonal decomposition

\[
D^\text{perf}(X) = \langle \Upsilon^\text{perf}(\tilde{A}), \Upsilon^\text{perf}(\tilde{B}) \rangle,
\]

and since its first component coincides with the first component in (59), the second components coincide as well, i.e., \( \tilde{B} \cap D^\text{perf}(X) = \Upsilon^\text{perf}(\tilde{B}) = \Upsilon_\ast(B) \). In particular, \( \iota^* (B) \subset B \), hence \( \text{Hom}(\iota^*(B), \tilde{A}) = 0 \), and therefore by adjunction \( \text{Hom}(B, \iota_\ast(A)) = 0 \), which implies the required inclusion \( \Upsilon_\ast(A) \subset B^+ = A \).

We finally note that both \( \Upsilon_\ast(A) \) and \( A \) are admissible subcategories in \( D^b_X(X) \) (the first because \( \tilde{A} \) is admissible and \( \Upsilon_\ast \) preserves semiorthogonal decompositions, the second by assumption) and

\[
\Upsilon_\ast(A) = \Upsilon^\text{perf}(\tilde{A}) = \Upsilon_\ast(\Upsilon_\ast(\tilde{A})),
\]

where the first is (60) and the second equality holds by Step 2. Since \( \Upsilon_\ast(\tilde{A}) \subset A \), partial injectivity of \( \Upsilon_\ast \) proved in Step 3 implies \( \Upsilon_\ast(\tilde{A}) = A \), which proves the surjectivity of the map \( \Upsilon_\ast \).

Conclusion. First, \( \Upsilon^\text{perf} \) is a bijection by Lemma 7.4. The commutativity of the diagram (5) (proved in Step 2) implies that \( \Upsilon_\ast \) is injective. As we checked in Step 4 that it is surjective, we conclude that \( \Upsilon_\ast \) is bijective. Finally, commutativity of the diagram and bijectivity of \( \Upsilon^\text{perf} \) and \( \Upsilon_\ast \) imply bijectivity of \( \Upsilon_\ast \). The fact that \( \Upsilon_\ast \) and \( \Upsilon_\ast \) preserve semiorthogonal decompositions has been explained in Step 1, and the fact that \( \Upsilon^\text{perf} \) preserves semiorthogonal decompositions with an admissible component is explained in Lemma 7.4.

We have the following particular case of Theorem 7.1 relevant for applications in [KS23].

Corollary 7.8. If \( f : X \to B \) is a flat projective morphism from a smooth quasiprojective variety over a perfect field to a smooth curve, \( o \in B \) is a point, and \( X = X_o \) is the central fiber, there is a commutative diagram of bijective maps (5) preserving semiorthogonal decompositions with an admissible component.

Proof. It is enough to note that shrinking \( B \) we may assume that the point \( o \) is linearly equivalent to zero, hence the fiber \( X = X_o \) is also linearly equivalent to zero, and then apply Theorem 7.1. □

Remark 7.9. One can interpret Theorem 7.1 in terms of deformation theory of admissible subcategories in \( D^\text{perf}(X) \). Namely, Theorem 7.1 says that every admissible subcategory in \( D^\text{perf}(X) \) has a unique extension to the formal neighbourhood of \( X \subset X \). This partially generalizes [BOR20 Theorem 7.1] to families where the central fiber is not smooth.
To finish the paper we explain the relation of Theorem\ref{thm:1.1} (or rather Corollary\ref{cor:7.10}) to the deformation absorption property introduced in \cite{KS23}. Recall that $P \in D^b(X)$ is a $P^{\infty,2}$-object if $\text{Ext}^\bullet(P, P) \simeq k[0]$ with $\deg(0) = 2$, see \cite{KS23} Definition 2.6, Remark 2.7, and the simplest example of such an object is the simple module $k_A$ in $D^b(A_1)$, where $A_1 = k[e]/(e^2)$, $\deg(e) = -1$, is the dg-algebra from Example\ref{ex:6.10}.

In fact, the subcategory in $D^b(X)$ generated by any $P^{\infty,2}$-object is equivalent to $D^b(A_1)$, see \cite{KS23} Lemma 2.10. In \cite{KS23} Theorem 1.8 we proved that any $P^{\infty,2}$-object on the special fiber of a smoothing gives an exceptional object on the total space. The next result shows that this correspondence is a bijection. We formulate it in terms of subcategories generated by these objects.

**Corollary 7.10.** Assume the situation of Theorem\ref{thm:1.1}. Then the maps $\Upsilon_{i*}$, $\Upsilon_{i^*}$ and $\Upsilon_{\text{perf}}$ define bijections between the following sets:

(a) admissible subcategories $\mathcal{P} \subset D^b(X)$ such that $\mathcal{P} \simeq D^b(A_1)$;
(b) admissible subcategories $\mathcal{E} \subset D^b_X(X)$ such that $\mathcal{E} \simeq D^b(k)$;
(c) admissible subcategories $\mathcal{M} \subset D^\text{perf}(X)$ such that $\mathcal{M} \simeq D^\text{perf}(A_1)$.

**Proof.** Let $\text{Sub}_\mathcal{P}(D^b(X))$, $\text{Sub}_\mathcal{E}(D^b_X(X))$, and $\text{Sub}_\mathcal{M}(D^\text{perf}(X))$ be the sets of subcategories described in (a), (b) and (c) respectively. First, we check that

$$\Upsilon_{i*}(\text{Sub}_\mathcal{P}(D^b(X))) \subset \text{Sub}_\mathcal{E}(D^b_X(X)) \quad \text{and} \quad \Upsilon_{i^*}(\text{Sub}_\mathcal{E}(D^b_X(X))) \subset \text{Sub}_\mathcal{M}(D^\text{perf}(X)).$$

If $\mathcal{P} \subset D^b(X)$, $\mathcal{P} \simeq D^b(A_1)$, the object $P \in \mathcal{P}$ corresponding to the simple $A_1$-module $k_A$ is a $P^{\infty,2}$-object, see \cite{KS23} Lemma 2.4, Definition 2.6, and Remark 2.7. Then $E := i_*P$ is an exceptional object supported on $X$ by \cite{KS23} Theorem 1.8; therefore the admissible subcategory

$$\Upsilon_{i*}(\mathcal{P}) = \text{thick}(i_*\mathcal{P}) = \text{thick}(i_*P) = \text{thick}(E) = \langle E \rangle$$

is equivalent to $D^b(k)$. If $\mathcal{E} \subset D^b_X(X)$, $\mathcal{E} \simeq D^b(k)$, it is generated by an exceptional object $E \in D^b_X(X)$. Using \cite{KS23} we obtain

$$i_*\text{thick}(E) \cong E \oplus i_*O_X \cong \text{Cone}(E(-X) \to E) \cong \text{Cone}(E \to E),$$

where the map in the right side is induced by the equation of $X \subset X$. Therefore

$$\text{Ext}^\bullet(i_*E, i_*E) \cong \text{Ext}^\bullet(E, i_*\text{thick}(E)) \cong \text{Ext}^\bullet(E, \text{Cone}(E \to E)) \cong \text{Cone}(k \to k).$$

If the morphism in the right-hand side is non-trivial, we obtain $\text{Ext}^\bullet(i_*E, i_*E) = 0$, hence $i_*E = 0$, which is absurd because $E$ is set-theoretically supported on $X$. Therefore, the morphism is zero, hence $\text{Ext}^\bullet(i_*E, i_*E) \cong k \oplus 0 \cong A_1$. Since the dg-algebra $A_1$ is intrinsically formal (see, e.g., \cite{KS23} Lemma 2.1), it follows that

$$\Upsilon_{i^*}(\mathcal{E}) = \text{thick}(i^*\mathcal{E}) = \text{thick}(i^*E) \simeq D^\text{perf}(A_1).$$

Thus, $\Upsilon_{i*}$ and $\Upsilon_{i^*}$ induce maps between our sets, and these maps are injective by Theorem\ref{thm:1.1}. Moreover, commutativity of the diagram \cite{5} implies that their composition is the map

$$\Upsilon_{\text{perf}}: \text{Sub}_\mathcal{P}(D^b(X)) \to \text{Sub}_\mathcal{M}(D^\text{perf}(X)),$$

which is also injective. Applying Corollary\ref{cor:6.11} we see that it is bijective.

Furthermore, surjectivity of \cite{62} and commutativity of the diagram \cite{5} imply surjectivity of the map $\Upsilon_{i^*}: \text{Sub}_\mathcal{E}(D^b_X(X)) \to \text{Sub}_\mathcal{M}(D^\text{perf}(X))$, and since this map is also injective, it is bijective. Finally, commutativity of \cite{5} implies that $\Upsilon_{i_*}: \text{Sub}_\mathcal{P}(D^b(X)) \to \text{Sub}_\mathcal{E}(D^b_X(X))$ is also bijective. $\blacksquare$

The following consequence of the above bijection is particularly interesting.

**Corollary 7.11.** In the situation of Corollary\ref{cor:7.10} any exceptional object in the category $D^b_X(X)$ is scheme-theoretically supported on $X$. 
Proof. If $E$ is an exceptional object in $\mathbf{D}^b(X)$, Corollary 7.10 proves that $E \cong \iota_* P$, where $P$ is a $\mathbb{P}^\infty$-object in $\mathbf{D}^b(X)$; in particular, $E$ is scheme-theoretically supported on $X$. □
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