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SUMMARY With the popularity and development of Location-Based Services (LBS), location privacy-preservation has become a hot research topic in recent years, especially research on k-anonymity. Although previous studies have done a lot of work on anonymity-based privacy protection, there are still several challenges far from being perfectly solved, such as the negative impact on the security of anonymity by the semantic information, which from anonymous locations and query content. To address these semantic challenges, we propose a dual privacy preservation scheme based on the architecture of multi-anonymizers in this paper. Different from existing approaches, our method enhanced location privacy by integrating location anonymity and the encrypted query. First, the query encryption method that combines improved shamir mechanism and multi-anonymizers is proposed to enhance query safety. Second, we design an anonymity method that enhances semantic location privacy through anonymous locations that satisfy personal semantic diversity and replace sensitive semantic locations. Finally, the experiment on the real dataset shows that our algorithms provide much better privacy and use than previous solutions.
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1. Introduction

With the advent of the 5G era, terminal-based Applications and services have been significantly developed [1]. The extensive application and development of terminal service also make the most comprehensive application, such as Location-Based Service (LBS) has attracted people’s attention. With the location-based service, users obtain the current location through the mobile terminal and send it to the LSP and the service request. Through the above process, the LBS can provide the service that fulfills the user’s request. Location-based service improves the quality and efficiency of service from the aspects of diet (Meituan App), travel (Didi App), and entertainment (Dazhong App), because of its feature of providing nearby service.

However, while enjoying the convenience brought by the LBS, users also leave a lot of move tracks data on the service platforms. By analyzing these data, including user’s locations stored in the service platform, the attacker can obtain the user’s privacy information by combining relevant background knowledge of his has [2]. For example, the attacker can infer the user’s state of health by combining his query near the location of the hospital. Thus, we need to pay more attention to location privacy in LBS.

To reduce the risk of privacy disclosure in LBS, many studies have been proposed and achieve the goal of privacy security, including:

(1) Obfuscation [3], [4]: By the location obfuscation technology, the actual request location is sent to the LSP to enjoy service after the operation of adding noise or another location substitution. Although this method has the advantage of being simple to implement, it has poor availability due to changing the original request location.

(2) Offset [5], [6]: To overcome the problem of low usability the obfuscation has, the offset method chooses an identified location around the request location to replace the user’s real location to be sent to LSP and enjoy LBS.

(3) Dummy [7], [8]: Dummy locations generation scheme is a method where the service provider generates dummy locations in addition to the user’s real location to provide a more efficient privacy service than offset.

Although the above method alleviates the risk of location privacy to some extent, it leads to the problem of low efficiency and poor availability.

To overcome the above problems, the relevant research on k-anonymity has become a hot topic in recent years [9]–[18], [28]. The user enjoys the LBS service by sending an anonymity set that includes k-1 anonymous locations adjacent to the requested location by using the k-anonymity method. At present, most of the privacy protection studies based on k-anonymity mainly focus on the following aspects: Research on improving the privacy degree of the anonymous location [9], [10] and satisfying the personalized privacy preference [11], [12], research on resisting the security threat in the process of anonymity set generation [13], and improve the efficiency of anonymity [14], [15]. In addition, with the diversification of attack methods in recent years, location privacy preservation to defend the semantic attack has also received academic attention [16]–[18]. However, these previous works research on privacy mainly focus on geographic semantic privacy, ignoring the impact of other semantic information, including queries and sensitive semantic locations on location privacy security, including the following cases:

(1) Compromise the security of request location by the query content leak: Considering the user’s movement pattern and user habits, there is a specific correlation between the user’s query content and the requested location. For example, the user will query the nearby food at home and the
to its good balance between availability and privacy.

2. Related Work

Although the obfuscation, offset, and dummy methods have been proposed to protect location privacy, the k-anonymity technique has become the mainstream in current studies due to its good balance between availability and privacy.

The Literature [9] was first proposed the k-anonymity method for location privacy, and achieved by the real location was generalized by adjacent k-1 locations selected. Although this method can realize the basic idea of k-anonymity, it fails to consider the threat of background attacks on privacy. To resist the background attack, the anonymous location selection based on the background knowledge about the location history request probability and similarity was proposed in [10]. However, it lacks consideration for the personalized privacy requirements of different users. The [12] proposed a location privacy-preserving scheme through the user-defined grid in LBSs to satisfy the customized needs of users. But, it doesn’t consider the security during anonymity collection generation. The authors of [11] designed a framework for cooperative privacy preservation in LBS, which is based on the game model between users and cooperative users and blockchain technology to ensure communication security between users in building anonymity sets. The above works can provide security for location information in LBS, but they ignore the effects of the anonymity generation.

To further improve the efficiency of anonymity, Niu et al. completed the anonymity set pre-cached that users might need in the future by introducing the local caching mechanism [13]. Therefore, the time cost of anonymous requests was cut back and improved the efficiency of anonymity. However, a problem of a low cache hit ratio still exists with this work. Zhang et al. adopted a cache prediction model based on the user’s historical movement trajectory to improve the matching degree between user requirements and cached location. They cached them for offering help for anonymity requests the next time [14]. To make full use of the computing resources of terminals owned by each user, Literature [15] proposed a user collaboration privacy protection method for LBS. This method does not need to change the LBS server architecture and meet the personal privacy demand through the collaboration among users and sharing of the personal anonymity set. However, all these studies have a significant disadvantage, that is, it is difficult to achieve a good balance between efficiency and safety, especially for the defense of semantic attacks.

To solve the problem of privacy protection under the semantic attack, the researcher proposed a privacy protection method based on location semantics in the environment constrains of road networks [16]. This study established a privacy evaluation model based on location semantics based on location popularity, sensitivity, and privacy degree. They completed the construction of the anonymity set by the anonymous road selection based on the privacy evaluation results. Literature [17] designed a dummy location generation mechanism based on location semantic information and met the semantic k-anonymity. Under the k-anonymity constraint of location semantic diversity, uniform distribution of geographical locations was guaranteed under the condition that the probabilities of anonymous location queries were similar. The authors of [18] proposed a location semantic model based on map semantic information and adopted this model to choose the anonymous location.
3. Motivation and Architecture

3.1 Motivation

The existing anonymity-based method may fail in a new situation where the adversary obtains semantic knowledge by analyzing the query content and sensitive semantic location. When the adversary launches the attack at only one anonymous server, he can steal the user queries. In this case, even if the k-anonymity method is used to protect the real request location, the user’s privacy will be leaked due to query content being related to the user’s semantic of request locations, and this relationship is depicted in Fig. 1 (a). The attacker can infer the user’s request location semantics by analyzing the relationship between the query content and the request location semantics. As shown in Fig. 2 (a), when the adversary known Alice’s query content about where is good food nearby, he can infer Alice’s maybe locate at semantic of home, school, and company which is closely related to daily life, rather than places that have little to do with the probability of inquiry such as cinemas, restaurants, and bars. Thereby, his 5-anonymity is failed because the anonymous location includes cinemas, restaurants can be filtered out.

As previously researchers discovered that, sensitive semantic locations could identify the access patterns of different users since sensitive semantic locations are related to the user’s role and preferences [22]. As shown in Fig. 1 (b), it depicts that different users have significantly different access frequencies to user-sensitive semantic locations in the public dataset. When an attacker has this knowledge, it can infer the anonymous locations that will most likely not be accessed based on the user’s access habits, thus compromising anonymity security. For example, Fig. 2 (b) shows that the anonymity set includes Alice’s sensitive semantic location bookstore. The attacker can still filter out the school and snack bar since they are not in the semantic type related to the sensitive semantic location. This failure security is due to the exposed personal visit pattern as Alice’s sensitive locations are identified.

To address the above issues, both query and location privacy need to be emphasized in the anonymization process. To this end, we propose a dual semantic privacy protection mechanism (DSPPM) based on k-anonymity and multiple anonymization servers. The query information is prevented from being obtained by attackers through a query encryption scheme based on the Shamir mechanism. Moreover, by constructing anonymity sets that satisfy the semantic diversity of individuals, the replacement of sensitive semantic locations is accomplished, and thus the security of anonymous sets is improved.

3.2 Architecture

As Fig. 3 shows, our privacy-aware location framework’s architecture includes three critical components: users, the anonymous server (AS), and the location-based service provider (LSP).

Users: as LBS service initiator, the user sends his current location and service query request to the anonymous server (AS) through RAN; Before sending the query, it is necessary to encrypt the query based on the Shamir sharing mechanism, and then combine the request locations and send it to the anonymous server.

Multi-Anonymizers (MA): There are $n_A$ anonymous server in our privacy framework, called Multi-Anonymizers, and two main parts in each anonymous server, including the computing module for the Lagrange Factor generation and location anonymity generation function, and the storage module for storing the service response. For one anonymous server in our architecture, when it receives the user’s request by RAN transmission, the computing module generates the corresponding Lagrange Factors according to the Lagrange generation method of the Shamir mechanism. It generates the anonymity set combined with the anonymity set generation method proposed in this paper. After completing the above operations, the anonymity set and the Lagrange factors will be sent to the LSP.

Location Server Provide (LSP): The LSP can provide various services for users based on their query, such as...
location-based navigation. When the LSP receives the sub-queries satisfying the quantity constraint and the anonymous set, the LSP restores the original query request according to the recovery operation in the Shamir process and then returns the corresponding service result to users.

4. A Dual Semantic Privacy Protection Mechanism

4.1 Overview

As shown in Fig. 4, DSPPM first performs query encryption. The improved Shamir scheme is adopted to query partitioning based on the number of anonymous servers and encrypt sub-query (EQ). The encrypted sub-query and request location (RL) is then sent to corresponding servers in Multi-Anonymizers. Then, UPDDM achieves anonymity based on the RL sent by the user. The anonymous server is randomly selected from multi-anonymizers (MA) and generates the anonymity set (AS), which considers both personal semantic privacy and sensitive semantic privacy-related user’s role. In the final step, decryption, LSP obtains decrypts query (DQ) after receiving sub-query by request Lagrange factors (LA) generated by each sub-secret EQ. Then it generates results of the service (SRs) according to the decryption query (DQ) and the anonymity set (AS) and returns it to the user.

4.2 Query Encryption and Decryption

As a secret sharing mechanism [19], [20], the Shamir mechanism has been widely used in daily life. the Shamir secret sharing algorithm is a multi-user secret sharing scheme based on Lagrange interpolation, which is traditionally called (t, n)-threshold scheme. In this scheme, secrets are divided into n sub-secrets for secure sharing, so as to resist privacy disclosure in the centralized sharing of secret information that can be obtained by attacking only one target.

In this section, we introduce the implementation method of providing users with secure query requests based on the Shamir sharing mechanism. Details of its implementation include the following query encryption and decryption steps.

**Query Encryption:** First, To divide the user’s original query Q into n-pieces which from the number of nA anonymous servers, t-1 (t=nA) elements ai (i=1,2,3...t-1), x' are randomly selected in the finite field GF(P) and first construct the following (t-1)-order polynomial:

\[ F(x) = a_0 + a_1 x^1 + a_2 x^2 + \cdots + a_{t-1} x^{t-1} \]  

Then, introduce the query Q as secret S into Eq. (1) as the first term. Then the Eq. (1) containing the secret S can be expressed

\[ F(x) = (S + a_1 x^1 + a_2 x^2 + \cdots + a_{t-1} x^{t-1}) \mod p \]  

With the Eq. (2) and the large prime p, we can generate nA encrypted sub-query, called sub-secrets \( EQ_j (1 < j < n) \) as

\[ EQ_j = F(x_j) = (S + a_{j} x_j^1 + a_2 x_j^2 + \cdots + a_{t-1} x_j^{t-1}) \mod p \]  

Although the above encrypted query can prevent query information from being stolen by a single anonymous server, it cannot effectively provide security with the untrusted anonymous server in multi-anonymous servers. By masquerading as a server of multiple-anonymizer, the attacker steals t pieces of the encrypted sub-query and then...
random choose number of \( k \) each polynomial can be expressed as following two aspects: 1) Through the process of generating method proposed in the Sharmin sharing mechanism, the specific process is as follows:

Different from the classical Shamir theory, the user first random choose number of \( k \) \((k > n_A - 1)\) non-zero coefficients \( a_{im}; (1 \leq i \leq k', 0 \leq m \leq t - 1)\) in finite field GF(P), and construct \( k \) polynomials of order \((t - 1)\) accordingly, each polynomial can be expressed as

\[
f_i(x) = \sum_{m=0}^{t-1} a_{im} = a_0 + a_1 x^1 + a_2 x^2 + \cdots + a_{t-1} x^{t-1} \tag{4}
\]

Base on this polynomials, the generated \( n_A \) sub-secrets \( E_{Qj} \) can be computed as

\[
E_{Qj} = f_i(x) = \left( \sum_{m=1}^{t-1} a_{1m} x^m, \sum_{m=1}^{t-1} a_{2m} x^m, \cdots, \sum_{m=1}^{t-1} a_{km} x^m \right)
\]

For the sub-query \( E_{Qj} \), any integer \( d, w \) can be found in a finite field, and the random \( S \) satisfies that \( S \) is equal to a linear combination of all crypto subqueries \( E_{Qj} \) as

\[
S = \sum_{i=1}^{k'} d_i f_i(w^m) = (d_1 f_1(w^m) + d_2 f_2(w^m) + \cdots + d_k f_k(w^m)) \tag{5}
\]

After encryption operation above, the recovery of the original query requires not only relying on sub-secrets \( E_{Qj} \) but also Lagrange factors \( LA_j \). The Lagrange factors and parameter \( d, w \) permission is granted to all LSP servers only. At this point, the process of query encryption is described in algorithm 1.

---

**Algorithm 1 Query Encryption**

**Input:**
- The original query, \( Q \);
- The parameter, \( k', t, r \);
- The encrypted subquery, \( E_Q \);

**Output:**
- The parameter set, \( w, d \);
- The encrypted subquery, \( E_{Qj} \);

1. Initialize the \( w = [] \); \( d = {} \);
2. Initialize the \( S \)
3. Randomly choose the number of \( t - 1 \) non-zero constants \( x \);
4. Randomly choose the number of \( k' \) non-zero constants \( a \)
5. \( \text{while each } i \text{ in } k' \text{ do} \)
6. \( \text{the encrypted subquery } f_i(x^m) \) obtained based on Equation (5);
7. \( E_{Qj} = f_i(x^m) \)
8. \( \text{end while} \)
9. \( w, d = \text{Findparameter}(f_i(x^m)) \)
10. \( \text{return } E_Q, w, d \);

**Query Decryption:** Unlike the traditional decryption method proposed in the Sharmin sharing mechanism, the improved sharing mechanism is mainly reflected in the following two aspects: 1) Through the process of generating Lagrange factors, it verifies the validity of the sub-secrets owned by different servers and solves the attack of the attacker disguising the secret; 2) At the same time, the secret decryption stage is limited to the communication between the anonymous server and the LSP, which avoids the Lagrange factor being obtained by the attacker for secret recovery. The specific process of the decryption method is as follows and shown in Algorithm 2:

1) The LSP first send the decrypt request to MA after received encrypted query \( EQ(f_k(x^m))=E_Q \).
2) Then, the AS received request can generate its own unique Lagrange factors according to Eq. (7) and return its own LF to LSP:

\[
LF_i = \sum_{j=1}^{k} d_j f_k(x^m) \prod_{t=1}^{t-1} \frac{w_j - w_i}{x_j - x_i} \tag{7}
\]

3) When LSP receives the number of encrypted LF satisfying the quantitative constraint \( t \), it performs the original secret recovery by combining the LF of the response with Eq. (8). After the query decryption is complete, the service result is generated and returned to the user in combination with the anonymous location set.

\[
EQ = S = \sum_{i=1}^{t-1} LF_i \tag{8}
\]

**Algorithm 2 Query Decryption**

**Input:**
- The encrypted subqueries, \( EQ \);
- The minimum number of recovery parameter, \( min \);
- The encrypted parameters, \( w, b, r \);

**Output:**
- the original query, \( S \);

1. Compute the received the number \(|EQ| \) of encrypted subqueries \( EQ; \)
2. if \( t \leqslant |EQ| \)
3. \( \text{while each } i \text{ in } |EQ| \text{ do} \)
4. \( \text{LSP send a decryption request for } E_{Qj} \)
5. \( \text{end while} \)
6. \( \text{The anonymous server compute the Lagrange factor } LF_i \text{ of the crypto subquery } E_{Qj} \text{ their owned by equation(7)} \)
7. \( \text{while each } i \text{ in num do} \)
8. \( \text{receive the Lagrange factor } LF \text{ for } E_{Qj} \)
9. \( \text{end while} \)
10. with \( w, h \) LSP recovery of the original query \( S \) by equation(8)
11. \( \text{end if} \)
12. \( \text{return } S \);

**Theorem 1:** The decrypted query is equal to the original query.

To verify the correctness of the encryption method, we will prove it in this subsection. First, according to the above encryption method, the subquery of encrypted query can be expressed as

\[
f_i(x_r) = \left( \sum_{m=0}^{t-1} a_{1m} x_r^m, \sum_{m=0}^{t-1} a_{2m} x_r^m, \cdots, \sum_{m=0}^{t-1} a_{km} x_r^m \right) \tag{9}
\]

Then, LSP combines Lagrange factor in formula (7) with numbers of \( k \) encrypted subquery to decrypting, and the decrypted query can be expressed as

\[
f_i(x_r) = \left( \sum_{m=0}^{t-1} a_{1m} x^m, \sum_{m=0}^{t-1} a_{2m} x^m, \cdots, \sum_{m=0}^{t-1} a_{km} x^m \right)
\]
\[ s = \sum_{r=1}^{t} L F_{r}^{i} = \sum_{r=1}^{t} \sum_{l=1}^{t} d_{l} f_{l}(x_{l}) \prod_{i=1, i \neq r}^{t} \frac{u_{i} - x_{e}}{x_{r} - x_{e}} \]
\[ = \sum_{r=1}^{t} \left( d_{1} f_{1}(x_{l}) \prod_{i=1, i \neq r}^{t} \frac{u_{i} - x_{e}}{x_{r} - x_{e}} + d_{2} f_{2}(x_{l}) \prod_{i=1, i \neq r}^{t} \frac{u_{i} - x_{e}}{x_{r} - x_{e}} + \ldots + d_{1} f_{1}(x_{l}) \prod_{i=1, i \neq r}^{t} \frac{u_{i} - x_{e}}{x_{r} - x_{e}} \right) \]

(10)

Meanwhile, according to the Lagrange interpolation principle, \( f_{l}(x) \) can be expressed as
\[ f_{l}(x) = \sum_{r=1}^{t} f_{l}(x_{l}) \prod_{i=1, i \neq r}^{t} \frac{x - x_{e}}{x_{r} - x_{e}} \]

(11)

After substituting formula (12) into Formula (6), the decrypted query can be expressed as
\[ S = \sum_{l=1}^{t} d_{l} f_{l}(w^{m}) = (d_{1} f_{1}(w^{m}) + d_{2} f_{2}(w^{m}) + \ldots + d_{c} f_{c}(w^{m})) \]

(12)

Based on the above analysis, the encrypted query (Eq. (12)) is equal to the original query (Eq. (6)), which shows the correctness of our proposed query encryption method.

4.3 Anonymity

This section first extracted the user’s location semantic features based on their mobile trace. Then the personal semantic hierarchy tree is then constructed based on these semantic features, thus getting the location semantic fine-grained classification. Finally, the anonymity set is created based on anonymous locations that satisfy the semantic diversity and semantic sensitive location replacement in this semantic tree.

4.3.1 Extract Personal Semantic Feature

In the user’s movement, their moving track can be express as an trajectory \( T \) and expressed as
\[ T = l_{0} \rightarrow l_{1} \rightarrow \ldots \rightarrow l_{n-1} \rightarrow l_{n} \]

(13)

Where, \( l_{i} \) in the trajectory represents the location node, and each location node contains \( \text{lng}, \text{lat}, \text{t}. \) \( \text{lng} \) represents the longitude information of the user’s sampling location, \( \text{lat} \) represents the latitude information of the user’s sampling location, and \( \text{t} \) represents the sampling time of the user sending a query.

To avoid the anonymous location and the user’s real behavior does not match the occurrence of the situation, the semantic feature should be related user’s mobile. A location semantic model is proposed based on long stay location, which is called stay-point, to obtain location semantic information related to users’ mobile behavior. The stay point \( s \) is a geographic region where a user stayed over a time threshold \( \theta \), within a distance threshold \( \theta_{d} \). Thus, the stay-point can be get when the location \( l_{i}, l_{j} \) in \( T \) satisfies time constraint \( \text{len}(l_{i}, l_{j}) > \theta \) and distance constraint \( \text{dis}(l_{i}, l_{j}) > \theta_{d} \) at same time. At this point, the center of the stop area is the stay point \( S \).

Then, the basic semantic feature (BSF) of \( S \) can be described by geographic semantic information such as hospitals and schools belonging to the point of interest within the same stay area. Inspired by the TF-IDF technology[21], we take the original semantic type of the location as the word, the stay area as the document, and the mobile area of all users as the thesaurus, then the weight of the PoI of type \( i \) can be expressed as
\[ s_{fi} = \frac{m_{i}^{n}}{M_{r}} \times \frac{M_{p}}{m_{ip}} \]

(14)

Where, \( m_{i}^{n} \) and \( m_{ip} \) represent the number of type \( i \) request locations appearing in the stay area and the user’s trajectory data set, respectively. \( M_{p}, M_{r} \) represent the total number of request locations similar to \( M_{p} \) and similar locations, respectively. In Eq. (12), the first part represents the frequency of category occurrence, while the second part represents the reverse frequency of the category. Then, The semantic feature vector of the stay point is obtained by semantic type weights for all locations in the stay area \( \text{BSF} = \{s_{f1}, s_{f2} \ldots s_{fn}\} \).

The residence time in different semantic type locations is also an essential factor in the semantic description because the different stay times in the same semantic type location can reflect the user’s different semantic purpose of mobile user behavior. For example, the gas station’s location where the longer stay time maybe for refueling, while the shorter stay time maybe for going to the bathroom. Thus, the temporal semantic features (TSF) are critical factors for semantic description and can be computed by the result of the user’s departure time subtract arrive time as follow:
\[ \text{TSF}_{i} = t_{\text{leave}} - t_{\text{arrive}} \]

(15)

Where, \( t_{\text{arrive}} \) represents the time when the user arrives at position \( i \), and \( t_{\text{leave}} \) represents the time when the user leaves position \( i \).

4.3.2 Construct Personal Semantic Tree

Considering the semantic feature, which includes BSF and TSF, represented as \( F = \{\text{BSF}, \text{TSF}\} \), the hierarchical semantic tree can be constructed to describe the semantic information of each location, which is represented as \( G = (V, E, F) \). Where \( V \) represents a tree node information, the node’s value is equal to the different users of different granularity relevant mobile location, such as stay-location information (internal node), real request location information (leaf node), etc. These nodes can be divided into leaf nodes and internal nodes. The user’s request location represents by the leaf nodes, and leaf nodes belonging to the same ancestor.
reflect these locations belong to the same semantic type, the internal node can represent the stay-point, aggregation point position of the semantic description of coarse-grained said. E represents a side of the tree structure, each edge represents the relationship between the two adjacent nodes.

The basic idea of the semantic hierarchical tree construction is first to build the basic layer and then extend it up and down, respectively, as shown in Fig. 5. Then the semantic tree can be constructed by the following step:

1) We first cluster the stay-point based on its BSF and the stay-point nearest the cluster center can be taken as the node of the basic layer.

2) Then, we perform the operation of upwards from the basic layer iteratively based on BSF of stay-point. The node of this tree can be obtained by the stay-area merge method in [22]. Also, this iterative process ends when the root node is obtained and upwards process as shown in algorithm 3.

3) Finally, we operated downwards from the basic layer iteratively, according to the TSF of locations. The EM-cluster method [23] is introduced and adopted for this cluster. The downwards process is shown in algorithm 4.

4.3.3 Anonymous Set Construction

To prevent privacy leakage caused by sensitive semantic location, this paper proposes an anonymity set construction method that must meet the following constraints: 1) All anonymous locations are not associated with the user visit. That is, they are non-sensitive semantic locations to users. 2) the constraint of semantic diversity among anonymous locations.

To satisfy constraint 1, we design a sensitive semantic location replacement method. We find that a more personal pattern of the user’s visits to a particular semantic category implies that the semantic category is more sensitive to the user. According to this finding, the frequency of users’ access to the semantic location of different categories can represent the sensitivity of location. For one user, when a semantic location appears more frequently in the user’s access track and less frequently in the other user’s access track, it is sensitive to this user.

To describe this sensitivity of location, the TF-IDF ap-

Algorithm 3 Upward

Input:
The Stay-Region set, $SR$;
The Basic Semantic Feature set, $SC$;
The Similarity threshold, $\lambda_{sim}$;

Output:
The clustered stay-point set, $S*$;

1: Initialize the $S*, SR^*$;
2: while each $i$ in range($SC$) do
3: if $S* == null$ then
4: $j = i + 1, k = 1$;
5: $SR^{k}_{t} = SR_{t}$;
6: end if
7: $sim_{ij} = getSim(SR^{k}_{t}, SC)$; // similarity computing by [25]
8: if $sim_{ij} < \lambda_{sim}$ then
9: $SR^{k+1}_{t} = SR_{t}$;
10: end if
11: if $sim_{ij} > \lambda_{sim}$ then
12: $S^{k} = getS(SR^{k}_{t})$;
13: $k = k + 1$;
14: $SR^{k}_{t} = SR_{t}$;
15: $j = j + 1$;
16: end if
17: end while
18: return $S*$;

Algorithm 4 Downward

Input:
The location set, $L$;
The Temporal Semantic Feature set, $TSF$;
Number of Iterations, $N$;
Convergence parameters, $\lambda$;

Output:
The clustered location set, $C = \{C_i\}, (i = 1, 2, 3...n)$;

1: Initialize the cluster center $c = c_j$;
2: while each $i$ in $N$ do
3: E Step:
4: Compute the $d_{ij} = ||TSF_{i} - C_j||^2$ and choose the locations $L_i \in L$ to join the Cluster $C_j$ based on $d_{ij}$;
5: Compute the likelihood function $Q_n(z^n) := P(z^n | TSF_{i}, c^n) P(c^n)$ of the clustering result in each iteration
6: M Step:
7: Update the cluster center based on $c_{n+1} = \sum_{TSF \in C_i} TSF_{i} / \sum c_{i}$
8: $c_{n+1} := arg\max \sum c_{i} Q(t | z^n) \log \frac{P(z^n | TSF_{i})}{P(c^n)}$
9: end while
10: if $c_{n+1} - c_n < \lambda$ then
11: break;
12: end if
13: return $C$;

4 plies in this case. According to the TF-IDF, we first take the semantic type of the current user’s location as the word, the semantic type of all the user’s trajectory data as the document. The word frequency can be calculated by proportioning the semantic type of the current location to the frequency of the user’s trajectory. The frequency of the reverse file is calculated according to the frequency of this semantic type in all other user trajectories, and finally, the semantic sensitivity of the user’s current location is evaluated by multiplying the two

$$ss_{i} = \frac{n_{w}}{N_{a}} \times \log \frac{N}{n_{i}} \tag{16}$$
shown in Fig. 6 (The red sensitive semantic node characterized by semantic distance not include sensitive locations related to users. The weights of all positions the semantic obtained, which does not include sensitive locations related to users. Moreover, these selected anonymous locations should be near the requested location. Therefore, we perform security analysis in the case of both of these attacks occurring in this section.

**Algorithm 5 Construct Anonymity Set**

*Input:*  
The Personal Request Location, RL;  
The Personal semantic tree, Tree;  
The threshold, $\theta_r, \theta_s, k$;  

*Output:*  
The Anonymous Set, AS;  

1. Initialize ACS, AS, k, count;  
2. **for** Each Node $\in$ Tree.LeafNode **do**  
   3. Compute ss based on Equation(14) of Node;  
   4. **end for**  
   5. Find the sensitive node with the ss by outlier detection method in [24];  
   6. Choose the replacement node by equation(14) and then complete replacement;  

**Construct the anonymity candidate set**  

1. **for** Each Node $\in$ Tree.LeafNode **do**  
   2. Choose Node from different clusters;  
   3. ACS=ACS $\cup$ Node;  
   4. **for** ACS $\in$ ACS **do**  
       5. ACS=ACS $\cup$ Node;  
       6. Remove the Node from the Tree;  
   7. **end for**  
   8. Check ACS satisfies semantic diversity constrain and distance constraints;  
   9. Choose ACS that meet distance between it and anonymous Locations more than 6;  
   10. **if** Dis($\text{CS, RL}$)$<\theta_r$ and Dis($\text{CS, RL}$)$>\theta_s$ **then**  
       11. AS=AS $\cup$ CS;  
       12. Compute Dis($\text{CS, RL}$) $\times$ $\text{Sim(\text{CS, RL})}$;  
       13. **end if**  
   14. **if** $m == k\text{-}1$ **then**  
       15. Break;  
   16. **end if**  
   17. **end for**  

5. **Construct the anonymity set**  

18. **for** Each CS $\in$ ACS **do**  
   19. **if** $\text{Dis(\text{CS, RL})}<\theta_r$ and Dis($\text{CS, RL}$)$>\theta_s$ **then**  
       20. AS=AS $\cup$ CS;  
       21. Remove the CS from the ACS;  
       22. $\text{count} = \text{count} + 1$;  
   23. **end if**  
   24. **if** $m == k\text{-}1$ **then**  
       25. Break;  
   26. **end if**  
   27. **end for**  
   28. return AS;

---

Where $n_i$ represents the number of the type i semantic that appears in the personal movement, and $n_i$ represents the total number of the i-th semantic class that appears in all request locations. $N_a$ is the number of types i locations in the individual track, and $N$ is the total number of all request locations. In Eq. (14), the first half represents the occurrence frequency of the i-th category in the user’s movement, and the second half represents the reciprocal of the frequency of this category in all POIs. The height $h$ of the upward backtracking) and shown in Fig. 6 (The red sensitive semantic node $ssi$ is replaced by the node indicated by the arrow).

$$h = \left(1 - \frac{ss_i}{SS}\right) O_t + \frac{ss_i}{SS} O_r$$  

(17)

where $O_t, O_r$ represents the replacement range specified by the user, and $SS$ represents the sum of the sensitive weights of all positions the semantic obtained, which does not include sensitive locations related to users. To satisfy constraint 2, the anonymous locations are characterized by semantic differences between the request location and each other. Moreover, these selected anonymous locations should be near the requested location.

Considering the above constraints, the construction of an anonymity set consists of three steps and is shown in algorithm 5:

1) Sensitive Node Replacement: we took the personal sensitive location as an outlier and replaced it by outlier detection in [24], as shown in line 6 to line 10;  
2) Find Anonymity Candidate Set: To ensure that semantic diversity is met and ACS is added by traversing and selecting leaf nodes in different clusters, as shown in line 11 to line 19;  
3) Construct Anonymity Set: The anonymity set is constructed by choosing a location that meets the semantic difference and near the RL, as shown in line 20 to line 27;
constraint and providing the corresponding Lagrangian Factors. Therefore, we analyze the security from these two stages.

After executing an attack against anonymous servers, the attacker can take possession of \( n - 1 \) of the anonymous servers and obtain the encrypted queries therein. In this process, the attacker can recover directly based on the obtained query information and steal the Lagrangian Factor for recovery.

When the attacker possesses \( n - 1 \) anonymous servers, he can use EQ’s encrypted query information to generate the following \( k't \)-order equations for query reconstruction.

\[
\begin{align*}
    f_1(x) &= \sum_{m=0}^{t-1} a_{1m}x^m = a_{10} + a_{11}x + \cdots + a_{1(t-1)}x^{t-1} \\
    f_2(x) &= \sum_{m=0}^{t-1} a_{2m}x^m = a_{20} + a_{21}x + \cdots + a_{2(t-1)}x^{t-1} \\
    \vdots \\
    f_k(x) &= \sum_{m=0}^{t-1} a_{km}x^m = a_{k0} + a_{k1}x + \cdots + a_{k(t-1)}x^{t-1} \\
\end{align*}
\]

(18)

The above set of equations includes \( k't \) polynomial coefficients. Since \( k't > n - 1 \) and it doesn’t match the condition of the linear equation system solution, the above set of equations does not get a unique solution. Thus, the original query \( Q \) is not be recovered.

Further, the attacker obtains \( n - 1 \) Lagrangian Factors of other users for query reconstruction by disguise and last sent Lagrangian Factor (LF). After obtaining \( n - 1 \) LF, the attacker can build \( n - 1 \) equations, which contain \( k't \) equation coefficients. Since \( k't > n - 1 \), and it doesn’t meet the condition of the solution of the linear equation system that \( n - 1 \) equations do not get a unique solution. In this context, only the linear correlation result of the original query \( Q \) can be obtained, even though no information is obtained at all.

Based on the above analysis, the value of \( \text{PR}(Q|\text{EQ}) \) is close to zero and thus the proposed method is proved to be effective against the anonymous server attack.

**Semantic Attack:** The semantic attack represents the probability \( \text{PR}(\text{RL}|\text{AS, BK}) \) that the attacker inferred the semantic category of the real location (RL), based on the semantic background knowledge (BK), including temporal semantic knowledge, geographic semantic knowledge and sensitive semantic knowledge) that he has about the real user, after obtaining the anonymity set by stealing. Specifically, the operation \( \text{PR}(\text{RL}|\text{AS, BK}) \) that improves the probability of inferred semantic of real location by filtering the anonymous locations that are not related to the background knowledge one possesses.

**Theorem 3:** Our method can ensure security under semantic attack.

The anonymous set constructed based on the privacy-preserving method in this paper satisfies two semantic differences, including the semantic difference of geography and the temporal semantic difference. Thus, the anonymous set contains \( m_1 \) anonymous locations with different semantic categories of geography and \( m_2 \) anonymous locations with the temporal semantic difference, where \( m_2 \geq m_1 \).

When the attacker launching a semantic attack to an anonymous set based on geographic knowledge BK1, it includes \( m_1 \) geographically distinct semantic locations, and thus the probability that the attacker identifies the real requested location based on the semantic knowledge is \( 0<\text{Pr}(\text{RL}|\text{AS, BK1})<1/m_1 \). Moreover, since the semantic description vector contains information about the geographic semantics and the anonymous location is chosen to maximize the semantic difference of the description vector, the probability of \( m_1 \) is large and \( \text{Pr}(\text{RL}|\text{AS, BK1}) \) is small, \( \text{Pr}(\text{RL}|\text{AS, BK1}) < \text{neg1} \), where \( \text{neg1} \) is a very small probability.

When the attacker launching a semantic attack to an anonymity set based on temporal knowledge BK2, since the anonymity set contains \( m_2 \) temporal semantic locations of different classes, the probability that the attacker identifies the real request location based on the semantic knowledge is \( 0<\text{Pr}(\text{RL}|\text{AS, BK2})<1/m_2 \). Because the anonymous location is selected by considering maximizing the temporal semantic difference location, \( m_2 \) is large and \( \text{Pr}(\text{RL}|\text{AS, BK2}) < \text{neg2} \), where \( \text{neg2} \) is a very small probability.

Also, the probability of identifying a sensitive semantic location in the anonymity set at this time is small and less than the very small probability \( \text{neg3} \) due to the substitution operation performed on the semantic sensitive location.

According to above analysis, the probability \( \text{Pr}(\text{RL}|\text{AS, BK})+\text{neg3}<\text{neg1}+\text{neg2}+\text{neg3} \) (BK=BK1+BK2) after performing the semantic attack and it is difficult to occur.

### 6. Experiment

#### 6.1 Experiment Setting

To verify the method proposed in this paper, we implemented all the methods in Python language and ran them on a 3.20GHz Intel octa-core GPU, 16GB RAM, and Windows 10 computer. The experimental data came from the domain recognized TDS data set [26], which included more than 1500 users’ request locations generated by Brinkhoff software simulation and extracted 500 users’ data and added their simulated query in our experiment. The example of a dataset is shown in Fig. 7. In addition, we use the API provided by Baidu Map to add semantic information features of TDS data. Specific includes six main categories and 44 subcategories, 110 meters and 10 minutes were used as the thresholds for stop points (i.e., more than 10 minutes away from 110 meters), and 1822 stay-points were extracted from the TDS for the construction of a personal semantic tree.

Based on the association knowledge of the semantic location and user identity information that the attacker understands, combined with the Bayesian inference model, the inference attack on the anonymity set can be carried out. In order to avoid accidental and special cases, the experimental results are all from the results of 500 operations and the main parameters setting, as shown in Table 1. Finally, To evaluate the proposed method, we conduct experiments
from two aspects utility and privacy.

To verify availability, the AA and TC metric are used to measure.

1) Anonymity Area (AA) [17]: We use the area of the smallest circle (R represent its radius) that can cover all anonymous locations in each anonymity set to evaluate the availability of the proposed method as

\[ AA = \pi R^2 \]  

(19)

2) Time Cost (TC) [28]: We use the time overhead of the proposed method to complete the requested service, including the total time of Encryption of query (t₁), generation of anonymity set (t₂) and decryption of query and return of service (t₃), to evaluate the time availability of the method and represent as

\[ TC = t_1 + t_2 + t_3 \]  

(20)

To verify privacy, the ASD and ROT metric are used to measure method privacy for user under semantic attack and PERL is used for measure its privacy in a common scenario.

1) Probability of Exposing Real Location (PERL) [27]: We use the ratio of anonymous locations filtered out \( N_f \) by the attacker to all the anonymous locations \( N \) to evaluate the privacy of proposed method, and express as

\[ PERL = \frac{1}{N - N_f} \]  

(21)

2) Average Semantic Distance (ASD) is calculated by averaging the semantic difference distance of the anonymous location and this semantic difference distance as the number of edges between two positions in the semantic tree \( d_s() \).

\[ ASD = \frac{1}{k} \sum_{i=1}^{k} d_s(l_i, l_{i+1}) \]  

(22)

3) Ratio Of Sensitive Location (ROS): We use the ratio between sensitive semantic locations relevant to the user \( N_s \) and the number of anonymous locations in 100 anonymity sets \( N_{sum} \) to Verify privacy under semantic attack ROS

\[ ROS = \frac{N_s}{N_{sum}} \]  

(23)

6.2 Efficiency and Analysis

In this section, we analyze the efficiency of our method in two aspects: Usability and Privacy. In particular, we consider the evaluation index under semantic attack to verify privacy security.

1) Utility Analysis: In this section, we analyze the effect of different parameters on the efficiency of our method based on Time Cost (TC). Figure 8 (a) shows that with the number of k increased, the TC curve has a low increase trend. This is due to more privacy levels needing our method to find more anonymous locations to satisfy semantic differences and thus result in the TC. Moreover, since the higher \( n_a \) needs more anonymous server collaborative to generate and take more time in this process, higher \( n_a \) has longer protection.

Figure 8 (b) shows that with the number of anonymous servers increasing, the TC curve has increased trend. This is because, as the anonymous server increases, the query encryption process needs to take more time (including partition time and secret computation time). Thus it increases the total time cost. Moreover, due to the privacy degree k
increase need time for selecting more anonymous location, the curve of larger k with the higher the time cost than lower.

As shown in Fig. 8 (c), with the increase of privacy demand k, the AA curve presents an upward trend. And this growth trend is gradually accelerating. This is because the higher privacy requirements make the number of locations in the anonymity set grow. Also, since we consider sensitive language locations for replacement, these selected locations are far from the requested location. Moreover, this increase in the number of locations to be replaced leads to accelerated growth of AA as the privacy requirement k increases. Therefore, we need to choose the appropriate privacy requirements and thus obtain the tradeoff between availability and privacy.

As shown in Fig. 8 (d) shows that with the number of anonymous servers increasing, the AA curve has decreased trend. And this downtrend is gradually decelerating. This is because the more anonymous servers we have, the more efficient our method can be, and the closer the anonymous location is to ensure that our semantic privacy needs are met.

2) Privacy Analysis We first verify the security of our method based on PERL, which is used to common metrics for verifying privacy security. To further verify the proposed method’s security, we analyze privacy based on ASD, ROS while adversaries know sensitive semantic information about users. Specifically, the attack is carried out by sensitive semantic location-tagged data as prior knowledge and then attacked by the Bayesian model. ASD and ROS have recognized metrics for verifying privacy security against semantic attacks.

As shown in Fig. 9 (a), with the increase of privacy demand k, the ASD curve presents an upward trend. This is because the higher privacy requirements increase the number of locations belonging to different semantic types in the anonymity set. When the anonymous locations are chosen for anonymity, our method considering its semantic type, should be different from the chosen location. To improve semantic diversity further, chosen locations should not be in the same semantic class as the real location. This reason made the ASD increase and ensured the diversity of anonymous locations for preventing the semantic attack.

As shown in Fig. 9 (b), the ROS curve presents a downward trend with the increase of privacy demand k. This is because the higher privacy requirements make the number of locations in the anonymity set grow. Also, since we consider sensitive language locations for replacement, it leads to these selected locations for replacement and thus reduces the number of sensitive locations. The above analysis shows that our method can effectively avoid the privacy damage caused by sensitive semantic exposure.

Figure 9 (c) shows that with the increase of privacy demand k, the PERL curve presents a slow downward trend. And this trend slows down gradually. The reason for this phenomenon is twofold: 1) The higher privacy requirements make it more difficult for the attack, which makes the PERL lower. 2) At the same time since our approach considers both sensitive semantics and the effect of semantic differences for anonymous location selection, it makes it further difficult for the requested location to be identified even if the attacker has relevant background knowledge.

6.3 Comparison and Analysis

In this section, in order to further illustrate the effectiveness of our method, the sensitive location diversity anonymity set construction method, called STA-LPPM in [17], the anonymity set construction method based on road network semantic diversity called LPRN[16] and the location privacy protection method called NLP in [8], which combines simple semantic of locations and query probability are choose for comparison.

AS shown in Fig. 10(a), with the increase of k value, the curve of TC shows a slow upward trend, and our method has achieved the second best effect after NLP. The reason for this phenomenon is the cost time of our method, including encryption and decryption of queries, the anonymous communication between the server and the user role-sensitive semantic model generation, and anonymity collection construction. Although it is optimized in our ap-
As shown in Fig. 11 (a), PERL of all the methods shows an upward trend with the increase of k value, and our scheme achieves a lower PERL than the other three methods, especially in the case of increased user privacy requirements. The main reason for this phenomenon is that this paper adopts the anonymity set construction method based on sensitive semantics, and the best effect is achieved. And this advantage is becoming more and more evident as the need for privacy increases. With the increasing demand for anonymity, our location semantic modeling method can provide more choices and achieve better results than the traditional basic semantic annotation. Since STA-LPPM considers the availability and privacy of semantic anonymity construction methods, the initial effect is similar to that of this paper. However, with the increase of privacy demand, it is challenging to meet the privacy demand because it only considers the simple semantic model. Since LPRN considers simple network semantics but does not have balanced optimization, it achieves the third most effective result. However, NLP does not consider the anonymity of semantic location, so it has the highest probability of leakage.

As shown in Fig. 11 (b), ASD of all the methods shows an upward trend with the increase of k value, and our scheme achieves the highest ASD than the other three methods, especially in the case of increased user privacy requirements. This trend is because our anonymity set construction method considers the semantic diversity that combines geography and user-related semantic information. Since STA-LPPM adopts semantic relativity, representing the multidimensional difference of semantic to describe fine-grained semantic information of location and thus generates more categorical candidate locations for choosing, good results were obtained. Since LPRN considers more comprehensive semantic information with the constrain of road network than NLP, it doesn’t think the semantic information, it has better ASD than NLP.

As shown in Fig. 11 (c), the ROS of all the methods shows a downward trend with the increase of k value, and our scheme achieves a lower ROS than the other three methods. The main reason for this phenomenon is that our method considers describing sensitivity semantics location and replacement for anonymity and thus avoids revealing user’s sensitive location. Because the STA-LPPM considers the simple sensitivity of locations not user-related. It achieves a second effective result since the other two anonymity methods do not consider the negative effects of sensitive semantic locations and thus achieve close and worst outcomes.

7. Conclusion

Considering the sensitive semantic locations releasable user identifier and single anonymous server attack, based on multiple-anonymous servers, we propose a user identical-correlation location semantic privacy protection method, including query encryption and anonymity methods. To resist the attack of anonymous servers, a query encryption method combining the Shamir mechanism and multiple-anonymous servers is proposed. In order to improve the ability to re-
sist attacks on sensitive semantic locations, we adopt the personal semantic tree based on mobile patterns and the replacement of sensitive semantic locations for anonymity. The experiments result show that our method outperforms previous methods regarding privacy and usability.
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