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Abstract—Remote sensing image change detection is of great importance in disaster assessment and urban planning. The mainstream method is to use encoder-decoder models to detect the change region of two input images. Since the change content of remote sensing images has the characteristics of wide scale range and variety, it is necessary to improve the detection accuracy of the network by increasing the attention mechanism, which commonly includes: Squeeze-and-Excitation block, Non-local and Convolutional Block Attention Module, among others. These methods consider the importance of different location features between channels or within channels, but fail to perceive the differences between input images. In this paper, we propose a novel image difference attention network (IDAN). In the image preprocessing stage, we use a pre-training model to extract the feature differences between two input images to obtain the feature difference map (FD-map), and Canny for edge detection to obtain the edge difference map (ED-map). In the feature extraction stage, the FD-map and ED-map are input to the feature difference attention module and edge compensation module, respectively, to optimize the features extracted by IDAN. Finally, the change detection result is obtained through the feature difference operation. IDAN comprehensively considers the differences in regional and edge features of images and thus optimizes the extracted image features. The experimental results demonstrate that the F1-score of IDAN improves 1.62% and 1.98% compared to the baseline model on WHU dataset and LEVIR-CR dataset, respectively. The code we use will be available for download.

Index Terms—Change detection; feature difference map; edge difference map; feature difference attention module; edge compensation module

I. INTRODUCTION

REMOTE sensing image change detection is of great significance in natural disaster assessment and land resource management, but the images collected at different times often have different styles, which brings challenges to high-precision detection. Image difference method [1] is a traditional method to detect the changing areas between images. The objects of difference include pixels, colors, textures, etc. Fangrong Zhou et al. [2] used the inter-frame image difference method to extract the features of the natural disaster area in the image. Fan Gao et al. [3] combined color features and texture features to improve the detection performance of the image difference method for changing regions. This method can easily detect the location of the changing area, but because the algorithm is relatively simple, the detection results are often rough and susceptible to interference from background noise. In order to achieve higher-precision in remote sensing image change detection, more researchers use deep convolutional features as the difference object: Lu Xu et al. [4] proposed a change detection method based on an improved U-net [5] to reduce the salt-and-pepper phenomenon and false detections in traditional methods. Compared with traditional methods, deep learning methods have a higher number of parameters and a complex model structure, so they have better experimental results.

Adding an attention mechanism to deep learning can improve the accuracy and efficiency of image change detection. The existing attention mechanisms mainly include three categories: (1) Channel attention mechanisms: Jie Hu et al. [6] used a fully connected layer to generate a weight for each channel to represent the importance of that channel in the next stage, and multiplied the weight with the corresponding channel as the output of this stage. (2) Spatial attention mechanism: Xiaolong Wang et al. [7] used a non-local module to make the neural network convolutional layer realize the global perception of the feature map, in order to find which area of the target that needs attention in the entire space. (3) Hybrid attention mechanism: Sanghyun Woo et al. [8] used the convolutional block attention module (CBAM), which can guide the neural network to learn what needs to be paid attention to in the channel and space dimensions at the same time. Qian Shi et al. [9] applied CBAM to the task of remote sensing image change detection and proved the effectiveness of the improvement. Xueli Peng et al. [10] added an attention mechanism to U-net++ [11] to optimize the performance of the model on seasonal change detection tasks. These attention mechanisms are optimized for the feature of a single image, without considering the feature difference and edge difference between the images, so it is difficult to perform feature optimization in the task of remote sensing image change detection.

In view of the limitations of the aforementioned methods, this article proposes image difference attention Network (IDAN). The backbone of IDAN is responsible for extracting image features, and then splitting and subtracting the channels of image features to obtain the detection result of the changed area. In order to perceive the changes in the input images, we input two images into a pre-training model to extract features and perform the difference operation to obtain the feature
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difference map (FD-map), and then input the FD-map into IDAN through the feature difference attention module (FDA-module) to optimize the features. In order to improve the edge missing phenomenon in the feature extraction process of the model, we perform edge detection and difference operation on two images to obtain the edge difference map (ED-map), and then fuse the ED-map with the feature map in IDAN through the edge compensation module (EC-module). Experiments demonstrate that the proposed attention mechanism optimizes the model better than the aforementioned existing methods, and the F1-score of IDAN experimental results improves by 1.62% and 1.98% compared to the baseline model on two publicly available datasets.

The main contributions of this paper are as follows:

1. IDAN is proposed for change detection in remote sensing images, and show better results than traditional methods.
2. FD-map and FDA-module are designed to optimize the feature map within IDAN and improve the detection accuracy.
3. By using ED-map, EC-module is designed to compensate the edges of features within IDAN to enhance the performance of model detection.

II. OUR APPROACH

In this section we will introduce: (1) preparation of the difference map; (2) structure of IDAN; (3) two feature optimization modules in IDAN; (4) the feature difference method and the loss function of IDAN.

A. Preparation of difference map

The preparation process of the FD-map is shown in Fig. 1(a). A pre-training model from the ImageNet [12] is used to extract the features of the two images and perform the difference operation. The function of FD-map is to use the image difference method based on deep convolution feature to pre-extract the change area of the image, and to weight the corresponding position of the feature map in IDAN. The preparation process of ED-map is shown in Fig. 1(b). The edge operator is used to detect the edges of the two images respectively, and then the detection results are subjected to the difference operation. The function of ED-map is to use traditional image processing methods to pre-extract the edge information of the image in order to compensate for the lack of feature edges in the process of extracting image features by IDAN.

B. Network structure

The structure of IDAN is shown in Fig. 2. The input is two images and the output is the detection result of the image change area. The two images are sent to the backbone for feature extraction after channels concatenated, and the parameters of the convolutional layer in the backbone are consistent with U-net [5]. After the backbone completes feature extraction, each channel of the feature map contains the information of the two input images. In order to directly obtain the feature difference between the input images, the feature map is split equally into two parts on the channel which then are subtracted. Finally, the convolutional layer is used to reduce the number of feature channels and get the change detection result. In IDAN, the feature map is optimized through the feature difference attention module (FDA-module), and the edge of the feature map is compensated through the edge compensation module (EC-module).
C. Feature optimization module

The feature difference attention module (FDA-module) is shown in Fig. 3. On the one hand, the FDA-module combines the features extracted from the original image by the pre-training model to enrich the internal features of IDAN. On the other hand, it obtains the difference results of high-dimensional features so that it can perceive the changing area of the image and optimize the features in IDAN.

The edge compensation module (EC-module) is shown in Fig. 4. The EC-module combines features extracted by the backbone and the edge information extracted by the Canny operator in ED-map to compensate the edge of the feature map in IDAN. In order to improve the compatibility between single-channel edge features and multi-channel image features, FD-map and step function are used to perform feature modulation on ED-map.

D. Difference method and loss function

The difference operation in Fig. 1 includes feature subtraction, expansion and erosion operations:

\[
R = |A - B| \\
R \oplus K = \{x, y | (K)_{xy} \cap R \neq \emptyset\} \\
R \ominus K = \{x, y | (K)_{xy} \subseteq R\}
\]

(1) (2) (3)

A and B represent the feature maps corresponding to the two input images, R represents the result of the two subtractions, and K represents the kernel that performs the expansion or erosion operation.

The Bray-Curtis distance (BCD) is a measure of the dissimilarity between features and has been used [13] as a loss function:

\[
BCD = \frac{\sum_{k=1}^{n} |x_k - y_k|}{\sum_{k=1}^{n} x_k + \sum_{k=1}^{n} y_k}
\]

(4)

Where, \(x\) represents the output of the network prediction, \(y\) represents the corresponding label, \(n\) represents the total number of pixels in the image, and \(k\) represents that our loss needs to be calculated pixel by pixel. If all the values in the input are greater than 0, then the value of BCD will be between 0 and 1. The normalization operation is achieved by dividing the absolute value difference by the sum. IDAN will use BCD as the loss function.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Datasets and image preprocessing

The experiment uses WHU Building change detection dataset (WHU) [14] and LEVIR building Change Detection dataset (LEVIR-CD) [15]. There are two images with a size of 32507×15354 in WHU. These two images were taken in February 2011 and April 2012, covering 12,796 buildings within 20.5 square kilometers. A sliding window with a size of 512×512 is used to sample the original images in sequence, and take one image out of every five images as the test set, and the rest as the training set. A total of 1462 groups of images in the training set and 365 groups of images in the test set were obtained. Each group of images includes images before and after the building changes, and a corresponding label. There are 637 groups of images with a size of 1024×1024 in LEVIR-CD. Each group of images includes the images before and after the building changes, and a corresponding label. The image data collection time span ranges from 5 to 14 years, covering various types of buildings, such as residences, garages, warehouses, etc. This dataset has pre-allocated 445 groups of pictures for training, 64 groups of pictures for verification, and 128 groups of pictures for testing. Each picture was cropped into four 512×512 images for the next step.

Before training the network, we performed a series of preprocessing operations on the image: (1) Zero padding was performed on the original image in four directions, and the size of the image after padding was 1024×1024. (2) Randomly sample the picture using a rectangular frame with a side length in the range of 0.7×512 to 1.3×512. (3) Normalize the sampled image size to 512×512. (4) Perform random rotation and illumination transformation operations within a certain range of the sampling results.

Four metrics were used to evaluate the detection performance of the network, including accuracy (A), precision (P), recall (R), and F1-score (F1):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

(5)

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

(6)

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

(7)

\[
F1\text{-score} = \frac{2 \times TP}{2TP + FP + FN}
\]

(8)
where, TP is true positive, TN is true negative, FP is false positive, and FN is false negative.

B. Experimental result

There are many optional variables in the preparation stage of the difference map, and the related series of comparative experiment results are shown in Table I. For different pre-training models, we uniformly use the feature map after three downsampling operations as the output to match the size of the internal feature map of IDAN. As a representative of the lightweight model, MobileNetV2 [16] improves the detection performance of IDAN with little time cost increase. Xception [17], ResNet50V2 [18] and VGG16 [19] can output higher-dimensional features, which increases the time cost but greatly improves the performance of IDAN. When IDAN is used, we can select an appropriate pre-training model according to actual needs, complete image preprocessing first, and then, release the pre-training model in the GPU to reduce memory usage in the next stage. In subsequent experiments, we all use VGG16 as the pre-training model. Prewitt, Sobel and Canny are all traditional edge detection operators. Canny is a multi-stage optimization operator with filtering, enhancement, and detection. Table I shows the superior performance of Canny operator, so it will be used in subsequent experiments.

In order to verify the optimization effect of FDA-module and EC-module on the model, the experimental results of adding FDA-module and EC-module to the backbone (U-net) separately or simultaneously are shown in Table II, and the position of adding the module is shown in Fig. 2. The experiments show that applying the traditional attention mechanism to the remote sensing image change detection task can improve the recall rate to a certain extent, but it will reduce the accuracy rate and lead to a decrease in the F1 score. Both FDA-module and EC-module optimize the model better than the traditional attention mechanism when used alone. With the combined use of FDA-module and EC-module, the F1 scores of the proposed IDAN experiments on WHU and LEVIR-CD improved by 1.62% and 1.98% over the U-net (baseline model), respectively. The experiments demonstrate that both FDA-module and EC-module can optimize the experimental results of the model on the remote sensing image change detection task. Compared with the traditional attention mechanism, the proposed (IDAN)

| Table I | EXPERIMENTAL RESULTS OF DIFFERENT IMPROVED METHODS ON WHU
| Methods                      | Difference map preparation related variables | Metrics | GFLOPs |
|------------------------------|-----------------------------------------------|---------|--------|
|                              | Pre-training model (Parameters)               | Edge detection operator | A       | P       | R       | F1     | Backbone | Pre-training model |
| U-net                        | -                                             | Canny   | 99.02% | 90.51% | 85.72% | 88.05% | 160.76  | -        |
| U-net + EC-module            | MobileNetV2 (65,920) (N,64,64,192)            | Canny   | 99.00% | 88.69% | 87.57% | 88.13% | 215.82  | 0.68     |
|                              | Xception (193,312) (N,64,64,256)              | Canny   | 99.09% | 91.57% | 86.29% | 88.85% | 215.91  | 4.55     |
|                              | ResNet50V2 (1,171,456) (N,64,64,512)          | Canny   | 99.07% | 90.29% | 87.05% | 88.64% | 216.24  | 15.62    |
|                              | VGG16 (7,635,264) (N,64,64,512)               | Canny   | 99.14% | 90.50% | 88.85% | 89.67% | 216.24  | 73.10    |
|                              | VGG16 (7,635,264) (N,64,64,512)               | Sobel   | 99.04% | 90.10% | 86.69% | 88.36% | 216.24  | 73.10    |

| Table II | EXPERIMENTAL RESULTS OF DIFFERENT IMPROVED METHODS ON TWO DATASETS
| Methods                      | WHU     | LEVIR-CD  |
|------------------------------|---------|-----------|
|                              | Accuracy | Precision | Recall | F1-score | Accuracy | Precision | Recall | F1-score |
| U-net [5]                    | 99.02%   | 90.51%    | 85.72% | 88.05%   | 98.84%   | 91.98%    | 86.37% | 89.09%   |
| U-net + SE [6]               | 98.94%   | 88.61%    | 85.96% | 87.27%   | 98.86%   | 91.36%    | 87.48% | 89.14%   |
| U-net + Non-local [7]        | 98.95%   | 88.03%    | 87.25% | 87.64%   | 98.91%   | 91.84%    | 88.05% | 89.85%   |
| U-net + CBAM [8]             | 99.01%   | 90.91%    | 85.25% | 87.99%   | 98.89%   | 91.86%    | 87.64% | 89.64%   |
| U-net + EC-module            | 99.01%   | 89.64%    | 86.54% | 88.06%   | 98.96%   | 92.25%    | 88.31% | 90.24%   |
| U-net + FDA-module           | 99.13%   | 90.94%    | 87.89% | 89.39%   | 98.94%   | 92.32%    | 87.42% | 90.01%   |
| IDAN                         | 99.14%   | 90.50%    | 88.85% | 89.67%   | 99.04%   | 91.14%    | 91.19% | 91.17%   |

| Table III | EXPERIMENTAL RESULTS OF DIFFERENT METHODS ON TWO DATASETS
| Methods                      | WHU     | LEVIR-CD  |
|------------------------------|---------|-----------|
|                              | Accuracy | Precision | Recall | F1-score | Accuracy | Precision | Recall | F1-score |
| FCN-8s [20]                  | 98.79%   | 90.14%    | 80.48% | 85.04%   | 98.49%   | 87.79%    | 84.45% | 86.09%   |
| CD-net [21]                  | 98.91%   | 89.42%    | 85.48% | 87.41%   | 97.83%   | 90.73%    | 86.82% | 88.73%   |
| U-net [5]                    | 99.02%   | 90.51%    | 85.72% | 88.05%   | 98.86%   | 92.93%    | 85.74% | 89.19%   |
| U-net++ [11]                 | 99.05%   | 90.92%    | 85.84% | 88.31%   | 98.07%   | 92.18%    | 87.84% | 89.96%   |
| DSAMNet [9]                  | 99.02%   | 88.43%    | 88.21% | 88.32%   | 98.95%   | 92.08%    | 88.36% | 90.18%   |
| DDCNN [10]                   | 99.07%   | 90.90%    | 86.43% | 88.61%   | 98.11%   | 91.85%    | 88.69% | 90.24%   |
| IDAN                         | 99.14%   | 90.50%    | 88.85% | 89.67%   | 99.04%   | 91.14%    | 91.19% | 91.17%   |
feature optimization module has superior performance. Some of the detection results are shown in Fig. 5.

To verify the superiority of IDAN performance, various traditional methods were compared, and the experimental results are shown in Table III. Because the attention comes from outside the backbone, IDAN is also affected by some noise while acquiring prior knowledge, which causes a decrease in precision. However, due to the substantial improvement of recall, IDAN still reflects a better overall performance on WHU and LEVIR-CD datasets.

IV. CONCLUSION

This paper proposes a method for remote sensing image change detection based on image difference attention network (IDAN). The proposed method uses traditional image processing approaches to provide prior knowledge for the network. Through the weighting of regional features and the compensation of feature edges, IDAN shows superior performance in remote sensing image change detection tasks. This research provides a new direction for future research: how to use prior knowledge to guide the model’s attention. In the future, the image pre-processing stage can provide more valuable information for model training, such as obtaining richer image features with the help of pre-trained models or using traditional algorithms to provide targeted image information.
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