PERFORMANCE ANALYSIS AND ROBUSTNESS EVALUATION OF A SEQUENTIAL PROBABILITY RATIO TEST FOR NON-IDENTICALLY DISTRIBUTED OBSERVATIONS

Abstract. In this article the problem of a sequential test for the model of independent non-identically distributed observations is considered. Based on recursive calculation a new numerical approach to approximate test characteristics for a sequential probability ratio test (SPRT) and a truncated SPRT (TSPRT) is constructed. The problem of robustness evaluation is also studied when the contamination is presented by the distortion of the distributions of all increments of the log-likelihood ratio statistics. The two-side truncated functions are proposed to be used for constructing the robustified SPRT. An algorithm to choose the thresholds of these truncated functions is indicated. The results are applied for a sequential test on parameters of time series with trend. Some kinds of the contaminated models of time series with trend are used to study the robustness of the truncated SPRT. Numerical examples confirming the theoretical results mentioned above are given.
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Introduction. Sequential analysis was first developed by Abraham Wald [1] and has been widely applied in many fields because of its optimal properties. In practice, the error probabilities $\alpha$, $\beta$ of type I and II can be different from the preassigned values $\alpha_0$, $\beta_0$. In addition, the calculation of conditional average number of observations is very important in optimal evaluation of this approach. In the case of independent identically distributed observations, there have been some approaches to approximate...
the indicated test characteristics. Based on Wald’s fundamental identity and likelihood ratio identity, some approximations for the average numbers of observations have been obtained [1–3]. An important improvement in computing these characteristics is that the operating characteristics (OC) and average sample number (ASN) functions were proved to satisfy the Fredholm integral equation of the second kind (FIESK) [3, 4]. Neglecting the conditions on the existence of their solutions, we can resort numerical methods to get the approximations of these characteristics. Another approach to calculate is to use the properties of absorbing Markov chains [5–7]. This approach allows not only to get the approximate values of test characteristics but also to evaluate the robustness of statistical procedures [6, 8, 9]. For the TSPRT, the upper bounds for the error probabilities of type I and II were achieved by using normal approximation for the accumulated log-likelihood ratio statistic when the maximum number of observations is relatively large [1], or in more general case [2]. In the case of non-identical distributed observations, Liu Y. and Li X. R. [10] have shown numerical solutions in some special cases to the OC and ASN functions by constructing the sequence of the FIESK with respect to the sequence of new stopping times. In this paper, another method based on recursive calculations is constructed for approximating the test characteristics of the SPRT and TSPRT as well. Evaluation of robustness for the truncated sequential test is also studied and these results will be applied for sequentially testing the parameters of time series with trend.

1. Mathematical model and auxiliary results

Let \( \{X_n, n \geq 1\} \) be a sequence of independent random variables on the same probability space \((\Omega, F, P)\) with probability density functions \(\{p_n(x, \theta), x \in \mathbb{R}^1, n \geq 1\}\) respectively, where \(\theta\) is an unknown vector of parameters.

Consider two simple hypotheses:

\[
H_0 : \theta = \theta^0, \quad H_1 : \theta = \theta^1,
\]

where \(\theta^0, \theta^1 \in \mathbb{R}^m\) are known vectors, \(\theta^0 \neq \theta^1\).

Denote the accumulated log-likelihood ratio statistic for \(n\) observations:

\[
\Lambda_n = \Lambda_n(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} \lambda_i,
\]

where \(\lambda_i = \ln \left( \frac{p_1(x_i, \theta^1)}{p_1(x_i, \theta^0)} \right)\) is the log-likelihood ratio calculated on the observation \(x_i\), and \(p_i(x, \theta)\) is the probability density function of \(x_i\) provided the true parameter value is \(\theta\).

After \(n\) observations one makes the decision:

\[
d = 1_{(C_+ = \infty)}(\Lambda_n) + 2 \cdot 1_{(C_- \leq C_+)}(\Lambda_n),
\]

where the thresholds \(C_-\) and \(C_+\) are the parameters of the test. According to Wald [12], \(C_-\) and \(C_+\) can be calculated as follows:

\[
C_+ = \ln \left( (1 - \beta_0) / \alpha_0 \right), \quad C_- = \ln \left( \beta_0 / (1 - \alpha_0) \right),
\]

where \(\alpha_0, \beta_0\) are the given values for error probabilities of types I and II respectively.

Denote \(N = \inf \{n : \Lambda_n \not\in (C_- \ldots C_+)\}\), \(\alpha = P_0(\Lambda_N \geq C_+), \beta = P_1(\Lambda_N \leq C_-)\), where \(P_k(\cdot)\) means the probability measure under \(H_k, k \in \{0, 1\}\). We will use the following auxiliary results.

Lemma 1 [11]. If \(X\) is a non-negative, integer valued random variable, then \(E(X) = \sum_{n=1}^{\infty} P(X \geq n)\).

Theorem 1 [12]. If \(f\) is continuous on \([a, b]\) and \(g\) is monotonic on \([a, b]\), then there exists Riemann – Stieltjes integral \(\int_a^b f(x)dg(x)\).

Corollary 1. If \(g\) is monotonic on \([a, b]\) and \(f\) is C-Lipschitzian on \([a, b]\), i.e., there exists a positive constant \(C\) such that \(|f(x) - f(y)| \leq C |x - y|, \forall x, y \in [a, b]\), then the following expansion holds:

\[
\int_a^b f(x)dg(x) = \frac{f(a) + f(b)}{2} (g(b) - g(a)) + O(b - a).
\]
Theorem 2 [13]. Let \( f(x), g(x) \) be two functions defined on \([a, b]\). Suppose that \( f'' \) and \( g'' \) are continuous on \([a, b]\) and that \( g \) is monotonic there. Then, there exist \( \xi, \tau, \eta, \sigma \in (a, b) \) such that

\[
\int_a^b f(x)g(x)dx \left( f(b) - f(a) \right) + \frac{1}{2} (g(b) - g(a))^2 = \left[ g''(\xi)f''(\tau) - f''(\eta)g''(\sigma) \right] \frac{(b-a)^3}{12}.
\]

2. Main results

2.1. Numerical approach to calculate the test characteristics. Put \( S^{(k)}_n(x) = P_k(\Lambda_i < x) \), and for \( n > 1 \), \( S^{(k)}_n(x) = P_k \left( \Lambda_i < x, \Lambda_i \in (C_-, C_+) \right) \), \( i = 1, \ldots, n-1 \), \( k \in \{0, 1\} \).

Clearly, the function \( S^{(k)}_n(x) \) satisfies the following recurrent relation:

\[
S^{(k)}_n(x) = \int_{C_-}^{C_+} F^{(k)}_n(x) (x-y)dS^{(k-1)}_n(y), \quad n > 1, \quad k \in \{0, 1\},
\]

where \( F^{(k)}_n(x) \) is the cumulative distribution function of \( \lambda \), under hypothesis \( H \).

Assume that \( F^{(k)}_n(x), S^{(k)}_n(x), n > 1, k \in \{0, 1\} \), are continuous functions in \( \mathbb{R} \). Then, from the definitions of \( \alpha, \beta \), and Lemma 1 the test characteristics can be expressed as follows:

\[
\alpha = G^{(0)}(\infty) - G^{(0)}(C_+), \quad \beta = G^{(1)}(C_-) - G^{(1)}(-\infty), \quad E^{(k)}(N) = 1 + G^{(k)}(C_+) - G^{(k)}(C_-),
\]

where \( G^{(k)}(x) = \sum_{n=1}^{\infty} S^{(k)}_n(x), \quad k \in \{0, 1\} \), \( E^{(k)}(\cdot) \) means expectation under \( H \). Since \( G^{(1)}(-\infty) = 0 \), and \( G^{(0)}(\infty) = 1 + \sum_{n=1}^{\infty} P_0 \left( \Lambda_i \in (C_-, C_+) \right) = 1 + G^{(0)}(C_+) - G^{(0)}(C_-) \), we have

\[
\alpha = 1 - G^{(0)}(C_-), \quad \beta = G^{(1)}(C_-),
\]

\[
E^{(k)}(N) = 1 + G^{(k)}(C_+) - G^{(k)}(C_-), \quad k \in \{0, 1\}.
\]

Assume that \( E^{(k)}(N) < +\infty, k \in \{0, 1\} \). In this case, from Lemma 1 we get

\[
p^{(k)}_n = \sum_{j=n}^{\infty} P_k \left( \Lambda_i \in (C_-, C_+) \right) \to 0 \text{ as } n \to \infty, k \in \{0, 1\}.
\]

Given a very small positive value \( \varepsilon_0 \), there exists \( n_0 \in \mathbb{N} \) such that \( p^{(k)}_n \leq \varepsilon_0, \forall n \geq n_0, k \in \{0, 1\} \). Note that \( S^{(k)}_{n_0}(x) \leq P_k(\Lambda_i, i = 1, \ldots, n_0, k \in \{0, 1\} \). Thus, allows us to approximate \( G^{(k)}(x) \) by the new function \( \overline{G}^{(k)}(x) \):

\[
G^{(k)}(x) \approx \overline{G}^{(k)}(x) = \sum_{i=1}^{n_0} S^{(k)}_i(x), \quad \forall x, k \in \{0, 1\},
\]

where \( |G^{(k)}(x) - \overline{G}^{(k)}(x)| \leq \varepsilon_0, \forall x \).

Next, we use a numerical method for approximating the values of functions \( S^{(k)}_n(x), n \geq 2, k \in \{0, 1\} \).

Without loss of generality, assume that \( H_0 \) is true. Let \( H > 1 \) be a fixed positive integer, and \( \{t_i, i = 1, H\} \) be a partition of \([C_-, C_+]\), where \( t_i = C_- + (i - 1)h, \quad i = 1, \ldots, H, \quad h = \frac{C_+ - C_-}{H - 1} \). Using Theorem 2, under some assumptions of the functions \( F^{(0)}_n(x) \) and \( S^{(0)}_n(x) \), the Riemann-Stieltjes integral \( \int_{C_-}^{C_+} F^{(0)}_n(x) (x-y)dS^{(0)}_{n-1}(y) \) can be expanded as \( h \to 0 \):

\[
S^{(0)}_n(x) = \sum_{j=1}^{H-1} \left[ F^{(0)}_n(x-t_j) + F^{(0)}_n(x-t_{j+1}) \right] \left[ S^{(0)}_{n-1}(t_{j+1}) - S^{(0)}_{n-1}(t_j) \right] + O(h^2).
\]
This can be rewritten:

\[
S_n^{(0)}(x) = -\frac{1}{2} \left[ F_n^{(0)}(x-t_1) + F_n^{(0)}(x-t_2) \right] S_{n-1}^{(0)}(t_1) + \frac{1}{2} \left[ F_n^{(0)}(x-t_{H-1}) + F_n^{(0)}(x-t_H) \right] S_{n-1}^{(0)}(t_H) + \frac{H-1}{2} \sum_{j=2}^{H-1} \left[ F_n^{(0)}(x-t_{j-1}) + F_n^{(0)}(x-t_{j+1}) \right] S_{n-1}^{(0)}(t_j) + O(h^2).
\]

Denote \( f_i^{(j)} = S_j^{(0)}(t_i), f = 1/n_0, i = 1, H \). For \( 2 \leq n \leq n_0 \), we obtain the following systems of linear equations:

\[
f_i^{(n)} = -\frac{1}{2} \left[ F_n^{(0)}(t_i-t_1) + F_n^{(0)}(t_i-t_2) \right] f_i^{(n-1)} + \frac{1}{2} \left[ F_n^{(0)}(t_i-t_{H-1}) + F_n^{(0)}(t_i-t_H) \right] f_i^{(n-1)} + \frac{H-1}{2} \sum_{j=2}^{H-1} \left[ F_n^{(0)}(t_i-t_{j-1}) + F_n^{(0)}(t_i-t_{j+1}) \right] f_j^{(n-1)}, i = 1, H.
\]

Denote \( f^{(n)} = (f_1^{(n)}, ..., f_H^{(n)})^T, n \geq 1, \) and \( D^{(n)} = \{d_j^{(n)}\}_{H+H}, n \geq 2, \) where

\[
d_j^{(n)} = \begin{cases} 
\frac{1}{2} \left[ F_n^{(0)}(t_i-t_{j-1}) - F_n^{(0)}(t_i-t_{j+1}) \right], & i = 1, H, j = 2, H-1, \\
-\frac{1}{2} \left[ F_n^{(0)}(t_i-t_1) + F_n^{(0)}(t_i-t_2) \right], & i = 1, H, j = 1, \\
\frac{1}{2} \left[ F_n^{(0)}(t_i-t_{H-1}) + F_n^{(0)}(t_i-t_H) \right], & i = 1, H, j = H.
\end{cases}
\]

We get \( f^{(n)} = D^{(n)} f^{(n-1)}, 2 \leq n \leq n_0, \) where \( f^{(1)} = (f_1^{(1)}, ..., f_H^{(1)})^T \), and \( f_i^{(1)} = F^{(0)}(t_i), i = 1, H. \) If the tailed sum \( \sum_{i=n_0+1}^{\infty} F_i^{(0)}(x) \) was neglected, the following theorem has been proved.

**Theorem 3.** Assume that \( E^{(k)}(N) < +\infty, k \in \{0, 1\} \). If \( F_n^{(k)}(x), n \geq 1, k \in \{0, 1\} \), have continuous derivatives of second order in \([C_-, C_+, C_-, C_-]\), then the following asymptotic expansions hold at \( h \rightarrow 0, \varepsilon_0 \rightarrow 0\):

\[
\alpha = 1 - \sum_{i=1}^{n_0^{(0)}} f_i^{(i)} + O(h^2) + O(\varepsilon_0), \quad \beta = \sum_{i=1}^{n_0^{(0)}} g_i^{(i)} + O(h^2) + O(\varepsilon_0), \\
E^{(0)}(N) = 1 + \sum_{i=1}^{n_0^{(0)}} (f_i^{(i)} - f_1^{(i)}) + O(h^2) + O(\varepsilon_0), \quad E^{(1)}(N) = 1 + \sum_{i=1}^{n_0^{(0)}} (g_i^{(i)} - g_1^{(i)}) + O(h^2) + O(\varepsilon_0),
\]

where \( n_0^{(k)} = \min\{n: p_n^{(k)} \leq \varepsilon_0\}, k \in \{0, 1\}, g^{(i)} = \left(g_1^{(i)}, ..., g_H^{(i)}\right)^T, i = 1, n_0^{(1)}, \) are calculated similarly to \( f^{(n)} \) replacing \( F_i^{(0)}(x) \) with \( F_i^{(1)}(x) \) – the distribution function of \( \lambda \) under hypothesis \( H_i \).

**Proof.** Note that by the way of selecting \( n_0^{(k)} \), we have \( |G^{(k)}(x) - G^{(k)}(x)| \leq \varepsilon_0, \forall x \in \mathbb{R}, k \in \{0, 1\}. \) The result is directly derived from (6), (7), (10) and Theorem 2.

**Remark 1.** In practice, it is not easy to determine \( n_0^{(k)} \) theoretically with respect to a given value \( \varepsilon_0 \). However, if we know \( q_n^{(k)} = P_k(\Lambda_n \in (C_-, C_+)) \rightarrow 0 \) as \( n \rightarrow +\infty \), then \( n_0^{(k)} \) can be chosen from the weaker condition: \( n_0^{(k)} = \min\{n: q_n^{(k)} \leq \varepsilon_0\}. \) This condition seems to be reasonable: in this case, all probabilities of the form \( P_k(\Lambda \in (C_-, C_+), i = 1, n), n \geq n_0^{(k)}, \) are much less than \( \varepsilon_0 \) and the test will terminate finitely with probability 1 as well.
Remark 2. In general, there is still a problem of calculating the probability
\[ P_{CC}^{n(k)} = \Lambda \in \mathbb{N} \]
because of the difficulty in getting theoretically the probability distribution for the sum of independent random variables \( \lambda_n \), \( n \geq 1 \). Note that
\[ P_{CC}^{0} = H_{CC}^{0} = 1, \qquad P_{CC}^{1} = H_{CC}^{1} = 1 \]
Therefore, if the way of finding index \( n_0^{(k)} \) in Remark 1 is not feasible, these indices can be possibly chosen from the following conditions:
\[ n_0^{(0)} = \inf \{ n \geq 1 : f_H^{(n)} - f_1^{(n)} \leq \varepsilon_0 \}, \quad n_0^{(1)} = \inf \{ n \geq 1 : g_H^{(n)} - g_1^{(n)} \leq \varepsilon_0 \}. \]

Remark 3. In the case of independent identically distributed observations, due to Stein's lemma [3] a sufficient condition for \( E^{(k)}(N) < +\infty, \ k \in \{0,1\}, \) is \( P_0(\lambda_1 = 0) < 1, \ k \in \{0,1\} \).

Next, we modify the method above to approximate error probabilities of type I and II for the TSPRT. Let \( M \) be the maximal number of observations that we may measure. The Wald's TSPRT is formulated as follows. If the sampling process has progressed to the \( n \)-th stage (\( n < M \)):
\[
\begin{cases}
\text{reject } H_0 \text{ if } \Lambda_n \geq C_+ , \\
\text{accept } H_0 \text{ if } \Lambda_n \leq C_-, 
\end{cases}
\]
and takes one more observation if \( \Lambda \in (C_-,C_+) \). If the SPRT does not lead to the terminal decision for \( n < M \), then
\[
\begin{cases}
\text{reject } H_0 \text{ if } \Lambda_M > 0 , \\
\text{accept } H_0 \text{ if } \Lambda_M < 0 .
\end{cases}
\]

For the partition \( \{ t_i, i = 1, \bar{H} \} \) defined above, we set the value \( t_{i0} \) with respect to the smallest absolute value to be zero. Denote type I, II error probabilities and the number of observations used in TSPRT at the stage \( M \) by \( \alpha_M, \beta_M \) and \( N_M \) respectively.

Theorem 4. If the functions \( F_n^{(k)}(x), \ n \geq 1, \ k \in \{0,1\}, \) have continuous derivatives of second order in \( [C_- - C_+, C_+ - C_-] \), then the following expressions are valid:
\[
\alpha_M = 1 - \sum_{i=1}^{M-1} f_1^{(i)} - f_1^{(M)} + O(h^2), \quad \beta_M = \sum_{i=1}^{M-1} g_1^{(i)} + g_1^{(M)} + O(h^2),
\]
\[
E^{(0)}(N_M) = 1 + \sum_{i=1}^{M-1} \left( f_H^{(i)} - f_1^{(i)} \right) + O(h^2), \quad E^{(1)}(N_M) = 1 + \sum_{i=1}^{M-1} \left( g_H^{(i)} - g_1^{(i)} \right) + O(h^2).
\]

Proof. We have:
\[
\sum_{n=1}^{M-1} P_0(\Lambda \in (C_-,C_+), \ i = \overline{1,n-1}, \ \Lambda_n \geq C_+) =
\]
\[
= 1 - P_0(\Lambda_1 < C_+) + \sum_{n=1}^{M-2} P_0(\Lambda_i \in (C_-,C_+), \ i = \overline{1,n}) - \sum_{n=2}^{M-1} P_0(\Lambda_i \in (C_-,C_+), \ i = \overline{1,n-1}, \ \Lambda_n < C_+) =
\]
\[
= 1 - \frac{M-1}{2} f_H^n - \sum_{n=2}^{M-1} f_H^n + O(h^2) = 1 - f_H^{(M-1)} - \sum_{n=1}^{M-2} f_1^{(n)} + O(h^2), \quad (13)
\]
\[
P_0(\Lambda \in (C_-,C_+), \ i = \overline{1,M-1}, \ \Lambda_M > 0 ) =
\]
\[
= P_0(\Lambda_i \in (C_-,C_+), \ i = \overline{1,M-1}) - P_0(\Lambda_i \in (C_-,C_+), \ i = \overline{1,M-1}, \ \Lambda_M \leq 0 ) =
\]
\[
= f_H^{(M-1)} - f_1^{(M-1)} - f_1^{(M)} + O(h^2) . \quad (14)
\]

From (11)–(12) and (13)–(14), we obtain \( \alpha_M = 1 - \sum_{i=1}^{M-1} f_1^{(i)} - f_1^{(M)} + O(h^2) \). Furthermore, we also have
\[
P_0(N_M = 1) = P_0(\Lambda_1 \leq C_-) + P_0(\Lambda_1 \geq C_+) = 1 + f_1^{(1)} - f_1^{(M)} + O(h^2),
\]
\[ P_0(N_M = M) = P_0\left( \Lambda_i \in (C_-, C_+), i = 1, M - 1 \right) = f_H^{(M-1)} - f_1^{(M-1)} + O(h^2), \]
and for \(2 \leq i \leq M - 1,\)
\[ P_0(N_M = i) = P_0\left( \Lambda_j \in (C_-, C_+), j = 1, i - 1, \Lambda_i \leq C_- \right) + P_0\left( \Lambda_j \in (C_-, C_+), j = 1, i - 1, \Lambda_i \geq C_+ \right) = f_1^{(i)} + P_0\left( \Lambda_j \in (C_-, C_+), j = 1, i - 1 \right) - P_0\left( \Lambda_j \in (C_-, C_+), j = 1, i - 1, \Lambda_i \leq C_- \right) + O(h^2) = f_1^{(i)} - f_H^{(i)} + f_H^{(i-1)} - f_1^{(i-1)} + O(h^2). \]

From that we get:
\[ E^{(0)}(N_M) = \sum_{i=1}^{M} i P_0(N_M) = 1 + f_1^{(1)} - f_H^{(1)} + M \left( f_H^{(M-1)} - f_1^{(M-1)} \right) + \sum_{i=2}^{M-1} i \left( f_1^{(i)} - f_H^{(i)} + f_H^{(i-1)} - f_1^{(i-1)} \right) + O(h^2) = 1 + \sum_{i=1}^{M-1} \left( f_H^{(i)} - f_1^{(i)} \right) + O(h^2). \]

The rest part is proved similarly.

Remark 4. From Theorem 1 and Corollary 1, we have:
(i) In the case that functions \( F_n^{(k)}(x), k \in \{0, 1\}, \) are C-Lipschitzian on \([C_- - C_+, C_+ - C_-],\) the formulas in Theorem 3 and Theorem 4 are still valid with the order of accuracy \(O(1).\)
(ii) By the definition of the Riemann – Stieltjes integral and Theorem 1, these formulas in Theorem 3 and Theorem 4 are still applicable in the case of continuous functions \( F_n^{(k)}(x), k \in \{0, 1\}, \) without any conclusion about the order of accuracy. For the TSPRT, due to the limited number of terms in the sum we can increase the number \( H \) to get better approximation.

2.2. Robustness evaluation. In practice, there is often the case that the observed data do not follow the hypothetical model exactly, e.g. the hypothetical model is distorted [14]. This leads to the distortion in the distributions of increments \( \lambda_n \) of log-likelihood statistic \( \Lambda_n. \) In this section, we study the case where these influences can be described in the form of contaminated model of Huber type [15] for each increment \( \lambda_n \) as follows:
\[ \tilde{F}_n(x) = (1 - \delta) F_n(x) + \delta \tilde{F}_n(x), \]
where \( \tilde{F}_n(x) \) is a contaminating CDF, and \( \delta \in (0, 1/2) \) is the level of contamination.

Introduce the notation: \( p_n^{(k)}, \tilde{f}^{(n)}, D^{(n)}, \bar{\alpha}, \bar{\alpha}_M \) are the elements calculated similarly to \( p_n^{(k)}, f^{(n)}, D^{(n)}, \alpha, \alpha_M \) replacing \( F_n^{(0)}(x) \) with \( \tilde{F}_n^{(0)}(x), \) \( n \geq 1, \) \( \bar{N} \) and \( \bar{N}_M \) are the new stopping times for the SPRT and TSPRT respectively; \( \tilde{D}^{(n)} \) are the elements also calculated analogously to \( D^{(n)} \) replacing \( F_n^{(0)}(x) \) with \( \tilde{F}_n^{(0)}(x) - F_n^{(0)}(x), \) \( n \geq 1. \) Put \( Q^{(i)} = \tilde{f}^{(i)} \) that is computed similarly to \( f^{(i)} \) replacing \( F_1^{(0)}(x) \) with \( \tilde{F}_1^{(0)}(x) - F_1^{(0)}(x), \) and for \( n \geq 2:\
\[ Q^{(n)} = \tilde{D}^{(n)} D^{(n-1)} \tilde{D}^{(2)} f^{(1)} + ... + D^{(n)} D^{(n-1)} \tilde{D}^{(2)} f^{(1)} + D^{(n)} D^{(n-1)} D^{(2)} \tilde{f}^{(1)}. \]

Theorem 5. Assume that \( E^{(k)}(N) < +\infty \) and \( E^{(k)}(\bar{N}) < +\infty, \) \( k \in \{0, 1\}. \) If the functions \( F_n^{(k)}(x) \) and \( \tilde{F}_n^{(k)}(x), \) \( n \geq 1, k \in \{0, 1\}, \) have continuous derivatives of second order in \([C_- - C_+, C_+ - C_-],\) then the following expressions hold:
\[ \bar{\alpha} - \alpha = -\delta \sum_{i=1}^{n_0^{(0)}} Q^{(i)}(1) + O(h^2) + O(\delta^2) + O(\varepsilon_0), \]
\[ \bar{\beta} - \beta = \delta \sum_{i=1}^{n_0^{(1)}} R^{(1)}(1) + O(h^2) + O(\delta^2) + O(\varepsilon_0), \]
\[ E^{(0)}(\overline{N}) - E^{(0)}(N) = \delta \sum_{i=1}^{n_0} (Q_H^{(i)} - Q_1^{(i)}) + O(h^2) + O(\delta^2) + O(\varepsilon_0), \]

\[ E^{(1)}(\overline{N}) - E^{(1)}(N) = \delta \sum_{i=1}^{n_1} (R_H^{(i)} - R_1^{(i)}) + O(h^2) + O(\delta^2) + O(\varepsilon_0), \]

where \( n_0^{(k)} = \inf \{ n \geq 1 : \rho_n^{(k)} \leq \varepsilon_0 \} \) and \( \rho_n^{(k)} \leq \varepsilon_0 \), \( k \in \{0,1\} \), \( R^{(n)}, n \geq 1 \), are calculated similarly to \( Q^{(n)} \) replacing \( F_n^{(0)}(x) \), \( \tilde{F}_n^{(0)}(x) \) with \( F_n^{(1)}(x) \), \( \tilde{F}_n^{(1)}(x) \).

**Proof.** Note that \( \overline{\mathcal{F}}^{(1)} = f^{(1)} + \delta \tilde{\mathcal{F}}^{(1)}, \overline{\mathcal{D}}^{(n)} = D^{(n)} + \delta \tilde{\mathcal{D}}^{(n)}, f^n = D^{(n)} f^{(n-1)} \), \( \mathcal{J} = \overline{\mathcal{J}}^{(n)} \), \( n \geq 2 \).

From that, we have:

\[ \overline{\mathcal{F}}^{(2)} = \mathcal{D}^{(2)} \overline{\mathcal{F}}^{(1)} = (D^{(2)} + \delta \tilde{\mathcal{D}}^{(2)})(f^{(1)} + \delta \tilde{\mathcal{F}}^{(1)}) = f^{(2)} + \delta \tilde{\mathcal{Q}}^{(2)} + O_H(\delta^2), \]

\[ \overline{\mathcal{F}}^{(3)} = \mathcal{D}^{(3)} \overline{\mathcal{F}}^{(2)} = (D^{(3)} + \delta \tilde{\mathcal{D}}^{(3)})(f^{(2)} + \delta \tilde{\mathcal{Q}}^{(2)}) + O_H(\delta^2) = f^{(3)} + \delta \tilde{\mathcal{Q}}^{(3)} + O_H(\delta^2), \]

where \( O_H(\delta^2) \) is an \( H \)-dimensional column vector with all elements that are \( O(\delta^2) \).

By induction, we get: \( \overline{\mathcal{F}}^{(n)} = f^{(n)} + \delta \tilde{\mathcal{Q}}^{(n)} + O_H(\delta^2), n \geq 1 \). The rest parts of proof are derived from the proof of Theorem 3.

Similarly, we also have the following result for the TSPRT.

**Theorem 6.** If the functions \( F_n^{(k)}(x) \) and \( \tilde{F}_n^{(k)}(x) \), \( n \in \{0,M\}, k \in \{0,1\} \), have continuous derivatives of second order in \([C_-,C_+ - C_-]\), then the following expressions hold:

\[ \alpha_M - \sigma_M = -\delta \left( \sum_{i=1}^{M-1} Q_1^{(i)} + Q_0^{(M)} \right) + O(h^2) + O(\delta^2), \]

\[ \overline{\beta}_M - \beta_M = \delta \left( \sum_{i=1}^{M-1} R_1^{(i)} + R_0^{(M)} \right) + O(h^2) + O(\delta^2), \]

\[ E^{(0)}(N_M) - E^{(0)}(N) = \delta \sum_{i=1}^{M-1} (Q_H^{(i)} - Q_1^{(i)}) + O(h^2) + O(\delta^2), \]

\[ E^{(1)}(N_M) - E^{(1)}(N) = \delta \sum_{i=1}^{M-1} (R_H^{(i)} - R_1^{(i)}) + O(h^2) + O(\delta^2). \]

### 2.3. Robustifying the TSPRT.

To reduce the influence of outliers in \( \lambda_n \), we can truncate the values of \( \lambda_n \) by the following function (Figure a):

\[ f_{g_+}^{\mp}(x) = g^- \cdot \mathbf{1}_{(-\infty,g_-]}(x) + x \cdot \mathbf{1}_{(g_-,g_+]}(x) + g^+ \cdot \mathbf{1}_{[g_+,\infty)}(x), \]

where \( g_-, g_+ \) are two given values, \( g_- < 0 < g_+ \).
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Put \( \overline{\lambda}_n = f_{g^+}^{\overline{\lambda}_n} (\lambda_n) \), \( \overline{\lambda}_n = \overline{\lambda}_1 + ... + \overline{\lambda}_n \), \( \overline{N} = \inf \{ n : \overline{\lambda}_n \notin (C_-, C_+) \} \), \( \overline{a} = P_0(\overline{\lambda}_n \geq C_+) \), \( \overline{\beta} = P_1(\overline{\lambda}_n \leq C_-) \).

Lemma 2. If \( g^- \leq C_- - C_+ \) and \( g^+ \geq C_+ - C_- \) then:

(i) \( P_k(N = i) = P_k(\overline{N} = i), \ i \geq 1, \ k \in \{0,1\} \),

(ii) \( \alpha = \overline{a}, \ \beta = \overline{\beta} \).

Proof.

(i) Clearly, \( \overline{\lambda}_i = \lambda_i \) if and only if \( \lambda_i \in [g^-, g^+] \), and \( P_k(\overline{\lambda}_i > x) = P_k(\lambda_i > x), \ \forall x \in [g^-, g^+], \ k \in \{0,1\} \).

Additionally, if \( x, x + y \in (C_-, C_+) \) then \( y < C_- - C_+ \). Therefore,

\[
P_k(N = 1) = P_k(\overline{\lambda}_1 \geq C_+) + P_k(\overline{\lambda}_1 \leq C_-) = P_k(\lambda_1 \geq C_+) + P_k(\lambda_1 \leq C_-) = P_k(N = 1).
\]

For \( i > 1 \), we get

\[
P_k(N = i) = P_k(\overline{\lambda}_i \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \notin (C_-, C_+)) =
\[
P_k(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \notin (C_-, C_+)) =
\]

\[
P_k(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}) - P_k(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \notin (C_-, C_+)) =
\]

\[
P_k(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \notin (C_-, C_+)).
\]

So, \( N \) and \( \overline{N} \) have the same probability distributions.

(ii) Similarly, \( P_0(\overline{\lambda}_1 \geq C_+) = P_0(\overline{\lambda}_1 \geq C_+) = P_0(\lambda_1 \geq C_+) = P_0(\Lambda_1 \geq C_+) \) and

\[
P_0(\overline{\lambda}_i \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \geq C_- - \Lambda_{i-1}) =
\]

\[
= P_0(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \overline{\lambda}_i \notin (C_-, C_+)) =
\]

\[
= f_{C_+}^{C_+} dx_1\left[\int_{C_-}^{C_-} dx_2\int_{C_-}^{C_-} dx_3\int_{C_-}^{C_-} dx_{i-2}\right] f_{A_{1},\ldots,A_{i-1}}(x_1,\ldots,x_{i-1}) P_0(\overline{\lambda}_i \geq C_- - x_{i-1}) dx_{i-1} =
\]

\[
= f_{C_+}^{C_+} dx_1\left[\int_{C_-}^{C_-} dx_2\int_{C_-}^{C_-} dx_3\int_{C_-}^{C_-} dx_{i-2}\right] f_{A_{1},\ldots,A_{i-1}}(x_1,\ldots,x_{i-1}) P_0(\lambda_i \geq C_- - x_{i-1}) dx_{i-1} =
\]

\[
= P_0(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \lambda_i \geq C_- - \Lambda_{i-1}) = P_0(\Lambda_j \in (C_-, C_+), j = \overline{i-1-1}, \lambda_i \geq \Lambda_{i-1}).
\]

Therefore, \( P_0(\overline{\lambda}_n \geq C_+) = P_0(\Lambda_n \geq C_+) \). Similarly, we obtain \( P_1(\overline{\lambda}_n \leq C_-) = P_1(\Lambda_n \leq C_-) \).

Corollary 2. The results of Lemma 2 are still valid for the TSPRT.

Remark 5. There are some remarks for choosing the thresholds \( g^- \) and \( g^+ \):

(i) If \( g^- \geq 0 \), then \( \beta_M = 0; \) if \( g^+ \leq 0 \), then \( \alpha_M = 0 \). Therefore, the possible choice is that we should select \( g^- \in (C_- - C_+, 0) \) and \( g^+ \in (0, C_+ - C_-) \).

(ii) If \( g^- \) increases, \( \beta_M \) will decrease, but \( \alpha_M \) will increase. If \( g^+ \) decreases, there is an opposite picture. So, the possible and reasonable criterion for choosing \( g^- \) and \( g^+ \) is to minimize the sum \( \alpha_M + \beta_M \) for the TSPRT.

Using the truncated function (15), the distribution function of \( \overline{\lambda}_n \) is:

\[
F_{\overline{\lambda}_n}(x) = P(\overline{\lambda}_n < x) = \begin{cases}
0, & x \leq g^-,
F_{\lambda_n}(x), & g_- < x \leq g_+,
1, & x > g_+.
\end{cases}
\]

which is generally a discontinuous function. Therefore, the numerical results in Theorem 3 and Theorem 4 cannot be applied for calculating the test characteristics. To make use of the proposed numerical approach, we can use a modified version of the function (15) in the following form (Figure b):

\[
f_{g^+}^{\overline{\lambda}_n}(x) = \begin{cases}
\frac{e g^-}{x} + g_-, & x \leq g^-,
x, & g_- < x < g_+,
-\frac{e g^+}{x} + g_+ + e, & x \geq g_+.
\end{cases}
\]
In this case, when \( F_{\lambda_n}(x) \) is continuous, the distribution function of \( \tilde{\lambda}_n \) is also continuous and has the following form:

\[
F_{\tilde{\lambda}_n}(x) =
\begin{cases}
0, & x \leq g_--\varepsilon, \\
F_{\lambda_n}\left(\frac{eg_-}{x-g_-+\varepsilon}\right), & g_--\varepsilon < x \leq g_-, \\
F_{\lambda_n}(x), & g_- < x < g_+, \\
F_{\lambda_n}\left(\frac{eg_+}{g_++x}\right), & g_+ < x < g_+e, \\
1, & x \geq g_+ + \varepsilon.
\end{cases}
\]

When \( |g_+-g_-| \) is small, we have to take more observations for the sequential test (e.g. the number of observations tends to the maximum number \( M \)). This means that we have more information for the test and this leads to the downward trend of both error probabilities. However, when \( |g_+-g_-| \) is sufficiently small, the number of observations are mostly \( M \) and we have to make the final decision according to (15). In this case, both error probabilities can increase again.

The following algorithm can be used to choose thresholds \( g_- \) and \( g_+ \):

1. choose a positive value \( K \in \mathbb{N} \) and a small value \( \varepsilon > 0 \);
2. split \([C_-,C_+],[0,C_+-C_-]\) into cells by points \( \{g_-(i), i=1,K\} \) and \( \{g_+(i), i=1,K\} \) respectively, where \( g_-(i) = -ih \), \( g_+(i) = ih \), \( h = \frac{C_+-C_-}{K+1} \);
3. for each pair \((g_-(i),g_+(j))\) calculate \( \alpha_M(i,j) \) and \( \beta_M(i,j) \) using Theorem 4 and truncated function (16);
4. choose \((g_-(i),g_+(j))\) such that \( \alpha_M(i,j) + \beta_M(i,j) \) is minimal.

In practice, due to the limitation of time and capacity of computation we can consider only the symmetric case \( g_- = -g_+ \) and select \((g_-(i),g_+(i))\) such that \( \alpha_M(i,i) + \beta_M(i,i) \) is minimal.

### 2.4. Application for sequential testing on parameters of time series with trend

Let \( x_1,x_2,... \) be the observed time series with a trend in the following form [8]:

\[
x_t = \theta^T \psi(t) + \xi_t, \quad t \geq 1,
\]

where \( \psi(t) = (\psi_1(t),\psi_2(t),...,\psi_m(t))^T \), \( t \geq 1 \), is the vector of basic functions of trend, \( \theta = (\theta_1,\theta_2,...,\theta_m) \in \mathbb{R}^m \) is an unknown vector of coefficients, and \( \{\xi_t, t \geq 1\} \) is the sequence of independent identically distributed random variables, \( \xi_t \sim \mathcal{N}(0,\sigma^2) \), \( \sigma \) is a given positive constant.

Consider two simple hypotheses concerning the trend coefficients:

\[
H_0 : \theta = \theta^0, \quad H_1 : \theta = \theta^1,
\]

where \( \theta^0,\theta^1 \in \mathbb{R}^m \) are two given vectors, \( \theta^0 \neq \theta^1 \).

For all \( t \geq 1 \) we have: \( x_t \sim \mathcal{N}\left(\theta^T \psi(t);\sigma^2\right) \), \( t \geq 1 \),

\[
p_t(x_t,\theta) = \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{1}{2\sigma^2}(x_t-\theta^T \psi(t))^2\right\}
\]

and

\[
\lambda_t = \lambda_t(x_t) = -\frac{1}{2\sigma^2}\left\{2x_t(\theta^0-\theta^1)^T \psi(t) + (\theta^1)^T \psi(t)\psi^T(t)(\theta^1-\theta^0) + \psi(t)(\theta^1)(\theta^1)^T - \psi(t)(\theta^0)(\theta^0)^T\right\}.
\]

Put \( V_n = \sum_{t=1}^{n} \psi(t)^T \psi^T(t) \). Due to the properties of the normal distribution, \( \lambda_t \) and \( \Lambda_n \) also have the normal distributions with the following parameters:

\[
E(\lambda_t) = -\frac{1}{2\sigma^2}\left\{2(\theta^0-\theta^1)^T \psi(t)\psi^T(t)\theta + (\theta^1)^T \psi(t)\psi^T(t)(\theta^1-\theta^0) + \psi(t)(\theta^1)(\theta^1)^T - \psi(t)(\theta^0)(\theta^0)^T\right\},
\]

\[
\text{Var}(\lambda_t) = \frac{1}{\sigma^2}\left\{2(\theta^0-\theta^1)^T \psi(t)\psi^T(t)\sigma^2 + (\theta^1)^T \psi(t)\psi^T(t)(\theta^1-\theta^0) + \psi(t)(\theta^1)(\theta^1)^T - \psi(t)(\theta^0)(\theta^0)^T\right\}.
\]
\[ E(\Lambda_n) = -\frac{1}{2\sigma^2} \left\{ 2(\theta^0 - \theta^1)^T V_n \theta + (\theta^1)^T V_n \theta^1 - (\theta^0)^T V_n \theta^0 \right\}, \]
\[ D(\lambda) = \frac{(\theta^0 - \theta^1)^T \psi(t) \psi(t)(\theta^0 - \theta^1)}{\sigma^2}, \quad D(\Lambda_n) = \frac{(\theta^0 - \theta^1)^T V_n (\theta^0 - \theta^1)}{\sigma^2}. \]

Introduce the notation: \( \Gamma = (\theta^0 - \theta^1)(\theta^0 - \theta^1)^T \), \( \sigma_n^2 = D(\lambda) = D(\lambda_n) = \frac{(\theta^0 - \theta^1)^T \psi(n) \psi(n)(\theta^0 - \theta^1)}{\sigma^2} \)

and for \( k \in \{0,1\} \)

\[ \mu_n^{(k)} = E^{(k)}(\lambda_n) = \frac{(-1)^{k+1}}{2\sigma^2} (\theta^0 - \theta^1)^T \psi(n) \psi(n)(\theta^0 - \theta^1) = \frac{(-1)^{k+1}\sigma_n^2}{2}, \]
\[ s_n^2 = \sum_{i=1}^{n} \sigma_i^2, \quad m_n^{(k)} = \sum_{i=1}^{n} \mu_i^{(k)} = \frac{(-1)^{k+1}s_n^2}{2}. \]

Without loss of generality assume that hypothesis \( H_0 \) is true and we are interested in studying type I error probability \( \alpha \) and the average number of observations \( E^{(0)}(N) \).

**2.4.1. Calculation of the test characteristics.** A sufficient condition for the termination of the test can be found in [16].

**Theorem 7** [16]. If \( \text{tr}(V_n) \to +\infty \) as \( n \to +\infty \), then the test (3)–(4) terminates finitely with probability 1.

Furthermore, in this case we know the exact probability distribution of \( \Lambda_n, \Lambda_n \sim N\left(m_n^{(k)}, s_n^2\right) \).

When hypothesis \( H_0 \) is true, the index \( \inf \left\{ n \geq 1 : P_k\left(\Lambda_n \in (C_-, C_+)\right) \leq \varepsilon_0 \right\} \), \( k \in \{0,1\} \), can be chosen from the condition:

\[ n_0^{(k)} = \inf \left\{ n \geq 1 : P_k\left(\Lambda_n \in (C_-, C_+)\right) \leq \varepsilon_0 \right\}, \quad k \in \{0,1\}, \]

where \( \varepsilon_0 \) is a given small positive value.

Next, we can use Theorem 3 and Theorem 4 for calculating the test characteristics for the SPRT and TSPRT as well, where \( F_n^{(k)}(x), n \geq 1 \), are the normal distribution functions \( N(\mu_n^{(k)}, \sigma_n^2) \), and the index \( n_0^{(k)} \) can be calculated following Remarks 1, 2. In practice, the condition \( E^{(k)}(N) < +\infty \) of Theorem 3 can be neglected because under the condition \( \text{tr}(V_n) \to +\infty \) as \( n \to +\infty \), we have [16]:

\[ \lim_{n \to +\infty} P_k\left(\Lambda_n \in (C_-, C_+)\right) = 0, \quad k \in \{0,1\}. \]

**2.4.2. Robustness evaluation for the TSPRT.** In this section, we will use the results of Theorem 4 and Theorem 6 for evaluating the robustness of the TSPRT with the maximum number of observations \( M \) for model (17) under the distortion on its different components.

Case 1. Distortion in the error component \( \xi_t \). Instead of hypothetical model (17) we consider the following contaminated model:

\[ \tilde{x}_t = \theta^T \psi(t) + \tilde{\xi}_t, t \geq 1, \]

(18)

where \( \tilde{\xi}_t = (1-\tau_t)\xi_t + \tau_t \tilde{\xi}_t, t \geq 1, \{\tilde{\xi}_t, t \geq 1\} \) is a sequence of independent random variables, \( \{\tau_t, t \geq 1\} \) is a sequence of independent identically distributed random variables, \( P(\tau_t = 0) = 1-\delta, P(\tau_t = 1) = \delta, \tau_t, \tilde{\xi}_t, \tilde{\xi}_t, \) are independent and \( \delta \in \{0, \frac{1}{2}\} \) is the level of contamination.

Let \( \overline{\alpha}_M \) be the error probability of type I when replacing \( \lambda_t \) by \( \overline{\lambda}_t \), where \( \overline{\lambda}_t = \lambda_t(\overline{x}_t), t \geq 1, \) and \( \overline{N}_M \) is the new stopping time for the TSPRT at stage \( M \).

**Theorem 8.** For the model (18) and the TSPRT (3), (11)–(12), the following expressions are valid:

\[ \overline{\alpha}_M = \alpha_M + O(h^2) + O(\delta), \quad E^{(0)}(\overline{N}_M) = E^{(0)}(N_M) + O(h^2) + O(\delta). \]
Proof. Under hypothesis $H_0$, we have:

$$F_n^{(0)}(x) = P_0(\overline{x}_n < x) = P_0(\overline{x}_n < x, \tau_n = 0) + P_0(\overline{x}_n < x, \tau_n = 1) = (1-\delta)P_0\left(\frac{\sigma_n^2}{2} - \frac{(\theta^0 - \theta^1)^T \psi(n)}{\sigma^2}\overline{z}_n < x\right) + \delta P_0\left(\frac{\sigma_n^2}{2} - \frac{(\theta^0 - \theta^1)^T \psi(n)}{\sigma^2}\overline{z}_n < x\right) = (1-\delta)F_n^{(0)}(x) + \delta \tilde{F}_n^{(0)}(x),$$

where $\tilde{F}_n^{(0)}(x)$ is the distribution function of random variable $\zeta_n = -\frac{\sigma_n^2}{2} - \frac{(\theta^0 - \theta^1)^T \psi(n)}{\sigma^2}\overline{z}_n$. The rest part of proof is directly derived from (19) and Theorem 6.

Case 2. Distortion in the basic function of trend $\psi(t)$. We consider the following model:

$$\tilde{x}_t = \theta^T \tilde{\psi}(t) + \xi_t, \quad t \geq 1,$$

where $\tilde{\psi}(t) = (\tilde{\psi}_1(t),...,\tilde{\psi}_m(t))^T$ is a basic function of trend such that with a given positive $\delta$,

$$\|\tilde{\psi}(t) - \psi(t)\| = \max_{1 \leq i \leq m} \sup_{t \geq 1} |\tilde{\psi}_i(t) - \psi_i(t)| \leq \delta.$$

**Theorem 9.** For the model (20) and the TSPRT (3), (11)–(12), the following expressions are valid:

$$\tilde{\alpha}_M = \alpha_M + O(h^2) + O(\delta), \quad E^{(0)}(\tilde{N}_M) = E^{(0)}(N_M) + O(h^2) + O(\delta).$$

Proof. Put $\eta(t) = (\theta^0 - \theta^1)^T \tilde{\psi}(t) - (\theta^0 - \theta^1)^T \psi(t), \quad t \geq 1$, then $|\eta(t)| \leq \delta \sum_{i=1}^{m} |\theta^0 - \theta^1|$. Under hypothesis $H_0$, we have $\lambda_n \sim N\left(\mu_n, \sigma_n^2\right), \quad \overline{x}_n \sim N\left(\overline{\mu}_n, \overline{\sigma}_n^2\right)$. Let $\varphi(x)$ and $\Phi(x)$ be the standard normal PDF and CDF. Therefore, for all $x \in [C_-, C_+, C_+, C_-], \quad F_n^{(0)}(x) - F_n^{(0)}(x) = \Phi\left(\frac{x - \overline{\mu}_n}{\overline{\sigma}_n}\right) - \Phi\left(\frac{x - \mu_n}{\sigma_n}\right)$. Using mean value theorem, there exits $\zeta \in \mathbb{R}$ such that

$$F_n^{(0)}(x) - F_n^{(0)}(x) = \left(\frac{x - \overline{\mu}_n}{\overline{\sigma}_n} - \frac{x - \mu_n}{\sigma_n}\right) \varphi(\zeta) = \left(\frac{x}{\overline{\sigma}_n} + \frac{\overline{\sigma}_n}{2} - \frac{x}{\sigma_n} - \frac{\sigma_n}{2}\right) \varphi(\zeta) = \left(\frac{1}{2} - \frac{x}{\sigma_n \overline{\sigma}_n}\right) \varphi(\zeta).$$

On the other hand, $|\tilde{\alpha}_n - \sigma_n| = \frac{\|\theta^0 - \theta^1\|^2}{\sigma^2} \tilde{\psi}(n) - \frac{\|\theta^0 - \theta^1\|^2}{\sigma^2} \psi(n) \leq \frac{|\eta(n)|}{\sigma}$ From that, we get:

$$F_n^{(0)}(x) - F_n^{(0)}(x) = O(\delta), \quad \forall x \in [C_-, C_+, C_+, C_-], \quad n \geq 1,$$

which implies $\tilde{f}^{(1)} = f^{(1)} + O_H(\delta), \quad \tilde{D}^{(n)} = D^{(n)} + O_H(\delta), \quad n \geq 2$. Therefore, $\tilde{f}^{(n)} = f^{(n)} + O_H(\delta), \quad n \geq 1$. The rest part of proof is derived from Theorem 3.

Case 3. Joint distortion in both components $\psi(t)$ and $\xi_t$. Consider the following mixed model:

$$\tilde{x}_t = \theta^T \tilde{\psi}(t) + (1-\tau_t)\xi_t + \tau_t \tilde{\xi}_t, \quad t \geq 1,$$

where $\{\tau_t, t \geq 1\}$ is a sequence of independent identically distributed random variables, $P(\tau_t = 0) = 1 - \delta_1$, $P(\tau_t = 1) = \delta_1$, and $\tau_t, \xi_t, \tilde{\xi}_t$ are independent, $\|\tilde{\psi}(t) - \psi(t)\| \leq \delta_2$, $\delta_1$ and $\delta_2$ are given positive constants, $\delta_1 \in (0,1)$. 
Theorem 10. For the model (21) and the TSPRT (3), (11)–(12), the following expressions are valid:

\[ \alpha_M = \alpha + O(h^2) + O(\delta_1) + O(\delta_2), \quad \epsilon_n = E^{(0)}(N - M) + O(h^2) + O(\delta_1) + O(\delta_2). \]

Proof. Denote:

\[ h(\psi, \xi, t) = -\frac{\left(\theta_0^T \psi(t)\right)^2}{2\sigma^2} - \frac{\left(\theta_0 - \theta_1\right)^T \psi(t)}{\sigma^2} \xi, \quad t \geq 1. \]

For \( n \geq 1 \), we have

\[ F_n^{(0)}(x) = P_0(\lambda_n < x, \tau_n = 0) + P_0(\lambda_n < x, \tau_n = 1) = (1 - \delta_1)P_0(h(\psi, \xi, n) < x) + \delta_1P_0(h(\psi, \xi, n) < x) = P_0(h(\psi, \xi, n) < x) + \delta_1 \left[ P_0(h(\psi, \xi, n) < x) - P_0(h(\psi, \xi, n) < x) \right]. \]

From the proof of Theorem 9, we knew

\[ P_0(h(\psi, \xi, n) < x) = F_n^{(0)}(x) + O(\delta_2), \quad \forall x \in [C_\gamma - C_\gamma^+, C_\gamma^+ - C_\gamma]. \]

Therefore, \( F_n^{(0)}(x) = F_n^{(0)}(x) + O(\delta_1) + O(\delta_2) \). The rest part of the proof is similar to the proof of Theorem 9.

3. Numerical examples

The probability model (17) was considered and the hypotheses (2) were tested with the following values of parameters: \( \sigma = 10, \theta^0 = (1, 2, 2, 2)^T, \theta^1 = (1, 1, 2, 1)^T, \psi(t) = (1, t / t^2 / 10, 1 / t) \). The thresholds \( C_\gamma \) and \( C_\gamma^+ \) were calculated according to Wald [1]. Denote the sample estimate of a characteristic \( \gamma \) with Monte-Carlo method by \( \hat{\gamma} \). The number of repetitions used in Monte-Carlo simulation was 100,000. The index \( n_0^{(0)} \) was chosen according to Remark 1 with \( \varepsilon_0 = 10^{-5} \). The approximate values \( \bar{\alpha}, \bar{\beta}_0 \) constructed as main terms in Theorem 3 and Monte-Carlo estimates \( \hat{\alpha}, \hat{\beta}_0 \) are presented in Tab. 1 for different values of partition number \( H \), where \( t_0 = E^{(0)}(N) \).

| \( \alpha \) | \( \beta \) | \( n_0^{(0)} \) | \( \bar{\alpha} \) | \( \hat{\alpha} \) | \( H \) | \( \sigma \) | \( \bar{\sigma} \) |
|---|---|---|---|---|---|---|---|
| 0.1 | 0.1 | 134 | 0.07896 | 46.37639 | 50 | 0.08345 | 46.15323 |
| | | | | | 100 | 0.07940 | 46.35240 |
| 0.1 | 0.05 | 136 | 0.07482 | 51.49942 | 50 | 0.08376 | 51.15538 |
| | | | | | 100 | 0.078362 | 51.43005 |

With very small value \( \varepsilon_0 = 10^{-5} \), the change in value of index \( n_0 \) is negligible corresponding to different values of \( \alpha \) and \( \beta \). When the value \( H \) increases, the approximate values \( \bar{\alpha} \) and \( \bar{\beta}_0 \) are much closer to their Monte-Carlo estimates \( \hat{\alpha} \) and \( \hat{\beta}_0 \) respectively. To get better approximate values, we can increase \( n_0^{(0)} \) or \( H \), or both of them, but we should consider the possible amount of time used for calculating as well as computation capacity of the machine.

Next, we choose \( H \) to be 200. The approximate values of test characteristics calculated according Theorem 4 and Monte-Carlo estimates for the TSPRT are shown in Tab. 2 with different possible numbers of observations \( M \).

| \( \alpha \) | \( \beta \) | \( M \) | \( \bar{\alpha}_M \) | \( \hat{\alpha}_M \) | \( \sigma_M \) | \( \hat{\sigma}_M \) | \( \bar{\sigma}_M \) | \( \hat{\sigma}_M \) |
|---|---|---|---|---|---|---|---|
| 0.1 | 0.1 | 40 | 0.22447 | 0.22427 | 38.08305 | 38.05922 | 38.059522 |
| | | 50 | 0.15096 | 0.15226 | 43.14025 | 43.11857 | 43.11857 |
| 0.1 | 0.05 | 40 | 0.22345 | 0.22472 | 39.22610 | 39.22669 | 39.22659 |
| | | 50 | 0.15435 | 0.15490 | 45.97958 | 45.95119 | 45.95119 |
For the TSPRT, there is no requirement of determining the index \( n_{0\alpha} \) and the maximum number of observations \( M \) is usually not too large. Due to these advantages we can possibly increase the number of partitions \( H \) to get better accuracy of approximation. In Tab. 2, with the same levels of \( \alpha \), \( \beta \), when the value \( M \) increases, the error probability \( \alpha_{M} \), decreases but the average number of observations \( E(0)(N_{M}) \) increases. This can easily be understood because the more observations we have, the higher accuracy of the test is. In addition, the average number of observation has an upward trend with respect to \( M \) to reach its real expected values in Tab. 1. With \( H = 200 \), the approximate values \( \sigma_{M} \) and \( t_{0}(M) \) are relatively close to their Monte-Carlo estimates. Furthermore, compared with Tab. 1, the limitation of maximum number of observations leads to so remarkable change in error probabilities of the test.
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