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ABSTRACT

Background: Compared to other genital cancers, cervical cancer is the most prevalent and the main cause of mortality in females in third-world countries, affected by different factors, including smoking, poor nutritional status, immune-deficiency, long-term use of contraceptives and so on.

Objective: The present study was conducted to predict cervical cancer and identify its important predictors using machine learning classification algorithms.

Material and Methods: In a cross-sectional study, the data of 145 patients with 23 attributes, which referred to Shohada Hospital Tehran, Iran during 2017–2018, were analyzed by machine learning classification algorithms which included SVM, QUEST, C&R tree, MLP and RBF. The criteria measurement used to evaluate these algorithms included accuracy, sensitivity, specificity and area under the curve (AUC).

Results: The accuracy, sensitivity, specificity and AUC of Quest and C&R tree were, respectively 95.55, 90.48, 100, and 95.20, 95.55, 90.48, 100, and 95.20, those of RBF 95.45, 90.00, 100 and 91.50, those of SVM 93.33, 90.48, 95.83 and 95.80 and those of MLP 90.90, 90.00, 91.67 and 91.50 percentage. The important predictors in all the algorithms were found to comprise personal health level, marital status, social status, the dose of contraceptives used, level of education and number of caesarean deliveries.

Conclusion: This investigation confirmed that ML can enhance the prediction of cervical cancer. The results of this study showed that Decision Tree algorithms can be applied to identify the most relevant predictors. Moreover, it seems that improving personal health and socio-cultural level of patients can be causing cervical cancer prevention.
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Introduction

Compared to other genital cancers, cervical cancer is the most prevalent and the main cause of mortality in females in third-world countries. Based on global estimates, over 57000 new cases of this cancer are annually identified, 80% of those emerge in developing countries. Moreover, 77% of deaths in women are caused by this cancer
The prevalence of cervical cancer has been reported to be lower in Iran compared to some other countries. According to a 2018 report by the Iran National Cancer Registry of the Ministry of Health and Medical Education, the five-year prevalence of cervical cancer in Iran has been 2613 cases in a total cancer cases of 248392 in all age groups, and its ranking the 22nd compared to all types of cancer in both genders [5]. Research suggests that human papillomavirus (HPV) significantly contributes to developing cervical cancer [6] and that infection with this virus can cause cervical cancer over a 10-15-year period [7]. Given its prolonged pre-invasive period, accessibility of the infected organ for sampling and the opportunity to administer Pap smear, this cancer appears preventable and diagnosable in early stages [8]. Moreover, the cytological factors in Pap-smear that are considered as prognostic risk factors for cervical cancer include the shape of gland cells, squamous epithelial tissue, the presence of metaplastic cells, abnormal polymorphic cells and dysplasia cells, different epithelial shapes and the presence of blood, bacteria and fungi in the patients sample [9]. Research suggests that merely 5% of women in developing countries participate in Pap smear screening programs [10] and mainly use surgery or radiotherapy to treat this cancer, which exerts different harmful effects on women’s reproductive organs [11-13].

Many factors are associated with cervical cancer, including smoking (of the person or their spouse), poor nutrition status, immunodeficiency, using immunosuppressive medications, long-term use of contraceptives [14], age, race [15], deficiencies of vitamins A and C and folic acid [16], a history of several marriages (having several sex partners), successive pregnancies, childbirth at young ages, certain sexually-transmitted genital infections, a poor socioeconomic status, inhaling the smoke of burning wood and coal and low education levels [17, 18]. A collection of these variables and risk factors are required to be concurrently evaluated in order to predict the probability of developing cervical cancer faster and more accurately. Using non-invasive methods such as supervised machine learning (ML), classification algorithms are crucial for predicting cervical cancer. These models include artificial neural networks [19-22], decision trees [9, 23-26] and support vector machine (SVM) [9, 23, 27-30]. Neural networks are highly-complex analytical techniques that predict new observations from other observations after running the so-called process of “learning” from available data [31]. The most popular neural network-based algorithms, which are used as powerful estimating functions in prediction problems, include multi-layer perceptron artificial neural network (MLP-ANN) and radial basis function (RBF-ANNs) [32]. Decision trees maximize the accuracy of prediction results using a tree structure and recursively putting data into branches according to predetermined criteria [33]. A decision tree is a tree structure such as a flowchart in which each internal node represents the test of a feature or attribute, each branch the result of the test and leaf nodes the classes or class distributions [34]. Compared to other machine learning classification algorithms, the rules inferred from decision tree algorithms can be properly and easily interpreted [35]. SVM is also a popular machine learning algorithm differentiating between different results by designing data points in a multidimensional linear or nonlinear space and plotting a super-plan separator [36, 37]. According to the discussed points, the present study was conducted to predict cervical cancer using the cited algorithms.

**Material and Methods**

In a cross-sectional study, the methodology consisted of six phases, as follows:

1- An applied cross-sectional study used library resources and the latest studies to determine the important variables and risk factors affecting cervical cancer. The most popular predictive machine learning models used for
the subject was also identified.

2- A researcher-made questionnaire was designed, and its validity was confirmed using content validity based on a review of the literature and expert opinions about the study subject, and its reliability confirmed by calculating a Cronbach’s alpha of 0.87.

3- The authors presented to a teaching hospital affiliated to Shahid Beheshti University of Medical Sciences to obtain the necessary permissions and investigate the data available in the patients’ medical records.

4- The data of all the patients presenting in 2017-18 were collected in a cross-sectional retrospective manner by reviewing their medical records and interviewing them after obtaining their informed consent. A total of 145 out of 219 patients receiving treatment were selected after excluding the incomplete records.

5- The data collected were pre-processed to prepare them for modelling (Figure 1-part 1). Given the dependency of the results obtained from machine learning classification algorithms on the quality of raw data, pre-processing is essential for improving the data. Therefore, the variables with over 50% loss of data were eliminated from the study, and the other data attribute lost replacement by the mean for the continuous data, with the mode for the nominal data and the median for the ordinal data. The continuous data were also normalized.

6- After conducting the pre-processing, the data were modelled using machine learning algorithms (Figure 1, part 2). A total of 70% of the pre-processed data randomly underwent the training process and 30% were tested. After the classification, modelling was performed in two stages using SVM, QUEST, C&R Tree, MLP-ANNs and RBF-ANNs. In the first stage, all the study variables were included in the algorithms. In the next stage, the entrance variables, the independent predictors were identified by at least two models based on AUC, accuracy, sensitivity, and specificity of the models in phase 1, the expert’s opinion, and clinical findings, were used in the selected models as input. The most appropriate models and the most significant predictors for predicting cervical cancer were ultimately identi-
fied through modelling and re-evaluating the models in IBM SPSS Modeler 18. The models were evaluated using sensitivity, specificity, area under the ROC curve and accuracy.

Results

Table 1 presents the most significant predictors for predicting cervical cancer obtained by reviewing library resources and recent studies. Therefore, twenty-two variables were measured for each patient. The numerical value of the target variable, i.e. developing cervical cancer, was either one or zero.

The mean age of the patients was 47 years, 54% were married, 41.4% were illiterate, 38.6% had a high school diploma and the rest had higher education levels. Social status was poor in 46.2% and moderate in 39.3%. Economic status was poor in 33.1% and moderate in 66.2%. Moreover, personal health level was poor in 42.1% and moderate in 37.2%. In addition, 1.4% had a family history of cervical cancer, 54.5% a history of using contraceptives and 53.7% a history of early pregnancy (younger than 21 years). A total of 25% had more than four children, 97.2% had no history of smoking, 96.6% no history of alcohol consumption and 17.2% had a history of immunodeficiency. Moreover, 10.3% had HPV, 100% had no HSV2, 48.3% had one sex partner, 56.6% had a marriage age below 21 years, 99.3% had no history of chlamydia, 98.6% no history of sexually-transmitted diseases, 40.7% had a history of chronic diseases, including diabetes and hypertension, and 44.1% were ultimately found to have developed cervical cancer. The three variables of the duration of alcohol consumption and the presence of HIV and HSV2 were excluded during pre-processing, and modelling was performed using the cited algorithms.

After performing the modelling in the first stage, nine variables were excluded based on the two principles cited (Table 2), i.e. none of them was presented as a predictor in the two models.

| Row | Variable                                      | Type     | Role     |
|-----|-----------------------------------------------|----------|----------|
| 1   | Age                                           | Continuous| Input    |
| 2   | Marital status                                | Nominal  | Input    |
| 3   | Education level                               | Nominal  | Input    |
| 4   | Social status                                 | Nominal  | Input    |
| 5   | Economic status                               | Nominal  | Input    |
| 6   | Personal health level                         | Nominal  | Input    |
| 7   | Family history of cervical cancer             | Nominal  | Input    |
| 8   | The dose of contraceptives used               | Continuous| Input    |
| 9   | Age at the first childbirth                   | Continuous| Input    |
| 10  | Number of childbirths by caesarean            | Nominal  | Input    |
| 11  | Number of pregnancies                         | Continuous| Input    |
| 12  | Period of smoking consumption                 | Continuous| Input    |
| 13  | Period of alcohol consumption                 | Continuous| Input    |
| 14  | Immunodeficiency                              | Nominal  | Input    |
| 15  | HPV                                           | Nominal  | Input    |
| 16  | *HSV2                                         | Nominal  | Input    |
| 17  | Number of sex partners                        | Nominal  | Input    |
| 18  | Marriage Age                                  | Continuous| Input    |
| 19  | *HIV                                          | Nominal  | Input    |
| 20  | Chlamydia                                     | Nominal  | Input    |
| 21  | Number of sexually-transmitted diseases       | Nominal  | Input    |
| 22  | History of chronic diseases                   | Nominal  | Input    |
| 23  | Given/Not Given cervical cancer               | Flag     | Target   |

* Excluded in the pre-processing stage
The second stage of modelling was carried out with the remaining variables, and the evaluative indicators were separately calculated for each model (Table 3). Based on the evaluative criteria of accuracy, sensitivity, specificity and area under the ROC curve, decision trees, decision trees and support vector machine, decision trees and RBF and support vector machine algorithms respectively performed the best.

Evaluating the ROC curve (Figure 2) and the area under (Table 3) for the algorithms run in the second stage of modelling found the highest area under the ROC curve to be associated with the support vector machine for the test data, whereas all the algorithms except for RBF neural network performed the same for the training data.

Table 4 shows the most important predictors as the final predictors of the present study. Although ten variables were confirmed in the second stage of modelling, personal health level, marital status, social status, dose of contraceptives used, education level and the number of caesarean deliveries were ultimately considered essential in all the algorithms, and the decision tree algorithms rejected age, age at the first pregnancy, number of pregnancies and immunodeficiency.

Personal health levels were the most important predictor, and other variables were equally crucial for the development of cervical cancer in all the algorithms except for RBF neural network (Figure 3) in which the dose of con-

### Table 2: Predictors excluded in the first stage

| Predictor                                      | SVM | C&R Tree | QUEST | RBF | MLP | Occurrence |
|------------------------------------------------|-----|----------|-------|-----|-----|------------|
| Number of sexually-transmitted diseases        |     | √        |       |     |     | 1          |
| Number of sex partners                         |     | √        |       |     |     | 1          |
| Marriage Age                                   |     |          | √     |     |     | 1          |
| HPV                                            |     |          |       | √   |     | 1          |
| History of chronic diseases                    |     |          |       |     | √   | 1          |
| Economic status                                |     |          |       |     |     | 1          |
| Family history of cervical cancer              |     |          |       |     |     | 0          |
| Duration of smoking                            |     |          |       |     |     | 0          |
| Chlamydia                                      |     |          |       |     |     | 0          |

### Table 3: Evaluating the algorithms in the second modelling stage arranged by the accuracy of the test data

| Row | ML algorithms  | %Accuracy | %Sensitivity | %Specificity | %AUC  |
|-----|----------------|-----------|--------------|--------------|-------|
| 1   | QUEST Tree     | 95.55     | 90.48        | 100.00       | 95.20 |
| 2   | C&R Tree       | 95.55     | 90.48        | 100.00       | 95.20 |
| 3   | RBF-ANNs       | 95.45     | 90.00        | 100.00       | 91.50 |
| 4   | SVM            | 93.33     | 90.48        | 95.83        | 95.80 |
| 5   | MLP-ANNs       | 90.90     | 90.00        | 91.67        | 91.50 |
traceptives was the most important predictor.

**Discussion**

The present study developed a model for predicting the probability of developing cervical cancer. Diagnosing this disease in the early stages is crucial, as it does not exhibit specific early symptoms. The majority of women seek medication at advanced stages of this cancer, which further complicate the treatment and impose a huge financial and psychological burden on the patient [38]. Therefore, the present study investigated the important predictors and the most popular algorithms for predicting cervical cancer. Excluding the variables of the duration of alcohol consumption, infections with HIV and HSV2 in the pre-processing stage showed that variables with minor changes to the patients’ samples cannot be considered effective predictors. Given the potential importance of a variable for the community or the patient’s social status, fewer predictors may be required to be considered in future studies; for instance, 96.6% of the subjects having no history of alcohol consumption is natural in Iran. On average, over 97% of the study subjects had no history of smoking or cervical cancer in their family or chlamydia. Given the discussed point, these three variables were
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Table 4: Significant predictors in the second stage of modelling

| Predictor                        | SVM | C&R Tree | QUEST | RBF | MLP | Occurrence |
|----------------------------------|-----|----------|-------|-----|-----|------------|
| Personal health level            | ✓   | ✓        | ✓     | ✓   | ✓   | 5          |
| Marital status                   | ✓   | ✓        |       | ✓   | ✓   | 5          |
| Social status                    | ✓   | ✓        |       | ✓   | ✓   | 5          |
| Dose of contraceptives used      | ✓   | ✓        |       | ✓   | ✓   | 5          |
| Education level                  | ✓   | ✓        |       | ✓   | ✓   | 5          |
| Number of childbirths by caesarean| ✓   | ✓        |       | ✓   | ✓   | 5          |
| Age                              | ✓   |          |       | ✓   | ✓   | 3          |
| Age at the first childbirth      | ✓   |          |       | ✓   | ✓   | 3          |
| Number of pregnancies            | ✓   |          |       | ✓   | ✓   | 3          |
| Immunodeficiency                 | ✓   |          |       | ✓   | ✓   | 3          |
normally disregarded in all the algorithms in the first stage. In contrast, infection with HIV, history of smoking and HPV were essential and influential variables in other studies [22, 24]. The present study found personal health levels, marital status, social status, the dose of contraceptives used and education level to be respectively the most important predictors, which is inconsistent with the results of other studies [22, 24]. Therefore, the sociocultural context of a community can play a critical role in obtaining patient data. Moreover, certain risk factors for cervical cancer, including the history of smoking and alcohol consumption, reveal their effect over time.

Five algorithms were examined after preparing the data. The results obtained in terms of an evaluative index of over 90% confirmed all the algorithms. A study by Vidya et al., [39] divided the data with five features into 500 training data and 100 test data, and compared to other algorithms, found the best performance to be associated with MLP with an accuracy of 98%, sensitivity of 98% and area under the ROC curve of 99%. With a slightly weaker performance, SMO was identified as the best algorithm followed by the J48 decision tree. The SMO algorithm had an 88% accuracy, 91% sensitivity and an 89% area under the ROC curve, while the J48 algorithm had a 58% accuracy, 62% sensitivity and 65% area under the curve [39]. The present study found the best performance to be related to the decision tree and the poorest to MLP-ANNs. In [39], MLP-ANN and SVM had the best results in terms of all the indices and the area under the ROC curve compared to the present study. This discrepancy of results can be explained using larger sample size, i.e. 500 training and 100 test data. Although the MLP algorithm was reported to be the best in studies by Hemalatha and Usha Rani [40] with an 85.5% accuracy, a 78.94% sensitivity and a 60.72% precision, and by Kusy et al., [19] with 107 samples, and a 72% accuracy, a 69% sensitivity, a 74% specificity and a 67% area under the ROC curve, it poorly performed in the present study (with a larger sample size). In the study by Kusy et al., [19] the RBF neural network algorithm showed a poorer performance with a 55% accuracy, a 42% sensitivity, a 67% specificity and a 48% area under the ROC curve compared to in the present study. In a survey by Kurniawati et al., [9] the SVM algorithm
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with a 79% accuracy, a 67% precision and an 85% area under the ROC curve also showed poorer performance compared to the present study. The present study found Decision Tree algorithms to have the best performance.

**Conclusion**

This investigation confirmed that ML can enhance the prediction of cervical cancer. The results of this study showed that Decision Tree algorithms can be applied to identify the most relevant predictors. The proposed models reduce the computational cost as the number of important predictors for analysis reduced. With the aid of machine learning, the disease can be predicted with greater accuracy. Moreover, it seems that improving personal health and socio-cultural level of patients can be causing cervical cancer prevention.
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