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1. Introduction

Let us consider a vector of non-negative random variables $X = (X_1, \ldots, X_n)$, defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We write $[n]$ for the set $\{1, 2, \ldots, n\}$. For $i \neq j \in [n]$, one says that $X_i$ is smaller than $X_j$ in the stochastic precedence whenever the inequality

$$\mathbb{P}(X_i \leq X_j) \geq \mathbb{P}(X_j \leq X_i)$$

holds true; this condition will be denoted by $X_i \preceq_{sp} X_j$.

This notion of comparison is clearly very natural and it is of actual interest for some applications. In fact, it had been considered several times in the literature, possibly under a variety of different terms. In the last few years, in particular, this property has been attracting more and more interest in different applied contexts; see e.g. references [1, 5, 8, 13, 21].

Several controversial or apparently counter-intuitive aspects have been however pointed out, since a long time. In particular one can meet aspects of non-transitivity and other related phenomena which we will refer to as aggregation/marginalization paradoxes. See in particular [3, 8] and the references cited therein. More generally, it there exists a very wide literature concerning with controversial and counter-intuitive aspects related with
non-transitivity, in mathematics and probability (see e.g. [15, 25, 34, 35]). In the fields of
economics, statistics, social choices, as it is well-known, the interest toward these topics
is enormous and the literature considering such subjects has a very long tradition, see,
in particular, [6, 14, 24] and references cited therein. In our analysis, it is important to
be aware of the relations and similarities among all such contexts.

The aspects concerning with aggregation/marginalization paradoxes can be seen as
related to the literature on the theme of Simpson’s paradoxes (see e.g. [4, 26, 30]).
Specifically concerning the topic of stochastic precedence, several examples and counter-
examples about controversial aspects can be found in the analysis of occurrence times
for “words” in random sampling of letters from an alphabet (see e.g. [7, 9, 15, 17]). This
field is also related to the analysis of stochastic comparisons for hitting times for Markov
chains see e.g. [10, 11] and references therein.

Going to the specific purposes of this paper, we notice that it can be useful to un-
derstand situations where the paradoxical phenomena of stochastic precedence are to be
expected or, on the contrary, where they can be excluded. We point out that many of
such phenomena emerge in the case of stochastic dependence among the random vari-
ables under consideration. It is relevant, in this respect, to pay attention to the way
in which stochastic dependence is described. Here we limit our attention to the cases,
when the joint probability distribution of \((X_1, ..., X_n)\) is absolutely continuous and can
thus be described in terms of the joint probability density.

More in particular we consider non-negative random variables, in which case a possible
tool for describing the joint probability law and the type of stochastic dependence can
be based on the family of multivariate conditional hazard rate functions. See e.g. [27]
and also the reviews within the more recent papers [29, 32, 33]. This tool is different,
but equivalent to the one based on the joint density function. In fact, there are well-
known formulas that, at least in principle, allow one to derive the m.c.h.r. functions
from the knowledge of the joint density and viceversa. But the two types of descriptions
completely differ in their abilities to highlight different aspects of stochastic dependence.
Here, we aim to point out that, for non-negative variables, the description based upon
the m.c.h.r. functions can reveal a useful one to understand some aspects of stochastic
precedence and related issues.

The structure of the paper is described as follows.

In the next Section 2 we give some basic notation and definitions, and preliminary
results concerning the minimum among several non-negative random variables in the
jointly absolutely continuous case. In particular we recall basic definitions and facts
about the system of the m.c.h.r. functions. Section 3 will be devoted to the notion of
stochastic precedence and related controversial aspects. In Section 4 we analyze some
different conditions on the variables \(X_1, ..., X_n\), that exclude the occurrence of some of
such paradoxical situations.

2. Notation, basic definitions and preliminary results

In this section, we give basic definitions and we show some preliminary results about
the minimum among random variables. In particular we analyze the role of multivari-
ate conditional hazard rates. For a given non-negative, absolutely continuous, random
variable $X$, we denote by $r(t)$ the ordinary hazard rate (or failure rate) of it:

$$r(t) := \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(X \in (t, t + \Delta t) | X > t)}{\Delta t},$$

To start our discussion, we recall a very simple and useful result concerning the minimum of several independent, exponentially distributed, random variables.

Let $\Upsilon_1, ..., \Upsilon_n$ denote $n$ independent random variables, distributed according to exponential distributions with parameters $\lambda_1, ..., \lambda_n$, respectively, and set

$$\Upsilon_{1:n} := \min \{ \Upsilon_1, ..., \Upsilon_n \}.$$

Then we can state (see e.g. [22], Chp. 2) the following result.

**Lemma 1.** For any $t > 0$ and $j \in [n]$, the following identities hold

$$\mathbb{P}(\Upsilon_{1:n} = \Upsilon_j, \Upsilon_{1:n} > t) = \mathbb{P}(\Upsilon_{1:n} = \Upsilon_j)\mathbb{P}(\Upsilon_{1:n} > t),$$

(1)

$$\mathbb{P}(\Upsilon_{1:n} = \Upsilon_j) = \sum_{s=1}^{n} \frac{\lambda_j}{\lambda_s},$$

(2)

$$\mathbb{P}(\Upsilon_{1:n} > t) = \exp \left\{ -t \sum_{s=1}^{n} \lambda_s \right\}.$$  

(3)

We now want to show (see Proposition 1) in which sense this result can be extended to the random variable $X_{1:n} := \min \{X_1, \ldots, X_n\}$, where $X_1, \ldots, X_n$ are not necessarily independent nor exponentially distributed. We maintain however the condition of absolute continuity for the joint probability distribution and the joint density function will be denoted by $f_X$. The latter condition in particular implies the no-tie property

$$\mathbb{P}(X_i = X_j) = 0,$$

(4)

for any $i, j = 1, \ldots, n$, with $i \neq j$, which will be of basic importance all along the paper.

We respectively denote by $f_{(1)}$, $\bar{F}_{(1)}(t)$, $h_{(1)}(t)$, $H_{(1)}(t)$, the probability density function, survival function, hazard rate function and cumulative hazard function of $X_{1:n}$. Namely

$$h_{(1)}(t) := \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(X_{1:n} \in (t, t + \Delta t) | X_{1:n} > t)}{\Delta t},$$

$$H_{(1)}(t) := \int_{0}^{t} h_{(1)}(s)ds,$$

$$\bar{F}_{(1)}(t) := e^{-H_{(1)}(t)},$$

$$f_{(1)}(t) := h_{(1)}(t)e^{-H_{(1)}(t)}.$$  

(5)

In view of the assumption of absolute continuity, we can define the following limits, for $j = 1, \ldots, n$

$$\gamma_j(t) := \lim_{\Delta t \to 0^+} \mathbb{P}(X_j = X_{1:n} | X_{1:n} \in (t, t + \Delta t)) = \mathbb{P}(X_j = X_{1:n} | X_{1:n} = t),$$

(6)

$$\mu_j(t) := \lim_{\Delta t \to 0^+} \frac{1}{\Delta t} \mathbb{P}(X_j \leq t + \Delta t | X_{1:n} > t).$$  

(7)
We notice that, in the case of regular conditional probabilities,

\[ \sum_{j=1}^{n} \gamma_j(t) = 1. \]  

(8)

Furthermore,

\[ \mu_j(t) = h(1)(t) \gamma_j(t). \]  

(9)

In fact, since

\[ \mathbb{P}(\{X_j \leq t + \Delta t\} \cap \{X_{1:n} > t\}) = \mathbb{P}(\{X_j \leq t + \Delta t\} \cap \{X_{1:n} \in (t, t + \Delta t]\}) \]

we can write

\[ h(1)(t) \gamma_j(t) = \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(\{X_j = X_{1:n}\} \cap \{X_{1:n} \in (t, t + \Delta t]\}) \mathbb{P}(X_{1:n} \notin (t, t + \Delta t])}{\Delta t \mathbb{P}(X_{1:n} > t)} \]

\[ = \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(\{X_j < t + \Delta t\} \cap \{X_{1:n} > t\})}{\Delta t \mathbb{P}(X_{1:n} > t)} = \mu_j(t). \]

The following two results will have a key role in the next discussion.

**Proposition 1.** With the notation introduced above, the following properties hold.

a) For any \( t \geq 0 \) one has

\[ H(1)(t) = \sum_{i=1}^{n} \int_{0}^{t} \mu_i(s)ds. \]  

(10)

b) For any Borel set \( B \in \mathcal{B}(\mathbb{R}_+) \), one can write

\[ \mathbb{P}(X_i = X_{1:n}, X_{1:n} \in B) = \int_{B} \mu_i(s) e^{-H(1)(s)}ds. \]  

(11)

**Proof.** From (8) and (9) one has \( h(1)(s) = \sum_{i=1}^{n} \mu_i(s) \) and then (10). Taking into account the positions (5) and (9) we obtain

\[ \mathbb{P}(X_j = X_{1:n}, X_{1:n} \in B) = \int_{B} f(1)(s) \mathbb{P}(X_j = X_{1:n} \mid X_{1:n} = s)ds = \]

\[ \int_{B} h(1)(s) e^{-H(1)(s)} \gamma_i(s)ds, \]  

(12)

that is equal to (11).

\[ \square \]

Denote by \( \Lambda \) the Lebesgue measure on \((\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))\).

**Theorem 1.** The following two statements are equivalent:

a) For each \( B \in \mathcal{B}(\mathbb{R}_+) \) and \( i, j = 1, \ldots, n \),

\[ \mathbb{P}(X_{1:n} \in B, X_i = X_{1:n}) \leq \mathbb{P}(X_{1:n} \in B, X_j = X_{1:n}); \]

b) \( \Lambda(\{t \in \mathbb{R}_+ : \mu_i(t) > \mu_j(t)\}) = 0. \)
Proof. The implication b) ⇒ a) is immediate in view of the identity (11).

The implication a) ⇒ b) is proved by contradiction.

Assume, in fact, \( \Lambda( \{ t \in \mathbb{R}_+ : \mu_i(t) > \mu_j(t) \} ) > 0 \) then, by continuity of probability measures, there exists \( \varepsilon > 0 \) such that \( \Lambda( \{ t \in \mathbb{R}_+ : \mu_i(t) > \mu_j(t) + \varepsilon \} ) > 0 \). Therefore, by setting

\[
B = \{ t \in \mathbb{R}_+ : \mu_i(t) > \mu_j(t) + \varepsilon \}
\]

one obtains

\[
\mathbb{P}(X_i = X_{1:n}, X_{1:n} = B) - \mathbb{P}(X_j = X_{1:n}, X_{1:n} = B) \geq \varepsilon \int_B e^{-\lambda(t)} ds > 0.
\]

It is convenient, at this step, to recall the definition of m.c.h.r. functions for the non-negative random variables \( X_1, ..., X_n \). We denote by \( X_{1:n}, ..., X_{n:n} \) the corresponding order statistics. For \( A \subseteq [n] \) with \( |A| > 1 \), set

\[
X_{1:A} := \min_{i \in A} X_i.
\]

In particular, we obtain

\[
X_{1:[n]} := X_{1:n} = \min_{1 \leq j \leq n} X_j.
\]

In the following definition for a given subset \( I \subset [n] \) we will consider the random variable \( X_{1:\bar{I}} \), where the symbol \( \bar{I} \) denotes the complementary set \([n] \setminus I\).

**Definition 1.** For a fixed index \( j \in [n] \), an ordered set \( I = (i_1, ..., i_k) \subset [n] \) with \( j \notin I \), and an ordered sequence \( 0 < t_1 < ... < t_k \), the Multivariate Conditional Hazard Rate function \( \lambda_j(t|I; t_1, ..., t_k) \) is defined as follows:

\[
\lambda_j(t|I; t_1, ..., t_k) := \lim_{\Delta t \to 0^+} \frac{1}{\Delta t} \mathbb{P}(X_j \leq t + \Delta t | X_{i_1} = t_1, ..., X_{i_k} = t_k, X_{1:\bar{I}} > t).
\] (13)

Furthermore, one puts

\[
\lambda_j(t|\emptyset) := \lim_{\Delta t \to 0^+} \frac{1}{\Delta t} \mathbb{P}(X_j \leq t + \Delta t | X_{1:n} > t).
\] (14)

For what specifically concerns the position in (14), we must notice that we reobtain nothing else than the functions defined in (9); more precisely

\[
\mu_j(t) = \lambda_j(t|\emptyset).
\] (15)

For this reason, the symbol \( \mu_j(t) \) will not be used anymore, from now on.

**Remark 1.** The limits considered in the above definition make sense in view of the assumption of absolute continuity and the quantity \( \lambda_j(t|I; t_1, ..., t_k) \) can be seen as the failure intensity, at time \( t \), associated to the conditional distribution of the variable \( X_j \), given the observation of the dynamic history

\[
h_t := \{ X_{i_1} = t_1, ..., X_{i_k} = t_k, X_{1:\bar{I}} > t \}.
\] (16)

The functions \( \lambda_j(t|I; t_1, ..., t_k) \) and \( \lambda_j(t|\emptyset) \) can be computed in terms of the joint density function \( f_X \). On the other hand, based on the knowledge of the functions \( \lambda_j(t|I; t_1, ..., t_k) \)
and \( \lambda_j(t|\emptyset) \), one can recover the function \( f_X \). In fact, the following formula holds for \( 0 < x_1 < \ldots < x_n \):

\[
f_X(x_1, \ldots, x_n) = \lambda_1(x_1|\emptyset) \exp \left\{ - \sum_{j=1}^{n} \int_{0}^{x_1} \lambda_j(u|\emptyset) du \right\} \times \]

\[
\times \lambda_2(x_2|\{1\}; x_1) \exp \left\{ - \sum_{j=2}^{n} \int_{x_1}^{x_2} \lambda_j(u|\{1\}; x_1) du \right\} \times \ldots \]

\[
\times \lambda_{k+1}(x_{k+1}|\{1, \ldots, k\}; x_1, \ldots, x_k) \exp \left\{ - \sum_{j=k+1}^{n} \int_{x_k}^{x_{k+1}} \lambda_j(u|\{1, \ldots, k\}; x_1, \ldots, x_k) du \right\} \times \ldots \]

\[
\times \lambda_n(x_n|\{1, \ldots, n-1\}; x_1, \ldots, x_{n-1}) \exp \left\{ - \int_{x_{n-1}}^{x_n} \lambda_n(u|\{1, \ldots, n-1\}; x_1, \ldots, x_{n-1}) du \right\}. \tag{17}
\]

Similar expressions hold when \( x_1, \ldots, x_n \) are such that \( x_{\pi(1)} < \ldots < x_{\pi(n)} \), for some permutation \( \pi \). For proofs, details, and for general aspects see [27, 28], and the review paper [29].

**Remark 2.** In the reliability field, the variables \( X_1, \ldots, X_n \) are interpreted as the random lifetimes of \( n \) components in a system. From the identities (9) and (15) one immediately obtains the relation

\[ \lambda_j(t|\emptyset) = h_{(1)}(t) \gamma_j(t), \]

tying the specific m.c.h.r. function \( \lambda_j(t|\emptyset) \) with the conditional probability \( \gamma_j(t) \) defined in (6) and with the univariate failure rate of the minimum \( X_{1:n} \), i.e. the lifetime of the series system.

In the frame of system reliability, indexes of importance of a component are generally relevant notions. In that context, the conditional probabilities \( \lambda_j(t|\emptyset) \) and \( \gamma_j(t) \) are related with the Barlow-Proshan indexes of importance of stochastically dependent components (see [2, 16, 18, 19]) in the special case when the system is a series. An integral expression for Barlow-Proshan index in a series system can be obtained by specializing a result given in [19]. Such an expression is alternative to the integral one given in (12) above, with \( B = \mathbb{R}_+ \). In [19], the validity of expression (8) have been pointed out for general coherent systems.

We notice that some arguments in [19] might also be applied to conditional probabilities of the type \( \mathbb{P}(X_j = X_{k+1:n}|X_{k+1:n} = t; \mathbf{h}_t) \) which are related with conditional importance indexes for surviving components in a series system surviving at time \( t \).

**Remark 3.** Let us look at the conditional distribution of the residual lifetimes of components surviving at time \( t \) given the dynamic history \( \mathbf{h}_t \) in (16). Similarly to what noticed for \( \lambda_j(t|\emptyset) \) in the remark above, and conditioning upon the observation \( \mathbf{h}_t \), one can obtain an expression for the m.c.h.r. function \( \lambda_j(t|I; t_1, \ldots, t_k) \) in terms of the conditional probability

\[ \mathbb{P}(X_j = X_{k+1:n}|X_{k+1:n} = t; \mathbf{h}_t) \]

and of the conditional univariate failure rate of \( X_{k+1:n} \) (namely, the residual lifetime of the series system made with the components surviving at time \( t \)).
On the other hand, the m.c.h.r. functions $\lambda_j(t|I; t_1, \ldots, t_k)$ can be used to describe the conditional distribution of the residual lifetimes of components, given $h_t$. Such a description will be presented in formula (25). It can be interesting to compare it with the alternative expression that can be given in terms of copula-based representations of joint distributions of lifetimes (see in particular [12] and [20]).

As a direct corollary of Proposition 1 we obtain that, for any vector of dependent variables, probabilities of events related to the behavior of their minimum are equal to probabilities of corresponding events for a vector of independent variables. We point out that, in the case of independence, the function $\lambda_j(\cdot|\emptyset)$ coincides with the ordinary failure rate functions $r_j(\cdot)$ and we can more precisely state the following results.

**Proposition 2.** Let $(X_1, \ldots, X_n)$ be a vector with m.c.h.r. functions $\lambda_j(t|\emptyset)$ and take independent random variables $Z_1, \ldots, Z_n$, with ordinary failure rate functions $r_j(\cdot)$ given by

$$r_j(t) := \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(Z_j < t + \Delta t | Z_j > t)}{\Delta t} = \lambda_j(t|\emptyset).$$

Then

$$\mathbb{P}(X_i = X_{1:n}, X_{1:n} \in B) = \mathbb{P}(Z_i = Z_{1:n}, Z_{1:n} \in B)$$

for any $i \in [n]$ and any Borel set $B$.

**Proof.** In order to prove (18) it is enough to apply, to both the vectors of random variables $(X_1, \ldots, X_n)$ and $(Z_1, \ldots, Z_n)$, item b) of Proposition 1. □

For our purposes it is also useful to specialize Proposition 1 and Proposition 2 to the limiting case $B = [0, \infty)$. Thus we obtain that the analysis of the minimum among several random variables can be reduced to the case of independent variables by means of the functions $\lambda_1(s|\emptyset), \ldots, \lambda_n(s|\emptyset)$ by considering the following formulas.

$$\mathbb{P}(X_{1:n} > t) = \exp \left\{- \sum_{i=1}^{n} \int_0^t \lambda_i(s|\emptyset) ds \right\} = \exp \left\{- \sum_{i=1}^{n} \int_0^t r_i(s) ds \right\} = \mathbb{P}(Z_{1:n} > t),$$

$$(19)$$

$$\mathbb{P}(X_i = X_{1:n}) = \int_0^\infty \lambda_i(s|\emptyset) \exp\left\{- \sum_{i=1}^{n} \lambda_i(s|\emptyset)\right\} ds$$

$$= \int_0^\infty r_i(s) \exp\left\{- \sum_{i=1}^{n} r_i(s)\right\} ds = \mathbb{P}(Z_i = Z_{1:n})$$

for any $i \in [n]$.

Before continuing, the method of m.c.h.r. functions for describing the behaviour of the minimum among dependent variables will now be further demonstrated by means of some relevant examples.

**Example 1.** (The case of exchangeability) When $X_1, \ldots, X_n$ are exchangeable, then the dependence of $\lambda_j(t|\emptyset)$ on the index $j$ is obviously dropped, namely for a suitable function $\lambda(\cdot|\emptyset)$ and for $j = 1, \ldots, n$, $t > 0$,

$$\lambda_j(t|\emptyset) = \lambda(t|\emptyset).$$

$$(21)$$
Thus we obtain

\[ P(X_{1:n} > t) = \exp\left\{ -n \int_0^t \lambda(s|\emptyset)ds \right\}, \]  

(22)

\[ P(X_{1:n} = X_j) = \frac{1}{n}. \]  

(23)

Notice that the same identities do hold even if \(X_1, \ldots, X_n\) are not exchangeable, provided the above condition (21) holds.

**Example 2.** (The case of conditional independence and identical exponential distribution). Let \(\Theta\) be a non-negative random variable with distribution \(\Pi_\Theta\) and let \(X_1, \ldots, X_n\) be conditionally independent and exponentially distributed given \(\Theta\), i.e.

\[ P(X_1 > x_1, \ldots, X_n > x_n) = \int_0^\infty \exp\{-\theta \sum_{i=1}^n x_i\} \Pi_\Theta(d\theta). \]

In this case one has (for details see e.g. [31])

\[ \lambda_j(t|\emptyset) = \mathbb{E}(\Theta|X_{1:n} > t) = \int_0^\infty \theta \Pi_\Theta(d\theta|X_{1:n} > t), \]

where \(\Pi_\Theta(\cdot|X_{1:n} > t)\) denotes the a posteriori distribution of \(\Theta\), given the observation \(X_{1:n} > t\). Moreover

\[ P(X_{1:n} > t) = \int_0^\infty \exp\{-n\theta t\} \Pi_\Theta(d\theta) \]

and since \(X_1, \ldots, X_n\) are, in particular, exchangeable

\[ P(X_{1:n} = X_j) = \frac{1}{n}. \]

**Example 3.** The following case can be considered as a generalization of the case of independent, exponential, variables: consider dependent random variables \(\Upsilon_1, \ldots, \Upsilon_n\) such that for \(j = 1, \ldots, n\), the ratio

\[ \frac{\lambda_j(t|\emptyset)}{\sum_{i=1}^n \lambda_i(t|\emptyset)} \]

does not depend on the variable \(t\). In such a case, the identities (1) and (2) hold.

**Example 4.** A more special class of survival models generalizing the case of independent, exponential, variables is the one of time-homogeneous load-sharing models, characterized by the condition

\[ \lambda_j(t|\emptyset) = r_j(\emptyset), \lambda_j(t|I; t_1, \ldots, t_k) = r_j(I), \]

for a suitable family of constants \(\{r_j(\emptyset); r_j(I); j \in [n], I \subset [n], i \notin I\}\).

Several theoretical and applied aspects of such survival models have been studied in different fields and, in particular, in the reliability literature. See e.g. [33] and references cited therein.
By limiting attention to this class of models, useful examples can be constructed for different types of properties related with the arguments of this paper. In particular, in the case of time-homogeneous load-sharing model we obtain from Proposition 1

\[ P(X_1:n = X_j, X_1:n > t) = r_j(\emptyset) \exp\{-t \sum_{i=1}^{n} r_i(\emptyset)\}. \]

Still considering time-homogeneous load-sharing models, it is also useful recalling attention on the following property of conditional distribution of the residual lifetimes \( X_{j_1} - t, ..., X_{j_{n-k}} - t \) given the observation of a dynamic history \( h_t \) as in (16). Of course, conditionally on \( h_t \), the joint distribution of \( (X_{j_1} - t, ..., X_{j_{n-k}} - t) \) is generally absolutely continuous if the one of \( (X_1, ..., X_n) \) is such. Furthermore it is a time-homogeneous load-sharing model if joint distribution of \( (X_1, ..., X_n) \) is such and one has the simple relation

\[ \hat{r}_j(\emptyset) = r_j(I), j \in \bar{I}. \]

From Proposition 1 we obtain, for \( j \in \bar{I} \),

\[ P(X_{i} = X_t, X_{1:i} > t + s|h_t) = r_i(I) \exp\left\{-s \sum_{j \in \bar{I}} r_j(I) \right\}. \]

Denote by \( J_1, J_2, ..., J_k \) the random indices such that

\[ X_1:n = X_{J_1}, ..., X_{k:n} = J_k. \]

By applying the product formula of conditional probabilities, we thus can also obtain that the joint density function

\[ f_{X_1:n, ..., X_{k:n}, J_1, ..., J_k}(t_1, t_2, ..., t_k, j_1, j_2, ..., j_k) \]

of \( (X_1:n, ..., X_{k:n}, J_1, ..., J_k) \), \( k = 1, ..., n \), with respect to the product of \( k \)-dimensional Lebesgue measure on \( [0, \infty)^k \) and \( k \)-dimensional counting measure on \([n]^k\) is the product of terms of the form

\[ r_{j_{h+1}}(\{j_1, ..., j_h\}) \exp\{- (t_{h+1} - t_h) \sum_{t \notin j_1, ..., j_h} r_t(\{j_1, ..., j_h\})\}. \quad (24) \]

Using once again Proposition 1, the argument presented above can easily be extended to the case of an arbitrary absolutely continuous model, characterized in terms of its m.c.h.r. functions.

First of all we notice that, conditionally on a dynamic history \( h_t \), the joint distribution of residual lifetimes \( (X_{j_1} - t, ..., X_{j_{n-k}} - t) \) is characterized by the m.c.h.r. functions

\[ \hat{\lambda}_j^{(h_t)}(t|\emptyset) = \lambda_j(t|I; t_1, ..., t_h), \ j \in \bar{I}. \quad (25) \]

We can thus state the following proposition.
Proposition 3. The joint density function
\[ f_{X_1:n,\ldots,X_k:n,J_1,\ldots,J_k}(t_1, t_2, \ldots, t_k, j_1, j_2, \ldots, j_k) \]
of \((X_{1:n}, \ldots, X_{k:n}, J_1, \ldots, J_k), k = 1, \ldots, n\), with respect to the product of \(k\)-dimensional Lebesgue measure on \([0, \infty)^k\) and counting measure on \([n]^k\) is the product of terms of the form
\[
\lambda_{j_{h+1}}(t_{h+1}; \{j_1, \ldots, j_h\}; t_1, \ldots, t_h) \exp\{-(t_{h+1}-t_h) \sum_{l \neq j_1, \ldots, j_h} \lambda_l(t_{h+1}; \{j_1, \ldots, j_h\}; t_1, \ldots, t_h)\}. \tag{26}
\]

As Proposition 2 shows, the factors in \((26)\) can be replaced, at any step, by corresponding factors related with independent variables whose distribution are affected by the past observations.

For time-homogeneous load–sharing models, the factors in \((26)\) reduce to those in \((24)\). The concept of time-homogeneous load–sharing models can be extended in a natural way to the non–homogeneous case. For such a case, the specific form of the above result has been given in [23].

Before concluding this section, we also recall attention on a further aspect of m.c.h.r. functions. For \(m < n\), m.c.h.r. functions are generally different from the corresponding m.c.h.r. functions associated to the marginal distribution of the vector \((X_1, \ldots, X_m)\).

3. Controversial aspects of stochastic precedence

Let \(Y_1\) and \(Y_2\) be two random variables. We remind from the Introduction that \(Y_1\) stochastically precedes \(Y_2\) if \(P(Y_1 \leq Y_2) \geq P(Y_2 \leq Y_1)\). Under the no-tie condition, this definition is equivalent to \(P(Y_1 \leq Y_2) \geq \frac{1}{2}\). This will be written \(Y_1 \preceq_{sp} Y_2\). The previous formula \((20)\) in particular provides us with a simple characterization of stochastic precedence when \(Y_1\) and \(Y_2\) are two non-negative random variables. In fact, letting
\[
\lambda_i(t|\emptyset) := \lim_{\Delta t \to 0^+} \frac{1}{\Delta t} P(Y_i \leq t + \Delta t | Y_{1:n} > t)
\]
for \(i = 1, 2\), we can write
\[
Y_1 \preceq_{sp} Y_2 \iff \int_0^{+\infty} \lambda_1(s|\emptyset) e^{-H(1)(s)} ds \geq \frac{1}{2} \tag{27}
\]
where \(H(1)(t) = \int_0^t [\lambda_1(s|\emptyset) + \lambda_2(s|\emptyset)] ds\).

Example 5. (The case of independence). Let \(X_1, X_2\) be two independent, non-negative, random variables with absolutely continuous distributions characterized by the hazard rate functions \(r_1(t), r_2(t)\), respectively. Then, in view of the characterization in \((27)\), one has
\[
X_1 \preceq_{sp} X_2 \iff \int_0^{\infty} r_1(t)e^{-\int_0^t [r_1(s)+r_2(s)] ds} dt \geq \frac{1}{2}.
\]

When \(X_1, X_2\) are independent and exponential with parameters \(r_1, r_2\), the condition \(X_1 \preceq_{sp} X_2\) simply becomes \(r_1 \geq r_2\) and so we get the hazard rate ordering.
Example 6. (The case of conditional independence and exponentiality) Similarly to the previous Example 2, consider now the case when $\Theta$ is a non-negative random variable with distribution $\Pi_\Theta$ and $X_1, X_2$ are conditionally independent given $\Theta$, with
\begin{align*}
\mathbb{P}(X_1 > t | \Theta = \theta) &= \exp\{-c_1 \theta t\}, \\
\mathbb{P}(X_2 > t | \Theta = \theta) &= \exp\{-c_2 \theta t\},
\end{align*}
where $c_1, c_2$ are two fixed positive numbers. In this case, one has
\begin{equation*}
\lambda_i(t|\emptyset) = c_i \mathbb{E}(\Theta | X_1:n > t).
\end{equation*}
Thus, we are in the case of Example 3 and the condition $X_1 \preceq_{sp} X_2$ becomes $c_1 \geq c_2$.

Remark 4. It is immediate to see that, in the case of stochastic independence, the condition $X_1 \preceq_{sp} X_2$ is implied by the condition that $X_1$ precedes $X_2$ in the usual stochastic ordering (written $X_1 \preceq_{st} X_2$), namely
\begin{equation*}
\mathbb{P}(X_1 > t) \leq \mathbb{P}(X_2 > t), \forall t > 0.
\end{equation*}
This implication is not valid anymore, when the condition of independence is dropped; see e.g. the discussion and counter-examples in [8, 10]. The characterization in (27) can help us to easily understand the logic on which counter-examples may be built up.

Remark 5. The relation of stochastic precedence does not generally satisfy the transitivity property. In fact, it is possible to show examples where, for three real-valued random variables $X_1, X_2, X_3$, the following conditions simultaneously hold:
\begin{equation}
\mathbb{P}(X_1 < X_2) > \frac{1}{2}, \quad \mathbb{P}(X_2 < X_3) > \frac{1}{2}, \quad \mathbb{P}(X_3 < X_1) > \frac{1}{2}
\end{equation}
Possibly under different languages, this topic has been often considered in the literature and famous examples have been given (see e.g. [3, 14, 15, 25, 34, 35]). In this respect, we point out that, for the case of non-negative variables, examples in discrete-time can be easily converted into examples in continuous-time.

We notice furthermore that the possibility of (28) is obviously excluded when $X_1, X_2, X_3$ are independent variables, satisfying the property
\begin{equation*}
X_1 \preceq_{st} X_2 \preceq_{st} X_3.
\end{equation*}

We now introduce the following notation to point out a further aspect, of stochastic precedence, which may appear controversial at first glance.

The probability $\mathbb{P}(X_{1:n} = X_j)$ will be denoted by $\alpha_j$. More generally, for $A \subseteq [n]$ with $|A| > 1$, $j \in A$, we set
\begin{equation}
\alpha_j^{[A]} := \mathbb{P}(X_{1:A} = X_j).
\end{equation}
For $A \subseteq [n]$ with $|A| > 1$, $i, j \in A$, set
\begin{equation}
X_i \preceq_{sp}^{[A]} X_j
\end{equation}
if
\begin{equation*}
\alpha_i^{[A]} \geq \alpha_j^{[A]}.
\end{equation*}
In words the relation (30) says that the random variable $X_i$ has, with respect to $X_j$, a greater (or equal) probability to be the minimum among all the variables $X_k$ with $k \in A \subseteq [n]$. Such a relation can be of interest in several contexts where it is important
to detect which variable has a greater probability to be a minimum among a given set of random variables. For instance, consider the collection, denoted by \([n]\), of all the horses registered in a racecourse. Let \(A \subset [n]\) be the set of those horses scheduled to take part in a specific race. The bookmakers are called to compare the probability of victory only among the horses belonging to \(A\). Thus they are interested in the probabilities \(\alpha^{[A]}_i\)'s, for \(i \in A\), and in the relations (30). It is natural to think of others contexts, in particular Economics and Reliability theory, in which definition (30) could be relevant, see e.g. Example 7 below.

Consider now two non-disjoint subsets \(A, B \subseteq [n]\) and two elements \(i, j \in A \cap B\). We notice that the inequalities

\[
X_i \preceq_{[A]} X_j, X_j \preceq_{[B]} X_i
\]

can simultaneously hold (see also, e.g., [24]). In particular, it can happen that, for an element \(l \notin A\), we have

\[
\alpha^{[A]}_i > \alpha^{[A]}_j, \alpha^{[A \cup l]}_i < \alpha^{[A \cup l]}_j.
\]

and, for three different elements \(i, j, l \in [n]\),

\[
X_i \preceq_{[A]} X_j, X_j \preceq_{[\{i,j,l\}]} X_i.
\]

Example 8 in the next section shows a case where the latter situation arises. We will refer to this type of circumstances as to an aggregation/marginalization paradox.

**Example 7.** Let \(T\) denote the lifetime of a coherent system made with \(n\) binary components, whose lifetimes are denoted by \(X_1, \ldots, X_n\). As it is very well known, \(T\) can be written in the form

\[
T = \max_{k=1, \ldots, K} \min_{h \in P_k} X_h
\]

where \(P_1, \ldots, P_K\) are the minimal path sets of the system (see e.g. [2]). Any \(P_k\) is a series system and Equation (31) says that the system can be written as a parallel of series system. Using the notation defined in (29), the quantity \(\alpha^{[P_k]}_h\) can be seen as the Barlow-Proshan importance index of the component \(h\) w.r.t. the \(k\)-th minimal path set. See also Remark 2 in Section 2. For two components \(i\) and \(j\) both belonging to two different minimal path sets \(P_{k'}\) and \(P_{k''}\), it may in general happen that \(\alpha^{[P_{k'}]}_i < \alpha^{[P_{k''}]}_j\) and \(\alpha^{[P_{k''}]}_i > \alpha^{[P_{k''}]}_j\). Such a situation may appear rather controversial, taking into account that both \(P_{k'}\) and \(P_{k''}\) are series systems.

4. **A simplifying scenario**

Let the random vector \(X = (X_1, \ldots, X_n)\) be given. An issue of interest in our study is the identification of the variables that are small according to the following definition

**Definition 2.**

(i) We say that \(X_i\) is **weekly small with respect to** \((w.r.t.)\) \(X = (X_1, X_2, \ldots, X_n)\) if \(\alpha_i \geq \alpha_j\) for \(j = 1, \ldots, n\).

(ii) We say that \(X_i\) is **small w.r.t.** \(X\) if \(X_i\) is weekly small w.r.t. \(X\) and there exists \(j\) such that \(\alpha_i > \alpha_j\).
Notice that a weakly small element always exists whereas the existence of a small element is not guaranteed. However, no small element exists if and only if \( \alpha_1 = \cdots = \alpha_n = 1/n \).

Actually, the quantities \((\alpha_i : i = 1, \ldots, n)\) can be computed using (20). However, for some models, the determination of small variables may be rather complicate.

In this section we analyze situations where the scenario is simplified. First of all, we notice that, in the case when we deal with only two random variables, the property of being weakly small is actually equivalent to stochastic precedence.

Let us now consider the case when \( n > 2 \). As the following example shows, the circumstance that \( X_1 \) stochastically precedes all the variables \( X_2, \ldots, X_n \) does not imply (and is not implied by) the condition that \( X_1 \) is small w.r.t. \( X_2, X_3 \).

**Example 8.** Let \( X_1, X_2, X_3 \) be three independent random variables where, for \( \epsilon \in (0, 1/2) \), \( X_1 \) is the degenerate random variable \( \frac{1}{2} - \epsilon \) and where \( X_2, X_3 \sim U(0, 1) \). For \( \epsilon \) small enough, the r.v. \( X_2 \) and \( X_3 \) are small w.r.t. \((X_1, X_2, X_3)\). Indeed

\[
P(X_1 < \min\{X_2, X_3\}) = \left( \frac{1}{2} + \epsilon \right)^2 \cong \frac{1}{4}
\]

and

\[
P(X_2 < \min\{X_1, X_3\}) = P(X_3 < \min\{X_1, X_2\}) = \frac{1}{2} \left[ 1 - P(X_1 < \min\{X_2, X_3\}) \right] =
\]

\[
= \frac{1}{2} \left[ 1 - \left( \frac{1}{2} + \epsilon \right)^2 \right] \cong \frac{3}{8}.
\]

*On the other hand, we obviously have

\[
P(X_1 < X_2) = P(X_1 < X_3) = \frac{1}{2} + \epsilon.
\]

Of course, checking the stochastic precedence of a random variable \( X_1 \) with respect to a set of other variables is typically much easier than checking the property of it being small. In this respect, the following two definitions are of interest in our analysis.

Given \( X = (X_1, X_2, \ldots, X_n) \), for any \( i = 1, \ldots, n \) we denote by \( V_{[i]} \) the set of indexes defined as

\[
V_{[i]} = \left\{ j \in [n] : P(X_i < X_j) \geq \frac{1}{2} \right\},
\]

and set

\[
X_A = (X_i : i \in A).
\]

**Definition 3.** We say that \( X_i \) is pair-determined in \( X \) if for any subset \( A \subset V_{[i]} \) the random variable \( X_i \) is weakly small w.r.t. \( X_{A \cup \{i\}} \).

The applied meaning of the above definition can be appreciated by thinking of a betting situation, where \( X_1, \ldots, X_n \) are hitting times until the first occurrence of competing events (such as in horse-racing) and where different players are expected to bet on them. A player, betting on \( X_i \), wins when \( X_i = X_{1:n} \), namely it is convenient to bet on \( X_i \) when \( X_i \) is small w.r.t. \( X \). In such a context, the pair-determined property guarantees that
the choice of betting on $X_i$ is justified all the times that only elements $X_j$ with $j \in V_{[i]}$ take part in the competition.

A simple case when all the variables are pair-determined is given in the next Example. A case where not all the variables are pair-determined can, on the contrary, be found in Example 8.

**Example 9.** Consider a triple $X_1, X_2, X_3$ such that

$$X_1 \preceq_{sp} X_2, X_2 \preceq_{sp} X_3, X_3 \preceq_{sp} X_1$$

and the inequalities are understood in a “strict” sense. Thus we have that each single variable is trivially pair-determined since we have

$$V_{[1]} = \{2\}, V_{[2]} = \{3\}, V_{[3]} = \{1\}.$$

Reminding the definition, given above, of the symbol $\preceq^{[A]}_{sp}$, we now present the following

**Definition 4.** The vector $X = (X_1, \ldots, X_n)$ is ordered by pairs when $X_i \preceq_{sp} X_j$ implies that

$$X_i \preceq^{[A]}_{sp} X_j$$

for any $A \subset [n]$ and $i, j \in A$.

The ordered by pairs property is indeed rather strong and has a number of implications as shown next.

**Proposition 4.** If $X = (X_1, \ldots, X_n)$ is ordered by pairs then the following properties hold:

a) For any $i \in [n]$, $X_i$ has the pair-determined property;

b) If $X_i \preceq_{sp} X_j$ and $X_j \preceq_{sp} X_k$ then $X_i \preceq^{[A]}_{sp} X_k$, for any $A \subset [n]$ such that $i, k \in A$;

c) $X_1 \preceq_{sp} X_j$, for $j = 2, \ldots, n$ if and only if $X_1$ is weakly small w.r.t. $X_A$ for any $A \subset [n]$ such that $1 \in A$.

**Proof.** a) To fix ideas we assume that the variables are indexed in such a way that

$$\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n.$$  

Namely, for $i < j$, one has $X_i \preceq^{[n]}_{sp} X_j$. By taking into account the ordered by pairs property for $X$, one has $X_i \preceq_{sp} X_j$. Thus,

$$V_{[i]} = \{i + 1, \ldots, n\}$$

for $i = 1, \ldots, n - 1$ and $V_{[n]} = \emptyset$. Fix now $A$ such that $i \in A$ and $A \subset V_{[i]} \cup \{i\}$. By applying again the ordered by pairs property we obtain

$$\alpha_i^{[A]} \preceq \alpha_k^{[A]},$$

for any $k \in A$. Thus $X_i$ is weakly small in $X_{A \cup \{i\}}$. Whence we can conclude that $X$ has the pair–determined property.

b) By hypothesis, $X_i \preceq_{sp} X_j$ and $X_j \preceq_{sp} X_k$. Then the property of ordered by pairs yields

$$X_i \preceq^{[B]}_{sp} X_j, X_j \preceq^{[B]}_{sp} X_k.$$
where \( B = \{i, j, k\} \). Namely, \( \alpha_i^{[B]} \geq \alpha_j^{[B]} \geq \alpha_k^{[B]} \). Then, by applying again the property of ordered by pairs we obtain that for any \( A \) with \( i, k \in A \) one has \( X_i \preceq_{sp} X_k \).

The proof of c) is similar to the above and it can be omitted. □

As an immediate consequence of Proposition 4, one obtains that both non-transitivity and aggregation/marginalization paradoxes can be excluded under the ordered by pairs property. Thus Example 9 shows a case where the latter property fails even if all the variables are pair determined.

**Remark 6.** Concerning Barlow-Proshan importance indexes of components in a coherent system, we can cite a simple application of Proposition 4. Let the vector \((X_1, ..., X_n)\) of components’ lifetimes have the ordered by pairs property and compare two components \(i, j\). Then the condition \( X_i \preceq_{sp} X_j \) implies that the component \(i\) has a greater importance index, within any path set, than the component \(j\). See also Example 7.

The following results give some sufficient conditions for the pair-determined, ordered by pairs, or weakly small properties.

**Lemma 2.** Let \(Y_1, Y_2, Z\) be independent random variables with \(Y_1 \preceq_{st} Y_2\). Then

\[
P(Y_1 \leq \min (Y_2, Z)) \geq P(Y_2 \leq \min (Y_1, Z)).
\]

**Proof.** Denote by \( f_{Y_i} \) the marginal density function of \(Y_i\), for \(i = 1, 2\) and by \( f_Z \) the one of \(Z\).

\[
P(Y_1 \leq \min (Y_2, Z)) = \int_0^{+\infty} P(Y_1 \leq \min (Y_2, Z) \mid Z = \xi) f_Z(\xi) \, d\xi =
\]

\[
= \int_0^{+\infty} P(Y_1 \leq \min (Y_2, \xi)) f_Z(\xi) \, d\xi,
\]

where the second identity follows by the assumption of stochastic independence.

Similarly

\[
P(Y_2 \leq \min (Y_1, Z)) = \int_0^{+\infty} P(Y_2 \leq \min (Y_1, \xi)) f_Z(\xi) \, d\xi.
\]

Now, for any \( \xi > 0 \), we can write

\[
P(Y_1 \leq \min (Y_2, \xi)) = \int_0^{+\infty} f_{Y_2}(y) \left[ \int_0^{\min(y, \xi)} f_{Y_1}(x) \, dx \right] dy,
\]

and

\[
P(Y_2 \leq \min (Y_1, \xi)) = \int_0^{+\infty} f_{Y_1}(x) \left[ \int_0^{\min(x, \xi)} f_{Y_2}(y) \, dy \right] dx.
\]

For any \( \xi > 0 \), the functions

\[
\rho_\xi(u) := \int_0^{\min(u, \xi)} f_{Y_1}(x) \, dx, \quad \sigma_\xi(u) := \int_0^{\min(u, \xi)} f_{Y_2}(x) \, dx
\]
are non-decreasing function w.r.t. \( u > 0 \), and
\[
\rho_\xi(u) \geq \sigma_\xi(u)
\]
in view of the assumption \( Y_1 \preceq_{st} Y_2 \). The same assumption then puts us in a position to conclude
\[
P( Y_1 \leq \min( Y_2, \xi) ) = \int_0^{+\infty} f_{Y_2}(u) \rho_\xi(u) du \geq \int_0^{+\infty} f_{Y_1}(u) \sigma_\xi(u) du = P( Y_1 \leq \min( Y_2, \xi) ).
\]
Whence the thesis is obtained by recalling equations (32), (33) and by integrating the functions in (34) and (35) with respect to the variable \( \xi \). \( \square \)

We can now obtain a simple sufficient condition, in the case of independent random variables, ensuring that a single random variable \( X_1 \) is simultaneously pair-determined and weakly small in \( X \).

**Proposition 5.** Let \( X = (X_1, \ldots, X_n) \) be a vector of independent random variables such that \( X_1 \preceq_{st} X_i \), for \( i = 2, \ldots, n \). Then \( X_1 \) is pair-determined in \( X \) and it is weakly small w.r.t. \( X \). Moreover, if the random variables are not identically distributed then \( X_1 \) is small w.r.t. \( X \).

**Proof.** Fix \( j \) and a set \( A \subset [n] \) such that \( 1, j \in A \). We recall the notation \( X_{1:A \setminus \{1,j\}} = \min_{t \in A, t \neq 1,j} X_t \). From the assumption that \( X_1 \preceq_{st} X_j \) and from the above Lemma\[2\] we immediately get
\[
\alpha_1[A] = P(X_1 \leq X_j \land X_{1:A \setminus \{1,j\}}) \geq P(X_j \leq X_1 \land X_{1:A \setminus \{1,j\}}) \geq \alpha_j[A].
\]
The proof can be concluded by recalling Definition [3]. \( \square \)

**Proposition 6.** Let \( X = (X_1, \ldots, X_n) \) be a vector of independent random variables such that \( X_{i-1} \preceq_{st} X_i \), for \( i = 2, \ldots, n \). Then \( X \) is ordered by pairs.

**Proof.** Fix \( i < j \) and a set \( A \subset [n] \) such that \( i, j \in A \). From the assumption that \( X_i \preceq_{st} X_j \) and from the above Lemma\[2\] we immediately get
\[
\alpha_i[A] = P(X_i \leq X_j \land X_{1:A \setminus \{i,j\}}) \geq P(X_j \leq X_i \land X_{1:A \setminus \{i,j\}}) \geq \alpha_j[A].
\]
The proof can be concluded by recalling Definition [4]. \( \square \)

We now pass to consider the case of non-independent random variables and focus attention on the family of the m.c.h.r.’s. First of all we have the following simple conclusion.

**Proposition 7.** If \( \lambda_{1}(t|\emptyset) \geq \lambda_{j}(t|\emptyset) \), for any \( t \geq 0 \) and \( j \geq 2 \), then \( X_1 \) is weakly small w.r.t. \( X = (X_1, \ldots, X_n) \).

**Proof.** It is an immediate consequence of formula (20). \( \square \)

In our analysis a simplifying condition is the one of “initial-time-homogeneity”. We say that \( X = (X_1, \ldots, X_n) \) is initially time homogeneous if there exist constants \( (\beta_j : j = 1, \ldots, n) \) such that \( \lambda_j(t|\emptyset) = \beta_j \).
Remark 7. Let us focus attention on the independent random variables $Z_1, \ldots, Z_n$ introduced in Proposition 2 and considered in equations (19) and (20). If $X = (X_1, \ldots, X_n)$ is initially time-homogeneous then $Z_1, \ldots, Z_n$ are exponentially distributed.

In view of the above remark, an obvious corollary of Proposition 7 is the following one:

**Corollary 1.** If $X = (X_1, \ldots, X_n)$ is initially time homogeneous, then $X_j$ is weakly small w.r.t. $X$ if and only if $\beta_j = \max_{i=1,\ldots,n} \beta_i$.

The following simple result shows a sufficient condition for the property of being ordered by pairs.

**Proposition 8.** Assume that $X$ is initially-time-homogeneous, with $\beta_i \neq \beta_j$ for all $i \neq j$, and that the condition $\beta_\ell > \beta_j$ implies $\lambda_\ell(t; I, t_1, \ldots, t_{|I|}) \geq \lambda_j(t; I, t_1, \ldots, t_{|I|})$, for any $I \subset [n]$, $t_1, \ldots, t_{|I|}$ and $t > t_{|I|}$. Then the condition of ordered by pairs holds true.

**Proof.** Without any loss of generality we can consider that $\beta_1 > \beta_2 > \cdots > \beta_n$. In order to obtain the thesis we must prove that, for any $j < \ell$ and any $A \subset [n]$ such that $\ell, j \in A$, $X_j \preceq^\mathcal{A} X_\ell$. We then consider the “marginal” m.c.h.r function

$$\lambda^\mathcal{A}_i(t; \emptyset) := \lim_{\Delta t \to 0^+} \frac{\mathbb{P}(X_i \in (t, t + \Delta t)|X_1 > t)}{\Delta t}.$$

By taking into account the definition of the $\lambda_i(t; I, t_1, \ldots, t_{|I|})$ we obtain

$$\lambda^\mathcal{A}_i(t; \emptyset) = \sum_{I \subset A^c} \int_{[0, t]} \lambda_i(t; I, t_1, \ldots, t_{|I|}) f_X(t_1, \ldots, t_{|I|}|X_1 > t) \, dt_1 \ldots dt_{|I|}. \quad (37)$$

By (37) and (36) we obtain that

$$\lambda^\mathcal{A}_j(t; \emptyset) \geq \lambda^\mathcal{A}_\ell(t; \emptyset)$$

where $j, \ell \in A$ with $j < \ell$. Then by formula (20) follows the thesis. \qed

As a special case of initially-time-homogeneous models, we find the time-homogeneous load-sharing models mentioned in Section 2. Even if such a condition is very restrictive, this class of models is relevant in that it can still be seen as a generalization of the condition of independence and exponentiality. It can be interesting to specialize to these cases the preceding results about initially-time-homogeneous models.
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