Electric control of a \( \{Fe_4\} \) single-molecule magnet in a single-electron transistor
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Using first-principles methods we study theoretically the properties of an individual \( \{Fe_4\} \) single-molecule magnet (SMM) attached to metallic leads in a single-electron transistor geometry. We show that the conductive leads do not affect the spin ordering and magnetic anisotropy of the neutral SMM. On the other hand, the leads have a strong effect on the anisotropy of the charged states of the molecule, which are probed in Coulomb blockade transport. Furthermore, we demonstrate that an external electric potential, modeling a gate electrode, can be used to manipulate the magnetic properties of the system. For a charged molecule, by localizing the extra charge with the gate voltage closer to the magnetic core, the anisotropy magnitude and spin ordering converges to the values found for the isolated \( \{Fe_4\} \) SMM. We compare these findings with the results of recent quantum transport experiments in three-terminal devices.

I. INTRODUCTION

In recent years molecular spintronics has emerged as one of the most active areas of research within magnetism at the atomic scale2–4. Progress in the field is driven in part by advances in chemical design and synthesis, which allow the realization of interesting magnetic molecules with desired electronic and magnetic properties. A second essential feature of ongoing research is the improved ability of integrating individual magnetic molecules into solid-state nano-electronic devices.

Typically magnetic molecules have long spin-relaxation times, which can be utilized in high-density information storage. They are also usually characterized by a weak hyperfine interaction with the environment, resulting in long spin coherence times, which is an essential property for applications in quantum information processing. Single-molecule magnets (SMMs) are a special class of spin-ordered and/or magnetically active molecules characterized by a relatively high molecular spin and large magnetic anisotropy energy.2 The latter lifts the spin degeneracy even at zero magnetic field, and favors one particular alignment of the spin, making the molecule a nanoscale magnet.

One of the goals of molecular spintronics is to address the magnetic states of individual magnetic molecules with electric fields and electric currents. In the last six years experimental efforts toward this goal have considered different classes of magnetic molecules and strategies to incorporate them into electric nano-circuits. A particularly interesting direction focuses on quantum transport in a single-electron transistor (SET), a three-terminal device where a SMM bridges the nanogap between two conducting nano-leads, and can further be electrically manipulated by the gate voltage of a third nearby electrode. In the regime of weak coupling to the leads, the electric charge on the central SMM is quantized and can be controlled by the external gate. When Coulomb blockade is lifted by either gate or bias voltages, transport occurs via tunneling of single electrons in and out of the SMM. Therefore a study of transport in this geometry can provide detailed information on the magnetic properties of individual SMMs, both when the molecule is neutral and when it is electrically charged.

Early SET experiments on SMMs5–9 focused on the archetypal SMM \( \{Mn_{12}\}\)-acetate7,10, characterized by the ground-state spin \( S = 10 \) and a large magnetic anisotropy barrier of approximately 50 K. Unfortunately these experiments and studies of self-assembled molecules on gold surfaces7,11 have shown that the magnetic properties of \( \{Mn_{12}\} \) complexes are extremely fragile and easily disrupted when the molecule is attached to metallic leads or surfaces.

More recently, another class of SMMs, namely the tetranuclear \( \{Fe_4\} \) molecule, has emerged as a candidate in molecular spintronics that does not suffer the drawbacks of \( \{Mn_{12}\} \). The properties of \( \{Fe_4\} \) in its neutral state are well studied in the crystal phase12–13, and include a molecular ground-state spin \( S = 5 \) and an intermediate magnetic anisotropy barrier \( \approx 15 \) K. In contrast to what happens with \( \{Mn_{12}\} \), these magnetic characteristics remain stable when the molecule is deposited on a gold surface14,15. Furthermore, its tripodal ligands
are shown to be advantageous for the preparation of single-molecule electronic devices. Indeed, recent three-terminal quantum transport experiments\textcite{16-18}, with \{Fe$_4$\} as the central island of a SET, show that this molecule behaves indeed as a nanoscale magnet, even when it is wired to metallic leads. The magnetic anisotropy is significantly affected by adding or subtracting single charges to the molecule\textcite{15}, an operation that can be performed reversibly with the gate voltage. More refined techniques\textcite{16} allow the extraction of the magnetic anisotropy of the neutral and charged molecule from the transport measurements with unprecedented accuracy.

In this paper we carry out density functional theory (DFT) calculations to evaluate the magnetic properties of a \{Fe$_4$\} connected to gold electrodes and under the effect of an external electric field representing a gate voltage. The geometry considered here is supposed to model the typical situation realized in current SET experiments, although some details might be different. The main aim of our work is to investigate theoretically how the spin ordering and the magnetic anisotropy of \{Fe$_4$\} are affected by weak coupling to the leads, both when the molecule is in its neutral state and when a single charge is added to or subtracted from the device. A second important objective of the paper is a theoretical analysis of how these magnetic properties can be modified and controlled by means of an external electric potential representing a gate electrode.

Although a full-fledged first-principles study of quantum transport is beyond the scope of the present paper, as we explain below, we believe that our analysis of the charged states under the effect of an external electric field is useful to develop methods to compute the tunneling conductance within a master equation formalism. Ref.\textcite{19} introduced a DFT description of the neutral and charged states of an isolated \{Mn$_{12}$\} SMM, which were then used in a master equation formalism for quantum transport. Here the coupling to the leads was treated with phenomenological tunneling amplitudes taken form experiment. In Ref.\textcite{20} charge transport was studied by means of a non-equilibrium Green’s function approach, which included the presence of metallic leads in the regime of strong coupling. Transport calculations carried out in the same transport regime but based on microscopic tight-binding models have also been considered\textcite{21}. This approach has the drawback that charging effects, essential for the description of SET experiments, cannot be adequately incorporated.

In this sense the present paper is a further contribution to these early attempts to use first-principles methods based on DFT to investigate quantum transport in a SET with a SMM. We are aware that the use of DFT can be problematic when it comes to describing the electronic structure and Fermi level alignment of molecules coupled to external electrodes, particularly when charged states are involved. Assessing the limitations of DFT in this context is also a technical aim of the present paper. In this regard, we discuss potential uncertainties in the relative level alignment of the electrode and molecular states.

The main findings of our analysis are the following. The SMM \{Fe$_4$\} in its neutral state is indeed quite robust against the presence of metallic leads: both spin ordering and magnetic anisotropy are essentially identical to the one of the isolated molecule. For the case of a charged molecule, the effect of the leads is more complex. Our calculations show that the extra charge tend to reside primarily on the ligands between molecule and metallic leads, and only minimally on the magnetic core. As a result the addition of electrons affects the magnetism of molecule (specifically the magnetic anisotropy) considerably less than when the molecule is isolated. We find that an external gate voltage can be used to localize the extra charge closer to the central magnetic core, and in this case the magnetic characteristics of the device converge to the ones of the isolated \{Fe$_4$\} SMM.

The organization of this paper is as follows. In Sec.\textsection{II} we present an overview of the theoretical and computational approach employed in this work. The electronic and magnetic properties of different charge states of the isolated \{Fe$_4$\} SMM is discussed in Sec.\textsection{III} The effects of the metallic leads on the properties of the molecule are discussed in Sec.\textsection{IV}. In Sec.\textsection{V} we discuss how a confining electric potential affects the magnetic properties of the molecule. In Sec.\textsection{VI} we compare the results of our calculations with recent SET transport experiments. Finally in Sec.\textsection{VII} we summarize our results.

\section{II. THEORETICAL BACKGROUND}

\subsection{A. Spin Hamiltonian and the giant-spin model}

In a first approximation, the exchange interaction between the magnetic ions of a molecular magnet can be described by an isotropic Heisenberg model

\begin{equation}
H = \sum_{ij} J_{ij} \mathbf{s}_i \cdot \mathbf{s}_j ,
\end{equation}


where $\mathbf{s}_i$ is the spin of the magnetic ion $i$ and the constants $J_{ij}$ describe the super-exchange coupling
between ions $i$ and $j$. Clearly, the validity of Eq. \[1\] relies crucially on the assumption that each magnetic ion is characterized by a well-defined quantum spin, localized at the ion position. There might be cases where the spin-polarization of the molecule is delocalized, where this assumption may break down. Such cases are especially probable when an excess tunneling electron is present. Once the exchange constants are known, the Hamiltonian can be diagonalized. Since $H$ is a sum of scalars in spin space, it commutes with the total spin $S$. Therefore the eigenvalues of $S^2$ and $S_z$ can be used to label the eigenstates of $H$.

In the case of single-molecule magnets, the ground state (GS) of Eq. \[1\] is characterized by a relatively large spin $S$, and it is separated by a fairly large energy $\Delta J \equiv \text{Max}_{(ij)} |J_{ij}|$ from excited states with different total spins. Thus, at low energies $< \Delta J$ the magnetic molecule behaves effectively as an atom with a relatively large spin $S$, known as ‘giant spin’. The approximation of restricting to the lowest spin multiplet is known as giant-spin model. According to Eq. \[1\], each spin multiplet is degenerate. In the next section we will discuss how spin-orbit interaction lifts this degeneracy, splitting the $2S + 1$ states of the GS multiplet.

Note that the ground-state spin $S$ is not always the maximum value $S_{\text{max}}$ allowed by Eq. \[1\]. Due to the presence of antiferromagnetic components, the most common situation encountered in SMMs is an intermediate value $1 < S < S_{\text{max}}$, which quasi-classically corresponds to a ferrimagnetic spin configuration. Below we will show how all the physical quantities entering in the spin Hamiltonian of Eq. \[1\] and the value of the giant spin $S$ can be calculated within DFT.

### B. Spin-orbit interaction and magnetic anisotropy barrier

Spin-orbit interaction introduces terms to Eq. \[1\] that break rotational invariance in spin space. Up to second-order perturbation theory, these terms, besides anisotropic corrections to the Heisenberg model, include the antisymmetric Dzialoshinskii-Moriya spin exchange, and the single-ion magnetic anisotropy $H_{\text{ia}} = -\sum_i (d_i \cdot s_i)^2$. Because of these terms, the total spin is no longer a good quantum number. Within the giant-spin model of SMMs, where the isotropic exchange is the dominant magnetic interaction, the main effect of the spin-orbit interaction is to lift the spin degeneracy of the GS multiplet. To second-order perturbation theory, this can be described by the following anisotropy Hamiltonian for the giant spin operator $S = (S_x, S_y, S_z)$

$$\mathcal{H} = DS_z^2 + E(S_x^2 - S_y^2) \tag{2}$$

The parameters $D$ and $E$ specify the axial and transverse magnetic anisotropy, respectively. If $D < 0$ and $|D| >> |E|$, which are defining properties for SMMs, the system exhibits an easy axis in the $z$-direction. In the absence of magnetic field, and neglecting the small transverse anisotropy term, the GS of Eq. \[2\] is doubly degenerate and it corresponds to the eigenstates of $S_z$ with eigenvalues $\pm S$. To go from the state $S_z = +S$ to the state $S_z = -S$ the system has to surmount a magnetic anisotropy energy barrier $\Delta E = |D|S_z^2$. In addition, transitions which change the axial quantum numbers require some type of carrier to balance the change in spin.

When the transverse term is not negligible and $S_z$ is not a good quantum number, we can still define an anisotropy barrier separating the two (degenerate) lowest energy levels as the energy difference between GS energy and the energy of the highest excited state. If $D > 0$ the systems has a quasi-easy plane perpendicular to the $z$-axis without energy barrier.

The anisotropy parameters $D$ and $E$ can be calculated within a self-consistent-field (SCF) one-particle theory (e.g. DFT or Hartree Fock), by including the contribution of the spin-orbit interaction. Here we summarize the main steps of the procedure originally introduced in Ref. \[22\]. (For more recent reviews see Refs. \[23\] and \[24\].)

The starting point are the matrix elements of the spin-orbit interaction (SOI) operator

$$U(\mathbf{r}, \mathbf{p}, \mathbf{s}) = -\frac{1}{2c^2} \mathbf{s} \cdot \mathbf{p} \times \nabla \Phi(\mathbf{r}) \tag{3}$$

($\mathbf{p}$ is the momentum operator; $\mathbf{s}$ is the electron spin operator; $\Phi$ is the Coulomb potential and $c$ is the speed of light), taken with respect to the unperturbed single-particle spinor wave functions $|\psi_{k\sigma}\rangle = |\phi_{k\sigma}\rangle |\chi_{\sigma}\rangle$, which are solutions of the SCF-approximation Schrödinger equation

$$H|\psi_{k\sigma}\rangle = \epsilon_{k\sigma} |\psi_{k\sigma}\rangle \tag{4}$$

Here $\phi_{k\sigma}(\mathbf{r}) \equiv \langle \mathbf{r} |\phi_{k\sigma}\rangle$ is the orbital part of the wavefunction; the two-component spinors $|\chi_{\sigma}\rangle$, $\sigma = (1,2)$ are the eigenstates of $\mathbf{s} \cdot \hat{n}$, where the unit vector $\hat{n} = \hat{n}(\theta, \varphi)$ is an arbitrary quantization axis.

The matrix elements can be written as

$$U_{k\sigma, k'\sigma'} = \langle \psi_{k\sigma} | U(\mathbf{r}, \mathbf{p}, \mathbf{s}) | \psi_{k'\sigma'} \rangle = -i \sum_i \langle \phi_{k\sigma} | V_i | \phi_{k'\sigma'} \rangle \langle \chi_{\sigma} | s_i | \chi_{\sigma'} \rangle , \tag{5}$$
where the matrix elements of the operator $V = (V_x, V_y, V_z)$ are defined as

$$\langle \phi_{k\sigma} | V_x | \phi_{k'\sigma'} \rangle = \frac{1}{2\epsilon^2} \left( \frac{\partial \phi_{k\sigma}}{\partial z} | \Phi | \frac{\partial \phi_{k'\sigma'}}{\partial y} - \frac{\partial \phi_{k\sigma}}{\partial y} | \Phi | \frac{\partial \phi_{k'\sigma'}}{\partial z} \right)$$

and cyclical. Note that Eq. (6) avoids the time-consuming calculation of the gradient of the Coulomb potential, replacing it with the calculation of the gradient of the basis functions in which $\phi(\mathbf{r})$ is expanded. The above representation of the spin-orbit interaction arises by an integration by parts of the matrix element defined in Eq. (6). It is similar to the form of spin-orbit interaction that comes out of the Dirac equation.

In the absence of an external magnetic field, the first-order perturbation-theory correction to the total GS energy cause by the SOI is zero because of time-reversal symmetry. The second-order correction is nonzero and can be written as

$$\Delta_2 = \sum_{\sigma\sigma'} \sum_{i,j} M_{ij}^{\sigma\sigma'} s_i^{\sigma\sigma'} s_j^{\sigma\sigma'} ,$$

where

$$s_i^{\sigma\sigma'} \equiv \langle \sigma | s_i | \sigma' \rangle ,$$

and

$$M_{ij}^{\sigma\sigma'} \equiv -\sum_{k=occ} \sum_{k'=unocc} \langle \phi_{k\sigma} | V_i | \phi_{k'\sigma'} \rangle \langle \phi_{k'\sigma'} | V_j | \phi_{k\sigma} \rangle ,$$

where the sums over $k$ and $k'$ involve occupied and unoccupied states, respectively.

Eq. (7) is the central equation in the study of the magnetic anisotropy. Since the spin matrix elements $s_i^{\sigma\sigma'}$ depend on the orientation of the arbitrary axis of quantization $\mathbf{n}$, so does also the total energy shift. This is precisely the origin of the magnetic anisotropy brought about by SOI.

We now consider the case of a closed-shell molecule, a system with a well defined HOMO-LUMO gap in order to avoid problems with partial occupancy, with $\Delta N$ excess of majority spin electrons.

We have the important relation

$$\langle \chi_1 | s_i | \chi_1 \rangle = -\langle \chi_2 | s_i | \chi_2 \rangle = \langle S_i \rangle / \Delta N$$

where $\langle S_i \rangle$ is the GS expectation value of the $i$th component of the total spin of the system for the given choice of the quantization axis. On the basis of our discussion of the giant-spin model, $\langle S_i \rangle$ can be re-interpreted as the expectation values of the components of the giant-spin operator $\mathbf{S}$ for the spin-coherent state $| S, \mathbf{n} \rangle$ with $S = \Delta N/2$.

Using the resolution of the identity in spin space,

$$\sum_{\sigma} | \chi_\sigma \rangle \langle \chi_\sigma | = 1,$$

we can write

$$\langle \chi_1 | s_i | \chi_2 \rangle \langle \chi_2 | s_j | \chi_1 \rangle = \langle \chi_1 | s_i s_j \chi_1 \rangle - \langle \chi_1 | s_i | \chi_1 \rangle \langle \chi_1 | s_j | \chi_1 \rangle = \langle \chi_1 | s_i s_j \chi_1 \rangle - \langle S_i \rangle \langle S_j \rangle / (\Delta N)^2$$

and a similar expression for $\langle \chi_2 | s_i | \chi_1 \rangle \langle \chi_1 | s_j | \chi_2 \rangle$.

With the help of Eqs. (10), (11) and (12) Eq. (7) takes the form

$$\Delta_2 = \alpha + \sum_{ij} \gamma_{ij} \langle S_i \rangle \langle S_j \rangle$$

where $\alpha = \sum_{ij} (M_{ij}^{12} + M_{ij}^{21})$ is a constant independent of the quantization axis. The anisotropy tensor $\gamma_{ij}$ is given by

$$\gamma_{ij} = \frac{1}{(\Delta N)^2} \sum_{ij} (M_{ij}^{12} + M_{ij}^{22} - M_{ij}^{12} - M_{ij}^{21})$$

The tensor $\gamma_{ij}$ can now be diagonalized by a unitary transformation and $\Delta_2$ becomes

$$\Delta_2 = \alpha + A(\langle S_x \rangle^2) + B(\langle S_y \rangle^2) + C(\langle S_z \rangle^2)$$

where $A, B, C$ are the eigenvalues of $\gamma_{ij}$ and the $S_i$ are the three spin components rotated along its three principal axis (Eq. (15) follows from Eq. (14) thanks to the properties of spin coherent states).

This expression for $\Delta_2$ is exactly the expectation value $\langle S, \mathbf{n} | \mathcal{H} | S, \mathbf{n} \rangle$ of the quantum spin Hamiltonian

$$\mathcal{H} = \alpha + A(\langle S_x \rangle^2) + B(\langle S_y \rangle^2) + C(\langle S_z \rangle^2),$$

in the spin coherent state $| S, \mathbf{n} \rangle$. Eq. (16) is equivalent to Eq. (2) up to an irrelevant constant.

The perturbative method described here works well for systems with a large HOMO-LUMO gap. However, for systems that have nearly degenerate and not fully occupied HOMO levels, which often is the case for charged molecules, the perturbative approach breaks down, since some of the energy denominators in Eq. (9) vanish. To avoid this problem the magnetic anisotropy can alternatively be calculated by an exact diagonalization method. In this approach, the solutions of the one-particle Schrödinger equation in the SCF approximation (which does not include SOI), are used to construct a finite matrix representation of the SOI,
which is then diagonalized exactly. The matrix is then diagonalized subject to the constraint that the resulting spin is aligned along a give choice of the quantization axis. The resulting single-particle solutions \( \{ \epsilon_k, |\psi_k \rangle = \sum_\sigma |\phi_{k\sigma} \rangle |\chi_\sigma \rangle \} \) are used to compute the trace of the system as a function of direction of the quantization axis (or average direction of the magnetization). In Ref.\textsuperscript{25}, a discussion of the relationship between the second-order variation in the trace and the self-consistent second-order variation of total energy is presented.

Once one has obtained the trace as a function of axis of quantization, one can use relatively standard techniques to decompose the trace into a spherical harmonic representation and then determine the magnetic principal axes. Alternatively by choosing magnetic principal axes that are equivalent to those predicted from the second-order expressions, it is always possible to directly compare exact-diagonalization results with the second-order results. Using exact diagonalization, One can further extract parts of the fourth- and higher-order anisotropy terms as well. However, since self-consistency and other terms also affect the magnetic anisotropy at fourth-order and beyond, the exact diagonalization results are primarily used to determined whether the second-order results are expected to be stable and a good approximation to experiment. In cases where near degeneracies occur at the Fermi level, the second-order and exact-diagonalization results can be very different especially if the states near the Fermi level are coupled by the spin-orbit interaction. For such cases, a much more careful analysis of results is needed and it is reasonable to expect that some degree of self-consistency with non-collinear capabilities will be needed.

For electronic-structure methods, such as NRL-MOL, where the wavefunctions are expanded in terms of atom-centered localized basis functions the second-order perturbative method allows one to further analyze the anisotropy Hamiltonian on an atom-by-atom basis. By expanding the Kohn-Sham orbitals \( \langle |\phi_{k\sigma} \rangle \) in Eq. \textsuperscript{4} in terms of the atom-centered basis, the second-order expression (Eq. \textsuperscript{7}) can be decomposed into a sum over four centers.\textsuperscript{26} The super-diagonal terms (all center indices the same) can then be used to determine an anisotropy Hamiltonian associated with each atom. In Ref.\textsuperscript{26}, this decomposition has been used to verify the perpendicular hard-axis alignment model in the Co\textsubscript{3} easy-plane magnetic molecule. In Ref.\textsuperscript{27}, Baruah’s method was used to demonstrate that essentially all of the magnetism in Mn\textsubscript{12}-acetate was due to the outer eight \( S=2 \) crown Mn ions, and that the sum of the single-ion anisotropies was very close to the total anisotropy. Further the degree to which non-additivity occurred was explained by a canting of the atom projected anisotropy axes relative to the global anisotropy axis.

To complete the discussion about second-order anisotropy Hamiltonians, derived either perturbatively or via exact diagonalization, it is important to note a contribution to van Wullen and coworkers\textsuperscript{28,29}. Van Wullen noted that once a method is used to determine the spin-orbit energy as a function of axis of quantization that an additional quantum correction is needed to determine the parameter’s \( D \) and \( E \) in the anisotropy Hamiltonian. For example, the \( M_s = 0 \) eigenstate is not aligned with an axis of quantization along the \( x \)-axis, the \( y \)-axis or any other axis. Therefore more care must be taken to determine \( D \) once the classical energy as a function of expectation value of \( \mathbf{S} \) is known. Accounting for this correction changes the definition of \( D \), as originally derived by Pederson and Khanna, by a factor of \( (S+1/2)/S \). While this correction is small in the large \( S \) limit, it can be important for systems with lower spin.

C. Computational details

In this paper we use a self-consistent field approximation based on density-functional theory (DFT). A review of this approach in the study of molecular magnets can be found in Ref.\textsuperscript{24}. Here we remind a few key features that are relevant for the present work.

In a DFT calculation of a magnetic molecule, we obtain the total energy of the system for specially prepared spin symmetry-breaking metastable states. In many cases these are ferrimagnetic spin configurations, suggested by experiment. The energies of these different metastable states can then be compared and the lowest-energy spin configuration determined. Alternatively, it is also possible to impose a fixed spin configuration, which in principle would not remain stable after convergence. In all these symmetry-breaking calculations the state with a given spin configuration is represented by a single Slater determinant of occupied single-particle states, constructed in terms of self-consistent Kohn-Sham eigenvectors. In the absence of SOI, the Kohn-Sham wavefunctions have a well-defined spin character, majority or minority spin. Therefore, the single Slater determinant, representing a given spin configuration, is an eigenstate of the component of the total spin \( \mathbf{S} \) in the direction of the quantization axis \( \hat{\mathbf{n}} \), which is the magnetization direction. In general this single Slater determinant is not an eigenstate...
of $S^2$, but in many cases it will have a large overlap with the eigenstate of $S^2$ with $S$ equal to the eigenvalue of $S \cdot \hat{n}$. The GS total spin $S$ of the molecule (in the absence of SOI) is taken to be equal to one half of the excess of majority spin electrons, $S = \Delta N/2 = (N_{\text{maj}} - N_{\text{min}})/2$, for the metastable spin configuration with the lowest total energy. The spin magnetic moment of the system in units of the Bohr magneton $\mu_B$ is then $\mu_S = \Delta N \mu_B = 2S\mu_B$.

In the DFT study of SMMs the possible presence of fractional occupancy of some of the KS wavefunctions close to the Fermi energy might result in noninteger values of $N_{\text{maj}} - N_{\text{min}}$. Typically this happens when the HOMO-LUMO gap is very small or vanishing. We will encounter examples of this difficulty in the study of the charged states of $\{Fe_4\}$. The existence of this general problem was first discussed by Janak et al. in reference to near degeneracies between $3d$ and $4s$ electrons in neutral isolated atoms. In Ref.\textsuperscript{29} a set of equations are derived which, while cumbersome to solve, allow one to variationally determine the electronic occupations that satisfy the conditions proposed by Janak in Ref.\textsuperscript{30}.

DFT can be used to extract the parameters defining the spin Hamiltonian that is supposed to describe the exchange interaction between the magnetic ions of the molecule. First of all DFT can be used to ascertain whether or not there is a localized spin at each magnetic ion, by calculating the total spin polarization inside a sphere centered about a given atom. For typical SMMs, including the one considered in this paper, while the magnetization density is not localized entirely on the magnetic ions, the assumption of a well-defined quantum spin often turns out to be quite reasonable. Once this is established, the calculation of the total energy for a few spin configurations permits the computation of the exchange constants of Eq. (1). We will see an example of this in the next section.

The DFT calculations discussed herein are performed with the Gaussian-orbital-based NRLMOL program.\textsuperscript{32-33} All calculations employ the Perdew-Burke-Ernzerhof (PBE) generalized-gradient approximation for the density functional. A large basis set is employed in which the exponents for the single Gaussians have been fully optimized for DFT calculations. The NRLMOL code employs a variational mesh for numerically precise integration and an analytic solution of Poisson’s equation.

All-electron calculations are performed for all elements of the $\{Fe_4\}$ SMM except for the Au atoms that are used to construct the leads attached to the molecule, for which we have used pseudo potentials. All the electronic and magnetic properties are calculated using an optimized geometry.

### III. ELECTRONIC AND MAGNETIC PROPERTIES OF ISOLATED $\{Fe_4\}$ SMM

The chemical composition of the molecule used in this work is $Fe_4C_7H_{132}O_{18}$. The four Fe atoms in $\{Fe_4\}$ SMM form an equilateral triangle, as shown in Fig. 1. The molecule has idealized $D_3$ symmetry with the $C_2$ axis passing through the central atom and one of the peripheral atoms. Using first-principles methods we have calculated, in detail, the electronic and the magnetic properties of the $\{Fe_4\}$ SMM.

![Fig. 1](https://example.com/fig1.png)

**FIG. 1.** (Color online) Ball-stick top view of an isolated $\{Fe_4\}$ SMM. Red, green, blue and purple balls correspond to iron, carbon, hydrogen and oxygen atoms, respectively

In the ground state, the central Fe atom is coupled anti-ferromagnetically with three peripheral atoms, whereas the three peripheral atoms are coupled ferromagnetically with each other, as shown in Fig. 2. Each of the four Fe atoms has spin $S_{Fe} = 5/2$, thus the total spin of the ground state is $S = 5$. The magnetic interactions between these atoms can be described by the Heisenberg spin Hamiltonian (Eq. (2)).

$$H = J(s_1 \cdot s_2 + s_1 \cdot s_3 + s_1 \cdot s_4) + J'(s_2 \cdot s_3 + s_3 \cdot s_4 + s_4 \cdot s_2). \quad (17)$$

The two exchange parameters $J$ and $J'$ can be written in terms of the expectation values of the Hamiltonian of Eq. (17), for different spin config-
FIG. 2. Exchange interaction constants between four Fe atoms in \( \{Fe_4\} \) SMM.

\[
J = -\frac{2}{75}(E_{duuu} - E_{uuuu}) ,
\]
\[
J' = \frac{1}{75}(2E_{duuu} - 3E_{uudd} + E_{uuuu}) .
\]

Here, \( E_{duuu} \), \( E_{dduu} \) and \( E_{uwwu} \) are the energies of the molecule where the spin orientations at their respective atomic positions (1,2,3,4) are labeled as \( d = \) down or \( u = \) up. Using NRLMOL we have calculated the energies of different spin configuration and upon substitution in Eq. (17), we obtain \( J = 9.94 \) meV and \( J' = 0.64 \) meV. DFT calculations overestimates \( J \) and \( J' \) since estimated values from susceptibility measurements\(^{26}\) are 2.62 meV and 0.14 meV, respectively. However, we note that the ratio of these two parameters agrees quite well for both theory and experiment. These values of the exchange constants ensure that the GS of the spin Hamiltonian Eq. (18) has indeed a total spin \( S = 5/2 \), well separated from excited states characterized by other values of \( S \).

Using first-principles methods we have calculated the electronic and magnetic properties of \( \{Fe_4\} \) SMM for the neutral \( (Q = 0) \) and two charged states, namely, the anion \( (Q = -1) \) and the cation \( (Q = +1) \). (We will refer to the value \( Q \) as the extra charge added to the system.) A summary of the results is shown in Table I. These results can be understood with the help of the structure of the single-particle energy levels around the Fermi level, plotted in Fig. 3 for the three charge states \( Q = 0, \pm 1 \).

| Charge state | Spin magnetic moment \( \mu_S (\mu_B) \) | HOMO-LUMO energy gap (eV) | Anisotropy barrier (K) |
|--------------|----------------------------------------|--------------------------|------------------------|
| \( Q=0 \)    | 10.0                                   | 0.85                     | 16.05                  |
| \( Q=+1 \)   | 9.3                                    | 0.80*                    | 53.42                  |
| \( Q=-1 \)   | 9.0                                    | 0.06                     | 1.88                   |

*Note that the energy gap reported for the cation refers to the energy difference between the half-filled HOMO and empty LUMO. See Fig. 3(c).

TABLE I. Properties of the isolated \( \{Fe_4\} \) SMM for the three different charge states.

FIG. 3. Energy levels (eV) of different charge states of isolated the \( \{Fe_4\} \) SMM without spin-orbit coupling. \( E_f \) represents the Fermi level. The numbers on the right of the HOMO and HOMO-1 levels in (c) are the fractional occupancies of the corresponding level.

states, see Fig. 3(b). Apart from a small swapping of two levels below the HOMO, the level structure for the \( Q = -1 \) charge state can be obtained from the the energy levels of the neutral system simply by filling the neutral LUMO with a spin-down electron, see Fig. 3(a). As a result the total spin of the anion is \( S = 9/2 \). Note also that the HOMO-LUMO gap of the anion is now reduced to 0.06 eV compared to the neutral molecule. The electronic states changes significantly for the \( Q = +1 \) charge (cation) state: the two doubly degenerate spin-up HOMO-1 and spin-down HOMO states of the neutral molecule swap place, see Fig. 3(c). Furthermore, since there is now one fewer electron, the new HOMO is now half-filled. This implies that the total spin of the cation is again reduced with respect to the neutral molecule by \( 1/2 \), that is, \( S = 9/2 \). The fractional occupancy of the HOMO plays important role in the enhancement of the magnetic anisotropy, discussed below. Our DFT calculations yield values of the total spin \( S \) in agreement with the level structure of Fig. 3. In particular for the charged states \( Q = \pm 1 \),
even when the initial spin configuration is set to be $S = 11/2$, the system converges eventually to the value $S = 9/2$.

For the neutral molecule, the magnetic anisotropy landscape is characterized by an easy axis in the direction perpendicular to the plane containing the four Fe atoms (the $z$-axis). As shown in Table I, we find that the anisotropy barrier for this case is about 16 K, which is in agreement with previous calculations.\(^{37}\) (In Ref.\(^{37}\), the authors have used two different \{$Fe_4$\} complexes. The molecular symmetry for one of these complexes is $C_2$, whereas the other one has $D_3$ symmetry. Our calculations agree well with the one that has $D_3$ symmetry.). Note that a well-defined energy gap between occupied and unoccupied states (regardless of the spin), ensures that the perturbative and exact calculation of the anisotropy coincide.

The magnetic anisotropy of the $Q = +1$ charge state has also uniaxial character in the $z$-direction, with a barrier of about 53 K, significantly larger than that obtained for the neutral molecule. On the other hand for the $Q = -1$ charge state the anisotropy is reduced to about 1.9 K, with an easy axis in the $XY$-plane of the Fe atoms. The large change in the anisotropy for the two charged states has a very different origin for the two cases and can be understood in the following way.

For the $Q = -1$ case, the small gap between the like-spin HOMO and LUMO states might at first suggest a breakdown of the perturbative treatment. In fact, these two states are coupled only minimally by SOI. The most important coupling occurs between the spin-down HOMO-1 level. The term involving transitions between these two occupied and unoccupied levels totally dominate Eq.(9). In fact, the smallness of the corresponding energy denominator (a few meV) renders the perturbative approach inadequate.

This is a classical example of a quasi-degeneracy at the Fermi level, where the exact treatment of SOI is necessary. As it is often the case, the inclusion of SOI lifts the quasi-degeneracy for a particular direction of the magnetization, leading to a substantial decrease of the total energy for that direction and, consequently, to a large anisotropy energy barrier.

### IV. \{$Fe_4$\} SMM ATTACHED TO METALLIC LEADS

In this section we investigate how the electronic and magnetic properties of the \{$Fe_4$\} SMM change when the molecule is attached to metallic leads, as in transport experiments. The system that we have in mind is a single-electron transistor device, where metallic nano-leads, separated by a nanogap created by either break junction or electric migration, are bridged by a molecule functionalized with convenient chemical ligands. In our theoretical modeling, we are forced to find a convenient finite representation of otherwise semi-infinite leads in the form of finite clusters. For the calculations reported in this paper we have chosen to model a metallic nano-lead with a finite cluster of 20 gold (\(^{199}\)Au) atoms, arranged in a special tetrahedral structure, which can be viewed as a fragment of the face-centered cubic lattice of bulk Au (see Fig. 3). This metal cluster, \(Au_{20}\), has been previously investigated by by Li \textit{et al.} in Ref.\(^{38}\), where it was shown that 20 Au atoms arranged in this geometric configuration form a very stable system. Its very large HOMO-LUMO gap (1.77 eV) makes \(Au_{20}\) chemically very inert. What is also important is that its unique tetrahedral structure makes this cluster an ideal model for Au surfaces at the nanoscale. Our rational for using this cluster to model metal leads is that during the fabrication of the nanometer-spaced electrodes, via self-breaking by electro-migration for example, the ensuing Au nano-leads will relax into the most stable configuration which might be well described by tetrahedral \(Au_{20}\). In a way, the tetrahedral \(Au_{20}\) is the best representation of bulk Au at the nanoscale.

Secondly, since ultimately we would like to investigate transport properties of this system in Coulomb blockade regime, it is essential that coupling between the leads and molecule is weak.

After constructing the two leads in the form of
two Au\textsubscript{20} clusters, we have connected the molecule via phenyl groups, as shown in Fig. 4. The functionalization of the ligands of \{Fe\textsubscript{4}\} SMM by means of phenyl groups is well-known and suitable to attach the molecule to Au surfaces\textsuperscript{12,15}.

A similar way of connecting the \{Fe\textsubscript{4}\} SMM to Au leads is employed in SET experiments in the Coulomb blockade regime\textsuperscript{16–18}, and it ensures that the electronic coupling between the molecule and electrodes is weak. To maintain proper bonding and ionic neutrality of the entire cluster we have further removed one hydrogen (H) atom from the molecule close to the contact point and have added it to the chain part of the cluster. We have considered two different ways of doing this. In the first case (hereafter called Type-1 lead) we have added the H atom to the sulfur (S) atom near the gold lead (top figure). In the second case (hereafter called Type-2 lead) we have added H to the carbon (C) atom near the contact point as shown in Fig. 4. After connecting the leads with the molecule we have relaxed the entire system again. Typically we find that the system with Type-2 leads is more stable, that is, its energy is approximately 0.6 eV lower than the energy of the system with Type-1 leads. We will nevertheless report results for both cases unless otherwise specified.

A summary of the magnetic properties of the neutral molecule attached to A\textsubscript{20} leads is shown in Table II. We can see that the combined molecule plus leads system maintains a sizable HOMO-LUMO gap of about 0.75 eV. The first important result is that coupling the leads does not cause a change of the spin of the molecule, which remains equal to the value of the isolated neutral \{Fe\textsubscript{4}\}, \(S = 5\). Secondly, the leads have a very small effect also on the magnetic anisotropy of the system: the magnetic anisotropy landscape has still an easy axis along the same \(z\)-direction (see white arrow in Fig. 4), with an energy barrier quite close to the 16 K of the isolated molecule.

|                | Spin magnetic moment \(\mu_S(\mu_B)\) | HOMO-LUMO gap (eV) | Anisotropy barrier (K) |
|----------------|----------------------------------------|-------------------|-----------------------|
| \{Fe\textsubscript{4}\}     | 10                                     | 0.85              | 16.05                 |
| \{Fe\textsubscript{4}\}+Type 1         | 10                                     | 0.87              | 15.99                 |
| \{Fe\textsubscript{4}\}+Type 2         | 10                                     | 0.57              | 15.47                 |

We can gain some insight about the robustness of the magnetic structure of \{Fe\textsubscript{4}\} SMM under the influence of metallic contacts by investigating the changes in the single-particle energy levels and level alignment and occurring when the leads are connected to the molecule. We have calculated separately the energy levels of the isolated Au lead(s) and the \{Fe\textsubscript{4}\} + phenyl group, along with the levels of the combined system [Au leads + \{Fe\textsubscript{4}\} + phenyl group]. The results are shown in Fig. 5. The states at and near the Fermi level of the two subsystems are dominated by the \(d\)-levels of Au atoms and the \(p\) levels of C in the phenyl ligands respectively.

![FIG. 4. \{Fe\textsubscript{4}\} SMM connected to Au\textsubscript{20} leads. Two types of leads are used in these calculations. In Type-1 lead a H atom is added to the S atom near the gold lead (top figure). In Type-2 lead a H atom is added to a C atom in the phenyl group near the \{Fe\textsubscript{4}\} molecule (bottom figure).](image)

![FIG. 5. Shifts in the energy levels (eV) of neutral \{Fe\textsubscript{4}\} SMM when connected to two Au\textsubscript{20} leads (of Type-2). (a) Isolated Au lead (b) Leads+\{Fe\textsubscript{4}\}+phenyl and (c) \{Fe\textsubscript{4}\}+phenyl. The labels Au\textsubscript{d} and Phenyl \(C_p\) in (b) indicate that the main contribution to those levels comes from \(d\) levels of the Au leads and \(p\) levels of C in the phenyl ligands respectively.](image)
els of the C atoms of the phenyl group. Thus, when the two systems are combined, the charge transfer taking place to align the Fermi energies of the two subsystems is restricted only within the contact region, leaving the magnetic properties of the $\text{Fe}_4$ inner core unchanged. Fig. 6(b) shows that the energy levels of the combined system around the Fermi level correspond primarily to states remote from the magnetic core. This is also supported by Fig. 5(b), where we plot the probability density for the HOMO and LUMO states of the $\text{Fe}_4^+$ leads system. Both states have negligible contributions on Fe atoms or atoms immediately nearby to these. As we will see below, this implies that the magnetic properties will remain unchanged even when extra charge is added to (or subtracted from) the system.

As shown in the Table III, in contrast to the case of the isolated $\text{Fe}_4$ SMM where the anisotropy of the charged states are significantly different from that of the neutral molecule, when the leads are attached to the molecule the anisotropy barrier of the charged states remains close to the value of the neutral system. We also note that magnetic properties of the charge states have some dependence on type of the lead attached to the molecule.

As anticipated above, an explanation of this beh-

![FIG. 6. HOMO and LUMO of the neutral molecule.](image1)

![FIG. 7. Energy levels (eV) for the three charge states $Q = 0, \pm 1$ for the $\{\text{Fe}_4\}$ SMM connected to two Au$_{20}$ leads (of Type-2). (a) Anion. (b) Neutral (same as in Fig. 5(b)). (c) Cation. The labels Au$_d$ and Phenyl C$_p$ in (b) indicate that the main contribution to those levels comes from d levels of the Au leads and p levels of C in the phenyl ligands respectively.](image2)
FIG. 8. (Color online) Evaluation of the fraction of extra charge for the anion state \((Q = -1, \text{ one extra electron added})\) with respect to the neutral state, contained in different regions of the \(\{Fe_4\}\) molecule plus leads and phenyl groups. In (a) each yellow sphere surrounding the lead and the phenyl group contains about 40% of an electron charge. In (b) each yellow sphere, surrounding only the Au lead, contains 21% of electron charge. Therefore, the amount of charge transferred to the leads is about 42% and to the phenyl groups is 38%. The rest of the extra charge \(\approx 20\%\) is in the \(\{Fe_4\}\) region.

FIG. 9. The two quasi-degenerate HOMOs and the LUMO of the anion charge state. Approximately 20% of the HOMO wave functions reside on the Au leads, primarily on the interstitial space between Au atoms. See Fig. 8. This contribution is not visible on the scale of this plot.

behavior is already suggested by the energy diagram of Fig. 5(b) and the plots of Fig. 6 demonstrating that both the HOMO and the LUMO of the neutral system are states predominantly localized around the Au leads and within the phenyl group respectively. Therefore, we expect that when we add or remove an electron from the system it largely resides in the lead and phenyl group, leaving the magnetic states in \(\{Fe_4\}\) molecule relatively unchanged. The easy axis, in all cases, points perpendicularly to the Fe plane, as shown in Fig. 4 except for \(Q = -1\) charge state of Type-1 lead, which is in the plane.

Further support to this picture is provided by calculating the real-space location of the extra charge when an electron is added or subtracted to the system. As an example, we consider here the case of the anion, where one electron is added to the system. Part of this extra charge might end up in interstitial regions between atoms (this is the case for the extra charge on the Au leads), particular care must be taken in drawing conclusions based only on the atomic-position plot of the HOMO states, shown in Fig. 9 which might miss this contribution. To capture the interstitial contribution, we draw instead a large sphere enclosing a given region of the system. NRLMOL is able to calculate the extra charge contained globally in that region, including interstitial contribution. By repeating the same calculation with different spheres centered at different locations, we can eventually determine the amount of extra charge in different relevant parts of the system.

In Fig. 8(a) we consider a sphere (yellow color) containing both the lead and the phenyl group linker. We find that the amount of extra charge contained in this region is 40% of one electronic charge. The remaining 20% is located on atoms in the nearest surrounding of the \(\{Fe_4\}\) core. In Fig. 8(b) the sphere encloses only the Au lead but no linker. For this case we find that each Au leads contains 21% of extra electronic charge. We conclude that when one electron is added to the system, a total of 42% of the extra charge resides on the leads, 38% on the ligands and only 20% is around the magnetic core of \(\{Fe_4\}\). This 20% of added charge in not directly
on the Fe atoms and therefore does not change the magnetic properties of \{Fe_4\} significantly.

Further evidence of this important conclusion is provided by the comparison of the calculated local spin magnetic moments of the Fe atoms for the isolated \{Fe_4\} molecule and for molecule-plus-lead system, for different charge states. The results are shown in Fig. 10. We note from the figure that for the isolated molecule the magnetic moments change considerably for the charged states, whereas for molecule plus lead system, the corresponding change is very small. Clearly, when the molecule is attached to the Au leads, adding or removing one unit charge affects the magnetic states of the \{Fe_4\} minimally, which is also why we do not see a large change in magnetic anisotropy for different charge states.

We conclude this section with a few comments on the important issues of the nature of the charged states and the character of the coupling molecule-leads, as evinced by the DFT calculations. Firstly, we have seen that when one electron is added or subtracted to the system \{Fe_4\} + (finite) leads, the extra charge is predominantly localized on the ligands (\(\approx 40\%\)) and on the leads (\(\approx 40\%\)). If we could increase the size of the leads, a large fraction of the extra charge would be likely to spread on the metallic leads. Therefore one could argue that the charged states \(Q = \pm 1\) investigated above are not a fully adequate description of the charged states involved in the sequential tunneling processes taking place in a SET, where the additional charge should be essentially localized on the central island. Secondly, and partly connected to this issue, the non-zero amplitude of the LUMO wavefunction of the neutral system (which is quite close to the HOMO wavefunction of the anion) seems to indicate that the ligands considered here do not behave as tunnel barriers of a SET, but rather model an example of strong coupling between molecule and leads. Both these features could be due to limitations of the DFT approach considered here, which tends to over-delocalize any added charge. Such drawbacks can possibly be improved by more refined DFT treatments, involving, for example, self-inter corrections. While we believe that these refinements are important and should be further investigated, the goal and strategy of the present paper is to simulate with DFT a realistic example of SMM attached to leads, being aware of these limitations.

V. EFFECT OF AN EXTERNAL ELECTRIC POTENTIAL

In SET devices the charge of the central island weakly coupled to metallic electrodes can be varied experimentally one by one by applying an external electric field via a third gate electrode, which overcomes the charging energy \(e^2/C\) of the island. Here we investigate the effect of an external gate electrode, whose electric potential tends to confine the extra charge closer to the molecule. Note that in phenomenological studies of SETs based on model Hamiltonians, a gate voltage only shifts the energies of the isolated "quantum dot" without affecting its wavefunctions. As we show below, in our case the gate voltage can be used to localize a wavefunction closer to the molecule and modify its coupling to the leads. The resulting charged states should be a better representation of the states involved in tunneling transport in SET when Coulomb blockade is lifted.

We model the external potential by a simple Gaussian confining potential of the form

\[
U = V_0 e^{-\alpha_x(x-x_0)^2 - \alpha_y(y-y_0)^2 - \alpha_z(z-z_0)^2}.
\]

(19)

Here \(V_0\) is magnitude of the potential centered at \((x_0,y_0,z_0)\), which in our case is the position of the central Fe atom of the \{Fe_4\}. The constants \(\alpha\)’s are the width of the potential along the corresponding directions and are chosen so that the potential drops
quickly at distances larger than \{Fe_4\}. The sign of \(V_0\) determines whether the extra electron will be confined into or repelled from the \{Fe_4\} molecule. Thus for the anion case a negative \(V_0\) will attract the electron whereas for the cation case a positive \(V_0\) will attract the “hole” inside the molecule.

We start by looking at the effect of the gate voltage on the anisotropy of the isolated \{Fe_4\} SMM. We have first considered a gate voltage that depends only on the variable \(z\). The resulting electric field points along the the \(z\)-axis, which is the easy axis of the molecule.

From Fig.11 we note that in the anion case a confining potential for the extra electron (\(V_0 < 0\)) reduces the anisotropy barrier; whereas repelling the extra charge away from the molecule increases the anisotropy. The neutral molecule displays an opposite behavior as a function of \(V_0\). In both cases the the behavior of the anisotropy is close to a linear function of \(V_0 < 0\). As expected, the variation of the barrier for the neutral molecule is limited, less than 10 % for the largest applied voltage. The cation is special. We have seen that at zero voltage, the system has a large anisotropy barrier (see Table I), due to a quasi-degeneracy at the Fermi level. The external potential lifts this degeneracy and the anisotropy barrier decreases sharply for both signs of \(V_0\).

FIG. 11. Variation of the magnetic anisotropy barrier as a function of a confining potential \(V_0\) applied along \(C_3\) axis (perpendicular to the plane of the \{Fe_4\} triangle) of an isolated \{Fe_4\} SMM.

The confining potential that we have applied above does not break the \(C_3\) symmetry of the system and hence the parameter \(E\) in Eq. \(2\), characterizing the transverse component of the magnetic anisotropy, is zero. However, the symmetry can be broken by applying an electric field along directions other than the easy axis. Table IV shows the effect of this broken symmetry on the anisotropy of the isolated \{Fe_4\} SMM.

It is evident from Table IV that \(E\) is no longer zero if the electric field is applied along directions other than the easy axis. A non-zero \(E\) allows different eigenstates of \(z\)-component of the giant spin to mix with each other. a transverse component in principle can cause quantum tunneling of the molecule giant spin. Thus, this method can be used as electric control of magnetic properties. It can play a significant role in transport, for example by modifying spin selections rule and by opening alternative channels via quantum tunneling of the magnetization.

We now discuss the effect of the applied gate voltage when the \{Fe_4\} molecule is attached to Au leads. In this case we have applied the field only along the easy axis of the molecule attached to the leads of Type 2, as shown in Fig. 7. We have seen in the previous section that since HOMO and LUMO states and states close in energy to these are primarily localized on the Au leads and phenyl linker, an added or removed electron leaves \{Fe_4\} largely unaffected. But the presence of a confining potential (\(V_0 < 0\) for electrons), applied only on \{Fe_4\} part of the system, brings the states localized within \{Fe_4\} SMM closer to LUMO levels. Thus, when an electron is added to the system, the fraction of this extra charge that goes inside the molecule increases as we increase the confining potential. Similarly, when an electron is subtracted from the system, an applied positive gate voltage (\(V_0 > 0\)), tends to localize a fraction of the positive extra charge (a hole) closer to the molecule.

As an example, we consider the effect of a confining potential for the anion case (\(Q = -1\), one electron added to the system). Fig. 12 shows the change in fractional charge that enters into the \{Fe_4\} molecule as the strength of confining potential is increased, and the corresponding change in magnetic anisotropy barrier of the system. Clearly, as the voltage is increased, more of the added electron is pushed inside the molecule. As the charge fraction approaches unity, the anisotropy decreases and converges to the value obtained for the anionic state of the isolated \{Fe_4\} SMM.

It turns out that not only the anisotropy barrier

| \(V_0\) (eV) | \(\alpha_0\) | \(\alpha_y\) | \(\alpha_z\) | ANISOTROPY \(\Delta\) (K) | \(D\) (K) | \(E\) (K) |
|-------------|-------------|-------------|-------------|---------------------|--------|--------|
| 0.0         | 0           | 0           | 0           | 16.06              | -0.63  | 0.00   |
| -5.0        | 0.01        | 0           | 0.01        | 17.00              | -0.64  | -0.03  |
| -5.0        | 0.01        | 0           | 0.01        | 15.77              | -0.60  | -0.02  |
but other magnetic properties converge to the properties of the anion state of the isolated \{Fe_4\} as the extra charge, under the effect of the external potential, moves closer to the center of the molecule. The easy axis of the system, which in zero potential points perpendicular to the plane of the Fe_4 triangle and towards the leads, eventually rotates into the plane of the Fe_4 triangle, exactly as in the case of the anion state of the isolated \{Fe_4\} SMM. Similarly, as the added charge moves inside the inner magnetic core of \{Fe_4\}, the total spin of the system is reduced from \(S = 11/2\) to the value of the anion state of the isolated molecule, \(S = 9/2\).

Similar results are obtained for the cation. As we apply an increasingly positive voltage, a larger fraction of a (negative) electron charge is pushed outside \{Fe_4\}, or equivalently, a larger fraction of (positive) hole is attracted inside the \{Fe_4\}. As a result, the anisotropy barrier increases and it reaches a value of 22.8 K for \(V_0 = 5\) eV, with more than half of the extra (positive) charge now inside \{Fe_4\}. Similarly, the spin also switches from \(S = 11/2\) at \(V_0 = 0\) to \(S = 9/2\) at \(V_0 = 5\) eV. Again, this is consistent with both the spin and the anisotropy converging towards the corresponding values of the isolated cation state.

A summary of the dependence of the anisotropy barrier as a function of the external potential for all three charge states is shown in Fig. 11. While the anisotropy of neutral state displays a weak dependence on the field, the anisotropy of the two charged states is significantly affected. These calculations demonstrate that, for a SET with a \{Fe_4\} SMM as a central island, by manipulating the position of the additional charge with a gate voltage, it is possible to modify the magnetic properties of the SMM. This in turn can have important effects on the tunneling transport of the device.

FIG. 12. (Color online) Fraction of the added charge (blue circles) confined inside \{Fe_4\}, as a function the confining potential strength, and corresponding change in the magnetic anisotropy (black diamonds) of the leads plus molecule system in the anion state, \(Q = -1\). The external potential corresponds to an electric field along the z-direction. See Fig. 13.

FIG. 13. Magnetic anisotropy as a function of a confining field for the molecule plus leads (Type 2) system, for the three charge states. The field is applied along the easy axis, that is, perpendicular to the plane of the molecule. The anisotropy for the the three charge states for the isolated molecule is included as a comparison (see diamond, circle and triangle symbols).

VI. COMPARISON WITH SET EXPERIMENTS

Recent SET experiments have permitted the first measurements of the magnetic characteristics of the \{Fe_4\} SMM weakly coupled to Au leads, for both neutral and charged states. Comparison with our theoretical results has been done with caution, since important details (e.g., the type of linker used, see below) might differ in the two cases. In a first study Zyazin et al. have studied quantum transport in the inelastic cotunneling regime. By measuring the zero-field splitting of magnetic excitations and their dependence on the magnetic field, it was possible, with help of the model Hamiltonian of Eq. (2), to extract values of the giant spin \(S\) and the magnetic anisotropy barrier \(\Delta = DS^2\) for three adjacent charge states, \(N\) (neutral), \(N + 1\) (anion) and \(N - 1\) (cation). For the neutral state, the spin of the molecule was found to be equal to expected value \(S_N = 5\) and the anisotropy barrier to be consistent with the value in the bulk phase, \(\Delta_N = 1.4\text{meV} = 16.24\text{K}\). These results are in good agreement with our theoretical estimate for the \(Q = 0\) charge state, see Table III.

For the charged states, the situation is more complicated. For the reduced molecule (anion state, one electron added) the experimental measurements gave \(S_{N+1} = 11/2\) for the spin and \(\Delta_{N+1} =\)
was connected via a thiol group, C$_9$ from the phenyl group. In one case (labeled as sample A) the {Fe$_4$} SMM was connected to the Au lead the phenyl group. In the second case, (labeled as sample B) the {Fe$_4$} was connected via a thiol group, C$_9$S. The coupling molecule-lead turns out to be weaker in sample A than in sample B. As shown above, in all our calculations we have used a different type of linker, which was combination of a phenyl group and a thiol group.

Secondly, in experiment different charge states are achieved by adding or removing electrons to the central region of SET via a gate voltage. In the theoretical calculations, the two relevant charged states are constructing by adding or removing an electron to a system consisting of the {Fe$_4$} connected to finite leads. The extra charge is allowed to relax in the self-consistent field, and it occupies regions away from the {Fe$_4$}, which affects the magnetic properties of the system. Indeed, confining on the SMM with an external gate modifies the anisotropy barrier.

Third, the evaluation of the magnetic properties from experiment done in Ref. [16] relies on the use of the model Hamiltonian of Eq. (2). The fitting of the experimental results maintains a degree of uncertainty and arbitrariness, and moreover it could be problematic in cases of level degeneracy at the Fermi level, not uncommon for charged states. In this case, we have seen the giant-spin model of Eq. (2) might become inadequate.

Finally, the method of Ref. [17] relies on the measurement of inelastic cotunneling excitations, which is quite sensitive to the coupling between molecule and leads, and therefore it is a procedure not immune of uncertainties. Indeed, in a more recent paper Burzuri et al. [2] introduced a novel gate-voltage spectroscopy technique which permits the measurement of the anisotropy of an individual SMM in different charge states by tracking the dependence of the charge degeneracy point as a function of magnetic field. This method is much more sensitive and accurate than the method based on conventional transport spectroscopy employed in Ref. [16]. The spin Hamiltonian provides a good fit of the data if $S_N = 5$, $\Delta_N = 16.2$K for the neutral state, $S_{N+1} = 9/2$ and $\Delta_{N+1} = 16.0$K for the reduced state and $S_{N-1} = 11/2$ and $\Delta_{N-1} = 16.5$K for the oxides state. Furthermore, the orientation of the easy axis is found to exhibit only small variations among different charge states. Although some details might differ, these results are quite consistent with the small variations in anisotropy magnitude and the unchanged orientation of the easy axis that we find for the three charge states in our theoretical analysis. See Table III.

As we mentioned above, the small variation in the anisotropy for different charged states found in our calculations is related to the fact that any extra charge added to the molecule + leads system tends not to reside directly on the magnetic atoms, but mainly on the ligands and on the Au leads. We pointed out that this could be, in part, an artificial effect due to the way we constructed charged states in our finite-size system and to the delocalizing character of our DFT approach. On the other hand, it is interesting that our estimates for the magnetic anisotropy are essentially consistent with the experimental results of Ref. [18], which are obtained exactly at charge degeneracy points. At these special values of the external gate voltage the energy of two adjacent charge states is the same. We can imagine that at the degeneracy point the extra charge can swap energy-free from the electrodes and the molecule and might be localized primarily in region where the molecule is connected to the leads. If this were the case, the charge distribution shown in Fig. 5 could be in fact a more realistic description of the charge states than previously anticipated. We could also surmise that, exactly as it happens in our calculations when we apply an external confining potential, changing the gate voltage to move away from the degeneracy point and make a given charge state more stable could strongly affect the magnetic anisotropy. Indeed the results of the first experiment [16] where the anisotropy was not extracted at degeneracy points but in the middle of a Coulomb blockade diamond, show a significantly enhanced anisotropy for charged states. The two experimental results could simply indicate that in one case the extra charge is localized closer to the SMM than in the other, exactly as it happens in our theoretical modeling.
VII. CONCLUSIONS

In this paper we have studied the electronic and magnetic properties of a \{Fe\_d\} SMM in a single-electron transistor (SET) geometry, using DFT as implemented in NRLMOL. We have modeled the system by a \{Fe\_d\} functionalized with phenyl groups attached to two metals leads described by Au\textsubscript{20} nanoclusters. Our calculations show that the magnetic structure of the neutral \{Fe\_d\} SMM, that is, its spin ordering and magnetic anisotropy, remains stable in the presence of metallic leads. Specifically the ground state spin is $S = 5$ and the anisotropy barrier is of the order of $16 K$, like for the isolated \{Fe\_d\}. This result is ascribed to the fact that, when attaching leads to \{Fe\_d\}, any charge transfer between the molecule and the metal leads occurs primarily in the contact region and on the ligands, but does involve the magnetic core of the molecule.

Based on the properties of the HOMO and LUMO of the neutral system, when an electron is added or subtracted to the molecule-lead system, we find that the added charge ($Q = \mp 1$) is primarily located on the ligands and on the leads. As a result, while the total spin of this finite system changes by $\Delta S = \pm 1/2$, the magnetic anisotropy displays small variations both in magnitude and orientation with respect to the neutral state. In contrast, the anisotropy of the anion and cation states of an isolated \{Fe\_d\} is quite different from the values of neutral molecule, since the added extra charge penetrates the region of the Fe atoms. The theoretical study of charged states $Q = \pm 1$ for the molecule-lead system is technically challenging, due to occurrence of small HOMO-LUMO gaps and consequent fractional occupancies of the states around the Fermi level. Furthermore, DFT tends to over-delocalize any added charge in the peripheral parts of the system. Nevertheless, the analysis of these states presented here sheds light on the properties of a \{Fe\_d\} SET when individual electrons are added or subtracted to the “quantum dot” by overcoming the Coulomb charging energy with a gate voltage.

We have shown that an external electric potential, modeling a gate voltage, can be used to manipulate the charge on the molecule-lead system and with that the magnetic properties of the device. In particular, for the two charged states $Q = \pm 1$ when the extra charge, under the effect of the potential, is progressively removed from the ligands-leads region into the magnetic core of the molecule, the magnetic properties converge to the properties of the anion and cation states of the isolated \{Fe\_d\}. This is an example of the electric control of magnetism of a SMM in a SET. The charged states of the molecule-leads system in the presence of external fields studied in this paper can be used to construct the transition matrix elements entering a quantum master equation describing tunneling transport in a SET. With the limitations inherent to the DFT approach mentioned above, these states incorporate charging effects for the SMM weakly coupled to metal leads.

We have compared the results of our numerical calculations with the results of two recent experimental studies of tunneling transport in a \{Fe\_d\} three-terminal device in the Coulomb blockade regime\textsuperscript{15,18}. This comparison must be made with caution since some important details (e.g., the precise atomic and electronic structure of the ligands) are different and might explain some of the discrepancies between theory and experiment that we find. Nevertheless, one of these experiments\textsuperscript{18} finds that the anisotropy for the two charged states $Q = \pm 1$ displays only small variations in magnitude and orientation from the corresponding values of the neutral states, in agreement with our theoretical findings. Interestingly enough, the experimental values are extracted by tracking the dependence of the charge degeneracy point between two adjacent charged states as a function of the magnetic field. Our numerical calculations show that the nearly-independence of the magnetic anisotropy on the charged states is related to the position of the added charge being far away from the magnetic core of the molecule. Thus the agreement between theory and experiment might indicate that for a \{Fe\_d\} SET the charge of a added (subtracted) electron close to a charge-degeneracy point is primarily located on the ligands and in the contact region with the leads. If correct, this would be an example in which a magnetic property of SMM-based SET can provide information on the electronic properties of the charged states.

For molecule-lead systems with finite gaps, we expect our results to provide accurate predictions of experiment. However for those cases where HOMO-LUMO gaps are very small and the electronic states at the Fermi level are partially occupied, further understanding will require variationally accounting for the electronic occupations along the lines suggested in Ref.\textsuperscript{31}. Another point of view is that such fractionally occupied solutions are also strongly affected by self-interaction corrections and that accounting for such corrections will often significantly decrease the possibility of fractionally occupied solutions. Self-interaction corrections are also likely to provide a more complete understanding of the nature of charged states investigate in this paper.

Addressing spin-dependent conductance in macro-
molecular to meso-scale devices will require efficient solutions to these problems and renewed efforts at extracting quantitative model Hamiltonians for such systems.
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