Spin imaging of Poiseuille flow of viscous electronic fluid
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Recent progress in fabricating high-quality conductors with small densities of defects has initiated the studies of the viscous electron fluid and has motivated the search for the evidences of the hydrodynamic regime of electron transport. In this work we come up with the spin imaging technique allowing us to attest to the emergence of electron hydrodynamic flows. Based on numerical calculations we demonstrate that the injected electron spin density is inhomogeneous across the channel when the viscous electron fluid forms the Poiseuille flow. We also argue that the Hanle curves at different positions across the channel acquire relative phase shifts resulting from the variation of the electron drift velocity in inhomogeneous hydrodynamic flows. The studied effects can be employed to evidence and study the viscous electron fluid non-invasively.

In high-quality conductors with small densities of defects, electrons can form a viscous fluid at low temperatures due to frequent electron-electron collisions and/or elasticity effects from the inter-particle interaction. The charge transport in such fluid is carried out by inhomogeneous hydrodynamic flows, controlled by particular shapes of samples, while its resistance becomes proportional to the viscosity coefficient. These ideas were first proposed and partially theoretically studied for bulk metals with strong electron-phonon coupling [1]. Recently, this topic has become of interest as the hydrodynamic regime of electron transport has been realized in high-quality samples of graphene [2–8], quasi-two dimensional metal PdCoO$_2$ [9], Weyl semimetal WP$_2$ [10], and high-mobility GaAs quantum wells [11–23]. These experiments motivated many theoretical works (see, for example [24–40]), which were aimed to formulation and search for the evidences of the hydrodynamic regime as well as to studying of various types and regimes of flows of the electron fluid.

The evidences of formation of a viscous electron fluid are based, first, on an inhomogeneity of space distributions of its flows, leading to the specific properties of observed sample resistances. The simplest of these properties is the cubic dependence of the conductance on the sample width. This dependence was observed for the first time in [9] for stripes of PdCoO$_2$. In samples of peculiar geometry of edges and contacts, whirlpools can appear, similarly to water flows in rivers. Herewith opposite direction of the current and the voltage drop appear for some pairs of contacts. This effect of the “absolute negative resistance” was proposed as an evidence of viscous flows of electrons in [6] and was observed for graphene samples in [2].

Second, the dependencies of the electron viscosity on magnetic field and flow frequency are very specific and can be used to characterize the viscous electron fluid. The giant negative magnetoresistance observed on high-mobility GaAs quantum wells [11–14] was explained by this effect and thereby was employed to detect the hydrodynamic transport [15]. For ac flows of the electron fluid, the viscosity exhibits the resonance at the doubled electron cyclotron frequency [37, 38]. Such resonance manifests itself in responses of its conductance on incident radiation, that was apparently observed in [21–23]. In particular in a strongly non-ideal electron fluid the ac flow is formed by transverse shear stress waves, whose dispersion law reflects the resonance in the viscosity coefficients. In recent works [7, 8] direct observations of the profiles of the Hall electric field and the current density for a Poiseuille flow of 2D electrons in graphene stripes by means of space resolved measurements of electric and magnetic field were reported.

All these methods are quite difficult to use: they require either an analysis of data on a number of specially designed samples with a given geometry or apply-
ing sufficiently strong magnetic fields. Therefore, simpler, weaker-invasive methods are wanted.

In this work we propose a spin-injection-based method to detect the hydrodynamic regime of electric transport in an electron fluid (see Fig. 1). We argue that the space distribution of the injected spins in a pure sample can be employed to visualize a viscous flow (“spin imaging technique”). Namely, the distributions of the electron spin density and its magnetic field dependence for the Poiseuille flow of the viscous electron fluid, being inhomogeneous by the section of a sample, strongly differs from the Ohmic regime. We demonstrate this concept by performing the numerical calculations with realistic parameters for high-mobility samples. The advantage of the proposed method is that the injected spin distribution provides almost no effect on the magnitude and profile of a given electron flow. In this way, the proposed technique is “light and non-invasive”, as compared with the already existing methods of detection of the viscous electron fluid.

We consider a flow of 2D viscous electron fluid in high-mobility samples, where the time of electron scattering on impurities can be longer than that corresponding to electron-electron collisions. In this regime the electron momentum relaxation takes place predominantly or mostly at the channel boundaries with the subsequent formation of the Poiseuille flow. In case of long and sufficiently wide samples (realized, for example, in experiments [7, 8, 16–18]) the velocity distribution can be found from the Navier-Stokes equation. The result for low-frequency flows in samples with some density of disorder and fully rough edges takes the form [1]:

\[ V_x(y) = \frac{e E_x}{m \tau_{tr}} \left\{ 1 - \frac{\cosh[(y - W/2)/l_G]}{\cosh(W/2)/l_G} \right\}, \tag{1} \]

where \( m \) is an electron effective mass, \( W \) is the channel width, \( \tau_{tr} \) is the momentum relaxation time in the bulk due to scattering of electrons on disorder or phonons, \( l_G = \sqrt{\eta \tau_{tr}} \) is the Gurzhi length, \( \eta = \nu_F^2 \tau_{rel}/4 \) is the viscosity of the electron fluid determined by the electron-electron collisions time, \( \tau_{rel} \) is the time of relaxation of the shear stress due to inter-particle collisions, and \( \nu_F \) is the Fermi velocity. Equation (1) describes the homogeneous Ohmic flow \( V_{Ohm} = e E_x/(m \tau_{tr}) \) at \( l_G \ll W \), while the Poiseuille parabolic distribution appears in the opposite limit \( l_G \gtrsim W \) (see Fig. 1).

In this work we address to systems with no pronounced effects of spin-orbital coupling on electric current distribution and neglect the extra-boundary spin accumulation due to the spin Hall effect [41, 42] or any rotational viscosity effects [43–47]. The latter could lead to a vorticity of the electron flow, which induces a torque acting on electron spin and results in generation of the spin density [48]. By other words, our consideration is valid for systems where the electric current profile is settled according to Eq. (1), while the distribution of the spin density follows the local drift velocity of the electron fluid and does not affect its orbital motion. In this approxima-

![FIG. 2. (a): Calculated distribution of viscous electron fluid spin polarization in the channel. (b): Profiles of the spin density at different x-positions: \( x = 0.8W \) (1), \( x = 1.2W \) (2), \( x = 1.6W \) (3), and \( x = 2W \) (4). The parameters \( \tau_s = 200 \text{ ps}, \ D_s = 60 \text{ cm}^2/\text{s} \ (L_s = 1.1 \text{ \mu m}), \ V_x = 4 \times 10^6 \text{ cm/s} \ (L_d = 8 \text{ \mu m}) \) and \( W = 8 \text{ \mu m} \).]
the spin relaxation time \( \tau_s \) is controlled by D’yakonov-Perel-like mechanism giving \( 1/\tau_s \sim \Omega_{xy}^2 \tau_{ee} \) \cite{54, 55}. The decrease of \( L_s \) due to the inter-particle scattering is favorable for the spin imaging of the Poiseuille flow, as the weakening of the spin diffusion prevents distortion of an inhomogeneous spin pattern.

The distribution of spin density \( S_z \) emerging due to the Poiseuille flow of electrons in the hydrodynamical regime at \( \omega_c = 0 \) is demonstrated in Fig. 2(a). The parameters are relevant for high-mobility GaAs quantum wells \cite{53, 55} and are described in the caption to Fig 2, the channel width \( W = 8 \) \( \mu \)m.

As boundary conditions we used the absence of spin current \( q_z^e = 0 \) at \( y = 0, W \), we also assumed that \( q_z^e \) is proportional to the electric current flowing through the contact at \( x = 0 \) \cite{49}. In our case we take \( q_z^e \propto V_z(y) \) being consistent with the hydrodynamic distribution of the electric current in the bulk of the channel. We recognize that the electric current distribution right in the vicinity of a contact can alter from the Poiseuille form. However, beyond some transition region (no longer than \( x \lesssim W \)) the drift velocity will be settled according to Eq. (1) and \( S_z \) will keep strongly inhomogeneous shape due to an effective dragging by \( E \) in the center of the channel.

This feature is clearly seen in Fig. 2(b), where we demonstrate the profiles of the spin density across the channel at different distances from the left boundary. The tail of the spin distribution presented in Fig. 2(b) can be approximated by the expression

\[
S_z(x, y) = A e^{-x/L_s} \left[ 1 - \Delta_c \cos \left( \frac{2\pi y}{W} \right) \right],
\]

where \( A \) is a constant being independent of \( x \) and \( y \), the factor \( e^{-x/L_s} \) describes the spin density decay with an averaged drift length \( L_s = \langle V_z \tau_s \rangle = 2L_d/3 \) and the parameter \( \Delta_c \) determines the contrast of the spin imaging. It follows from Eq. 4 that imaging of the Poiseuille flow by spin injection is possible provided that \( \Delta_c \lesssim 1 \).

To determine the critical region beyond which \( \Delta_c \) vanishes we get an approximated analytical solution for Eq. (2). We use the biharmonic approximation for \( y \)-dependence of \( S_z(x, y) \) and \( V_z(y) \) and take into account only the drift component of \( q_z^e \). For the slowest decaying solution at the tail of the spin density we obtain \( \Delta_c = 6/[2\pi^4 \xi^2 + \sqrt{18 + 72\pi^2 \xi^2 + 4\pi^8 \xi^4}] \), where \( \xi = L_s/W \). The expression Eq. (4) with \( \Delta_c \) from above is justified in range \( 1 \lesssim \xi \lesssim 0.05 \), where the right boundary is determined by the failure of biharmonic approximation due to a weakened spin diffusion. The spin distribution plotted in Fig. 2 have the parameters \( \xi = 0.14, \Delta_c = 0.52 \) and the expression from Eq. (4) fits well with the numerical solution starting from \( x/W \gtrsim 1.2 \).

The dependence of \( \Delta_c \) on the ratio \( L_s/W \) is shown on the inset of Fig. 3. It is seen that the spin contrast decreases significantly \( \Delta_c \lesssim 0.2 \) already at \( \xi \gtrsim 0.3 \), instead of \( \xi \gtrsim 1 \) as might be expected. Since \( \Delta_c \) is determined by single ratio \( L_s/W \), the applicability of the spin imaging approach for sufficiently large in-plane electric fields (when \( L_d \gg L_s \)) is governed by a simple criteria \( W \gtrsim 3L_s \), suggesting that a more plausible situation is realized for sufficiently wide samples. The spin contrast across the transition between Poiseuille and Ohmic transport regimes is illustrated in Fig. 3, where we present the dependence of \( \Delta = \{S_z(y_c) - S_z(y_e)\}/\{S_z(y_c) + S_z(y_e)\} \) on \( W \); here \( y_c = W/2 \) is in the center of the channel and \( y_e = W/10 \) is nearby its boundary. A nonmonotonic character of \( \Delta \) stems from the fast initial increase of \( \Delta\) due to the transition to the Ohmic regime.

Another spin-related evidence of the Poiseuille flow of the electron fluid revealed by the spin imaging technique is the appearance of nonzero relative phase shifts for the Hanle curves (the dependence of \( S_z(x, \omega) \) on \( \omega, \tau_s \)) probed at different positions across the channel. Below we explain this idea in detail. We keep to the drift-dominated regime, at that the difference between two Larmor frequencies \( \Delta \omega_c \) at which the Hanle curve exhibits the neighboring peaks or dips at a fixed point of spin probe in space can be estimated as \( \Delta \omega_c = (2\pi V_z)/x_0 \), where \( x_0 \) is the distance from the injector. In case of the Poiseuille electronic flow the drift velocity \( V_z(y) \) from Eq. (1) changes significantly across the channel leading to the variation of \( \Delta \omega_c \). An ultimate manifestation of this feature would be the shift \( \Delta \omega_c \) as a function of \( y \)-coordinate at fixed distance \( x_0 \) resulting in the “desynchronization” of the Hanle curves.

We proceed with considering this scenario in more detail. We apply an in-plane magnetic field \( \omega_c = \omega_x e_y \) and keep only the injection of \( S_z \) (the boundary conditions are the same as for Fig. 2; the spin current \( q_z^e = 0 \) is absent). In Fig. 4(a,b) we demonstrate inhomogeneous oscillating spatial patterns of \( S_z, S_x \) inside the electronic channel at
FIG. 4. Distribution of the spin density in magnetic field directed along the y axis. (a,b): Space-resolved densities $S_z$ and $S_x$ at $\omega_c \tau_s = 3.5$. (c,d): Magnetic field dependences of $S_z$ and $S_x$ calculated at $x = 12 \mu m$ away from the injector. The Hanle curves on the right panels are taken at the center ($y = 0.5W$, blue color) and near the edge ($y = 0.1W$, orange color) of the channel. The positions of spin detection in each case are depicted by big dots of corresponded colors on the left panels.

fixed magnetic field $\omega_c \tau_s = 3.5$ (red and blue colors stand for the positive and negative signs, respectively), other parameters are the same as in Fig. 2. The procession structure of the spin density visible in Fig. 4 is specific for the drift-dominated regime of the spin transport [49]. Importantly, $S_{z,x}$ are sign-altering and inhomogeneous at the same moment, one can clearly observe that at fixed distance $x_0$ the spin density can have different signs in the center and nearby the boundary of the channel. This feature is explicitly connected with the discussed variation in drift velocities emerging for the hydrodynamic regime of viscous electron fluid transport.

The relative shifts of the oscillations period $\Delta \omega_c$ of the Hanle curves are shown in Fig. 4(c,d). The Hanle curves are calculated at two spatial positions across the channel, see Fig. 4(a,b). When $\omega_c \tau_s \sim 4$, these shifts are up to $\pi$. We argue that the presented desynchronization of the Hanle curves upon hydrodynamical response can be used to confirm independently the formation of the viscous electron fluid.

In conclusion, we have proposed an approach to visualize hydrodynamic electronic flows by measuring the spin polarization distribution across the transport channel. Our calculations show that measuring both the spin polarization contrast and Hanle curves at the center and at the boundary of the channel allow one to disclose the hydrodynamic regime. We believe that the proposed method paves the way towards non-invasive studies of hydrodynamic viscous electron fluids in samples of different geometry and microscopic structure.
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