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ABSTRACT

This paper analyses the equilibrium price of the Indonesian Rupiah using the Synthetic 
Control Method (SCM) and assesses its misalignments. We find evidence of Rupiah 
misalignment, as the currency was undervalued for most periods, except for 1993- 
1996. This finding is robust across model specifications, predictors, and weighting. Our 
finding implies that keeping the exchange rate at its equilibrium level is ideal, and that 
policymakers can take advantage of the undervalued currency to promote economic 
growth via exports.
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I. INTRODUCTION
The determination of equilibrium exchange rates and the study of exchange rate misalignments support central banks’ objectives of achieving price stability and maintaining a stable financial system (Kurniati and Hardiyanto, 1999). Exchange rate misalignments tend to deteriorate the macroeconomic stability (De Grauwe and Schnabl, 2008; Berg and Miao, 2010; Haddad and Pancaro, 2010; Auboin and Ruta, 2012). More importantly, a prolonged exchange rate misalignment can endanger the economy, since the pressures to push it towards equilibrium strongly accumulate, thereby causing negative sentiments in the market (Kurniati and Hardiyanto, 1999). The vast literature on the determination of the equilibrium level of exchange rates and misalignment of exchange rate both in developed and developing countries in recent years use various exchange rate models, data sets, and estimation strategy, and the choice of observed countries to improve the predictive performance of the equilibrium exchange rates.1 However, the empirical evidence on equilibrium exchange rates have been, at best, mixed (Egert and Halpern, 2005).

As articulated in the literature, there are at least two important limitations with the current modelling and estimation methods. The first drawback is related to the use of only one exchange rate theory (Frankel and Rose, 1995; Kilian and Taylor, 2003; and El-Shagi, Lindner, and von Schweinitz, 2016). There are several disadvantages associated with the use of one theory. For instance, the purchasing power parity approach is unable to capture changes in the economic policy as well as changes in the external environment, such as the flow of trade (Kubota, 2011). However, the estimates from the Fundamental Equilibrium Exchange Rate (FEER) approach depend on the specifications of the macroeconomic model. Additionally, the specifications of the model are highly dependent on the reality of parameters of the relationship between variables in the structural model (Siregar, 2011). Besides, the determinants of the equilibrium exchange rates also tend to experience misalignment (Knedlik and Von Schweinitz, 2012). This condition certainly makes it difficult to determine the equilibrium exchange rate.

Second, the exchange rate is not a policy tool, but an endogenous variable that depends on the dynamics of macroeconomic fundamentals (Ikhsan, 2009). This means that the estimation of exchange rates and omitted variables lead to endogeneity and biased results. In general, previous empirical studies have applied specific methods to overcome the problem of endogeneity. However, there are several limitations associated with the use of these methods, including, the extent to which it is used to overcome endogeneity problems (Chamon et al., 2017).

Therefore, this paper examines the equilibrium real exchange rate, with an attempt to eliminate some of the above-mentioned modelling and estimation concerns in the literature. This paper focuses on Indonesia, an emerging Asian country. In Indonesia, exchange rate fluctuations range from moderate to high, creating high welfare costs such as volatility in domestic prices, risks, uncertainties, and brief investment periods (see Kurniati and Hardiyanto, 1999). Subsequently, it reduces the level of firm profits, which negatively impacts economic growth.

1 For a recent study, see Ca’Zorzi et al. (2020).
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(Haddad and Pancaro, 2010). In addition, high exchange rate misalignments reduce economic growth (Aguirre and Calderon, 2005).

This paper develops an empirical model of the exchange rate using the SCM. To the best of our knowledge, this is the first attempt to employ SCM to estimate the equilibrium exchange rate in Indonesia. SCM is a recent econometric tool for comparative studies, where the choice of comparison unit is a systematic data driven procedure (Hannan, 2016). The SCM creates synthetic (artificial) control or comparison units based on their similarity to the treated country before the treatment takes place. This is done based on a weighted average of past observable covariates and past realizations of the outcome variables. The evolution of the actual outcome of the treated unit post-treatment is then compared against the outcome of the synthetic unit, and the difference is interpreted as the treatment effect.

The SCM offers better estimates of treatment effects relative to existing methods for a number of reasons. First, the variables identified by all theories as determinants of the equilibrium exchange rate are included in the SCM approach. This contrasts with the previous studies whereby only selected variables were included in the model in accordance with the theories. For instance, Jeong et al. (2010) applied only variables from the theory of the FEER theory, while Coudert et al. (2012) employed only variables from the BEER theory (El-Shagi et al., 2016). Although the variables from the various theories are included in the model when applying the SCM approach, this approach remains agnostic on the specific determinants of equilibrium exchange rates. Moreover, it also allows the use of several equilibrium exchange rate models as a basis for analysis. Second, the SCM approach prioritizes identification based on treatment effects rather than contemporaneous variables used in explaining exchange rate determinants. The estimation of exchange rate determinants using the treatment effects serves to build a counterfactual, which is suitable in two circumstances. One of them is the need to avoid macroeconomic variables, which are determinants of equilibrium exchange rates that have also experienced misalignment. This is because the counterfactual is not built from misaligned contemporaneous variables. The second circumstance is the presence of endogeneity, whereby the SCM approach can substantially reduce this problem by avoiding the risk of omitting variables and reducing the risk of selection biases. According to Hannan (2016), the key advantage of SCM in addressing this endogeneity problem is that it allows the effect of unobserved confounders to vary with time, as opposed to traditional econometric methods that can deal with only time-invariant unobserved country characteristics. Estimating the equilibrium exchange rates using SCM would thus be a novel way of addressing the endogeneity bias problem in the exchange rates literature.

Therefore, this paper contributes to the strand of exchange rates literature that attempts to address the endogeneity issue due to the selection bias or omitted variable, when estimating equilibrium exchange rates. In particular, this paper differs from El-Shagi et al. (2016) in two ways. First, this study used three types of testing frameworks to test the statistical significance of the counterfactual derived from the synthetic control units, namely placebo test, pre-treatment fit index, and the goodness of the pre-treatment fit. Placebo tests are commonly used in the SCM
approach to test the significance of synthetic control units according to Abadie et al. (2010). This test verifies the ability of the SCM approach to build counterfactuals of synthetic control units. To complete the placebo test, the validity test against the counterfactual in this study also used the pre-treatment fit index developed by Adhikari and Alm (2016) and Adhikari et al. (2016). Unlike placebo tests that only display graphs, the pre-treatment fit index provides an assessment of the matching quality of the SCM approach in the form of indexes (numbers).

Finally, this paper uses the goodness of pre-treatment fit developed by Ferman et al. (2016). This test is appropriate when there is heteroscedasticity with a finite number of pre-treatment periods. Moreover, this paper carries a robustness check to establish the robustness of the counterfactual of the synthetic control group produced by the SCM approach. Following McClelland and Gault (2017), we evaluate the effects of the choice of outcome lags used as predictors, the choice of other predictors, the length of the pre-treatment year range used to fit the synthetic region, and the method for choosing predictor weights. We use three criteria: sensitivity of the fit between the synthetic state and the treated state outcomes in the pre-treatment period, sensitivity of the synthetic state outcome in the treatment period, and sensitivity of donor state selection.

We use a panel dataset from 1980 to 2018. Predictors of equilibrium exchange rates are divided into three groups, namely macroeconomic, structural, and political. Our estimates confirm evidence of Rupiah misalignment for most periods. Specifically, the Rupiah was undervalued in all periods, except for 1993-1996 period. The finding is robust to the model specification, proxies, and weighting and methods. There are two implications of this conclusion. First, policymakers need to keep the exchange rate at its equilibrium level, Second, the country can take advantage of an undervalued exchange rate as a policy instrument to promote economic growth via exports.

The rest of the paper is organised as follows. Section II explains the data and methodology. Section III presents the results and discussion, while Section IV provides the conclusion.

II. DATA AND METHODOLOGY

A. Data

This study uses the real exchange rates in the form of Real Effective Exchange Rate (REER) from CEPII (Centre d’Etudes Prospectives et d’Informations Internationales). The REER uses the base year 2010 = 100 for the period 1980 – 2018. During this period, there are three exchange rate systems (as treatment/policy/intervention) in Indonesia. First, Indonesia implemented a managed floating exchange rate system with managed floating II between September 1986 and 1992. Managed floating II is a managed floating exchange rate system where the floating element is more dominant than the management element, inversely proportional to Managed Floating I. Second, the managed floating exchange rate system with a crawling band was implemented from 1992 to August 1997. Third, the economic crisis of 1997/1998 in Indonesia led to the implementation of a free-floating exchange rate system on August 14, 1997.

Many country control candidates are included as, known in statistical matching literature, “donor pool”, to build synthetic control units. The aim is to
ensure that the control countries can represent the global economy. These control countries are IMF (International Monetary Fund) member countries that did not experience the treatment on Indonesia. Consistent with El-Shagi et al. (2016), to identify a treatment effect, the outcomes of the untreated countries are not affected by the treatment implemented in the treated country (Indonesia). They are our artificially created counterparts for the treated country, Indonesia. Economically, this implies that the counterfactual for Indonesia does not represent what would have happened in Indonesia when the control countries had been formed without Indonesia being part of it. Besides, the countries used as control countries must have data on the variables used in this study.

The control country candidates in the study were divided into three groups based on the type of treatment. For the first treatment, we used the pre-treatment period 1980 – 1986 to develop a synthetic control unit projected in building the counterfactual from 1987 to 1992. The control country candidates are countries in the period 1987-1992 that did not implement the managed floating exchange rate system with managed floating II when Indonesia implemented it. Our control country candidates include 21 developed countries (United States of America, Australia, Austria, the Netherlands, Chile, Denmark, Ireland, Iceland, Israel, Italy, Japan, Germany, Canada, Portugal, France, Singapore, Cyprus, Spain, Sweden, Uruguay, and Greece) as well as nine developing countries namely Bolivia, Brazil, the Philippines, Cameroon, Costa Rica, Malaysia, Mexico, Pakistan, and Tunisia.

For the second treatment, our study used the pre-treatment period 1980 – 1992 to build a synthetic control unit projected in building counterfactual from 1993 to 1997. The control country candidates are countries in the period 1993-1997 that did not implement the managed floating exchange rate system with a crawling band, but Indonesia implemented it. Our candidate control countries include 17 developed countries, namely the United States of America, Australia, Austria, the Netherlands, Denmark, Finland, England, Japan, Germany, Norway, Portugal, France, New Zealand, Cyprus, Spain, Sweden, and Greece as well as five developing countries namely, South Africa, Cameroon, Ghana, Malaysia, and Venezuela.

Finally, the pre-treatment period 1980 – 1997 was used for third treatment in building synthetic control units projected in constructing counterfactuals from 1998 to 2018. The control country candidates are countries in the period 1998 – 2018 that did not experience the economic crisis 1997/1998 or implemented a free-floating exchange rate system but Indonesia did. Our candidate control countries include United States of America, Australia, Bahrain, the Netherlands, Denmark, England, Iceland, Israel, Italy, Japan, Germany, Canada, Norway, New Zealand, Spain, Sweden, Switzerland, and Uruguay, as well as seven developing countries namely South Africa, Brazil, India, Iran, Cameroon, Mexico, and Pakistan.

The predictors of the real exchange rate used in this study were chosen based on the theories of the equilibrium exchange rate as well as based on El-Shagi et al. (2016). The predictor group is divided into three, namely macroeconomic, structural, and political variables, as shown in Table 1.

---

2 For the history of the implementation of the exchange rate system of every country in the world, see Reinhart and Rogoff (2002).
B. Methodology

Real exchange rate misalignment is defined as the difference between the actual and the equilibrium real exchange rates. Following El-Shagi et al. (2016), the equilibrium real exchange rate was obtained using the SCM approach in the form of a synthetic real exchange rate (synthetic control group). This approach was made by Abadie and Gardeazabal (2003) and developed by Abadie et al. (2010, 2015).

Technical details of the SCM of Abadie et al. (2010) are as follows: let $E_{it}^N$ be the real exchange rate for country $i$ in period $t$ in the absence of the policy intervention and $E_{it}^I$ the corresponding value for the treated country during the implementation period or post-treatment periods, $[T_0^0+1,...,T]$. Assuming that the real exchange rate before the implementation period or pre-treatment periods is not affected by the treatment. Therefore, for $t \epsilon [1,...,T_0^0]$ or pre-treatment periods and $i \epsilon [1,...,N]$, $E_{it}^N = E_{it}^I$ is applied. However, the real exchange rate during the implementation period or post-treatment periods is affected by the treatment, so $E_{it}^N \neq E_{it}^I$ is applied for $t \epsilon [T_0^0+1,...,T]$. Suppose $\alpha_{it}$ is the difference in the real exchange rate during the post-treatment periods between the treated country and synthetic control countries (untreated countries), $\alpha_{it} = E_{it}^I - E_{it}^N$, $\alpha_{it} \leq 0$. During the implementation period, we applied the formula $\alpha_{it} = E_{it}^1 - E_{it}^N = E_{it}^1 - E_{it}^N$. The variable $E_{it}^I$ is the observed real exchange rate, therefore, we estimate $E_{it}^N$.

Suppose $E_{it}^N$ can be expressed as:

$$E_{it}^N = \theta_{0t} + \theta_{1t}A_{it} + \theta_{2t}B_{it} + \theta_{3t}C_{it} + \mu_{it} + \varepsilon_{it}$$  \hspace{1cm} (1)
where $\theta_0$, is a time fixed effect. The vectors $A_{it}, B_{it},$ and $C_{it}$ sized $(r \times 1)$ are used to denote the macroeconomic, structural, and political variables. The parameters $\theta_1, \theta_2,$ and $\theta_3$, with size $(1 \times r)$ are coefficients of each of these predictors, which affect the real exchange rate. The notation $\epsilon_{it}$ is assumed to be random shocks with zero averages and independent between countries and periods. The vector $\mu_{it}$, with size $(1 \times F)$ represents an unobserved time-variant factor that affects the real exchange rate. Besides, the loading factor unknown to each country is described by the coefficient vector $\lambda_i$ with size $(F \times i)$, while the observed actual factors are known as latent variables.

The SCM approach chooses the optimal weighting value, $W^*$, to produce the best synthetic control unit capable of estimating the real exchange rate variable of a country experiencing a policy intervention. The weighting vector has the dimensions $(J \times 1), W = (w_2, ..., w_{J+1})$ with $w \geq 0$ for $j = 2, ..., J+1$ and $\sum_{i=2}^{J+1} w_i = 1$. Abadie, Diamond, and Hainmueller (2010) stated that when $E_{it}^W = \sum_{i=2}^{J+1} w_i^* E_{it'}$ then $\tilde{\alpha}_{it} = E_{it} - \sum_{i=2}^{J+1} w_i^* E_{it'}$, an estimator of $\alpha_{it}$, for the post-treatment period.

The variable $X_1$ is used to denote a vector of the characteristics of the exchange rate for the country experiencing a policy intervention in a pre-treatment period containing $E, A, B,$ and $C$. The variable $X_0$ is a characteristic vector of the exchange rate for the country/unit control. The value of $W^*$ is obtained by minimizing the distance $\|X_1 - X_0 W\|$, between $X_1$ and $X_0 W$ with weighting constraints $\sqrt{(X_1 - X_0 W)^T V (X_1 - X_0 W)}$. The $V$ matrix is a diagonal weighting matrix containing differences in the elements of the predictor $X_1$ and $X_0$ by considering the predictive strength of the real exchange rate. The optimal choice of $V$ produces a weight, which minimizes the mean squared error of synthetic control estimators, namely $(E_1 - E_0 W^*)^T V (E_1 - E_0 W^*)$. This study uses STATA command synth to produce $V$ vectors. Therefore, the synthetic control group is obtained when the root mean square predictive error (RMSPE) value is at its minimum. It is also obtained when the synthetic control group has a path that is most similar to the outcome variable path of treated unit during the pre-treatment period.

The SCM approach has been extremely popular in recent studies to address endogeneity problems. Abadie et al. (2010) stated that assuming a synthetic unit is discovered such that it matches the trajectory pre-treatment of the outcome variable for the treated unit, the size of the bias is caused by the variation in time. It is unobserved in the difference between the outcome of the variables at post-treatment of treated units and synthetic controls to zero when the period pre-intervention increases. Moreover, the SCM approach also remains robust, even though some macroeconomic variables primarily experience simultaneous imbalances.

To ensure the validity of synthetic real exchange rates of the SCM approach, the study used three types of tests, namely placebo test, pre-treatment fit index, and the goodness of the pre-treatment fit to test the statistical significance of counterfactual analysis derived from the synthetic control units. According to Abadie et al. (2010), placebo tests are used to assume that policy interventions occur in control countries. This study produced a synthetic control unit as a counterfactual for each placebo control. The counterfactual provides significant results, assuming the placebo tests create a different path between Indonesia and other countries.
The pre-treatment fit index of Adhikari and Alm (2016) and Adhikari et al. (2016) are used to assess whether the synthetic control makes a good counterfactual (Newiak and Willems, 2017). The pre-treatment fit index is formulated as follows:

$$\text{Fit Index} = \frac{\text{RMSPE}}{\text{RMSPE}^a}$$  \hspace{1cm} (2)

The RMSPE is derived from the estimates of the SCM approach, where

$$\text{RMSPE} = \sqrt{\frac{1}{T_0} \sum_{t=1}^{T_0} \left( E_{1t} - \sum_{j=1}^{J+1} w_j E_{it} \right)^2},$$

while RMSPE$^a$ is RMSPE obtained from the zero-fit model as

$$\text{RMSPE}^a = \sqrt{\frac{1}{T_0} \sum_{t=1}^{T_0} (E_{1t})^2}.$$  

According to Adhikari et al. (2016), the fit index of zero implies a perfect fit, while higher than one indicates a particularly poor fit (Newiak & Willems, 2017).

According to Ferman et al. (2016), the goodness of pre-treatment fit is used to determine the statistical significance of the counterfactual (see also Ferman and Pinto, 2017). The goodness of pre-treatment fit is formulated as follows:

$$\bar{R}^2 = 1 - \frac{1}{T_0} \sum_{t=2}^{T_0} \frac{(E_{1t} - \bar{E}_{1t})^2}{\bar{E}_{1t}^2}$$  \hspace{1cm} (3)

where $\bar{E}_{1t} = \frac{\sum_{t=1}^{T_0} E_{1t}}{T_0}$. The pre-treatment fit is useful when the goodness of pre-treatment fit approaches one ($\bar{R}^2 \rightarrow 1$).

A robustness check to synthetic real exchange rates generated by the SCM approach, this study follows McClelland and Gault (2017) and considers three strategies, namely the choice of outcome lags used as predictors, the choice of other predictors, and the method for choosing predictor weights.

The SCM approach has several advantages compared to other estimation methods, which are explained in the introduction section. However, it has some limitations worth noting. First, the weighting values and candidate countries used to construct a synthetic real exchange rate using the SCM approach had no economic interpretation (Abadie et al., 2010). Therefore, the factors causing the exchange rate misalignment using the SCM approach cannot be known. Second, the method does not translate as well to monthly time series. In a monthly series, it is more difficult to develop an accurate control because monthly series tend to be more volatile. This is an issue given that the method is fundamentally reliant on weighted averages. The volatility would only be maintained if all countries had matching patterns of volatility (Stojkov, 2016). Third, the SCM approach assumed that unobserved covariates had a linear additive effect on the outcome variable. However, if the characteristics of treatment and control countries are similar, even when the correct data-generating processes are non-linear, linear models can still provide a good approximation (Kreif et al., 2016).
III. MAIN FINDINGS
This section comprises three subsections. We discuss the fit of the REER in the first subsection, followed by the robustness checks in the second subsection. The final subsection discusses the exchange rate misalignment and its implications.

A. Fit of The Real Effective Exchange Rate
Figures 1 to 3 show the actual and synthetic real exchange rate as Indonesia implemented the exchange rate system of managed floating with managed floating II and crawling band as well as a free-floating exchange rate system or the economic crises of 1997/1998, respectively. The difference between the Indonesian and the synthetic real exchange rates from 1987 to 1992, as shown in Figure 1, is the magnitude of the difference between actual and equilibrium real exchange rates following the implementation of the managed floating II system. The figure shows that Indonesia’s real exchange rate is below the synthetic real exchange rate. This means that during the implementation of the managed floating II system, Indonesia’s real exchange rate was undervalued.

Figure 1.
Development of Indonesia Real Exchange Rate and the Synthetic Real Exchange Rate for Period 1980 – 1992
This figure plots the Indonesia (actual) and synthetic real exchange rates obtain from the synthetic matching under managed floating II regime over the sample period from 1980 to 1992.

Figure 2 shows that during the crawling band period from 1992 to August 1997, the synthetic and actual real exchange rate had a directional path and converged to a point. The difference between the two lines from 1993 – 1997, is the magnitude of the difference between the actual and equilibrium real exchange rate when the during the crawling band regime in Indonesia. The figure show that Indonesia’s real exchange rate experienced overvaluation for the period 1993 – 1997, except for the period near the economic crisis of 1997/1998.
Figure 2.
Development of Indonesia Real Exchange Rate and Synthetic Real Exchange Rate Period 1980 – 1997

This figure plots the equally Indonesia (actual) and synthetic real exchange rate results of synthetic matching of the SCM approach when Indonesia implemented the exchange rate system of crawling band over the sample period from 1980 to 1997.

![Graph showing development of Indonesia Real Exchange Rate and Synthetic Real Exchange Rate Period 1980 – 1997](image)

Source: Author’s calculation

Figure 3 shows that after the implementation of the free-floating exchange rate system policy, the synthetic and actual real exchange rate were divergent and started converging to a point in 2010. The difference between Indonesia’s actual and synthetic real exchange rates from 1998 – 2018 is the magnitude of the difference between the actual real exchange rate and equilibrium real exchange rate during the free-floating exchange rate system. The results show that Indonesia’s real exchange rate experienced undervaluation.

Figure 3.
Development of Indonesian Real Exchange Rate and Synthetic Real Exchange Rate Period 1980 – 2018

This figure plots the equally Indonesia (actual) and synthetic real exchange rate results of synthetic matching of the SCM approach when Indonesia implemented the exchange rate system of free-floating over the sample period from 1980 to 2018.

![Graph showing development of Indonesian Real Exchange Rate and Synthetic Real Exchange Rate Period 1980 – 2018](image)

Source: Author’s calculation
Table 2 reports the estimates of RMSPE for the implementation of each of the three policies or events. Table 3 displays the weights of each control country in the synthetic REER model during the implementation of all three exchange rate regimes in Indonesia. The weights indicate that the development of Indonesia REER prior to implementation of all three policies are best reproduced by a combination of countries in Table 3. However, the weighting values and candidate countries used to construct a synthetic real exchange rate using the SCM approach had no economic interpretation (Abadie et al., 2010).

Table 2.
The Value of RMSPE at the Implementation of the Three Policies

This table reports the value of root mean squared prediction error (RMSPE) for the implementation of each of the three policies or events in Indonesia, namely the managed floating II, crawling band, and free-floating or the economic crisis 1997/1998 regimes. Source: Author’s calculation.

| Policies/Events | Value of RMSPE |
|-----------------|----------------|
| The managed floating II exchange rate system | 0.1904 |
| The crawling band exchange rate system | 0.0834 |
| The free-floating exchange rate system or the economic crisis of 1997/1998 | 0.1477 |

Source: Author’s calculation.

Table 3.
Country Weights in the Synthetic REER at the Implementation of the Three Policies

This table reports the weighting value and candidate countries used to construct a synthetic REER using the SCM approach.

| Policies/Events | Country | Weight |
|-----------------|---------|--------|
| The managed floating II exchange rate system | Malaysia | 0.288 |
| Pakistan | 0.712 |
| Ghana | 0.232 |
| The crawling band exchange rate system | Venezuela | 0.131 |
| Malaysia | 0.637 |
| The free-floating exchange rate system or the economic crisis of 1997/1998 | Pakistan | 0.893 |
| India | 0.107 |

Source: Author’s calculation.

The placebo tests of Abadie et al. (2010) were used to evaluate the counterfactual validity of the synthetic control group and the results are displayed in Figures 4 to 6. The results of the placebo tests for the managed floating II regime (Figure 4) show that the counterfactual real exchange rate of the synthetic control group is statistically significant. Figures 5 and 6 show placebo test results for the crawling band and free-floating or the economic crisis of 1997/1998, respectively. As indicated by Table 4, these results are less conclusive. However, the synthetic real exchange rate with the SCM approach remains valid because the value of the pre-treatment fit index is still below one and the goodness of pre-treatment fit value is close to one.
Figure 4.
Placebo Test Results: The Implementation of the Exchange Rate System of Managed Floating II

This figure shows difference in synthetic and actual real exchange rate for rupiah and 30 placebo countries before and after implementation of the exchange rate system of managed floating II. The grey line represents the difference between the actual real exchange rate and synthetic control groups of each country carried out in the placebo tests, the black line used to represent Indonesia.

Source: Author’s calculation

Figure 5.
Placebo Test Results: The Implementation of the Exchange Rate System of Crawling Band

This figure shows difference in synthetic and actual real exchange rate for rupiah and 22 placebo countries before and after implementation of the exchange rate system of crawling band. The grey line represents the difference between the actual real exchange rate and synthetic control groups of each country carried out in the placebo tests, the black line used to represent Indonesia.

Source: Author’s calculation
In addition to the placebo tests, the counterfactual validity test results using the pre-treatment index are displayed in Table 4. The pre-treatment fit index under the managed floating II, crawling band, and free-floating or the economic crisis of 1997/1998 are 0.574, 0.174, and 0.36, respectively. These values are below one, meaning that the counterfactual real exchange rate of the synthetic control group is reasonable. That is, the counterfactual of the synthetic control group from the SCM approach based on the pre-treatment fit index is statistically significant.

| Policies/Events                                      | Placebo Test   | Pre-treatment Fit Index | The Goodness of Pre-treatment Fit |
|------------------------------------------------------|----------------|-------------------------|----------------------------------|
| The managed floating II exchange rate system         | Conclusive     | 0.574*                  | 0.93“                            |
| The crawling band exchange rate system               | Less Conclusive| 0.174*                  | 0.96”                            |
| The free-floating exchange rate system or the economic crisis of 1997/1998 | Less Conclusive | 0.36’                   | 0.66”                            |

This figure shows difference in synthetic and actual real exchange rate for rupiah and 25 placebo countries before and after implementation of the exchange rate system of free-floating or the economic crisis 1997/1998. The grey line represents the difference between the actual real exchange rate and synthetic control groups of each country carried out in the placebo tests, the black line used to represent Indonesia.

In addition to the placebo tests, the counterfactual validity test results using the pre-treatment index are displayed in Table 4. The pre-treatment fit index under the managed floating II, crawling band, and free-floating or the economic crisis of 1997/1998 are 0.574, 0.174, and 0.36, respectively. These values are below one, meaning that the counterfactual real exchange rate of the synthetic control group is reasonable. That is, the counterfactual of the synthetic control group from the SCM approach based on the pre-treatment fit index is statistically significant.
In addition to placebo tests and pre-treatment fit index, we also evaluate validity of the counterfactual using the goodness of pre-treatment fit. The results of the goodness of the pre-treatment fit test on the counterfactual of the synthetic control group under the managed floating II, crawling band, and free-floating or the economic crisis of 1997/1998 are 0.93, 0.96, and 0.66, respectively (Table 4). Based on this, we concluded that the pre-treatment fit meets the proper criteria and is close to a perfect fit. Besides, the counterfactual of the synthetic control group from the SCM approach is statistically significant.

Table 5.
The RMSPE Values of the Synthetic REER in the Robustness Checks

This table reports the values of the RMSPE – one measure of the pre-treatment fit – for the different model choices to assess the robustness of the synthetic REER form the SCM approach under the managed floating II, crawling band, and free-floating or the economic crisis of 1997/1998 regimes.

| Types of Robustness Check | RMSPE The Managed Floating II Exchange Rate System | RMSPE The Crawling Band Exchange Rate System | RMSPE The Free-floating Exchange Rate System or the Economic Crisis |
|----------------------------|-----------------------------------------------|---------------------------------------------|---------------------------------------------------------------|
| Outcome Lags               |                                               |                                             |                                                               |
| 1980                       | 0.1902                                        | 0.0834                                      | 0.1477                                                       |
| 1982                       | 0.1920                                        | 0.0834                                      | 0.1506                                                       |
| 1984                       | 0.1980                                        | 0.0845                                      | 0.1477                                                       |
| 1986                       | 0.2023                                        | 0.0834                                      | 0.1578                                                       |
| 1988                       |                                               | 0.0834                                      | 0.1615                                                       |
| 1990                       |                                               | 0.0834                                      | 0.1615                                                       |
| 1992                       |                                               | 0.0834                                      | 0.1595                                                       |
| 1994                       |                                               |                                             | 0.1607                                                       |
| 1996                       |                                               |                                             | 0.1595                                                       |
| 1980-1984 average          | 0.1979                                        | 0.0834                                      | 0.1506                                                       |
| 1980-1986 average          | 0.1901                                        |                                             | 0.1482                                                       |
| 1980-1988 average          |                                               | 0.0834                                      | 0.1565                                                       |
| 1980-1992 average          |                                               | 0.0834                                      | 0.1477                                                       |
| 1980-1994 average          |                                               |                                             | 0.1483                                                       |
| 1980-1996 average          |                                               |                                             | 0.1586                                                       |
| Predictor Variables        |                                               |                                             |                                                               |
| Ten Predictors + Lags      | 0.1931                                        | 0.0834                                      | 0.1497                                                       |
| Nine Predictors + Lags     | 0.1915                                        | 0.1000                                      | 0.1506                                                       |
| Eight Predictors + Lags    | 0.2042                                        | 0.0834                                      | 0.1558                                                       |
| Eleven Predictors, No lags | 0.3126                                        | 0.1158                                      | 0.1546                                                       |
| Nine Predictors, No lags   | 0.3060                                        | 0.1034                                      | 0.1622                                                       |
| Seven Predictors, No lags  | 0.3389                                        | 0.1034                                      | 0.1705                                                       |
| Five Predictors, No lags   | 0.2711                                        | 0.1052                                      | 0.1654                                                       |
| Three Predictors, No lags  | 0.2986                                        | 0.2401                                      | 0.2732                                                       |
| Method for Selecting Predictor Weights |                     |                                             |                                                               |
| Standard                   | 0.1902                                        | 0.0896                                      | 0.1721                                                       |
| Cross-validation           | 0.1939                                        | 0.1103                                      | 0.1477                                                       |

Source: Author’s calculation
B. Robustness Checks

In this section, we present the results of three robustness checks, namely the choice of outcome lags used as predictors, the choice of other predictors, and the method for choosing predictor weights. The three robustness checks are carried out on each treatment. For all robustness checks, the value of the RMSPE for the different model choices is shown in Table 5.

B.1. Outcome Lags

According to Kaul et al. (2016), including all outcome lags for all pre-treatment periods will render the other predictor variables (averaged over pre-treatment periods) useless. Therefore, in this robustness check, we include different outcome lags in synthetic matching to build the synthetic REER. Thus, this robustness check has the potential to affect the results. For this robustness check, the value of the RMSPE is shown in Table 5. The addition of varying outcome lags in synthetic matching caused the RMSPE value of synthetic matching to increase compared to the RMSPE value of our main results. Based on this, our results are robust to including different outcome lags in the model.

B.2. Non-lag Predictor Variables

In establishing the synthetic REER, we used several determinants of the exchange rate from all theories of exchange rate determination. To test whether our model is robust, we removed the determinants with the lowest weights in the model one at a time and continued until only a few predictor variables remained. In general, the removal of variables from the model will affect the prediction capabilities of the model. Again, our results are robust to this change. The RMSPE value of the synthetic matching by removing the exchange rate determinants from the model is no better than the RMSPE value of our main results (Table 5).

B.3. Selecting Predictor Weights

Klößner et al., (2017) states that if the number of predictors exceed the selected donor units when using the cross-validation method, the outcome path can depend on seemingly meaningless differences, such as the order of the units listed in the donor unit. The cross-validation method divides the pre-treatment period into two periods: the training period and the validation period. Based on predictor values during the training period, predictor weights are selected to minimize RMSPE in the validation period. The weight is then used with predictor data in the validation period to create synthetic control (McClelland and Gault, 2017).

For the first intervention, the pre-treatment period was divided into the training period from 1980 to 1982 and the validation period from 1983 to 1986. The pre-treatment period in the second intervention was divided into the training period 1980-1985 and the validation period from 1986 to 1991. Finally, the training and validation period in the third intervention was divided into three groups. First, the training period was 1980-1985 and validation period was 1988-1997. Second, the training period was 1980-1989 and validation period was 1990-1997. Third, the training period was 1980-1991 and validation period was 1992-1997.
Synthetic matching with cross-validation method in the first and second interventions resulted in a higher RMSPE value than our results, but the RMSPE value in the third intervention was the same (Table 5). In addition to the cross-validation method, we also use standard methods. Again, our results are still robust compared to synthetic matching with cross-validation methods and standards.

C. Exchange Rate Misalignment and its Implications
C.1. Development of Exchange Rate Misalignment

The equilibrium real exchange rate (a synthetic real exchange rate) of the SCM approach and the exchange rate misalignment for the period 1987 – 2018 are shown in Figure 7. The real exchange rate experienced misalignment for the period 1987 – 2018. The real exchange rate was undervalued, except for the period 1993 – 1996, when it experienced overvaluation. In summary, the findings of this research and previous studies are presented in Table 6.

Table 6. Empirical Studies on Indonesia’s Exchange Rate Misalignment

This table reports the findings of this study and several empirical studies on the Rupiah’s exchange rate equilibrium and its misalignment. It then compares the findings of this study with previous empirical studies.

| No. | Periods   | This Study                                                                 | Previous Studies                                                                 |
|-----|-----------|-----------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| 1.  | 1987 – 1992 | SCM approach: real exchange rate undervaluation by 12.3 – 15.0 percent. | 1. Tipoy, Breitenbach, and Zerihun (2017) using the BEER approach (1980 – 2013): exchange rate undervaluation in Indonesia by 5 percent. |
| 2.  | 1993 – 1997 | SCM approach: the real exchange rate overvaluation around 0.77 – 8.12 percent. Near the 1997/1998 economic crises, the real exchange rate undervaluation was around 7.47 percent. | 1. Jongwanich (2009) found that Indonesia’s real exchange rate was overvalued and undervalued when it approached the 1997/1998 economic crisis. |
| 3.  | 1998 – 2018 | SCM approach: the real exchange rate undervaluation around 2.38 – 85.47 percent. | 1. Cahyono (2008) using the BEER approach (1999Q1 – 2006Q4): Indonesia’s exchange rate for the period 2000Q2 – 2002Q1 and 2004Q2 – 2005Q1 experienced an undervaluation of 11.57 and 4.38 percent, respectively. |
|     |           |                                                                             | 2. Jongwanich (2009) using the BEER approach (1995Q1 – 2008Q3): the economic crisis of 1997/1998 led undervaluation until 100 percent. |
|     |           |                                                                             | 3. Kurniati and Hardiyanto (1999) using the BEER approach (1992M1 – 1998M8): the exchange rate after the 1997/1998 economic crisis experienced undervaluation. |
|     |           |                                                                             | 4. Yuki (2015) using the FEER approach (2006 – 2014): Indonesia’s exchange rate experienced undervaluation. |
|     |           |                                                                             | 5. Tipoy, Breitenbach, and Zerihun (2017) using the BEER approach (1980 – 2013): undervaluation of the Indonesian exchange rates for the period 2008 – 2013 was 6.27. |
The real exchange rate was undervalued by 12.3 – 15.0 percent when Indonesia implemented the managed floating II exchange rate system. This finding is in line with the study conducted by Waluyo and Siswanto (1998) and Tipoy et al. (2017). Tipoy et al. (2017) found that the Rupiah was undervalued by five percent when Indonesia implemented the managed floating II exchange rate system.

The real exchange rate was overvalued by 0.77 - 8.12 percent when Indonesia implemented the crawling band exchange rate system. However, the real exchange rate undervaluation was around 7.47 percent near the economic crisis of 1997/1998. This occurred because the implementation of the crawling band exchange rate system has encouraged increased exchange rate flexibility and the development of the domestic foreign exchange market. This condition resulted in speculative attacks on the exchange rate leading to its decline during the economic crisis of 1997/1998. This finding is in line with studies conducted by Waluyo and Siswanto (1998) and Jongwanich (2009). Jongwanich (2009) found that the real exchange rate was overvalued, but when approaching the economic crisis of 1997/1998 was undervalued. Waluyo and Siswanto (1998) stated that after the managed floating system was implemented with a crawling band, the Rupiah was overvalued. But before the economic crisis of 1997/1998, the Rupiah’s real exchange rate was undervalued. However, our results are different from Sahminan (2005), who found that the real exchange rate before the economic crisis of 1997/1998 was overvalued by 40 percent.

Furthermore, when Indonesia implemented the free-floating exchange rate system from 1998 – 2018, the real exchange rate experienced undervaluation by 2.38 – 85.47 percent. This finding is in line with previous studies conducted by
Kurniati and Hardiyanto (1999), Sahminan (2005), Cahyono (2008), Jongwanich (2009), Yuki (2015), and Tipoy, Breitenbach, and Zerihun (2017). Sahminan (2005) found that the Rupiah was undervalued from 1998 – 2003. Besides, Cahyono (2008) found that the exchange rate was undervalued by 11.57 and 4.38 percent for the period 2000Q2 - 2002Q1 and 2004Q2 - 2005Q1, respectively. Our findings are also in line with Jongwanich (2009), who showed the economic crisis of 1997/1998 led to an undervaluation of the Rupiah by 100 percent. Yuki (2015) found that Indonesia’s exchange rate was undervalued from 2006 – 2014. Tipoy et al. (2017) found that the exchange rate was undervalued by 6.27 percent for the period 2008 – 2013.

C.2. The Relationship Between the Real Exchange Rate Misalignment and Exports
Based on the theory, the exchange rate plays a role in the development of exports and imports. If the currency depreciates or is undervalued, exports and imports will rise and fall, respectively. However, this condition does not always occur because it depends on several factors. In general, the development of Indonesia’s non-oil and gas exports is in line with the real exchange rate undervaluation during the managed floating II regime. As shown in Figure 7, the undervaluation of the real exchange rate is relatively followed by an increase in the value of non-oil and gas exports. This finding is in line with the study conducted by Waluyo and Siswanto (1998). Besides exports, a positive relationship also occurs between the undervaluation of the real exchange rate and economic growth, as shown in Figure 8. In developing countries, according to Rodrik (2008), undervaluation of the real exchange rate is relatively followed by an increase in economic growth.

Figure 8.
Development of Economic Growth and Misalignment Real Exchange Rate for Period 1987 – 2018
This figure plots the equally development of economic growth and misalignment real exchange rate over the sample period from 1987 to 2018.

Source: Author’s calculation, Statistics Indonesia
However, contradictions occur during the crawling band exchange rate regime. The exchange rate overvaluation during this period was relatively followed by an increase in the value of non-oil and gas exports, as shown in Figure 7. This fact indicates that the exchange rate overvaluation does not always harm exports. Besides exports, contradictions also occur for economic growth. During the crawling band exchange rate regime, the real exchange rate overvaluation was positively correlated with economic growth, as shown in Figure 8. This finding indicates that economic growth and the value of non-oil exports are not always positively correlated with the undervaluation of the exchange rate, as stated by Rodrik (2008).

After implementing the free-floating exchange rate system, as shown in Figure 7, the undervaluation of the real exchange rate was relatively followed by an increase in the value of non-oil and gas exports, likewise, with economic growth, consistent with Rodrik (2008). The undervaluation of the exchange rate is relatively followed by an increase in economic growth, as shown in Figure 8. This finding indicates that the exchange rate can be used as a competitiveness tool to encourage exports and economic growth during the managed floating II and free-floating exchange rate regimes.

C.3. The Relationship Between the Real Exchange Rate Misalignment and Inflation

According to Ikhsan (2009), undervaluation of the real exchange rate will channel imported inflation in the country through an increase in imported products. This condition will cause an increase in domestic inflation. Exchange rate depreciation has a significant contribution to the formation of price changes in Indonesia (Ikhsan, 2009). Therefore, the undervaluation of the real exchange rate will correlate positively with inflation. The relationship between the misalignment of the real exchange rate and inflation under the three different exchange rate systems can be seen in Figure 9.

Figure 9.
Misalignment Real Exchange Rate and Inflation for Period 1987 – 2018

This figure plots the equally development of inflation and misalignment real exchange rate over the sample period from 1987 to 2018 when Indonesia implements of the exchange rate system of managed floating II, crawling band, and free-floating or the economic crisis 1997/1998.
Early in the implementation of the managed floating II exchange rate system, an increase in undervaluation is negatively correlated with inflation. However, a positive correlation between the two variables occurred from 1989 until now. In general, these findings indicate a positive relationship between the undervaluation of the real exchange rate and inflation. Or in other words, the weakening of the real exchange rate has an inflationary impact on domestic prices. According to Waluyo and Siswanto (1998), the Rupiah depreciation period was quite large, and inflationary pressures tended to be high. This condition is due to the surge
in domestic demand and demand for imports, which in turn put pressure on domestic prices.

IV. CONCLUDING REMARKS
This paper investigates whether Indonesia’s real exchange rate has experienced misalignment under three exchange rate regimes. Annual data from 1980 to 2018 with the SCM approach were used to estimate the equilibrium real exchange rate. The results show that Indonesia’s real exchange rate experienced misalignment, particularly being undervalued for the most part of the sample period. This finding is in line with the studies conducted by Waluyo and Siswanto (1998), Kurniati and Hardiyanto (1999), Sahminan (2005), Cahyono (2008), Jongwanich (2009), Yuki (2015), and Tipoy et al. (2017).

The real exchange rate experienced an undervaluation of around 12.3 - 15.0 percent from 1987-1992, which is nearly three times the results reported by Tipoy et al. (2017) at 5 percent. Meanwhile, from 1993-1997, the real exchange rate experienced an overvaluation of approximately 0.77 - 8.12 percent, except near the economic crisis of 1997/1998. The real exchange rate was undervalued by 7.47 percent when approaching the economic crisis of 1997/1998. This finding supports Waluyo and Siswanto (1998) and Jongwanich (2009) but contradicts Sahminan (2005). The real exchange rate was undervalued by 2.38 – 85.47 percent for the period 1998-2018. This finding is in line with Kurniati and Hardiyanto (1999), Cahyono (2008), Jongwanich (2009), Yuki (2015), and Tipoy et al. (2017). However, the size of the undervaluation we reported is lower than the one reported by Jongwanich (2009) for the economic crisis of 1997/1998.

Besides, this study also confirms that the undervaluation of the real exchange rate is positively correlated with exports, inflation, and economic growth, except under the crawling band exchange rate system. This finding also supports several previous studies, such as Waluyo and Siswanto (1998), Rodrik (2008), and Ikhsan (2009).

However, this paper has several limitations. First, the SCM approach requires long pre-intervention periods. The reason is that the credibility of a synthetic control depends on how well it tracks the treated unit’s characteristics and outcomes over an extended period of time prior to the treatment. The length of our pre-treatment periods may be short, and the fit of the pre-treatment outcomes might be due to chance. The first treatment in this study, namely the implementation of the managed floating II system, only used pre-treatment periods of 7 years. Second, countries that experience intervention of interest or similar events as the treated country should be excluded from the candidate control countries (donor pool). In the third treatment in this study, we do not exclude countries that experience a free-floating exchange rate system in control countries. Thus, in this sense, our estimates most likely underestimate the truth of the third treatment. Third, in addition to being based on the intervention of interest or similar events, candidates for control countries also should have similar characteristics to the treated countries in order to avoid interpolation bias and overfitting. However, this study included developed countries as candidates for control countries for each intervention of interest.
Based on these limitations, future research should modify the SCM approach as done by Li (2019) to obtain more accurate estimates. According to Li (2019), when the conventional synthetic control method fits the data poorly, the modified synthetic control method fits the data well and provides reasonable Average Treatment effects estimation results. In addition to the modification of the SCM approach, further research should be conducted by choosing the right intervention of interest. The goal is to get the right control country candidate.
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