Motility of active nematic films driven by “active anchoring”
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We provide a minimal model for an active nematic film in contact with both a solid substrate and a passive isotropic fluid, and explore its dynamics in one and two dimensions using a combination of hybrid Lattice Boltzmann simulations and analytical calculations. By imposing nematic anchoring at the substrate while active flows induce a preferred alignment at the interface (“active anchoring”), we demonstrate that directed fluid flow spontaneously emerges in cases where the two anchoring types are opposing. In one dimension, our model reduces to an analogue of a loaded elastic column. Here, the transition from a stationary to a motile state is akin to the buckling bifurcation, but offers the possibility to reverse the flow direction for a given set of parameters and boundary conditions solely by changing initial conditions. The two-dimensional variant of our model allows for additional tangential instabilities, leading to self-assembled propagating surface waves for intermediate activity and for a continuously deforming irregular surface at high activity. Our results might be relevant for designing active microfluidic geometries, but also for curvature-guided self-assembly or switchable diffraction gratings.

INTRODUCTION

“Active matter” refers to systems composed of interacting particles that generate motion via the local injection of energy. A diverse range of biological and synthetic systems, including microtubule bundles [1], actin filaments [2], suspensions of swimming bacteria [3] and chemically propelled colloids [4], fall under this designation and show a remarkable universality. Being non-equilibrium systems, such active materials exhibit many novel properties including collective motion, turbulent-like pattern formation and the proliferation of topological defects [5–9].

An area of intense interest is active matter in context with surfaces or interfaces, such as active droplets [9–13] and films [14, 15]. Such systems have been found to self-organise into states where they undergo spontaneous fluid motion, which can be transmitted to the wider system. For instance, cytoplasmic streaming, an important transport mechanism in cells, is powered by myosin motors walking on actin filaments at the cell boundaries [16, 17]. Active film equations have proven to form a useful framework for studying bacterial colonies and cellular monolayers [18], and active droplets provide a simple model of crawling cells [9]. The ability to produce controllable flow in these systems is also important in microfluidics applications [19].

The interactions of the active film or drop with both the solid substrate and the surrounding inert fluid play a crucial role in determining its qualitative and quantitative behaviour. In models considered thus far (see e.g. [14, 20]), the active fluid was taken to be strongly anchored at both interfaces — that is, the nematic orientation was fixed relative to the interface by virtue of thermodynamic interactions, unrelated to activity.

But thermodynamics is not the only route to anchoring; “active anchoring” is a phenomenon by which activity-induced flows produce a preferred alignment at the interface between an active nematic and a passive isotropic fluid [21]. The resulting alignment is planar (director tangential to the interface) in active nematics where the constituent particles produce extensile stresses, and homeotropic (director perpendicular to the interface) for contractile active stresses.

Here, we provide a minimal model to explore the basic phenomenology of active nematics in contact with both a substrate and a fluid, where thermodynamic and active anchoring coexist and dictate the orientation at two different boundaries. In particular, our model describes a film of active nematic fluid that has strong thermodynamic anchoring to the solid substrate, but where the orientation at the interface with the surrounding fluid is determined solely by active anchoring. For simplicity, we neglect the aligning interaction between shear flow and the director; i.e. we consider a purely flow-tumbling material. This simplifies the analytical calculations and is useful here because the active anchoring discussed in [21] has been best characterised in this limit.

We find that, if the activity type is such that it produces active anchoring of the opposite type to the thermodynamic anchoring at the substrate (for example, extensile activity with homeotropic substrate anchoring, or contractile activity with planar substrate anchoring), then the nematic orientation may vary between the two interfaces in order to accommodate the conflicting anchoring conditions. The resulting nonuniformity in the active stress produces an active force, which drives a sustained flow in the film.

We quantitatively study this phenomenon using numerical simulations and analytical calculations. To establish the basic principles by which active anchoring can cause spontaneous flow, we first consider a one-dimensional model in which the thickness of the film is...
spatially uniform and the nematic director varies only in the direction perpendicular to the substrate. We find that the director profile and resulting flow are determined by a quantity \( h' \) – the non-dimensional film thickness in terms of an active lengthscale that accounts for the balance between activity and nematic elasticity. The governing equations are analogous to those for the much-studied engineering problem of a load-bearing elastic column [22].

In the case of homotopic anchoring with extensile activity, we identify a transition from a phase in which the director profile is uniform and the film stationary, to a state in which the profile is nonuniform and the film flows. This occurs when \( h' \) surpasses a critical value, akin to the buckling transition for an elastic rod and similar to the flow transition seen when there is thermodynamic anchoring at both interfaces [14]. When the substrate anchoring is not perpendicular to the substrate, the symmetry of flow-direction is broken. Depending on the initial conditions, we observe a “positive” state that permits non-zero flow for all non-zero \( h' \), and, remarkably, also a “negative” state in a counterintuitive direction, which is suppressed below a certain \( h' \)-threshold.

Beyond these 1D effects, tangential instabilities in active films can produce undulations or even cause film break-up. To demonstrate these effects, we also consider a two-dimensional model that additionally permits variation of the film thickness and the nematic director tangentially to the substrate. For sufficiently low \( h' \) the film remains uniform in the tangential direction, even when undergoing spontaneous flow, but larger values of \( h' \) lead to surface instability and the development of undulations at the interface. The amplitude of these surface undulations stabilises at a constant value leading to regular surface waves, which may travel at a different speed to the underlying fluid. For even larger \( h' \) values, the film undergoes irregular and non-steady deformations. In some cases it breaks up and ejects “blobs” of active material into the isotropic phase, sometimes leading to the creation of topological defects. Since the surface tension of the interface resists such deformations, the thresholds of \( h' \) at which they occur increases with surface tension.

**MODEL**

Nematic fluids are composed of head-tail-symmetric rodlike constituents that exhibit orientational ordering. We consider a 2D spatial domain occupying the \( xy \)-plane and assume that the director orientation is always within this plane, specified by \( n = (\cos \theta, \sin \theta) \). The appropriate order parameter is a symmetric, traceless tensor [23]:

\[
Q = S \begin{pmatrix} \cos 2\theta & \sin 2\theta \\ \sin 2\theta & -\cos 2\theta \end{pmatrix},
\]

where \( S \) is the degree of nematic order. \( S = 0 \) represents the isotropic phase, and we choose \( S = 1 \) for the nematic phase.

The active nematic fluid coexists with an isotropic fluid, and the mass of each is constant. A conserved scalar parameter \( \phi \) denotes the relative density of each fluid at a given point. The free energy of the system is

\[
\mathcal{F} = \int \left( \frac{1}{2} A \phi^2 (1 - \phi)^2 + \frac{1}{2} C \left( \phi^2 - \frac{1}{2} Q_{\alpha\beta} Q_{\alpha\beta} \right)^2 \right) d^2 r - \frac{1}{2} K |\nabla \phi|^2 + \frac{1}{2} L \partial_\nu Q_{\alpha\beta} \partial_\nu Q_{\alpha\beta} \right) d^2 r,
\]

where \( A, C, K, L \) and \( \nu \) are positive constants. The first term in the integral is the bulk energy of the binary fluid [24, 25], which has two equilibria at \( \phi = 0, 1 \). The second term couples the nematic order \( S \) to \( \phi \), so as to favour isotropic order in regions where \( \phi = 0 \), and nematic ordering in regions where \( \phi = 1 \). The third and fourth terms, which penalise gradients in \( \phi \) and \( Q \) respectively, both contribute to the surface tension [25, 26], and the fourth term also provides the nematic elasticity in the bulk. Assuming that \( C \) is sufficiently large that \( S \) closely tracks \( \phi \), the interface arising between the bulk phases has a characteristic width \( \xi_1 \approx \sqrt{(2L + K)/A} \) and surface tension \( \gamma \approx (2L + K)/(6\xi_1) \).

The dynamical evolution of \( \phi, Q, \) mass density \( \rho \), and velocity \( \mathbf{u} \) are governed by the equations [27, 28]

\[
\begin{align*}
\partial_t \phi + \partial_\beta (\phi u_\beta) &= M \nabla^2 \mu, \\
(\partial_t + u_\alpha \partial_\alpha) Q_{\alpha\beta} &= Q_{\alpha\kappa \kappa} \omega + \Gamma H_{\alpha\beta}, \\
\partial_t \rho + \partial_\beta (p u_\beta) &= 0, \\
\partial_t (p u_\alpha) + \partial_\beta (p u_\beta u_\alpha) &= \partial_\beta \left[ \eta (\partial_\beta u_\alpha + \partial_\alpha u_\beta) - p \delta_{\alpha\beta} \\
&- \zeta Q_{\alpha\beta} - Q_{\alpha\kappa} H_{\kappa\beta} - H_{\alpha\kappa} Q_{\kappa\beta} \right] \\
&- H_{\alpha\lambda} \lambda \partial_\lambda Q_{\alpha\kappa} - \phi \partial_\alpha \mu.
\end{align*}
\]

where \( M \) and \( \Gamma \) are mobility constants, \( \eta \) is the isotropic dynamic viscosity, and \( p = \rho / 3 \) is the isotropic pressure. \( \omega = \partial_y u_x - \partial_x u_y \) is the vorticity, \( \mu = \delta \mathcal{F} / \delta \phi \) is the chemical potential, and

\[
H_{\alpha\beta} = \frac{1}{2} \left( \frac{\delta \mathcal{F}}{\delta Q_{\kappa\kappa}} \delta_{\alpha\beta} - \frac{\delta \mathcal{F}}{\delta Q_{\alpha\beta}} - \frac{\delta \mathcal{F}}{\delta Q_{\beta\alpha}} \right)
\]

is the nematic molecular field. \( \zeta \) is the strength of activity, corresponding to extensile activity when positive and contractile when negative [20, 29]. We have omitted flow-aligning terms [28] in Eqs. (4,6); we assume a pure flow-aligning nematic to simplify the analytical calculations.

We use a hybrid simulation method [11, 20] in which Eqs. (3,4) are solved by finite differences, while the lattice Boltzmann method is applied to Eqs. (5,6). At the base of the simulation box, \( y = 0 \), we apply the boundary conditions \( u_x = 0 \) (no slip), and \( \phi = S = 1 \) and \( \theta = \theta_S \) (strong anchoring) to represent the substrate. At
the top, we apply \( \partial_y u_x = 0 \) and \( \phi = S = 0 \), i.e. the system is taken to be open with a large body of isotropic fluid above the film. In the \( x \) direction, we apply periodic boundary conditions. The system is initialised with nematic fluid (\( \phi = S = 1 \)) in the region \( y < h \), and isotropic fluid (\( \phi = S = 0 \)) for \( y > h \), \( h \) thus being the thickness of the nematic film. In the nematic region, we initialise the director at a prescribed angle with random variations uniformly distributed over a given range (\( \pm 90^\circ \) unless otherwise stated). Throughout this article we take \( \Gamma = 0.1, M = 0.1, \rho = 40 \) (the fluid is near-incompressible), \( \eta = 26.67 \) and \( C = 0.5 \). Other parameters are varied, as described in the following sections (the values are listed in the relevant figure captions). In particular, for the 1D study of the no flux/flux transition (Figs. 1,2) we vary height of nematic, activity, elastic constant and substrate anchoring angle. For the 2D simulations, we either vary surface tension and activity (phase diagram), or only the substrate anchoring angle.

**APPROACH AND RESULTS**

**One dimension**

We first consider a 1D model in which \( u_y \) and all \( x \)-derivatives are assumed to equal zero. This model is analytically solvable, and can be used to elucidate the basic principles by which active anchoring leads to film flow. To this end we keep the simulation box narrow in the \( x \)-direction, as depicted in Fig. 1(a). We work with extensile activity, but the same principles will apply for contractile activity with the opposite type of substrate anchoring.

Assuming a steady state, Eqn. (6)\(_x\) integrates to

\[
0 = \eta \partial_y u_x - \zeta Q_{xy} + 2(Q_{xx} H_{xy} - Q_{xy} H_{xx}),
\]

(8)

while taking \( Q_{xx} (4)_{xy} - Q_{xy} (4)_{xx} \) gives

\[
0 = -S^2 \partial_y u_x + \Gamma (Q_{xx} H_{xy} - Q_{xy} H_{xx}).
\]

(9)

Using Eqs. (1,7), we obtain \( Q_{xx} H_{xy} - Q_{xy} H_{xx} = 2L S (\partial_y \theta + 2 \partial_y \partial_y S) \). Eliminating \( \partial_y u_x \) from Eqs. (8,9) thus gives

\[
S \partial_y \partial_y \theta + 2 \partial_y \partial_y S \partial_y \theta = \frac{1}{2} S \sin 2 \theta,
\]

(10)

where \( y' = y/y_0 \) is a non-dimensionalised length with \( y_0 = \sqrt{L(\Gamma \eta + 2S^2)}/\zeta \) as an active lengthscale. Typically, \( y_0 \gg \xi_1 \) (for typical values \( L = 0.005, K = 0.01, A=0.08 \) and \( \zeta = 0.0001 \), we have \( \xi_1 = 0.5 \) and \( y_0 = 15.3 \)) so we can assume that \( \partial_y S \) is very large at \( h'/y_0 \), and very small elsewhere. Thus we have the differential equation \( \partial_y \partial_y \theta = \frac{1}{2} \sin 2 \theta \), subject to the boundary condition \( \partial_y \theta(0') = 0 \), which integrates to

\[
(\partial_y \theta)^2 = \cos^2 \theta_1 - \cos^2 \theta,
\]

(11)

where \( \theta_1 = \theta(0') \) is the interfacial director angle. This equation has the same form as that describing an elastic column with a loaded end [22], and the solution is

\[
h' - y' = K \cos \theta_1 - F \cos \theta_1 \left[ \arcsin \left( \frac{\cos \theta}{\cos \theta_1} \right) \right],
\]

(12)

where \( K \) and \( F \) denote complete and incomplete elliptic integrals of the first kind. \( \theta_1 \) is a free boundary value; to determine its relation to \( h' \), we use the fixed boundary condition \( \theta(0) = \theta_S \) in Eqn. (12). For the case \( \theta_S = \pi/2 \) we obtain

\[
h' = (2m + 1)K \cos \theta_1, \quad m = 0, 1, 2\ldots
\]

(13)

and Eqn. (12) simplifies to

\[
\cos \theta = (-1)^m \cos \theta_1 \sin \cos \theta_1 (y'),
\]

(14)

where \( \sin \) is the Jacobi elliptic sine. The corresponding solution has \( m + 1 \) inflection points. Fig. 1(b) compares Eqn. (14) \( (m = 0) \) against simulation for \( h' = 3.04 \).

Since \( K \) has a minimum value of \( \frac{\pi}{2} \), occurring at zero elliptic modulus, a solution for a given \( m \) is viable only for \( h' > (m + \frac{1}{2}) \pi \). However, even for very large \( h' \), we never
observe solutions with \( m > 0 \) as the eventual steady state in the simulations. Even if the texture (director pattern) is initialised with multiple inflections, these will unwind to produce the \( m = 0 \) state. We therefore conclude that these higher solutions are unstable, as is the case for a loaded column [22].

bifurcation into two possible “buckled” states (which are equivalent up to a reflection). The transition is similar to that described in [14], for a film between two strongly-anchoring substrates, but occurs at half the film thickness, as one should expect for symmetry reasons. \( \theta_1 \) moves away from \( 90^\circ \) as \( h' \) is further increased, and tends to 0 (or equivalently \( 180^\circ \)) for large \( h' \), this being the planar alignment favoured by active anchoring.

Since \( h' \) is scaled by the active lengthscale \( l_0 \), it depends not only on \( h \), but also on \( \zeta \) and \( L \). Fig. 1(c) shows the simulation results obtained by varying each of these three variables; good agreement is found with Eqn. (13) (only one bifurcation branch is shown). We note that a contractile active nematic on a planar-anchoring substrate would exhibit identical results but with \( \theta \to \theta - \frac{\pi}{2} \) as can be shown based on Eqns. (1–6). Note however, that this correspondence is only exact for the pure flow-tumbling case adopted in this article. For a system with a non-zero flow-aligning parameter the situation is more complicated, as, for instance, extensile materials can spontaneously flow when they are sandwiched between two solid walls with tangential thermodynamic anchoring [20].

Non-uniformity of nematic texture produces active forces, so the transition at \( h' = \frac{\pi}{2} \) also demarcates non-flowing and flowing states. For a measure of flow, we use the volumetric flux across the film, defined as \( \Phi = \int_0^h u_x \, dy \). We introduce the non-dimensionalised variables \( \Phi' = \Phi / (2GL) \) and \( u_x' = u_x y_0 / (2GL) \). From Eqn. (9) we find that \( \partial_{y'} u_x' = \partial_{y'} y \theta \). Thus, \( u' = \partial_{y'} \theta(y') - \partial_{y'} \theta(0) \) and

\[
\Phi' = \theta_1 - \frac{\pi}{2} + h' \cos \theta_1,
\]

where we have made use of Eqn. (11). Fig. 1(d) compares this predicted \( \Phi' \) against \( h' \) with simulation results and shows good agreement.

We now consider the case where the substrate anchoring angle \( \theta_S \) differs from vertical. Using this boundary condition in Eqn. (12), we derive the relation

\[
h' = K_{\cos \theta_1} - F_{\cos \theta_1} \left[ \arcsin \left( \frac{\cos \theta_S}{\cos \theta_1} \right) \right]
\]

(solutions with additional inflection points do exist, but again prove unstable). The non-vertical anchoring breaks reflectional symmetry, so there are two distinct solutions: a “positive” solution in which \( \cos \theta_1 \) and \( \cos \theta_S \) have the same sign, and a “negative” solution in which the signs differ. Eqn. (11) shows that \( |\cos \theta_1| \geq |\cos \theta_S| \) must hold in order for a real solution to exist. For the “positive” case, \( \theta_1 \) converges on \( \theta_S \) when \( h' = 0 \), and there is non-zero flow for all non-zero \( h' \). For the “negative” case, \( h'(\theta_1) \) has a minimum value, below which no solutions exist. Above this critical value, there are two possible solutions, but only the one with greater \( |\cos \theta_1| \) is stable. Fig. 2(a) shows \( \theta_1 \) against \( h' \) for \( \theta_S = 30^\circ \) and \( 60^\circ \), compared with \( \theta_S = 90^\circ \).

Analogously to the loaded column, we see an “unbuckled” state for \( h' < \frac{\pi}{2} \), for which the director is vertical (\( \theta = 90^\circ \)) throughout the film. At \( h' = \frac{\pi}{2} \), there is a
FIG. 3. Examples of possible 2D states. From left to right: flat interface, steady travelling wave, unstable interface. The upper plots show the nematic phase in white and the isotropic phase in blue. The black lines show the scaled nematic director $S\mathbf{n}$, and orange arrows indicate the motion of the interface. In the lower plots, the colouring corresponds to vorticity and the streamplot is of the deviatoric velocity field $\mathbf{u}(x, y) - \pi_x(y)\mathbf{\hat{x}}$, where $\pi_x(y)$ is the $x$-averaged horizontal velocity for a given value of $y$.

In a generalisation of Eqn. (15), the volumetric flux is given by

$$
\Phi' = \theta_1 - \theta_S + h' \cos \theta_1 \sqrt{1 - \frac{\cos^2 \theta_S}{\cos^2 \theta_1}}.
$$

Fig. 2(b) shows $\Phi'$ against $h'$, again for $\theta_S = 30^\circ, 60^\circ, 90^\circ$. The flow for the “negative” state is usually opposite in direction to that of the “positive”, but for lower $\theta_S$ can flow in the same direction, as is shown for $\theta_S = 30^\circ$. Fig. 2(c) shows how $\Phi'$ varies with $\theta_S$ for constant values of $h'$. The maximum $\Phi'$ occurs for $\theta_S$ slightly below $90^\circ$ when $h'$ is high, moving to lower $\theta_S$ as $h'$ is reduced. Interestingly, the curve for highest $h'$ value ($h' = 5.555$) shows the $\Phi'$ of the “negative” state not only becoming positive, but actually surpassing the $\Phi'$ of the “positive” state. However, in simulations of such cases, the initial director configuration must be chosen with care in order for the system to adopt the “negative” state. We thus conclude that such situations are unlikely to occur naturally.

Two dimensions

The 1D analysis assumes that the film remains translationally invariant along the $x$ axis. However, active nematics are orientationally unstable on sufficiently large scales [29, 30]. Specifically for an active film, but with different boundary conditions, translational instabilities have been demonstrated [15]. To investigate the effects of such instabilities in an active nematic exposed to both a solid substrate and a free interface, we now perform 2D simulations in which the simulation box spans many lattice sites along $x$. We find that, as a consequence of this bulk instability, there are parameters for which variation along $x$ occurs in both the director profile and in the height of the interface. These interfacial undulations mean that the surface tension, largely irrelevant in the 1D model, plays an important role in determining the behaviour.

Throughout the following we set $\theta_S = 90^\circ$ and use a simulation box of at least $100 \times 60$ lattice nodes. To vary $h'$ we change $\zeta$, while keeping $L = 0.005$ and $h = 30$. $h'$ is always above the no-flow/flow transition identified for 1D. We also vary $A$ and $K$ in such a way as to vary the surface tension while maintaining a constant interfacial width.

We can separate the behaviour of the film into three broad regimes, examples of which are depicted in Fig. 3. Firstly, for low activity the interface remains flat (Fig. 3(a)), though there can be small distortions in the orientational order within the active nematic slab.

In a second regime, occurring at intermediate activity, the interface exhibits a non-zero but constant roughness, and settles to a wave of finite amplitude in steady state (Fig. 3(b)). Here, the nematic texture and the interfacial
wave do not change shape over time, but only translate steadily. In general, the interfacial wave does not travel at the same velocity as the fluid; as the surface tension or the amplitude of waves increases, the waves typically become slower relative to the fluid flow.

Finally, in a third regime occurring at high activity, the amplitude of interfacial oscillations fluctuates, either periodically or aperiodically (Fig. 3(c)). If surface tension is low enough, the nematic film can even eject droplets or break up (SM, video 3).

Fig. (4) provides a slice through the phase diagram based on many individual simulations with noisy initial conditions. The colouring represents the time-averaged amplitude of the interfacial roughness. The diagram shows the three regimes (flat interface, black; steady interfacial waves, purple to orange; irregular undulations, cream) corresponding to the representative examples in Fig. 3, which we discussed above.

Starting from the flat-interface regime on the left of Fig. (4), as activity is increased the film undergoes a continuous transition to non-zero roughness, indicating the onset of the steady surface waves. This transition line occurs at an $h'$ approximately 5 times that at which the stationary to moving transition occurs ($\pi/2$). This $h'$ increases slightly as the surface tension is increased, in line with the intuition that augmenting the surface tension greatens the free energy cost associated with interfacial deformations, hence stabilising a flat interface. The steady wave regime occupies a narrow band close to the transition line, beyond which both the flow rate and interfacial roughness vary irregularly over time.

The timescale characterising the emergence of both non-zero roughness and aperiodic behaviour differs across the phase diagram. As usual in pattern formation problems, simulations closer to the transition line take longer to become unstable compared to those far in the unsteady regime.

The simulations shed light on how the interfacial instability arising in the present system is linked to the well known orientational bulk instability (the so-called generic instability) [29, 30]. The latter instability leads to deformations in the orientational order, which in turn generate vorticity in the flow field (convection rolls, see Fig. 3). These rolls pull and push at alternating positions at the interface, and if dominant over the restoring surface tension, lead to interfacial modulations. The modulated interface, in turn, displaces the centres of the convection rolls until force balance is achieved and both interface and convection rolls remain stationary (Fig. 3b). However, our simulations show other possible scenarios. At high activity no balance is possible between active fluid motion and restoring interfacial forces (Fig. 3c), and thus we observe irregular interfacial oscillations.

The results presented so far were obtained starting from small fluctuations ($\pm 9^\circ$) from a uniform director configuration. Increasing the amplitude of these fluctuations allows the formation of nematic defects within the bulk of the nematic. The majority of these defects annihilate during the subsequent evolution, but in some cases a single nematic defect remains trapped in the nematic phase, even in the steady state. It has been shown that seemingly unpaired defects can exist in the bulk, provided that the interface has a diffuse topological charge of the opposite sign [21]. The presence of this topological charge can profoundly alter the morphology of the interface and in particular its curvature, and hence the steady states with trapped defects are qualitatively different to those states for the same system parameters but without trapped defects. Examples are shown in Figure 5; the snapshots on the left are examples of defect-free states for two parameter sets, while those on the right show states with defects, for the same two parameter sets.

**DISCUSSION**

In this article we have demonstrated how the combination of thermodynamic and “active” anchoring (respectively determined by free energy and active flows) can drive persistent flow in an active nematic film. In one dimension our system is analogous to a loaded elastic rod, and in the case of extensile activity with homeotropic substrate anchoring (or likewise contractile activity with...
planar substrate anchoring), exhibits a “buckling” transition from a stationary to a spontaneously flowing state, whose direction depends on the initial conditions. Conversely, in 2D, the generic bulk instability of active nematics [29] triggers interfacial undulations, and we have shown that these may result in either regular propagating surface waves, or in irregular patterns.

Our work has potential implications for the understanding of biological flows and for the design of novel active microfluidic geometries. For example, Fig. 2(c) shows how anchoring angle may be used to tailor flow properties of active films. Having $\theta_S$ slightly below 90$^\circ$ is likely to be advantageous compared to 90$^\circ$ exactly, firstly because the flow throughput $\Phi$ is slightly higher, and secondly because the broken symmetry improves consistency of flow direction. Slanting the $\theta_S$ further away from 90$^\circ$ will further improve this consistency, since the “negative” solutions become unviable, but at the expense of a diminishing throughput.

The existence of states with steady interfacial undulations also has potential applications, as such interfaces might be used for curvature-guided self-assembly [31] and switchable diffraction gratings [32].
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