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Abstract

Given their lack of background knowledge, laypeople require expert help when dealing with scientific information. To decide whose help is dependable, laypeople must judge an expert’s epistemic trustworthiness in terms of competence, adherence to scientific standards, and good intentions. Online, this may be difficult due to the often limited and sometimes unreliable source information available. To measure laypeople’s evaluations of experts (encountered online), we constructed an inventory to assess epistemic trustworthiness on the dimensions expertise, integrity, and benevolence. Exploratory (n = 237) and confirmatory factor analyses (n = 345) showed that the Muenster Epistemic Trustworthiness Inventory (METI) is composed of these three factors. A subsequent experimental study (n = 137) showed that all three dimensions of the METI are sensitive to variation in source characteristics. We propose using this inventory to measure assignments of epistemic trustworthiness, that is, all judgments laypeople make when deciding whether to place epistemic trust in—and defer to—an expert in order to solve a scientific informational problem that is beyond their understanding.

Introduction

When gathering knowledge, people depend on the testimony of others [1,2]. Especially when it comes to scientific information, laypeople must defer to experts because they lack the relevant background knowledge [3–5]. It may well be hard for a layperson dealing with scientific information to assess “what is true” because direct observation of a scientific discovery (e.g., nanoparticles or genes) is often impossible and the veracity of scientific information about such discoveries cannot be judged firsthand [6], because fully comprehending this information would require specialized knowledge that only experts in the field possess. Hence, one solution is for laypeople to ask “whom to believe”. This means deferring to and relying on those experts who have deeper knowledge about a topic and may be able to provide information about the validity and veracity of information [5,7].

However, uncritical deference to others exposes one to the risk of being lied to or cheated [8,9]. This might happen accidentally, due to the informant’s false beliefs (e.g., an expert has
acquired only preliminary results so far); or deliberately, due to selfish, and sometimes even malevolent intentions (e.g., an expert has commercial interests) [1]. Researchers have argued that epistemic trust involves not only believing others uncritically but also being vigilant regarding deception and misinformation [1,2,10]. In this article, we adopt this conception of epistemic trust in experts.

Because we wanted to investigate how people decide to trust an expert regarding scientific information, we developed an inventory measuring laypeople's ascriptions of epistemic trustworthiness to an expert. We also wanted to determine the underlying dimensions of such epistemic trustworthiness. And, finally, we wanted our inventory to be applicable especially for trustworthiness ascriptions to experts who are communicating information online. Why this is important will be explicated in the following.

A digital knowledge society

In our digital age, (scientific) information is accessible at all times. The Internet, smartphones, and tablet computers enable a large public to access a vast amount of information in just a few seconds. In 2014, more than 60% of Internet users usually turned to the Internet to get information on scientific topics [11], and the percentage is even higher among young users [12,13]. Online, one can find countless experts who share knowledge about their area of expertise and even their recent research findings in a number of ways. Many experts are questioned or cited by science journalists [14], and an increasing number of scientists entertain or contribute to science blogs [15,16]. Furthermore, already in 2011, a total of 11% of the world’s scientific articles were published open access [17].

Such developments pose two challenges for laypeople. First, they have to decide who is a trustworthy expert without themselves possessing much topic-specific knowledge. This might be difficult because there is no face-to-face interaction and mostly not even a visual representation of the speaker. Therefore, the usual credibility cues (facial expressions, gestures, appearance) do not apply. Also, valid cues for determining the credibility of a source of information (e.g., area of expertise, affiliation, education) might not be salient or even be hidden in the site notice [18]. As a result, a layperson may well use all the information provided, most importantly the text itself, to infer a source's trustworthiness. Besides the content, the spelling and syntax of a text or the use of technical language may serve as valuable cues for determining the expertise and intentions of its source.

Second, there is an even greater risk of being misinformed online than in the traditional news media. Because virtually anyone may publish online without gatekeepers such as publishers or editors, it is up to the recipient to assess online sources for trustworthiness and information on their credibility [19,20]. For example, it might be hard to differentiate advertisements from true information or cheaters from reliable informants. Moreover, from developmental psychology we know that young children accept information from testimony readily, even if it is in conflict with their own beliefs [21, 22]. Furthermore, early readers prefer written information over information that is presented by spoken testimony [23, 24]. Thus, being mostly text-based and sometimes presented to be authored by a reliable (but in fact, a possibly deceptive) source, online science-based information might evoke a similar trust bias in recipients, especially because they only possess a bounded understanding of the underlying science [4]. In the studies at hand, we aim to show which inferences about the trustworthiness of sources of online science-based information are made by recipients, guiding their reasoning about the information’s believability. Such trustworthiness inferences may help laypeople to overcome the challenges that lie within the reception of online science-based information.
What is credibility and what is epistemic trustworthiness?

What are trustworthiness judgments based on? Classic research on credibility has suggested a variety of qualities. Aristotle defined three major character properties that a speaker must possess in order to be persuasive: “(i) practical intelligence [. . .], (ii) a virtuous character, and (iii) good will” [25]. In the 1950s, within a framework of growing research on persuasion, the Yale Group introduced the idea of communicator credibility, which was defined as consisting of expertness and trustworthiness [26]. Over the years, several scales have been developed to measure source credibility, most often using pairs of antonymous adjectives to form scales rating the credibility of a speaker [27,28]. These have included various dimensions such as competence, safety, dynamism, attractiveness, or composure, to name just a few [28]. McCroskey and Teven [29] developed an inventory (items were pairs of antonymous adjectives) to measure the credibility of well-known sources that included competence, good will, and trustworthiness.

By definition, the term “source credibility” describes positive characteristics that will lead to the acceptance of a message [28]. Trust, on the other hand, is defined by a dependence of a trusting actor on the trusted person or entity [30] combined with a vulnerability to risk [31]. Accordingly, “epistemic trustworthiness” describes those features of experts that decide whether recipients will depend on and defer to them due to their own limited resources [7,32,33]. Trust research has extensively studied which features of a trustee are valued as trustworthy in various contexts. Interestingly, the identified dimensions were quite similar to those found in credibility research. In interpersonal trust relationships between, for example, supervisor and employee, influential work by Mayer, Davis, and Schoorman [31] has identified expertise, integrity, and benevolence as crucial factors of trustworthiness. Research on epistemic trust in developmental psychology has shown in detail that children use a source’s presumed knowledge, honesty, and intent to decide which source to believe and learn from [2,34–36]. When adults decide which expert they can rely on to acquire knowledge (who is then considered the epistemic authority [37]), expertness and objectivity seem to be the most important indicators [38]. Furthermore, qualitative data show that laypeople spontaneously report the following features of a scientific expert when asked to make trust evaluations: expertise, objectivity or work ethic, and moreover, potential interests that stand in conflict with the public interest [39]. Both empirical and theoretical research indicates that trust in scientists should be based on not only their epistemic quality but also their moral integrity [40,41] and the application of their work for the benefit of society [42].

We can conclude that three dimensions emerge in empirical and theoretical work on credibility and trustworthiness: expertise (also called competence or ability); integrity, which may include all facets related to the source’s honesty, objectivity, and adherence to recognized standards, and, as some have added, benevolence, which summarizes the intentions or the good will of an expert. Thus, we assume that a scientist who wants to be considered epistemically trustworthy should be knowledgeable, act with (scientific) integrity, and practice benevolence toward others.

Present studies

We aimed to develop a new inventory for measuring such epistemic trustworthiness judgments for two reasons: First, the scales formulated for measuring source credibility focus on source characteristics that deliberately refer to the persuasive quality of the source. However, when assessing the epistemic trustworthiness of sources, recipients aim not to be easily persuaded or misinformed. Due to this important theoretical distinction between credibility and epistemic trustworthiness, we propose the creation of a new inventory. Second, the available measures of credibility mostly have been designed to evaluate a known source or speaker. Nowadays, in
many (online) settings, information about the source is often scarce. Hence, items should be fit to measure trustworthiness assessment that is inferred from very little information about the source such as only text features. Our aim is to create an inventory that is able to measure ascriptions of epistemic trustworthiness in an online context characterized by limited source information.

Drawing on theory and empirical research, we propose that epistemic trustworthiness should be conceptualized as consisting of the following dimensions: the expert’s a) expertise and knowledge about the topic of interest, b) reliability and integrity in adhering to scientific standards, and c) benevolence toward others or even society. When developing the inventory, we took into account previous work on scales measuring credibility [27,29], but adapted this to fit the theoretical ideas underlying the concept of epistemic trustworthiness. Furthermore, to the best of our knowledge, these credibility scales have not yet been either transferred to an online context or validated with both exploratory and confirmatory factor analysis.

Our inventory consisted of oppositional adjectives (antonyms) rated on a 7-point scale like a semantic differential. In a first study, we explored the factor structure of this inventory, which yielded a three-factor structure. These factors were labeled ‘expertise’, ‘integrity’, and ‘benevolence’. In a second study, we aimed to check the fit of the model derived from Study 1 with a new data set. Because the new data matched the derived model, we succeeded in developing an inventory with three subscales for measuring epistemic trust in unfamiliar experts: the Muenster Epistemic Trustworthiness Inventory (METI). In a third study, we experimentally varied source characteristics to show that participants rate a source using the three scales of the METI in a differentiated way.

**Study 1**

**Materials and methods**

**Development of items.** Participants received 18 word pairs. These were constructed to be exact semantic opposites (i.e., antonyms). Some words were derived from theory; others were taken from existing inventories measuring source credibility [27,29]. Words were included after 12 colleagues conducting trust research judged them to have a clear relation to the concept of epistemic trust. In the resulting inventory, participants were asked to rate the scientific expert on Likert scales ranging from 1 (e.g., professional) to 7 (e.g., unprofessional).

**Procedure.** Using an online survey software, we constructed an online survey. Participants who had previously signed up to be invited to studies carried out by our research group were informed about the study via e-mail. Participants could choose the time and location of their participation. Participation was voluntary. Participants who answered all items could take part in a lottery to win one of 20 vouchers from a well-known online store (worth €10 each).

After a set of demographic questions, participants read a fictitious science blog entry written purportedly by an expert blogger (see S1 Appendix). This expert blogger described his own research, explaining that he had conducted an experimental study to test whether a (fictitious) neuroenhancing medication would enhance neurocognitive functioning. The blog entry was embedded in a science blog of a fictional scientific institute to which the expert blogger was affiliated. In a side panel, a box included some source information, namely, the name of the expert blogger, a blurred picture of him (so that participants would not judge his attractiveness), and the information that he belonged to a research group at an institution (which sounded reputable but was actually fictitious). The blog was designed as if it were a blog reporting research conducted at this institution. After participants read the science blog, we surveyed the epistemic trustworthiness they ascribed to the expert blogger with the previously described...
inventory. Finally, we surveyed strategies that participants would use gathering more information, but this data is not relevant for the results of this study.

**Sample.** Of 300 people who had decided to click the link to open the survey, a total of \( n = 237 \) participants completed the survey. They were all included in the analyses. Due to the settings of the survey software, there were no missing data. Participants in the final sample were between 19 and 47 years of age \((M = 25.39, SD = 4.38)\) and predominantly female \((75.5\%)\). The majority reported having graduated from the academic upper secondary school track (i.e., with a German *Abitur*, \( n = 116 \)). A further \( n = 110 \) participants reported having a university degree.

**Ethics statement.** All participants had consented to be contacted via e-mail prior to this study. We contacted each potential participant only once via e-mail and gave them a link to the online survey. Upon accessing the survey, participants were informed that participation was voluntary, filling out the survey would take about 10 minutes, and their data would be stored anonymously and used solely for research purposes. All participants took part on a voluntary basis at the time and location of their free choosing. At the end of the study, participants were informed that all materials used (i.e. the blog entry) were made up for the purpose of the study and that all persons mentioned as well as the drug mentioned were fictitious.

All data were collected anonymously. When personal data (e.g., e-mail addresses) were obtained, these were stored separately from the survey data and deleted upon sending out one voucher to each of the lottery winners. The study was conducted in full accordance with the Declaration of Helsinki, and the German Psychological Society’s (DGPs) ethical guidelines [43] (based on the APA guidelines [44]). Here, it is outlined that those psychological studies do not require the explicit consent of participants based on the full disclosure of study means and goals that do not expose participants to physical, emotional or financial stress beyond everyday experience. Because this was the case in our research and also, because participants were informed of voluntary participation that could be stopped at any time, and because all data were analyzed anonymously we did not consult an institutional review board.

All raw data will be retained for at least five years after publication and will be made available to professionals for confirmation of analyses and results [44].

**Results**

**Appropriateness of the data.** Sample size was adequate for exploratory factor analysis, because the Kaiser–Meyer–Olkin (KMO) value of .92 corresponds to a “superb” sample size [45]. For individual items, all KMO values were >.88 and well above the acceptable limit of .5 [45]. No items had to be excluded due to item intercorrelations greater than .9 [45]. Bartlett’s test was highly significant, \( \chi^2(120) = 2491.82, \ p = .000 \). Hence, we could assume that the data were appropriate for factor analysis because all correlations between variables differed from zero [45].

**Decisions on method and number of factors retained.** All analyses were computed using SPSS 22 statistical analysis software. We decided to use the maximum likelihood technique. This technique is optimal if data are approximately normally distributed [46], which we assessed by inspecting the probability–probability plots (P–P plots). We judged direct oblimin rotation to be adequate for the data, because intercorrelations between the factors were reasonable. Using the scree-plot criterion, we assumed a factor solution with three factors, which was also concurrent with theoretical assumptions. Furthermore, as Costello and Osborne [46] suggest, exploratory factor analyses with two, three, and four factors were computed manually to find the “cleanest” factor structure (without double loadings). Again, the three-factor solution was accepted because after exclusion of one item, no double loadings were found and factors
were easy to interpret, whereas in a two-factor solution two items (honest–dishonest and helpful–unhelpful) loaded highly on both factors and in a four-factor solution, factors with two items only were found. Therefore, the three-factor solution, which did not produce double loadings, but three factors with four items at least, proved to explain the data best. The three factors explained 61.66% of the total variance.

Factor solution. One item (“reliable–unreliable”) was excluded due to a significant double loading > .32 on two factors, and a second item (“impartial–partial”) was discarded for not loading significantly at all [46]. As a result, the final factor solution consisted of 16 items (see Table 1). One factor consisted of 7 items all relating to the epistemic quality and competence of the expert blogger. Thus, this factor was labeled ’expertise’. A second factor consisted of 5 items relating to the expert blogger’s adherence to scientific standards, with regard to being fair and honest. This factor was labeled ’integrity’. A third factor consisted of 4 items related to the expert blogger’s concern for other people and society. Hence, this factor was labeled ’benevolence’. The internal consistencies of all three factors were very good. The values for Cronbach’s alpha were: $\alpha = .91$ for expertise, $\alpha = .82$ for integrity, and $\alpha = .90$ for benevolence.

Correlations between factors. We examined correlations between factors (see Table 2). The factor expertise correlated with integrity ($r = .51$) and with benevolence ($r = .37$). The highest correlation was found between integrity and benevolence ($r = .63$). We computed partial correlations between the three factors to see how far they overlapped. Expertise correlated with integrity at $r = .35$, controlling for benevolence. Integrity correlated with benevolence (without

| Item                          | Expertise | Integrity | Benevolence |
|-------------------------------|-----------|-----------|-------------|
| competent–incompetent         | .806      |           |             |
| intelligent–unintelligent     | .704      |           |             |
| well educated–poorly educated | .806      |           |             |
| professional–unprofessional   | .712      |           |             |
| experienced–inexperienced     | .808      |           |             |
| qualified–unqualified         | .825      |           |             |
| helpful–hindering             | .367      |           |             |
| sincere–insincere             |           | .754      |             |
| honest–dishonest              |           | .841      |             |
| just–unjust                   |           | .572      |             |
| unselfish–selfish             |           | .347      |             |
| fair–unfair                   |           | .422      |             |
| moral–immoral                 |           |           | .907        |
| ethical–unethical             |           |           | .919        |
| responsible–irresponsible     |           |           | .741        |
| considerate–inconsiderate     |           |           | .527        |

Internal consistency of the factors: Expertise, $\alpha = 0.908$ (7 items), Integrity, $\alpha = 0.821$ (5 items); Benevolence, $\alpha = 0.904$ (4 items)

doi:10.1371/journal.pone.0139309.t001

doi:10.1371/journal.pone.0139309.t002

Table 1. Pattern matrix for the three factor solution.

Table 2. Factor correlation matrix for the three factors derived from EFA.
the influence of expertise) at $r = .58$. Expertise and benevolence correlated at $r = .16$ (without integrity).

**Interim Discussion of Study 1**

In this first study, we implemented a measurement of epistemic trustworthiness that we have decided to call the *Muenster Epistemic Trustworthiness Inventory* (METI) in the following. A three-factor solution was obtained with the factors expertise, integrity, and benevolence. Correlations between the three factors did not lead us to question the acceptability of the model [45]. On the contrary, the three-factor solution represented three distinctive dimensions. Of course, as all three factors describe the characteristics for choosing a person as a trustworthy source of knowledge, factors are related and show medium to high correlations.

Unexpectedly, the item "helpful–unhelpful" loaded on the factor expertise. Due to the single loading on this factor, we included this item in the inventory (with the expectation that if the item was related to any other factor or had to be excluded from the inventory, this would be revealed in the subsequent confirmatory factor analysis). Similarly, the item "unselfish–selfish" loaded unexpectedly on the factor integrity, although the loading was not very high. Again, we included the item in the inventory to further examine its reliability through CFA.

In sum, in the first study, we achieved our objective of identifying three different dimensions of epistemic trustworthiness that can be labeled 'expertise', 'integrity', and 'benevolence'. Furthermore, we established that when participants evaluated an expert who had been encountered online for the first time and on whom very scarce information was accessible, the METI was applicable for measurement.

**Study 2**

In Study 2, we aimed to test the three-factor structure of our instrument, the METI, by assessing data from a new sample with confirmatory factor analysis. This should provide further evidence supporting the conclusion derived from Study 1 that epistemic trustworthiness ascribed to unfamiliar experts by laypeople is indeed composed of the three subsidiary dimensions expertise, integrity, and benevolence.

**Materials and Methods**

**Procedure.** We conducted an online survey using an online survey software. Participants were students who were approached while attending lectures at a German university and asked to leave their e-mail address for a later invitation to participate in the study. They then received a single e-mail inviting them to take part in the study online; participation was voluntary. Participants who answered all items could take part in a lottery and win one of 20 vouchers from a well-known online store (worth €10 each).

The study materials and procedure were exactly the same as in Study 1. Hence, the same ethical considerations apply to Study 2 as well.

**Sample.** Of 406 people who activated the online survey, a total of $n = 345$ participants completed it. Only those who completed the survey were included in analyses. Participants were $M = 21.77, SD = 3.93$ years of age and 69.3% of the sample were female. Regarding their education, the majority of participants (84.9%) reported having graduated from upper secondary school (i.e., having a German *Abitur*, $n = 293$). A further 42 participants reported having a university degree. There were no missing data due to settings of the survey software.

**Measure for epistemic trustworthiness.** Based on the results from Study 1, the Muenster Epistemic Trustworthiness Inventory (METI) was reduced to 16 items: 7 items for the factor expertise, 5 items for the factor integrity, and 4 items for the factor benevolence.
Results

Appropriateness of data. The sample size was sufficient for conducting confirmatory factor analysis (47). Regarding $r > .85$ as the critical criterion, no item had to be excluded due to high item intercorrelations [43]. Furthermore, a normal distribution could be assumed from visually inspecting histograms and P–P plots. Values of skewness and kurtosis are attached in S1 Table. All values for skewness/kurtosis were distinctly below 2.0/7.0, so that conducting CFA was permissible [48]. Nonetheless, Mardia’s test was significant (multivariate normality = 42.51, critical ratio = 18.66).

Model estimation. Analyses were computed using the software program SPSS AMOS (Version 22). The three dimensions of the METI (expertise, integrity, and benevolence) were indicated latent variables predicted by their respective items as indicators. We chose the maximum-likelihood method for model estimation, because the data were normally distributed [47]. Because Mardia’s test proved significant, we performed a Bollen–Stine bootstrap [47]. For each latent variable, the loading of the most reliable indicator was fixed to 1 [47]. Two items were excluded from the model (“helpful–hindering” from the factor expertise and “unselfish–selfish” from integrity), because they each had a low communality and additionally were not unambiguously associated only with their respective constructs. Post hoc modifications were indicated by analysis, comprising a better fit. Hence, one covariance between errors was allowed; those errors were all related to indicators of the latent variable Integrity (namely “fair–unfair” and “just–unjust”).

Model fit. Each factor loading was highly significant at the $p = .001$ level. Thus, local model fit can be assumed (see Table 3). To evaluate the model fit, we used directives given by Schreiber and colleagues [49]. Furthermore, we followed recommendations by Beauducel and Wittmann [50] for reporting model fit indices.

The chi-square test proved significant, which is usual for a sample size lower than 300 [47], $\chi^2 = 165.78, df = 73, p = .000$. Nonetheless, the ratio of $\chi^2$ to degrees of freedom was sufficient, $\chi^2/df = 2.271$. Compared to the independence model, the following fit indices were obtained: The comparative fit index was CFI = .97, above the acceptance criterion of >.95; the Tucker–Lewis index was TLI = .96, again above the acceptance criterion (> .95). The root mean square error of approximation was RMSEA = .06. Values < .08 indicate a good fit. The standardized

| Observed variable                     | Latent Construct | $\beta$ | $B$  | SE  |
|----------------------------------------|------------------|---------|------|-----|
| competent–incompetent                  | Expertise        | 0.866   | 0.953| 0.043|
| intelligent–unintelligent              | Expertise        | 0.684   | 0.749| 0.051|
| well educated–poorly educated          | Expertise        | 0.825   | 0.890| 0.044|
| professional–unprofessional            | Expertise        | 0.748   | 0.916| 0.054|
| experienced–inexperienced              | Expertise        | 0.719   | 0.781| 0.049|
| qualified–unqualified                  | Expertise        | 0.866   |     | 1   |
| sincere–insincere                      | Integrity        | 0.826   |     | 1   |
| honest–dishonest                       | Integrity        | 0.788   | 0.948| 0.066|
| just–unjust                            | Integrity        | 0.551   | 0.550| 0.056|
| fair–unfair                            | Integrity        | 0.572   | 0.581| 0.057|
| moral–immoral                          | Benevolence      | 0.826   |     | 1   |
| ethical–unethical                       | Benevolence      | 0.764   | 0.886| 0.058|
| responsible–irresponsible              | Benevolence      | 0.736   | 0.921| 0.064|
| considerate–inconsiderate              | Benevolence      | 0.789   | 0.927| 0.056|

All standardized regression weights were significant, $p < .001$.

doi:10.1371/journal.pone.0139309.t003

Table 3. Standardized and unstandardized coefficients following CFA.
root mean error residual was SRMR = .06 and below the acceptance criterion ($\leq .08$). Thus, all values indicated a good fit between the model and the observed data. Standardized parameter and unstandardized parameter estimates are reported in Table 3.

**Correlations between factors.** We computed correlations between factors (see Table 4). The factor expertise correlated with integrity at $r = .63$ and with benevolence at $r = .52$. The highest correlation was found between integrity and benevolence, $r = .71$. Again, we computed partial correlations. Expertise and integrity correlated at $r = .39$ (without benevolence), integrity and benevolence at $r = .51$ (excluding expertise), and benevolence and expertise correlated at $r = .18$ (without the influence of integrity).

**Interim Discussion of Study 2**

In Study 2, we successfully fitted the theoretical three-factor model to a new data set. This replicated the three-factor structure of our inventory. The elimination of two additional items ("helpful–unhelpful" and "unselfish–selfish") resulted in a final version of the METI with 14 items. Correlations between factors were again assessed, but, as argued before, we considered these to be unproblematic because all three factors are related to a comprehensive theoretical construct [45], namely epistemic trustworthiness.

For integrity, communalities of the items "just–unjust" and "fair–unfair" were quite low. This is possibly due to a correlation of error terms indicated by the analysis. This correlation might be explained by very close semantical relation. It may also imply that integrity is a heterogeneous factor [47]. In fact, this factor seems to comprise items that relate to the good character of an expert (e.g., honest) as well as items that address an expert’s values (e.g., just, fair). By implication, integrity includes both an expert’s sincerity and appropriate values.

**Study 3**

In Study 3, we aimed to show that participants when evaluating sources use the three subscales of the METI in accordance with theoretical ideas and a differentiated way. For this purpose, we constructed six short descriptions of expert sources, which epistemic trustworthiness (on the METI) was to be rated by participants. In these descriptions, it was varied, if a source was of high versus low expertise, integrity or benevolence respectively.

**Design of the experiment**

A short blog entry about a study from the domain neurology was constructed (see S2 Appendix). This blog entry was followed by six short descriptions of six fictitious persons, who were indicated as potential authors of the blog entry. These author descriptions were constructed in such a way that they entailed either a very trustworthy or a non-trustworthy description for each dimension of epistemic trustworthiness (expertise, integrity and benevolence). This was done by describing exemplary characteristics of informants, in consistence with theoretical ideas about each epistemic trustworthiness dimension’s purport (See Table 5 for materials). All authors were indicated to be pertinent for the scientific domain neurology. Participants were

| Table 4. Factor correlation matrix. |
|-----------------------------------|
| Factor   | Expertise | Integrity | Benevolence |
|----------|-----------|-----------|-------------|
| Expertise| 1.00      | 0.63      | 0.52        |
| Integrity|           | 1.00      | 0.71        |
| Benevolence|         |           | 1.00        |

doi:10.1371/journal.pone.0139309.t004
asked to rate the trustworthiness (on the METI) for all six authors, which were introduced in a randomized order.

**Hypotheses**

The aim of study 3 was to assess if the METI’s three subscales are used in a differentiated way for recognition of extraordinary or insufficient expertise, integrity and benevolence. In accordance, we expected that if a description of an author high in expertise, integrity or benevolence was given, participants would give high ratings on the METI’s relevant subscale, and that the opposite would be true for descriptions of low expertise, integrity or benevolence. However, in studies 1 and 2, moderate to high correlations between factors were found. For this reason, we did not expect total independence of the subscales. Thus, we expected:

- **H₁**: The margin of ratings on the METI subscale ‘expertise’ should be largest between the two authors with descriptions of low and high expertise, in contrast to the margin between ratings of ‘expertise’ comparing the two authors with descriptions of low and high integrity or comparing the two authors with descriptions of low and high benevolence.

- **H₂**: The margin of ratings on the METI subscale ‘integrity’ should be largest between the two authors with descriptions of low and high integrity, in contrast to the margin between ratings of ‘integrity’ comparing the two authors with descriptions of low and high expertise or comparing the two authors with descriptions of low and high benevolence.

- **H₃**: The margin of ratings on the METI subscale ‘benevolence’ should be largest between the two authors with descriptions of low and high benevolence, in contrast to the margin between ratings of ‘benevolence’ comparing the two authors with descriptions of low and high expertise or comparing the two authors with descriptions of low and high integrity.
Methods

Procedure. We conducted an online survey using an online survey software. Participants were invited only once via email (using previously collected email addresses for the purpose of inquiry for further studies). Furthermore, advertisements were posted on the website of the students’ general committee of a large German university and of a magazine directed at laypeople interested in psychology. Participants who answered all items could take part in a lottery and win one of 10 vouchers from a well-known online store (worth €10 each).

The procedure was exactly the same as in Study 1 and 2. Hence, the same ethical considerations apply to Study 3 as well.

Sample. 243 people activated the online survey and 152 people completed it. Upon inspecting the data, we found large variation in completion time (between 2.8 minutes and 2600.3 minutes). Hence, regarding completion time, we dropped the top and the bottom 5% of participants, including only those with a completion time between 5.20 min and 42.54 min resulting in a sample of n = 137. Those participants were M = 26.22, SD = 5.24 years of age and 75.2% of the sample were female. Regarding their education, the majority of participants (65.0%) reported having graduated from college or university. 31.4% had graduated from upper secondary school (i.e., having a German Abitur). A further five participants reported a level of different qualification (no degree, secondary school, in-firm training). There were no missing data due to settings of the survey software.

Measure for epistemic trustworthiness. Based on the results from Study 2, the Muenster Epistemic Trustworthiness Inventory (METI) was reduced to 14 items: 6 items in the subscale 'expertise', 4 items in the scale 'integrity', and 4 items in the scale measuring 'benevolence'.

Results

Appropriateness of data. Using GPower [51], prior to data collection it was determined that at least 62 participants would be needed for detecting a medium sized effect, ηp² = .05, with power (1−β) set at 0.95, the correlation among repeated measures set at r = .00 and α = .05 (two-tailed).

For all dependent variables, Kolmogorov-Smirnov-Tests were conducted to assess the normal distribution of the data. For all dependent variables (measured for each condition), normality cannot be assumed. However, ANOVA is robust to deviations from normality, if due to skewness [52]. Furthermore, ANOVA is conservative in the case of positive excess kurtosis, which was mostly the case in our data (see S2 Table for skewness and kurtosis), and more liberal in the case of negative excess kurtosis [52]. Furthermore, in repeated measurements, significant results are found easily due to correlations among measurements. Due to this, we focus on the interpretation of effect sizes.

We conducted a 3x2 repeated-measures ANOVA in SPSS 22 for all three dependent variables (ratings on the METI subscales 'expertise', 'integrity' and 'benevolence') for determining the main effects of dimension of epistemic trustworthiness (description targeted at expertise, integrity or benevolence) and manifestation of epistemic trustworthiness (description entailing low or high trustworthiness) and the interaction effect between the two independent variables on each of the subscales of the METI separately.

To determine how the margin of trustworthiness ratings (on each of the METI’s dimensions) between authors being described on the same dimension of epistemic trustworthiness (ET), but with different manifestation, would compare to the margin between authors with different manifestation of ET on another dimension of ET, we conducted planned contrasts [53] and report the effect size r [45]. Greenhouse-Geisser corrected F-values are reported if sphericity of variances cannot be assumed.
For ‘expertise’, all main effects and the interaction were significant with \( p < .001 \) (main effect of dimensions of ET: \( F(1.91, 259.99) = 10.69, p < .001, \eta^2_p = .07 \); main effect of manifestation of ET: \( F(1, 136) = 590.25, p < .001, \eta^2_p = .81 \); interaction of dimensions and manifestation of ET: \( F(1.76, 240.01) = 100.62, p < .001, \eta^2_p = .43 \). Simple planned contrasts were conducted to break down the interaction. Comparing the margin in ratings between authors who were described to be of low or high expertise, there was a significant difference to the margin between authors described to be low or high in integrity (\( F(1, 136) = 146.59, p < .001, r = .72 \)), and benevolence (\( F(1, 136) = 114.92, p < .001, r = .68 \)). The interaction graph in Fig 1 shows that the margin is larger, when descriptions were targeting expertise than when they were targeting integrity or benevolence. For means and standard deviations see Table 6.

For ‘integrity’, all main effects and the interaction were significant with \( p < .001 \) (main effect of dimensions of ET: \( F(2, 272) = 78.89, p < .001, r = .37 \); main effect of manifestation of ET: \( F(1, 136) = 820.42, p < .001, \eta^2_p = .86 \); interaction of dimensions and manifestation of ET: \( F(2, 272) = 341.28, p < .001, \eta^2_p = .72 \). Planned contrasts were conducted to break down the interaction. Comparing the margin in ratings between authors who were described to be of low or high integrity, there was a significant difference to the margin between authors described to be low or high in expertise (\( F(1, 136) = 490.69, p < .001, r = .88 \)), and benevolence (\( F(1, 136) = 4.65, p < .05, r = .18 \)). Fig 2 shows that the margin between means in ratings of
For ‘benevolence’, all main effects and the interaction were significant with \( p < .001 \) (main effect of dimensions of ET: \( F(1.91, 259.99) = 79.34, p < .001, \eta^2_p = .37 \); main effect of manifestation of ET: \( F(1, 136) = 994.58, p < .001, \eta^2_p = .88 \); interaction of dimensions and manifestation of ET: \( F(2, 272) = 341.55, p < .001, \eta^2_p = .72 \). Planned contrasts were conducted to break down the interaction. Comparing the margin in ratings between authors who were described
to be of low or high benevolence, there was a significant difference to the margin between authors described to be low or high in expertise ($F(1, 136) = 585.57, p < .001, r = .90$), and integrity ($F(1, 136) = 28.40, p < .001, r = .42$). In Fig 3 it can be seen that the margin between means in ratings of ‘benevolence’ is larger, when descriptions were targeting benevolence than when they were targeting expertise or integrity (means and standard deviations can be found in Table 6).

**Interim Discussion of Study 3**

In Study 3, it could be shown that the METI’s three subscales, expertise, integrity and benevolence are used in a differentiated way when a sources’ trustworthiness is rated, according to the description entailing either insufficient or extraordinary expertise, integrity or benevolence. Confirming hypothesis H1, the margin between ratings of expertise regarding authors described to be low versus high in expertise, was greater than the margin between authors described to be low versus high in integrity or benevolence. Both detected differences were large effects. Furthermore, confirming hypothesis H2, the margin between ratings of integrity regarding authors described to be low versus high in integrity was greater than between authors described to be low versus high in expertise (large effect) or benevolence (small effect). Lastly, hypothesis H3 was confirmed as well. The margin between ratings on the subscale benevolence

---

**Fig 3. Interaction graph: Mean ratings on the scale ‘benevolence’**

doi:10.1371/journal.pone.0139309.g003
regarding authors described to be low versus high in benevolence was greater than the margin between authors described to be low versus high in expertise (large effect) or integrity (moderate effect).

The results provide further evidence for the conclusion that the METI is able to measure epistemic trustworthiness in a differentiated way, breaking it down to the three dimensions expertise, integrity and benevolence. Again, it was confirmed that the scales are to some extent interrelated. This becomes evident fact that the margin between low and high descriptions of one trustworthiness dimension could be detected in all subscales of the METI (main effect of manifestation of ET). Furthermore, the interrelation between integrity and benevolence can be found again in smaller effect sizes of contrasts testing H2 and H3 comparing ratings on the scales integrity and benevolence to those comparing ratings on the scales integrity or benevolence separately to ratings on the scale expertise.

The fact that the dimensions integrity and benevolence are to some extent interrelated in this study may be due to the descriptions targeting only one of the three dimensions. One could easily imagine that a source described to be integer, but not benevolent (e.g. very honest and obedient to the rules of scientific conduct, but working only to be recognized by other experts and not to help others) would be rated very differently on the scales integrity and benevolence. In the study at hand, all authors were described to possess knowledge pertinent to the topic (neurology). In order to reduce redundancy for participants, descriptions of sources included only information on the dimension of epistemic trustworthiness targeted. Even though this was the case, highest differences in ratings of integrity were found between the two conditions, in which this dimension was targeted in the author description (high and low integrity). The same was true for ratings of benevolence. This is further evidence for a separability of the three dimensions.

Furthermore, results showed that recipients reduced ratings of trustworthiness on all dimensions, if an author was presented to be untrustworthy (on either of the dimensions of epistemic trustworthiness). These results show that recipients become epistemically vigilant toward a source’s trustworthiness [1], if they learn about the diminished expertise, integrity or benevolence of a source of scientific information.

To sum up, from examining results of study 3 it can be concluded that the three subscales, expertise, integrity, and benevolence are three separate dimensions of epistemic trustworthiness.

Conclusions

The Muenster Epistemic Trustworthiness Inventory (METI) is composed of three subscales of epistemic trustworthiness that can be applied when researching laypeople’s judgments of epistemic trustworthiness in (online) science communication. It consists of 14 items.

The first subscale was labeled ‘expertise’ and contains six items. It reflects perceptions of the expert as truly knowledgeable, intelligent and highly trained in her or his domain. It relates to scales found in previous inventories in credibility and trustworthiness research labelled “qualification” [27], “competence” [29], or “ability” [31]. In the past, this dimension of epistemic trustworthiness has been found to be important. For example, previous accuracy of informants and knowledgeability of informants are strong determinants of children’s epistemic trust [2,36]. However, the expertise of a source has also been consistently reported to play a role in trust judgments in the context of health communication and online science communication [39,54,55].

The second subscale, ‘integrity’, consists of four items related to the expert’s good character and values, for example, being fair and honest. It reflects participants’ impressions of the
scientist acting in line with scientific principles and within the norms of science. For scientists who communicate their findings to the public but also to the scientific community, this dimension is represented through characteristics such as sincerity and fairness. However, integrity, being defined as adherence to the norms and standards of one’s profession, may result in different measurement items depending on the context. In developmental psychology, we find best evidence supporting the importance of honesty for the constitution of epistemic trust [9,56].

Previous scales measuring credibility, never included integrity as one dimension, although some scales have contained similar items compared to those in METI’s Integrity scale, for example, “honest–dishonest” [28,29,57]. Cummings [39] describes the importance of a scientist’s integrity for trust judgments in science and health communication. Because expertise may be hard to determine without domain-relevant background knowledge, laypeople need more criteria than expertise alone to assess the epistemic authority of an expert they encounter. Laypeople seem to use evidence of an expert being motivated by scientific ideals such as objectivity to decide whether they regard her or him as trustworthy.

The third subscale, ‘benevolence’, contains four items relating to the expert’s orientation toward others or society, for example, her or his sense of responsibility and morality. This factor represents participants’ impressions regarding whether the scientist acts with the interests of others at heart and not just personal aims or benefit. This subscale could be considered similar to McCroskey and Teven’s [29] “Goodwill” dimension. However, unlike earlier concepts of goodwill, all items that make up benevolence in the METI can be applied for measurement even in situations in which the expert is not known personally to the recipient. Therefore, it allows us to measure laypeople’s benevolence assignments to scientists they encounter online, for example, on websites, social networks, or in science blogs. Developmental psychology has shown that children are sensitive to the intentions of a source of information, for example, the intention to help others [34,58]. In science communication, the benevolence of an expert is defined mostly through a scientist conducting research to benefit the greater good. The responsibility and ethicality of a scientific expert toward the general public might provide evidence of benevolence [59].

Empirically, the three-factor structure of the METI was first revealed by exploratory factor analysis (EFA) and then confirmed by confirmatory factor analysis (CFA) with a new and larger sample. To the best of our knowledge, no previously existing scale measuring trustworthiness or credibility has been tested in both these ways. The results suggest a good fit of the statistical model derived from EFA (Study 1) to the data of Study 2 tested with CFA. However, it should be noted that the subscale integrity did not reproduce perfectly in the CFA because communalities reached only .3 for two items in the subscale integrity. Thus, this dimension might comprise more than one aspect of integrity. It might be that the adherence to scientific standards entails not only the good character but also the appropriate values of an expert.

All in all, we were able to show empirically that judgments of epistemic trustworthiness are made up of three dimensions, namely expertise, integrity, and benevolence—a conclusion already suggested theoretically [42]. Furthermore, research on epistemic trust with children [2] along with earlier studies of source credibility [57], interpersonal trust [41], and trust within health and risk communication [39,55] have pointed toward epistemic trust consisting of subsidiary dimensions of similar content that can be ascribed to an informant. Hence, these dimensions make up the assessments laypeople undertake when they are challenged to decide whether they can defer to a certain source of knowledge or information about science, for example, a scientist or a website.

Furthermore, in one experimental study (study 3), it was shown that all three dimensions of the METI are sensitive to variation in source characteristics. In this study, participants were presented with six different descriptions of authors varying in expertise, integrity and
benevolence. Not only did participants use the three dimensions of the METI in accordance with the dimensions targeted in the description, they also rated the authors most different (comparing low vs. high trustworthiness) on the dimension targeted. Even though the three factors seem to overlap to some extent, as a description of a highly trustworthy author on one dimension did lead to higher ratings on the other dimensions (integrity and benevolence especially showed this relation), the results show that the three factors were clearly distinguishable. If one dimension was presented to be low in the author description, this yielded the lowest rating on the respective subscale. If it was presented to be high, this led to highest ratings on the subscale. This was true for each subscale of the METI.

Further research should address how perceptions of epistemic trustworthiness would lead to actual epistemic trust. Actual epistemic trust would be indicated for example if a layperson would actually follow the advice of an expert or if she would turn to the expert for further information. In future studies it would be worthwhile to further assess in which ways trustworthiness evaluations on the respective scales of the METI predict epistemic trust.

In the three studies scientific information was introduced in blog entries written by authors who were indicated to be scientists or researchers (with one exception in study 3, in which a student was introduced as author in one condition). Blog entries were used, because they always have one distinctive source which is (mostly) easy to identify, while websites, journalistic articles or online dictionary entries may have multiple, sometimes indistinguishable sources. However, if the source to be rated is specified, we will suggest applicability of the METI for evaluation of this source.

We argue that the METI may go beyond inventories measuring general trust in scientific authority [60] or general trust in scientists belonging to a specific research field [59]. Unlike these inventories, METI does not measure the trust that is generally placed in experts. Instead, it is directed toward the epistemic trustworthiness assigned to one specific expert in a specific situation in which a layperson decides whether to place epistemic trust in that one expert and rely on the information that she or he is giving. The METI also shows that laypeople assign trustworthiness on three separate dimensions, namely expertise, integrity, and benevolence. Hence, the METI offers a way of measuring the processes involved in laypeople’s deference to experts in today’s digital knowledge society in more detail. Our society is characterized by highly specialized, and vastly distributed knowledge, which is nonetheless accessible within seconds via online search engines [61]. We argue that the ability to evaluate the epistemic trustworthiness of scientific experts will become an increasingly important competence, because (as has been argued before) scientific facts may defy firsthand experience [2], and, moreover, the public’s understanding of scientific issues is bounded [4]. Nonetheless, laypeople are challenged to make up their mind about everyday problems that entail scientific knowledge (e.g., “Did humans cause climate change?”), and they sometimes even decide to take action (e.g., “Should I purchase a hybrid car to counteract global warming?”). Evaluating the experts’ trustworthiness may be a way to cope with the science underlying such questions [4,7]. Hence, the METI offers insights into some of the processes of reasoning about scientific information.

The METI could be applicable to different contexts than science communication. We believe that trustworthiness judgments might well come into play in other situations involving communication. In interpersonal communication between interlocutors who do not yet know each other such as virtual teams or social media, judgments of epistemic trustworthiness are being made continuously. Future research could use METI to measure trustworthiness judgments within other domains.
Supporting Information

S1 Appendix. Study materials from studies 1 and 2.
(DOCX)

S2 Appendix. Study materials from Study 3.
(DOCX)

S1 Table. Means, skewness, and kurtosis for individual items (Study 2).
(DOCX)

S2 Table. Means, skewness, and kurtosis for all experimental conditions, and for the three scales (Study 3).
(DOCX)

Acknowledgments

The authors would like to thank Luca Viola Inhülser, Katharina Lätzsch, and Meike Halupka for support in data acquisition. We also would like to express our gratitude to Paul L. Harris and Jonathan D. Lane for their most helpful comments on earlier versions of the manuscript and to Heinz Holling for statistical advice. Furthermore, we are thankful to all participants who took time to take part in the studies.

Author Contributions

Conceived and designed the experiments: FH DK RB. Performed the experiments: FH. Analyzed the data: FH. Contributed reagents/materials/analysis tools: FH DK RB. Wrote the paper: FH DK RB.

References

1. Sperber D, Clément F, Heintz C, Mascaro O, Mercier H, Origgi G, et al. Epistemic vigilance. Mind Lang. 2010 Aug 20; 25(4):359–93.
2. Harris PL. Trusting what you’re told. Cambridge, MA: Belknap of Harvard University Press; 2012.
3. Keil FC. The feasibility of folk science. Cogn Sci. 2010 May 1; 34(5):826–62. PMID: 20625446
4. Bromme R, Goldman SR. The public’s bounded understanding of science. Educ Psychol. 2014 Jun 5; 49(2):59–69.
5. Bromme R, Kienhues D, Porsch T. Who knows what and who can we believe? Epistemological beliefs are beliefs about knowledge (mostly) to be attained from others. In: Bendixen LD, Feucht FC, editors. Personal Epistemology in the Classroom: Theory, Research, and Implications for Practice. Cambridge: Cambridge University Press; 2010. p. 163–93.
6. Bromme R, Thomm E, Wolf V. From understanding to deference: Laypersons’ and medical students’ views on conflicts within medicine. Int J Sci Educ Part B Commun Public Engagem. 2015; 5(1):68–91.
7. Origgi G. Epistemic trust. In: Capet P, Delavallade T, editors. Information Evaluation. 1st ed. London: Wiley-ISTE; 2014. p. 35–54.
8. Mercier H. Our pigheaded core: How we became smarter to be influenced by other people. In: Sterelny K, Joyce R, Calcott B, Fraser B, editors. Cooperation and Its Evolution. Cambridge, MA: MIT Press; 2013. p. 373–98.
9. Mascaro O, Sperber D. The moral, epistemic, and mindreading components of children’s vigilance towards deception. Cognition. 2009; 112:367–80. doi: 10.1016/j.cognition.2009.05.012 PMID: 19540473
10. Origgi G. Epistemic injustice and epistemic trust. Soc Epistemol. 2012; 26(2):221–35.
11. Besley J. Science and technology: Public attitudes and understanding. In: National Science Board, editor. Science and Engineering Indicators 2014. Arlington VA: National Science Foundation (NSB 14–01); 2014. p. 1–53.
12. Anderson AA, Scheufele DA, Brossard D, Corley EA. The role of media and deference to scientific authority in cultivating trust in sources of information about emerging technologies. Int J Public Opin Res. 2011 Aug 25; 24(2):225–37.

13. Flanagin AJ, Metzger MJ. Digital media and youth: Unparalleled opportunity and unprecedented responsibility. In: Metzger MJ, Flanagin AJ, editors. Digital Media, Youth, and Credibility. The John D. and Catherine T. MacArthur Foundation Series on Digital Media and Learning. Cambridge, MA: The MIT Press; 2008. p. 5–27.

14. Bromme R, Kienhues D. Wissenschaftverständnis und Wissenschaftskommunikation. In: Seidel T, editors. T. Pädagogische Psychologie. 6th ed. Weinheim: Beltz; 2014. p. 55–81.

15. Shema H, Bar-Ilan J, Thelwall M. Research blogs and the discussion of scholarly information. PLoS One. 2012 Jan; 7(5):e35869. doi: 10.1371/journal.pone.0035869 PMID: 22606239

16. Pew Research Center. How scientists engage the public. 2015 Feb 15. Available: http://www.pewinternet.org/2015/02/15/how-scientists-engage-public/.

17. Van Noorden R. Open access: the true cost of science publishing. Nature. 2013 Mar 28; 495(7442):426–9. doi: 10.1038/495426a PMID: 23538808

18. Stadtlter M, Bromme R. The Content–Source Integration Model: A taxonomic description of how readers comprehend conflicting scientific information. In: Rapp DN, Braasch J, editors. Process ing Inaccurate Information: Theoretical and Applied Perspectives from Cognitive Science and the Educational Sciences. Cambridge, MA: MIT Press; 2014. p. 379–402.

19. Mason L, Boldrin A, Ariasi N. Searching the web to learn about a controversial topic: Are students epistemically active? Instr Sci. 2009 Jan 8; 38(6):607–33.

20. Rieh S, Danielson DR. Credibility: A multidisciplinary framework. In: Cronin B, editor. Annual review of information science and technology, Vol 41. Medford, NJ: 2007. p. 307–64.

21. Jaswal VK. Believing what you’re told: Young children’s trust in unexpected testimony about the physical world. Cogn Psychol. 2010; 61(3):248–72. doi: 10.1016/j.cogpsych.2010.06.002 PMID: 20650449

22. Jaswal VK, Pérez-Edgar K, Konrad RL, Palmoquist CM, Cole CA, Cole CE. Can’t stop believing: Inhibitory control and resistance to misleading testimony. Dev Sci. 2014; 6:1–12.

23. Corriveau KH, Einar S, Robinson EJ, Harris PL. To the letter: Early readers trust print-based over oral instructions to guide their actions. Br J Dev Psychol. 2014; 32(3):345–58. doi: 10.1111/bjdp.12046 PMID: 24814164

24. Eyden J, Robinson EJ, Einar S. Children’s trust in unexpected oral versus printed suggestions: Limitations of the power of print. Br J Dev Psychol. 2014; 32(4):430–9. doi: 10.1111/bjdp.12054 PMID: 24986692

25. Rapp C. Aristotle’s rhetoric. 2010 March 21 [Accessed 08 April 2015]. Zalta EN, editor. The Stanford Encyclopedia of Philosophy (Spring 2010 Edition) [Internet]. Available: http://plato.stanford.edu/entries/aristotle-rhetoric/

26. Hovland CI, Janis IL, Kelley HH. Communication and persuasion. Psychological issues of opinion change. New Haven: Yale University Press; 1953.

27. Berlo DK, Lement J, Mertz R. Dimensions for evaluating the acceptability of message sources. Public Opin Q. 1969; 33(4):563–76.

28. Ohanian R. Construction and validation of a scale to measure celebrity endorsers’ perceived expertise, trustworthiness, and attractiveness. J Advert. 1990; 19(3):39–52.

29. McCroskey JC, Teven JJ. Goodwill: A reexamination of the construct and its measurement. Commun Monogr. 1999; 66:90–103.

30. Tseng S, Fogg B. Credibility and computing technology. Commun ACM. 1999; 42(5):39–44.

31. Mayer RC, Davis JH, Schoorman FD. An integrative model of organizational trust. Acad Manag Rev. 1995; 20(3):709–34.

32. Origgi G. Is trust an epistemological notion? Episteme. 2004 Jan 3; 1(1):61–72.

33. Landrum AR, Eaves BS, Shafo P. Learning to trust and trusting to learn: A theoretical framework. Trends Cogn Sci. Elsevier Ltd; 2015;1–3.

34. Shafo P, Eaves B, Navarro DJ, Perfors A. Epistemic trust: Modeling children’s reasoning about others’ knowledge and intent. Dev Sci. 2012 May; 15(3):436–47. doi: 10.1111/j.1467-7687.2012.0135.x PMID: 22490183

35. Lane JD, Harris PL, Gelman SA, Wellman HM. More than meets the eye: Young children’s trust in claims that defy their perceptions. Dev Psychol. 2014 Mar; 50(3):865–71. doi: 10.1037/a0034291 PMID: 24015688

36. Lane JD, Harris PL. The roles of intuition and informants’ expertise in children’s epistemic trust. Child Dev. 2014
37. Kruglanski AW, Bar-tal D, Ellis S, Raviv AA, Sharvit K, Bar R, et al. Says who?: Epistemic authority effects in social judgment. Adv Exp Soc Psychol. 2005; 37:345–92.

38. Raviv A, Bar-Tal D, Raviv A, Abin R. Measuring epistemic authority: Studies of politicians and professors. Eur J Pers. 1993; 7:119–38.

39. Cummings L. The “trust” heuristic: Arguments from authority in public health. Health Commun. 2014 Jan 21; 34(1):1–14.

40. Hardwig J. The role of trust in knowledge. J Philos. 1991; 88(12):693–708.

41. Barber B. Trust in science. Minerva. 1987 Apr; 25(1–2):123–34.

42. Resnik DB. Scientific research and the public trust. Sci Eng Ethics. 2011 Sep; 17(3):399–409. doi: 10.1007/s11948-010-9210-x PMID: 20803259

43. Deutsche Gesellschaft Für Psychologie (DGPs). Revision der auf die Forschung bezogenen ethischen Richtlinien. 2004 Sep 28 [Accessed 08 April 2015]. Deutsche Gesellschaft Für Psychologie (DGPs), editor. Ethische Richtlinien der DGPs und des BDP. Available: http://www.dgps.de/index.php?id=96422

44. American Psychological Association. Ethical principles of psychologists and code of conduct. Am Psychol. 2010; 57(12):1060–73.

45. Field A. Discovering statistics using SPSS. 3rd ed. London: Sage Publications; 2009.

46. Costello A, Osborne J. Best practices in exploratory factor analysis: Four recommendations for getting the most from your analysis. 2005. Pract Assessment, Res Eval. 2005; 10(7):1–9.

47. Bühner M. Einführung in die Test- und Fragebogenkostruktion. 3rd ed. München: Pearson Studium; 2011.

48. Curran PJ, West SG, Finch JF. The robustness of test statistics to nonnormality and specification error in confirmatory factor analysis. Psychol Methods. 1996; 1(1):16–29.

49. Schreiber JB, Stage FK, King J, Nora A, Barlow EA. Reporting structural equation modeling and confirmatory factor analysis results: a review. J Educ Res. 2006; 99(6):323–38.

50. Beauducel A, Wittmann WW. Simulation study on fit indexes in cfa based on data with slightly distorted sample structure. Struct Equ Model. 2005; 12(1):41–75.

51. Erdfelder E, Faul F, Buchner A. GPOWER: A general power analysis program. Behav Res Methods, Instruments, Comput. 1996; 28:1–11. doi: 10.3758/BF03203630

52. Bortz J, Schuster C. Statistik für Human- und Sozialwissenschaftler. 7th ed. Berlin: Springer-Verlag; 2010.

53. Rosenthal R, Rosnow RL, Rubin DB. Contrasts and effect sizes in behavioral research: A correlational approach. Cambridge: Cambridge University Press; 2000.

54. Winter S, Krämer NC, Appel J, Schielke K. Information selection in the blogosphere: The effect of expertise, community rating, and age. In: Ohlsson S, Catrambone R, editors. Proceedings of the 32nd annual conference of the Cognitive Science Society. Austin, TX: Cognitive Science Society; 2010. p. 802–7.

55. Peters RG, Covello VT, McCallum DB. The determinants of trust and credibility in environmental risk communication: an empirical study. Risk Anal. 1997; 17(1):43–54. PMID: 9131825

56. Lane JD, Wellman HM, Gelman SA. Informants’ traits weigh heavily in young children’s trust in testimony and in their epistemic inferences. Child Dev. 2013; 84(4):1253–68. doi: 10.1111/cdev.12029 PMID: 23240893

57. McCroskey JC, Young TJ. Ethos and credibility: The construct and its measurement after three decades. Cent States Speech J. 1981; 32:24–34.

58. Landrum AR, Mills CM, Johnston AM. When do children trust the expert? Benevolence information influences children’s trust more than expertise. Dev Sci. 2013 Jul; 16(4):622–38. doi: 10.1111/desc.12059 PMID: 23786479

59. Critchley CR. Public opinion and trust in scientists: The role of the research context, and the perceived motivation of stem cell researchers. Public Underst Sci. 2008 May 22; 17(3):309–27. PMID: 19069082

60. Sjöberg L. Gene technology in the eyes of the public and experts. SSE/EFI Work Pap Ser Bus Adm. 2005 May 11; 2004(7):1–54.

61. Brossard D, Scheufele DA. Science, new media, and the public. Science. 2013 Jan 4; 339(6115):40–41. doi: 10.1126/science.1232329 PMID: 23288529