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ABSTRACT. This paper develops an infinitesimal order of magnitude coupled with overflow technique that allows nonnumerical proofs of nondegenerate and degenerate inverse mapping theorems for mappings minimally regular at a point. This approach is used first to give a transparent proof of the inverse mapping theorem of Behrens and Nijenhuis and then is deployed to prove an inverse mapping result for mappings whose linear part vanishes at the differentiable point. We finish by indicating further possible capacities of this approach.

1. Summary: Setting and strategy

1.1. Summary and strategy. In this paper we will develop a nonstandard framework for differential calculus that comes close to allowing one to “throw away higher order terms” (see Stroyan’s paper [20] for a nonstandard take on this goal) in considerations of how ‘regularity’ of the top term of the Taylor expansion of differentiable map implies regularity of the function. To do this we will first develop rudiments of a theory of magnification spaces and their morphisms sufficient for the purposes of this paper. Although some of the constructions used here have appeared in a less functorial form, see Stroyan and Luxemburg, [21], an essentially functorial development of infinitesimal almost linear mappings and a natural embedding of differentiable objects will expose a natural scale invariant morphism structure. Further, this structure will be such that the grading determined by vanishing order will in this infinitesimal setting fall into sharp relief, quite unlike the behavior of mappings on the standard level. In particular, a variety of inverse mapping theorems
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will become natural consequences of magnification space characterizations of differentiability, a transparent infinitesimal regularity and a natural use of overflow. More specifically, the Behrens-Nijenhuis inverse mapping theorem (for mappings uniformly differentiable at a point) will be an easy overflow consequence of a transparent proof of an infinitesimal version of this result. These tools, even in this elementary state of development, will analogously yield a singular inverse mapping theorem, where the differential vanishes at the differentiable point.

We will assume familiarity with at least the rudiments of nonstandard methods on Euclidean spaces. Higher saturations are not used so that, e.g., an enlargement of just lower levels of a superstructure are assumed. The first chapter of Lindstrøm, [15], the introduction by Henson, [10], followed by Cutland’s chapter, [4], or even the author’s introduction to the subject in his dissertation, [16] are quite sufficient.

1.2. Differentiability and magnification mappings. The transfer of a mathematical object $A, f, r$ will generally be prefixed with a * superscript, $^*A, ^*f, ^*r$, although we will often leave off the * if its setting is clear from context. General internal objects will often, but not always, be written in Latin, Greek or Fraktur. We give a mere introduction of the magnification space framework that is part of our unfinished work on a nonstandard approach to the stability of mappings as in Guillemin and Golubitsky’s classic text, [5]. We will be working strictly in finite dimensional real Euclidean spaces, generally $\mathbb{R}^m$ or $\mathbb{R}^n$ for $m, n \in \mathbb{N}$. $\mathbb{R}_+$ will denote the strictly positive real numbers, $^*\mathbb{R}_+$ its transfer, etc. $\mu(0)$ will denote the set of infinitesimals in $^*\mathbb{R}_+$ and $\mu(0)_+ = \{ \tau \in \mu(0) : \tau > 0 \}$. For $x \in \mathbb{R}^m$, let $B_\delta(x) = B^\delta_m(x) = \{ y \in \mathbb{R}^m : |y - x| < \delta \}$, let $B_d = B_d(0)$, $^*B_d(x)$ its transfer and also for $d \in ^*\mathbb{R}_+$ and $\xi \in ^*\mathbb{R}_+$, $^*B_d(\xi)$ the analogous *open ball of radius $d$ at $\xi$.

If $\delta \in \mu(0)_+$, then $D^m_\delta = D_\delta(0)$ will denote the $^*\mathbb{R}_+$ module $^*\mathbb{R}^m_\delta = \{ v \in ^*\mathbb{R}^m : |v|/\delta \in ^*\mathbb{R}_+ \}$, and in general, if $\zeta \in ^*\mathbb{R}_+$, $D^m_\delta(\zeta)$ will denote $\{ x + \xi : \xi \in D^m_\delta \}$. As the dimension of the space we are working in will be implicit, we will often write $D_\delta$ for $D^m_\delta$, etc., and also we will generally consider the situation where $\zeta$ is standard, i.e., $^*x$ for some $x \in \mathbb{R}^m$ and leave off the *.

Let $Q_x = Q^\delta_x = \{ \frac{\xi - x}{\delta} : \xi \in D_\delta(x) \}$ with the restricted norm. Let $b_x = b^\delta_x : D_\delta(x) \to Q_x$ be the map $\xi \mapsto \frac{\xi - x}{\delta}$. The map $b_x$ clearly is the $\delta$ dilation map at $y$. In particular, we have that $Q_x$ (with the restricted norm) is just $^*\mathbb{R}_+$; e.g., we have a well defined standard part map $st_x : Q_x \to \mathbb{R}^m$ and hence the linear injection $\sigma_x : \mathbb{R}^m \to Q_x : v \mapsto *v$ is well defined. Denote the image by $^*Q_x$ to indicate that these are the standard points in $Q_x$. Note that $st_x \circ \sigma_x$ is the identity on $\mathbb{R}^m$. We will generally suppress the subscript on $st_x$, i.e., just write $st$ noting that the space we are acting on will usually be clear.

Next, note that there is a canonical identification of the image of $Q^\delta_x$ under the standard part map with $T_x \mathbb{R}^m$. That is, we have the setup

$$Q^\delta_x \overset{st_x}{\to} T_x \mathbb{R}^m \overset{\sigma_x}{\to} Q^\delta_x.$$

We will shortly see that this canonical sequence is even functorial for maps that are differentiable; i.e., the respective maps preserve this triple. Note that the above actually gives a canonical identification of the set (standard) tangent vectors at $x$ with an $\mathbb{R}$ subspace of the $^*\mathbb{R}_+$ module $Q^\delta_x$. In fact, these correspond to those vectors in $D_\delta(x)$ of the form $x + \delta v$ for $v \in \mathbb{R}^m$. In particular, all vectors $v \in Q^\delta_x$ are infinitesimally close to a tangent vector, namely $stv$. In a later paper, we will
see that the cloud of vectors in $Q^\delta_x$ infinitesimally close to a given tangent vector in $T_x\mathbb{R}^m$ will function as the set of almost derivations.

With respect to maps, note that although continuous maps $f : \mathbb{R}^m \to \mathbb{R}^n$ preserve monads, they do not preserve the $D^\delta_s$’s. It is elementary that for $f$ to be differentiable at $x$, it is necessary that $f(D^\delta(x)) \subset D^\delta(f(x))$ for $\delta \in \mu(0)_+$. (Actually, the nonstandard condition is equivalent to this condition for a sufficiently full subset of infinitesimal $\delta$’s.) There are a variety of infinitesimal conditions that are equivalent to differentiability of $f$ at $x$. Nonetheless, the above expression implies that any differentiable map $f : (\mathbb{R}^m, x) \to (\mathbb{R}^n, f(x))$ induces, via the bijective dilation maps $b_x$ and $b_{f(x)}$, the map

$$(2) \quad f^\delta_x = b_{f(x)} \circ s \circ (b_x)^{-1} : (Q^\delta_x, 0) \to (Q^\delta_{f(x)}, 0).$$

In the following, one should see the extensive discussion in Stroyan and Luxemburg, [21], p94-110. In particular, one sees on p94 the difference (from a nonstandard perspective) between differentiability and uniform differentiability and on p95 a definition of almost linearity.

**Definition 1.1.** Suppose that $f : \mathbb{R}^m_{\text{nes}} \to \mathbb{R}^n_{\text{nes}}$ is internal. This will mean that $f$ is defined on an internal set containing $\mathbb{R}^m_{\text{nes}}$ with range an internal set containing $\mathbb{R}^n_{\text{nes}}$ with $f(\mathbb{R}^m_{\text{nes}}) \subset \mathbb{R}^n_{\text{nes}}$. Then we say that $f$ is almost linear if for all $\alpha, \beta \in \mathbb{R}^m_{\text{nes}}$ and all $v, w \in \mathbb{R}^m_{\text{nes}}$, $f(\alpha v + \beta w) \sim \alpha f(v) + \beta f(w)$. We say that $f$ is $S$-continuous on $\mathbb{R}^m_{\text{nes}}$ if given $v, w \in \mathbb{R}^m_{\text{nes}}$ with $v \sim w$, we have $f(v) \sim f(w)$. (This is a slight variation on the usual notion.)

It’s clear that if $f$ is almost linear, then an infinitesimal perturbation $g$ of $f$, i.e., with $f(\xi) - g(\xi) \sim 0$ for all $\xi \in \mathbb{R}^m_{\text{nes}}$, is also almost linear. Let’s give some simple facts on differentiable functions and almost linear internal functions.

**Lemma 1.1.** If mapping $f : \mathbb{R}^m \to \mathbb{R}^n$ is differentiable at $x$, then $f^\delta_x : Q^\delta_x \to Q^\delta_{f(x)}$ is almost linear for all $\delta \in \mu(0)_+$. An internal $f : \mathbb{R}^m_{\text{nes}} \to \mathbb{R}^n_{\text{nes}}$ is almost linear if and only if $f^0$ is linear and $f^0$ is almost linear if and only if $\mathfrak{f} : \mathfrak{f}(\mathbb{R}^m_s) \supset \mathfrak{f}(\mathbb{R}^m_{\text{nes}})$ is the standard part map $\mathfrak{s}(m) \sim v$ sometimes denoted $\mathfrak{s}$. Suppose $d \in \mathbb{R}^n_+$ and $f : \mathbb{R}^m_{\text{nes}} \to \mathbb{R}^n_{\text{nes}}$ is almost linear. If $f(\mathbb{R}^n_{\text{nes}}) \supset \mathfrak{d}$, then $f^0$ is a linear isomorphism.

**Proof.** The verification of the first assertion can be picked out of the text on pages 94 and 95 in [21]. It’s easy to see that almost linearity implies $S$ continuity on $\mathbb{R}^m_{\text{nes}}$, i.e., if $v, w \in \mathbb{R}^m_{\text{nes}}$ with $v \sim w$, then $f(v) \sim f(w)$ by writing in terms of a basis and this immediately implies $s \circ f^0 = f^0 \circ s$. Linearity of $f^0$ is clear. Conversely, the commutativity condition is equivalent to $f^0 \circ s \sim f^0 \circ s$ on $\mathbb{R}^m_{\text{nes}}$. Therefore, for $\alpha, \beta \in \mathbb{R}^m_{\text{nes}}$ with $a = \alpha$, $b = \beta$, and $v, w \in \mathbb{R}^m_{\text{nes}}$ with $v = a \mathfrak{v}$ and $w = \alpha \mathfrak{w}$, we have $f(\alpha v + \beta w) \sim f^0(\mathfrak{s}(\alpha v + \beta w)) = f(\mathfrak{s}(\alpha v + \beta w)) = f(\alpha^\delta v + \beta^\delta w) \sim \alpha f(v) + \beta f(w)$. Let $b \in B_d$, so that there is $\xi \in \mathbb{R}^m_{\text{nes}}$ with $f(\xi) = f^0(b)$, then $f^0(\mathfrak{s}(\xi)) = \mathfrak{s}(\mathfrak{f}(\xi)) = \mathfrak{s}(f^0(\mathfrak{b})) = \mathfrak{b}$, i.e., $\mathfrak{f} : \mathbb{R}^n \to \mathbb{R}^n$ is a linear map whose image contains $B_d$.

The following corollary (hopefully portraying the functorality of our setup) contains information relating our objects and mappings along with material that will give a new twist to proving differentiability of the inverse map in the theorem below.
Corollary 1.1. Suppose that \( f : (\mathbb{R}^m, x) \to (\mathbb{R}^n, y) \) is differentiable at \( x \). Then for \( \delta \in \mu(0)_+ \) we have the following commutative diagram.

\[
\begin{array}{ccc}
T_x \mathbb{R}^m & \xrightarrow{df_f} & T_y \mathbb{R}^n \\
\uparrow \text{st} & & \uparrow \text{st} \\
Q_x^{\delta, m} & \xrightarrow{f_{\delta}^m} & Q_y^{\delta, n} \\
\uparrow \gamma_x & & \uparrow \gamma_y \\
D_\delta(x) & \xrightarrow{f} & D_\delta(y)
\end{array}
\]

In particular, for all \( \delta \in \mu(0)_+ \), \( f_{\delta}^x : Q_x^{\delta, m} \to Q_y^{\delta, n} \) is almost linear and for \( \delta_1, \delta_2 \in \mu(0)_+ \) and \( \circ f_{\delta_1} = \circ f_{\delta_2} \). Conversely, if there exists a linear map \( L : \mathbb{R}^m \to \mathbb{R}^n \) such that for all \( \delta \in \mu(0)_+ \), \( f_{\delta}^x \) exists, is almost linear and \( \circ (f_{\delta}^x) = L \), then \( f \) is differentiable at \( x \).

Proof. The bottom square is commutative by definition. The commutativity of the top square follows immediately from the previous lemma. Conversely, we must prove the following standard statement. There exists linear \( L : \mathbb{R}^m \to \mathbb{R}^n \) such that the following holds. For each \( b > 0 \), there exists \( \bar{c} > 0 \) such that if \( v \in \mathbb{R}^m \) with \( |v| = 1 \) and \( 0 < c < \bar{c} \) then \( \frac{1}{2}(f(x + cv) - f(x)) - L(v) < b \). Fix the given positive \( b \in \mathbb{R} \). By hypothesis, we have that \( 0 < \delta \sim 0 \) implies \( \circ (f_{\delta}^x)(v) = L(v) \) for \( v \in *\mathbb{R}^m_n \). This implies, in particular, that if \( |v| < 1 \), \( |f_{\delta}^x(v) - L(v)| \sim 0 \), and so certainly \( |f_{\delta}^x(v) - L(v)| < b \), ie., \( \frac{1}{2}(f(x + \delta v) - f(x)) - L(v) < b \). Let \( \Gamma \) denote

\[
\{ \delta \in *\mathbb{R}_+ : \left| \frac{f(x + \delta v) - f(x)}{\delta} - L(v) \right| < b \text{ if } |v| = 1 \text{ and } 0 < \delta < \bar{\delta} \}.
\]

\( \Gamma \) is an internal set which by above contains \( \{ \delta \in *\mathbb{R} : 0 < \delta \sim 0 \} \), and so contains a \( \bar{\delta} \neq 0 \). Let \( \bar{c} = \frac{1}{2 \bar{\delta}} \), eg., \( \bar{c} \in \Gamma \). Hence if \( v \in \mathbb{R}^m \) with \( |v| = 1 \) and \( c \in \mathbb{R}^m \) with \( 0 < c < \bar{c} \), it follows that \( \frac{1}{\bar{c}}(f(x + cv) - f(x)) - L(v) < b \), as we needed. \( \square \)

Remark. Note that an alternative approach to the last part of the above proof is to note that \( \Gamma = *G \) where

\[
G = \{ \tau \in \mathbb{R}_+ : \left| \frac{f((x + rv) - f(x))}{r} - L(v) \right| < b \text{ if } |v| = 1 \text{ and } 0 < r < \tau \}
\]

so that any \( \tau \in *G \) implies that \( G \) is nonempty. The same observation applies to our overflow proof of the inverse mapping theorem. In particular, we don’t have to assume that our regularity holds for all \( \delta \in \mu(0)_+ \) for this indeed to be true! One can observe that this remark does not apply to our second order theorem in the following section.

The vast majority of the constructions in this paper will occur in the magnification spaces, \( Q_x^{\delta} \), for reasons we believe will become apparent. We believe that these spaces, due to the functorality that we have begun to demonstrate above and due to their nice order of magnitude scaling of differentiable functions, should be a quite useful tool in the study of regularity properties of differentiable objects. In the final section, among other things, we will indicate how they can be defined on differentiable manifolds.
2. Behrens-Nijenhuis Inverse Mapping Theorem

In this part, we will give our new proof of the inverse function theorem of Behrens, \[1\], and Nijenhuis, \[17\] (and also see analogous result of Knight, \[12\]). We see this approach to infinitesimal regularity implies local regularity as prototypical for a mode of argument that can see general use. In the next part, section 3, we will use this magnification/overflow argument in the framework of the higher magnification spaces to prove a more general inverse mapping theorem. Here, we begin with Behrens original definition of uniform differentiability and a magnification space reformulation.

**Definition 2.1.** Suppose that \( f : \mathbb{R}^m \to \mathbb{R}^n \) and \( x \in \mathbb{R}^m \). We say that \( f \) is uniformly differentiable at \( x \) if there exists a linear map \( L : \mathbb{R}^m \to \mathbb{R}^n \), its derivative at \( x \), such that the following holds. For each \( r \in \mathbb{R}_+ \), there is \( s \in \mathbb{R}_+ \) such that if \( y, z \in B_s(x) \), then

\[
|f(y) - f(z) - L(y - z)| < r|y - z|
\]

This conditions are equivalent to the following infinitesimal criterion. If \( \xi, \zeta \in \mu(x) \), then

\[
* f(\xi) - * f(\zeta) - * L(\xi - \zeta) = o(\xi - \zeta).
\]

An important hint at the following is that although equivalent formulations, the error term of the first may be a positive standard fraction of the linear approximation; not so in the nonstandard formulation where the error term is infinitely smaller than the linear term. But as the linear term of the nonstandard formulation is also infinitesimal, the degree of the strategic improvement seems uncertain. Yet when seen in terms of magnification spaces., the improvement becomes clear as the next two lemmas demonstrate.

**Lemma 2.1.** Suppose that \( f : \mathbb{R}^m \to \mathbb{R}^n \) is uniformly differentiable at \( x \) with first order linear term \( L \) and suppose that \( 0 < \delta \sim 0 \), \( \xi, \zeta \in D_\delta(x) \) and \( \overline{\xi} = \delta_x^\delta(\xi), \overline{\zeta} = \delta_x^\delta(\zeta) \) are the corresponding elements of \( Q_\delta^x \). Then

\[
f_x^\delta(\overline{\xi}) - f_x^\delta(\overline{\zeta}) = L(\overline{\xi} - \overline{\zeta}) + \overline{\nu(\overline{\xi} - \overline{\zeta})}
\]

where \( \overline{\nu} : Q_\delta^x \to ^* \mathbb{R} \) is an internal map satisfying \( \overline{\nu}([\overline{\xi}]) \ll |[\overline{\xi}]| \).

**Proof.** The proof amounts to unfolding the definitions. First note that, by definition, \( \xi = x + \delta \xi \) and \( \zeta = x + \delta \zeta \) are the elements of \( D_\delta(x) \) defining \( \overline{\xi} \) and \( \overline{\zeta} \) respectively. Next, uniform differentiability implies \((\bowtie) f(x + \delta \xi) = f(x) + L(\delta \xi - \overline{\xi}) + o(\delta(\overline{\xi} - \overline{\zeta})) \). But recall that \( f_x^\delta(\overline{\xi}) \) is defined by the relation \( f(x + \delta \xi) = f(x) + \delta f_x^\delta(\overline{\xi}) \) and similarly for \( f_x^\delta(\overline{\zeta}) \). Substituting these into \((\bowtie)\) we have the expression \( f(x) + \delta f_x^\delta(\overline{\xi}) = f(x) + \delta f_x^\delta(\overline{\xi}) + \delta L(\overline{\xi} - \overline{\zeta}) + o(\delta(\overline{\xi} - \overline{\zeta})) \) and the result follows. (Note that we used \( o(v) = o(\delta v) \).) \( \square \)

**Remark.** Let’s expand on the critical part of the last lemma. Before we dilate the behavior of \( f \) at \( x \), the best we can hope for is that the magnitude of the error term is a small standard fraction of the magnitude of the linear term. After \( f \) has been dilated at \( x \), i.e., when modeled as \( f_x^\delta \) on the magnification space \( Q_\delta^x \), the linear term is unchanged, e.g., of noninfinitesimal magnitude, but now the error term is infinitesimal. This improvement now allows a crude argument to prove this infinitesimal version of the theorem. Because of the invariance of this argument
with respect to the $\delta$ scale, overflow then allows us to pushes this into the standard world. Let us further note that in the world of scientific computing, it seems that a version of this fact has been known for more than a generation ago, see Berz \cite{Berz} for an explicit discussion and \cite{Tuck} for some dramatic examples.

Given this, we will prove a lemma that will give the neighborhood surjection part of the inverse mapping theorem. The result can be significantly sharpened, but as stated is sufficient for the proof of the following theorem. This lemma functions as the component of the proof of IFT where we must prove the map is open; this is the part of the usual proof that uses some machinery. On the other hand, our lemma is easily proved due to the greatly improved approximation as noted in the above remark. If $A \subset \mathbb{R}^n$ is internal, we will let $\overline{A}$ denote the *closure of $A$ in the transfer of the Euclidean topology.

**Lemma 2.2.** Suppose that internal $\nu : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is *continuous with $|\nu(x)| \ll |x|$ for $x \in \mathbb{R}^n \setminus B_d \triangleq \{x \in \mathbb{R}^n : |x| \leq d\}$ and in $d \in \mathbb{R}_+$ is arbitrary and fixed. Suppose an internal $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$ is defined such that $f(\xi) - f(\zeta) = \xi - \zeta + \nu (\xi - \zeta)$, eg., is almost linear. Then $\mathbb{R}^m \cap f(B_d)$ is *dense in *$\mathbb{R}^m$ and almost linear.

**Proof.** First note that it suffices to prove $f(B_d) \cap B_{d/2}$ is *dense in *$B_{d/2}$ as *transfer implies that $f(B_d)$ is *closed and so *$B_{d/2} \subset f(B_d)$ is *closed. Suppose that $S \supset f(B_d) \cap B_{d/2}$ is not *dense in *$B_{d/2}$. Then, by *compactness of $S$, there is $w_0 \in B_{d/2}$ and $v_0 \in S$ such that if $\zeta = w_0 - f(v_0)$, then $0 < v_0 \leq |\zeta| = *dist(S, w_0)$. So $f(v_0) + \zeta = w_0$ and therefore uniform differentiability implies that $f(v_0 + \zeta) = f(v_0) + \zeta + \nu(\zeta) = w_0 + \nu(\zeta)$, ie., $f(v_0 + \zeta) - w_0 = \nu(\zeta)$, a contradiction as $\nu(\zeta) = o(\zeta)$. Furthermore, $|\nu(x)| \ll |x|$ implies that $2|\xi - \zeta| > |f(\xi) - f(\zeta)| > |\xi - \zeta|/2$ which clearly implies $f$ is injective and $f^{-1}$ is S-continuous from which almost linearity follows by expanding $f^{-1} \circ f(\alpha \nu + \beta w)$ and using S-continuity of $f^{-1}$. \hfill \Box

The previous two lemmas, giving elementary properties of uniformly differentiable functions will allow an intuitive proof of the inverse mapping theorem. Essentially, we have verified the infinitesimal inverse mapping theorem in the spaces $Q^S_x$ and below we see how a routine overflow gets the standard theorem.

**Theorem 2.1** (Local Inverse Function Theorem). Suppose that $f : \mathbb{R}^m \rightarrow \mathbb{R}^m$ is uniformly differentiable at $x$ and that $df_x : T_x \mathbb{R}^m \rightarrow T_{f(x)} \mathbb{R}^m$ is a linear isomorphism. Then $f$ is a diffeomorphism at $x$; ie., a homeomorphism onto a neighborhood of $y$ and its inverse is differentiable at $y$ with differential $(df_y)^{-1}$. \hfill \Box

**Proof.** In this part of the proof, by precomposing with $df_x^{-1}$, we can assume that $df_x$ is the identity map. Let $0 < \delta \sim 0$ and note that by Lemma 2.1 we have that $f^{-1} : Q^S_x \rightarrow Q^S_y$ is uniformly differentiable with linear term the identity. Then using Lemma 2.2 we have that there is $0 < d \in \mathbb{R}$, independent of $\delta$, such that if $B_d \subset Q^S_x$ denotes the ball of radius $d$ centered at the origin, we have  \( (1_s) : f^{-1}(B_d) \supset B_d \). \( (2_s) : f^{-1} \) is $1 - 1$ on $B_d$ and \( (3_s) : |(f^{-1})^{-1}(\lambda) - (f^{-1})^{-1}(\eta)| \geq |\lambda - \eta|/2 \) for $\lambda, \eta \in f^{-1}(B_d)$. The statements $(1_s)$, $(2_s)$ and $(3_s)$ are internal and hold for each $0 < \delta \sim 0$. Therefore, by overflow we have that there is a standard $b > 0$ such that $(1_s), (2_s)$ and $(3_s)$ all hold. But, unraveling the definitions, recalling that the maps $\beta_\lambda$ are bijections for $0 < \delta \in \mathbb{R}$ and standard motions if $\delta \in \mathbb{R}$, we have that $(1_s)$
says that
\[ *f(x + b*B_d) = *f(x) + b*f_Bd(x) *B_d \]
\[ \supset *f(x) + b*B_{bd/2} \equiv *V, \]
and use reverse transfer. (2b) implies that \( f \) is 1 − 1 on \( V \) and the estimate (3b) implies that the standard map \((f_{bd})^{-1}\) is continuous on \( V \). Finally, if \( y = f(x) \), lemma 2.2 gives \((f^{-1})_{y}^\delta \) is almost linear with \( ^\gamma((f^{-1})_{y}^\delta) \) the identity for all \( \delta \in \mu(0)_+ \), so that corollary 1.1 implies that \( f^{-1} \) is differentiable at \( y \).

\[ \Box \]

**Remark.** Note that beyond the use of overflow, this argument is a gathering of simple infinitesimal information already exposed. In particular, a systematic use of the elementary machinery associated with the magnification spaces, eg., diagram 3 and lemma 2.1 allows one to prove differentiability of \( f^{-1} \) without calculations. Further, all other proofs of this result (except the nonstandard infinitesimal recursion proof of Cutland and Hanqiao, 5, and their proof is of the continuously differentiable implicit function theorem) use careful estimates and rely on a version of some contraction mapping theorem or an argument borrowed from its proof, especially when proving that the map is open. Our proof used crude order of magnitude arguments and a basic functorial machinery associated with magnification spaces. The magnification spaces and overflow make these much simpler arguments effective. Part of the purpose of this paper is to expose the possibilities of this approach. Also critical to this process is the two fold use of infinitesimal scaling. First, we blow up an infinitesimal scale to work within the given \( Q^\delta_x \), but then we use the infinitesimal scaling within the given fixed \( Q^\delta_x \) to establish the regularity properties there. This approach will be used with a bit more effort in the following section for the proof of the second order (singular) inverse mapping theorem although the machinery there is not as polished as the first order material in this section.

### 3. A SINGULAR SECOND ORDER INVERSE MAPPING THEOREM

#### 3.1. Perspective.
In the previous subsection, we used the following critical facts to give a transparent proof of the inverse mapping theorem. First: when viewing our mapping \( f \) as a mapping \( f^\delta_x \) on \( Q^\delta_x \), we found that the term following the linear term was infinitely smaller than the linear term on all of \( Q^\delta_x \), so that any regularity carried by the linear term was not disturbed by the remainder term; hence easy proofs that \( f^\delta_x \) had the regularity properties of the linear term. Second: this construction was independent of \( \delta \), eg., holding for all positive infinitesimal \( \delta \), and for each such \( \delta \), the statement of this regularity is an internal statement. This means that the set of \( \delta \)'s where the regularity statement holds is internal and contains the set of positive infinitesimals. Unwinding the consequences of overflow then finishes the proof of the standard inverse mapping theorem.

For the inverse mapping theorem, regularity of the (first nontrivial) linear term means linear isomorphism and so the inverse mapping theorem says that this regularity property of the linear term determines the regularity of our map \( f \) at \( x \); ie., \( f \) is "(locally) like a linear isomorphism", ie. a diffeomorphism. But if the first order term vanishes, what is regularity with respect to the second order term? The
best we can hope for the quadratic term is an appropriately differentiable homeomorphism near our point. Of course, our uniform differentiability hypothesis above makes no assumptions about regularity away from our point \( x \) and similarly the assumption below, differentiability to order 2 at \( x \) makes no such assumptions. So the best we can hope for our map \( f \) (now assumed to be differentiable to degree 2, see definition 3.1 below) is a (differentiable) homeomorphism from some neighborhood of \( x \) to a neighborhood of \( f(x) \). This is what we will prove below. Note that in the corollary following our theorem the results is placed in the context of map genericity, see [8].

Historically, there have been a variety of inverse mapping theorems (and implicit mapping theorems, which we don’t discuss; again see Krantz and Parks, [13]). Recent work that greatly generalize the classical continuously differentiable theorem mostly follow the insights of Clarke, [3], generally evolving out of the notion of the generalized Jacobian. As with the notion of generalized Jacobian, all of these approaches relate the approximate linear behavior (by generic linear maps) of a mapping at the germ of a point in its domain; see eg., Jetakumar and Luc, [11], for recent work along this line. (A notable exception is the work of Frankowska, [6] and her coworkers.) Our approach (as in the previous section) instead makes negligible the behaviors of higher order parts with respect to lower order parts on infinitesimal scales. Hence, their approach, although quite powerful, is limited to linearization perspectives. Our second result gives a quadratic regularity result that does not seem to be proveable within the aegis of their machinery. (Note that the significant work of Fukui, Kurdyka and Paunescu, [7], works within the framework of tame mappings, eg., their conditions contain restrictions for a neighborhood of a point.) In the conclusion we indicate how the approach here is only an introduction to a quite general nonstandard approach to such questions.

3.2. A singular second order inverse mapping theorem. A useful setting for our singular inverse mapping theorems is the set of differentiable maps of order \( k \) at a given point \( x \in \mathbb{R}^n \). Obviously differentiability of order 1 at a point is distinctively weaker than uniform differentiability. The fact that we will be using differentiability of degree greater than 1 gives us a uniform smoothness at a point analogous to uniform differentiability. Yet, as noted above, we will be assuming that the derivative is as singular (as a linear map) as possible at \( x \), ie., assuming that the derivative vanishes.

We will give a (nonstandard) infinitesimal definition as it will be sufficient for our purposes. Here, if \( v \in \mathbb{R}^n \), and \( j \in \mathbb{N} \), \( v^{(j)} \) will denote the \( j^{th} \) symmetric power of \( v \), ie., \( v \odot \cdots \odot v \in \odot^j \mathbb{R}^n \). (Our reference for the multilinear algebra is the text of Greub, [9].) If we have a positive definite norm \( |\cdot| \) on \( \mathbb{R}^n \), then one can check that this norm induces a norm on \( \odot^2 \mathbb{R}^n \) via the definition \( |v \odot w| = |v||w| \). We will use the transfer of these structures without mention and as in the following definition will often leave off *’s.

**Definition 3.1.** If \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( k \in \mathbb{N} \), we say that \( f \) is differentiable to degree \( k \) at \( x \) if there is \( L \in \text{End}(\mathbb{R}^n) \) and \( S \in \text{Hom}(\odot^j \mathbb{R}^n, \mathbb{R}^n) \) for \( j = 2, \ldots, k \), such that if \( \delta \in \mu(0)_+ \), and \( v \in \mathbb{R}^n \) with \( |v| = 1 \), we have

\[
(10) \quad f(x + \delta v) = f(x) + \delta L(v) + \delta^2 S^2(v^{(2)}) + \cdots + \delta^k S^k(v^{(k)}) + r^f_k(v)
\]

where \( r^f_k(v) = o(\delta^k) \).
Below we will often use the notation \( d^2 f \) for the quadratic term \( S^2 \), calling it the quadratic differential.

Note that we have absorbed the usual factorials into the definitions of the symmetric multilinear maps \( S^j \).

**Lemma 3.1.** If \( f : (\mathbb{R}^n, x) \to \mathbb{R}^n \) is differentiable to degree \( k \), \( k \in \mathbb{N} \), at \( x \), with expansion given above, then the remainder term \( \tau_k^j \) is *continuous at \( x \).

**Proof.** This is straightforward: it’s easy to see that \( f \) is differentiable implies that \( f \) is continuous at \( x \) and so \(*f\) is *continuous at \(*x\). But the \( S^j \)'s are in fact analytic and so their *dilations are *analytic and so *continuous.

We begin with a definition of the geometric regularity condition our quadratic singular inverse function theorem that Lemma 2.2 played in the proof the inverse function theorem. Note that it appears that the needed result (for this quadratic singular inverse function theorem that Lemma 2.2 played in the proof the inverse function theorem) does not seem to exist for this case) for a standard proof that should correspond to the contraction theorem argument for the regular inverse mapping theorem does not seem to exist for this singular quadratic situation. Unlike the method used here which is used for both the inverse mapping theorem of the previous section and the the singular theorem presented here; it seems a very different procedure will be needed for a standard proof of this singular case. Nevertheless, we believe that our proof of the following lemma is more complicated than it needs to be.

**Definition 3.2.** Let \( a, \bar{a}, c \in \mathbb{R} \) be arbitrary and fixed. Suppose that \( \mathcal{H} : *\mathbb{R}^n \to *\mathbb{R}^n \) is an internal map. Then we say that \( \mathcal{H} \) is \((c, \bar{a})\) quadratically regular at \( 0 \) for \( \delta \in \mu(0)_+ \) if \( \mathcal{H} \) is *continuous with \( \mathcal{H}(\delta \mathcal{B}_d(\xi)) \supset \delta \mathcal{B}_{cd^2}(\mathcal{H}(\xi)) \) for all \( d \in \mathbb{R}_+ \) with \( d < \bar{a} \) and \( |\xi| < *a \).

The following lemma will play the same role in the proof of the higher order singular inverse function theorem that Lemma 2.2 played in the proof the inverse function theorem. Note that it appears that the needed result (for this quadratic case) for a standard proof that should correspond to the contraction theorem argument for the regular inverse mapping theorem does not seem to exist for this singular quadratic situation. Unlike the method used here which is used for both the inverse mapping theorem of the previous section and the the singular theorem presented here; it seems a very different procedure will be needed for a standard proof of this singular case. Nevertheless, we believe that our proof of the following lemma is more complicated than it needs to be.

**Lemma 3.2.** Let \( a, \bar{a}, c \in \mathbb{R} \) be positive numbers and \( \delta \in \mu(0)_+ \). Suppose that \( \mathcal{H} : *\mathbb{R}^n \to *\mathbb{R}^n \) is internal, *continuous, injective and \((c, \bar{a})\) quadratically regular for \( \delta \) at \( 0 \). Suppose that \( f : *\mathbb{R}^n \to *\mathbb{R}^n \) is internal and satisfies \(|f(\xi) - f(\zeta)| = \mathcal{H}(\xi) - \mathcal{H}(\zeta) + \nu(\mathcal{H}(\xi) - \mathcal{H}(\zeta)) \) where \( \nu \) is internal, *continuous and satisfies \( \nu(\lambda) = o(|\lambda|) \). Given this, if \( 0 < d \in \mathbb{R} \) with \( d < \bar{a} \), then we have that \( f(*)B_d \subset \bigcup \{ f(*)B_{cd^2} \} \subset f(*)B_d \setminus f(*)B_{cd^2} \).

**Proof.** Let’s first verify the surjection assertion. As \( f \) is *continuous and \(*B_d \) is *closed, it suffices to show that \( \delta^*B_{cd^2/2} \cap f(*)B_d \) is *dense in \( \delta^*B_{cd^2/2} \). If not, then there is \( w_0 \in \delta^*B_{cd^2/2} \) and \( 0 < \rho_0 \in \mathbb{R} \) such that \(|\rho_0| = o(\delta d^2)\) as \( \delta(*)B_d \supset \delta^*B_{cd^2} \) and \( f(*)B_{cd^2} \) is *continuous at \( f(*)B_d \) with \( f(*)B_{cd^2} \) to be \( o(\delta d^2) \). Therefore, for some \( 0 < \epsilon < 0 \), we have \( \delta(*)B_{cd^2} \cap f(*)B_d \). Now, by hypothesis, \( \delta^*B_{cd^2}(0) \subset \mathcal{H}(\delta(*)B_{cd^2}(0)) - H(\delta(*)B_{cd^2}(0)) \) and so

\[
\delta^*B_{cd^2}(f(*)B_0) \subset f(*)B_0 + H(\delta(*)B_{cd^2}(0)) - H(\delta(*)B_{cd^2}(0)).
\]
But there is $\overline{y} \in \delta^* B_{cd^2}(\hat{f}(x_0))$ such that, for example
\begin{equation}
*\text{dist}(\overline{y}, w_0) < \rho_0 - \frac{\delta cd^2}{3}.
\end{equation}
And by \((\diamondsuit)\) there is a $\overline{y} \in *B_* (f_0)$ such that $f(f_0) + H(\overline{y}) = H(x_0) = \overline{y}$ and so
\begin{equation}
*\text{dist}(f(f_0) + H(\overline{y}) - H(x_0), w_0) + \frac{\delta cd^2}{3} < *\text{dist}(f(f_0), w_0).
\end{equation}
Now $\nu(H(\overline{y}) - H(x_0)) = o(\delta cd^2)$ and so $\delta cd^2 / 3 - |\nu(H(\overline{y}) - H(x_0))| > c\epsilon^2 / 4$; and so by the hypothesis on $f$
\begin{equation}
*\text{dist}(f(\overline{y}), w_0) = *\text{dist}(f(f_0) + H(\overline{y}) - H(x_0) + \nu(H(\overline{y}) - H(x_0)), w_0) < \rho_0 - \frac{\delta cd^2}{4},
\end{equation}
contradicting $*\text{dist}(f(\hat{f}B_d), w_0) = \rho_0$. Finally note that its clear that $f$ is one to one as $\xi \neq \zeta$ implies that $H(\xi) - H(\zeta) \neq 0$ and $\nu(H(\xi) - H(\zeta)) = o(H(\xi) - H(\zeta))$. \(\square\)

We now have the preliminaries required to prove the next result.

**Theorem 3.1.** Suppose that $f : (\mathbb{R}^n, x) \to \mathbb{R}^n$ is differentiable to order 2 at $x$ and that $df_x = 0$. Suppose that there are $c, d \in \mathbb{R}_+$ such that for $\delta \in \mu(0)_+$ and $*B_d = \{\xi \in Q^\delta_x : |\xi| < d\}$, we have that $\xi \in *B_d \Rightarrow \delta^2f_x(\xi, \xi) = (c, d)$ quadratically regular for $\delta$. Then $f$ is a homeomorphism from a neighborhood of $x$ onto a neighborhood of $f(x)$.

**Proof.** Suppose that $0 < \delta \sim 0$ is arbitrary and let $d \in \mathbb{R}$ be positive to be determined shortly. Now $f$ is uniformly differentiable to second order at $x$ means that we have for $\xi \in *\mathbb{R}^n$ with $|\xi| \leq d$ that $f(x + \delta \xi) = f(x) + \delta df_x(\xi) + \delta^2 df_x(\xi, \xi) + o(\delta^2 df_x(\xi, \xi))$ and so writing a similar expression for $f(x + \delta \zeta)$ for $|\zeta| \leq d$ also; and as $df_x = 0$, we get with some manipulation that
\begin{equation}
f_x^\delta(\xi) - f_x^\delta(\zeta) = \delta (d^2 f_x(\xi, \xi) - d^2 f_x(\zeta, \zeta)) + \nu(\delta d^2 f_x(\xi, \xi) - d^2 f_x(\zeta, \zeta))
\end{equation}
where by the hypothesis $\nu(\lambda) = o(|\lambda|)$ for $\lambda \in \mathbb{Q}_f(x)$. Here we have written $\xi, \zeta \in *B_d(0) \subset Q^\delta_x$ (the *transfer of the identification of $T_x \mathbb{R}^n$ with the corresponding vectors in $\mathbb{R}^n$ being implicit). Now Lemma 3.3 implies that the remainder ‘$\nu$’ term is *continuous. The hypothesis says that, for the given $c, d \in \mathbb{R}_+$, $\xi \mapsto H(\xi) = \delta d^2 f_x(\xi, \xi) : Q^\delta_x \to Q^\delta_f(x)$ satisfies the hypothesis of Lemma 3.2 for a given arbitrary $\delta \in \mu(0)_+$. So we can apply lemma 3.2 where $f(x)$ in that lemma is $f_x^\delta(\xi)$ satisfying expression [14] above. That is, for our given $c, d > 0$ in $\mathbb{R}_+$, we have a *neighborhood $U^\delta_0$ of 0 in $Q^\delta_f(x)$ such that the following holds:
\begin{equation}(expr_5)\quad f_x^\delta : *B_d^\delta(0) \to U^\delta_0 \supset *B_{cd^2}^\delta \text{ is a *homeomorphism onto } U^\delta_0\end{equation}
Now [expr_5] is an internal statement for each fixed $\delta$ and so the set $\mathcal{J} = \{\delta \in *\mathbb{R}_+ : expr_5 \text{ holds}\}$ is an internal set and by the above argument we know that $\mu_0(0) \cap \mathcal{J}$, and so e.g., $\overline{\mathcal{J}}$ contains a standard positive number $a$. That is, we have that $f_x^a$ maps $*B_d^a$ *homeomorphically (and hence homeomorphically as $f_x^a = f_x$ is standard when $a, x$ is standard) onto a neighborhood $U^a_0 \supset a^* B_{cd^2}^a$. \(\square\)
3.3. Relationship with transversality to Segre variety. It turns out that our quadratic regularity condition on $d^2 f_x$ can be expressed as a genericity condition (in the spirit of [3]) with respect to the Segre variety. This interpretation will be developed here. We begin with lemmas that situate the vanishing of the differential in the framework of the magnification spaces. Now $d^2 f_x$ is a symmetric bilinear map and is used above in the form $v \mapsto d^2 f_x(v, v)$. Hence, it is natural to consider a factorization of this operator via the following.

**Definition 3.3.** Let $p_2 : V \rightarrow V \otimes^2$ denote the map $v \mapsto v \otimes^2$. Let $S = S_2 \subset V \otimes^2$ denote the image of $p_2$.

The map $p_2$ will play the role as a universal factor for our singular maps that are second order regular. Note that $dp_{2,0} : T_0 V \rightarrow T_0 V \otimes^2$ is the zero map, but we have the following statement, of which all but the last part is commonly known, see Greub, [9].

**Lemma 3.3.** $S_2$ is a smooth $n$ dimensional submanifold of $V \otimes^2$ and $p_2$ is a homeomorphism of $V$ onto $S_2$ that is a diffeomorphism away from 0. Specifically, if $0 < d \leq 1$, then there is $0 < r, c \in \mathbb{R}$, with $r < d$, such that if $B_r(v) \subset B_d(0)$, then $p_2(B_r(v)) \supset B_{cr}(p_2(v))$.

**Proof.** We need to verify the last statement. If $v = 0$, the statement is clear; assume $v \neq 0$. Given this, note that the map $v + tw \mapsto (v_0 + tw) \otimes^2$ maps an $r$ ball on centered on $v_0$ into $B_{s2}(p_2(v)) \cap S_2$ and the differential of this map is just $dp_{2,v_0} : T_{v_0} V \rightarrow T_{p_2(v_0)} S_2$ which satisfies $dp_{2,v_0}(w) = \frac{1}{2}(v_0 + tw) \otimes^2 |_{t=0} = 2v_0 \otimes w$, i.e., is an isomorphism as $v_0 \neq 0$, i.e., and in fact if $|v| = r \leq 1$, $|dp_{2,v_0}(w)| = 2r|w|$, so that the image of the ball $B_r(0) \subset T_{v_0} V$ under $dp_{2,v_0}$ contains the ball $B_{s2}(0) \subset T_{p_2(v_0)} V \otimes^2$. But, transferring this and noting that for $0 < \delta \sim 0$, we have that $p_2(v_0 + \delta w) = p_2(v_0) + \delta dp_{2,v_0}(w) + o(\delta)$ so that $dp_{2,v_0}(B_\delta(0)) \supset B_{s2}(0)$ along with an argument similar to that in Lemma 22 gets that $p_2(B_\delta(v_0)) \supset B_{s2/2} (p_2(v_0))$. Overflow with respect to the parameter $\delta$ then gets this inclusion out to some standard value $\tau$ and choosing $r = \min \{\tau, s\}$ gets our conclusion. \hfill \Box

In the considerations for our singular inverse mapping theorem we will considering the relationship of the quadratic differential $d^2 f_0$ acting on $V \otimes^2$ which we will denote by $d^2 f_0$, i.e. as $d^2 f_0$ is symmetric bilinear, we are defining, as is typically done, eg., see [Greub], the linear map $d^2 f_0 : V \otimes^2 \rightarrow V$ by $d^2 f_0(v \otimes w) = d^2 f_0(v, w)$.

(Note here that as we are in a vector space setting, we are identifying tangent vectors at some point in $V$ with vectors in $V$, and so identifying $T_v V \otimes^2$ with $V \otimes^2$.) Let $K_2(f) < V \otimes^2$ denote the kernel of the linear map $d^2 f_0$. At this point we need to recall the notion of transversality. For an excellent treatment, see [3], our definition will be tailored to this context. Suppose that $M, P$ are finite dimensional smooth manifolds without boundary, $g : M \rightarrow P$ is a smooth map and $j : N \hookrightarrow P$ is the embedding map for a smooth submanifold $N$ of $P$.

**Definition 3.4.** We say that $g$ is transversal to $N$ if $g(M) \cap N$ is empty for $\dim(M) < \dim(N)$, or if for each $y = f(x) \in g(M) \cap N$, we have that

$$
\dim(dg_y(T_x M) \cap T_y N) = \dim(P) - \dim(N).
$$

This is written $g \cap N$. Intuitively, $dg(T M)$ must fill out the “normal space” to $N$ at intersection points.
Note that, again see [8], the fundamental theorem on transversality is the Thom Transversality Theorem (of which there are several versions). For us, this result says that, in say the $C^k$ topology, $k \in \mathbb{N}$ to be determined, on smooth maps $g : M \to P$, the set of $g$ that satisfy $g^* N$ are open and dense. Our situation has a twist in the sense that the map corresponding to $g$ will be the canonical embedding of $S$ and the submanifold $N$ (that is tacitly considered fixed) will be the kernel subspace $K_2(f)$ of $d^2 f_0$. That is, if $i_S : S \to V^{\otimes 2}$ is the inclusion map. Then, in the case that $df_x = 0$, we will consider the (generic) situation where $i_S \overline{\cap} K_2(f)$. At this point, we need the following lemma.

**Lemma 3.4.** Suppose that $f : (V, 0) \to (V, 0)$ is differentiable to order 2 at 0 with $df_0 = 0$, and suppose that $i_S \overline{\cap} K_2(f)$ (at 0). Then the map $v \mapsto H(v) = d^2 f_0(v, v) = d^2 f_0 \circ p^2(v)$ is a quadratic homeomorphism at 0. That is, there are positive $b, c \in \mathbb{R}$ such that we have that $H|B_0(0)$ is a homeomorphism onto a neighborhood of 0 and for all $0 < \delta \sim 0$ we have $H(B_0(0)) \supset B_{c \delta^2}(0)$. In particular, for any $\delta \in \mu(0)_+$, the internal map $H : \mathbb{V} \to \mathbb{V}$ given by $\xi \mapsto \delta H(\xi)$ is $(c, d)$ quadratically regular for $\delta$.

**Proof.** First of all, we will see that $i_S \overline{\cap} K_2(f)$ will imply that there is $0 < \tau \in \mathbb{R}$ such that if $B_\tau \subset V^{\otimes 2}$ denotes the metric ball in $V^{\otimes 2}$ of radius $\tau$, then $d^2 f_0|B_\tau \cap S$ is a diffeomorphism from $B_\tau \cap K_2(f)$ to a neighborhood of 0 in $V$. The inverse mapping theorem will imply this last assertion once one verifies that for $u \in S$ in some neighborhood of 0 in $V^{\otimes 2}$ we have that $d(d^2 f_0|S)_u$ is an isomorphism from $T_u S$ to $T_u V$ where $w = d^2 f(u)$. To simplify notation, let $A = d^2 f_0$, the linear map from $V^2$ to $V$. Given this, first note that as $A \circ i_S$ is smooth, then $A|S_2$ is a smooth map. But transversality along with a dimension count implies that $Imd(i_S)_0 \cap ker d A_0 = \{0\}$. At this point note that as we are working in the vector space $V$ and as $A$ is linear, if $v \in V^{\otimes 2}$, then writing $E_v = ker d A_v$, we have $E_v$ is just a parallel translate (by $v$) of the subspace $E_0$. That is, translation by $v \in V^{\otimes 2}$, $t_v : T_0 V^{\otimes 2} \to T_v V^{\otimes 2}$ is a (canonical) linear isomorphism such $v \mapsto t_v$ is continuous (even smooth, but this is not needed) and $t_v(E_v) = E_0$. But its a special case of a well known fact about differentiable submanifolds of a finite dimensional vector spaces that the map $g : v \in S \to t_v(T_v S) < T_0 V^{\otimes 2}$ is a continuous map to the Grassmann manifold of $k = dim S$ dimensional subspaces of $T_0 V^{\otimes 2}$. Given that the set of $k$ dimensional subspaces $W$ of $T_0 V^{\otimes 2}$ satisfying $W \cap E_0 = \{0\}$ is an open set $\tilde{U}$ (in this Grassmanninan), the continuity of $g$ implies that $\tilde{U} \supset g^{-1}(U \cap Im g)$ is open in $S$. But this just says that $ker d A_v|TS_v = \{0\}$ for all $v \in \tilde{U}$. So that we have that $H$ is the composition of a diffeomorphism and, by Lemma 3.3, a quadratic homeomorphism which is clearly a quadratic homeomorphism. (Of course, we will need to choose a new $c > 0$ to compensate for the linear distortions of the diffeomorphism.)

The previous work immediately implies the following genericity result for those ‘regular’ maps among those with vanishing derivative. One might compare this result with that of Phlein, [15], noting that our inverse mappings are generally not Lipschitz and also noting the relationship of transversality with stability of regularity under perturbation.

**Corollary 3.1.** Suppose that $f : (\mathbb{R}^n, x) \to \mathbb{R}^n$ is differentiable to order 2 at $x$ and that $df_x = 0$. Suppose that $i_{S^2} \overline{\cap} ker(d^2 f_x)$. Then $f$ is a homeomorphism from a neighborhood of $x$ onto a neighborhood of $f(x)$.
4. PERSPECTIVE: HIGHER ORDER MAGNIFICATION SPACES

First of all, the reader should see that at this point the analogous higher order results will hold via a similar argument as the second order. Some preliminary calculation are given below, but, more importantly from the author’s perspective, a general framework can be developed for mappings vanishing whose ‘lower order terms’ vanish along subspaces (or more general algebraic subsets); this will be developed in later papers. Furthermore, it seems that by restricting these functions to, eg. a locally embedded copy of the Levi-Civita field (see eg., Todorov and Wolf, [22]), we may have much more control over infinitesimals tests for local invertibility. On a historical note: it’s not inconceivable that Levi-Civita had something like this in mind, see Laugwitz, [14], eg., p119.

Let’s just give an idea of how to iterate the magnification space framework. Just as we introduced the magnification $^mR_{nes}$ modules $Q^δ_x$ of a δ neighborhood of $x \in R^m$, we can similarly magnify the almost $^mR_{nes}$ submodules of $Q^δ_x$. For example, if $ξ ∈ Q^δ_x$, then we have $D_ξ(ξ) ⊂ Q^δ_ξ$ and so can define $Q^δ_ξ(Q^δ_x)$ as the set $\{\frac{ξ+ξ}{ε} : ξ ∈ D_ξ(ξ)\}$. Note that this set is canonically isomorphic to $^mR_{nes}$ and that for $ξ ∈ ^nQ^δ_x$, ie., a standard point in $Q^δ_x$, $Q^δ_ξ(Q^δ_x)$ has well defined (second order?) standard points. For the second order expansion, we get

$$f(x + δξ + δ^2ρ) = f(x) + δf^δ_x(ξ) + δ^2((f^δ_x)^δ(ρ))$$

and similarly we get a third order expansion

$$f(x + δξ + δ^2ρ + δ^3λ) = f(x) + δf^δ_x(ξ) + δ^2((f^δ_x)^δ(ρ)) + δ^3((f^δ_x)^δ(ρ))$$

It seems clear at this point (although the author hasn’t written down all of the details) that higher order versions of the singular inverse mapping theorem of the previous section follow from arguments analogous to the proof of the quadratic theorem. For now, we will just write down the next higher order version of the formula [14]. For $ξ, ξ' ∈ Q^δ_0(Q^δ_0)$, we have

$$(f^δ_x)^δ(ξ) - (f^δ_{x'})^δ(ξ') = δ^2(d^3f_ξ(ξ, ξ, ξ) - d^3f_{x'}(ξ', ξ', ξ')) + δ^3o(d^3f_ξ(ξ, ξ, ξ) - d^3f_{x'}(ξ, ξ', ξ'))$$

This has the same general form as formula [14] and possibly the reader can see that a similar argument will work. This material will appear in later work.

Let’s end with some general remarks. We believe that it’s important to point out that this mode of orders of magnitude expansion is much more versatile than a Taylor expansion. For example, unlike the Taylor expansion, this expansion allows us to, at each successive expansion order, shift infinitesimally the center of expansion. Furthermore, this expansion is independent of choice of coordinates and actually exists on the nested sequence of infinitesimal balls. As we will see in a later paper, this sequence exists and is well defined on sufficiently differentiable manifolds, $M$, with metric (and independent of the choice of such). Note, in this, that we will see that almost linear structures exist on the $Q^δ_x ⊂ ^mM$. Further, it’s conceivable that such expansion with more general filtered orders of magnitude than integral powers of an infinitesimal could be useful.

Proof. This is a consequence of the previous result, lemma [5.4] and theorem [5.1]. □
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