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Abstract

To acquire a snapshot spectral image, coded aperture snapshot spectral imaging (CASSI) is proposed. A core problem of the CASSI system is to recover the reliable and fine underlying 3D spectral cube from the 2D measurement. By alternately solving a data subproblem and a prior subproblem, deep unfolding methods achieve good performance. However, in the data subproblem, the used sensing matrix is ill-suited for the real degradation process due to the device errors caused by phase aberration, distortion; in the prior subproblem, it is important to design a suitable model to jointly exploit both spatial and spectral priors. In this paper, we propose a Residual Degradation Learning Unfolding Framework (RDLUF), which bridges the gap between the sensing matrix and the degradation process. Moreover, a MixS^2 Transformer is designed via mixing priors across spectral and spatial to strengthen the spectral-spatial representation capability. Finally, plugging the MixS^2 Transformer into the RDLUF leads to an end-to-end trainable neural network RDLUF-MixS^2. Experimental results establish the superior performance of the proposed method over existing ones. Code is available: https://github.com/ShawnDong98/RDLUF_MixS2

1. Introduction

With the application of coded aperture snapshot spectral imaging (CASSI) [1, 22, 30, 34], it has become feasible to acquire a spectral image using a coded aperture and dispersive elements to modulate the spectral scene. By capturing a multiplexed 2D projection of the 3D data cube, CASSI technique provides an efficient approach for acquiring spectral data. Nonetheless, the reconstruction of an accurate and detailed 3D hyperspectral image (HSI) cube from the 2D measurements poses a fundamental challenge for the CASSI system.

Based on CASSI, various reconstruction techniques have been developed to reconstruct the 3D HSI cube from 2D measurements. These methods range from model-based techniques [15, 17, 18, 30, 33, 35, 38, 43], to end-to-end approaches [5, 13, 16, 22, 23], and deep unfolding methods [14, 31, 32]. Among them, deep unfolding methods have demonstrated superior performance by transferring conventional iterative optimization algorithms into a series of deep neural network (DNN) blocks. Typically, the deep unfolding methods tackle a data subproblem and a prior subproblem iteratively.

The data subproblem is highly related to the degradation process. The ways to acquire the degradation matrix in the data subproblem can be classified into two types, the first directly uses the sensing matrix as the degradation matrix [19, 21, 32] and the other learns the degradation matrix using a neural network [14, 24, 44]. However, since the sensing matrix is obtained from the equidistant lasers of different wavelengths on the sensor, it cannot reflect the device errors caused by phase aberration, distortion and alignment of the continuous spectrum. Thus, the earlier kind does not take into account the gap between the sensing matrix and the degradation process.
the degradation process. In the latter type, directly modeling the degradation process is challenging. Considering the challenge of optimizing the original, unreferenced mapping, it is preferable to focus on optimizing the residual mapping. Therefore, we explicitly model the degradation process as residual learning with reference to the sensing matrix.

For the prior subproblem, a denoiser is trained to represent the regularization term as a denoising problem in an implicit manner, typically implemented as an end-to-end neural network. Recently, Spectral-wise Multi-head Self-Attention (S-MSA) has been introduced to model long-range dependency in the spectral dimension. However, S-MSA may neglect spatial information that is crucial for generating high-quality HSI images, due to its implicit modeling of spatial dependency. To this end, the integration of Convolutional Neural Networks (CNNs) with S-MSA can provide an ideal solution as CNNs have the inductive bias of modeling local similarity, thus enhancing the spatial modeling capabilities of S-MSA. To achieve this, we propose a multiscale convolution branch that processes visual information at multiple scales and then aggregates it to enable simultaneous feature abstraction from different scales, thereby capturing more textures and details.

In this paper, we first unfold the Proximal Gradient Descent (PGD) algorithm under the framework of maximum a posteriori for HSI reconstruction. Then, we integrate the residual degradation learning strategy into the data subproblem of PGD, which brings the gap between the sensing matrix and the degradation process, leading to our Residual Degradation Learning Unfolding Framework (RDLUF). Secondly, a multiscale convolution called Lightweight Inception is combined with spectral self-attention in a parallel design to address the problem of weak spatial modeling ability of S-MSA. To provide complementary clues in the spectral and spatial branches, we propose a bi-directional interaction across branches, which enhance the modeling ability in spectral and spatial dimensions respectively, resulting in our Mixing priors across Spatial and Spectral (Mix$S^2$) Transformer. Finally, plugging the Mix$S^2$ Transformer into the RDLUF as the denoiser of the prior subproblem leads to an end-to-end trainable neural network RDLUF-Mix$S^2$. Equipped with the proposed techniques, RDLUF-Mix$S^2$ achieves state-of-the-art (SOTA) performance on HSI reconstruction, as shown in Fig. 1.

2. Related Work

2.1. Deep Unfolding HSI Reconstruction

Generally, when attempting to reconstruct HSI, model-based techniques [1, 10, 15, 18, 29, 30, 35, 38, 43] adopt a Bayesian perspective and cast it as an optimization problem of maximizing the posterior probability (MAP). The optimization algorithms commonly used are HQS [11], ADMM [4], and PGD [2]. Typically, such techniques disentangle the data fidelity and the regularization terms in the objective function, leading to an iterative procedure that alternates between solving a data subproblem and a prior subproblem.

The main idea of deep unfolding methods is that model-based iterative optimization algorithms can be implemented equivalently by a stack of recurrent DNN blocks. Such design was originally applied in deep plug-and-play methods [20, 26, 39, 41, 42], which utilize a trained denoiser to implicitly express the prior subproblem as a denoising problem. Inspired by plug-and-play, deep unfolding methods are trained end-to-end by jointly optimizing trainable denoisers for specific tasks. GAP-net [21] unfolds the generalized alternating projection algorithm and employs trained autoencoder-based denoisers. DGSMP [14] introduces an unfolding model estimation framework, which leverages the learned Gaussian scale mixture prior to improve model performance. These methods typically employ the sensing matrix as the degradation matrix or a neural network is utilized to learn the degradation matrix in the data subproblem.

2.2. Methods for Exploiting Spectral and Spatial Priors

Model-based approaches often utilize manually crafted priors such as the total variation prior [38]. On the other hand, sparse-based methods [15, 17, 30] rely on the assumption that HSIs exhibit sparse representations and use $\ell_1$ sparsity to regularize the solution. In addition to that, non-local based techniques [18, 35, 43] take into account the strong long-range dependency among HSI pixels to achieve more accurate results.

Previous researchers have utilized end-to-end neural networks to leverage data-driven priors, as demonstrated in [31, 32]. CNN-based methods exhibit powerful local similarity modeling capabilities. λ-net [23] reconstructs the HSIs via a two-step process. In [22], TSA-Net is proposed to exploit spatial-spectral correlation. Despite their effectiveness in some tasks, CNN-based techniques may have limitations in identifying non-local similarities as a result of their inductive biases. To address these shortcomings, transformer-based methods have been proposed, such as [5, 16]. These methods utilize multi-head self-attention mechanisms to model the long-range spatial and spectral dependency in HSIs. For instance, S-MSA in MST [5] computes dependency across spectral to generate an attention map that encodes global context implicitly. However, this approach may lead to a loss of significant spatial information related to textures and structures, which is crucial in generating high-quality HSI images.

3. Method

3.1. Problem Formulation

The degradation of CASSI system [1, 30] can be attributed to various factors, including the physical mask, dispersive prism, and 2D imaging sensor. The physical mask, denoted by $M \in \mathbb{R}^{H \times W}$, acts as a modulator for the HSI.
signal $X \in \mathbb{R}^{H \times W \times N_\lambda}$, thereby enabling the representation of the $n_\lambda^{th}$ wavelength of the modulated image:

$$
X'_{n_\lambda} = M \odot X_{n_\lambda},
$$

(1)

where $\odot$ represents the element-wise product. Consequently, the modulated HSI $X'$ are shifted during the dispersion process, which can be expressed as:

$$
X''(h, w, n_\lambda) = X'(h, w + d_{n_\lambda}, n_\lambda),
$$

(2)

where $X'' \in \mathbb{R}^{H \times (W+d_{n_\lambda}) \times N_\lambda}$, $d_{n_\lambda}$ represents the shifted distance of the $n_\lambda^{th}$ wavelength. At last, the imaging sensor captures the shifted image into a 2D measurement. This process can be formulated as follow:

$$
Y = \sum_{n_\lambda=1}^{N_\lambda} X''_{n_\lambda},
$$

(3)

the 3D HSI cube is degraded to 2D measurement $Y \in \mathbb{R}^{H \times (W+d_{n_\lambda})}$ after the sum operator, and the spatial dimensions increased as the dispersion process. As such, considering the measurement noise, the matrix-vector form of Eq. 3 can be formulated as:

$$
y = \Phi x + n,
$$

(4)

where $x$ is the original HSI, $y$ is the degraded measurement, $\Phi$ is the sensing matrix, generally consider it as all the degraded operators (Eq. (1, 2, 3)), and $n$ represents the additive noise. HSI restoration aims to recover the high-quality image $x$ from its degraded measurement $y$, which is typically an ill-posed problem.

Model-based methods (e.g., [1, 10, 15, 18, 29, 30, 35, 38, 43]) usually formulate HSI reconstruction as a Bayesian problem, solving Eq. (4) under a unified MAP framework:

$$
\hat{x} = \arg \max_{x} \log P(x \mid y) = \arg \max_{x} \log P(y \mid x) + \log P(x),
$$

(5)

where $\log P(y \mid x)$ and $\log P(x)$ represent the data fidelity and the regularization term, respectively. The data fidelity term is usually defined as an $\ell_2$ norm, expressing Eq. (5) as the following energy function:

$$
\hat{x} = \arg \min_{x} \frac{1}{2} \|y - \Phi x\|^2_2 + \lambda J(x).
$$

(6)

The PGD algorithm approximatively expresses Eq. (6) as an iterative convergence problem through the following iterative function:

$$
\hat{x}^k = \arg \min_{x} \frac{1}{2\rho} \|x - (\hat{x}^{k-1} - \rho \Phi^T (\Phi \hat{x}^{k-1} - y))\|^2_2 + \lambda J(x),
$$

(7)

where $\hat{x}^k$ refers to the output of the $k$-th iteration, $\rho$ is the step size. Mathematically, the red part of the above function is a gradient descent operation and the blue part can be solved by the proximal operator $\text{prox}_{\lambda,J}$. Thus, it leads to a data subproblem and a prior subproblem, i.e., gradient descent (Eq. (8a)) and proximal mapping (Eq. (8b)):

$$
v^k = \hat{x}^{k-1} - \rho \Phi^T (\Phi \hat{x}^{k-1} - y),
$$

(8a)

$$
\hat{x}^k = \text{prox}_{\lambda,J}(v^k).
$$

(8b)

The PGD algorithm iteratively updates $v^k$ and $\hat{x}^k$ until convergence. The model-based algorithms mainly suffer from two issues in the CASSI system. Firstly, since the sensing matrix is obtained from the equidistant lasers of different wavelengths on the sensor, it cannot reflect the device errors caused by phase aberration, distortion and alignment of the continuous spectrum. Therefore, there exist the gap between the sensing matrix and the degradation matrix that used in the data subproblem. Secondly, the handcrafted priors have to tweak parameters manually, resulting in limited representation abilities in addition to the slow reconstruction speed. To address these issues, we unfold the PGD algorithm by DNNs and integrate residual degradation learning into the gradient descent step.

### 3.2. Residual Degradation Learning Unfolding Framework

The whole architecture of the proposed RDLUF is presented in Fig. 2 (a), which is an unfolding framework of the PGD algorithm based on DNNs. Our RDLUF is composed of several repeated stages. Each stage contains a Residual Degradation Learning Gradient Descent (RDLGD) module and a Proximal Mapping (PM) module, corresponding to the gradient descent (Eq. (8a)) and the proximal mapping (Eq. (8b)) in an iteration step of the PGD algorithm, respectively. Additionally, there is a stage interaction between two stages to rich features and stable optimization in a spatial adaptive normalization manner.

**Residual Degradation Learning Gradient Descent.** In a snapshot compressive imaging system, since the sensing matrix is obtained from the equidistant lasers of different wavelengths on the sensor, it cannot reflect the device errors caused by phase aberration, distortion and alignment of the continuous spectrum. Therefore, there exists the gap between the sensing matrix $\Phi$ and the degradation matrix $\hat{\Phi}$. Previous methods proposed learning the degradation matrix using a neural network. However, it is challenging to directly model the degradation process. It is easier to optimize the residual mapping than to optimize the original, unreferenced mapping. Therefore, instead of directly learning the degradation matrix, we propose the RDLGD module to estimate the residual between the sensing matrix $\Phi$ and the degradation matrix $\hat{\Phi}$ from the compressed measurement $y$ and the sensing matrix $\Phi$. The RDLGD’s architecture is shown in Fig. 2 (c), which is consist of several Degradation Learning Convolution Blocks (DLCBs). The DLCB is
Figure 2. Our proposed RDLUF comprises $K$ stages (iterations). \textit{DConv} denotes the depth-wise convolution. RDLGD calculates the degradation matrix $\hat{\Phi}$ by utilizing compressed data $y$ and sensing matrix $\Phi$, and executes the gradient descent with a learnable step size parameter $\rho_k$. There is a stage interaction between stages.

illustrated in Fig. 2 (d). The degradation matrix can be calculated as $\hat{\Phi} = \Phi + \mathcal{R}(y, \hat{\Phi})$, where $\mathcal{R}$ represents the several cascaded DLCB, $y$ is the compressed measurement, $\Phi$ is the sensing matrix.

Therefore, the gradient descent step in our proposed RDLUF can be expressed as:

$$v_k = \frac{1}{k} - \rho_k \hat{\Phi}^\top (\hat{\Phi} \frac{1}{k} - y), \quad (9)$$

where $\rho$ is a learnable parameter, $k$ represents the number of stage.

\textbf{Proximal Mapping.} For the solution of Eq. (8b), it is known that, from a Bayesian perspective, it corresponds to a denoising problem [7, 39]. In this context, we have designed the Mix$S^2$ Transformer as the PM module, which effectively mixes priors across spectral and spatial, as presented in Fig. 3 (a). More details will be illustrated in the next section.

\textbf{Stage Interaction.} To reduce the loss of information, enrich the features of each stage and ease the network optimization procedure, we propose the stage interaction module, which generates modulation parameters from the previous stage features to normalize the current stage features in a spatial adaptive normalization manner [24, 25]. More details can be found in Appendix.

3.3. Mixing priors across Spectral and Spatial Transformer

In this section, we explain the proposed model Mix$S^2$ Transformer in detail.

\textbf{Network Architecture.} As shown in Fig. 3 (a), the Mix$S^2$ Transformer adopts a U-shaped structure consists of several basic unit Mix$S^2$ blocks. There are up- and down-sampling modules between Mix$S^2$ blocks. We introduce the block interaction to reduce the loss of information caused by up- and down-sampling operations. Different scale features are interpolated to the same scale in block interaction. Firstly, the Mix$S^2$ Transformer uses a Conv$3 \times 3$ to map $v_k$ into shallow features $X_0 \in \mathbb{R}^{H \times \hat{W} \times C}$, where $\hat{W} = W + d_{N_k}$. Secondly, $X_0$ passes through all the Mix$S^2$ blocks and block interactions to be embedded into deep features $X_d \in \mathbb{R}^{H \times W \times C}$. Finally, a Conv$3 \times 3$ operates on $X_d$ to generate the denoised image $x_k$.

\textbf{Mixing priors across Spectral and Spatial Block.} The most important component of the Mix$S^2$ Transformer is the Mix$S^2$ block as shown in Fig. 3 (b), which consists of two layer normalization, a spectral self-attention branch and a lightweight inception branch in a parallel design with a bi-directional interaction, and a gated-Dconv feed-forward network [40] that is detailed in Fig. 3 (e). The up- and down-sampling modules are both a Conv$3 \times 3$ and a bi-linear interpolation with different scale factors. The details of the spectral self-attention branch, the lightweight inception branch, and the bi-directional interaction are described following.

\textbf{Spectral Self-Attention Branch.} The spectral self-attention branch is following [40], which query($Q$), key($K$) and value($V$) are embedded with a Conv$1 \times 1$ and a DConv$3 \times 3$ different from [5]. The key component of the spectral self-attention branch is S-MSA. Fig. 3 (c) shows the spectral self-attention branch. The input $X_{in} \in \mathbb{R}^{H \times W \times C}$ is first embedded, yielding $Q = W_d^{Q}W_p^{Q}X$, $K = W_d^{K}W_p^{K}X$ and $V = W_d^{V}W_p^{V}X$. Where $W_p^{( \cdot )}$ is the
Figure 3. Diagram of the MixS$^2$ Transformer. (a) MixS$^2$ Transformer adopts a U-shaped structure with block interactions. (b) The basic unit of the MixS$^2$ Transformer, MixS$^2$ block. (c) The structure of the spectral self-attention branch. (d) The structure of the lightweight inception branch. (e) The components of the gated-Dconv feed-forward network (GDFN).

$\text{Conv} \times 1$ and $W^{(1)}_d$ is the $D\text{Conv} \times 3 \times 3$. Next, the S-MSA reshapes the query and key projections such that their dot-product interaction generates a transposed attention map $A$ of size $\mathbb{R}^{C \times C}$. Overall, the S-MSA process is defined as:

$$X = W_p \text{Attention}(Q, K, V),$$
$$\text{Attention}(Q, K, V) = V\text{Softmax}(KQ/\alpha),$$

where $Q \in \mathbb{R}^{HW \times C}$, $K \in \mathbb{R}^{C \times HW}$, and $V \in \mathbb{R}^{HW \times C}$ matrices are obtained after reshaping tensors from the original size $\mathbb{R}^{H \times W \times C}$. Here, $\alpha$ is a learnable scaling parameter to control the magnitude of the dot product $K$ and $Q$ before applying the softmax function.

**Lightweight Inception Branch.** Corresponding to the multiscale convolution, the structure of the lightweight inception branch follows [27, 28], but the difference is that we use $D\text{Conv} \times 3$ instead of $\text{Conv} \times 3$, as illustrated in Fig. 3 (d). The visual information is processed at various scales and then aggregated so that the next layer can abstract features from different scales simultaneously and hence capture more textures and details.

![Figure 4](image-url)  
**Figure 4. Detailed design of the bi-directional interaction.** The spatial/spectral interaction provides spatial/spectral context extracted by Spectral Self-Attention/Lightweight Inception to the other path.

**Bi-directional Interaction.** Familiar with [8], we introduce the bi-directional interaction across spectral and spatial branches. For the spatial interaction, the output features of the lightweight interaction module pass through a $\text{Conv} \times 1$ with a sigmoid activation to get a spatial attention map, applying to the query(Q), key(K) and value(V) in a spatial attention manner. For the spectral interaction, the output features of the spectral self-attention module are
fed into a spectral attention module [12] to obtain a spectral attention weight, applying to the output features of the lightweight inception module in a spectral attention manner. More details are shown in Fig. 4.

4. Experiments

4.1. Experimental Settings

We conducted both simulation and real experiments by adopting 28 wavelengths ranging from 450 nm to 650 nm for HSIs. These wavelengths were derived through spectral interpolation manipulation, inspired by the approach used in previous works [5,14,22].

Simulation HSI Data. In our simulation experiment, we used two HSI datasets that are widely used in the field, including CAVE and KAIST [9,37]. The CAVE dataset comprises of 32 HSIs, with a spatial dimension of 512 × 512, while the KAIST dataset has 30 HSIs with a spatial dimension of 2704 × 3376. Following prior works [5,13,14,16,22], we used a real mask with a size of 256 × 256 during the training process. For the purpose of evaluation, we selected a total of 10 scenes from the KAIST dataset.

Real HSI Data. In our real experiment, we utilized the HSI dataset acquired through the SD-CASSI system proposed by [22]. This system captures real-world scenes using 28 wavelengths ranging from 450 to 650 nm and a 54-pixel dispersion. The spatial dimensions of the captured measurements are 660 × 714.

Evaluation Metrics. The performance of HSI restoration methods will be assessed through the application of performance measures such as PSNR and SSIM [36].

Implementation Details. The RDLUF-MixS² model was implemented using the PyTorch framework and trained using the Adam optimizer with hyperparameters $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The training process was performed for a total of 300 epochs using the cosine annealing scheduler with a linear warm-up. The values of the learning rate and the batch size were configured as $2 \times 10^{-4}$ and 1, respectively. During training, 3D HSI datasets were randomly cropped to generate patches of size $256 \times 256 \times 28$ and $660 \times 660 \times 28$, which were used as labels for the simulation and real experiments respectively. The dispersion shift steps were set to 2. Data augmentation techniques such as random flipping and rotation were employed. The objective of the model was to minimize the Charbonnier loss.

4.2. Quantitative Results

In our study, we performed a comprehensive comparative analysis of the proposed RDLUF-MixS² method and SOTA HSI restoration techniques. The techniques included three model-based methods (TwIST [3], GAP-TV [38], and DeSCI [18]), as well as seven deep learning-based methods (HSSP [31], DNU [32], DGSMP [14], HDNet [13], MST [5], CST [16], and DAUHST [6]). All the techniques were trained using the same datasets and evaluated under the same settings as DGSMP [14] to ensure fair comparisons. The effectiveness of different methods was evaluated based on the measures of PSNR and SSIM, and the corresponding outcomes for 10 simulated scenes are demonstrated in Table 1. It is noteworthy that while CNN-based and Transformer-based techniques exhibit superior performance than model-based methods, the proposed method surpasses them all. Compared to DGSMP [14], HDNet [13], MST-L [5], CST-L² [16] and DAUHST-9stg [6], the proposed method with 9stage achieves improvements over these methods, which are 6.94 dB, 5.23 dB, 4.39 dB, 3.45 dB and 1.21 dB on average, respectively. Additionally, the proposed method requires cheaper memory costs as shown in Fig. 1.

4.3. Qualitative Results

Simulation HSI Reconstruction. We provide a comparison of the proposed RDLUF-MixS² method for HSI reconstruction, using 4 of 28 spectral channels of Scene 5, with the simulation results obtained from seven SOTA approaches. As illustrated in Fig. 5, our method produces visually smoother and cleaner textures, while preserving the spatial information of the homogeneous regions. The results demonstrate that our method is effective in generating high-quality HSIs with improved texture characteristics and spatial information preservation. Specifically, our approach leverages the spectral self-attention branch and the multi-scale convolution branch to effectively model long-range dependency and enhance the ability to capture detailed textures respectively. Furthermore, we conducted an evaluation to verify the spectral consistency of our approach by comparing the spectral density curves of the reconstructed areas to the ground truth. As illustrated in the bottom-left of Fig. 5, our method achieved the highest correlation coefficient, which highlights the effectiveness of our residual degradation learning strategy.

Real HSI Reconstruction. To conduct real experiments, we retrain our model on the CAVE [37] and KAIST [9] datasets and test on real measurements, following the settings of previous works [5,14,16,22]. To simulate real measurement conditions, we introduced 11-bit shot noise during the training process. As shown in Fig. 6, we compared the reconstructed images of two real scenes (4 of 28 spectral channels of Scene 3 and Scene 4) using our RDLUF-MixS² method and seven SOTA approaches. Our model achieves competitive results with SOTA methods. In Scene 3, the proposed method is able to restore more texture and detail, especially in the cactus areole area. In Scene 4, the proposed method restores the clearer right eye than other methods. Unfortunately, we find that some artifacts were introduced in the real results. This suggests that there are some challenges involved in transferring the trained network from simulated data to real data. As part of future work, we aim to analyze the factors contributing to the artifacts and devise effective measures to mitigate their impact.
Table 1. The PSNR (upper entry in each cell) in dB and SSIM (lower entry in each cell) results of the test methods on 10 scenes. RDLUF-MixS² significantly surpasses other competitors.
Figure 6. Real HSI reconstruction comparison of Scene 3 and Scene 4. 4 out of 28 spectra are randomly selected.

Figure 7. The results of the reconstruction, the visualizations of $\Phi$, the residual $R(y, \Phi)$, and the corrected $\hat{\Phi}$ are presented. Please note that the visualizations are normalized and the residual response is actually small.

Table 2. Break-down ablation studies of every component.

| Number of stages | PSNR   | SSIM  |
|------------------|--------|-------|
| Baseline(Spectral Branch) | 36.49  | 0.950 |
| 1 + Residual Degradation Learning | 37.10 (+0.61) | 0.955 |
| 2 + Spatial Branch | 37.30 (+0.20) | 0.958 |
| 3 + Bi-directional Interaction | 37.41 (+0.11) | 0.959 |
| 4 + Block Interaction | 37.50 (+0.09) | 0.961 |
| 5 + Stage Interaction | 37.56 (+0.06) | 0.963 |

Table 3. Ablation of number of stages. * notes all parameters is independent.

| Number of stages | PSNR   | SSIM  |
|------------------|--------|-------|
| 3                | 37.56  | 0.963 |
| 5                | 38.59  | 0.969 |
| 7                | 39.35  | 0.973 |
| 9                | 39.57  | 0.974 |
| 9*               | 39.03  | 0.971 |

5. Conclusion and Limitation

In this paper, we first propose the RDLUF, which bridges the gap between the sensing matrix and the degradation process. Then, to strengthen the spectral-spatial representation capability in HSI, a Mix$S^2$ Transformer is designed via mixing priors across spectral and spatial. Finally, plugging the Mix$S^2$ Transformer into the RDLUF leads to an end-to-end trainable neural network RDLUF-Mix$S^2$. The proposed method is demonstrated to outperform existing SOTA algorithms on simulation datasets and achieves comparable results to prior works on real datasets.

Although the proposed method achieves a large margin improvement in simulation data, the artifacts in real data suggest that transferring the trained network from simulation to real data could be a challenge. Besides, with the introduction of the convolution branch, more computational complexity is also included. Therefore, we will analyze the causes of the artifacts and make corrections and exploit some efficient implementations in future research.
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