Two temperature Ising Model
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We introduce a two-temperature Ising model as a prototype of superstatistic critical phenomena. The model is described by two temperatures \((T_1, T_2)\) in zero magnetic field. To predict the phase diagram and numerically estimate the exponents, we develop Metropolis and Swendsen-Wang Monte Carlo method. We observe that there is a non-trivial critical line, separating ordered and disordered phases. We propose an analytic equation for the critical line in the phase diagram. Our numerical estimation of the critical exponents illustrates that all points on the critical line belong to the ordinary Ising universality class.
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I. INTRODUCTION

What is the impact of the fluctuations in macroscopic parameters like the temperature (as a long-standing problem) in the physical systems, and especially in the thermodynamics and statistical physics? Although the fluctuations in temperature brings the system to out-of-equilibrium phenomena, some concepts of equilibrium thermodynamics can be employed for studying them. Superstatistics as a systematic way of handling such fluctuations is an example. The superstatistics cannot be defined uniquely, in general terms, however, it is called the statistics of the statistics of ordinary Boltzmann factor \(\exp(-\beta E)\) (\(\beta\) and \(E\) being the usual inverse temperature and the energy), whose parameters have relations with the fluctuations of thermodynamic quantities such as temperature [1]. In other words, superstatistics is a systematic way of handling the statistical systems with superpositions of various Boltzmann distributions [2]. It was propounded by Beck and Cohen [2, 3] with a primitive goal of modeling the non-Maxwell-Boltzmann statistical distributions in out-of-equilibrium complex systems. Actually the Tsallis statistics and also Levy distributions were earlier examples of superstatistics [4], for which it was shown that the nonextensivity is given by the fluctuations of the parameters of the usual exponential distributions.

The microscopic fluctuations (in the random friction forces) also was shown to lead the system with ordinary statistical mechanics to behave effectively according to more general nonextensive case. This might serve as the mechanism behind the fact that many physical systems with fluctuating temperature or energy dissipation rate are described by Tsallis statistics [5]. The superstatistics has been employed in many physical systems such as nuclear physics [4], turbulent fluids [5, 7], solar flares [S], ultra cold gases [9, 10] and quantum entanglement [11, 12].

The fluctuations in macroscopic parameters are assumed to be on a long time scale so that the system can temporarily reach local equilibrium [13]. A common approach in these systems is to equating the conditional probabilities to the probability measures of a system without fluctuation. Despite of a huge literature in the application of superstatistics in non-equilibrium systems [14-16], very little attention has been paid to superstatistic critical phenomena, i.e. superstatistics in statistical systems in the vicinity of critical point. More explicitly what is the effect of temperature fluctuations in statistical models, especially in the vicinity of the critical points? As an start to this research channel, which we call superstatistic critical phenomena (SCP), we consider two-dimensional Ising model with two temperatures \((T_1, T_2)\) with zero magnetic field. Our motivation for choosing the Ising model is that it is extensively used in statistical mechanics as a prototype of equilibrium system which undergoes non-trivial phase transition, the main one being order-disorder transition at a critical temperature \(T_c\) in the absence of magnetic field. Many interesting aspects of this model is known [17]. This involves the coexistence of percolation and magnetic phase transition [18], elastic backbone transition [19], equivalence to Schramm-Loewner evolution with \(\kappa = 2\) [20], probability measure of the order parameter [21], its relation to the free fermionic model [22, 23]. Also the Ising model has vastly been used as a partner on other combined statistical models. The example is the self-organization critically (SOC) on Ising percolation lattices [24, 25]. The Bak-Tang-Wiesenfeld (BTW) model, has been used to investigate the movement pattern of fluid in correlated porous media [29, 31], where the correlations in the porous media is modeled controlled by the Ising coupling constant and the artificial temperature. Also it is used to investigate the effect of correlated environmental disorder on critical behaviors of systems like loop-erased random walk (LERW) and self-avoiding walk (SAW) that it explain how polymers grow on correlated prose media [32, 33]. In light of the known properties of the Ising model, especially in the vicinity of the critical point, we are able to recover many aspects of the SCP.
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Here we consider a two-dimensional Ising model with fluctuating temperature described by a binary distribution. We develop Metropolis and also the Swendsen-Wang (SW) Monte-Carlo method for investigating the system numerically and analytically. We show that an order-disorder phase transition takes place over an extended line. By extracting various exponents, we illustrate that the universality class of all points on the critical line is consistent with the ordinary Ising universality class, indeed we see critical line with ordinary Ising universality class.

The paper is organized as follows: In the next section we introduce the problem with binary distribution. The model is introduced in this section, along with the Metropolis and SW algorithms. The numerical results are presented in Sec. III, were we explore the properties of the extended critical line. We close the paper by a conclusion.

II. THE CONSTRUCTION OF THE PROBLEM

The stationary probability density of an equilibrium system is described by the Boltzmann factors $\exp(-\beta E)$, where $\beta$ is the inverse of temperature and $E$ is the system energy. For out-of-equilibrium systems this law is replaced by other more sophisticated scenarios, ranging from Einstein’s relation of fluctuations to local equilibrium systems with temperature changing from place to place. For the latter case an averaged Boltzmann factor is defined as follows

$$ B(E) = \int_0^\infty f(\beta) e^{-\beta E} \, d\beta, \quad (1) $$

where $f(\beta)$ is superstatistical kernel, and $E$ is the total energy of the system in the respective microstate. Indeed it is the probability distribution of $\beta$ which reads:

$$ p(E) = \frac{1}{Z} B(E), \quad (2) $$

where,

$$ Z = \int_0^\infty B(E) \, dE, \quad (3) $$

The kernel is positive and normalized, i.e. $\int_0^\infty f(\beta) \, d\beta = 1$. For a fixed non-fluctuating temperature $\frac{1}{\beta_0}$, the kernel is $f(\beta) = \delta(\beta - \beta_0)$ and consequently $B(E)$ is an ordinary Boltzmann factor, where $\delta$ is Dirac delta function. Various superstatistical kernels have been investigated in [2] [35] [36].

The simplest generalization of Boltzmann factor is a system with two temperature, i.e. the system which fluctuates between two different discrete values of the temperature $\beta_1 = \frac{1}{T_1}$ and $\beta_2 = \frac{1}{T_2}$ with a same probability. The probability distribution of $\beta$ is given by

$$ f(\beta) = \frac{1}{2} \left[ \delta(\beta - \beta_1) + \delta(\beta - \beta_2) \right]. \quad (4) $$

The generalization of the above distribution to $n$ temperatures is straightforward. The important question here is how the properties of the model in hand is changed under this generalization. Using Eq. (1), a generalized Boltzmann factor is obtained which we call two-level Boltzmann factor (2LBF) as follows

$$ B(E) = \frac{1}{2} (e^{-\beta_1 E} + e^{-\beta_2 E}). \quad (5) $$

In the remaining of the paper we focus on the application of 2LBF on two-dimensional Ising model on a square lattice. The Ising Hamiltonian is defined as:

$$ H = -J \sum_{(i,j)} \sigma_i \sigma_j - h \sum_i \sigma_i, \quad (6) $$

where $J$ is the coupling constant, $h$ is the magnetic field (which is set to zero in this paper), $\sigma_i$ and $\sigma_j$ are the spins (with values $\pm 1$) at sites $i$ and $j$ respectively, and $(i, j)$ shows that the sites $i$ and $j$ are neighbors.

For investigating the Ising model with 2LBF, we first develop Metropolis Monte Carlo schemes to investigate the problem numerically. Under a single spin flip in the Ising model the total energy is changed to $E' = E + \delta E$, where $\delta E$ is the energy excess gained by the flip. Then according to the Metropolis method for a single temperature system, the probability of accepting this operation is

$$ p^{\text{single temperature}}(\beta_0) = e^{-\beta_0 E'} e^{-\beta_0 E} = e^{-\beta_0 \delta E}, \quad (7) $$

To generalize this for two temperature Ising model using the generalized Boltzmann factor in Eq. (5), we act the same as above, this time for 2LBFs ($B(E)$)

$$ p^{2LBF}(\beta_1, \beta_2) = \frac{B(E')}{B(E)} e^{-\beta_1 \delta E} e^{-\beta_2 \delta E} \quad (8) $$

which reduces to readily $p^{\text{single temperature}}(\beta_0)$ in the limit $\beta_1 = \beta_2 = \beta_0$. For simulations, one starts from a random spin configuration and in each step choose a site randomly and apply the flip with the probability

$$ p = \min[1, p^{2LBF}(\beta_1, \beta_2)]. \quad (9) $$

For each temperature couple $(T_1, T_2)$, this process continues until reaching stationary state in the energy landscape. Some example has been shown in Fig. (2).

The other method that we use is the SW algorithm, in which instead of a single spin flip, a cluster, namely
the Fortuin-Kasteleyn (FK) cluster \[37\], is chosen to be flipped \[33\]. To define FK clusters, let us define first the geometric spin cluster, which is the connected cluster formed by sites with the same spins. The FK cluster is obtained by link dilution between the neighboring sites in the geometric spin cluster. This dilution is performed in ordinary (single temperature) Ising system using the following probability for establishing the links between neighboring sites \(P_{\text{dilation}} = 1 - P_{\text{link}}\), where
\[
P_{\text{link}} = 1 - e^{-2\beta_0}.
\]
Eq. (10)

The overall process is just like the Metropolis method, i.e. one starts from a random configuration, and the Monte Carlo steps continues until reaching stationary state. The SW algorithm is more appropriate in the vicinity of the critical points, where the fluctuations rise, causing the problem of critical slowing down. Practically, for the Metropolis method it is more appropriate to start in the high temperature limit, and reduce the temperature slowly, whereas one can generate the samples at any given temperature using the SW algorithm. Now let us consider two-temperature case with 2LBF, where instead of Eq. (10) we propose the following probability of adding a spin to the cluster
\[
P_{\text{link}}^a = \frac{1 - e^{-2\beta_1}}{1 + e^{2(\beta_1 - \beta_2)}} + \frac{1 - e^{-2\beta_2}}{1 + e^{-2(\beta_1 - \beta_2)}},
\]
Eq. (11)

which is obtained by combining Eqs. 6 and 9. Its generalization for \(q\)-state \(n\)-temperature Potts model is presented in Appendix A. One can easily check that this probability, and the probability presented in Eq. 6 are not trivially related to the one-temperature counterparts. For example one might try to make connection with one-temperature system by fixing \(\beta_2\), and changing \(\beta_1\) leading the system to undergo an order-disorder transition. The probability measures are however very different from a one-temperature system in this case, meaning that one cannot define an effective temperature in one-temperature system with a well-defined Boltzmann factor equivalent to this 2LBF system, which makes the properties of the system different and non-trivial.

In this paper we applied both algorithms for comparison reasons. Some samples that were obtained using these algorithms are shown in Fig. 1 (using the Metropolis algorithm), and 2 (using the SW algorithm). We observed that this system undergoes an order-disorder transition which defines an extended critical line. Let us define \(T_4 \equiv (T_1^c, T_2^c)\) as the critical points that this transition takes place. In obtaining the phase diagram we fix one temperature (say \(T_2\)) and change the other one (\(T_1\)). We will see that there are three possibilities depending on the chosen value of \(T_2\): one may see zero, one and two transition points (see the following section). Let us define the transition points by \(T_1^{c|2}\) as the \(i\)th critical temperature for fixed \(T_2\), where depending on the imposed conditions there are zero, one (\(i \in \{1\}\)) or two (\(i \in \{1, 2\}\)) transition points. The measures/observables for detecting criticality and extracting exponents are the heat capacity
\[
C_v = N((E^2) - (E)^2),
\]
Eq. (12)

where \((\cdot)\) represents ensemble average. The other quantity is the Binders cumulant also known as the fourth-order cumulant
\[
U_4 = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2},
\]
Eq. (13)

where \(\langle m^4 \rangle\) is fourth moment of magnetization \((m \equiv \frac{1}{N} \sum_{i=1}^{N} s_i\) for each sample, and \(N = L^2\) is the number of sites in the sample) and \(\langle m^2 \rangle\) is second moment of the magnetization. It has been defined as the kurtosis of the order parameter. The phase transition point is usually identified comparing the behavior of \(U_4\) as a function of the temperature for different values of the system size \(L\).

Also the magnetic susceptibility which is defined by
\[
\chi = N((m^2) - (m)^2),
\]
Eq. (14)

is calculated in this work which is expected to diverge in a power-law fashion at the transition point for the ordinary Ising model.

### III. NUMERICAL RESULTS

In our simulations we fix \(T_2\), and run the program (for both Metropolis and SW algorithms) starting from high temperatures. The ensemble averages were done upon \(10^4\) samples. Before going to details, let us summarize the main results which facilitate reading the rest of the paper. The phase diagram is shown in Fig. 3 were the bold circles are the transition points obtained by simulations, and the black bold line is the interpolation between points to help eye. At \(T_2 = 0\), the system undergoes a continuous transition at \(T_1^c \approx 2.269\) as expected for the Ising model on the square lattice. Also one can distinguish a \(T_1 \leftrightarrow T_2\) symmetry in this phase diagram as expected. We see from this figure that in the \(T_2\) direction there is a highest point \(T_D \equiv (T_1^{c|2}, T_2^{c|2})\) (which we estimated them to be \(T_D = 1.270 \pm 0.003\) and \(T_D^{c|2} = 2.885 \pm 0.003\)) which separates the properties of the model. More precisely, when we fix \(T_2\), for \(T_2 < T_2^{c|2}\) (\(T_2^{c|2}\) being the critical temperature for ordinary two-dimensional Ising model) we have one second-order transition point for \(T_1\), and for \(T_2^{c|2} \leq T_2 < T_D\) we have two second-order transition points for \(T_1\), and for \(T_2 = T_D^{c|2}\) these two transition points merge so that we have one tricritical point for \(T_1\), and for \(T_2 > T_D^{c|2}\) there is no transition. In the remaining we characterize this transition. The same features are seen in terms of \(T_1\), i.e. if we increase \(T_2\) slowly from zero, the critical point
of \( \tau \) of fig. 4a, this function behaves logarithmically in terms of \( T \) phase transition at fixed temperature when \( T \) occur at \( T \) above we see that two second order phase transitions

\[ T_1 = 0.001 \] 
\[ T_2 = 2.50 \]

\[ T_1 \approx T_1^c \] 
\[ T_2 \approx 0.001 \] 
\[ T_1 = 1.50 \] 
\[ T_2 \approx T_1^c \]

\[ (a) \] T_2 = 2.50 , T_1 = 0.001 \] 
\[ (b) \] T_2 = 2.50 , T_1 \approx T_1^c \] 
\[ (c) \] T_2 = 2.50 , T_1 = 1.50 \] 
\[ (d) \] T_2 = 2.50 , T_1 \approx T_1^c \]

FIG. 1: (Color online): The Ising samples by SW algorithm in 256 \times 256 lattice size at fixed \( T_2 = 2.50 \) for four variant temperatures (\( T_1 \)). For all fixed temperatures between regular Ising critical temperature (\( T_c = 2.6918 \)) and \( T_D^\text{Ising} \) there are two critical point. White sites show spin up and blue shows spin down.

The results for the heat capacity are shown in figs. 4a and 4b at fixed \( T_2 = 2.50 \) \( \times \) \( T_1^\text{Ising} \) and \( T_2 = 0.50 \) \( \times \) \( T_1^\text{Ising} \) in terms of \( T_1 \) for various system sizes. As claimed above we see that two second order phase transitions occur at \( T_1^c = 2.015 \) \pm \( 0.005 \) and \( T_1^c = 0.630 \) \pm \( 0.005 \) when \( T_2 = 2.50 \) \( > \) \( T_1^\text{Ising} \) (fig. 4a), and a second-order phase transition at fixed temperature \( T_2 = 0.50 \) \(< \) \( T_c \) at \( T_1^c = 2.375 \) \pm \( 0.005 \) (fig. 4b). According to the inset of fig. 4a, this function behaves logarithmically in terms of \( \tau \) (\( \tau = T_1 - T_1^c \)), for \( T_1 > T_1^c \) and \( \tau = T_1^c - T_1 \) for \( T_1 < T_1^c \), so that the \( \alpha \) exponent in two case is zero the same as the regular Ising model. Fig. 4b shows similarly that \( \alpha \) exponent for \( T_2 = 0.50 \) is zero, ether for \( T_1 > T_1^c \) or \( T_1 < T_1^c \). For comparison two different simulation methods we have found the results for both SW and Metropolis Monte Carlo methods.

The Binder cumulant analysis is shown in Fig. 5a and Fig. 5b in terms of \( T_1 \) again in fixed \( T_2 = 2.50 \) and \( T_2 = 0.50 \) respectively. These figures confirm the results of heat capacity, i.e. two critical points are seen for fixed temperature \( T_2 = 2.50 \) at \( T_1^c = 2.020 \pm 0.005 \) and \( T_1^c = 0.634 \pm 0.005 \), and one critical point for \( T_2 = 0.50 \) at \( T_1^c = 2.380 \pm 0.005 \). In these figures solid line shows SW algorithm and symbols represent the Metropolis method.

The magnetic susceptibility is shown in figs. 6a and 6b for various system size in fixed \( T_2 = 2.50 \) and \( T_2 = 0.50 \) respectively where the similar results are obtained, i.e. \( T_1^c = 2.015 \) \pm \( 0.005 \) and \( T_1^c = 0.633 \pm 0.005 \) for he first case, and \( T_1^c = 2.375 \pm 0.005 \) for the latter case. Scaling hypothesis predicts that the maximum value of \( \chi \) at the transition point behaviors like \( \chi_{\text{max}} \sim L^{\gamma/\nu} \). The insets of Fig. 6 shows that \( \gamma/\nu = 1.75 \pm 0.01 \). It is equal to Ising critical exponent (\( \gamma/\nu = 7/4 \)). We observed that this is the case (for all exponents that we found in this paper) for all transition points for temperatures bellow \( T_D^\text{Ising} \).
tangent exponents. By tracking the behavior of this function in terms of $T_1$ and $L$ (for fixed $T_2$), one can extract the critical temperature $T_{c}^{1,2}$, as done in the fig. [7], in which for a best choose of $\beta/\nu$ all curves cross each other in a critical point, defined via the following scaling relation

$$m(\epsilon) = L^{-\beta/\nu}G_m(\epsilon L^{1/\nu}),$$

(15)

where $\epsilon \equiv \frac{T_2-T_{c}^{1,2}}{T_1}$, $G_m(x)$ is a scaling function with $G_m(x)|_{x \to \infty} \propto x^\beta$ and is analytic and finite as $x \to 0$. From this analysis we observe recover the above results for the critical temperatures. By plotting $\langle m \rangle L^{\beta/\nu}$ in terms of $T_1$, we find that $\beta/\nu = 0.13 \pm 0.02$ and also $\gamma/\nu = 1.74 \pm 0.01$ as is seen in fig. [8a] and system is unable to enter the ordered phase. When we go a bit above this point the system is always in the disordered phase as is shown in figs. [8a] and [9a], especially in the inset of Fig. [9a] we observe that the exponent of $\chi_{\text{max}}$ for this case is $\mu = 1.62 \pm 0.02$.

As be seen in Fig.[8a] and its inset in $T_D^{\text{Ising}}$ we only have one transition point (with the same exponents as other points, e.g. $\beta/\nu = 0.13 \pm 0.02$, and also $\gamma/\nu = 1.74 \pm 0.01$ as is seen in fig. [9a]) and system is unable to enter the ordered phase. When we go a bit above this point the system is always in the disordered phase as is shown in figs. [8a] and [9a] especially in the inset of Fig. [9a] we observe that the exponent of $\chi_{\text{max}}$ for this case is $\mu = 1.62 \pm 0.02$.

As the final point, let us discus about how one can understand the form of the transition line, i.e. Fig. [3] from an analytical point of view. To this end we compare the link probabilities of a single temperature Ising system (i.e. Eq. [10]) with the one for two-temperature system (i.e. Eq. [11]). The fact that all points in the critical line have the same properties as the Ising universality class, leads us to try finding an equivalent effective Ising system with an effective temperature $T_{\text{eff}}$, or equivalently $\beta_{\text{eff}} = 1/T_{\text{eff}}$. Since the critical properties of the Ising model in the vicinity of the critical point is reflected in the properties of the FK clusters, which itself depends on the value of $P_{\text{link}}$, for the equivalent system we try the following equality, i.e. Eqs. [10] and [11]

$$1 - e^{-2\beta_{\text{eff}}} = \frac{1 - e^{-2\beta_1}}{1 + e^{2(\beta_1-\beta_2)}} + \frac{1 - e^{-2\beta_2}}{1 + e^{-2(\beta_1-\beta_2)}}. \quad (16)$$

The real solution of this equation with respect to $\beta_{\text{eff}}$ is

$$\beta_{\text{eff}}(\beta_1, \beta_2) = \frac{1}{2} \left[ \log\left( \frac{e^{2\beta_1} + e^{2\beta_2}}{e^{2(\beta_1-\beta_2)} + e^{2(\beta_2-\beta_1)}} \right) \right]. \quad (17)$$

The contour plot of this solution is shown in Fig. [10a] in which the critical points that we found in this paper (blue bold circles) coincide with the contour line corresponding to $\beta_{\text{eff}}(\beta_1, \beta_2) = T_{c}^{\text{Ising}}$. On this line, the corresponding FK cluster becomes critical (showing fractal properties [37, 38]), undergoing a percolation transition, alongside with order-disorder transition. Our results above show that the effective system shows the properties of the Ising model, i.e. the same critical properties as the Ising universality class.

As a consistency check, we analyzed the crossing points of the left and right hand side of Eq. [17] in fig. [10a] where it is shown that for example when one sets $T_2 = T_D^{\text{Ising}}$ the curves cross each other at $T_1 = T_D^{\text{Ising}}$ as expected. The insets show two other situations. In upper inset of fig. [10a] for $T_2 = 0.50$ the crossing takes place in $T_1 = 2.376 = T_D^{\text{Ising}}$, just where we found the critical point, and also for $T_2 = 2.50$ two crossing points are found. For all temperature $T_2 > T_D^{\text{Ising}}$, the two graphs never cross.

IV. CONCLUSION

We as an example of superstatistic critical phenomena (SCP), we consider the Ising model with a distribution of temperature. This distribution was considered to be a binary one (with two temperatures $T_1$ and $T_2$) as the simplest generalization. This two-temperature Ising model was numerically simulated on square lattice with Monte Carlo method. We developed Metropolis and SW algorithms for this system using the analogy with one-temperature system, and also corresponding to two-level Boltzmann factor. We numerically showed that the system undergo an order-disorder transition which defines a critical line in $(T_1, T_2)$ phase space, see Fig. [3]. The critical points were found using the data collapse analysis, as well as the Binder’s cumulant method, which are consistent with the points that the heat capacity and the magnetic susceptibility show peak. For all temperature under $T_{c}^{\text{Ising}}$ (the critical temperature of the ordinary Ising system) one second-order phase transition was observed, whereas for $T_{c}^{\text{Ising}} < T_2 < T_D^{\text{Ising}}$ two second-order phase transition until was seen, and
for $T_2 > T_D^{\pm}$ no transition takes place. Our numerical estimation of the critical exponents corresponding to the heat capacity and magnetic susceptibility, and also the exponents of the order parameter (average magnetism) all illustrate that all points on the critical line belong to the ordinary Ising universality class.

To understand the structure of the critical line, we made an analogous effective system with a link probability $P_{\text{link}}(\beta_{\text{eff}})$ that is identical to the one for the binary temperature system, i.e. $P_{\text{link}}(\beta_1, \beta_2)$. Using this we obtained an analytical expression for the critical line, which matches perfectly with the numerical results, see fig. 10a. This study can be generalized to other more sophisticated distribution of temperature, and also the systems where the temperature is distributed throughout the system in such a way that each cell takes one fixed temperature. These form our ideas for further studying the superstatistic critical phenomena.

Appendix A: $n - \beta$ superposition

The Potts model is a generalization of the Ising model to more than two components ($q$-state). This system in addition to the theoretical aspect that it investigate critical properties in order-disorder phase transition [39]. It is also plausible to realize the Potts model in experi-
FIG. 6: (Color online): (a) Magnetic susceptibility ($\chi$) for various system size in fixed $T_2 = 2.50 > T_c$. Inset: $\chi_{\text{max}}$ in term of lattice size in which show $\gamma/\nu$ exponent (b) Magnetic susceptibility in fixed $T_2 = 0.50 < T_c$. Inset: $\chi_{\text{max}}$ in term of lattice size in which show $\gamma/\nu$ exponent. [Solid line represent SW algorithm and hollow marker is Metropolis method.]

FIG. 7: (Color online): (a) $\langle m \rangle L^{\beta/\nu}$ in terms of $T_1$ for various system sizes in fixed $T_2 = 2.50 > T_c$. inset : $\langle m \rangle \sim \tau^\beta$ in which $\beta = 0.13 \pm 0.05$. (b) $\langle m \rangle L^{\beta/\nu}$ in terms of $T_1$ for various system sizes in fixed $T_2 = 0.50 < T_c$. inset: $\langle m \rangle \sim \tau^\beta$ in which $\beta = 0.13 \pm 0.3$. [Solid line represent SW algorithm and hollow marker is Metropolis method.]

ments [40]. The Potts model is related to a number of other outstanding problem in lattice statistic like Vertex model [41], percolation($q = 1$ limit) [42], resistor network($q = 0$ limit) [43]. These are reasons to give motivate for investigate the Ising model in more general form and combination Potts model with superstatistic concept. In more general form of Ising model, in addition to $q - state$($q$ spin component) we add $n - temperature$ component with a same probability and propose $n$-state $n$-temperature Potts model.

Let us define The probability distribution of $\beta$ as follows:

$$f(\beta) = \frac{\delta(\beta - \beta_1) + \delta(\beta - \beta_2) + \ldots + \delta(\beta - \beta_n)}{n},$$ \hspace{1cm} (A1)

Using Eq.(1), a generalized $n$-level Boltzmann factor(nLBF) is obtained as follows:

$$B_n(E) = \frac{1}{n}(e^{-\beta_1 E} + e^{-\beta_2 E} + \ldots + e^{-\beta_n E}),$$ \hspace{1cm} (A2)

the changes in total energy due to the single spin flip is changed to $E' = E + \delta E$. According to Eq.8 for $p^{nLBF}(\beta_1, \beta_2, \ldots, \beta_n)$
We simplify the above equation

\[
p_{\text{LBF}}^{\beta_1, \beta_2, \ldots, \beta_n} \equiv \frac{B_n(E')}{B_n(E)} = \frac{e^{-\beta_1 E'} + e^{-\beta_2 E'} + \ldots + e^{-\beta_n E'}}{e^{-\beta_1 E} + e^{-\beta_2 E} + \ldots + e^{-\beta_n E}}.
\]  

(A3)

It is can be written in a series form as follows:

\[
p_{\text{LBF}}^{\beta_1, \beta_2, \ldots, \beta_n} = \sum_{i=1}^{n} \frac{e^{-\beta_i E}}{\sum_{j=1}^{n} e^{-\beta_j E}}.
\]  

(A5)
FIG. 10: (Color online): (a) Probability of adding a spin to the evolving cluster \((P_{\text{link}})\) in fixed \(T_2 = T_2^{\text{link}}\) in term of \(T_1\). Upper inset shows \(P_{\text{link}}\) in term of \(T_1\) for fixed \(T_2 = 0.50\) and bottom inset shows \(P_{\text{link}}\) in term of \(T_1\) for fixed \(T_2 = 2.50\). (b) Contour plot for Eq. (17) in \(N = 0\). The dash-line represent \(1/\beta = T\) and markers show critical points that we find in simulation.

At last in the SW algorithm:

\[
P_{\text{link}}^n = \sum_{i=1}^{n} \frac{1 - e^{-2\beta_i}}{\sum_{j=1}^{n} e^{(\beta_j - \beta_i)}}. \tag{A6}
\]

In this case we would have \(n\)-dimensional super-surface Ising universality class.
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