Convolutional encoder decoder network for the removal of coherent seismic noise
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Abstract

Seismologists often need to gather information about the subsurface structure of a location to determine if it is fit to be drilled for oil. However, there may be electrical noise in seismic data which is often removed by disregarding certain portions of the data with the use of a notch filter. Instead, we use a convolutional encoder decoder network to remove such noise by training the network to take the noisy shot record as input and remove the noise from the shot record as output. In this way, we retain important information about the data collected while still removing coherent noise in seismic data.
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1 Introduction

Seismic experiments are often used in oil and gas exploration to look for subsurface oil deposits. In a typical seismic experiment, sources and receivers are placed on the surface over a domain of interest. A wave propagates from a source location, interacts with the underlying discontinuities in the subsurface, and arrives back to the surface to be recorded by the receivers. These data are typically used to produce an image of the subsurface, which aims to show the underground geologic structure below the area of interest.

These datasets are often corrupted with ambient random background noise, but can also have coherent noise. The added noise can be difficult to remove, and can diminish the relative power of the signal of interest which contains the desired information about the subsurface structures. In this paper, we look at the problem of removing powerline, or electrical, noise from seismic data. When a receiver is placed near an electrical device which uses an alternating current, it oftentimes picks up a characteristic 60 Hz (or 50 Hz, depending on locality) sinusoid element. This sinusoid can cover up the signal from the seismic experiment, which contains the desired information about the subsurface structure. As such, it is best practice to remove this noise before further processing is done. Traditionally, since the noise has a narrow bandwidth, this is done by applying a notch filter where all the signal around 60 Hz is decimated. While this can successfully remove the powerline noise, it also removes valuable information from the signal of interest which is contained within the same bandwidth that is removed.

Our goal is to find a way of removing the characteristic 60 Hz powerline noise while still retaining the signal information at the 60 Hz band. Previous methods have looked at using various filters [5, 9], subtracting estimates of the noise from the data [1], and using randomized principal component analysis [8]. We take a different approach, and aim to do this using a convolutional encoder decoder network.

2 Data Generation

We create a dataset of flat, or “layer-cake”, velocity models, which consists of 2000 randomly generated 1024 × 256 images with layer velocities ranging from 1800 m/s to 5000 m/s and thickness ranging from 50 meters to 400 meters. The velocity values of the layers are sorted from least to greatest from top to bottom to account for the fact that subsurface velocity typically increases with depth. We put sources (shots) along the surface and spaced approximately 250 meters apart (specifically, we put sources at −500, −250, 0, 250, and 500 meters). For every velocity model generated, we run 5 different experiments and thus produce 5 different shot records—one for each source. We placed receivers across the surface 10 meters apart. These velocity models represent the velocity of the P-wave propagated through the subsurface at different locations of a 2D cross section of the subsurface. Note that these velocity models are in a layer-like format because of the fact that sediment is usually deposited as layers, and the speed of a P-wave has a different velocity when traveling through different types of rocks. An example of a velocity model is shown in Figure 1.
Figure 1: An example velocity model from our generated dataset. The colorbar on right depicts the velocity (in m/s) of P-wave propagation for the respective layer. The X at the top depicts an example location of a source at 250 meters, from which a single shot record is created.

From the 2,000 velocity models and 5 shots per velocity model, we create a dataset of 10,000 corresponding shot records, which we labeled RegShot. We then generate another dataset incorporating powerline noise randomly for all of the data in RegShot, which we labelled NoisyShot. The noise is added by randomly selecting between 3 and 6 traces for each shot gather, and adding a unique sinusoid $A \sin(2\pi f t + \phi)$ to each trace. Here, $A$ is randomly scaled to be within normal range based on the amplitude of the data, $f$ is 60 Hz, $t$ is time, and the phase $\phi$ is randomly chosen to be between 0 and $2\pi$. Our forward modeling, which generates our RegShot dataset with the input of a given velocity model and survey geometry, is generated using a fourth order finite difference scheme. We use a 25 Hz Ricker wavelet as our source, which is a standard wavelet used in exploration seismology. We use the data from NoisyShot as our input to the network, and the corresponding noise-free shot gather from RegShot is our desired truth image. Examples of images from the RegShot and NoisyShot datasets are pictured in Figure 2. The horizontal axis of the shot record is where the 256 receivers lie, and all 256 of their recordings of the P-wave together create the shot record. The vertical axis is the time in seconds.
3 Our Method

3.1 Pre-processing

We normalized our data using z-score normalization \([7]\). We found the mean and standard deviation of the distribution of all pixel values for all 10,000 shot records in the NoisyShot dataset and changed all pixel values as

\[
z = \frac{x - \mu}{\sigma}
\]

where \(\mu\) is the population mean of all the pixels of all the shot records in the NoisyShot dataset, \(\sigma\) is the population standard deviation of all of these pixel values, \(x\) is the original pixel value, and \(z\) represents the new pixel value after z-score normalization. We found the mean pixel value to be approximately \(7.55253202 \times 10^{-7}\) and the standard deviation of the pixel values to be approximately \(2.68891895\).

3.2 Network Structure

We used a convolutional encoder-decoder network to remove such coherent noise in the noisy shot records, as the convolution operation is translation invariant, which means that the detection of features in the shot record will not be affected by the position of the seismic wave. This is critical as we are using 5 sources for every velocity model, which results in 5 shot records which, in the case of solely horizontal layers, are
translations of one another. The network structure is summarized in Figure 3. We use two convolutional layers in the encoder and two deconvolutional layers in the decoder, as well as pooling layers and activation functions in between.

### 3.2.1 Encoder

First, we describe the encoder portion of our network, also known as the process of downsampling. The goal of the encoder is to reduce the dimensionality of the seismic data while trying to remove the coherent noise present in the data. The convolutional layers use convolution kernels to try and understand patterns in the data (features). A feature map is then created as the kernel convolves with the input data. The equation of the convolution operation for the two convolutional layers is

\[
F_k(x_{i,j}^l) = w_k^l x_{i,j}^l + b_k^l ,
\]

where we define a function \( F_k : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) which represents the value of the feature at the point \((i,j)\) of the \(k\)th feature map of the \(l\)th layer, \(w_k^l\) is the kernel of the \(k\)th filter of the \(l\)th layer, and \(b_k^l\) is the bias term of the \(k\)th filter of the \(l\)th layer of our encoder network [4]. We then introduce nonlinearity by using the ReLU activation function, which is given by the following piecewise function:

\[
\text{ReLU}(x) = \begin{cases} 
0 & x < 0 \\
\phantom{0}x & x \geq 0
\end{cases} .
\]

Finally, we use a max pooling layer, where we divide the input image into different regions (based on the size of our kernel) and we take the maximum feature value of each region. The two convolutional layers in the encoder have a \(3 \times 3\) kernel, with a padding of 1 and a stride of 1. We then use a max pooling layer, which has a kernel of dimension \(2 \times 2\) and a stride of 2.

### 3.2.2 Decoder

We describe the decoder portion of our network, also known as the process of upsampling. The goal of the decoder is to produce an image as close to the original image as possible without the added coherent noise. We use two deconvolutional layers as part of the decoder of our network, with the ReLU activation function in between. The two deconvolutional layers use transposed convolutions, which uses the transpose of the sparse matrix which is represented by the output of the convolutional layers. In this way, they preserve the connectivity pattern of the convolution and thus create as close of an image to the original as possible [3]. These layers have a kernel size of \(2 \times 2\) and a stride of 2.
3.3 Objective Function/Optimizer

We used a mean square error (MSE) loss function as our data largely consists of 0 values while having very large and very small values as part of the seismic wave propagation. Thus, since MSE loss penalizes outliers more than other loss functions such as mean absolute error (MAE), we chose to use MSE. Since the corrupting electrical noise is frequency dependent, analyzing the performance of the model in the frequency domain can provide a more complete picture of model performance. Because of this, we consider the performance of the model in the time and frequency domains. Our objective function is:

$$L(\hat{y}_i, y_i) = \sum_{i=1}^{N} \left[ \|\hat{y}_i - y_i\|^2_2 + \|\mathcal{F}(\hat{y}_i) - \mathcal{F}(y_i)\|^2_2 \right],$$

where we sum over all $N$ shot records in each of the 32 batches for the training and test data, $y_i$ is the set of pixel values from an image of the RegShot dataset (truth image), $\hat{y}_i$ is the set of pixel values from an image predicted by our network from an image of the NoisyShot dataset, and $\mathcal{F}$ is the Fourier Transform function. In other words, we are finding the average squared residual between the original dataset of clean shot records and our prediction for these clean shot records based on our network's performance on removing the coherent noise in the noisy shot records in the time and frequency domains. In addition, we ensured that all pixel values whose magnitude is under the value of machine epsilon (approximately $10^{-15}$) were set equal to 0 to ensure that there are no errors due to rounding performed by the model. Finally, we used the Adam optimizer as it has been a preferred optimizer for convolutional neural networks in the past [6].
3.4 Filtering Techniques

In order to increase the accuracy of our model in the frequency domain, we utilize a low-pass Butterworth filter [2], which smoothly removes all frequency information above a specified frequency value. Since there is no information in the input data in frequencies above 100 Hz, we set the cutoff frequency to be 100 Hz for the Butterworth filter so no additional information is added in higher frequencies during training.

A summary of the project pipeline is shown in Figure 4 below.

![Figure 4: The figure above depicts the full project pipeline. The velocity model is created with sources and receivers on the surface, a wave modeled by the Ricker wavelet is propagated through the subsurface, a clean and noisy shot gather are created from the wave propagation, and the noisy shot gather is passed through the 2D CNN which removes the electrical noise.](image)

4 Main Results

To test the validity of our network, we have plotted graphs of training loss and validation loss, which are shown in Figure 7. We split our dataset of 10,000 total noisy shot records from the NoisyShot dataset into 8000 shot records (80%) for the training data and 2000 shot records (20%) for the validation data.

We also examine the images before and after our denoising process. In Figure 5, we can see that the bottom shot record has coherent noise close to the peak of the seismic wave, which is one of the hardest scenarios in terms of removing coherent noise. However, the model still performs quite well, removing the coherent electrical noise while still retaining most of the important characteristics of the original shot record.
Figure 5: Two example datasets and their respective denoising results are shown (top and bottom rows). The original input noisy data (left), the denoised data (center), and the difference between the two, which is the removed noise (right) show the overall performance of the model is good at specifically identifying coherent seismic noise. However, a small portion of the shot record information is also removed.
Figure 6: Frequency spectra of model performance. The left graph is the frequency spectra of the original shot record, the middle graph is the frequency spectra of the shot record with added electrical noise, and the right graph is the frequency spectra of the shot record denoised by our model.

Figure 7: Plot of loss for training data and test data, where 80% of the 10,000 datasets were part of the training dataset and 20% were part of the test dataset.
5 Analysis

Our model removes coherent noise while retaining most of the characteristics of the original shot record, as shown in Figures 5 and 6. Note that even when the coherent noise source is located near the shot location, the model still removes the noise quite well. The images depicting the differences between the truth shot record (without coherent noise) and the predicted shot record from our model are mostly correct, with small differences near the top of the shot record. In fact, even when the coherent noise corrupting the top of the shot record near the source location, the difference in the same shot record without the noise and the predicted shot record from our model was small.

Our graph of training loss versus testing loss in Figure 7 demonstrates that neither overfitting nor underfitting occurred during our training process, as both the training and testing loss functions are decreasing at similar rates (for the most part) throughout the 1000 epochs. We were able to achieve a normalized average L1 loss of approximately $2.3798 \times 10^{-4}$ and a normalized average MSE loss of approximately $7.6384 \times 10^{-6}$. Given the large scale of our data ($1024 \times 256$) and that a significant portion of our data consists of pixel values that are very large (in magnitude), this loss is low enough for us to conclude that the model efficiently removed the majority of the coherent noise while still retaining important features of the shot record.

Finally, our graph of model performance in the frequency domain (as shown in Figure 6) demonstrates how well our model did as the entire spike of noise shown at 60 Hz was removed by our model. After applying the low-pass Butterworth filter upon this denoised shot record, we were able to retain most of the characteristics of the original shot record in the frequency domain while also completely removing the 60 Hz electrical noise.

6 Further Works

Though our model performs quite well, it can be improved to perform on different types of velocity models such as those with faults, folds, or salt. Another promising idea is to use sparse dictionary learning, which may allow for further interpretation of the underlying processes that separate the signal from the coherent noise. Finally, we would like to explore using adaptive coefficients in the model’s loss function to prioritize either the frequency or time domains for optimal performance.
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