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1. Introduction

Let $X_1, \ldots, X_n$ be independent random variables with values in $\mathcal{X}$ and $\mathcal{F}$ be a class of real-valued functions on $\mathcal{X}$. For a function $f : \mathcal{X} \to \mathbb{R}$, we denote its empirical measure by $P_n f := \sum_{i=1}^n f(X_i)/n$ and its theoretical measure by $P f := \sum_{i=1}^n \mathbb{E} f(X_i)/n$ (assuming it exists). Furthermore, we let $\|f\|_n^2 := P_n f^2$ and $\|f\|^2 := P f^2$ (again assuming it exists). We call $\|f\|_n$ the empirical norm of the function $f$ and $\|f\|$ its theoretical norm. We review some results concerning the uniform (over $\mathcal{F}$) convergence of $\| \cdot \|_n$ to $\| \cdot \|$. As example, we consider the case $\mathcal{X} = \mathbb{R}^p$ (with $p$ possibly large) and $\mathcal{F}$ is a class of additive functions $f(x_1, \ldots, x_p) = \sum_{k=1}^p f_0(x_k)$ with $f_0$ in a given class of functions $\mathcal{F}_0$ on $\mathbb{R}$ (Theorem 2.3). We extend the results to uniform convergence of the empirical measure of products of functions. The latter will be an important tool for statistical theory for causal inference. As intermediate step we show convergence of the least squares estimator when the model is wrong.

In Theorem 2.1 we present results from [12] and [5] and in Theorem 2.2 we compare these with more classical approaches using e.g. the contraction inequality. The extension to inner products is given in Theorem 3.1. The latter
can be used in statistical applications where functions from different smoothness classes are estimated (for example in an additive model).

We pay some special attention to the linear case, i.e. the case where \( F \) is (a subset of) a linear space. For isotropic distributions the uniform convergence of \( \| \cdot \|_n \) to \( \| \cdot \| \) over linear functions is well developed. We refer to \([1]\) and with sub-Gaussian random vectors to \([24, 16]\) and \([26]\). We will not require isotropic distributions but instead consider possibly anisotropic but bounded random variables. We present results from \([5]\) and \([26]\) which are based on \([12]\) or a similar approach. Theorems 4.1 and 4.2 are essentially in \([5]\) and \([26]\). We compare the bound with a Bernstein type inequality for random matrices as given in \([3]\).

Uniform convergence of empirical norms and inner products has numerous statistical applications. This study is motivated by some questions arising in the structural equations model for causal inference. Let us briefly sketch the problem. Consider having observed an \( n \times p \) matrix data matrix \( X \) with i.i.d. rows. We assume the structural equations model

\[
X_{1,j} = f_j^0 \left( \text{parents}(X_{1,j}) \right) + \epsilon_{1,j}, \quad j = 1, \ldots, p.
\]

Here, \( \text{parents}(X_{1,j}) \) is a subset of \( \{X_{1,k}\}_{k \neq j}, \epsilon_{1,j}, \ldots, \epsilon_{1,p} \) are independent Gaussian noise terms, \( \epsilon_{1,j} \) is independent of \( \text{parents}(X_{1,j}) \) and \( f_j^0 \) is the regression of \( X_{1,j} \) on its parents \( (j = 1, \ldots, p) \). For a directed acyclic graph (DAG) there exists a permutation \( \pi^0 := (\pi_1^0, \ldots, \pi_p^0) \) of \( \{1, \ldots, p\} \) such that for all \( j \) the parents of \( X_{1,\pi_j^0} \) are \( \{X_{1,\pi_1^0}, \ldots, X_{1,\pi_{j-1}^0}\} \) or a subset thereof, with the convention that for \( j = 1 \), the parental set is the empty set. The permutation \( \pi_0 \) is not unique, and we let \( \Pi_0 \) be the class of permutations with this parental structure.

If for each \( j \) the set of parents of \( X_{1,j} \) in the DAG were known, the problem is a standard (nonparametric) multiple regression problem. However, the parental structure, i.e. the class \( \Pi_0 \) is not known and hence has to be estimated from the data. Let \( \Pi \) the class of all \( p! \) permutations of \( \{1, \ldots, p\} \) and \( \{F_j\}_{j=1}^p \) be given classes of regression functions. Here, \( F_j \) is a collection of functions of \( j - 1 \) variables \( (j = 1, \ldots, p) \). We use the short hand notation: for each \( i, j \) and \( \pi \)

\[
f_j(X_i, \pi) := f_j(X_{i,\pi_1}, \ldots, X_{i,\pi_j-1}),
\]

with the above convention for \( j = 1 \), and for each \( j \) and \( \pi \)

\[
\|X_{\pi_j} - f_j(\pi)\|_n^2 := \sum_{i=1}^n (X_{i,\pi_j} - f_j(X_i, \pi))^2 / n.
\]

We consider the estimator

\[
\hat{\pi} \in \arg\min_{\pi \in \Pi} \sum_{j=1}^p \log \left( \|X_{\pi_j} - \hat{f}_j(\pi)\|_n \right)
\]

where, for each \( j \), \( \hat{f}_j(\pi) \) is the least squares estimator

\[
\hat{f}_j(\pi) := \arg \min_{f_j \in F_j} \|X_{\pi_j} - f_j(\pi)\|_n.
\]
This estimator is proposed by [8], where consistency results, algorithms and simulations are presented. We further develop the theory using the refined inequalities from [12] and [3]. We show in Theorem 6.1 that this estimator is consistent under various scenarios: \( \mathbb{P}(\hat{\pi} \notin \Pi_0) \) converges to zero. An important assumption here is an identifiability assumption: see Condition 6.1. This excludes the Gaussian linear structural equations model where \( X_{1,j} \) depends linearly on its parents. We will instead model each \( f_j \in \mathcal{F}_j \) as being an additive non-linear function

\[
f_j(x_1, \ldots, x_{j-1}) = \sum_{k=1}^{j-1} f_{k,j}(x_k),
\]

where each \( f_{k,j} \) belongs to a given class \( \mathcal{F}_0 \) of real-valued functions on \( \mathbb{R} \).

We consider several cases. The results can be found in Theorem 6.1. They are a consequence of uniform convergence of empirical norms of a class of additive functions as given in Theorem 2.3 which may be of independent interest. Let us summarize the findings here.

In the first two cases, the class \( \mathcal{F}_0 \) is assumed to have finite entropy integral for the supremum norm. We then derive consistency when \( p^4 = o(n) \). Under additional assumptions this can be relaxed to \( p^{3-(1-\alpha)^2} = o(n) \), where \( 0 < \alpha < 1 \) is a measure of the “smoothness” of the class \( \mathcal{F}_0 \).

An important special case is where \( \mathcal{F}_0 \) is a class of linear functions. Each \( \hat{f}_{k,j} \) is then a linear combination of functions in a given dictionary \( \{\psi_r\}_{r=1}^N \):

\[
\hat{f}_{k,j}(x_k) = \sum_{r=1}^N \beta_{r,k,j} \psi_r(x_k).
\]

In other words, the dependence of a variable (index \( j \)) on one of its parents (index \( k \)) is then modelled as a linear combination of certain features (index \( r \)) of this parent. We assume the dictionary to be bounded in supremum norm.

If \( \mathcal{F}_0 \) is the signed convex hull of the functions \( \{\psi_r\}_{r=1}^N \) we obtain consistency when \( p^2 \log N \log^2 n = o(n) \). The latter situation covers for example the case where \( \mathcal{F}_0 \) is a collection of functions with total variation bounded by a fixed constant.

Under certain eigenvalue conditions we find that \( pN^2 \log n = o(n) \) also yields consistency.

Finally, if \( \mathcal{F}_0 \) can be approximated by linear functions in a space of dimension \( N \) with bias of order \( N^{-1/(2\alpha)} \), then consistency follows from \( p^{1+4\alpha} \log n = o(n) \).

The paper [8] shows consistency for the case \( p \) fixed (the low-dimensional case). It also has theoretical results for the high-dimensional case, but for a restricted estimator where it is assumed that \( X_{1,j} \) has only a few parents and a superset of the parents parents(\( X_{1,j} \)) is known or can be estimated (\( j = 1, \ldots, p \)). This superset then is required to be small.

The paper is organized as follows. In Sections 2 and 3 we study a generic class of functions \( \mathcal{F} \) satisfying some \( \| \cdot \| \) and \( \| \cdot \|_\infty \)-bounds. We present the uniform convergence for empirical norms in Section 2, with main example in Subsection 2.5.
Section 3 looks at empirical inner products of functions in different “smoothness” classes. Subsection 3.2 illustrates the results by considering two classes of functions satisfying different entropy conditions. In many applications one also needs uniform convergence of inner products with a sub-Gaussian (instead of bounded) random variable. Therefore we briefly review this case as well in Subsection 3.3.

Section 4 applies the theory to a class of linear functions and Section 5 studies linear regression when the model is wrong. Section 6 contains the main application: estimation of the order in a directed acyclic graph. Section 7 concludes. Section 8 presents the technical tools and Section 9 contains the proofs.

Throughout $\mathcal{C}_0$, $\mathcal{C}_1$, $\mathcal{C}_2$, ... and $c_0$, $c_1$, $c_2$, ... are universal constants, not the same at each appearance.

2. Bounds for the empirical norm

For a subset $S$ of a metric space $(\Lambda, d)$ and constant $u > 0$ the $u$-covering number $N(u, S, d)$ is defined as the minimum number of balls with radius $u$ necessary to cover $S$, i.e.

$$N(u, S, d) := \min \left\{ N : \exists s_1, \ldots, s_N \text{ such that } \sup_{s \in S} \min_{1 \leq j \leq N} d(s, s_j) \leq u \right\}.$$  

The entropy of $S$ is $H(\cdot, S, d) := \log N(\cdot, S, d)$. If $d$ is a metric induced by some norm, say $\tau$, we write $N(\cdot, S, \tau)$ ($H(\cdot, S, \tau)$) for the covering numbers (entropy).

2.1. Entropy and entropy integrals

For a real-valued function $f$ on $\mathcal{X}$ we let its supremum norm restricted to the sample be

$$\|f\|_{n, \infty} := \max_{1 \leq i \leq n} |f(X_i)|$$

and we let $H(u, \mathcal{F}, \| \cdot \|_{n, \infty})$ be the entropy of $(\mathcal{F}, \| \cdot \|_{n, \infty})$. We further define for $z > 0$

$$J_{\infty}^2(z, \mathcal{F}) := C_0^2 \inf_{\delta > 0} \mathbb{E} \left[ z \int_0^1 \sqrt{H(uz/2, \mathcal{F}, \| \cdot \|_{n, \infty})} du + \sqrt{n\delta z} \right]^2 \quad (2.1)$$

where the constant $C_0$ is taken as in Theorem 8.3 (Dudley’s Theorem). We can without loss of generality assume the integral exists (replace the entropy by a continuous upper bound). The subscript $\infty$ here refers to the fact that we are considering $\ell_\infty$-norms.

We also consider uniform $\ell_2$-entropies, defined as follows. Let $\mathcal{A}_n$ be the set of all configurations $A_n$ of $n$ (possibly non-distinct) points within the support of $P$. For $A_n \in \mathcal{A}_n$ and $f$ a real-valued function on $\mathcal{X}$ we let

$$\|f\|_{A_n}^2 := \sum_{x \in A_n} f^2(x)/n.$$
Note that $\| f \|_n = \| f \|_X$ where $X$ is the random sample $X := \{ X_1, \ldots, X_n \}$. For a class $\mathcal{F}$ of functions on $X$, we let

$$\mathcal{H}(\cdot, \mathcal{F}) := \sup_{A_n \in \mathcal{A}_n} \mathcal{H}(\cdot, \mathcal{F}, \| \cdot \|_{A_n})$$

and

$$\mathcal{J}_0(z, \mathcal{F}) := C_0 z \int_0^1 \sqrt{\mathcal{H}(uz/2, \mathcal{F})} du, \quad z > 0. \quad (2.2)$$

The calligraphic symbol $\mathcal{J}$ indicates that instead of random entropies we consider the maximum entropy over all possible configurations of (at most) $n$ points. Apart from this and from considering $\ell_2$-entropy instead of $\ell_\infty$-entropy we moreover implicitly assume that the entropy integral converges and use $\mathcal{J}_0$ with subscript 0 to indicate this. The reason for taking 0 as lower-integrant is that $v \mapsto \mathcal{J}_0(\sqrt{v}, \mathcal{F})$ is a concave function. We will see this to be useful in Theorem 2.2 in view of Jensen’s inequality.

Finally, for $A_n \in \mathcal{A}_n$ and $f$ a real-valued function on $X$ we let

$$\| f \|_{A_n, \infty} := \max_{x \in A_n} | f(x) |.$$

Note that $\| f \|_{n, \infty} = \| f \|_{X, \infty}$ where $X$ is the sample $X := \{ X_1, \ldots, X_n \}$. For a class $\mathcal{F}$ of functions on $X$ we set

$$\mathcal{H}_\infty(\cdot, \mathcal{F}) := \sup_{A_n \in \mathcal{A}_n} \mathcal{H}(\cdot, \mathcal{F}, \| \cdot \|_{A_n, \infty}).$$

We furthermore define for $z > 0$

$$\mathcal{J}_\infty(z, \mathcal{F}) := C_0 \inf_{\delta > 0} \left[ z \int_{\delta/4}^1 \sqrt{\mathcal{H}_\infty(uz/2, \mathcal{F})} du + \sqrt{n \delta} z \right]. \quad (2.3)$$

By the definition of $\mathcal{J}_\infty$ (see (2.1)) $\mathcal{J}_\infty(z, \mathcal{F}) \leq \mathcal{J}_0(z, \mathcal{F})$. We use the calligraphic symbol $\mathcal{J}_\infty$ with subscript $\infty$ here to indicate that the maximal $\ell_\infty$-entropy over all possible configurations of (at most) $n$ points is used.

**Example 2.1.** For real-valued functions $g$ and $h$ with common domain, we use the notation $g \asymp h$ if $g/h$ and $h/g$ are bounded in sup-norm by a constant not depending on $n$. Let $X := \mathbb{R}$ and let $\mathcal{F}$ be the class of all increasing functions $f : \mathbb{R} \rightarrow [0, 1]$. Then from [7]

$$\mathcal{H}(u, \mathcal{F}) \asymp \frac{1}{u}, \quad u > 0,$$

whereas by [31]

$$\mathcal{H}_\infty(u, \mathcal{F}) \asymp \frac{\log n}{u}, \quad u > 0.$$

It follows that $\mathcal{J}_0(z) \asymp \sqrt{z}$ and $\mathcal{J}_\infty(z) \asymp \sqrt{z \log n}$. We further note that $\mathcal{F}$ endowed with the metric induced by the supremum norm $\| \cdot \|_\infty$ does not have a finite entropy.
2.2. Bounds using $\ell_\infty$-norms

The following theorem follows from [12]. Recall the definition (2.1) of $J_\infty$.

**Theorem 2.1.** Let
\[ R := \sup_{f \in \mathcal{F}} \| f \|, \quad K := \sup_{f \in \mathcal{F}} \| f \|_\infty, \quad \hat{R} := \sup_{f \in \mathcal{F}} \| f \|_n. \]

Then
\[
E\left( \sup_{f \in \mathcal{F}} \left| \frac{\| f \|^2_n - \| f \|^2}{C_1} \right| \right) \leq 2J_\infty(K, \mathcal{F})R/\sqrt{n} + 4J^2_\infty(K, \mathcal{F})/n.
\]

Moreover, for all $t > 0$, with probability at least $1 - \exp[-t]$
\[
\sup_{f \in \mathcal{F}} \left| \frac{\| f \|^2_n - \| f \|^2}{C_1} \right| \leq \frac{2RJ_\infty(K, \mathcal{F}) + RK\sqrt{t}}{\sqrt{n}} + \frac{4J^2_\infty(K, \mathcal{F}) + K^2t}{n}
\]
where the constant $C_1$ is as in Theorem 8.4 (a deviation inequality).

As by-product of the proof, we find
\[
\sqrt{E\hat{R}^2} \leq R + 2J_\infty(K, \mathcal{F})/\sqrt{n}.
\]

Actually, in [12] the entropy integral related quantity $J_\infty$ is replaced by a more general quantity coming from generic chaining.

2.3. Bounds using $\ell_2$-norms

In Theorem 2.2 below, we reverse the role of $R$ and $K$ as compared to Theorem 2.1. The result is well-known, it follows from contraction inequality [15] or from a direct argument. See also [11]. Recall the definition (2.2) of $J_0$. For an increasing convex function $G : [0, \infty) \to [0, \infty)$ with $G(0) = 0$ the convex conjugate $H$ is defined as
\[ H(v) := \sup_{u \geq 0} \{ uv - G(u) \}, \quad v \geq 0. \]

**Theorem 2.2.** Let
\[ R := \sup_{f \in \mathcal{F}} \| f \|, \quad K := \sup_{f \in \mathcal{F}} \| f \|_\infty, \quad \hat{R} := \sup_{f \in \mathcal{F}} \| f \|_n. \]

Let for $z > 0$, $G^{-1}(z^2) := J_0(z, \mathcal{F})$ and let $H$ be the convex conjugate of $G$. Assume that $R^2 \geq H(4K/\sqrt{n})$. Then
\[
E\left( \sup_{f \in \mathcal{F}} \left| \frac{\| f \|^2_n - \| f \|^2}{\sqrt{n}} \right| \right) \leq \frac{2KJ_0(2R, \mathcal{F})}{\sqrt{n}}.
\]
Moreover, for $R^2 \geq H(4K/\sqrt{n})$ and all $t > 0$
\[ P\left( \sup_{f \in F} \left\| f \right\|_n^2 - \left\| f \right\|_2^2 \bigg/ C_1 \geq \frac{2KJ_0(2R,F) + KR\sqrt{t}}{\sqrt{n}} + \frac{K^2t}{n} \right) \leq \exp[-t] \]
where the constant $C_1$ is as in Theorem 8.4.

As by-product of the proof, we find
\[ E\hat{R}^2 \leq 4R^2. \]

2.4. The scaling phenomenon

As said, the essential difference between Theorems 2.1 and 2.2 is that the roles of $K$ and $R$ are reversed, instead of $RJ_\infty(K,F)$ we are dealing with $KJ_0(R,F)$. In some situations $J_\infty(K,F)/K$ behaves as a constant whereas $J_0(R,F)/R$ decreases in $R$. Let us illustrate this here. Let $F_1$ be a class of functions, uniformly $\| \cdot \|_\infty$-bounded by 1, and consider for $R \leq 1$ the localized class
\[ F(R) := \{ f \in F_1 : \| f \| \leq R \}. \]
Suppose that
\[ \sup_{f \in F_1(R)} \| f \|_\infty \asymp 1, \quad 0 < R \leq 1 \]
and for some $0 < \alpha < 1$
\[ J_\infty(z,F_1(R)) \asymp J_0(z,F_1(R)) \asymp z^1-\alpha, \quad z > 0, \quad 0 < R \leq 1. \]
These assumptions say that the local class $F(R)$ behaves like the global class $F_1$ as far as supremum norm and entropy are concerned. Then, taking $K \asymp 1$,
\[ RJ_\infty(K,F(R)) \asymp R, \quad KJ_0(R,F(R)) \asymp R^{1-\alpha}. \]
Thus, by using Theorem 2.1 instead of Theorem 2.2 we win a factor $R^\alpha$.

Otherwise put, let $F_K := \{ Kf : f \in F_1 \}$ for some $K \geq 1$ and
\[ F_K(1) := \{ f \in F_K : \| f \| \leq 1 \}. \]
Then, taking $R = 1$,
\[ RJ_\infty(K,F_K(1)) \asymp K, \quad KJ_0(R,F_K(1)) \asymp K^{1+\alpha}. \]
So by using Theorem 2.1 instead of Theorem 2.2 we get rid of a factor $K^\alpha$.

In fact, we find a scaling phenomenon in Theorem 2.1: whereas for general deviation inequalities the term involving the expectation of the supremum of the empirical process dominates the deviation term, in the current situation they are of the same order.

Also more generally Theorem 2.1 gives better results than Theorem 2.2. As we will see, in the particular case where $F_1$ is the signed convex hull of $p$ given functions, uniform convergence over $F_K(1)$ follows from Theorem 2.1 for $K$ of small order $\sqrt{n}$ (up to log-factors) (see Theorem 4.1), whereas Theorem 2.2 needs $K$ to be of small order $n^{1/4}$ (up to log-factors). This corresponds roughly to the above phenomenon with $\alpha \uparrow 1$. 
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2.5. Example: Additive functions

Let $\mathcal{F}_0$ be a class of real-valued functions defined on the real line. Let further $X := \mathbb{R}^p$ where $p \leq n$ and let

$$\mathcal{F} := \left\{ f(x_1, \ldots, x_p) = \sum_{k=1}^{p} f_k(x_k) : f_k \in \mathcal{F}_0 \forall \; k \right\}.$$

We will sometimes require the following incoherence condition: for a constant $c_1$ and for all $f_0 \in \mathcal{F}_0$ and $f_{0,k}(x_1, \ldots, x_p) := f_0(x_k)$, $k = 1, \ldots, p$,

$$\sum_{k=1}^{p} \|f_{0,k}\|^2 \leq c_1 \sum_{k=1}^{p} \|f_0\|^2. \quad (2.4)$$

For example, if the functions $\{f_{0,k} : k = 1, \ldots, p\}$ can be expanded in terms of orthonormal basis functions $\{\psi_{r,k} : r = 1, \ldots, N, \; k = 1, \ldots, p\}$ this condition is met if the $(Np) \times (Np)$ inner product matrix $(P\psi_{r_1,k_1} \psi_{r_2,k_2})_{1 \leq r_1, r_2 \leq N, \; 1 \leq k_1, k_2 \leq p}$ has smallest eigenvalue $1/c_1$.

In the following theorem one may think of $\mathcal{F}_0$ being for a given $m \in \mathbb{N}$ the Sobolev class

$$\mathcal{F}_0 = \left\{ f_0 : [0, 1] \to [0, 1] : \int_0^1 |f_0^{(m)}(v)|^2 dv \leq 1 \right\}. \quad (2.5)$$

The constant $\alpha$ is then $\alpha = 1/(2m)$ (see [7]) and the choice $N \approx n^{1/m}$ corresponds to taking a piecewise polynomial approximation with $\approx \frac{n}{n^{1/m}}$ pieces (i.e. the bandwidth of the usual order $n^{-1/m}$). The bound (2.7) is shown for this case in [2] under the condition that the $X_i$ have support $[0, 1]^p$ and their one-dimensional marginal densities stay away from zero (see also Lemma 2.1 below).

We note that one may also consider variables $X_i$ with unbounded support and classes of functions $\mathcal{F}_0$ on the whole real line. Entropy results for the supremum norm for such cases are in [21].

We define

$$Z(\mathcal{F}(1)) := \sup_{f \in \mathcal{F}, \|f\| \leq 1} \left| \|f\|^2 - \|f\| \right|.$$

**Theorem 2.3.**

**Case 1.** Assume that for a fixed $0 < \alpha < 1$,

$$\int_0^z \sqrt{H(u, \mathcal{F}_0, \|\cdot\|_{\infty})} du \approx z^{1-\alpha}, \quad z > 0. \quad (2.6)$$

Then $Z^2(\mathcal{F}(1)) = \mathcal{O}_p(p^3/n)$.

**Case 2.** Assume in addition to the condition of Case 1 that the incoherence condition (2.4) holds true for some constant $c_1 = \mathcal{O}(1)$ and that for some constant $c_2 = \mathcal{O}(1)$ and for all $f_0 \in \mathcal{F}_0$, all $j$, and for $f_{0,k}(x_1, \ldots, x_p) = f_0(x_k)$

$$\|f_{0,k}\|_{\infty} \leq c_2 \|f_0\|_{\infty}^{1-\alpha}. \quad (2.7)$$

Then $Z^2(\mathcal{F}(1)) = \mathcal{O}_p(p^{3-(1-\alpha)^2}/n)$,
Consider a dictionary \( \psi \) such that \( \mathcal{F} = \left\{ f = \sum_{r=1}^{N} \beta_r \psi_r(\cdot) : \sum_{r=1}^{N} \beta_r \leq 1 \right\} \) (2.8).

Then \( \mathcal{P}(\mathcal{F}) = \mathcal{O}(p \log n) \).

**Case 3.** Suppose that \( \mathcal{F}_0 \) is the signed convex hull of given functions \( \psi_r \) for \( N \leq n \), in particular

\[
\mathcal{F}_0 = \left\{ f_0 = \sum_{r=1}^{N} \beta_r \psi_r(\cdot) : \sum_{r=1}^{N} \beta_r \leq 1 \right\},
\]

where \( \psi_r \) is a given dictionary satisfying \( \max_r \| \psi_r \|_\infty = \mathcal{O}(1) \). Then \( \mathcal{L}_2(\mathcal{F}_1) = \mathcal{O}(p \log n) \).

**Case 4.** Suppose that for some \( N \leq n \)

\[
\mathcal{F}_0 = \left\{ f_0(\cdot) = \sum_{r=1}^{N} \beta_r \psi_r(\cdot) : (\beta_1, \ldots, \beta_N) \in \mathbb{R}^N \right\},
\]

where \( \psi_r \) is a given dictionary satisfying \( \max_r \| \psi_r \|_\infty = \mathcal{O}(1) \). Assume that the incoherence condition (2.4) is met for some constant \( c_4 = \mathcal{O}(1) \). Assume moreover that for a constant \( c_0 = \mathcal{O}(1) \), all \( \beta \in \mathbb{R}^N \), and for all \( k \) and for \( f_{\beta,k}(x_1, \ldots, x_p) := \sum_{r=1}^{N} \beta_r \psi_r(x_k) \),

\[
\| \beta \|_2^2 \leq c_0 N \| f_{\beta,k} \|^2.
\]

Then \( \mathcal{L}_2(\mathcal{F}_1) = \mathcal{O}(p \log n) \). When one chooses \( N \asymp n \) this reads \( \mathcal{L}_2(\mathcal{F}_1) = \mathcal{O}(p \log n) \).

**Case 5.** Consider a dictionary \( \psi_r \) such that \( \sup_r \| \psi_r \|_\infty = \mathcal{O}(1) \). Suppose that for a constant \( c_0 = \mathcal{O}(1) \) and any \( f_0 \in \mathcal{F}_0 \) and any \( N \in \mathbb{N} \) there exists a \( \beta \in \mathbb{R}^N \) such that

\[
\left\| f_0 - \sum_{r=1}^{N} \beta_r \psi_r \right\|_\infty \leq c_0 N^{-\alpha}.
\]

Moreover, assume the incoherence condition (2.4) with \( c_1 = \mathcal{O}(1) \) and that for all \( N \in \mathbb{N} \), all \( \beta \in \mathbb{R}^N \), all \( k \) and for \( f_{\beta,k}(x_1, \ldots, x_p) := \sum_{r=1}^{N} \beta_r \psi_r(x_k) \),

\[
\| \beta \|_2^2 \leq c_0 N \| f_{\beta,k} \|^2.
\]

Then \( \mathcal{L}_2(\mathcal{F}_1) = \mathcal{O}(p \log n) \).

**Remark 2.1.** If Condition (2.4) holds, one may in fact replace \( \mathcal{F}_0 \) in (2.6) of Case 1 by the local class \( \mathcal{F}_0 \cap \{ \min_k \| f_0 \|_k^2 \leq c_1 \} \) where \( \| f_0 \|_k^2 = \mathbb{E} \sum_{i=1}^{n} f_0^2(X_k) / n \):

\[
\int_0^z \sqrt{H(u, \mathcal{F}_0 \cap \{ \min_k \| f_0 \|_k^2 \leq c_1 \}, \| \cdot \|_\infty) du} \asymp z^{1-\alpha}, \quad z > 0.
\]

The same is true for Case 2, where Condition (2.4) is indeed assumed. In Case 3, assuming (2.4) one may replace condition (2.8) by the local version

\[
\mathcal{F}_0 \cap \{ \min_k \| f_0 \|_k^2 \leq c_2 \} \subset \left\{ f_0 = \sum_{r=1}^{N} \beta_r \psi_r(\cdot) : \sum_{r=1}^{N} \beta_r \leq 1 \right\}.
\]
To complete the picture we show in the next lemma that condition (2.7) is natural in the context of Case 5 (although we do not use it there).

**Lemma 2.1.** Assume the conditions of Case 5 in Theorem 2.3 and that for some constant \( c_3 = O(1) \), for all \( r \) and all \( s > c_3 \),

\[
\psi_r \psi_{r+s} = 0. \tag{2.10}
\]

i.e., that as soon as \( s > c_0 \), \( \psi_r \) and \( \psi_{r+s} \) do not overlap. Then (2.7) holds for some constant \( c_2 = O(1) \).

In Case 2, the bound found in [19] is \( Z(F(1)) = O(p^{2(1+\alpha)/n}) \). Note that in Case 5, we have \( Z(F(1)) = o_p(1) \) whenever \( p^{1+4\alpha}/n = o(1) \). The conditions on \( p \) can possibly be weakened (possibly by replacing entropy bounds by Gaussian means) but this is an open problem. It is not clear to us whether the bounds presented in Theorem 2.3 are sharp.

Case 1 and 2 of Theorem 2.3 follow from Theorem 2.1 by straightforward entropy bounds. Case 3 is based on a result from [26] cited here as Theorem 4.1. Case 4 is based on the general matrix version of Bernstein’s inequality of [3] cited here as Theorem 4.3. Case 5 follows from Case 4 using a trade-off argument for the choice of \( N \) (the value \( N = n^{\alpha/(1+\alpha)} \) suggested in Case 4 may not give the optimal trade-off). The details are in Section 9.

### 3. Empirical inner products

Consider products \( fg \) of functions \( f \) and \( g \) with \( f \) in some class \( \mathcal{F} \) and \( g \) in some class \( \mathcal{G} \). Note that one can derive results for products via squares:

\[
fg = (f + g)^2/2 - (f^2 + g^2)/2.
\]

If \( \mathcal{F} \) and \( \mathcal{G} \) have the same \( \| \cdot \| \)-diameter \( R \) and the same \( \| \cdot \|_\infty \)-diameter \( K \) it is easy to see that without loss of generality we may assume that \( \mathcal{F} = \mathcal{G} \) (replace \( \mathcal{F} \) and \( \mathcal{G} \) by \( \mathcal{F} \cup \mathcal{G} \)). However, if \( f \) and \( g \) are in different classes it may be more appropriate to analyze the products directly. This case with \( \mathcal{F} \) and \( \mathcal{G} \) having different radii is studied here.

We only present the results using \( \ell_\infty \)-norms. Again, one may reverse the roles of \( \| \cdot \|_\infty \)-radii and \( \| \cdot \| \)-radii, getting other versions for the bounds. The best bound may depend on the situation at hand.

#### 3.1. Inner products of functions from different classes

Let

\[
R_1 := \sup_{f \in \mathcal{F}} \| f \|, \quad K_1 := \sup_{f \in \mathcal{F}} \| f \|_\infty.
\]

and

\[
R_2 := \sup_{g \in \mathcal{G}} \| g \|, \quad K_2 := \sup_{g \in \mathcal{G}} \| g \|_\infty.
\]
Theorem 3.1. Suppose that $R_1 K_2 \leq R_2 K_1$. Consider values of $t \geq 4$ and $n$ such that

$$\left( \frac{2R_1 \mathcal{J}_\infty(K_1, \mathcal{F}) + R_1 K_1 \sqrt{t}}{\sqrt{n}} + \frac{4\mathcal{J}_\infty^2(K_1, \mathcal{F}) + K_2^2 t}{n} \right) \leq \frac{R_1^2}{C_1}$$

(3.1)

and

$$\left( \frac{2R_2 \mathcal{J}_\infty(K_2, \mathcal{G}) + R_2 K_2 \sqrt{t}}{\sqrt{n}} + \frac{4\mathcal{J}_\infty^2(K_2, \mathcal{G}) + K_2^2 t}{n} \right) \leq \frac{R_2^2}{C_1}.$$  (3.2)

Then with probability at least $1 - 12 \exp[-t]$

$$\frac{1}{8C_1} \sup_{f \in \mathcal{F}, \ g \in \mathcal{G}} \left| (P_n - P)f g \right| \leq \frac{R_1 \mathcal{J}_\infty(K_2, \mathcal{G}) + R_2 \mathcal{J}_\infty(R_1 K_2, \mathcal{F}) + R_1 K_2 \sqrt{t}}{\sqrt{n}} + \frac{K_1 K_2 t}{n}.$$  

**Remark 3.1.** Theorem 3.1 can be refined using generic chaining type of quantities instead of entropies. We have omitted this to avoid digressions.

**Remark 3.2.** Consider the special case where $\mathcal{G} = \{g_0\}$ is a singleton. Assume that $\|g_0\|_\infty = K_0$. Take $R_2 = K_2 = K_0$ in Theorem 3.1, and write $R_1 := K$ and $K_1 := K$. For a singleton $\mathcal{G}$, the term $\mathcal{J}_\infty(K_2, \mathcal{G})$ can be omitted. We then get from Theorem 3.1: for $t \geq 4$

$$\left( \frac{2R \mathcal{J}_\infty(K, \mathcal{F}) + R K \sqrt{t}}{\sqrt{n}} + \frac{4\mathcal{J}_\infty^2(K, \mathcal{F}) + K^2 t}{n} \right) \leq \frac{R^2}{C_1},$$

it holds that

$$\frac{1}{8C_1} \sup_{f \in \mathcal{F}} \left| (P_n - P)f g_0 \right| \leq \frac{K_0 \mathcal{J}_\infty(R, \mathcal{F}) + K_0 R \sqrt{t}}{\sqrt{n}} + \frac{K K_0 t}{n},$$

with probability at least $1 - 8 \exp[-t]$. We will see a similar result in Theorem 3.2, where $g_0$ is not bounded but sub-Gaussian.

### 3.2. Empirical inner products for smooth functions

Let us suppose that

$$\mathcal{J}_\infty(z, \mathcal{F}) \asymp z^{1 - \alpha}, \mathcal{J}_\infty(z, \mathcal{G}) \asymp z^{1 - \beta}.$$

where $\beta > \alpha$. For example, one may think of Sobolev classes as was indicated in Subsection 2.5, or more locally adaptive cases such as $\mathcal{F} = \{f : [0, 1] \rightarrow [0, 1], \int |f''(x)| dx \leq 1\}$ and $\mathcal{G} \subset \{g : [0, 1] \rightarrow [0, 1] : \int |g'(x)| dx \leq 1\}$. Then $\mathcal{J}_\infty(z, \mathcal{F}) \asymp z^{3/4}$ ($\alpha = 1/4$) and $\mathcal{J}_\infty(z, \mathcal{G}) \asymp z^{1/2} \sqrt{\log n}$ ($\beta = 1/2$). The log $n$-term plays a moderate role and we neglect such details in the following general line of reasoning.
The fact that $\beta > \alpha$ expresses that $\mathcal{F}$ is smoother (less rich) than $\mathcal{G}$. Having an additive model in mind (the response $Y_i$ is an additive function plus noise $Y_i = f^0(X_{i,1}) + g^0(X_{i,2}) + \varepsilon_i$, $i = 1, \ldots, n$) one may expect to be able to estimate a function $f^0 \in \mathcal{F}$ with squared rate $R_1^2 := n^{-1/(1+\alpha)}$ and a function $g^0 \in \mathcal{G}$ with (slower) squared rate $R_2^2 := n^{-1/(1+\beta)}$. Let us simplify the situation by assuming that $X_{i,1}$ and $X_{i,2}$ are independent (the dependent case is detailed in [33]). Also assume that the functions in $\mathcal{F}$ and $\mathcal{G}$ are already centred. We now want to show that $P_n f g$ is small, namely negligible as compare to $R_1^2$.

Indeed, inserting Theorem 3.1 (note that (3.1) and (3.2) are true for $t$ fixed and $n$ sufficiently large), we get with probability at least $1 - 12 \exp[-t]$

$$\sup_{f \in \mathcal{F}, \|f\| \leq R_1, g \in \mathcal{G}, \|g\| \leq R_2} \frac{|P_n f g|/c_1}{R_1^2} \leq \left( \frac{1}{\sqrt{n}R_1} + R_2^\alpha + \frac{t}{nR_1^2} + \frac{t}{nR_1^2} \right).$$

For fixed $t$ the right hand side of the above inequality is $o(1)$.

Actually, [33] first prove the global (slow) rate $R = R_2$. Suppose that that now $f/K_1 \in \mathcal{F}$ where $K_1 = R/\lambda$ with $\lambda = n^{-1/(1+\alpha)}$. Again (3.1) and (3.2) are true for $t$ fixed and $n$ sufficiently large for $R_1^2 = R_2^2 = R^2 = n^{-1/(1+\beta)}$, $K_1 = R/\lambda$ and $K_2 = 1$. We find as similar result as above: with probability at least $1 - 12 \exp[-t]$

$$\sup_{f/K_1 \in \mathcal{F}, \|f\| \leq R, g \in \mathcal{G}, \|g\| \leq R} \frac{|P_n f g|/c_1}{R^2} \leq \frac{1}{\sqrt{n}R} + \frac{t}{nR^2} + \frac{t}{n\lambda R}.$$

Related is the paper [20] where the additive model is studied with $f^0$ a high-dimensional linear function. Again, it can be shown that $f^0$ can be estimated with a fast oracle rate, faster than the rate of estimation of the unknown function $g^0$.

### 3.3. Products with a sub-Gaussian random variable

Consider now real valued random variables $Y_i$, $i = 1, \ldots, n$. We let $P_n$ be the empirical measure based on $\{X_i, Y_i\}_{i=1}^n$: for a real-valued function $f$ on $\mathcal{X}$

$$P_n y f := \frac{1}{n} \sum_{i=1}^n Y_i f(X_i).$$

We write $P Y f := EP_n y f$. We study the supremum of the absolute value of the product process $(P_n - P) y f$, $f \in \mathcal{F}$.

**Definition 3.1.** For $Z \in \mathbb{R}$ and $\Psi_k(z) := \exp[|z|^k], k = 1, 2$, we define the Orlicz norm

$$\|Z\|_{\Psi_k} := \inf\{L > 0 : E\Psi_k(Z/L) - 1 < 1\},$$

whenever it exists. If $\|Z\|_{\Psi_1}$ exists, we call $Z$ sub-exponential, and if $\|Z\|_{\Psi_2}$ exists we call $Z$ sub-Gaussian.
Definition 3.2. We say that $Y := \{Y_1, \ldots, Y_n\}$ is uniformly sub-Gaussian with constant $K_0$ if
\[ \max_{1 \leq i \leq n} \|Y_i\|_{\Psi_2} \leq K_0 < \infty. \]

The result below is about products of functions, where the class $G$ consists of the single sub-Gaussian function $Y$.

We recall the definition (2.3) of $J_\infty$.

Theorem 3.2. Let
\[ \sup_{f \in F} \|f\| \leq R, K := \sup_{f \in F} \|f\|_\infty. \]

Suppose $Y$ is uniformly sub-Gaussian with constant $K_0$. Consider values of $t$ and $n$ such that
\[ \sqrt{\frac{2t}{n}} + \frac{t}{n} \leq 1. \]

For these values
\[ \mathbb{P}\left( \sup_{f \in F} |(P_n - P)Yf|/C_1 \geq \frac{2J_0(KK_0, F) + KK_0 \sqrt{t}}{\sqrt{n}} \right) \leq 8 \exp[-t] \]
where the constant $C_1$ is as in Theorem 8.5.

4. Application to a class of linear functions

Suppose $X = \mathbb{R}^p$. We let $X_i$ be a row vector in $\mathbb{R}^p$, $i = 1, \ldots, n$. For a column vector $\beta \in \mathbb{R}^p$ we define $f_\beta(X_i) := X_i \beta$. We assume in that for some constant $K_X$
\[ \max_{i,j} |X_{i,j}| \leq K_X. \]

The following lemma is Lemma 3.7 in [25]. We inserted an explicit constant.

Lemma 4.1. We have
\[ H(u, \{f_\beta : \|\beta\|_1 \leq 1\}, \|\cdot\|_{n, \infty}) \leq \left(1 + \frac{8 \log(2p) \log(2n)K_X^2}{u^2}\right), \quad u > 0. \]

As a consequence, we obtain a result which is in [26]. It suffices to combine Theorem 2.1 with Lemma 4.1.

Theorem 4.1. For all $t > 0$
\[ \mathbb{P}\left( \sup_{\|\beta\|_1 \leq M, \|f_\beta\| \leq 1} \left|\frac{\|f_\beta\|^2_n - \|f_\beta\|^2}{c_1} \right| \geq MK_X \sqrt{\frac{\log p \log^3 n + t}{n}} \right) \leq \exp[-t]. \]
Theorem 4.1 has very useful applications, in particular to $\ell_1$-regularization or to exact recovery using basis pursuit \[9\] where results often rely on bounds for compatibility constants \[29, 30\] or restricted eigenvalues \[6\]. This is elaborated upon in \[26\].

Theorem 4.1 can be applied also to obtain a uniform bound over all subspaces. Define the minimal eigenvalue $\Lambda_{\min}^2 := \min_{\|\beta\|_2 \leq 1} \|f_\beta\|^2$.

**Theorem 4.2.** Suppose $\Lambda_{\min} > 0$. Define for $S \subset \{1, \ldots, p\}$, $\beta_{j,S} = \beta_j \{j \in S\}$, $j = 1, \ldots, p$. For all $t > 0$

\[
P \left( \exists s : \sup_{|S| = s} \sup_{\|f_\beta\| \leq 1} \left| \frac{\|f_{\beta_S}\|^2_n - \|f_{\beta_S}\|^2}{c_1} \right| / \frac{K_X}{\Lambda_{\min}} \sqrt{s \log p \log^3 n + st} \right) \leq \exp[-t].
\]

The next theorem is a direct application of a Bernstein type inequality for random matrices as given in \[3\] (see also Theorem 3 in \[13\]). It shows that in Theorem 4.2 the $\log^3 n$-term can be omitted when one considers a fixed set $S$ instead of requiring a result uniform in $S$.

**Theorem 4.3.** Suppose $\Lambda_{\min} > 0$. For all $t > 0$

\[
P \left( \sup_{\|f_\beta\| \leq 1} \left| \frac{\|f_\beta\|^2_n - \|f_\beta\|^2}{c_1} \right| / \frac{K_X}{\Lambda_{\min}} \sqrt{\log p + pt} \right) \leq \exp[-t].
\]

**Remark 4.1.** Let us briefly indicate how this compares to an isotropic case. Following an idea of \[16\] (see also Lemma 1 in \[22\]) one can show that the supremum over all $\|f_\beta\| \leq 1$ can in fact be replaced by a maximum over a finite class:

\[
\sup_{\|f_\beta\| \leq 1} \left| \frac{\|f_\beta\|^2_n - \|f_\beta\|^2}{c_1} \right| = \max_{j \in \{1, \ldots, N\}} \left| (P_n - P)f_{\beta_j} \right|,
\]

where $\|f_{\beta_j}\| \leq 1$ for all $j = 1, \ldots, N$ and where $\log N \leq \epsilon_0^2 p$. We can now proceed by invoking the union bound for the maximum. An isotropy assumption then leads to good results. We assume sub-Gaussianity of the vectors $\{X_i\}$, meaning that each $f_\beta(X_i)$ is sub-Gaussian: there is a constant $K_1$ such that for all $\|f_\beta\| \leq 1$ and all $i$ it holds that $\|f_\beta(X_i)\|_{\psi_2} \leq K_1$. Then by Bernstein’s inequality, for all $\|f_\beta\| \leq 1$ and all $t > 0$

\[
P \left( \frac{\|f_\beta\|^2_n - \|f_\beta\|^2}{C_1} \geq K_1^2 \sqrt{t/n} + K_1^2 t/n \right) \leq \exp[-t].
\]
The union bound together with the above reduction then gives for all $t > 0$
\[
\mathbb{P} \left( \sup_{\|f\|_1 \leq 1} \left| \|f\|_n^2 - \|f\|_2^2 \right| / (c_1 C_1) \geq K_1^2 \sqrt{\frac{c_2^3 p + t}{n}} \right) \leq \exp\left[-t\right].
\]

The latter result is a “true” deviation inequality: the deviation from the bound \( \propto \sqrt{p/n} \) for the mean does not involve this bound, i.e., there is no $p$ in front of $t$ inside the probability. This in contrast to the result (4.1) in Theorem 4.3.

**Remark 4.2.** One may wonder why the minimal eigenvalue is playing a role in the result of Theorems 4.2 and 4.3. Of course, as far as conditions on $L_2(P)$-norms are concerned one may orthogonalize the variables. However, after orthogonalization the sup-norm of the variables can be quite large.

The following lemma improves Theorem 3.2 in the linear case.

**Lemma 4.2.** Suppose that $Y := \{Y_1, \ldots, Y_n\}$ is uniformly sub-Gaussian with constant $K_0$ (see Definition 3.2). Then for all $t > 0$
\[
\mathbb{P} \left( \sup_{\|f\|_1 \leq 1} |(P_n - P)(Y_f)\| / c_2 \geq K_0 K_X \sqrt{\frac{p t}{n \Lambda_{\min}}} \right) \leq 2 \exp\left[-t\right].
\]

To avoid too involved expressions, we from now on will use order symbols. Then, the results needed for the next section can be summarized as follows.

**Summary 4.1.** Suppose that $Y := \{Y_1, \ldots, Y_n\}$ is uniformly sub-Gaussian with constant $K_0$, that $\max_{i,j} |X_{i,j}| \leq K_X$, $\Lambda_{\min} > 0$ and that $\delta_n = o(1)$, where
\[
\delta_n^2 := \frac{K_0^2 (1 + K_0^2) p \log p}{n \Lambda_{\min}^2}.
\]

Then uniformly in $\|f\|_1 \leq 1, \|f\|_2 \leq 1$ is holds that
\[
\left| \|f\|_n^2 - \|f\|_2^2 \right| = O_P(\delta_n), \quad \left| (P_n - P)(Y - f) \right| = O_P(\delta_n).
\]

**5. Least squares when the model is wrong**

In this section we examine a $p$-dimensional linear model with $p$ moderately large, and the least squares estimator. The observations are $\{(X_i, Y_i)\}_{i=1}^n$, independent, and with $X_i \in \mathcal{X}$ and $Y_i \in \mathbb{R}$ ($i = 1, \ldots, n$). Let $\{\psi_j\}_{j=1}^p$ be a given dictionary of functions on $\mathcal{X}$. We write $f_\beta(\cdot) := \sum_{j=1}^p \beta_j \psi_j(\cdot), \beta \in \mathbb{R}^p$.

The least squares estimator is
\[
\hat{f} := \arg \min_{f_\beta} \sum_{i=1}^n (Y_i - f_\beta(X_i))^2.
\]
Let \( f^0(X_i) := \mathbb{E}(Y_i|X_i) \) be the conditional expectation of \( Y_i \) given \( X_i, \ i = 1, \ldots, n \). The projection in \( L_2(P) \) of \( f^0 \) on the linear space \( \{f_\beta : \beta \in \mathbb{R}^p\} \) is written as \( f^* \). We want to show convergence of \( \hat{f} \) to \( f^* \). In other words, we aim at conversion to the best approximation of \( f^0 \) in the class \( \mathcal{F} := \{f_\beta : \beta \in \mathbb{R}^p\} \). This is the statistical learning setup, as in e.g. [17] or [4]. They consider very general classes \( \mathcal{F} \) and loss functions but arrive at slower rates or require \( \mathcal{F} \) to consist of functions bounded by 1. A related recent work is [14], but also here bounds on the sup-norm in terms of the \( L_2 \)-norm are imposed. In our setup however, we know little about the higher order moments of \( f^* \) (only the second moment is under control as \( \|f^*\| \leq \|Y\| \)). The situation is therefore a little more delicate than in the usual regression context (where \( \|f^* - f^0\| \) is small).

This is where uniform convergence of \( \| \cdot \|_n \) to \( \| \cdot \| \) comes in.

**Lemma 5.1.** Let \( 0 < \delta_n < 1/2 \). On the set

\[
\mathcal{T} := \left\{ \sup_{\|f_\beta\| \leq 1} \left| \|f_\beta\|_n^2 - \|f_\beta\|^2 \right| \leq \delta_n, \quad \sup_{\|f_\beta\| \leq 1, \|f_\beta\| \leq 1} \left| 2(P_n - P)(Y - f_\beta)f_\beta \right| \leq \delta_n \right\},
\]

it holds that

\[
\|\hat{f} - f^*\| \leq 2\delta_n.
\]

To handle the set \( \mathcal{T} \) given in the above lemma, we invoke Summary 4.1. To this end, define the matrix \( \Sigma := P\psi^T\psi \) and let \( \Lambda_{\text{min}}^2 \) be the smallest eigenvalue of \( \Sigma \).

**Theorem 5.1.** Suppose that \( Y := \{Y_1, \ldots, Y_n\} \) is uniformly sub-Gaussian with constant \( K_0 \) (see Definition 3.2), that \( \max_{i,j} |X_{i,j}| \leq K_X \), \( \Lambda_{\text{min}} > 0 \), and that \( \delta_n = o(1) \) where

\[
\delta_n^2 := \frac{K_0^2(1 + K_0^2)p \log p}{n\Lambda_{\text{min}}^2}.
\]

Then

\[
\|\hat{f} - f^*\| = \mathcal{O}_p(\delta_n).
\]

Moreover

\[
\left\| \|Y - \hat{f}\|_n^2 - \|Y - f^*\|^2 \right\| = \mathcal{O}_p(\delta_n).
\]

In view of the uniformity in Summary 4.1 we can formulate an extension. Such an extension will be useful in the next section. Recall the notation: for a set \( S \subset \{1, \ldots, p\} \) and \( \beta \in \mathbb{R}^p \)

\[
\beta_{j,S} := \beta_j\{j \in S\}, \ j = 1, \ldots, p.
\]

Consider, for any set \( S \subset \{1, \ldots, p\} \), the projection \( f^*_S \) of \( f^0 \) on the \(|S|-\) dimensional space \( \mathcal{F}_S := \{f_{\beta_S} : \beta \in \mathbb{R}^p\} \) and the corresponding least squares estimator

\[
\hat{f}_S := \arg\min_{f_{\beta_S}} \|Y - f_{\beta_S}\|_n.
\]
Theorem 5.2. Assume the conditions of Theorem 5.1 and let $\delta_n$ be defined as there. Then uniformly in all $S$,
\[
\| \hat{f}_S - f^*_S \| = O_p(\delta_n).
\]
Moreover
\[
\left|\| Y - \hat{f}_S \|_n^2 - \| Y - f^*_S \|_n^2 \right| = O_p(\delta_n).
\]

6. Application to DAG’s

Let $X$ be a $n \times p$ matrix with i.i.d. rows. We throughout this section assume $p \leq n$. The $i$-th row is denoted by $X_i := (X_{i,1}, \ldots, X_{i,p})$ ($i = 1, \ldots, n$). The distribution of a row, say $X_1$, is denoted by $P$.

We assume a directed acyclic graph (DAG) structure. Namely, we assume the structural equations model defined as follows.

Definition 6.1. We say that $X_1 \in \mathbb{R}^p$ satisfies the non-linear Gaussian structural equations model if for some permutation $\pi^0$ of $\{1, \ldots, p\}$ and for some functions $f^0_j : \mathbb{R}^{j-1} \to \mathbb{R}$
\[
X_{1,\pi^0_j} = f^0_j(X_{1,\pi^0_1}, \ldots, X_{1,\pi^0_{j-1}}) + \varepsilon_{1,\pi^0_j}, \ j = 1, \ldots, p,
\]
where $\{\varepsilon_{1,1}, \ldots, \varepsilon_{1,p}\}$ are independent and where for $j = 1, \ldots, p$ the random variable $\varepsilon_{1,\pi^0_j} \sim N(0, \sigma^2_{\pi^0_j})$ is independent of $(X_{1,\pi^0_1}, \ldots, X_{1,\pi^0_{j-1}})$. The latter set is to be understood as the empty set when $j = 1$.

We let $\Pi_0$ be the set of permutations $\pi_0$ for which Definition 6.1 holds. The case of interest is the one where $f^0_j(X_{1,\pi^0_1}, \ldots, X_{1,\pi^0_{j-1}}) = f^*_j(\{X_{1,k}\}_{k \neq j})$, $j = 1, \ldots, p$, with with $\{f^*_j\}$ and hence and $\{\sigma^2_j\}$ not depending on $\pi_0$. Our aim is to find a member from $\Pi_0$ based on the data $X_1, \ldots, X_n$.

6.1. Some notation

We consider a given class $\mathcal{F}_0$ of functions $f_0 : \mathbb{R} \to \mathbb{R}$.

Let $\mathcal{F}_1 := \emptyset$ and for $j = 2, \ldots, p$
\[
\mathcal{F}_j := \left\{ f(x_1, \ldots, x_{j-1}) = \sum_{k=1}^{j-1} f_{k,j}(x_k) : (x_1, \ldots, x_{j-1}) \in \mathbb{R}^{j-1}, \ f_{k,j} \in \mathcal{F}_0 \ \forall \ j, k \right\}.
\]

Let $\Pi$ be the set of all permutations of $\{1, \ldots, p\}$. Write for each permutation $\pi \in \Pi$ and each $j$, for $f_j \in \mathcal{F}_j$,
\[
f_j(X_i, \pi) := f_j(X_{i,\pi_1}, \ldots, X_{i,\pi_{j-1}}), \ i = 1, \ldots, n.
\]
Define
\[ f_j^*(\pi) := \arg\min_{f_j \in F_j} \{ \|X_{\pi_j} - f_j(\pi)\|_2 : f_j \in F_j \}. \]
where for \( j = 1 \), we take \( f_1^*(\pi) = 0 \), and where
\[ \|X_{\pi_j} - f_j(\pi)\|_2^2 := \mathbb{E}\left( X_{1,\pi_j} - f_j(X_{1,\pi}) \right)^2. \]

We further define
\[ \sigma_j^2(\pi) := \|X_{\pi_j} - f_j^*(\pi)\|_2^2, \quad j = 1, \ldots, p. \]

\subsection*{6.2. Identifiability}

In order to be able to estimate a correct permutation one needs to assume that the wrong permutations can be detected.

**Condition 6.1** (Identifiability condition). For some constant \( \xi > 0 \),
\[ \inf_{\pi \notin \Pi_0, \, \pi_0 \in \Pi_0} \frac{1}{p} \sum_{j=1}^{p} \log \left( \frac{\sigma_j(\pi)}{\sigma_j(\pi_0)} \right) > \xi. \]

This condition is discussed in [8]. The linear Gaussian structural equations model has \( \Pi_0 = \Pi \), i.e. any permutation is correct. In the non-linear case, we think of the situation where, unlike the linear case, the parental dependence is the same for all \( \pi_0 \in \Pi_0 \), say \( f_j^0(X_{1,\pi_1^0}, \ldots, X_{1,\pi_{j-1}^0}) := f_j^0(\{X_{1,k}\}_{k \neq j}) \) \( (j = 1, \ldots, p) \), and hence also the residual variances \( \sigma_j^2, j = 1, \ldots, p \) do not depend on \( \pi_0 \). The identifiability condition then requires that choosing \( \pi / \in \Pi_0 \) will give on average too large residual variances. If the model is misspecified, Condition 6.1 is to be seen as assuming robustness to the bias that misspecification introduces. In an asymptotic formulation, it suffices to assume identifiability at the truth: \( \inf_{\pi \in \Pi_0} \sum_{j=1}^{p} \log(\sigma_j(\pi)/\sigma_j)/p > \xi_0 \) with \( 1/\xi_0 = \mathcal{O}(1) \) together with a vanishing bias: \( \sup_{\pi_0 \in \Pi_0} \sum_{j=1}^{p} \log(\sigma_j(\pi_0)/\sigma_j)/p \to 0 \). One may consider choosing a model with low complexity (large bias) because \( \pi_0 \) is the parameter of interest here.

The estimation of \( f_j^0 (j = 1, \ldots, p) \) can then follow in a second step using a standard (nonparametric) regression estimator and the estimated permutation.

\subsection*{6.3. The estimator}

To describe the estimator of \( \pi^0 \) we introduce empirical counterparts of the quantities given above. For each \( j \) and \( \pi \) we write
\[ \|X_{\pi_j} - f_j(\pi)\|_2^2 := \frac{1}{n} \sum_{i=1}^{n} \left( X_{i,\pi_j} - f_j(X_i, \pi) \right)^2. \]

We let \( \hat{f}_j(\pi) \) be the least squares estimator
\[ \hat{f}_j(\pi) := \arg\min_{f_j \in F_j} \left\{ \|X_{\pi_j} - f_j(\pi)\|_n : f_j \in F_j \right\}. \]
and take the normalized residual sum of squares
\[ \hat{\sigma}_j(\pi) := \left\| X_{\pi_j} - \hat{f}_j(\pi) \right\|_n^2 \]
as estimator of \( \sigma_j^2(\pi) \). We then let
\[ \hat{\pi} := \arg\min_{\pi \in \Pi} \sum_{j=1}^{p} \log \hat{\sigma}_j^2(\pi). \tag{6.1} \]

6.4. Consistency

Let \( H(\cdot, \mathcal{F}_0, \| \cdot \|_{\infty}) \) be the entropy of \( \mathcal{F}_0 \) endowed with supremum norm.

**Theorem 6.1.** Suppose the non-linear Gaussian structural equations model (see Definition 6.1) with \( \max_{1 \leq j \leq p} \sigma_j^2 = O(1) \) and \( \max_{1 \leq j \leq p} \| f_j^0 \|_{\infty} = O(1) \). Assume Condition 6.1 (the identifiability condition) with \( 1/\xi = O(1) \). Assume moreover that \( \mathcal{F}_0 \) is a convex class and that one of the following 5 cases hold of Theorem 2.3 for the collection \( \mathcal{F} := \{ f = \sum_{k=1}^{p} f_k(x_k), \ f_k \in \mathcal{F}_0 \ \forall k \} \):

**Case 1.** Case 1 holds and \( p^3/n = o(1) \),
**Case 2.** Case 2 holds and \( p^{3-(1-\alpha)^2}/n = o(1) \),
**Case 3.** Case 3 holds and \( p^2 \log^4 n/n = o(1) \),
**Case 4.** Case 4 holds and \( pN^2 \log n/n = o(1) \),
**Case 5.** Case 5 holds, \( p^{1+4\alpha} \log n/n = o(1) \).

Then \( \mathbb{P}(\hat{\pi} \notin \Pi_0) \to 0 \).

We recall Remark 2.1: the conditions on \( \mathcal{F} \) may be weakened to local versions.

7. Conclusion

In this paper we summarized some results for the uniform convergence of empirical norms and the extension to empirical inner products.

For statistical theory the results are very useful. In [5] one can find an application to \( \ell_1 \)-restricted regression for the case of random design and [26] focuses on the restricted isometry property and restricted eigenvalues. We have given the application to order estimation in directed acyclic graphs (DAG’s). We omitted important computational issues and further discussions for this special case as it is beyond the scope of the paper. For more details we refer to [8].

The results can also be applied to generalize the results in [32] for DAG’s to the linear non-Gaussian case, in particular to anisotropic distributions. A generalization to isotropic distributions (e.g. sub-Gaussian distributions) is possible but perhaps less relevant as in many statistical applications isotropy is not very natural or stable (for DAG’s sub-Gaussianity can hold when the linear model is exactly true but it is not clear what happens when the model is only approximately linear).

A further application is the estimation of a precision matrix for non-Gaussian data. We mention that such an approach is used in [34] to construct confidence
intervals for a single parameter. Here, a Lasso is used for estimating a Fisher-information matrix. The estimator is based on empirical projections and also the function to be estimated is a theoretical projection as in Section 5. In the context of confidence intervals in $\ell_2$, the uniform convergence may generalize the (sub-)Gaussian case considered in [22]. Another application of uniform convergence, this time for additive models [20, 33], was briefly indicated in Subsection 3.2.

8. Technical tools

8.1. Symmetrization

Define

$$Z(\mathcal{F}) := \sup_{f \in \mathcal{F}} \left| \left( P_n - P \right) f \right|.$$

Let moreover $\epsilon_1, \ldots, \epsilon_n$ be a Rademacher sequence (that is, $\epsilon_1, \ldots, \epsilon_n$ are independent random variables taking the values $+1$ or $-1$ each with probability $1/2$) independent of $X_1, \ldots, X_n$, and define

$$Z'(\mathcal{F}) := \sum_{i=1}^{n} \epsilon_i f(X_i)/n.$$

**Theorem 8.1** (see e.g. [35]). It holds that

$$E Z(\mathcal{F}) \leq 2 E Z'(\mathcal{F}).$$

**Theorem 8.2** (see [23]). Let $R := \sup_{f \in \mathcal{F}} \|f\|$. For $t \geq 4$,

$$P(Z(\mathcal{F}) \geq 4 R \sqrt{2t/n}) \leq 4 P(Z'(\mathcal{F}) \geq R \sqrt{2t/n}).$$

8.2. Dudley’s theorem

Dudley’s theorem is originally for Gaussian processes (see [10]). The extension to sub-Gaussian random variables and Rademacher averages is rather straightforward. We summarize these in our context in Theorem 8.3 below.

Let $\mathcal{H}(\cdot, \mathcal{F}, \|\cdot\|_n)$ denote the entropy of $\mathcal{F}$ equipped with the metric induced by the empirical norm $\|\cdot\|_n$, and let $\hat{R}$ be the random radius $\hat{R} := \sup_{f \in \mathcal{F}} \|f\|_n$.

The theorem below can be found in [15], Theorem 11.1, although not for the case of a diverging entropy integral. This extension is however easily incorporated (see also [28], Lemma 3.2, for a probability inequality with possibly diverging entropy integral).

**Theorem 8.3** (Rademacher averages). We have

$$E Z'(\mathcal{F}) \leq C_0 \inf_{\delta > 0} E \left[ \hat{R} \int_{\delta}^{1} \sqrt{\mathcal{H}(u \hat{R}, \mathcal{F}, \|\cdot\|_n)} du / \sqrt{n} + \delta \hat{R} \right].$$
8.3. Deviation inequalities

We present two deviation inequalities, for the bounded case and the sub-Gaussian case.

**Theorem 8.4** (see [27, 18]). Suppose that for some constants $R$ and $K$.

$$\sup_{f \in \mathcal{F}} \|f\| \leq R, \quad \sup_{f \in \mathcal{F}} \|f\|_\infty \leq K.$$ 

Then for all $t > 0$

$$P\left(\mathcal{Z}(\mathcal{F})/C_1 \geq \mathbb{E}\mathcal{Z}(\mathcal{F}) + R\sqrt{t/n} + Kt/n\right) \leq \exp[-t].$$

**Theorem 8.5** (see [18]). Let $X := (X_1, \ldots, X_n)$. Conditionally on $X$, for all $t > 0$,

$$P\left(\mathcal{Z}'(\mathcal{F})/C_1 \geq \mathbb{E}(\mathcal{Z}'(\mathcal{F})|X) + \hat{R}\sqrt{t/n} | X\right) \leq \exp[-t],$$

where $\hat{R} := \sup_{f \in \mathcal{F}} \|f\|_n$.

9. Proofs

9.1. Proofs for Section 2

Theorem 2.1 follows from [12]. We present a proof for completeness and to facilitate the extension to products of functions.

**Proof of Theorem 2.1.** We consider the symmetrized process

$$P'_n f^2 := \sum_{i=1}^n \epsilon_i f^2(X_i)/n,$$

with $\epsilon_1, \ldots, \epsilon_n$ a Rademacher sequence independent of $X_1, \ldots, X_n$, and then apply Dudley’s theorem, see Theorem 8.3. Note that for two functions $f$ and $\tilde{f}$ in the class $\mathcal{F}$

$$\|f^2 - \tilde{f}^2\|_n \leq \|f + \tilde{f}\|_n \|f - \tilde{f}\|_{n,\infty} \leq 2\hat{R}\|f - \tilde{f}\|_{n,\infty}.$$ 

It follows that

$$\mathcal{H}(u, \mathcal{F}^2, \| \cdot \|_n) \leq \mathcal{H}(u/(2\hat{R}), \mathcal{F}, \| \cdot \|_{n,\infty}), \quad u > 0.$$ 

Hence

$$\int_\delta^1 \sqrt{\mathcal{H}(u\hat{R}K, \mathcal{F}^2, \| \cdot \|_n)} du \leq \int_\delta^1 \sqrt{\mathcal{H}(uK/2, \mathcal{F}, \| \cdot \|_{n,\infty})} du.$$
Here we used that $\|f^2\|_n \leq \hat{R}K$. So by Theorem 8.3
\[
\mathbb{E}\left(\sup_{f \in \mathcal{F}} \frac{P_n f^2}{n}\right) \leq C_0 \inf_{\delta > 0} \mathbb{E}\left[\frac{\hat{R}K}{n} \int_0^1 \sqrt{\mathcal{H}(uK/2, \mathcal{F}, \|\cdot\|_n \|\cdot\|_\infty)} du/\sqrt{n} + \delta \hat{R}K\right]
\leq J_\infty(K, \mathcal{F}) \sqrt{\mathbb{E}R^2}/\sqrt{n}.
\]
But then by Theorem 8.1
\[
\mathbb{E}\left(\sup_{f \in \mathcal{F}} \left|\left|f\right|^2 - \left|f\right|^2\right|\right) \leq 2J_\infty(K, \mathcal{F}) R/\sqrt{n} + 4J_\infty^2(K, \mathcal{F}) / n.
\tag{9.1}
\]
This leads to the by-product of the theorem: the inequality
\[
\mathbb{E}R^2 \leq R^2 + 2J_\infty(K, \mathcal{F}) \sqrt{\mathbb{E}R^2}/\sqrt{n}
\]
gives
\[
\sqrt{\mathbb{E}R^2} \leq R + 2J_\infty(K, \mathcal{F})/\sqrt{n}.
\]
Insert this in (9.1) to find
\[
\mathbb{E}\left(\sup_{f \in \mathcal{F}} \left|\left|f\right|^2 - \left|f\right|^2\right|\right) \leq 2J_\infty(K, \mathcal{F}) R/\sqrt{n} + 4J_\infty^2(K, \mathcal{F}) / n.
\]
We now apply Theorem 8.4. We have
\[
\sup_{f \in \mathcal{F}} \|f\|_n^2 \leq R K, \quad \sup_{f \in \mathcal{F}} \|f\|_\infty \leq K^2.
\]
Hence, inserting the just obtained bound for the expectation, for all $t > 0$
\[
\mathbb{P}\left(\sup_{f \in \mathcal{F}} \left|\left|f\right|^2 - \left|f\right|^2\right|/C_1 \geq \frac{2RJ_\infty(K, \mathcal{F}) + RK\sqrt{t}}{\sqrt{n}} + \frac{4J_\infty^2(K, \mathcal{F}) + K^2 t}{n}\right) \leq \exp[-t].
\]
\textit{Proof of Theorem 2.2.} We start as in the proof of Theorem 2.1 by considering the symmetrized process
\[
P_n f^2 := \sum_{i=1}^n \epsilon_i f^2(X_i)/n
\]
with $\epsilon_1, \ldots, \epsilon_n$ a Rademacher sequence independent of $X_1, \ldots, X_n$. But when applying Dudley’s theorem, see Theorem 8.3, we use a different entropy bound. For two functions $f$ and $\tilde{f}$ in the class $\mathcal{F}$
\[
\|f^2 - \tilde{f}^2\|_n \leq \|f + \tilde{f}\|_\infty \|f - \tilde{f}\|_n \leq 2K\|f - \tilde{f}\|_n.
\]
It follows that
\[
\mathcal{H}(u, \mathcal{F}^2, \|\cdot\|_n) \leq \mathcal{H}(u/(2K), \mathcal{F}, \|\cdot\|_n), \quad u > 0.
\]
Hence
\[
\int_{\delta}^{1} \sqrt{H(u\hat{R}, \mathcal{F}, \| \cdot \|_n)} du \leq \int_{\delta}^{1} \sqrt{H(u\hat{R}/2, \mathcal{F}, \| \cdot \|_n)} du.
\]
So by Theorem 8.3
\[
\mathbb{E} \left( \sup_{f \in \mathcal{F}} P_{n}^{\alpha} f^2 \right) \leq K \mathbb{E} \mathcal{J}_0(\hat{R}, \mathcal{F}) / \sqrt{n}.
\]
Since \( v \mapsto \mathcal{J}_0(\sqrt{v}, \mathcal{F}) \) is concave
\[
\mathbb{E} \mathcal{J}_0(\hat{R}, \mathcal{F}) \leq \mathcal{J}_0(\sqrt{\mathbb{E} \hat{R}^2}, \mathcal{F}).
\]
But then by Theorem 8.1
\[
\mathbb{E} \left( \sup_{f \in \mathcal{F}} \left| \| f \|_n^2 - \| f \|_n^2 \right| \right) \leq 2K \mathcal{J}_0(\sqrt{\mathbb{E} \hat{R}^2}, \mathcal{F}) / \sqrt{n}. \tag{9.2}
\]
This leads to the by-product of the theorem:
\[
\mathbb{E} \hat{R}^2 \leq R^2 + 2K \mathcal{J}_0(\sqrt{\mathbb{E} \hat{R}^2}, \mathcal{F}) / \sqrt{n} \leq R^2 + \mathbb{E} \hat{R}^2 / 2 + H(4K/\sqrt{n}).
\]
or
\[
\mathbb{E} \hat{R}^2 \leq 2R^2 + H(4K/\sqrt{n}) \leq 4R^2.
\]
Insert this back to find
\[
\mathbb{E} \left( \sup_{f \in \mathcal{F}} \left| \| f \|_n^2 - \| f \|_n^2 \right| \right) \leq 2K \mathcal{J}_0(2R, \mathcal{F}) / \sqrt{n}.
\]
Finally apply Theorem 8.4. \( \square \)

**Proof of Theorem 2.3.**

**Case 1.** This follows from
\[
\int_{0}^{z} \sqrt{H(u, \mathcal{F}, \| \cdot \|_\infty)} du \leq \sqrt{p} \int_{0}^{z} \sqrt{H(u/p, \mathcal{F}_{0, \| \cdot \|_\infty})} du \approx \sqrt{pp^{\alpha}} z^{1-\alpha},
\]
and inserting this in Theorem 2.1.

**Case 2.** Here we use that by conditions (2.7) and (2.4), for \( f = \sum_{k=1}^{p} f_{0,k} \),
\[
\| f \|_\infty \leq c_2 \sum_{j=1}^{p} \| f_{0,k} \|^{1-\alpha} \leq c_2 p^{\frac{1+\alpha}{2}} \left( \sum_{k=1}^{p} \| f_{0,k} \|^{2} \right)^{\frac{1-\alpha}{2}} \leq c_2 p^{\frac{1+\alpha}{2}} c_{1-\alpha} \| f \|^{1-\alpha}.
\]
The result then follows applying the entropy bound of Case 1.

**Case 3.** For \( f(x_1, \ldots, x_p) = \sum_{k=1}^{p} \sum_{r=1}^{N} \beta_{r,k} \psi_r(x_k) \in \mathcal{F} \) we have
\[
\sum_{k=1}^{p} \sum_{r=1}^{N} | \beta_{r,k} | \leq p.
\]
The result follows from Theorem 4.1.
**Case 4.** For \( f(x_1, \ldots, x_p) = \sum_{k=1}^p \sum_{r=1}^N \beta_{r,k} \psi_r(x_k) \in \mathcal{F} \), write (with some abuse of notation) \( \tilde{\beta}_k := (\beta_{1,k}, \ldots, \beta_{N,k})^T \) and \( f_{\beta_k}(x_1, \ldots, x_p) := \sum_{r=1}^N \beta_{r,k}(x_k) \). Then by conditions (2.9) and (2.4)

\[
\sum_{k=1}^p \|\beta_k\|^2 \leq c_0 \sum_{k=1}^p N \|f_{\beta_k}\|^2 \leq c_0 c_1 N \|f\|^2.
\]

The result then follows from Theorem 4.3.

**Case 5.** Let

\[
\tilde{\mathcal{F}} := \left\{ \tilde{f}(x_1, \ldots, x_p) = \sum_{k=1}^p \sum_{r=1}^N \tilde{\beta}_{r,k} \psi_r(x_k) \right\}.
\]

For all \( f \in \mathcal{F}(1) \) with \( \|f\| \leq 1 \) there is a \( \tilde{f} \in \tilde{\mathcal{F}} \) such that

\[
\|f - \tilde{f}\|_\infty \leq c_0 p N^{-\frac{1}{2}}.
\]

It follows that \( \|\tilde{f}\| \leq 1 + c_0 p N^{-\frac{1}{2}} \leq 2 \) for \( N \geq (c_0 p)^2 \). Define

\[
Z_0(\tilde{\mathcal{F}}(1)) := \sup_{f \in \tilde{\mathcal{F}}, \|f\| \leq 1} \|\tilde{f}\|_n - \|\tilde{f}\|.
\]

Then

\[
Z_0(\tilde{\mathcal{F}}(1)) = \sup_{f \in \tilde{\mathcal{F}}, \|f\| \leq 1} \frac{\|\tilde{f}\|_n - \|\tilde{f}\|}{\|f\|} \leq \sup_{f \in \tilde{\mathcal{F}}, \|f\| \leq 1} \frac{\|\tilde{f}\|_n - \|\tilde{f}\|}{\|\tilde{f}\|}.
\]

\[
\leq \sup_{f \in \tilde{\mathcal{F}}, \|f\| = 1} \frac{\|\tilde{f}\|_n - \|\tilde{f}\|}{\|\tilde{f}\|} = \sup_{f \in \tilde{\mathcal{F}}, \|f\| = 1} \|\tilde{f}\|_n - \|\tilde{f}\|.
\]

where the last step follows from the same arguments as for Case 4. Define now

\[
Z_0(\mathcal{F}(1)) := \sup_{f \in \mathcal{F}, \|f\| \leq 1} \|f\|_n - \|f\|.
\]

Clearly

\[
Z_0(\mathcal{F}(1)) \leq 2Z_0(\tilde{\mathcal{F}}(1)) + 2c_0 p N^{-\frac{1}{2}}.
\]

So we find

\[
Z_0(\mathcal{F}(1)) = O(1) \left( \sqrt{n \frac{\log (pN)}{n}} \right) + 2c_0 p N^{-\frac{1}{2}}.
\]
Since $p \leq n$ choosing $N \asymp (np/\log(n))^{\frac{\alpha}{(1+2\alpha)}}$ gives

$$I \asymp II \asymp p^{\frac{1+4\alpha}{2(1+2\alpha)}} \left( \log n/n \right)^{\frac{1}{2(1+2\alpha)}},$$

so that $Z_0(F(1)) = O_p(p^{\frac{1+4\alpha}{2(1+2\alpha)}} (\log n/n)^{\frac{1}{2(1+2\alpha)}})$. But then also

$$Z(F(1)) = \sup_{f \in F, \|f\| \leq 1} \left| \|f\|_n^2 - \|f\|^2 \right| \leq 2 \sup_{f \in F, \|f\| \leq 1} \left| \|f\|_n - \|f\| \right| \leq 2Z_0(F(1)) + Z_0^2(F(1)) = O_p(p^{\frac{1+4\alpha}{2(1+2\alpha)}} (\log n/n)^{\frac{1}{2(1+2\alpha)}}).$$

**Proof of Lemma 2.1.** Let $N \in \mathbb{N}$ be arbitrary and let for $f_0 \in F_0$ and certain $\beta_r$ and $\psi_r$, $r = 1, \ldots, N$:

$$\|f_0 - \sum_{r=1}^N \beta_r \psi_r\|_\infty \leq c_0 N^{-\frac{1}{2\alpha}}.$$

Let $\beta := (\beta_1, \ldots, \beta_N)^T$, $f_\beta := \sum_{r=1}^N \beta_r \psi_r$ and $f_{\beta,k}(x_1, \ldots, x_p) := f_\beta(x_k)$ and let $f_{0,k}(x_1, \ldots, x_p) := f_0(x_k)$. Then for $N \geq \|f_{0,k}\|^{-2\alpha}$

$$\|f_{\beta,k}\| \leq \|f_{0,k}\| + c_0 N^{-\frac{1}{2\alpha}} \leq (1 + c_0)\|f_{0,k}\|.$$

Define $K_\psi := \sup_r \|\psi_r\|_\infty \vee 1$. We find for $N \geq 1$, inserting (2.10),

$$\|f_0\|_\infty \leq \left\| \sum_{r=1}^N \beta_r \psi_r \right\|_\infty + c_0 N^{-\frac{1}{2\alpha}} \leq (1 + c_3)\|\beta\|_\infty K_\psi + c_0 N^{-\frac{1}{2\alpha}} \leq (1 + c_3)\|\beta\|_2 K_\psi + c_0 \|f_{0,k}\| \leq c_0(1 + c_3) K_\psi \sqrt{N}\|f_{\beta,k}\| + c_0 \|f_{0,k}\| \leq c_0(2 + c_3) K_\psi \sqrt{N}\|f_{0,k}\|$$

where in the second last inequality we used (2.9). Take $N$ as the smallest integer greater than or equal to $\|f_{0,k}\|^{-2\alpha}$. Then $N \leq \|f_{0,k}\|^{-2\alpha} + 1$ so that $\sqrt{N} \leq \|f_{0,k}\|^{-\alpha} + 1$ and hence

$$\|f_0\|_\infty \leq c_0(2 + c_3) K_\psi (\|f_{0,k}\|^{1-\alpha} + \|f_{0,k}\|) \leq 2c_0(2 + c_3)^2 K_\psi \|f_{0,k}\|^{1-\alpha},$$

since by (2.4) $\|f_{0,k}\| \leq 1$. Hence (2.7) holds with $c_2 = c_0(2 + c_3)^2 K_\psi$. \qed
9.2. Proofs for Section 3

Proof of Theorem 3.1. Let

\[ \hat{R}_1 := \sup_{f \in \mathcal{F}} \|f\|_n, \quad \hat{R}_2 := \sup_{g \in \mathcal{G}} \|g\|_n. \]

For functions \( f, \tilde{f} \) in the class \( \mathcal{F} \) and \( g, \tilde{g} \) in the class \( \mathcal{G} \) we have

\[ \|fg - \tilde{f}\tilde{g}\|_n \leq \|fg - \tilde{f}g\|_n + \|fg - \tilde{f}\tilde{g}\|_n \leq \hat{R}_2\|f - \tilde{f}\|_{n,\infty} + \hat{R}_1\|g - \tilde{g}\|_{n,\infty}. \]

It follows that

\[ H(u, \mathcal{F} \times \mathcal{G}, \| \cdot \|_n) \leq H(u/(2\hat{R}_2), \mathcal{F}, \| \cdot \|_{n,\infty}) + H(u/(2\hat{R}_1), \mathcal{G}, \| \cdot \|_{n,\infty}), \quad u > 0. \]

We moreover have

\[ \|fg\|_n \leq (\hat{R}_2K_1) \wedge (\hat{R}_1K_2) \leq \hat{R}_1K_2. \]

Define the set

\[ R := \{ \hat{R}_1 \leq 2R_1, \quad \hat{R}_2 \leq 2R_2 \}. \]

By Theorem 2.1, and since \( J_\infty \leq J_\infty \), for values of \( t \) and \( n \) satisfying (3.1) and (3.2) it holds that

\[ \mathbb{P}(R) \geq 1 - 2 \exp[-t]. \]

On \( R \)

\[ \int_{\hat{R}_1K_2}^{\hat{R}_2K_2} \sqrt{H(u, \mathcal{F} \times \mathcal{G}, \| \cdot \|_n)}du \]

\[ \leq 2R_1 \int_{\hat{R}_1K_2}^{K_2} \sqrt{H(u/2, \mathcal{G}, \| \cdot \|_n)}du + 2R_2 \int_{\hat{R}_1K_2/(4R_2)}^{K_2R_1/R_2} \sqrt{H(u/2, \mathcal{F}, \| \cdot \|_n)}du. \]

Consider now the symmetrized process

\[ P_n^{\epsilon}fg := \sum_{i=1}^{n} \epsilon_i f(X_i)g(X_i)/n, \]

with \( \epsilon_1, \ldots, \epsilon_n \) a Rademacher sequence independent of \( X_1, \ldots, X_n \). By Theorem 8.3 we have now found that conditionally on \( X := \{X_1, \ldots, X_n\} \),

\[ E\left( \sup_{f \in \mathcal{F}, \ g \in \mathcal{G}} \left| P_n^{\epsilon}fg \right| \mid X \right) \{X \in R\} \]

\[ \leq 2R_1J_\infty(K_2, \mathcal{G})/\sqrt{n} + 2R_2J_\infty(R_1K_2/R_2, \mathcal{F})/\sqrt{n} := E \]

From Theorem 8.4, we get that conditionally on \( X \)

\[ \mathbb{P}\left( \sup_{f \in \mathcal{F}, \ g \in \mathcal{G}} \left| P_n^{\epsilon}fg \right|/C_1 \geq E + 2R_1K_2\sqrt{\frac{t}{n}} + K_1K_2\frac{t}{n} \mid X \right) \{X \in R\} \leq \exp[-t]. \]
But then, since \( \mathbb{P}(R^c) \leq 2 \exp[-t] \),
\[
\mathbb{P}\left( \sup_{f \in \mathcal{F}, \ g \in \mathcal{G}} \left| P_n^c f g \right| / C_1 \geq E + 2R_1K_2 \sqrt{\frac{t}{n} + K_1 K_2 \frac{t}{n}} \right) \leq 3 \exp[-t].
\]

Now apply Theorem 8.2.

Proof of Theorem 3.2. Let \( \{ \varepsilon_i \}_{i=1}^n \) be a Rademacher sequence independent of \( \{ X_i, Y_i \}_{i=1}^n \). Conditionally on \( (X, Y) := (\{ X_1, \ldots, X_n \}, \{ Y_1, \ldots, Y_n \}) \), by Theorem 8.3, for \( P_n^c Yf := \sum_{i=1}^n \varepsilon_i Y_i f(X_i) / n, f \in \mathcal{F} \):
\[
\mathbb{E}\left( \sup_{f \in \mathcal{F}} \left| P_n^c Yf \right| \left| X, Y \right\rangle \right) \leq C_0 J_{\infty}(\|Y\|_n K, \{ Yf : f \in \mathcal{F} \}).
\]

So on the set
\[
\mathcal{Y} := \{ \|Y\|_n^2 \leq 4K_0^2 \}
\]
we get
\[
\mathbb{E}\left( \sup_{f \in \mathcal{F}} \left| P_n^c Yf \right| \left| X, Y \right\rangle \right) \{ Y \in \mathcal{Y} \} \leq 2J_{\infty}(K_0 K, \mathcal{F}) / \sqrt{n}.
\]

Now apply Theorem 8.5 to obtain that for all \( t > 0 \)
\[
\mathbb{P}\left( \sup_{f \in \mathcal{F}} \left| P_n^c Yf \right| / C_1 \geq 2K_0 K \sqrt{\frac{t}{n}} \left| X, Y \right\rangle \right) \{ Y \in \mathcal{Y} \} \leq \exp[-t].
\]
We now integrate out and use that \( \mathbb{P}(\mathcal{Y}^c) \leq \exp[-t] \). Then we de-symmetrize using Theorem 8.2.

9.3. Proofs for Section 4

Proof of Theorem 4.1. If \( \|\beta\|_1 \leq M \) we know that
\[
\|f_{\beta}\|_\infty \leq \|\beta\|_1 \max_{1 \leq i \leq n} \max_{1 \leq j \leq p} |X_{i,j}| \leq MK_X.
\]
Fixing \( \delta \) at \( \delta = 1 / \sqrt{n} \) in (2.1), we find by Lemma 4.1
\[
J(\mathcal{F}) \leq C_0 MK_X \int_{1/\sqrt{n}}^1 \sqrt{\mathcal{H}(u/2, \{ f_{\beta} : \|\beta\|_1 \leq M \}, \| \cdot \|_{n, \infty})} du + C_0 MK
\]
\[
= 2C_0 \sqrt{\log(2p) \log(2n)} MK \log n + C_0 MK_X.
\]
The result now follows from Theorem 2.1.

Proof of Theorem 4.2. Since \( \|f_{\beta^2}\| \leq 1 \) implies
\[
\|\beta\|_1 \leq \sqrt{s} \|\beta\|_2 \leq \sqrt{s} / \Lambda_{\min}
\]
this follows directly from Theorem 4.1.
Proof of Lemma 4.2. We let $\psi_j(X_i) := X_{i,j}$, $i = 1, \ldots, n$, $j = 1, \ldots, p$. It holds that
\[
\sup_{\|f\|_2 \leq 1} |(P_n - P)Yf_\beta|^2 \leq \sup_{\|f\|_2 \leq 1} \sum_{j=1}^p |(P_n - P)Y\psi_j|^2 \|\beta\|_2^2
\leq \sum_{j=1}^p |(P_n - P)Y\psi_j|^2 / \Lambda_{\min}^2.
\]
But by the triangle inequality
\[
\left\| \sum_{j=1}^p |(P_n - P)Y\psi_j|^2 \right\| \leq \left\| \sum_{j=1}^p |(P_n - P)Y\psi_j|^2 \right\|_{\psi_1}.
\]
Moreover for all $j$,
\[
\left\| |(P_n - P)Y\psi_j|^2 \right\|_{\psi_1} = \left\| |(P_n - P)Y\psi_j|^2 \right\|_{\psi_2} \leq c_2^2 K_0^2 K_X^2 / n.
\]
Hence
\[
\left\| \sum_{j=1}^p |(P_n - P)Y\psi_j|^2 \right\|_{\psi_2} = \sqrt{\sum_{j=1}^p |(P_n - P)Y\psi_j|^2} \leq c_2 K_0 K_X \sqrt{\frac{p}{n}}.
\]
By Chebyshev's inequality, for all $t > 0$,
\[
\mathbb{P}\left( \sqrt{\sum_{j=1}^p |(P_n - P)Y\psi_j|^2} \geq \frac{c_2 K_0 K_X}{\Lambda_{\min}} \sqrt{\frac{pt}{n}} \right) \leq 2 \exp[-t].
\]

9.4. Proofs for Section 5

Proof of Lemma 5.1. The inequality
\[
\|Y - \hat{f}\|_n \leq \|Y - f^*\|_n,
\]
can be rewritten to the Basic Inequality
\[
\|\hat{f} - f^*\|^2_n \leq 2 P_n(Y - f^*)(\hat{f} - f^*).
\]
On $\mathcal{T}$ we therefore have
\[
\|\hat{f} - f^*\|^2 \leq \|\hat{f} - f^*\|^2 - \|\hat{f} - f^*\|^2 + 2 P_n(Y - f^*)(\hat{f} - f^*) \leq \delta_n \|\hat{f} - f^*\|^2 + \delta_n \|\hat{f} - f^*\|,
\]
where we used that $P(Y - f^*)(\hat{f} - f^*) = 0$. Hence
\[
\|\hat{f} - f^*\| \leq \delta_n/(1 - \delta_n) \leq 2 \delta_n.
\]
Proof of Theorem 5.1. This follows from Lemma 5.1 combined with Summary 4.1. We use here that \( \| f^* \| \leq \| Y \| \leq K_0 \). The first result then follows immediately from Lemma 5.1 and Summary 4.1. For the second result, write

\[
\| Y - \hat{f} \|_n^2 - \| Y - f^* \|_n^2 = \| \hat{f} - f^* \|_n^2 - 2P_n(Y - f^*)(\hat{f} - f^*).
\]

But

\[
\| \hat{f} - f^* \|_n^2 = \| \hat{f} - f^* \|^2 + \left( \frac{\| \hat{f} - f^* \|_n^2}{\| f^* \|_n^2} - 1 \right) \| \hat{f} - f^* \|^2
\]

\[= O_P(\delta_n^2 + \delta_n^3)\]

and

\[
P_n(Y - f^*)(\hat{f} - f^*) = (P_n - P)(Y - f^*)(\hat{f} - f^*)
\]

\[= \| \hat{f} - f^* \| \left( (P_n - P)(Y - f^*)(\hat{f} - f^*)/\| \hat{f} - f^* \| \right) = O_P(\delta_n^2).
\]

Hence

\[
\| Y - \hat{f} \|_n^2 - \| Y - f^* \|_n^2 = \| Y - \hat{f} \|_n^2 - \| Y - f^* \|_n^2 + \| Y - f^* \|_n^2 + \| Y - f^* \|_n^2
\]

\[= O_P(\delta_n^2) + \| Y - f^* \|_n^2 - \| Y - f^* \|^2.
\]

We find

\[
\| Y - f^* \|_n^2 - \| Y - f^* \|^2 = \| Y \|^2_\infty - \| Y \|^2 - 2(P_n - P)(Y f^*) + \| f^* \|^2 - \| f^* \|^2
\]

\[= O_P(1/\sqrt{n}) + O_P(\delta_n).
\]

Proof of Theorem 5.2. By Summary 4.1 all probability statements are uniformly in \( S \), so that the set \( T \) given in Lemma 5.1 has with \( \delta_n = O(\sqrt{\log p/n}) \) the required large probability.

9.5. Proof for Section 6

Proof of Theorem 6.1. From Theorem 2.3

\[
\sup_{f \in F, \| f \| \leq 1} \left\| \|f\|_n^2 - \|f\|^2 \right\| = o_P(1).
\]

We know moreover from Lemma 3.2 that also for

\[
\max_j \sup_{f \in F, \| f \| \leq 1} (P_n - P)f_j f = o_P(1).
\]

Also

\[
\max_j \left\| X_j \|_n^2 - \| X_j \|^2 \right\| = o_P(1).
\]

Hence,

\[
\max_j \sup_{f \in F, \| f \| \leq 1} \left\| X_j - f \|_n^2 - \| X_j - f \|^2 \right\| = o_P(1).
\]

(9.3)
We now note that we only need uniform convergence over \( f \in \mathcal{F} \) with \( \|f\| \leq 1 \). To see this, let for any \( \pi \) and \( j \)

\[
\hat{f}_j(\pi) := s\tilde{f}_j(\pi) + (1-s)f_j^*(\pi)
\]

where \( s := c/(c+\|\tilde{f}_j(\pi) - f_j^*(\pi)\|) \) and \( c \) a constant (depending on \( j \) and \( \pi \)) to be chosen (see below). Then \( \|\tilde{f}_j(\pi) - f_j^*(\pi)\| \leq 1 \). Moreover

\[
\|X_j - \tilde{f}_j(\pi)\|^2_n \leq s\|X_j - \tilde{f}_j(\pi)\|^2_n + (1-s)\|X_j - f_j^*(\pi)\|^2_n \leq \|X_j - f_j^*(\pi)\|^2_n.
\]

So

\[
\|X_j - \hat{f}_j(\pi)\| = \|X_j - \tilde{f}_j(\pi)\| - \|X_j - \tilde{f}_j(\pi)\|_n + \|X_j - \tilde{f}_j(\pi)\|_n
\]

\[
= \|X_j - \tilde{f}_j(\pi)\|_n + o_P(1) \leq \|X_j - f_j^*(\pi)\|_n + o_P(1)
\]

\[
= \|X_j - f_j^*(\pi)\| + o_P(1) \leq \|X_j - \hat{f}_j(\pi)\| + o_P(1)
\]

where in the last step we used the convexity of \( \mathcal{F}_0 \). Thus \( \|X_j - \hat{f}_j(\pi)\| = o_P(1) \). This implies that \( \|\tilde{f}_j(\pi) - f_j^*(\pi)\| \leq \|X_j - f_j^*(\pi)\| + o_P(1) \). Choosing \( c \) appropriately, for example \( c = 4\|X_j - f_j^*(\pi)\| \), we now find that \( \|\tilde{f}_j(\pi) - f_j^*(\pi)\| = O_P(1) \). By applying the same arguments as above with \( \tilde{f}_j(\pi) \) replaced by \( \hat{f}_j(\pi) \) shows that \( \|X_j - \hat{f}_j(\pi)\| = o_P(1) \). This result is uniformly in \( \pi \in \Pi \) by the same arguments as used for Theorem 5.2. Application of the union bound and deviation bounds for each \( j \), we see that the result is also uniformly in \( j \).  
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