We investigate sudden quenches across the critical point in the transverse field Ising chain with a perturbing non-integrable next-nearest-neighbour interaction. Expressions for the return (Loschmidt) amplitude and associated rate function are derived to linear order in the next-nearest-neighbour coupling. In the thermodynamic limit these quantities exhibit non-analytic behaviour at a set of critical times, a phenomenon referred to as a dynamical quantum phase transition. We quantify the effect of the integrability breaking perturbation on the location and shape of these non-analyticities. Our results agree with those of earlier numerical studies and offer further support for the assertion that the dynamical quantum phase transitions exhibited by this model are a generic feature of its post-quench dynamics and is robust with respect to the inclusion of non-integrable perturbations.
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I. INTRODUCTION

Advances in the experimental manipulation of systems such as cold atomic gasses\textsuperscript{1,2} has allowed for the realisation of unitary time evolution in closed quantum systems\textsuperscript{3}. This has triggered much theoretical interest in non-equilibrium quantum dynamics, particularly in relation to the existence and characterisation of long-time stationary states. A typical scenario in this context is that of a quantum quench, in which a system is driven out of equilibrium by tuning a control parameter, typically an external field strength. In this paper our interest lies with the finite-time dynamics following a sudden quench, and the emergence of non-analytic behaviour in certain quantities in the thermodynamic limit. To set the scene, consider the return (Loschmidt) amplitude

\[ G(t) = \langle \Psi_0 | e^{-iHt} | \Psi_0 \rangle \]  

(1)

with |\Psi_0\rangle the initial state and H the Hamiltonian driving the post-quench dynamics. Heyl et al.\textsuperscript{4} noted the formal similarity between G(t) and the canonical partition function \( Z(\beta) = \text{tr}(e^{-\beta H}) \). As is well known from the Lee-Yang treatment of equilibrium phase transitions the non-analytic behaviour of the free energy density can be understood by analysing the Fischer zeros of \( Z(\beta) \) in the complex temperature plane.\textsuperscript{5} In this spirit Heyl et al. investigated the analytic behaviour of the boundary partition function \( Z(z) = \langle \Psi_0 | e^{-zH} | \Psi_0 \rangle \) with \( z \in \mathbb{C} \) for quenches in the transverse field Ising chain. It was found that in the thermodynamic limit, and for quenches between the paramagnetic and ferromagnetic phases, the zeros of \( Z(z) \) coalesce into lines which intersect the time axis. This results in non-analytic behaviour in the rate function of the return probability \( I(t) = \lim_{L \to \infty} -L^{-1} \log |G(t)|^2 \) at a set of critical times \( t^*_n \). At these times the system is said to exhibit a dynamical quantum phase transition. Furthermore, these transitions were shown to impact on the behaviour of the experimentally relevant work distribution function, while the critical times themselves introduce a new quench-dependent time scale which enters in the dynamics of the order parameter. Aspects of this phenomenon have since been the focus of a number of studies.\textsuperscript{6-11} In particular, Karrasch and Schuricht\textsuperscript{12} investigated the robustness of these phase transitions for quenches in two non-integrable spin models using the time-dependent density-matrix renormalisation group (tDMRG) algorithm. It was found that the dynamical phase transitions persist is the presence of non-integrable interactions, although the shape
and location of the non-analyticities get modified in a non-trivial way.

In this paper we complement this study with analytic calculations for quenches in the transverse field Ising chain perturbed by a non-integrable next-nearest-neighbour (NNN) interaction. The Hamiltonian driving the dynamics is then the axial transverse next-nearest-neighbour Ising (ANNNI) model.\textsuperscript{13,14} To reliably describe the dynamics at longer times we implement the continuous unitary transformations (CUTs) approach to calculate the rate function of the return probability to linear order in the NNN coupling.

The paper is organised as follows. In section II we summarise some results from Refs. 4 and 15 for quenches in the transverse field Ising chain. The CUTs diagonalization procedure is outlined in section II A and used in sections III B and III C for the perturbative calculation of the return probability and rate function for quenches to the ANNNI model. These results are benchmarked against tDMRG calculations in section IV. In section IV A we analyse how the shape and location of the non-analyticities in the rate function are modified by the NNN interaction. Section V concludes the paper. Some technical details of the calculations appear in the appendix.

\section{Quenches in the Transverse Field Ising Chain}

The one-dimensional transverse field Ising model is

\begin{equation}
H_0(g) = -\sum_{i=1}^{L} (\sigma_i^z \sigma_{i+1}^z + g \sigma_i^x) \tag{2}
\end{equation}

with periodic boundary condition $\sigma_{L+1}^z = \sigma_1^z$ and where $g$ denotes the transverse magnetic field strength. This model exhibits a quantum phase transition at $g = g_c = 1$ from a ferromagnetic ($g < 1$) to a paramagnetic ($g > 1$) phase.\textsuperscript{16} It is exactly solvable through a combination of a Wigner-Jordan and Bogoliubov transformation which produces a description in terms of free fermions. The dynamics of this model following a quench in $g$ has been studied by a number authors\textsuperscript{4,12,15,17,18} and we only summarise some basic results here. In a quantum quench experiment the system is prepared in the ground state of an initial Hamiltonian $H_0(g_0)$ and then allowed to evolve unitarily under the final Hamiltonian $H_0(g_1)$. Let $\{\eta_k^\dagger, \eta_k\}$ and $\{\gamma_k^\dagger, \gamma_k\}$ denote the fermionic species diagonalising $H_0(g_0)$ and
\[ H_0(g_0) = \sum_k \epsilon_k(g_0) [\eta_k^{\dagger} \eta_k - 1/2] \quad \text{and} \quad H_0(g_1) = \sum_k \epsilon_k(g_1) [\gamma_k^{\dagger} \gamma_k - 1/2] \] (3)

where \( \epsilon_k(g) = 2\sqrt{g - \cos k}^2 + \sin^2 k \). The two species are related by \( \eta_k = U_k \gamma_k + i V_k \gamma_k^{\dagger} \) where \( U_k = \cos(\phi_k) \) and \( V_k = \sin(\phi_k) \) with \( \phi_k = \theta_k(g_1) - \theta_k(g_0) \) and \( \tan(2\theta_k(g)) = \sin k/(g - \cos k) \). The quantities of interest here are the return (Loschmidt) amplitude \( G(t) = \eta \langle 0 | e^{-itH_0(g_1)} | 0 \rangle_\eta \) and the rate function of the return probability

\[ l(t) = -\lim_{L \to \infty} \frac{1}{L} \log |G(t)|^2. \] (4)

Here \( |0\rangle_\eta \) is the \( \eta \)-vacuum and the ground state of \( H_0(g_0) \). The latter is related to the \( \gamma \)-vacuum through

\[ |0\rangle_\gamma = N^{-1} e^{-i \sum_{k>0} \Lambda_k \gamma_k^{\dagger} \gamma_k^{\dagger}} |0\rangle \gamma \] (5)

with \( N^2 = \prod_{k>0} (1 + \Lambda_k^2) \) and \( \Lambda_k = V_k/U_k = \tan \phi_k \). It now follows that

\[ G(t) = \prod_{k>0} (U_k^2 + V_k^2 e^{-2i\epsilon_k(g_1)}) \quad \text{and} \quad l(t) = -2 \int_0^{\pi} \frac{dk}{2\pi} \ln |U_k^2 + V_k^2 e^{-2i\epsilon_k(g_1)}|. \] (6)

For quenches across the phase transition this quantity exhibits non-analytic behaviour in the form of cusps which appear periodically at the critical times

\[ t_n^* = t^*(n + 1/2), \quad n = 0, 1, 2, \ldots \] (7)

with \( t^* = \pi/\epsilon_{k^*}(g_1) \) and \( \cos k^* = (1 + g_0 g_1)/(g_0 + g_1) \). These non-analyticities are a result of \( G(t) \) factorising into contributions from the various \( k \)-modes together with the existence of a particular mode \( k^* \) which satisfies \( U_{k^*}^2 = V_{k^*}^2 \), and for which the argument of the logarithm in (6) vanishes at \( t = t_n^* \). This is illustrated in Figure 1. It is clear that integrable perturbations that still allow for a free-fermion description will not fundamentally alter this picture. However, it is less obvious that this phenomenon persists in the presence of non-integrable interactions.

A final important point remains to be addressed. After applying the Wigner-Jordan transformation to the spin Hamiltonian in (2) the fermionic Fock space is found to factorize into sectors with even and odd particle numbers. In the even (Neveu-Schwarz) sector it is natural to impose anti-periodic boundary conditions on the fermions, and this leads to
Figure 1. The rate function \( l(\Delta, t) \) for quenches from the FM to PM phase (left) and PM to FM phase (right). The \( \Delta = 0 \) curve corresponds to [6]. Results for \( \Delta > 0 \) were obtained using the tDMRG algorithm. See Section IV and Ref. [12] for details.

a quantisation of the momentum in half-integer multiples of \( 2\pi/L \). In the odd (Ramond) particle number sector we enforce periodic boundary conditions leading to momentum quantisation in integer multiples of \( 2\pi/L \). At finite \( L \), and for all \( g \), the system’s true ground state lies in the even sector. In the ferromagnetic phase this state is a superposition of symmetry broken polarised states. In the thermodynamic limit the ground states of the odd and even sectors become degenerate and one recovers the two polarised ferromagnetic ground states. We emphasise that the expressions in [6] are applicable only to quenches starting from the mixed ground state of the even sector. We focus on this case in what follows.

### III. QUENCHES IN THE ANNNI MODEL

We now turn to quenches which involve tuning \( g \) across the phase transition while simultaneously switching on a non-integrable next-nearest-neighbour interaction. The initial Hamiltonian remains \( H_0(g_0) \) while the time evolution is now generated by the ANNNI Hamiltonian

\[
H(g_1, \Delta) = -\sum_{i=1}^{L} (\sigma_i^x \sigma_{i+1}^x + g_1 \sigma_i^x + \Delta \sigma_i^z \sigma_{i+2}^z) = H_0(g_1) + H_1(\Delta).
\]  

The behaviour of the rate function \( l(\Delta, t) \) following quenches in this model have previously been studied using the tDMRG algorithm in Ref. [12]. Results appear in Figure I for two...
quenches and various values of $\Delta$. The shape and locations of the cusps appear to depend on the NNN coupling in a regular way, even at long times and for a range of coupling strengths. Even strong coupling should therefore not fundamentally alter the nature of these non-analytic structures, provided, of course, that the system is not driven into a different phase. This suggests that the qualitative effect of the NNN interaction can be captured well within a perturbative framework.

Our goal in what follows is to calculate the linear order correction to the rate function $l(\Delta, t)$ due to this perturbing interaction. For this purpose standard time-dependent perturbation theory is not sufficient, as it produces secular terms which grow linearly in time, leading to an eventual breakdown in the perturbative approximation. To overcome this problem we make use of the continuous unitary transformations (CUTs) approach. This technique has been applied successfully to a variety of non-equilibrium problems. The $g_1$ and $\Delta$ arguments of $H_{0,1}$ are suppressed in what follows.

### A. Diagonalisation via CUTs

In the CUTs approach a sequence of infinitesimal unitary transformations is used to bring the Hamiltonian into an energy diagonal form. Following this, states and observables may be evolved in time using this diagonalised Hamiltonian without the risk of producing secular terms. The evolution of the Hamiltonian under this sequence of transformations is parametrised by a flow parameter $\ell$ and governed by the equation

$$\frac{dH(\ell)}{d\ell} = [\Gamma(\ell), H(\ell)]$$

where $\Gamma(\ell)$ is an antihermitian generator. The post-quench Hamiltonian $H = H_0 + H_1$ provides the initial condition at $\ell = 0$, i.e. $H(0) = H$. At finite $\ell$ this Hamiltonian is unitarily transformed into $H(\ell) = U(\ell)H(0)U(\ell)^\dagger$ where $U(\ell)$ satisfies $dU(\ell)/d\ell = \Gamma(\ell)U(\ell)$ and $U(0) = I$. By choosing the generator $\Gamma(\ell)$ appropriately we can ensure that the flow converges to a fixed point $H(\infty)$ which is diagonal in the eigenbasis of a chosen non-interacting Hamiltonian. For the latter we take simply $H_0$ and set $\Gamma(\ell) = [H_0, H(\ell)]$ which is known to produce a fixed point for which $[H_0, H(\infty)] = 0$, i.e. which is “energy diagonal” with respect to the unperturbed Hamiltonian $H_0$. Transforming to a description in terms of the
\(\gamma\)-fermions of [3] we have, as before, that
\[
H_0 = \sum_k \epsilon_k(g_1)\left[\gamma_k^{\dagger}\gamma_k - 1/2\right]
\]
while the interaction term reads
\[
H_1 = A + \sum_k B(k)\gamma_k^{\dagger}\gamma_k + \sum_k \left[ C(k)\gamma_k^{\dagger}\gamma_{-k} + h.c. \right] + \sum_k D(k)\gamma_{k_1}^{\dagger}\gamma_{k_2}\gamma_{k_3}\gamma_{k_4} + \sum_k \left[ E(k)\gamma_{k_1}^{\dagger}\gamma_{k_2}\gamma_{k_3}\gamma_{k_4} + h.c. \right] + \sum_k \left[ F(k)\gamma_{k_1}^{\dagger}\gamma_{k_2}\gamma_{k_3}\gamma_{k_4} + h.c. \right].
\]
\tag{10}

Expressions for the various coefficients appear in the appendix. To linear order in \(\Delta\) the flow described by [9] preserves the form of the original Hamiltonian \(H = H_0 + H_1\) with only the coefficients of the energy off-diagonal terms in \(H_1\) evolving as
\[
C(k, \ell) = \exp[-(2\epsilon_k)^2\ell]C(k) \quad \ell \to \infty \quad 0
\]
\[
D(k, \ell) = \exp[-E_D(k)^2\ell]D(k) \quad \ell \to \infty \quad \delta_{E_D(k),0}D(k)
\]
\[
E(k, \ell) = \exp[-E_E(k)^2\ell]E(k) \quad \ell \to \infty \quad \delta_{E_E(k),0}E(k) = 0
\]
\[
F(k, \ell) = \exp[-E_F(k)^2\ell]F(k) \quad \ell \to \infty \quad \delta_{E_F(k),0}F(k) = 0
\]
where \(E_D(k) = \epsilon_{k_1} + \epsilon_{k_2} - \epsilon_{k_3} - \epsilon_{k_4}, E_E(k) = \epsilon_{k_1} + \epsilon_{k_2} + \epsilon_{k_3} - \epsilon_{k_4}\) and \(E_F(k) = \epsilon_{k_1} + \epsilon_{k_2} + \epsilon_{k_3} + \epsilon_{k_4}\). This can be verified by substituting \(H(\ell)\) into [9] and using, for example,
\[
[[H_0, \gamma_{k_1}^{\dagger}\gamma_{k_2}^{\dagger}\gamma_{k_3}\gamma_{k_4}], H_0] = -E_D(k)^2\gamma_{k_1}^{\dagger}\gamma_{k_2}^{\dagger}\gamma_{k_3}\gamma_{k_4}
\]
\tag{15}

This can be verified by substituting \(H(\ell)\) into [9] and using, for example,
\[
[[H_0, \gamma_{k_1}^{\dagger}\gamma_{k_2}^{\dagger}\gamma_{k_3}\gamma_{k_4}], H_0] = -E_D(k)^2\gamma_{k_1}^{\dagger}\gamma_{k_2}^{\dagger}\gamma_{k_3}\gamma_{k_4}
\]
\tag{15}

to check [12], and similar for the other coefficients. These are the only type of double commutators relevant at linear order since the coefficients of \(H_1\) are already of order \(O(\Delta)\). Here and in what follows we abbreviate \(\epsilon_k = \epsilon_k(g_1)\) and assume that \(g_1 \neq 1\), which ensures that \(\epsilon_k > 0\). As \(\ell \to \infty\) the energy off-diagonal terms therefore decay exponentially, leaving only terms which commute with \(H_0\). The combined constraints of momentum and energy conservation are responsible for \(E(k, \infty)\) and \(F(k, \infty)\) vanishing. Up to an additive constant the final Hamiltonian is
\[
H(\infty) = \sum_k (\epsilon_k + B(k))\gamma_k^{\dagger}\gamma_k + \sum_k \delta_{E_D(k),0}D(k)\gamma_{k_1}^{\dagger}\gamma_{k_2}\gamma_{k_3}\gamma_{k_4}
\]
\tag{16}
\approx \sum_k \tilde{\epsilon}_k\gamma_k^{\dagger}\gamma_k + \sum_{k,k'} D_{k,k'}\gamma_{k'}^{\dagger}\gamma_k = \tilde{H}_0 + \tilde{H}_1
\tag{17}

with \(\tilde{\epsilon}_k = \epsilon_k + B(k)\) and \(D_{k,k'} = D(k,k',k') - D(k,k',k,k')\). The expression above is exact for odd \(L\), while for even \(L\) there are \(O(L)\) additional terms of the form \(\gamma_k^{\dagger}\gamma_{-k}\gamma_{-k}\gamma_{-k}\) which also enter in \(\tilde{H}_1\). However, since \(D(k) = O(L^{-1})\) these terms do not contribute extensively
to $H(\infty)$ and may be neglected in the thermodynamic limit. The transformation relating
$H(\infty)$ to $H = H(0)$ is given by the $\ell$-ordered exponential
\[ U(\infty) = T\{\exp \left[ \int_0^\infty d\ell \Gamma(\ell) \right]\}. \] (18)
All the energy off-diagonal terms in $H(\ell)$ are at least linear in $\Delta$ and so $\Gamma(\ell) = [H_0, H(\ell)] = \mathcal{O}(\Delta)$. It is therefore permissible to neglect the ordering prescription above when working
to linear order and approximate the transformation by
\[ U(\infty) \approx \exp \left[ \int_0^\infty d\ell \Gamma(\ell) \right] = \exp[J] \] (19)
where
\begin{align*}
J &= \sum_k \left[ \bar{C}(k)\gamma^+_k \gamma_{-k} - \text{h.c.} \right] + \sum_k \left[ \bar{D}(k)\gamma^+_k \gamma_{k_2} \gamma_{k_3} \gamma_{k_4} \right] \\
&\quad + \sum_k \left[ \bar{E}(k)\gamma^+_k \gamma_{k_1} \gamma_{k_2} \gamma_{k_3} - \text{h.c.} \right] + \sum_k \left[ \bar{F}(k)\gamma^+_k \gamma_{k_1} \gamma^+_k \gamma_{k_4} - \text{h.c.} \right] \quad (20)
\end{align*}
with $\bar{X}(k) = X(k)/EX(k)$ for $X = C, D, E, F$. In the primed summation those terms for
which $E_D(k) = 0$ are excluded.

**B. Transition Amplitude**

Combining (19) with the identity $H = U^\dagger(\infty)H(\infty)U(\infty)$ allows the transition amplitude
to be approximated as
\[ G(t) = \eta\langle 0|e^{-itH}0\rangle_\eta = \eta\langle 0|U^\dagger(\infty)e^{-itH(\infty)}U(\infty)|0\rangle_\eta \] (21)
\[ \approx \eta\langle 0|e^{-J}e^{-it\tilde{H}_1}e^{-it\tilde{H}_0}e^{-J}|0\rangle_\eta. \] (22)
From here there are several possible routes which lead to expressions for $l(t)$ which are
equivalent up to linear order in $\Delta$. We will proceed in the spirit of the CUTs approach and
avoid the truncation of exponential power series based on perturbative approximations, as
this may well reintroduce secular terms. As a first step we rewrite the $e^{-it\tilde{H}_1}$ factor in (22) as
\[ e^{-it\tilde{H}_1} = \prod_{k,k'} \left[ 1 + (e^{-itD_{k,k'}} - 1)\gamma^+_k \gamma_{k'} \gamma^+_k \gamma_{k} \right] \] (23)
and then approximate $G(t)$ by
\[ G(t) \approx \prod_{k,k'} \left[ 1 + (e^{-itD_{k,k'}} - 1)\langle \gamma^+_k \gamma_{k'} \rangle \langle \gamma^+_k \gamma_{k} \rangle \right]\eta\langle 0|e^{-J}e^{-it\tilde{H}_0}e^{-J}|0\rangle_\eta. \] (24)
where
\[ \langle \hat{O} \rangle = \frac{\eta\langle 0|\hat{O}e^{-it\hat{H}_0}|0\rangle_{\eta}}{\eta\langle 0|e^{-it\hat{H}_0}|0\rangle_{\eta}}. \] (25)

This approximation relies on two observations. First, since both \( e^{-itD_{k,k'}} - 1 \) and \( J \) are of order \( \mathcal{O}(\Delta) \) the \( e^{\pm J} \) factors may be neglected when calculating the matrix elements of the number operators as this can only introduce higher order corrections. Secondly, we note the factorisation property
\[ \langle \prod_i \gamma_{k_i}^\dagger \gamma_{k_i} \rangle = \prod_i \langle \gamma_{k_i}^\dagger \gamma_{k_i} \rangle \] (26)
which is a consequence of (5) and holds whenever \( k_i \neq \pm k_j \) for all \( i \neq j \). Expanding the right hand side of (23) makes it clear that at any finite order in \( \Delta \) the number of terms for which this factorisation fails is suppressed by a factor of \( 1/L \) relative to the number of completely factorizable terms. This justifies the factorisation of the matrix elements in (24) in the thermodynamic limit. From (5) the factors on the right of (26) are found to be
\[ \langle \gamma_{k}^\dagger \gamma_{-k} \rangle = \Lambda_k^2 Q_k \quad \text{with} \quad Q_k = (\Lambda_k^2 + e^{2it\tilde{\epsilon}_k})^{-1}. \] (27)

What remains is to calculate the matrix element on the right of (24). To leading order in \( \Delta \) in the arguments of the exponentials it holds that
\[ \eta\langle 0|e^{-J}e^{-it\hat{H}_0}e^{J}|0\rangle_{\eta} = \eta\langle 0|e^{-it\hat{H}_0}e^{J}e^{-it\hat{H}_0}|0\rangle_{\eta} \] (28)
where the Baker-Campbell-Hausdorff formula has been used to combine the two exponentials involving \( J \) according to \( e^{\Delta \hat{A}}e^{\Delta \hat{B}} = e^{\Delta \hat{A} + \Delta \hat{B} + \mathcal{O}(\Delta^2)} \). We now introduce
\[ \mathcal{T} = \exp \left[ -i \sum_{k>0} \Lambda_k e^{-2it\tilde{\epsilon}_k} \gamma_{k}^\dagger \gamma_{-k} \right] \exp \left[ i \sum_{k>0} Q_k \Lambda_k e^{2it\tilde{\epsilon}_k} \gamma_{k}^\dagger \gamma_{-k} \right] \] (29)
with \( Q_k \) as in (27), and set \( \mathcal{A} = e^{-it\hat{H}_0}J e^{it\hat{H}_0} - J \). Applying (5) to the right of (28) produces, after some straightforward manipulations,
\[ \eta\langle 0|e^{\mathcal{A}}e^{-it\hat{H}_0}|0\rangle_{\eta} = \gamma\langle 0|e^{\mathcal{T}^{-1}\mathcal{A}^\dagger}\mathcal{T}|0\rangle_{\gamma} \prod_{k>0} (U_k^2 + V_k^2 e^{-2it\tilde{\epsilon}_k}) \]. (30)

The transformation \( \mathcal{T} \) acts on the \( \gamma_{k}^{(\dagger)} \) operators in \( \mathcal{A} \) according to
\[ \tilde{\gamma}_k = \mathcal{T}^{-1} \gamma_k \mathcal{T} = Q_k e^{2it\tilde{\epsilon}_k} \gamma_k - i \Lambda_k e^{-2it\tilde{\epsilon}_k} \gamma_{-k}^\dagger \] (31)
\[ \tilde{\gamma}_k^\dagger = \mathcal{T}^{-1} \gamma_k^\dagger \mathcal{T} = \gamma_k^\dagger + i \Lambda_k Q_k e^{2it\tilde{\epsilon}_k} \gamma_{-k}. \] (32)
Through normal ordering $\mathcal{T}^{-1}\mathcal{A}\mathcal{T}$ can be brought into the form $\mathcal{T}^{-1}\mathcal{A}\mathcal{T} = \mathcal{A}_R + \mathcal{A}_L + \mathcal{A}_C$ where $\mathcal{A}_{R,L}$ are operators satisfying $\mathcal{A}_R|0\rangle_\gamma = 0$ and $\gamma\langle 0|\mathcal{A}_L = 0$ and with $\mathcal{A}_C = \gamma\langle 0|\mathcal{T}^{-1}\mathcal{A}\mathcal{T}|0\rangle_\gamma$. All three these terms are of order $\mathcal{O}(\Delta)$ and so according to the Zassenhaus formula we may write

$$e^{\mathcal{T}^{-1}\mathcal{A}\mathcal{T}} = e^{\mathcal{A}_L} e^{\mathcal{A}_C} e^{\mathcal{A}_R} e^{\mathcal{O}(\Delta^2)}. \quad (33)$$

Substituting this back into (30) then produces

$$\eta(0)|e^{i\mathcal{T}_0}|0\rangle_{\eta} \approx e^{\gamma\langle 0|\mathcal{T}^{-1}\mathcal{A}\mathcal{T}|0\rangle_\gamma} \prod_{k>0} (U_k^2 + V_k^2 e^{-2it_{\bar{k}}}) \quad (34)$$

which is again correct up to linear order in $\Delta$ in the exponentials’ arguments. The remaining vacuum expectation value can be calculated by applying Wick’s theorem on the level of the transformed operators $\bar{\gamma}_{\bar{k}}^{(t)} = \mathcal{T}^{-1}\gamma_{\bar{k}}^{(t)} \mathcal{T}$. The non-zero contractions are

$$\gamma\langle 0|\bar{\gamma}_{\bar{k}}^{\dagger}\bar{\gamma}_{\bar{k}}^{\dagger}|0\rangle_\gamma = Q_k e^{2it_{\bar{k}}} \quad (35)$$

$$\gamma\langle 0|\bar{\gamma}_{\bar{k}}^{\dagger}\bar{\gamma}_{-\bar{k}}^{\dagger}|0\rangle_\gamma = i\Lambda_k Q_k e^{2it_{\bar{k}}} \quad (36)$$

Combining these expressions with (20) and using $\Lambda_{-k} = -\Lambda_k$, $Q_{-k} = Q_k$ and $\bar{\epsilon}_{-k} = \bar{\epsilon}_k$ leads to

$$\gamma\langle 0|\mathcal{T}^{-1}\mathcal{A}\mathcal{T}|0\rangle_\gamma = \frac{\Delta}{L} \sum_{k,k'} Q_k Q_{k'} \Lambda_k \Lambda_{k'} M_{k,k'} \quad (37)$$

where

$$M_{k,k'} = 4(e^{2it_{\bar{k}'}} - 1)(e^{2it_{\bar{k}}} - \Lambda_k^2) K_1(k,k') + \frac{(e^{2it_{\bar{k}'+i\epsilon_{k'}}} - 1)(\cos(k + k') - 2K_2(k,k'))}{\bar{\epsilon}_{k'} + \bar{\epsilon}_k} + \frac{(e^{2it_{\bar{k}'} - e^{2it_{\bar{k}}}})(\cos(k + k') + 2K_2(k,k'))}{\bar{\epsilon}_{k'} - \bar{\epsilon}_k} \quad (38)$$

and

$$K_1(k,k') = \sin[k + k' + 2\theta_k(g_1) + 2\theta_{k'}(g_1)] \sin^2[(k - k')/2] \quad (39)$$

$$K_2(k,k') = \cos[k + k' + 2\theta_k(g_1) + 2\theta_{k'}(g_1)] \sin^2[(k - k')/2]. \quad (40)$$

The primed summation in (37) excludes terms for which $k = \pm k'$. Combining (24), (34) and (37) yields the final form of the return amplitude as

$$G(t) \approx \prod_{k,k'} \left[ 1 + (e^{-itD_{k,k'}} - 1)\langle \gamma_{k,k'}^{\dagger}\rangle \langle \gamma_{\bar{k},\bar{k}}^{\dagger}\rangle \right] \prod_{k>0} (U_k^2 + V_k^2 e^{-2it_{\bar{k}}}) \exp \left[ \frac{\Delta}{L} \sum_{k,k'} Q_k Q_{k'} \Lambda_k \Lambda_{k'} M_{k,k'} \right]. \quad (41)$$
C. Rate Function

Starting from expression (41) we now proceed to calculate the corresponding rate function

\[ l(\Delta, t) = - \lim_{L \to \infty} \frac{1}{L} \log |G(t)|^2 = - \lim_{L \to \infty} \frac{2}{L} \text{Re}[\log G(t)]. \]  

(42)

First consider the double product in \( G(t) \) as it appears in (41). The fact that \( D_{k,k'} = \mathcal{O}(L^{-1}) \) allows the corresponding contribution to \( l(t) \) to be written as

\[ \lim_{L \to \infty} \text{Re} \left[ \frac{2it}{L} \sum_{k,k'} D_{k,k'} \langle \gamma_{k'}^\dagger \gamma_k \rangle \langle \gamma_k^\dagger \gamma_k \rangle \right]. \]

(43)

Upon setting \( \langle \gamma_{k'}^\dagger \gamma_k \rangle = \Lambda_k^2 Q_k \) and using \( \Lambda_{-k} = -\Lambda_k, \ Q_{-k} = Q_k \) and \( \tilde{\epsilon}_{-k} = \tilde{\epsilon}_k \) this expression becomes

\[ \lim_{L \to \infty} \text{Re} \left[ -\frac{16it\Delta}{L^2} \sum_{k,k'} K_2(k,k') \Lambda_k^2 \Lambda_k^2 Q_k Q_{k'} \right]. \]

(44)

Finally, combining the above with (41) yields

\[ l(\Delta, t) = - 2 \int_0^\pi \frac{dk}{2\pi} \ln \left| U_k^2 + V_k^2 e^{-2it\tilde{\epsilon}_k} \right| - 2\Delta \text{Re} \left[ \int_{-\pi}^{\pi} \frac{dkdk'}{(2\pi)^2} Q_k Q_{k'} \Lambda_k \Lambda_{k'} \left[ M_{k,k'} + 8it\Lambda_k \Lambda_{k'} K_2(k,k') \right] \right] + \mathcal{O}(\Delta^2) \]

(45)

where the modified single particle energies are

\[ \tilde{\epsilon}_k = \epsilon_k + 8\Delta \int_{-\pi}^{\pi} \frac{dk'}{2\pi} K_2(k,k'). \]

(46)

It will be useful to identify the linear order term in the expansion \( l(\Delta, t) = l(0, t) + \Delta l^{(1)}(t) + \mathcal{O}(\Delta^2) \). To do so we expand the first term in (45) to linear order in \( \Delta \) (which enters through \( \tilde{\epsilon}_k \)) and replace \( \tilde{\epsilon}_k \to \epsilon_k \) in the second term. This leads to

\[ l^{(1)}(t) = -2 \text{Re} \int_{-\pi}^{\pi} \frac{dkdk'}{(2\pi)^2} \left[ Q_k Q_{k'} \Lambda_k \Lambda_{k'} \left[ M_{k,k'} + 8it\Lambda_k \Lambda_{k'} K_2(k,k') \right] - 8it\Lambda_k^2 Q_k K_2(k,k') \right] \]

(47)

with all occurrences of \( \tilde{\epsilon}_k \) replaced by \( \epsilon_k \). For small \( \Delta \) and short times the difference between \( l(t) \) in (45) and the truncated form \( l(\Delta, t) = l(0, t) + \Delta l^{(1)}(t) \) is negligible. However, the truncation introduces secular terms and so (45) remains more appropriate for the description of the dynamics at long times for which \( t \sim \Delta^{-1} \). See Ref. [20] for a detailed discussion of this point. We remark that at this stage it is not obvious how the perturbed critical times can be extracted from the results in (45) or (47). Certainly, no simple analytic solution is apparent.
In fact, as shown in the next section, the truncation of $l(\Delta, t)$ at linear order introduces discontinuities (in time) which are not present in the exact result. Furthermore, the locations of these discontinuities do not coincide with the perturbed critical times. Despite these apparent difficulties it is still possible to extract both the shifts in the critical times and the change in the shapes of the cusps in $l(\Delta, t)$ from the perturbative results. The procedure for doing so is detailed in section IV A.

IV. COMPARISON TO NUMERIC RESULTS

![Figure 2](image-url)

Figure 2. Results for the quench from $g_0 = 0$ to $g_1 = 4$ and non-zero $\Delta$. Left: tDMRG results for $L(\Delta, t) = (l(\Delta, t) - l(0, t))/\Delta$. Right: A comparison of $l^1(t)$ in (47) to the tDMRG estimate for $\Delta = 0.001$. Vertical dashed lines indicate the unperturbed critical times $t_n^*$.  

To benchmark the perturbative calculation we have performed comparisons with results obtained using the time-dependent density matrix renormalisation group (tDMRG) algorithm. These numeric calculations are carried out directly in the thermodynamic limit; see Ref. [12] for details and further applications to this and related spin models. At weak coupling we expect the NNN interaction to perturb the rate function $l(\Delta, t)$ only slightly. Instead of considering $l(\Delta, t)$ itself, it is therefore more sensible to investigate $L(\Delta, t) = (l(\Delta, t) - l(0, t))/\Delta$. For times and couplings within the perturbative regime we expect $L(\Delta, t)$ to be well approximated by $l^{(1)}(t)$ in (47). For a first comparison we consider a quench from the FM to PM phase with $g_0 = 0$ and $g_1 = 4$. The tDMRG results for several values of $\Delta$ are shown in Figure 2. The rate function itself appears in Figure 1 and
Figure 3. Results for the quench from $g_0 = 1.3$ to $g_1 = 0.2$ and non-zero $\Delta$. The prediction of $l^1(t)$ in (47) is compared to the tDMRG estimate $L(\Delta, t) \approx (l(\Delta, t) - l(0, t))/\Delta$. Vertical dashed lines indicate the unperturbed critical times $t^*_n$.

is clearly continuous at the critical times. The same holds for $L(\Delta, t)$, but it is found to vary very rapidly close to the critical times for small $\Delta$. On the horizontal scale of Figure 2 this appears as apparent discontinuities. We see that up to the seventh critical time the curves for $\Delta = 0.01$ and $\Delta = 0.001$ are almost indistinguishable. At these times and for $\Delta \lesssim 0.01$ the linear order contribution to $l(\Delta, t)$ therefore dominates and we expect $l^{(1)}(t)$ and $L(\Delta, t)$ to be approximately equal. This is indeed the case, as can be seen in Figure 2. We also note that, unlike $L(\Delta, t)$, $l^{(1)}(t)$ exhibits true discontinuities at the unperturbed critical times $t^*_n$. This can be attributed to the divergence of the $Q_k^*|_{\Delta=0}$ factors in (47) which occur at $t = t^*_n$ when $k = k^*$ with $\cos k^* = (1 + g_0 g_1)/(g_0 + g_1)$.

Figure (3) shows the same comparison for a quench from the PM to the FM phase with $g_0 = 1.3$ and $g_1 = 0.2$. We again observe excellent agreement between the predictions of $l^{(1)}(t)$ in (47) and the tDMRG results for small $\Delta$. In this case $\Delta = 0.05$ represents a strong NNN coupling which produces a large shift in the critical times. This results in the appearance of two sets of cusps in $L(\Delta, t)$ corresponding to cusps at the perturbed and unperturbed critical times present in $l(\Delta, t)$ and $l(0, t)$ respectively. This is a non-perturbative feature which cannot be reproduced at any finite order of perturbation theory. At first sight this might appear to prohibit the calculation the shifted critical times from the truncated form of the rate function $l(\Delta, t) \approx l(0, t) + \Delta l^{(1)}(t)$, as the latter only exhibits
| n  | \( t^*_n \) | \( \Delta = 0.001 \) | \( \Delta = 0.005 \) |
|----|--------------|----------------|----------------|
| 0  | 0.01264      | 0.01256        | 0.01265        |
| 1  | 0.009865     | 0.009906       | 0.009946       |
| 2  | -0.01862     | -0.01855       | -0.01824       |
| 3  | -0.05783     | -0.05771       | -0.05666       |
| 4  | -0.08834     | -0.08797       | -0.08644       |

Table I. The linear order shifts in the critical times due to the NNN interaction. The left (right) table shows results for the quench \( g_0 = 0 \) to \( g_1 = 4 \) (\( g_0 = 1.3 \) to \( g_0 = 0.2 \)). The numerical tDMRG estimate \( (t^*_{n,\Delta} - t^*_n)/\Delta \) is shown for comparison.

non-analyticities at the unperturbed critical times. In the next section we show that this is not the case, and that it is indeed possible to extract the linear order shifts in the critical times from our perturbative results.

### A. Analysis of Non-analyticities

The cusps appearing in the return probability rate function are signatures of dynamical phase transitions in the post-quench dynamics. Here we analyse how the location and shape of these non-analyticities are affected by the perturbing NNN interaction. To this end it is useful to first return to the integrable case with \( \Delta = 0 \), i.e. the transverse field Ising model, and consider two limiting examples which provide insight into the nature of these structures.

Consider a quench from \( g_0 = \infty \) to \( g_1 = 0 \). The rate function, for \( L \) divisible by four, is then \( l(t, L) = -2 \ln[\cos^2(t) + \sin^2(t)]/L \). As \( L \to \infty \) the value of \( l(t, L) \) is determined by the largest term in the argument of the logarithm. In fact, in the thermodynamic limit \( l(t) = \min\{f_1(t), f_2(t)\} \) with \( f_1(t) = -\ln[\cos^2(t)] \) and \( f_2(t) = -\ln[\sin^2(t)] \). This illustrates that the critical times \( t^*_n = \pi/2(n + 1/2) \) are not non-analytic points of \( f_1(t) \) or \( f_2(t) \) individually, but rather those times at which the two functions intersect and \( l(t) \) switches between them. A similar picture emerges for the reverse FM to PM quench with \( g_0 = 0 \) and \( g_1 = \infty \), except here \( f_1(t) \) and \( f_2(t) \) have the additional interpretation of being the rate functions for transitions between different magnetisation sectors. The
tDMRG results shown in Figure 1 suggest that this picture captures the generic nature of these non-analyticities for quenches across the critical point with finite $g_{0,1}$ and $\Delta$ as well.

We now consider a generic quench across the phase transition from $g_0$ to $g_1$ with $\Delta \neq 0$. Due to the NNN interaction the critical times will be shifted from $t^*_{n\Delta}$ in (7) to $t^*_{n\Delta}$. Based on the discussion above we assume that in a neighbourhood of each $t^*_{n\Delta}$ there exist functions $f_{L,R}(\Delta, t)$, depending analytically on $t$ and $\Delta$, which form the left and right sides of the cusp. To be precise, $l(\Delta, t) = f_L(\Delta, t)$ for $t \leq t^*_{n\Delta}$ and $l(\Delta, t) = f_R(\Delta, t)$ for $t \geq t^*_{n\Delta}$. The particular critical time then satisfies $f_L(\Delta, t^*_{n\Delta}) = f_R(\Delta, t^*_{n\Delta})$. To linear order in the coupling $\Delta$ we write $f_{L,R}(\Delta, t) = f^{(0)}_{L,R}(t) + \Delta f^{(1)}_{L,R}(t)$ and $t^*_{n\Delta} = t^*_n + \Delta \tilde{t}^*_n$ where $f^{(0)}_{L}(t^*_n) = f^{(0)}_{R}(t^*_n)$. From this we can solve for $\tilde{t}^*_n$, which determines the leading order shift in the critical time, to find

$$\tilde{t}^*_n = \frac{f^{(1)}_{R}(t^*_n) - f^{(1)}_{L}(t^*_n)}{f^{(0)}_{L}(t^*_n) - f^{(0)}_{R}(t^*_n)}. \quad (48)$$

This expression can be evaluated using the analytic results for $l^{(0,1)}(t)$ by setting

$$
\begin{align*}
    f^{(1)}_{L}(t^*_n) &= \lim_{t \nearrow t^*_n} l^{(1)}(t) & \hat{f}^{(0)}_{L}(t^*_n) &= \lim_{t \nearrow t^*_n} \dot{l}^{(0)}(t) \\
    f^{(1)}_{R}(t^*_n) &= \lim_{t \searrow t^*_n} l^{(1)}(t) & \hat{f}^{(0)}_{R}(t^*_n) &= \lim_{t \searrow t^*_n} \dot{l}^{(0)}(t)
\end{align*} \quad (49)
$$

Table 1 shows the results of this calculation together with the tDMRG estimate $(t^*_{n\Delta} - t^*_n)/\Delta$ and we again observe good agreement within the perturbative regime for both types of quenches.

As noted in Ref. 12 the NNN interaction appears to shift the critical times away from their periodic values at $\Delta = 0$. Here we see that this is already a linear order effect. We have calculated $\tilde{t}^*_n$ up to $n = 40$ but found no simple limiting behaviour. In particular, this non-periodicity rules out the possibility of accounting for the NNN interaction through a modified set of single particle energies in (6). To quantify the change in the shape of the cusp we analyse the discontinuity in the first derivative of $l(t)$. Let $\delta \dot{l}(\Delta, t^*_{n\Delta}) = \lim_{\epsilon \to 0} [\dot{l}(\Delta, t^*_{n\Delta} + \epsilon) - \dot{l}(\Delta, t^*_{n\Delta} - \epsilon)]$ denote the jump in $\dot{l}(\Delta, t)$ at the critical time $t^*_{n\Delta}$. To leading order we find

$$\delta \dot{l}(\Delta, t^*_{n\Delta}) - \delta \dot{l}(0, t^*_n) = \Delta \left[ \hat{f}^{(1)}_{R}(t^*_n) - \hat{f}^{(1)}_{L}(t^*_n) + \tilde{t}^*_n [\hat{f}^{(0)}_{R}(t^*_n) - \hat{f}^{(0)}_{L}(t^*_n)] \right]. \quad (51)$$
Estimates for this quantity can also be extracted from the tDMRG data. We again find that these numeric estimates match the predictions of (51) very well, with a level of agreement similar to that seen in Table\[1\]

V. CONCLUSIONS

We have investigated the effect of the non-integrable next-nearest-neighbour (NNN) interaction on dynamical quantum phase transitions in the post-quench dynamics of the ANNNI model. This was done within a perturbative analytic framework based on the continuous unitary transformation approach to time evolution. These phase transitions manifest as cusps in the rate function of the return amplitude at a set of critical times. We have presented analytic results for the change in the shape and location of these cusps due to the perturbing NNN interaction. Our results support those of earlier numerical studies\[12\] which demonstrated that these non-analytic features are robust with respect to the inclusion of the NNN interaction and depend on the coupling strength in a regular, thought complicated, way. In particular, we find that the shift of the critical times away from periodicity is already a linear order effect in the NNN coupling.
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Appendix

Here we summarise the derivation of expressions (3) and (10) for $H_0$ and $H_1$ and provide expressions for the coefficients appearing in the latter. First we apply the Wigner-Jordan transformation $\sigma_i^x = 1 - 2c_i^\dagger c_i$ and $\sigma_i^z = \prod_{j<i}(2c_j^\dagger c_j - 1)(c_i^\dagger + c_i)$ to $H = H_0 + H_1$ in (8) to
obtain

\[ H_0 = \sum_i (c_i - c_i^\dagger)(c_{i+1} + c_{i+1}^\dagger) + g \sum_i (2c_i^\dagger c_i - 1) \] (A.1)

\[ H_1 = \Delta \sum_i (c_i - c_i^\dagger)(1 - 2c_{i+1}^\dagger c_{i+1})(c_{i+2}^\dagger + c_{i+2}) \] (A.2)

where periodic (antiperiodic) boundary conditions are enforced in the odd (even) particle number sector. Fourier transforming to \( c_k = L^{-1/2} \sum_j c_j e^{-ikj} \) then produces

\[ H_0 = \sum_k \left[ 2(g - \cos(k))c_k^\dagger c_k + i \sin(k)(c_{-k}^\dagger c_k^\dagger + c_{-k} c_k) - g \right] \] (A.3)

\[ H_1 = -\Delta [H_{1,1} + H_{1,2} + H_{1,3}] \] (A.4)

where

\[ H_{1,1} = \sum_k 2 \cos(2k)c_k^\dagger c_k - i \sin(2k)(c_{-k}^\dagger c_k^\dagger + c_{-k} c_k) \] (A.5)

\[ H_{1,2} = \frac{4}{L} \sum_k \delta(k_1 + k_2 - k_3 - k_4) \cos(k_2 + k_4)c_{k_1}^\dagger c_{k_2}^\dagger c_{k_3} c_{k_4} \] (A.6)

\[ H_{1,3} = -\frac{2}{L} \sum_k \delta(k_1 + k_2 + k_3 - k_4) \left[ e^{i(k_2 - k_3)}c_{k_1}^\dagger c_{k_2}^\dagger c_{k_3} c_{k_4} + h.c. \right]. \] (A.7)

In the odd (even) sector \( k \) is quantized in integer (half-integer) multiples of \( 2\pi/L \). Finally we introduce the Bogoliubov fermions \( \gamma_k^{(1)} \) by \( c_k = u_k \gamma_k + iv_k \gamma_k^\dagger \) where \( u_k = \cos(\theta_k) \) and \( v_k = \sin(\theta_k) \) with \( \tan(2\theta_k) = \sin(k)/(g_1 - \cos(k)) \). Solutions to the latter equation are chosen such that \( \theta_k \in [0, \pi/2] \) for \( k \in [0, \pi] \) and \( \theta_k \in [-\pi/2, 0] \) when \( k \in [-\pi, 0) \). To handle the lengthy algebra resulting from the Bogoliubov transformation we used the SNEG package\[29\] for MATHEMATICA to extract the coefficients in \((10)\). We find that

\[ B(k) = \frac{8\Delta}{L} \sum_{k'} K_2(k, k') \quad \text{and} \quad C(k) = \frac{4i\Delta}{L} \sum_{k'} K_1(k, k') \] (A.8)
with $K_{1,2}$ given in (40). In terms of the three auxiliary functions

$$D' = [u_{k_1}u_{k_2}u_{k'_1}v_{-k'_1}\sin(k_1 - k_2) - 2\sin(k'_1 + k_1))$$
$$+ u_{k_2}v_{-k_1}u_{k'_2}v_{-k'_2}\cos(k'_1 + k_1) - \cos(k_1 - k_2))$$
$$+ u_{k_1}u_{k_2}u_{k'_1}u_{k'_2}\cos(k'_2 + k_1) + (k_i \leftrightarrow k'_i)$$

(A.9)

$$E' = u_{k_1}v_{-k_1}(v_{-k_2}u_{k'_1}\sin(k_1 - k_2) + 2u_{k_2}v_{-k'_1}\sin(k'_1 + k_2))$$
$$+ 2u_{k_1}u_{k_3}v_{-k_1}u_{k'_1}\cos(k'_1 + k_2) - \cos(k_1 - k_2))$$
$$+ u_{k_1}u_{k_2}u_{k'_3}\sin(k_1 - k_2)$$

(A.10)

$$F' = u_{k_1}u_{k_4}v_{-k_1}(u_{k_2}\sin(k_2 - k_3) + v_{-k_2}\cos(k_1 - k_3))$$

(A.11)

the remaining coefficients read

$$D(k'_1, k'_2, k_1, k_2) = \delta_{k_1 + k_2, k'_1 + k'_2} \frac{2\Delta}{L} \left[ D' + (u_k \rightarrow -v_k, v_k \rightarrow u_k) \right]$$

(A.12)

$$E(k_1, k_2, k_3, k'_1) = \delta_{k_1 + k_2 + k_3, k'_1} \frac{2i\Delta}{L} \left[ E' - (u_k \rightarrow -v_k, v_k \rightarrow u_k) \right]$$

(A.13)

$$F(k_1, k_2, k_3, k_4) = \delta_{k_1 + k_2 + k_3 + k_4} \frac{2\Delta}{L} \left[ F' + (u_k \rightarrow -v_k, v_k \rightarrow u_k) \right].$$

(A.14)
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