Localization for a one-dimensional split-step quantum walk with bound states robust against perturbations
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Abstract

For given two unitary and self-adjoint operators on a Hilbert space, a spectral mapping theorem was proved in [14]. In this paper, as an application of the spectral mapping theorem, we investigate the spectrum of a one-dimensional split-step quantum walk. We give a criterion for when there is no eigenvalues around ±1 in terms of a discriminant operator. We also provide a criterion for when eigenvalues ±1 exist in terms of birth eigenspaces. Moreover, we prove that eigenvectors from the birth eigenspaces decay exponentially at spatial infinity and that the birth eigenspaces are robust against perturbations.

1 Introduction

During the last two decades, increasing attention has been paid to discrete-time quantum walks (see [1, 17, 21, 30, 31, 28] and references therein), which are quantum counterparts of classical random walks. Motivated by Grover’s search algorithm [9], Szegedy [38] quantized a random walk on a finite bipartite graph, define an evolution operator as a product of two unitary and self-adjoint operators, and compute its spectrum from the transition probabilities of the random walk. The bipartite walk was updated in [26, 27] and then reformulated in [34, 11] as a quantum walk on a digraph (without assuming bipartiteness). Nowadays, such a generalization is called the (twisted) Szegedy walk [10, 11, 12], which as a special case includes the Grover walk [34, 41]. The Szegedy walk on a symmetric digraph $G = (V, D)$ is described by the evolution operator $U = SC$, which is a product of two unitary self-adjoint operators $S$ and $C$ on the Hilbert space $l^2(D)$ of square summable functions on directed edges $D$. Here $S$ and $C$ is called the shift and coin operators. Moreover, $C$ can be expressed as $2d^*d - 1$, where $d : l^2(D) \rightarrow l^2(V)$ is coisometry, i.e., $dd^* = 1$, and is called a boundary operator. A remarkable feature of the Szegedy walk is that the spectrum $\sigma(U)$ of $U$ can be expressed in terms of the discriminant operator $T = dSd^*$ and the birth eigenspaces $B_{\pm} = \ker d \cap \ker (S \pm 1)$ as

$$\sigma(U) = \varphi^{-1}(\sigma(T)) \cup \{+1\}^{M_+} \cup \{-1\}^{M_-},$$

(1.1)

where $\varphi(z) = (z + z^{-1})/2$ and $M_{\pm} = \dim B_{\pm}$ denotes the cardinality of the set $\{\pm 1\}$ with the convention $\{\pm 1\}^{M_+} = \emptyset$ when $M_+ = 0$. This statement is called the spectral mapping theorem of quantum walks [34, 11] and $\varphi^{-1}(\sigma(T))$ is called the inherited part [29, 13]. In the case of the Grover walk, the discriminant operator $T$ is unitarily equivalent to the transition probability operator $P$ of the symmetric random walk on the graph where the Grover walk itself is defined.
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Hence, the quantized evolution $U$ inherits the spectrum form the transition probability operator $P$ of the classical random walk. In [11], the multiplicities $M_\pm$ were characterized in terms of graph structure.

The spectral mapping theorem was extended to a more general setting in [14, 35]. Let $d$ be coisometry from a Hilbert space $\mathcal{H}$ to another Hilbert space $\mathcal{K}$ and $S$ be a unitary and self-adjoint operator on $\mathcal{H}$. Then $U := S(2d^2d - 1)$ and $T := dSd^*$ satisfy (1.1). The spectral mapping theorem of this form can be applied to the spectral analysis of various types of quantum walks. Actually, in a previous paper [6], the authors of the current paper used it for analyzing a $d$-dimensional split-step quantum walk, which was a unified model including Kitagawa’s split-step quantum walks [18] and $d$-dimensional quantum walks [25, 33, 15]. In particular, the authors performed the spectral analysis of the inherited part from the discriminant operator $T$ and provided a criterion for $T$ and hence $U$ to have eigenvalues.

In this paper, we perform the analysis of the birth eigenspaces $\mathcal{B}_\pm$ of the one-dimensional split-step quantum walk. We provide a criterion for when $\mathcal{B}_\pm$ is nontrivial. Moreover, we prove that the norm of vectors in $\mathcal{B}_\pm$ (if exists) decay exponentially at spatial infinity and show the robustness of $\mathcal{B}_\pm$ against perturbations. Here we note that the criterion for the nontriviality of $\mathcal{B}_\pm$ is given in terms of the asymptotic behavior of local coins $C(x)$ as $x$ tends to $\pm\infty$. This adapts to two phase quantum walks [4, 5] and anisotropic quantum walks [32, 33] and leads us to define a topological index such as those introduced in [13, 2]. In a forthcoming paper [37], the third author studies such an index in terms of supersymmetric quantum mechanics.

The spectral analysis of the quantum walk is of particular interest, because the asymptotic behavior is governed by the spectral properties of the evolution operator $U$. The presence of an eigenvalue ensures that localization occurs if and only if the initial state has an overlap with its eigenvector [23, 35]. Hence, if $\mathcal{B}_\pm$ is nontrivial, the localization can occur. A weak limit theorem originated from Konno [19, 20] (see also [8]) says that at large time $t$, the position $X_t$ of the quantum walker behaves like $X_t \sim tV$, where $V$ is interpreted as the asymptotic velocity.

As put into evidence in [36, 33], if $U$ is asymptotically homogeneous, then the distribution $\mu_V$ of $V$ is given by

$$\mu_V(dv) = \|\Pi_p(U)\Psi_0\|^2\delta_0(dv) + \|E_\hat{v}(dv)\Pi_{ac}(U)\Psi_0\|^2.$$  

Here $\Pi_p(U)$ and $\Pi_{ac}(U)$ are orthogonal projections onto the eigenspaces and the subspace of absolute continuity for $U$, $E_\hat{v}$ is the spectral measure of the velocity operator $\hat{v}$, and $\Psi_0$ is the initial state. This statement is based on the fact that $U$ has no singular continuous spectrum [31] (see also [32]). A weak limit theorem for the one-dimensional split-step quantum walk will be reported in a subsequent paper [7].

This paper is organized as follows. In Section 2, we define a shift operator $S$ and a coin operator $C$ so that both are unitary and self-adjoint on $l^2(\mathbb{Z}; \mathbb{C}^2)$. The coin operator $C$ is also assumed to be the multiplication operator by unitary and self-adjoint matrices $C(x) \in M(2; \mathbb{C})$ ($x \in \mathbb{Z}$). The evolution operator of the split-step quantum walk is defined as $U = SC$ and the state of a walker at time $t$ is given by $\Psi_t = U^t\Psi_0$, where $\Psi_0$ is the initial state of the walker. Then the state evolution is governed by

$$\Psi_{t+1}(x) = P(x+1)\Psi_t(x+1) + Q(x-1)\Psi_t(x-1) + R(x)\Psi_t(x), \quad x \in \mathbb{Z}, \ t = 0, 1, 2, \ldots,$$

where $P(x)$, $Q(x)$, and $R(x) \in M(2; \mathbb{C})$ are determined by $S$ and $C$. In Examples 2.1 and 2.2 we see that $U$ becomes the standard one-dimensional quantum walk and Kitagawa’s split-step quantum walk [18] as special cases.

In Section 3, we see that the spectral mapping theorem (1.1) is applicable to the split-step quantum walk and we give an explicit expression of the discriminant operator $T$ in terms of eigenvectors of $C(x)$ (Lemma 3.3). Here we also provide a criterion for when $T$ has no eigenvalues around $\pm 1$ (Theorem 3.5).
In Section 4, we introduce positive constants $B_\pm$ and $b_\pm$ and prove that: if $B_\pm < 1$, then \( \dim \mathcal{B}_\pm = 1 \); if $b_\pm > 1$, then $\mathcal{B}_\pm$ is a trivial subspace (Theorem 4.2). Here, the constants $B_\pm$ and $b_\pm$ are defined in terms of the asymptotic behavior of local coins $C(x)$ as $x$ tends to $\pm\infty$.

In Section 5, we prove two characteristic properties of vectors in $\mathcal{B}_\pm$. In Subsection 5.1, we show that if $B_\pm < 1$, then $\Psi \in \mathcal{B}_\pm$ exhibits an exponential decay, i.e., there exist positive constants $c_\pm$, $c'_\pm$, $\kappa_\pm$, and $\kappa'_\pm$, such that

$$ \kappa'_\pm e^{-c'_\pm |x|} \leq \| \Psi(x) \|_{\mathcal{C}^2} \leq \kappa_\pm e^{-c_\pm |x|}, \quad |x| \geq R_\pm $$

with some $R_\pm$ sufficiently large. Let $X_t$ be the random variable denoting the position of the quantum walker at time $t$. Then the probability distribution of $X_t$ is given by

$$ P(X_t = x) = \| \Psi_t(x) \|_{\mathcal{C}^2}^2, \quad x \in \mathbb{Z}, \ t = 0, 1, 2, \ldots, $$

where $\Psi_0$ is the initial state. Combining (1.2) and (1.3) yields the fact that $P(X_t = x)$ decays exponentially for the initial state $\Psi_0 \in \mathcal{B}_\pm$. In Subsection 5.2, we show that $\mathcal{B}_\pm$ is robust against local perturbations of $C(x)$. To this end, we consider two local coins $C(x)$ and $C'(x)$ that satisfy

$$ \lim_{x \to \pm\infty} C'(x) = \lim_{x \to \pm\infty} C(x) =: C_{\pm\infty}, $$

i.e., the difference between $C'(x)$ and $C(x)$ vanish at spatial infinity. Hence, we can regard $C$ and $C'$ as an unperturbed coin and a perturbed coin. We use $\mathcal{B}_\pm(C)$ for $\mathcal{B}_\pm$ to make the dependence on $C$ explicit. We introduce constants $\beta_\pm$ determined only by $C_\pm$ and prove that if $\beta_\pm < 1$, then $\dim \mathcal{B}_\pm(C) = \dim \mathcal{B}_\pm(C') = 1$ (Theorem 5.2). This implies that $\mathcal{B}_\pm$ are robust against perturbations that vanish at spatial infinity.

In Section 6, we give two examples. The first one is an anisotropic quantum walk. The second one is Kitagawa’s split-step quantum walk. In these examples, we see that the following three cases are possible: (i) $\dim \mathcal{B}_+ = \dim \mathcal{B}_- = 1$; (ii) $\mathcal{B}_+ = \mathcal{B}_- = \{0\}$; (iii) $\dim \mathcal{B}_+ = 1$ and $\mathcal{B}_- = \{0\}$.

## 2 Definition of the model

Let

$$ \mathcal{H} := \ell^2(\mathbb{Z}; \mathbb{C}^2) = \{ \Psi : \mathbb{Z} \to \mathbb{C}^2 \mid \sum_{x \in \mathbb{Z}} \| \Psi(x) \|_{\mathcal{C}^2}^2 < \infty \} $$

be the Hilbert space of states and define a shift operator $S$ and a coin operator $C$ on $\mathcal{H}$ as follows. For a vector $\Psi = \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} \in \mathcal{H}$ and $x \in \mathbb{Z},$

$$ (S\Psi)(x) = \begin{pmatrix} p\Psi_1(x) + q\Psi_2(x + 1) \\ q\Psi_1(x - 1) - p\Psi_2(x) \end{pmatrix}, $$

where $(p, q) \in \mathbb{R} \times \mathbb{C}$ satisfies $p^2 + |q|^2 = 1$. Then, $S$ is unitary and self-adjoint. Let \( \{ C(x) \}_{x \in \mathbb{Z}} \subset U(2) \) be a family of unitary and self-adjoint matrices such that

$$ C(x) = \begin{pmatrix} a(x) & b(x) \\ b(x) & -a(x) \end{pmatrix}, $$

(2.2)

where $a(x) \in \mathbb{R}$ and $a(x)^2 + |b(x)|^2 = 1$. Since, by (2.2), $\text{tr} C(x) = 0$ and $\det C(x) = -1$, we have $\ker(C(x) \pm 1) = 1$. For $\Psi \in \mathcal{H}$, $C\Psi$ is given by

$$ (C\Psi)(x) = C(x)\Psi(x), \quad x \in \mathbb{Z}. $$
Then, \( C(x) \) is unitary and self-adjoint and so is \( C \). We now define an evolution operator as

\[
U = SC.
\]

Let \( \Psi_0 \in \mathcal{H} (\| \Psi_0 \| = 1) \) be the initial state of a quantum walker. We define the state of the walker at time \( t \in \mathbb{N} \) as \( \Psi_t = U^t \Psi_0 \) and we obtain the state evolution

\[
\Psi_{t+1}(x) = P(x+1)\Psi_t(x+1) + Q(x-1)\Psi_t(x-1) + R(x)\Psi_t(x), \quad x \in \mathbb{Z},
\]

(2.3)

where

\[
P(x) = q \begin{pmatrix} b(x) & -a(x) \\ 0 & 0 \end{pmatrix}, \quad Q(x) = \bar{q} \begin{pmatrix} 0 & 0 \\ a(x) & b(x) \end{pmatrix}, \quad R(x) = p \begin{pmatrix} a(x) & b(x) \\ -b(x) & a(x) \end{pmatrix}.
\]

From (2.3), this walk is interpreted as a lazy quantum walk. We emphasize that our walk is defined as a two-state quantum walk on \( \ell^2(\mathbb{Z}; \mathbb{C}^2) \), whereas standard lazy quantum walks \([16], [24]\) are defined as a three-state quantum walk on \( \ell^2(\mathbb{Z}; \mathbb{C}^3) \).

Our evolution \( U \) partially covers several examples of one-dimensional two-state quantum walks as seen below.

**Example 2.1** (Ambainis-type QW). In the one-dimensional quantum walk defined by Ambainis \([1]\), the shift operator \( S_A \) is defined as

\[
(S_A \Psi)(x) = \begin{pmatrix} \Psi_1(x+1) \\ \Psi_2(x-1) \end{pmatrix}, \quad x \in \mathbb{Z}, \ \Psi \in \mathcal{H}.
\]

Let \( C(x) \) be of the form (2.2) and set \( \tilde{C}(x) = \sigma_1 C(x) \), where \( \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). Define an evolution operator \( U_A \) as \( U_A = S_A \tilde{C} \). Then

\[
(S_A \sigma_1 \Psi)(x) = \begin{pmatrix} \Psi_2(x+1) \\ \Psi_1(x-1) \end{pmatrix}, \quad \Psi \in \mathcal{H}.
\]

Let \( S \) satisfy (2.1) with \( p = 0 \) and \( q = 1 \). Then \( U \) becomes \( U_A \). Indeed, \( S = S_A \sigma_1 \) and

\[
U = SC = (S_A \sigma_1)(\sigma_1 \tilde{C}) = U_A.
\]

We emphasize that the evolution \( U_A \) is unitarily equivalent to standard quantum walks (see [30] for more information).

**Example 2.2** (Split-step QW). Let \( S_+ \) and \( S_- \) be shift operators defined as

\[
(S_+ \Psi)(x) = \begin{pmatrix} \Psi_1(x-1) \\ \Psi_2(x) \end{pmatrix}, \quad (S_- \Psi)(x) = \begin{pmatrix} \Psi_1(x) \\ \Psi_2(x+1) \end{pmatrix}, \quad x \in \mathbb{Z}, \ \Psi \in \mathcal{H}.
\]

The evolution \( U_{ss}(\theta_1, \theta_2) \) of the split-step quantum walk introduced by Kitagawa et al \([18]\) is defined as

\[
U_{ss}(\theta_1, \theta_2) = S_- R(\theta_2) S_+ R(\theta_1),
\]

where \( \theta_1, \theta_2 \in [0, 2\pi) \) and

\[
R(\theta) = \begin{pmatrix} \cos(\theta/2) & -\sin(\theta/2) \\ \sin(\theta/2) & \cos(\theta/2) \end{pmatrix}.
\]
By direct calculation,

\[
(\sigma_1 S \cdot R(\theta) S_+ \Psi)(x) = \left( p_\theta \Psi_1(x) + q_\theta \Psi_2(x + 1) \right) \quad \text{with } p_\theta = \sin(\theta/2) \text{ and } q_\theta = \cos(\theta/2)
\]

and

\[
R(\theta) \sigma_1 = \begin{pmatrix} a_\theta & b_\theta \\ b_\theta & -a_\theta \end{pmatrix} \quad \text{with } a_\theta = -\sin(\theta/2) \text{ and } b_\theta = \cos(\theta/2).
\]

When \( p = p_{\theta_2} \) and \( q = q_{\theta_2} \), \( S = \sigma_1 S \cdot R(\theta) S_+ \). Let \( C(x) = R(\theta_1) \sigma_1 \). Then,

\[
U = SC = \sigma_1 U_{ss}(\theta_1, \theta_2) \sigma_1.
\]

Hence, \( U \) and \( U_{ss}(\theta_1, \theta_2) \) are unitarily equivalent.

We call the quantum walk with the evolution \( U \) a split-step quantum walk, because it is a generalization of Kitagawa’s split-step quantum walk in the sense of Example 2.2. Throughout this paper, we consider the shift operator \( S \) and coin operator \( C \) defined by (2.1) and (2.2) unless otherwise stated.

### 3 Spectral mapping theorem

In this section, we apply spectral mapping techniques obtained in [14, 35] for the product of two unitary self-adjoint operators. Since the shift \( S \) and coin \( C \) are unitary and self-adjoint, these techniques can be applied to the evolution \( U \) of the split step quantum walk. To applying these techniques, we need to define a coisometry operator

\[
d : \mathcal{H} \rightarrow \ell^2(\mathbb{Z}) =: \mathcal{K}
\]

so that \( C = 2d^*d - 1 \). Since \( \dim \ker (C(x) - 1) = 1 \), we can choose a unique normalized vector \( \chi(x) = \begin{pmatrix} \chi_1(x) \\ \chi_2(x) \end{pmatrix} \in \ker (C(x) - 1) \) up to a constant factor. We now define an operator \( d : \mathcal{H} \rightarrow \mathcal{K} \) as

\[
(d \Psi)(x) = 1 < \chi(x), \Psi(x) >_{\mathbb{C}^2}, \quad x \in \mathbb{Z} \quad \text{for } \Psi \in \mathcal{H}.
\]

We use \( \text{id}_{\mathcal{K}} \) to denote the identity on \( \mathcal{K} \).

**Lemma 3.1.** Let \( d \) be as above.

1. \( d \) is bounded and its adjoint \( d^* : \mathcal{K} \rightarrow \mathcal{H} \) is given by

\[
d^* \psi = \psi \chi \quad \text{for } \psi \in \mathcal{K}.
\]

2. \( d \) is coisometry, i.e., \( dd^* = \text{id}_{\mathcal{K}} \).

3. \( C = 2d^*d - 1 \).

**Proof.** Because \( \chi(x) \) is a normalized vector in \( \mathbb{C}^2 \),

\[
\|d \Psi\|_{\mathcal{K}}^2 = \sum_{x \in \mathbb{Z}} |\langle \chi(x), \Psi(x) \rangle_{\mathbb{C}^2}|^2 \leq \|\Psi\|^2_{\mathcal{K}} \quad \text{for } \Psi \in \mathcal{H}.
\]
Hence, \( d \) is bounded. For \( \psi \in \mathcal{K} \),

\[
\langle \psi, d\Psi \rangle_{\mathcal{X}} = \sum_{x \in \mathbb{Z}} \bar{\psi}(x) \langle \chi(x), \Psi(x) \rangle_{\mathcal{C}^2} = \langle \psi \chi, \Psi \rangle_{\mathcal{X}},
\]

which completes (1).

By direct calculation,

\[
(dd^* \psi)(x) = \langle \chi(x), (d^* \psi)(x) \rangle_{\mathcal{C}^2} = \psi(x), \quad x \in \mathbb{Z},
\]

which implies that \( d \) is isometry. Hence, (2) is proved.

Because \( d^* d = \sum_{x \in \mathbb{Z}} |\chi(x)|^2 \langle \chi(x) \rangle \) and \( C(x) = 2|\chi(x)|\langle \chi(x) \rangle - 1 \), we obtain (3).

With the terminology of [38, 12], we call \( T = dSd^* \) the **discriminant** of \( U \) and

\[
\mathcal{B}_\pm = \ker d \cap \ker (S \pm 1)
\]

the **birth eigenspaces**. We set \( M_\pm = \dim \mathcal{B}_\pm \). Let \( \varphi \) be the Joukowsky transformation:

\[
\varphi(z) = \frac{z + z^{-1}}{2},
\]

which maps \( S^1 := \{ z \in \mathbb{C} \mid |z| = 1 \} \) onto \([-1, 1]\). We use \( \sigma(A) \) to denote the spectrum of an operator \( A \) and \( \sigma_p(A) \) the point spectrum of \( A \). The following proposition is a direct consequence of [13].

**Proposition 3.2** (Spectral mapping theorem [14]). Let \( U, T, d, M_\pm \), and \( \varphi \) as above.

1. \( T \) is bounded and self-adjoint on \( \mathcal{K} \) with \( \|T\| \leq 1 \).
2. \( \sigma(U) = \varphi^{-1}(\sigma(T)) \cup \{1\}^{M_+} \cup \{-1\}^{M_-} \).
3. \( \sigma_p(U) = \varphi^{-1}(\sigma_p(T)) \cup \{1\}^{M_+} \cup \{-1\}^{M_-} \).
4. \( \dim \ker(U \mp 1) = M_\pm + m_\pm \), where \( m_\pm = \dim \ker(T \mp 1) \).

We use \( L \) to denote the left shift operator on \( \mathcal{K} \):

\[
(L\psi)(x) = \psi(x + 1), \quad x \in \mathbb{Z} \quad \text{for} \quad \psi \in \mathcal{K}.
\]

**Lemma 3.3.** Let \( V \) denote the multiplication operator by

\[
V(x) = p \left( |\chi_1(x)|^2 - |\chi_2(x)|^2 \right)
\]

and \( D = q\bar{\chi}_1 L\chi_2 \). Then

\[
T = D + D^* + V.
\]

**Proof.** The proof proceeds along the same lines as the proof of [9][Lemma 3.2]. Identifying \( \mathcal{K} \) with \( \mathcal{K} \oplus \mathcal{K} \), we observe that \( S = \left( \begin{array}{cc} p & qL \\ \bar{q}L^* & -p \end{array} \right) \). Hence, for \( \psi \in \mathcal{K} \), \( Sd^* \psi = S\psi \chi = \left( \begin{array}{c} p\chi_1 + q\chi_2 \\ \bar{q}L^*\chi_1 - p\chi_2 \end{array} \right) \)

and

\[
T\psi = \langle \chi(\cdot), (Sd^* \psi)(\cdot) \rangle_{\mathcal{C}^2}
\]

\[
= \bar{\chi}_1 (p\chi_1 + q\chi_2)\psi + \bar{\chi}_2 (\bar{q}L^*\chi_1 - p\chi_2)\psi
\]

\[
= q\bar{\chi}_1 L\chi_2 \psi + q\bar{\chi}_2 L^*\chi_1 \psi + p(|\chi_1|^2 - |\chi_2|^2)\psi.
\]

This completes the proof. \( \square \)
In what follows, we provide a criterion for when $T$ has no eigenvalues $\pm E$ with $E > |V|_{\infty} := \sup_{x \in \mathbb{Z}} |V(x)|$. Because, for such an $E$, $E \not\equiv V(x) > 0 \ (x \in \mathbb{Z})$, we can define an operator $K_E$ as

$$K_E^\pm = \frac{1}{\sqrt{E \mp V}}(D + D^*) \frac{1}{\sqrt{E \mp V}}.$$  

**Lemma 3.4.** Let $E$ be as above. The following are equivalent.

(i) $\pm E \in \sigma_p(T)$.

(ii) $\pm 1 \in \sigma_p(K_E^\pm)$.

In this case, $\dim \ker(T \mp E) = \dim \ker(K_E \mp 1)$.

**Proof.** The assertion of the lemma follows from $T \mp E = \frac{1}{\sqrt{E \mp V}}(K_E \mp 1) \frac{1}{\sqrt{E \mp V}}$, $E > |V|_{\infty}$.

**Theorem 3.5.** If $E > |q| + |V|_{\infty}$, then $\pm E \not\in \sigma_p(T)$.

**Proof.** By Lemma 3.4 it suffices to prove that $\|K_E^\pm\| < 1$. To this end, we consider the range of $\langle \psi, K_E^\pm \psi \rangle$ for $\psi \in \mathcal{K}$. Let $\psi_i = \frac{\chi_i}{\sqrt{E \mp V}} \psi$ $(i = 1, 2)$. Then

$$|\langle \psi, K_E^\pm \psi \rangle| = 2|q| \|\psi_1\| \|\psi_2\| \leq |q| (\|\psi_1\|^2 + \|\psi_2\|^2).$$

Because $|\chi_1(x)|^2 + |\chi_2(x)|^2 = 1$,

$$\|\psi_1\|^2 + \|\psi_2\|^2 = \sum_{x \in \mathbb{Z}} \frac{|\psi(x)|^2}{E \pm V(x)}.$$ 

Hence, $\|K_E^\pm\| \leq |q|/(E - |V|_{\infty})$ and the proof of the lemma is complete.

**4 Nontriviality of the birth eigenspaces**

In this section, we address the problem when the birth eigenspaces $B_{\pm}$ defined in (3.2) becomes nontrivial. To this end, we characterize $B_{\pm}$.

In the case of $|p| = 1$, $S$ becomes a constant matrix and $U$ becomes a multiplication operator. In this case, the quantum walker never moves and hence the quantum walk becomes trivial (see also (2.3) with $q = 0$). To avoid this trivial case, we suppose the following.

**Hypothesis 1.** $|p| \neq 1$.

**Lemma 4.1.** Assume Hypothesis 1. Then

$$\ker(S \pm 1) = \left\{ \left(\begin{array}{c}
\frac{-q}{p \pm 1} L \psi \\
\psi
\end{array}\right) \mid \psi \in \mathcal{K}\right\}.$$
**Proof.** Let \( \Psi = \left( \begin{array}{c} \Psi_1 \\ \Psi_2 \end{array} \right) \in \mathcal{H} \). Because \( S \pm 1 = \left( \begin{array}{cc} p \pm 1 & qL \\ qL^* & -p \pm 1 \end{array} \right) \), we observe that \( \Psi \in \ker(S \pm 1) \) if and only if \( \Psi_1 \) and \( \Psi_2 \) belong to \( \mathcal{H} \) and satisfy

\[
\begin{cases}
(p + 1)\Psi_1(x) + q(L\Psi_2)(x) = 0, \\
q(L^*\Psi_1)(x) + (-p \pm 1)\Psi_2(x) = 0
\end{cases}
\] for all \( x \in \mathbb{Z} \). (4.1)

By Hypothesis \( \Psi \) is equivalent to

\[
\begin{cases}
\Psi_1(x) = -\frac{q}{p \pm 1} (L\Psi_2)(x), \\
\left( -\frac{|q|^2}{p \pm 1} - p \pm 1 \right) \Psi_2(x) = 0
\end{cases}
\] for all \( x \in \mathbb{Z} \).

Because \( p^2 + |q|^2 = 1 \) implies that

\[
-\frac{|q|^2}{p \pm 1} - p \pm 1 = 0,
\]

we obtain the desired result. \( \square \)

Combining Lemma 4.1 with (3.1) yields the following,

\[
\mathcal{B}_\pm = \left\{ \Psi = \left( \begin{array}{c} \Psi_1 \\ \Psi_2 \end{array} \right) \left| \Psi \in \mathcal{H}, \ -q_{\chi_1}L\psi + (p \pm 1)\chi_2 \psi = 0 \right. \right\}. \quad (4.2)
\]

In order to provide a criterion for \( \mathcal{B}_\pm \) to be nontrivial, we suppose the following.

**Hypothesis 2.** \( \chi_1(x)\chi_2(x) \neq 0 \) for all \( x \in \mathbb{Z} \).

We define four constants \( B_\pm \) and \( b_\pm \) as

\[
B_\pm = \max \{ B_\pm(-\infty), B_\pm(+\infty) \}, \quad b_\pm = \min \{ b_\pm(-\infty), b_\pm(+\infty) \},
\]

where

\[
B_\pm(-\infty) = \limsup_{x \to -\infty} \left| \frac{q\chi_1(x)}{(p \pm 1)\chi_2(x)} \right|^2, \quad B_\pm(+\infty) = \limsup_{x \to +\infty} \left| \frac{(p \pm 1)\chi_2(x)}{q\chi_1(x)} \right|^2,
\]

\[
b_\pm(-\infty) = \liminf_{x \to -\infty} \left| \frac{q\chi_1(x)}{(p \pm 1)\chi_2(x)} \right|^2, \quad b_\pm(+\infty) = \liminf_{x \to +\infty} \left| \frac{(p \pm 1)\chi_2(x)}{q\chi_1(x)} \right|^2.
\]

We are now in a position to state our main result.

**Theorem 4.2.** Assume Hypotheses \( \Psi \) and \( \Psi \)

(1) If \( B_\pm < 1 \), then \( \dim \mathcal{B}_\pm = 1 \).

(2) If \( b_\pm > 1 \), then \( \mathcal{B}_\pm = \{0\} \).

In order to prove Theorem 4.2, we use the following lemma.

**Lemma 4.3.** Assume Hypotheses \( \Psi \) and \( \Psi \). Let \( \psi : \mathbb{Z} \to \mathbb{C} \) be a nonzero solution to

\[
L\psi = \left( \frac{p \pm 1}{q\chi_1} \right) \psi.
\] (4.3)

Then

\[
B_\pm(-\infty) = \limsup_{x \to -\infty} \left| \frac{\psi(x - 1)}{\psi(x)} \right|^2, \quad B_\pm(+\infty) = \limsup_{x \to +\infty} \left| \frac{\psi(x + 1)}{\psi(x)} \right|^2,
\]

\[
b_\pm(-\infty) = \liminf_{x \to -\infty} \left| \frac{\psi(x - 1)}{\psi(x)} \right|^2, \quad b_\pm(+\infty) = \liminf_{x \to +\infty} \left| \frac{\psi(x + 1)}{\psi(x)} \right|^2.
\] (4.4) (4.5)
Proof. Because Hypotheses 1 and 2 imply that \( p, q, \chi_1(x), \) and \( \chi_2(x) \) are not zero, (4.3) is equivalent to

\[
\begin{cases}
\psi(x + 1) = \frac{(p \pm 1) \chi_2(x)}{q \chi_1(x)} \psi(x), & x \geq 0, \\
\psi(x - 1) = \frac{q \chi_1(x)}{(p \pm 1) \chi_2(x)} \psi(x), & x \leq 0.
\end{cases}
\]  

(4.6)

Since \( \psi \neq 0 \), (4.6) implies that \( \psi(x) \neq 0 \) for all \( x \in \mathbb{Z} \). Hence,

\[
\left| \frac{q \chi_1(x)}{(p \pm 1) \chi_2(x)} \right|^2 = \frac{\psi(x - 1)^2}{\psi(x)^2}, \quad x \leq 0,
\]

\[
\left| \frac{(p \pm 1) \chi_2(x)}{q \chi_1(x)} \right|^2 = \frac{\psi(x + 1)^2}{\psi(x)^2}, \quad x > 0.
\]

Taking the limits of both sides, we obtain the desired result. \( \square \)

Proof of Theorem 4.2. By (1.2), \( \Psi \in B_\pm \) if and only if there exists a vector \( \psi \in \mathcal{K} \) such that \( \Psi = \left( \frac{-q}{p+1} L \psi \right) \) and \( \psi \) satisfies (4.3). Now we suppose that \( B_\pm < 1 \). We define a function \( \psi_0 : \mathbb{Z} \to \mathbb{C} \) inductively as follows. Let \( \psi_0(0) = 1 \) and define \( \psi_0(x) (x \neq 0) \) by (4.6). Then, from the above argument, \( \psi_0 \) satisfies (4.3). By definition, \( \psi_0 \neq 0 \). Hence, we have \( \psi_0 \in \mathcal{K} \) by combining Lemma 4.3 with the ratio test. Thus, defining \( \Psi_0 = \left( \frac{-q}{p+1} L \psi_0 \right) \), we observe that \( \Psi_0 \) is nonzero and belongs to \( B_\pm \). Hence, \( B_\pm \) is nontrivial. If there is another nonzero vector \( \Psi = \left( \frac{-q}{p+1} L \psi \right) \in B_\pm \), then \( \psi \) also satisfies (4.6). Taking a constant \( \alpha = \psi(0)/\psi_0(0) \), we observe from (4.6) that \( \psi = \alpha \psi_0 \). Hence, \( \dim B_\pm = 1 \). Thus, (1) is proved.

We next suppose that \( b_+ > 1 \) and \( \Psi = \left( \frac{-q}{p+1} L \psi \right) \in B_\pm \) is nonzero. Similarly to the above, the ratio test implies that \( \psi \not\in \mathcal{K} \). This contradicts \( \Psi \in B_\pm \). Hence, \( B_\pm = \{0\} \). Thus, (2) is proved. \( \square \)

5 Properties of vectors in the birth eigenspaces

Throughout this section, we suppose that Hypotheses 1 and 2 are satisfied. Summarizing the arguments in Sec. 4, we observe that

\[
B_\pm = \left\{ \Psi = \left( \frac{-q}{p+1} L \psi \right) \mid \psi \in \mathcal{K} \text{ satisfies (4.6)} \right\}.
\]  

(5.1)

5.1 Exponential decay

We prove that the birth eigenvector \( \Psi \in B_\pm \) decays exponentially at spatial infinity.

Theorem 5.1. Suppose that \( B_\pm < 1 \) and \( \Psi \in B_\pm \). Then, there exist positive constants \( c_\pm, c'_\pm, \kappa_\pm, \kappa'_\pm, \) and \( R_\pm > 0 \) such that

\[
k'_\pm e^{-c'_\pm |x|} \leq \|\Psi(x)\|_{C^2} \leq k_\pm e^{-c_\pm |x|}, \quad |x| \geq R_\pm.
\]  

(5.2)
Proof. Let $\Psi \in \mathcal{B}_\pm$. From (5.1), there exists a $\psi \in \mathcal{K}$ such that $\Psi = \left( \frac{-q}{p|x|} L \psi \right) \in \mathcal{B}_\pm$ and $\psi$ satisfy (1.6).

We first prove the right-hand side of (5.2). Because $\|\Psi(x)\|_{L^2}^2 = (|q|^2/(p \pm 1)^2)|\psi(x + 1)|^2 + |\psi(x)|^2$, it suffices to prove that

$$|\psi(x)|^2 \leq \kappa_+ e^{-c_-|x|}, \quad |x| \geq R_+$$

with some $\kappa_+, c_+$, and $R_+ > 0$. Let $\epsilon$ satisfy $0 < \epsilon < 1 - B_+(\infty)$. By the definition of $B_+(\infty)$, there exists $x_0 \in \mathbb{N}$ such that if $x \geq x_0$,

$$0 \leq \sup_{y \geq x} \left| \frac{(p \pm 1) \chi_2(x - 1)}{q \chi_1(y)} \right|^2 - B_+(\infty) \leq \epsilon.$$

Suppose that $x \geq x_0$. By (4.6),

$$|\psi(x)| = \left| \frac{(p \pm 1) \chi_2(x - 1)}{q \chi_1(x - 1)} \right| |\psi(x - 1)|$$

$$= \left| \frac{(p \pm 1) \chi_2(x - 1)}{q \chi_1(x - 1)} \right| \left| \frac{(p \pm 1) \chi_2(x - 2)}{q \chi_1(x - 2)} \right| \cdots \left| \frac{(p \pm 1) \chi_2(x)}{q \chi_1(x)} \right| |\psi(x)|$$

$$\leq (B_+(\infty) + \epsilon)^{(x-x_0)/2} |\psi(x_0)|$$

Since $B_+(\infty) + \epsilon < 1$,

$$c_+(\infty) := -\log(B_+(\infty) + \epsilon) > 0.$$

Hence, if $x \geq x_0$,

$$|\psi(x)|^2 \leq \kappa_+(\infty) e^{-c_+(\infty)x}$$

with $\kappa_+(\infty) := |\psi(x_0)|^2 e^{c_+(\infty)x_0}$. Similarly, taking $0 < \epsilon < 1 - B_+(-\infty)$ and $c_+(-\infty) = -\log(B_+(-\infty) + \epsilon)$, we can prove that there exists $x_1 \in \mathbb{N}$ such that if $x \leq -x_1$,

$$|\psi(x)|^2 \leq \kappa_+(-\infty) e^{-c_+(-\infty)|x|}$$

with $\kappa_+(-\infty) := |\psi(x_1)|^2 e^{c_+(-\infty)x_1}$. Taking $c_+ = \min\{c_+(-\infty), c_+(\infty)\}$, $\kappa_+ = \max\{\kappa_+(-\infty), \kappa_+(-\infty)\}$, $R_+ := \max\{x_0, x_1\}$ yields the right-hand side of (5.2).

Next we prove the left-hand side of (5.2). Taking $\epsilon$ as $0 < \epsilon < b_+(\infty)$, we have

$$0 \leq b_+(\infty) - \inf_{y \geq x} \left| \frac{(p \pm 1) \chi_2(y)}{q \chi_1(y)} \right|^2 \leq \epsilon$$

and

$$|\psi(x)| \geq (b_+(\infty) - \epsilon)^{(x-x_0)/2} |\psi(x_0)|$$

for $x$ greater than some $x_0 > 0$. Because $0 < b_+(\infty) - \epsilon < 1$,

$$c_+(\infty) := -\log(b_+(\infty) - \epsilon) > 0,$$

we observe from the same argument as above that

$$|\psi(x)|^2 \geq \kappa_+(\infty) e^{-c_+(\infty)x}, \quad x \geq x_0$$

with some $\kappa_+(\infty) > 0$. Thus, the right-hand side of (5.2) is proved for $x > 0$ sufficiently large. For $x \leq 0$ sufficiently small, the same argument works. Therefore, we complete the proof. $\square$
5.2 Robustness against perturbations

In this subsection, we illustrate the robustness of the birth eigenspaces against perturbations. For simplicity, we focus here on the case in which the limits \( \lim_{x \to \pm \infty} C(x) \) exist. This is a slight generalization of the anisotropic quantum walk introduced in [32, 33], where the authors addressed the case of \( p = 0 \). We address the case in which \( p \) can be nonzero.

Let \( C_{\pm \infty} \in U(2) \) be self-adjoint unitary matrices with \( \det C_{\pm \infty} = -1 \) and choose normalized vectors \( \chi_{\pm \infty} = (\chi_{\pm \infty, 1}, \chi_{\pm \infty, 2}) \) such that
\[
C_{\pm \infty} = 2 |\chi_{\pm \infty} \rangle \langle \chi_{\pm \infty}| - 1.
\]

We define two constants \( \beta_+ \) and \( \beta_- \) as
\[
\beta_+ = \max \{ \beta_+(-\infty), \beta_+(+\infty) \}, \quad \beta_- = \min \{ \beta_-(\infty), \beta_-(+\infty) \},
\]
where
\[
\beta_+(-\infty) = \left| \frac{q \chi_{-\infty, 1}}{(p \pm 1) \chi_{-\infty, 2}} \right|^2, \quad \beta_+(+\infty) = \left| \frac{(p \pm 1) \chi_{+\infty, 2}}{q \chi_{+\infty, 1}} \right|^2.
\]

**Theorem 5.2.** Let \( C(x) \) be defined in (2.2) and satisfy in addition \( \lim_{x \to \pm \infty} C(x) = C_{\pm \infty} \). Then \( B_\pm = b_\pm = \beta_\pm \). In particular, the following hold.

1. If \( \beta_\pm < 1 \), then \( \dim B_\pm = 1 \).
2. If \( \beta_\pm > 1 \), then \( B_\pm = \{0\} \).

**Proof.** By assumption, \( \lim_{x \to \pm \infty} |\chi_j(x)| = |\chi_{\pm \infty, j}| \) and hence \( B_\pm = b_\pm = \beta_\pm \). Therefore, by Theorem 4.2 we obtain the desired result.

We write \( B_\pm(C) \) for the birth eigenspaces \( B_\pm \) to make the dependence on the coin \( C \) explicit. The following is a direct consequence of Theorem 5.2 and reveals the robustness of the birth eigenspaces against perturbations. See Examples in the next section for more details.

**Corollary 5.3.** Let \( C(x) \) be as in Theorem 5.2 and \( C'(x) \) satisfy the same condition as \( C(x) \), so that \( \lim_{x \to \pm \infty} (C'(x) - C(x)) = 0 \).

1. If \( \beta_\pm < 1 \), then \( \dim B_\pm(C') = \dim B_\pm(C) = 1 \).
2. If \( \beta_\pm > 1 \), then \( B_\pm(C') = B_\pm(C) = \{0\} \).

**Proof.** Because the assertions of Theorem 5.2 depend only on the limit of the coin operator, and both \( C'(x) \) and \( C(x) \) have the same limits, we obtain the desired result.

6 Examples

In this section, we provide examples.
6.1 An anisotropic coin model

Let \( \varepsilon > 0 \) and define
\[
C_{+\infty} := \begin{pmatrix} 1 - 2\varepsilon^2 - 2\varepsilon\sqrt{1 - \varepsilon^2} & 2\varepsilon\sqrt{1 - \varepsilon^2} \\ 2\varepsilon\sqrt{1 - \varepsilon^2} & 2\varepsilon^2 - 1 \end{pmatrix}, \quad C_{-\infty} := \begin{pmatrix} 2\varepsilon^2 - 1 & 2\varepsilon\sqrt{1 - \varepsilon^2} \\ 2\varepsilon\sqrt{1 - \varepsilon^2} & 1 - 2\varepsilon^2 \end{pmatrix}.
\]

We can choose \( \chi_{\pm\infty} \in \ker(C_{\pm\infty} - 1) \) as follows.
\[
\chi_{+\infty} = \begin{pmatrix} \sqrt{1 - \varepsilon^2} \\ \varepsilon \end{pmatrix}, \quad \chi_{-\infty} = \begin{pmatrix} \varepsilon \sqrt{1 - \varepsilon^2} \\ \sqrt{1 - \varepsilon^2} \end{pmatrix}
\]

are eigenvectors of \( C_{\pm\infty} \) corresponding to the eigenvalues 1. Let \( \{\chi(x)\} \subset \mathbb{C}^2 \) be a family of normalized vectors and satisfy \( \chi_1(x)\chi_2(x) \neq 0 \) and \( \lim_{x \to \pm\infty} \chi(x) = \chi_{\pm\infty} \). Then \( C(x) := 2|\chi(x)\rangle\langle\chi(x)| - 1 \) satisfies
\[
\lim_{x \to \pm\infty} C(x) = C_{\pm\infty}.
\] (6.1)

By direct calculation,
\[
\beta_{\pm}(-\infty) = g(\varepsilon)\frac{1 + p}{1 \mp p}, \quad \beta_{\pm}(+\infty) = g(\varepsilon)\frac{1 \mp p}{1 + p},
\] (6.2)
where \( g(\varepsilon) := \varepsilon^2/(1 - \varepsilon^2) \).

**Theorem 6.1.** Let \( \varepsilon_0 \in (0, 1) \) be a unique solution to
\[
g(\varepsilon) = \min \left\{ \frac{1 - p}{1 + p}, \frac{1 + p}{1 - p} \right\}.
\] (6.3)

1. If \( \varepsilon < \varepsilon_0 \), then \( \dim \mathcal{B}_+ = \dim \mathcal{B}_- = 1 \).
2. If \( \varepsilon > \varepsilon_0 \), then \( \mathcal{B}_+ = \mathcal{B}_- = \{0\} \).

**Remark 6.2.** Combining Theorem 6.1 with Proposition 3.2, we observe that
\[
\dim \ker(U \mp 1) \geq \dim \mathcal{B}_\pm = 1 \quad \text{for} \quad \varepsilon < \varepsilon_0.
\]
Moreover, the above statement is independent of the choice of \( C(x) = 2|\chi(x)\rangle\langle\chi(x)| - 1 \) that satisfies (6.1). See Corollary 5.3. In the case of the two phase quantum walk with
\[
C(x) = \begin{cases} C_{+\infty}, & x > 0, \\ C_{-\infty}, & x \leq 0 \end{cases}
\]
and \( \varepsilon < 1/\sqrt{2} \), Theorem 6.1 implies that if \(|q| < 2\varepsilon^2\), then \( \pm 1 \notin \sigma_p(T) \). Hence,
\[
\dim \ker(U \mp 1) = 1 \quad \text{for} \quad \varepsilon < \min\{\varepsilon_0, 1/\sqrt{2}\}.
\]

**Proof.** Because \( g \) is strictly increasing in \((0, 1)\) with \( \lim_{\varepsilon \downarrow 0} g(\varepsilon) = 0 \) and \( \lim_{\varepsilon \uparrow 1} g(\varepsilon) = +\infty \), there is a unique solution \( \varepsilon_0 \) to (6.3) in \((0, 1)\). By (6.2),
\[
\beta_+ = g(\varepsilon) \max \left\{ \frac{1 - p}{1 + p}, \frac{1 + p}{1 - p} \right\} = \beta_-.
\]
Hence, \( \beta_{\pm} < 1 \) if and only if
\[
g(\varepsilon) < \min \left\{ \frac{1 - p}{1 + p}, \frac{1 + p}{1 - p} \right\} = g(\varepsilon_0).
\]
Therefore, Theorem 5.2 provides the desired results. \( \square \)
6.2 Kitagawa’s split-step quantum walk

Here we slightly generalize the one discussed in Example 2.2. Let \( p = \sin(\theta_2/2) \) and \( q = \cos(\theta_2/2) \) with \( \theta_2 \in [-2\pi, 2\pi] \). Let \( \theta_1 : \mathbb{Z} \to [0, 2\pi) \) be a function and define \( C(x) \) as in (2.2) with \( a(x) = -\sin(\theta_1(x)/2) \) and \( b(x) = \cos(\theta_1(x)/2) \). Similarly to the argument in Example 2.2 \( U \) is unitarily equivalent to \( U_{ss}(\theta_1(\cdot), \theta_2) \). In this case, we can take a normalized vector \( \chi(x) \in \ker(C(x) - 1) \) as

\[
\chi(x) = \frac{1}{\sqrt{2(1 + \sin(\theta_1(x)/2))}} \left( \frac{\cos(\theta_1(x)/2)}{1 + \sin(\theta_1(x)/2)} \right).
\]

(6.4)

By definition, if \( \theta_2, \theta_1(x) \neq \pi \), then Hypotheses 1 and 2 are satisfied. Suppose that the limits \( \theta_{\pm \infty} := \lim_{x \to \pm \infty} \theta_1(x) \in [0, 2\pi) \setminus \{ \pi \} \) exist. We define \( \chi_{\pm \infty} \) as in (6.4) with \( \theta_1(x) \) replaced by \( \theta_{\pm \infty} \). By direct calculation,

\[
\beta_{\pm}(\infty) = \frac{1 - \sin(\theta_{-\infty}/2)}{1 + \sin(\theta_{-\infty}/2)} \frac{1 \mp \sin(\theta_{2}/2)}{1 \pm \sin(\theta_{2}/2)}, \quad \beta_{\pm}(\infty) = \frac{1 + \sin(\theta_{+\infty}/2)}{1 - \sin(\theta_{+\infty}/2)} \frac{1 \pm \sin(\theta_{2}/2)}{1 \mp \sin(\theta_{2}/2)}.
\]

(6.5)

**Theorem 6.3.**

1. If \( \sin(\theta_{-\infty}/2) < \sin(\theta_{+\infty}/2) \), then \( \mathcal{B}_{\pm} = \{0\} \).

2. If \( \sin(\theta_{-\infty}/2) > \sin(\theta_{+\infty}/2) \), then the following hold:
   - If \( \mp \sin(\theta_{2}/2) \in (\sin(\theta_{+\infty}/2), \sin(\theta_{-\infty}/2)) \), then \( \dim \mathcal{B}_{\pm} = 1 \);
   - If \( \mp \sin(\theta_{2}/2) < \sin(\theta_{+\infty}/2) \) or \( \sin(\theta_{-\infty}/2) < \mp \sin(\theta_{2}/2) \), then \( \mathcal{B}_{\pm} = \{0\} \).

**Proof.** From (6.5), we obtain the following assertions.

(a) \( \beta_{\pm}(\infty) < 1 \) if and only if \( \mp \sin(\theta_{2}/2) < \sin(\theta_{-\infty}/2) \).

(b) \( \beta_{\pm}(\infty) < 1 \) if and only if \( \sin(\theta_{+\infty}/2) < \mp \sin(\theta_{2}/2) \).

Combining (a) and (b) with Theorem 5.2 we obtain the desired results. \( \square \)

**Remark 6.4.** In the case of (2) in Theorem 6.3 we observe the following.

- If both \( -\sin(\theta_{2}/2) \) and \( +\sin(\theta_{2}/2) \) are in \( (\sin(\theta_{+\infty}/2), \sin(\theta_{-\infty}/2)) \), then

\[
\dim \mathcal{B}_{+} = \dim \mathcal{B}_{-} = 1.
\]

- If \( \mp \sin(\theta_{2}/2) \in (\sin(\theta_{+\infty}/2), \sin(\theta_{-\infty}/2)) \) and \( \pm \sin(\theta_{2}/2) \notin [\sin(\theta_{+\infty}/2), \sin(\theta_{-\infty}/2)] \), then

\[
\dim \mathcal{B}_{\pm} = 1, \quad \mathcal{B}_{+} = \{0\}.
\]

**Acknowledgements**

This work was supported by Grant-in-Aid for Young Scientists (B) (No. 26800054).
References

[1] A. Ambainis, Quantum walks and their algorithmic applications, *International Journal of Quantum Information* **1**, 507 – 518, 2003 (arXiv: quant-ph/0403120v3).

[2] J. K. Asbóth, H. Obuse, Bulk-boundary correspondence for chiral symmetric quantum walks, *Phys. Rev. B* **88**, 121406, 2013.

[3] J. Asch, O. Bourget, A. Joye, Spectral Stability of Unitary Network Models, *Rev. Math. Phys.* **27**, 1530004, 2015.

[4] S. Endo, T. Endo, N. Konno, E. Segawa, M. Takei, Limit theorems of a two-phase quantum walk with one defect, *Quantum Inf. Comput.* **15**, 1373–1396, 2015.

[5] S. Endo, T. Endo, N. Konno, E. Segawa, M. Takei, Weak limit theorem of a two-phase quantum walk with one defect, *Interdiscip. Inf. Sci.* **22**, 17–29, 2016.

[6] T. Fuda, D. Funakawa, A. Suzuki, Localization of a multi-dimensional quantum walk with one defect, *Quantum Inf. Process.* **16:**203, 2017.

[7] T. Fuda, D. Funakawa, A. Suzuki, Weak limit theorem for a one-dimensional split-step quantum walk, preprint.

[8] G. Grimmett, S. Janson, P. Scudo, Weak limits for quantum random walks, *Phys. Rev. E* **69**, 026119, 2004.

[9] L. Grover, A fast quantum mechanical algorithm for database search, *Proceeding of the 28th ACM Symposium on Theory of Computing*, 212 – 219, 1996.

[10] Yu. Higuchi, N. Konno, I. Sato, E. Segawa, Quantum graph walks I: Mapping to quantum walks, *Yokohama Math. J.* **59**, 33 – 55, 2013.

[11] Yu. Higuchi, N. Konno, I. Sato, E. Setawa, Spectral and asymptotic properties of Grover walks on crystal lattices, *J. Funct. Anal.* **267**, 4197–4235, 2014.

[12] Yu. Higuchi, E. Segawa, The spreading behavior of quantum walks induced by drifted random walks on some magnifier graph, *Quantum Inf. Comput.* **17**, 0399–0414, 2017.

[13] Yu. Higuchi, E. Segawa, Quantum walks induced by Dirichlet random walks on infinite trees, *J. Phys. A: Math. Theor.* **51** 075303, 2018.

[14] Yu. Higuchi, E. Segawa, A. Suzuki, Spectral mapping theorem of an abstract quantum walk, [arXiv:1506.06457](https://arxiv.org/abs/1506.06457).

[15] N. Inui, Y. Konishi, N. Konno, Localization of two-dimensional quantum walks, *Phys. Rev. A* **69**, 052323, 2004.

[16] N. Inui, N. Konno, E. Segawa, One-dimensional three-state quantum walk, *Phys. Rev. E* **72**, 056112, 2005.

[17] V. Kendon, Decoherence in quantum walks – a review, *Math. Struct. in Comp. Science* **17**, 1169–1220, 2007.

[18] T. Kitagawa, M. S. Rudner, E. Berg, E. Demler, Exploring topological phases with quantum walks, *Phys. Rev. A* **82**, 033429, 2010.
[19] N. Konno, Quantum random walks in one dimension, *Quantum Inf. Process.* 1, 345–354, 2002.

[20] N. Konno, A new type of limit theorems for the one-dimensional quantum random walk, *J. Math. Soc. Japan* 57, 1179–1195, 2005.

[21] N. Konno, Quantum walks, *Quantum Potential Theory*, 309–452, Lecture Notes in Math., 1954, Springer, Berlin, 2008.

[22] N. Konno, Localization of an inhomogeneous discrete-time quantum walk on the line, *Quantum Inf. Process.* 9, 405 – 418, 2010.

[23] N. Konno, T. Luczak, E. Segawa, Limit measure of inhomogeneous discrete-time quantum walks in one dimension, *Quantum Inf. Process.* 12, 33–53, 2013.

[24] D. Li, M. Mc Gettrick, W. Zhang, K. Zhang, One dimensional lazy quantum walks and occupancy rate, *Chin. Phys.* B24, 2015.

[25] T. D. Mackay, S. D. Bartlett, L. T. Stephenson, B. C. Sanders, Quantum walks in higher dimensions, *J. Phys. A* 35, 2745, 2002.

[26] F. Magniez, A. Nayak, J. Roland, M. Santha, Search via quantum walk, *Proc. 39th ACM Symposium on Theory of Computing* 575 – 584, 2007.

[27] F. Magniez, A. Nayak, P. Richter, M. Santha, On the Hitting Times of Quantum Versus Random Walks, *Algorithmica*, 63, 91–116, 2012.

[28] K. Manouchehri, J. Wang, Physical implementation of quantum walks, *Quantum Sci. Technol.*, Springer, 2014.

[29] K. Matsue, O. Ogurisu, E. Segawa, A note on the spectral mapping theorem of quantum walk models, *Interdiscip. Inf. Sci.* 23, 105–114, 2017.

[30] H. Ohno, Unitary equivalent classes of one-dimensional quantum walks, *Quantum Inf. Process.* 15, 3599–3617, 2016.

[31] R. Portugal, Quantum walks and search algorithms, *Quantum Sci. Technol.*, Springer, 2013.

[32] S. Richard, A. Suzuki, and R. Tiedra de Aldecoa, Quantum walks with an anisotropic coin I: spectral theory, *Lett. Math. Phys.* 108, 331–357, 2017.

[33] S. Richard, A. Suzuki, and R. Tiedra de Aldecoa, Quantum walks with an anisotropic coin II: scattering theory, [arXiv:1801.02779](http://arxiv.org/abs/1801.02779).

[34] E. Segawa, Localization of quantum walks induced by recurrence properties of random walks, *J. Comput. Theor. Nanosci.* 10, 1583 – 1590, 2013.

[35] E. Segawa, A. Suzuki, Generator of an abstract quantum walk, *Quantum Stud.: Math. Found.* 3, 11–30, 2016.

[36] A. Suzuki, Asymptotic velocity of a position-dependent quantum walk, *Quantum Inf. Process.* 15, 103–119, 2016.

[37] A. Suzuki, Supersymmetric quantum walks with chiral symmetries, in preparation.
[38] M. Szegedy, Quantum speed-up of Markov chain based algorithms, *Proc. 45th IEEE Symposium on Foundations of Computer Science*, 32–41, 2004.

[39] B. Tregenna, W. Flanagan, R. Maile, V. Kendon, Controlling discrete quantum walks: coins and initial states, *New J. Phys.* **53**, 83, 2003.

[40] S. E. Venegas-Andraca, Quantum walks: a comprehensive review, *Quantum Inf. Process.* **11**, 1015–1106, 2012.

[41] J. Watrous, Quantum simulations of classical random walks and undirected graph connectivity, *J. Comput. System Sci.* **62**, 376–391, 2001.