Charge-transfer steps in Density Functional Theory from the perspective of the Exact Electron Factorization
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When a molecule dissociates, the exact Kohn-Sham (KS) and Pauli potentials may form step structures. Reproducing these steps correctly is central for the description of dissociation and charge-transfer processes in density functional theory (DFT): The steps align the KS eigenvalues of the dissociating subsystems relative to each other and determine where electrons localize. While the step height can be calculated from the asymptotic behavior of the KS orbitals, this provides limited insight into what causes the steps. We give an explanation of the steps with an exact mapping of the many-electron problem to a one-electron problem, the exact electron factorization (EEF). The potentials appearing in the EEF have a clear physical meaning that translates to the DFT potentials by replacing the interacting many-electron system with the KS system. With a simple model of a diatomic, we illustrate that the steps are a consequence of spatial electron entanglement and are the result of a charge transfer. From this mechanism, the step height can immediately be deduced. Moreover, two methods to approximately reproduce the potentials during dissociation suggest themselves. One is based on the states of the dissociated system, while the other one is based on an analogy to the Born-Oppenheimer treatment of a molecule. The latter method also shows that the steps connect adiabatic potential energy surfaces. The view of DFT from the EEF thus provides a better understanding of how many-electron effects are encoded in a one-electron theory and how they can be modeled.

In this Letter, we show how and why steps form with the help of quantities derived from the interacting many-electron system, and we relate them to the KS system. For this purpose, we use the exact electron factorization (EEF) [22, 23]. The EEF is an exact theory which reduces an $N$-electron system to a one-electron system by expressing the wavefunction $\psi$ of the electrons as a product of a marginal and a conditional wavefunction [10, 22-28],

$$\psi(1, \ldots, N) = \chi(1)\phi(2, \ldots, N; 1)$$

with the partial normalization condition

$$\langle \phi(2, \ldots, N; 1) | \phi(2, \ldots, N; 1) \rangle_{2, \ldots, N} = 1,$$

valid for all values of the electronic coordinate $r_1$. $|\phi(2, \ldots, N; 1)|^2$ is the conditional probability density of finding $N-1$ electrons at $r_2, \ldots, r_N$, given one electron is at $r_1$. We call those $N-1$ electrons the conditioned system. The bra-ket $\langle \ldots | \ldots \rangle_{2, \ldots, N}$ represents the complex-valued scalar product with integration over coordinates $r_2, \ldots, r_N$. As arguments of a function, we use either the coordinates $r_j \in \mathbb{R}^3$ or the number $j$. For simplicity we do not consider spin here; the extension to include spin is straightforward but needs additional notation which would complicate the discussion.
We assume $\psi$ is given by the Schrödinger equation
\[
\left( -\sum_{j=1}^{N} \frac{\nabla_j^2}{2} + V(1,\ldots,N) \right) \psi = E\psi,
\]
where $V$ is the sum of the external potentials $v^{\text{ext}}(r_j)$ and electron-electron interactions $v_{\text{ee}}(r_j, r_k)$ of all electrons. The marginal wavefunction is then given by
\[
\left( -\frac{\nabla_1^2}{2} + v(1) \right) \chi(1) = E\chi(1)
\]
which is a one-electron Schrödinger equation, where the effect of the other $N-1$ electrons is fully contained in potentials obtained from the spatial electron entanglement encoded in $\phi$. The vector potential
\[
A(1) = \langle \phi | -i \nabla_1 \phi \rangle_{2\ldots N}
\]
and the scalar potential $v$, given by
\[
v(1) = v^H(1) + v^G(1) + v^{\text{ext}}(1).
\]
Here,
\[
v^H(1) = \frac{1}{2} \langle \nabla_1 \phi | (1 - | \phi \rangle \langle \phi | ) | \nabla_1 \phi \rangle_{2\ldots N}
\]
is the (expectation value of the) energy of $N-1$ electrons given an additional electron is at $r_1$, and
\[
v^G(1) = \frac{1}{2} \langle \nabla_1 \phi | (1 - | \phi \rangle \langle \phi | ) | \nabla_1 \phi \rangle_{2\ldots N}
\]
is connected to the magnitude of change of $\phi(2,\ldots,N;1)$ as wavefunction of the $N-1$ electrons at $r_2,\ldots,r_n$ if the position of the additional electron at $r_1$ is changed. $v^G$ is called the geometric potential because it is related to the Fabini-Study metric and the quantum-geometric tensor [29]. Importantly, $\chi$ yields the one-electron density,
\[
|\chi(1)|^2 = \rho(1) = \langle \psi(1,\ldots,N) | \psi(1,\ldots,N) \rangle_{2\ldots N},
\]
and (together with $A$ and $v^G$) the one-electron current density and one-electron observables of the many-electron system.

The phase of $\chi$ is arbitrary if the phase of $\phi$ is adjusted accordingly (see [25]); the magnitude of $\chi$ cannot change because of (2). This phase is a gauge freedom and we chose the gauge $A = 0$ for simplicity, but we note that this choice is not always possible, e.g., if the system is rotating [30, 31]. The potentials $v^H$, $v^G$, and trivially also $v^{\text{ext}}$ are gauge-independent.

Eq. (4) is (up to a constant shift) also the determining equation of OF-DFT, where $v$ is usually written as
\[
v(1) = v^P(1) + v^{\text{HXC}}(1) + v^{\text{ext}}(1),
\]
with Hartree-exchange-correlation potential $v^{\text{HXC}}(1) = v^{\text{KS}}(1) - v^{\text{ext}}(1)$. The KS potential yields the KS orbitals and KS energies via
\[
\left( -\frac{\nabla_1^2}{2} + v^{\text{KS}}(1) \right) \varphi_{j}^{\text{KS}}(1) = \varepsilon_{j}^{\text{KS}} \varphi_{j}^{\text{KS}}(1).
\]
From these orbitals, the wavefunction $\psi^{\text{KS}}$ of the non-interacting KS system can be constructed as a Slater determinant. As the KS system has, by construction, the same one-electron density like the interacting system,
\[
\rho(1) = \frac{1}{N} \sum_{j=1}^{N} |\varphi_{j}^{\text{KS}}(1)|^2,
\]
we can define the KS conditional wavefunction $\varphi^{\text{KS}}$ via
\[
\psi^{\text{KS}}(1,\ldots,N) = \chi(1)\varphi^{\text{KS}}(2,\ldots,N;1).
\]
Interpreting $v^H = v^H[\phi, V]$ and $v^G = v^G[\phi]$ in [7] and [8] and thus also $v = v[\phi, V]$ as functionals of $\phi$ and $V$, it follows
\[
v[\phi, V] = v[\phi^{\text{KS}}, V^{\text{KS}}]
\]
with $V^{\text{KS}}(1,\ldots,N) = \sum_{j=1}^{N} v^{\text{KS}}(j)$. Also, [10]
\[
v^H[\phi^{\text{KS}}, V^{\text{KS}}] = v^P + v^{\text{HXC}}\]
up to a constant shift, with $v^P + v^{\text{PG}} = v^P$ and [17, 21]
\[
v^P(\mathbf{r}) = \sum_{n=1}^{N} (\epsilon_n^{\text{KS}} - \epsilon_n^{\text{KE}}) |\phi_n^{\text{KS}}(\mathbf{r})|^2
\]
\[
v^{\text{PG}}(\mathbf{r}) = \frac{1}{2} \sum_{n=1}^{N} \left( \nabla_r \phi_n^{\text{KS}}(\mathbf{r}) \right)^2,
\]
where $\phi_n^{\text{KS}}(\mathbf{r}) = \varphi_n^{\text{KS}}(\mathbf{r})/\sqrt{\rho(\mathbf{r})}$. Consequently, $v^P + v^{\text{HXC}}$ is the (expectation value of the) energy and $v^{\text{PG}}$ is the geometric potential of the conditioned KS system.

Relations [14] and [15] connect the interacting many-electron system to the KS system. If $\psi^{\text{KS}}$ represents the many-electron problem in a similar way like $\psi$, we expect $v^H[\phi, V] \approx v^H[\phi^{\text{KS}}, V^{\text{KS}}]$ and $v^G[\phi] \approx v^G[\phi^{\text{KS}}]$; if there is a strong difference between $\psi^{\text{KS}}$ and $\psi$, we expect a different partition of $v$ for the interacting and for the KS system. Further information about the connection of the EEF with the KS quantities can be found in our companion paper [32].

To illustrate how steps form in the potentials during dissociation, we turn to a one-dimensional model of a heteronuclear diatomic molecule with the Hamiltonian
\[
H = \sum_{j=1}^{2} \left( -\frac{\partial_j^2}{2} + v_{en}(x_j) \right) + v_{\text{ee}}(x_1, x_2) + v_{nn},
\]
where the electron-nuclear interaction is given by
\[ v_{\text{en}}(x) = v_{\text{en}}^{(1)}(x) + R/2 + v_{\text{en}}^{(2)}(x, -R/2) \]
with
\[ v_{\text{en}}^{(Z)}(x, R_0) = -\frac{Z}{\sqrt{(x-R_0)^2 + c_{\text{en}}}}. \]  \hspace{1cm} (19)

the electron interaction is given by
\[ v_{\text{ee}}(x_1, x_2) = \frac{1}{\sqrt{(x_1-x_2)^2 + c_{\text{ee}}}}. \]  \hspace{1cm} (20)

and the nuclear interaction is given by
\[ v_{\text{nn}} = \frac{2}{\sqrt{R^2 + c_{\text{nn}}}}. \]  \hspace{1cm} (21)

The external potential for this model is 
\[ v^{\text{ext}}(x) = v_{\text{en}}(x) + v_{\text{nn}} \] and the parameters are chosen as 
\( c_{\text{en}} = c_{\text{ee}} = 0.5a_0^2 \) and \( c_{\text{nn}} = 0.1a_0^2 \). The model describes two nuclei with charges +2 and +1 located at \( -R/2 \) and \( R/2 \), respectively, and two electrons at \( x_1 \) and \( x_2 \). Results for the same model, but with three electrons, can be found in the supplemental material, and other models are discussed in the companion article \[22\]. Soft-Coulomb potentials like \[19\], \[20\], and \[21\] are a standard choice when a 3D system is represented with a 1D model \[23\]. To illustrate the relevant effects, we consider the energetically lowest antisymmetric electronic state.

Panels (a), (b), and (c) of Fig. \[1\] show the external potential \( v^{\text{ext}} \) and the potentials \( v^{\text{HXC}}, v^{\text{PH}}, v^{\text{PG}} \) for the non-interacting KS system as well as the potentials \( v^{H} \), \( v^{G} \) for the interacting system, for three different values of the internuclear separation \( R \). We find that \( v^{PG} \approx v^{G} \) and \( v^{PH} + v^{HXC} \approx v^{H} \) up to a constant, i.e., the interacting system and the KS system describe the one-electron picture in a similar way.

Our focus here is the step structures of the potentials that form when the internuclear distance increases. Two steps forming a plateau can be seen in \( v^{PH} \) and \( v^{HXC} \) as well as in \( v^{H} \) for \( R = 5a_0 \) and \( R = 8a_0 \). One of them is located at \( x_1 \approx 0 \) (region A in panel (e)) and one is located at smaller \( x_1 \), e.g., for \( R = 5a_0 \) at \( x_1 \approx -8a_0 \) (region B in panel (e)). The geometric potentials \( v^{PG} \) or \( v^{G} \) are bell-shaped functions centered at the location of the two steps but are otherwise zero; the bell at \( x_1 \approx 0 \) is clearly visible, while the one at smaller \( x_1 \) is barely visible in the figure.

With the KS system, the appearance of the steps in \( v^{HXC} \) and \( v^{PH} \) can be rationalized based in the asymptotic form of the KS orbitals \[14\] \[17\]. With the EEF, a mechanistic interpretation of the steps based on \( \phi \) can also be given. In Fig. \[1\] (d), (e), and (f) the conditional wavefunction \( \phi(x_2; x_1) \) is shown. For \( R = 5a_0 \), for example, \( \phi \) shows that the electron at \( x_2 \) is localized only around \( x_2 = -2.5a_0 \), only around \( x_2 = +2.5a_0 \), or localized partially around \( x_2 = -2.5a_0 \) and \( x_2 = +2.5a_0 \) in a wide region around \( x_1 \approx -8a_0 \) (region B) and a narrow region around \( x_1 \approx 0 \) (region A). The wavefunction of the conditioned electron at \( x_2 \) is thus localized on one or both of the two nuclei, depending on where the electron
at $x_1$ is found.

From the conditional wavefunction we find the following charge-transfer mechanism for how the step forms for a large internuclear distance (e.g., $R = 5a_0$), illustrated in Fig. 2. When one electron is somewhere between $x_1 = +\infty$ and region A, the conditioned system is in the energetically most favorable configuration where the electron at $x_2$ is localized around the nucleus with charge +2 (left well). When the electron passes region A and thus comes close to the nucleus with charge +2, the conditioned system changes to the energetically less favorable configuration where the electron at $x_2$ is localized around the nucleus with charge +1 (right well). Then, when the electron passes region B towards $x_1 = -\infty$, the conditioned system falls back into the energetically more stable configuration. If the two electrons were distinguishable by giving them labels according to at which nuclei they are localized, we could also say that the region determines which electron is described with $x_1$ and $x_2$, respectively.

From this mechanism, we can immediately deduce the asymptotic height of the step in $v^H$. The two steps in $v^H$, which appear for larger $R$ and which form a plateau, can be interpreted as the difference between the energy of the conditioned system in the two configurations. The plain corresponds to the energy if the conditioned electron is localized at the nucleus with charge +2, whereas the plateau corresponds to the energy if the electron is localized at the nucleus with charge +1 and thus has a higher energy. Thus, for $R \to \infty$ the step height is (see also [10])

$$|\Delta^H| = \varepsilon_0^{(1)} - \varepsilon_0^{(2)},$$

(22)

with eigenenergies $\varepsilon_j^{(z)}$ (indicated on the right ordinate of Fig. 2(c)) and eigenstates $\varphi_j^{(z)}$ of the separated atoms centered at the (arbitrary) position $R_0$ given by

$$\left( -\frac{\partial^2}{2} + v_{\text{en}}^{(z)}(2, R_0) \right) \varphi_j^{(z)}(2; R_0) = \varepsilon_j^{(z)} \varphi_j^{(z)}(2; R_0).$$

(23)

Relation (22) is the sum of the step heights of $v^{\text{KS}}$ and $v^P$ [13, 14]. Those step heights were determined from the analytic asymptotic form of the KS orbitals, while the EEF provides an intuitive picture for the steps.

Based on the charge-transfer mechanism, a way to construct $v^H$ for large $R$ suggests itself. Using the eigensystem (23) for the separated atoms, the atomic potentials

$$v_{\infty}^{\text{HZ}}(1; R_0) = \varepsilon_0^{(z)} + \left| \langle \varphi_0^{(z)}(2; R_0) \mid v_{\text{ee}}(1, 2) \mid \varphi_0^{(z)}(2; R_0) \rangle \right|^2,$$

(24)

can be constructed. (24) is the energy of the atomic one-electron systems with an external electron at $x_1$ if the electron-electron interaction is treated in 1st-order perturbation theory. Also, the effect of the kinetic term of the external electron is neglected, which is valid if it is far away from the atom. In Fig. 1(c), $v_{\infty}^{\text{H1}}$ and $v_{\infty}^{\text{H2}}$ are shown with the nuclei placed at the same positions as for the molecule, i.e., $R_0 = R/2$ for $v_{\infty}^{\text{H1}}$ and $R_0 = -R/2$ for $v_{\infty}^{\text{H2}}$, respectively. To the right and to the left (not shown in the figure) of the plateau $v^H$ follows $v_{\infty}^{\text{H2}}$ up to a small constant shift, while at the plateau $v^H$ follows $v_{\infty}^{\text{H1}}$ up to a larger constant shift. These energetic shifts vanish for larger $R$.

The exact factorization was first used as alternative to the Born-Oppenheimer expansion for the electron-nuclear problem [26, 27]. Based on the formal equivalence of the EEF with the exact electron-nuclear factorization, the EEF also suggests a way to obtain the potential $v$ approximately by using adiabatic states. For this purpose, we compute adiabatic states from

$$\left( -\frac{\partial^2}{2} + V(1, 2) \right) \phi_j^{\text{ad}}(2; 1) = v_j^{\text{ad}}(1) \phi_j^{\text{ad}}(2; 1)$$

(25)
with $V(1, 2) = v_{en}(1) + v_{en}(2) + v_{en}(1, 2) + v_{nn}$ being the 2-electron potential of our model. \cite{25} is the analogue of the Born-Oppenheimer approximation \cite{34} for a system of electrons: One electron is clamped and the eigenstates of the other electrons of the system are calculated. Fig. 3 shows the lowest two adiabatic potential energy surfaces $v_{ad}^{0}$, $v_{ad}^{1}$ together with $v$ and $v^{ext} + v^{H}$ (which is $v$ without the geometric potential $v^{G}$, see \cite{2}). Clearly, $v^{ext} + v^{H}$ is either $v_{ad}^{0}$ or $v_{ad}^{1}$, i.e., one of the lowest two adiabatic states, except in the transition regions A and B. The steps in $v$ are thus similar to the steps found in the (time-dependent) electron-nuclear problem when a nuclear wavepacket splits and evolves on two adiabatic surfaces in the Born-Oppenheimer representation \cite{3}. Then, the exact potential determining the nuclear state is composed of parts of several adiabatic surfaces in neighboring spatial regions that are connected by steps.

In contrast to the electron-nuclear problem, however, all electrons have the same mass. One consequence is that $v^{G}$, which is proportional to the inverse mass(es) of the particles in the marginal system, is non-negligible in the EEF. Due to their heavy mass, the nuclei are little influenced by the rearrangement of the electronic system when the nuclei change position. In contrast, in the EEF one electron at $x_{1}$ feels the rearrangement of the conditioned $(N-1)$-electron system when its position changes, especially if this happens over a small region of $x_{1}$ like in region A. We thus expect that the importance of $v^{G}$ grows with increasing number of electrons $N$.

To summarize, EEF and DFT are connected by the same one-electron potential $v$, but constructed with the interacting or the KS conditioned system, respectively. We studied a model of a diatomic and found that steps appearing in $v$ during dissociation can be explained as charge transfer encoded in the conditional wavefunction $\phi$ that represents the spatial entanglement of the electrons. This intuitive picture provides both the step height and the approximate behavior of $v$ for large internuclear distances. The formal analogy of the EEF with the electron-nuclear problem suggests that $v$ can be reproduced with an adiabatic approximation. Consequently, an expansion in adiabatic states may serve as a computational tool for the construction of the one-electron potentials and may further deepen the understanding of the steps. We thus conclude that the connection of the EEF and DFT is very fruitful and should be explored further for the benefit of both theories.
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