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Abstract—With the wide usage of World Wide Web (WWW) and social media platforms, fake news could become rampant among the users. They tend to create and share the news without knowing the authenticity of it. This would become the most critical issues among the societies due to the dissemination of false information. In that regard, fake news needs to be detected as early as possible to avoid negative influences on people who may rely on such information while making important decisions. The aim of this paper is to develop an automation of sentiment classifier model that could help individuals, or readers to understand the sentiment of the fake news immediately. The Cross-Industry Standard Process for Data Mining (CRISP-DM) process model has been applied for the research methodology. The dataset on fake news detection were collected from Kaggle website. The dataset was trained, tested, and validated with cross-validation and sampling methods. Then, comparison model performance using four machine learning algorithms which are Naïve Bayes, Logistic Regression, Support Vector Machine and Random Forest was constructed to investigate which algorithms has the most efficiency towards sentiment text classification performance. A comparison between 1000 and 2500 instances from the fake news dataset was analyzed using 200 and 500 tokens. The result showed that Random Forest (RF) achieved the highest accuracy compared to other machine learning algorithms.
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I. INTRODUCTION

Fake news is now viewed as one of the greatest threats to democracy, journalism, and freedom of expression. Fake news is typically produced by people, the so-called “fakesters”, who generate an article with fake content often injected to an original real and trusted news content [1]. Although fake or satirical news can be less deceptive, intentional readers may still be deceived. Satirical news may deliberately establish a false expectation in the minds of readers through traditional meanings of dissatisfaction, taken as a face value. The untruthfulness is badly dissimulated and demand to be known [2]. According to Parikh and Atrey [3], researchers around the world have been very involved in the issue of fake news detection. Their studies have been carried out on the impact of fake news and how people react to it by viewing the title of the story, and cover image of the story. These factors might convince the readers about the content in the story or in news is realistic. Thus, the headline and image should be given more attention and take a step back and analyze the story or news after reading it so that readers might not believe the news fast enough. The fake news issues have become more popular after the Presidential election of U.S. which makes many researchers trying to find out better solutions for machine learning classification [4].

Sentiment analysis study has taken a long time. Sentiment analysis in science and development has been the main problem of today’s world. As the number of users on social networking websites increases daily, enormous quantities of data are produced in text, audio, video, and images. Sentiment analysis as messages or posts must be carried out to decide if the sentiment is positive, negative, or neutral. Many automated classifiers are introduced to identify the text in the basic phrases, but new informal terms are applied to the current environment in the minimal spheres, which implies everything in the social realm [5].

This research focuses on filling the research gap between the machine learning algorithm and fake news challenges and assessments. Therefore, the research aims to perform research for automated prediction on fake news detection and investigate the performance of the machine learning technique by predicting the fake news using text classification of the data. Manual analysis of the textual review can be frustrated and tedious. Some of data contains a lot of textual unrelated and unimportant message and this would be some challenges to define the best text representation for the textual classification.

In this research work, the textual classification and prediction can help an organization, a group of teams, or the other people to understand and expose more to the efficiently and effectively of fake news detection. Despite that, the automated natural language processing concept will be proposed and implemented that can be adaptive by the business or some organization to handle the hugely massive fake news textual data that show the genuinely comes from the truth sources. The remainder of this work is structured as follows: Section 2 presents the literature review. Section 3 explains the methodology of the research. Section 4 describes the result and discussions, and Section 5 explains the conclusion and future work that can be made to improve the research.

II. LITERATURE REVIEW

Sentiment analysis or opinion mining, as it is often called, is indeed one of the computational studies that discuss the analysis of opinion-oriented natural languages [6, 7]. These opinion-oriented work comprises, along with other aspects, gender disparities, emotion, and attitude detection, ranks, evaluations of significance, textual perspective, description of source documents, and descriptive opinion [8]. The sentiment
analysis puts together several fields of research, such as natural language processing, data mining and text mining. The purpose is to use artificial intelligence tools in the activities, and to simplify and develop their goods and services which are becoming extremely essential for the enterprises. The goal is to discover views of people articulated in the written language (text) in sentiment analysis or opinion mining [9].

Machine learning techniques are particularly effective for classifying sentiments in positive, negative, or neutral types for classified document [10]. Training and testing datasets are needed in machine learning techniques. A testing data collection is used to study the documents and to verify the accuracy of the evaluation dataset. To classify and evaluate the performance of fake news data, some machine learning techniques were utilized and modelled. Based on the literature findings, there are four common classification machine learning models that have been used in many research to build the model which are Support Vector Machine, Naïve Bayes, Logistic Regression and Random Forest classifier [e.g: 11, 12, 13].

Few studies on comparing the machine learning classification algorithms on fake news have been conducted. For example, Hasan, et al. [11] has performed lexicon-based sentiment analysis (W-WSD, SentiWordNet and TextBlob) with two machine learning algorithms, Naïve Bayes and Support Vector Machine. The finding shows that W-WSD has a better result when analyzing the Tweets. Another research was by Apiwongsophon and Chongstivatana [12] who have conducted the experiments using Naïve Bays, Neural Network and Support Vector Machine classification algorithms to detect fake news. The result shows that Naïve Bays has the accuracy of 96.08%, and Neural Network and SVM provide the accuracy of 99.09%. Next, Hiramath and Deshpande [13] proposed fake news detection system based on classification using Logistic Regression, Naïve Bays, Support Vector Machine, Random Forest, and Deep Neural Network for detecting fake news. The result shows that deep neural network is more crucial in detecting the fake news.

III. RESEARCH METHODOLOGY

This research is conducted using CRISP-DM methodology. CRISP-DM is a modelling process which provides a data mining framework that could be used in technology and industry sectors to improve cost-effectiveness, reliability, repeatability, and speed for large data mining projects [14]. Fig. 1 shows the six phases of CRISP-DM methodology namely business understanding, data understanding, data preparation, modelling, evaluation, and deployment. The explanation of each phase will be explained in the next subsections.

A. Phase 1: Business Understanding

Business understanding is the first place of this research area. In this phase, the main area that will be examined is issues that are related with fake or real news and the representation of text and the lexicon-based method [15] to preprocess the textual data that are consider the point and significant phase in this text mining project. The initial business understanding phases emphasis on understanding the business objective from business point of view, then changing over this knowledge into a research question, and after that create a research plan to accomplish the research objectives. This phase involves two activities. The first activity focuses on delivering research title, problem statement, research objectives, and research significance. While the second activity focuses on delivering the literature review to understand how previous scholars conduct the research in this area, for example what techniques have been used, what are the research findings, and what are the limitation of their research.

B. Phase 2: Data Understanding

This phase requires the researchers to obtain the required data and transformed it into a format that could be mined using data mining tools. Two activities are involved in this phase. The first activity is conducting data gathering. In this study, we used dataset from Kaggle website. However, this dataset might occur data incompleteness and data redundancy. Hence, several alternatives need to be applied to solve the problems, such as replace with alternative data source, gather new data, or narrow down the research scope. For this research, the dataset of Fake News Prediction consists of 12999 instances news with 20 attributes included the news title, authors, and others in year 2016 when the US President Election was happened. The second activity is to verify the quality of data. Up to this phase, data has been examined and studied, hence, it is crucial to confirm whether the data is good enough to support the objective of this research. Any missing value or error need to be identified and come out with the lists of action that can be taken to overcome this issue.

C. Phase 3: Data Preparation

Data preparation refers to preprocess the dataset for the modelling phase. This activity needs to perform multiple times to ensure the quality of the data. Fig. 2 illustrates the five stages of data preparation process which consists of data selection, data cleaning, data construction, data integration and data formatting. However, for this text mining research, the process is slightly different from the data mining process where some of the stages will happen in the middle of the modelling phases and not before. This is the flexibility of adapting CRISP-DM framework for textual mining research.
D. Phase 4: Textual Data Labelling

Before the sentiment text classification performance can be compared, the model of the sentiment text classification must be constructed first. Fig. 3 shows the work flows of textual representation process.

The process starts with preprocessing the raw text data from the Fake News Dataset. Then, the data is transformed into a tokens and tags formation in Data Selection, which has been filtered and cleaned. When the data is ready, the preprocessed text will be sent to the sentiment analysis to label the sentiment from the review text data. Hu and Liu [16] sentiment analysis widget is based on the lexicon has been chosen for these activities. Unlike Vader method [17], Liu Hu method is simpler, which generate a single output of sentiment integer. However, the sentiment integer label is not represented as sentiment classification. The comparison result between the use of Liu Hu and Vader methods will be shown later in the results and discussions section. Therefore, the unsupervised label integer sentiment needs to classify using the hierarchical clustering technique. The purpose of this technique is to cluster integer sentiment that has close relations to classify into three groups of sentiment classification. Thus, the negative integer sentiment label will cluster under the negative values, the positive sentiment label will cluster under the positive values and the neutral sentiment label will cluster between -1 and 1 values.

E. Phase 5: Modelling

Orange data mining toolkit has been used in this phase to show the relationships between data in an understandable figure. The modelling method in this study is divided into three tasks, which consist of textual representation using a sentiment rating model, a content comparative model, and a predictive model. The process flow of architecture design in this research is shown in Fig. 4. The cleaned dataset derived from this phase was fed into the Designing Test task. There is one process occurred here, which is training process. To train the models, four machine learning algorithms are selected namely Naïve Bayes, Logistic Regression, Support Vector Machine and Random Forest. The selection of a best classification model is based on the highest coefficient accuracy result. The prediction model will use the same dataset during the model building phase. This is to produce the best classification model in predicting the fake news dataset.

A predictive model will be developed during this process. The Orange data mining prediction model is transparent and simple. Fig. 5 shows the prediction model process workflow. The prediction analysis uses the same data sets for classification model as the data set. The model is therefore nearly similar to the one for the performance analysis, in which the beginning component before the word bag is the same. The data sampler module is then used to separate the datasets into training and test results. The method of sampling is the one-on-
Then, performance of each model is compared for sentiment classification. The process begins with the Data Sampler where the random sampler and ten-fold cross-validation will be done in this process using the same dataset. Then, the preprocess text activity and bag-of-words activity is combined to produce the clean data. For classification models, four accessible machine learning algorithms in the literature [18] has been determining to assess the performance of machine learning on sentiment classification. The selected machine learning algorithms are Support Vector Machine, Naïve Bayes, Logistic Regression, and Random Forest. Each of classification model was developed through the training and testing process, following the supervised method. For that training and testing process, both the cross-validation approach was applied with 10 folds and hold out method through random data sampler, with 66% of dataset as training set and 34% of dataset as testing set.

F. Phase 5: Evaluation

In the evaluation phase, the performance of the predictive model is evaluated. The model is assessed in terms of precision, accuracy, recall and value of F1 classification. Error rates are used by supervised classification tasks to assess the consistency of data mining process. The dataset is also measured by the difference in the value of fixed data and the most common tokens for determining whether the data set size may affect the machine performance. If the process is failed, it is necessary to identify any possible reasons why the model did not satisfy the requirement. The data mining process also need to check thoroughly if there is existing additional process of iterations that can be made. The evaluation on the results from the comparison of the classification algorithms is performed on the dataset. In comparison, the assessment of datasets involves 10 cross validation directories and 10 random samples containing 60 per cent training results. This is an important experiment to determine how well the model can predict based on the data sets of training. There are two categories of performance measure that comprises of accuracy measures, as in (1) and error measures, as in (2). These performance measures will be discussed in the results and findings section.

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{error rate} = \frac{FP + FN}{TP + TN + FP + FN} \quad (2)
\]

G. Phase 6: Deployment

Deployment is the final phase of the CRISP-DM approach. This phase requires all the process involves in this research are documented properly. Every part of the experimental results and comparative textual analysis from findings of this research are discusses and presents.

IV. RESULT AND DISCUSSION

This section discusses the results and findings of the applied classification methods that had been chosen. It also provides the analysis on the trained and testing results based on ten folds cross-validation and sampling methods of 66% training set and 34% testing set. The first experiment is performed to determine the label of each record in the Kaggle fake news dataset. This is a crucial process for textual classification using supervised method. The second experiment is focused on evaluating the performance of machine learning algorithms, which are Naïve Bayes, Logistic Regression, Support Vector Machine and Random Forest, for textual classification problems in the fake news data set. The third experiment is to compare the four machine learning algorithms with top frequent tokens. To compare the quality of the machine learning algorithms, the researchers used different performance measures such as accuracy score, precision, recall, and F-Score.

A. Experiment 1: Labelling of Textual Data using Lexicon Scores

Textual representation model experiment is more likely to a sentiment classification model where it has been conducted to prove the effective way to automated sentiment analysis through textual representation. Initially, the textual data and type of data is selected using select columns and corpus. Then, the raw data will be sent to preprocess text module which need to go through several stages to prepare the data for the sentiment analysis process. The text preprocessed activities generate 673862 based on the tokenization and uni-gram with bi-grams technique. Among all the token generated, 45183 types were identified as unique tokens. All the generated tokens will be feed into sentiment analysis widget to predict and label the sentiment on each news text. The sentiment classification labelling is conducted using lexicon-based dictionary approach by Liu Hu and Vader [16, 17] which produces the sentiment value. The sample of two lexicon-based sentiment is shown in Table I. Based on the sample of bias type, the first news text sentiment is bias with a negative value of sentiment. The second news text sentiment is also bias but with a positive value of sentiment.

The next process is to group the sentiment values to represent textual labels. Hierarchical clustering has used with distances to produce ten clusters contains positive sentiment values, negative sentiment values and mostly neutral sentiment values. A result of hierarchical clustering with Top-N = 10 selections for the three textual representation models for (a) Liu Hu [16] and (b) Vader [17] methods using ‘ward’ as the linkage between the attributes and 10 levels of pruning were compared. The 10 Top-N was chosen for this experiment because of the sentiment values show the random and mixture values of sentiments, so to make the next process easier, and an “Edit Domain” widget is used to group the 10-clusters into the three categories which is positive, negative, and neutral groups. Fig. 6 shows how the 10 Top-N cluster was categorized and labelled into three clusters group of positive, negative, and neutral sentiment according to sentiment values produced in hierarchical clustering chart in Fig. 7 (Liu Hu method) and Fig. 8 (Vader method).
TABLE I. SAMPLE OF LEXICON-BASED SENTIMENT

| News Text                                                                                                                                                                                                 | Type | Sentiment |
|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------|-----------|
| Print They should pay all the back all the money plus interest. The entire family and everyone who came in with them need to be deported asap. Why did it take two years to bust them? Here we go again …another group stealing from the government and taxpayers! | Bias  | -1.961    |
| Share on Facebook You’ve got to hand it to this guy for such an ingenious, yet simple design. The how-to example in the video below is made from approximately 12 feet of copper tubing plus a few fittings (the stainless steel tube option is shown too). Follow the instructions in the video below to learn how to build it yourself. If a torch isn't something you have in your tool kit you can find “push on” fittings from a hardware store that you won't need to solder. | Bias  | 1.786     |
| Today Dr. Duke and Dr. Slattery talked about Hillary’s clear acts of treason against the United States by providing massive shipments of weapons to Saudi Arabia at a time that she knew they were providing support to ISIS. Dr. Duke, if elected to the Senate, would be in a position to expose Hillary and push for her impeachment should she win (steal) the election. BLOOD ON THE TRAITOR’S HANDS! | Hate  | 0.784     |
| Today Dr. Duke discussed the state of his campaign, including television commercials that he was preparing. He will be in a televised debate with the other leading candidates, which should be critical in putting him in the run off. Pastor Mark Dankof took over the show at the break. He took calls from listeners. One call asked about Jesus’s warning about the Synagogue of Satan. Pastor Dankof ended the show with a passionate warning about the risk of World War III should Hillary be elections. This is another great show that you won’t want to miss. | Hate  | -1.370    |
| COLUMBUS, OH (AP) — History was made today in Columbus, Ohio when more than 3 million Amish poured into the city to see the American Amish Brotherhood (AAB), an organization which acts as an informal governing body for the Amish community, endorse Donald Trump for president. That number represents a significant portion of the total Amish population, which the United States Census Bureau says numbers more than 20 million men and women nationwide all pledging their vote to Trump for President. 64 SHARE President Obama has signed an Executive Order declaring an investigation into the election results and plans for a revote on December 19th. (AP Photo / Dennis System) | Fake  | 0.796     |
| 64 SHARE President Obama has signed an Executive Order declaring an investigation into the election results and plans for a revote on December 19th. (AP Photo / Dennis System) | Fake  | 0.385     |

The comparison results of hierarchical clustering between Liu Hu [16] and Vader [17] methods does not show a lot of differences, but from other perception, Liu Hu method shows the most useful information that needed in this experiment as it uses lexicon-based sentiment analysis to classify each data in the dataset. Liu Hu method is easier because it shows the result of the sentiment directly and the values of sentiment for each cluster using the ‘edit domain’ widget. While for Vader method, the result from the hierarchical clustering shows a ‘pos’, ‘neg’, ‘neu’ and ‘compound’ values. The result from Vader method makes this experiment confusing because there is too much value of sentiment with the compound values that we define it was not useful for this experiment. So, for the next experiment Liu Hu’s method will be chosen.

By referring to the text reviews in Table I for the bias texts, the negative and positive value sentiments are due to hierarchical clusters of Ward linkage combine with Euclidean on distances widget. The probability of correcting the precise opinion would evaluate the distance between two points in the line and then measure the number of squared differences within each of the clusters. This means that most of the result is close to the average neutral sentiment. The findings of the output sentiment can be acknowledged therefore by analyzing the dispersal plot between the output sentiment and the text types ranking scale.

Fig. 6. Edit Domain Widget Process.

Fig. 7. Hierarchical Clustering and Sample of Data Sentiment Values using Liu Hu Method.
B. Experiment 2: Classification Model Construction

In the evaluation of prediction models, the same dataset was used to compare the output sentiment result of the automated sentiment classification based on the lexicon-based approach in Experiment 1, and the result of the prediction model using LR supervised machine learning in Experiment 3. The only different in dataset for Experiment 2 is the dataset will be split into two subset of data using ‘data sampler’ widget for the training dataset and the testing dataset. Based on the confusion matrix for prediction model in Fig. 9, negative prediction on sentiment text classification is 100%, which shows that the accuracy is perfect. However, the percentage results for this dataset are likely to change after inserting more data. The highest value of misclassified is through neutral sentiment, which is 5.1%. However, the misclassified sentiment cannot assume as wrongly predicted. For example, in Table II, it shows the differences value of misclassified for Naïve Bayes is quite high but for correctly prediction, Naïve Bayes provides the highest accuracy among the other classifiers. Based on the situation, the researchers conclude that by using machine learning algorithms, the automated sentiment text classification can be improved.

C. Experiment 3: Comparison Performance Model with Top Frequent Tokens

The third experiment was conducted to compare four machine learning strategies for sentiment text classification with selected terms. The models are developed using a bag of words and four supervised machine learning technology, which includes Support Vector Machine, Naïve Bayes, Logistic Regression and Random Forest. The news text will be pre-processed by text and sent to bag-of-words to count the number of words occurring in the news text. Then two setups for experiments using four machine learning techniques of supervision are carried out. To assess the efficiency of this machine learning, four main efficiency indicators (KPI) will be evaluated which are classification accuracy, F-1 Score, Precision and Recall.

Table III shows the machine learning classification accuracy based on fixed proportion data and the number of tokens that are most common, as the first set up. The effect based on the number of tokens can be seen by comparing Set A for 1000 instances with 250 most frequent token, Set B for 1000 instances with 500 most frequent token, Set C for 2500 instances with 250 most frequent token and Set D for 2500 instances with 500 most frequent token.

The results show that the amount of the most frequent tokens (Set B and Set D) does not affect the classification accuracy, while the lowest number of tokens show a higher classification accuracy (Set A and Set C). By contrast, the effect based on the size of proportion data can be seen by comparing Set A with Set C and Set B with Set D. The

| Label | Classifier | SVM | NB | LR | RF |
|-------|------------|-----|----|----|----|
| Set A | 50% proportion of data (1000 instances) with 250 most frequent tokens | 96.2% | 87.6% | 94.9% | 98.7% |
| Set B | 50% proportion of data (1000 instances) with 500 most frequent tokens | 99.4% | 86.3% | 93.4% | 97.8% |
| Set C | 50% proportion of data (2500 instances) with 250 most frequent tokens | 55.6% | 48.9% | 45.1% | 58.4% |
| Set D | 50% proportion of data (2500 instances) with 500 most frequent tokens | 49.2% | 35.8% | 54.6% | 60.2% |

The results show that the amount of the most frequent tokens (Set B and Set D) does not affect the classification accuracy, while the lowest number of tokens show a higher classification accuracy (Set A and Set C). By contrast, the effect based on the size of proportion data can be seen by comparing Set A with Set C and Set B with Set D.
different of classification accuracy for comparing these set is quite high. Thus, this can conclude that the size of proportion data is affecting the classification accuracy but not heavy. One unanticipated finding was that all the classification accuracy of A is higher when the size proportion of data is bigger for Set A with Random Forest accuracy 98.7% except Set B for Naïve Bayes, Set C for Logistic Regression and Set D for Naïve Bayes. Surprisingly, Support Vector Machine has the highest achievable classification accuracy of 99.4% with a variable of high proportion data and high frequent token in Set B. However, with 2500 instances for 250 and 500 most frequent tokens in Set C and Set D show that the classification accuracy for all four methods was unsatisfied, whereby the classification accuracy for Set C shows that Random Forest with highest accuracy of 58.4% and the highest accuracy for Set D is 60.2% for Random Forest. In conclusion, variable Set B shows the best option for creating classification accuracy with the highest result and can be considered to adopt for the next experiment.

In the second set up of experiment, the machine learning performance were evaluated based on the sampling approach, which are ten folds cross-validation and ten repeat train or test random sampling with 60% training set size. The same data for the four KPIs will be analyzed in these experiments to studies the performance of a machine learning technique for textual sentiment classification. Later, the confusion matrix will be applied to observe the proportion between the actual and predicted class. With the confusion matrix, a misclassified instance can use to review the textual data in detail to discover the reason behind it. Table IV and Table V show the KPI of machine learning algorithms for textual sentiment classification using 1000 instances and 2500 instances. The results for show that the highest classification accuracy is 98.5% for 1000 instances and 99.9% for 2500 instances using Random Forest algorithm. By comparing between sampling type, the different of KPI for all algorithms are not much except for Naïve Bayes algorithm. All algorithms have slightly higher KPI result for using ten folds cross-validation sampling except for Naïve Bayes, which KPI result is better on ten folds cross-validation. As the conclusion from this experiment, both sampling approaches give almost the same value of classification accuracy results and do not contribute to classification performance.

For further analysis, the confusion matrix in Fig. 10 and Fig. 11 shows the comparison of the proportion of the predicted sentiment on the text datasets with 1000 instances and 2500 instances. The results show that most predicted correctly is positive sentiment of fake news for 1000 instances is 82.1%, while for 2500 instances is 98.8% of positive sentiment for fake news. However, neutral sentiment for fake news in Fig. 10 archived 100% accuracy, while Fig. 11 shows the highest accuracy of neutral sentiment is 99.7%. In contrast, negative sentiment for fake news in both result shows lower accuracy compared to the rest. In conclusion, the bigger proportion of data to be tested, the bigger accuracy can be classified and evaluated, compare to the small proportion of data that predicted as positive, negative, and neutral sentiment.

![Fig. 10. Confusion Matrix of Predicted Sentiment using 1000 Instances.](image1)

![Fig. 11. Confusion Matrix of Predicted Sentiment using 2500 Instances.](image2)

| Machine Learning Algorithms | 10-folds cross validation | 10 repeat train/test random sampling with 60% training set size |
|-----------------------------|----------------------------|---------------------------------------------------------------|
|                             | CA  | Precision  | Recall  | F1    | CA  | Precision  | Recall  | F1    |
| Logistic Regression (LR)    | 94.5% | 94.9%      | 95.4%  | 94.3% | 93.1% | 93.4%      | 93.1%  | 92.8% |
| Support Vector Machine (SVM)| 96.0% | 96.2%      | 96.0%  | 96.0% | 97.5% | 99.7%      | 97.5%  | 97.5% |
| Naïve Bayes (NB)            | 84.5% | 87.6%      | 84.5%  | 84.9% | 84.1% | 86.3%      | 84.1%  | 84.7% |
| Random Forest (RF)          | 98.5% | 98.5%      | 98.5%  | 98.5% | 97.8% | 97.8%      | 97.8%  | 97.8% |

| ML Algorithms               | 10-folds cross validation | 10 repeat train/test random sampling with 60% training set size |
|-----------------------------|----------------------------|---------------------------------------------------------------|
|                             | CA  | Precision  | Recall  | F1    | CA  | Precision  | Recall  | F1    |
| Logistic Regression (LR)    | 96.6% | 96.7%      | 96.6%  | 96.3% | 95.7% | 96.0%      | 95.7%  | 95.3% |
| Support Vector Machine (SVM)| 99.1% | 99.1%      | 99.1%  | 99.1% | 99.4% | 99.8%      | 99.8%  | 99.8% |
| Naïve Bayes (NB)            | 89.0% | 84.0%      | 89.0%  | 86.0% | 88.9% | 83.9%      | 88.9%  | 84.7% |
| Random Forest (RF)          | 99.9% | 99.9%      | 99.9%  | 99.9% | 99.8% | 99.8%      | 99.8%  | 99.8% |
V. CONCLUSION AND RECOMMENDATION

The study includes the comparison of four classification algorithms to evaluate the performance of classification accuracy in sentiment text classification. The evaluation process includes several aspects such as the size of data, amount of token, and test sampling approach. A 1000 instances dataset and 2500 instances dataset with different values of 250 and 500 most frequent tokens were applied in this experiment. The four classification algorithms used in this experiment are Support Vector Machine, Naïve Bayes, Random Forest and Logistic Regression. By that, a model was evaluated to measure the accurateness and the exactness of the model to make a prediction on a new dataset. Prior to the model evaluation, the model was able to predict all the fake news correctly, which makes the model reliable and trustworthy to be used to predict the fake news detection status.

However, there are some limitations in this research that need to be highlighted. Firstly, Orange toolkits have some technological weakness and limitation when managing massive databases. This work will therefore process randomly 1,000 fake news and 2,500 fake news from the initial data sets out 12999 total of fake news during US Presidential Election in 2016. Secondly, this research focuses on the Fake News Detection dataset, which focused on a single objective. The research can be applied to another dataset such as from twitter or social media to mine the knowledge from the text deeper to understand its sentiment. Lastly, in the case of model validation using a cross-validation and/or an individual validation method, Orange Toolkits provide the facilities but cannot save the model and need to rebuild the model each time for the next data set.

For some future work, there is another feature and word representation approach that can be used for text mining project. Nevertheless, in this research there is only focuses on bag-of-words feature approach. There is a possibility that another feature approach can increase classification accuracy performance. Based on literary research, the sentiment analysis may be carried out with the modification of lexicon-based dictionary using a specific language. For more study, an automatic sentiment analysis multi-classification is also can be done for future work.
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