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ABSTRACT

We study the security of Probabilistic Data Structures (PDS) for handling Approximate Membership Queries (AMQ); prominent examples of AMQ-PDS are Bloom and Cuckoo filters. AMQ-PDS are increasingly being deployed in environments where adversaries can gain benefit from carefully selecting inputs, for example to increase the false positive rate of an AMQ-PDS. They are also being used in settings where the inputs are sensitive and should remain private in the face of adversaries who can access an AMQ-PDS through an API or who can learn its internal state by compromising the system running the AMQ-PDS.

We develop simulation-based security definitions that speak to correctness and privacy of AMQ-PDS. Our definitions are general and apply to a broad range of adversarial settings. We use our definitions to analyse the behaviour of both Bloom filters and insertion-only Cuckoo filters. We show that these AMQ-PDS can be provably protected through replacement or composition of hash functions with keyed pseudorandom functions in their construction. We also examine the practical impact on storage size and computation of providing secure instances of Bloom and insertion-only Cuckoo filters.
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1 INTRODUCTION

Probabilistic data structures (PDS) are becoming ubiquitous in practice. They enjoy improved efficiency over exact data structures but this comes at the cost of them only giving approximate answers. Still, this is sufficient in many use-cases, for example when computing statistics on large data sets (e.g. finding the number of distinct items in the set [18], or moments of the frequency distribution of the set elements [1]), in answering set membership queries (e.g. to decide, in a storage-efficient manner, whether a particular data item has been encountered before [6], or in identifying so-called heavy hitters in a set, that is, high frequency elements [13]. Often, these problems appear in the streaming setting, where memory is limited and items have to be processed in an online manner.

We refer to PDS that provide approximate answers as membership queries as AMQ-PDS; they are the focus of this paper. Prominent examples of AMQ-PDS include Bloom filters [6], Cuckoo filters [17], and Morton filters [9]. AMQ-PDS find use in applications ranging from certificate revocation systems (e.g. CRLite) [26], database query speedup [34] and DNA sequence analysis [29].

As early as the 1990s it was recognised that simple data structures like hash tables could be manipulated into poor performance or leak information about their inputs [28]. Increasingly, PDS are being used in environments where the input may be adversarially chosen, see [12, 19, 33] for examples. However, PDS are not usually designed to work reliably in such settings, and their performance guarantees are typically proven for the case where the input distribution is benign. This disjunction can result in security vulnerabilities, for example, non-detection of network scanning attacks [33] or a Bloom filter reporting false positives on some targeted set of inputs [19]. PDS may also inadvertently leak information about their inputs in settings where it is desirable to keep those inputs private, cf. [5, 16, 20, 25]. Given the rising use of PDS in potentially malicious settings, there is an urgent need to better understand their performance in such settings, and to secure them against adversarial manipulation.
1.1 Our Contributions

In this paper, we ask (and answer) the question: How can we provably protect PDS against attacks at low cost? Given the vast range of PDS in the literature and in use, we focus our attention here on AMQ-PDS. These are amongst the most widely used PDS, with applications in dictionaries, databases and networking [10]. Bloom filters in particular are in common use, because of their implementation simplicity and easily understood performance guarantees; Cuckoo filters were more recently introduced [17] and offer superior performance to Bloom filters.

Syntax for AMQ-PDS. After establishing a syntax for AMQ-PDS, inspired by [12], we surface consistency rules satisfied by Bloom and insertion-only Cuckoo filters which we use to prove security theorems.

Simulation-based security. We then develop simulation-based security definitions for analysing the security of AMQ-PDS. Such an approach was recently used to study cardinality estimation [33], an important (but distinct) application domain for PDS. Inspired by [33], our approach introduces two worlds, a real world in which the adversary interacts with an AMQ-PDS instantiation through an API (allowing it to e.g. insert items and make membership queries) to produce some output, and an ideal world in which a simulator produces the output. Our core security definitions say that the two outputs, one taken from each world, should be close. The intuition is that whatever the adversary can learn from interacting with the AMQ-PDS in the real world can be simulated without access to the AMQ-PDS instantiation. The only leakage, then, is whatever input \( S \) receives. Security comes from carefully evaluating this input and/or restricting the simulator to behave in certain ways which imply it is effectively operating in a non-adversarial manner.

Our simulation-based approach appears conceptually complex, but it enables us to provide a fairly unified approach to both correctness (under adversarial input) and privacy of AMQ-PDS. It avoids the use of very specific winning conditions of the type used in [12], since security is defined purely in terms of closeness between the real and ideal world. For an introduction to the simulation-based approach, we recommend [27].

Adversarial correctness. We begin by establishing what degree of correctness it is reasonable to expect from an AMQ-PDS under non-adversarial inputs. Intuitively, we want to capture the behaviour of a given AMQ-PDS under “honest” or “non-adversarial” inputs. In principle, the distribution of queries that an honest user makes to a PDS will be application-dependent: a PDS deployed to store images will receive different inputs than one deployed to store IP addresses. However, we identify two properties of AMQ-PDS (satisfied by Bloom and insertion-only Cuckoo filters) that allow us to predict the state of an AMQ-PDS under honest inputs, in an application-independent manner. We use these to formalise the notion of a non-adversarially-influenced (NAI) state generator for an AMQ-PDS, and then define the NAI false positive probability. Essentially, this is the rate at which the AMQ-PDS incorrectly answers membership queries after having been populated with \( n \) randomly chosen elements (where \( n \) is a parameter of the definition), reflecting “average case” performance of the AMQ-PDS. This quantity can be computed or bounded from above for Bloom and Cuckoo filters, which will be sufficient for our purposes.

With this machinery in hand, we define adversarial correctness for AMQ-PDS in the following way: an AMQ-PDS is adversarially correct if there exists an ideal world simulator that provides a view of the AMQ-PDS to the adversary that is close to the view produced by an NAI generator. The definition implies that the adversary cannot tell the difference between the real world setting and the ideal world setting. Moreover, in the ideal world setting, the adversary effectively sees an AMQ-PDS operating under non-adversarial conditions. It follows from this chain of reasoning that, if our definition is satisfied, an adversary can only influence the false positive probability of the AMQ-PDS to a concretely bounded extent. Here, one should contrast the security definition with those more commonly seen in the simulation-based paradigm: we get security by restricting the behaviour of \( S \) rather than by limiting its input. An analogous formulation was used in [33] when dealing with adversarial correctness of cardinality estimators.

When it comes to proving application-independent results and using our adversarial correctness definition to study specific AMQ-PDS, we identify function-decomposability as a key property. Informally, this property says that the input to an AMQ-PDS is always first transformed using some function \( F \) before any further processing is applied. Bloom filters operate in this way (\( F \) represents the collection of hash functions used to map the input element to a vector of indices). Cuckoo filters do not, but we show how they can easily be modified to do so. Indeed, any existing AMQ-PDS can have its inputs “wrapped” in order to make it function-decomposable. Our main result shows that if an AMQ-PDS is function-decomposable, and \( F \) is a truly random function, then our notion of adversarial correctness is achievable. In practice, we instantiate \( F \) by a pseudorandom function (PRF), with the PRF key being held securely by the AMQ-PDS. This step introduces a PRF-to-random-function switching cost to our security bounds.

Privacy. We consider two distinct but related security models for privacy of AMQ-PDS. The main question our models address is: what information can leak to an adversary about the elements already contained in an AMQ-PDS? Our first model recognises that such leakage may be inevitable if the adversary has access to a sufficiently rich API for a target AMQ-PDS (in particular, if it can make membership queries to the AMQ-PDS), but that it may be possible to prove that nothing more than the results of such queries may leak. This necessitates equipping the simulator with an oracle telling when a queried element is already contained in the AMQ-PDS. The second privacy model dispenses with this oracle, and only allows the simulator to learn how many elements have been stored in the AMQ-PDS. It captures the intuitive idea that...
the only way an adversary should be able to break privacy is by guessing any of the previously stored elements. As one application, our security definition ensures that, provided the previously stored set has sufficiently high min-entropy, the adversary learns nothing about that set during its attack, even when equipped with a rich API for interacting with the AMQ-PDS, and even if it can compromise the AMQ-PDS' state. We show how these two models are related.

We also identify a property of AMQ-PDS that we call permutation invariance (PI). This property enables us to quickly establish privacy according to our definitions. Informally, PI says that an adversary cannot tell if a random permutation has been applied to the elements before they are added to the AMQ-PDS, or not. We are able to show that PI follows from function-decomposability, so the latter property useful to establishing both adversarial correctness and privacy of an AMQ-PDS.

Analysis of Bloom and Cuckoo filters. Our final contribution is to use our security models to analyse two concrete AMQ-PDS, namely Bloom and insertion-only Cuckoo filters. Neither is secure according to our definitions in their original formulations, but we show how they can be made so, provably and at low cost, by replacing hash functions used in their constructions with keyed Pseudo-Random Functions (PRFs). Thus we invoke the use of cryptographic objects to achieve security. This is not completely cost-free of course, since now users must manage the needed cryptographic keys. However, PRFs are in general only a little more expensive to compute than hash functions (since a PRF on a given domain \( \mathcal{D} \) can always be constructed by first hashing on \( \mathcal{D} \) to obtain a fixed-length string and then applying a fixed-domain PRF, e.g. one based on a block cipher like AES, and fast, dedicated PRF constructions also exist [2]). Since our results do not require "indistinguishability" of the real and ideal worlds, one could potentially design faster and cheaper "weaker" PRFs apt for use in AMQ-PDS. Moreover, [30] have shown that adversarially correct Bloom filters imply one-way functions, in a weaker attack model than ours. Thus, using cryptographic approaches appears to be necessary for security of AMQ-PDS. We use our analysis to compute concrete bounds on how much security can be expected from PRF-based Bloom and insertion-only Cuckoo filters. These bounds can be used by practitioners who need to invoke AMQ-PDS in adversarial settings to choose appropriate parameters for their data structures.

1.2 Related Work

Clayton et al. [12] provided a provable-security treatment of PDS. They used a game-based formalism to analyse the correctness of Bloom filters, counting (Bloom) filters and count-min sketch data structures under adversarial inputs. Their approach required the introduction of a bespoke winning condition for the adversary and only addressed correctness. Our simulation-based approach dispenses with such a winning condition and allows us to consider both correctness and privacy in a single framework, at the cost of slightly worse bounds for their success condition of choice. We will consider their most powerful adversarial setting, where the adversary can access the internal state of the PDS and insert new items after an initial setup. We provide a more detailed comparison of our correctness results in Section 4.3.

Naor and Yogev [30, 31] analyse adversarial correctness (but not privacy) of Bloom filters in a game-based setting in which the capabilities of the adversary are strictly weaker than ours (the adversary can initialise the filter with a set of items and then make membership queries, but cannot access the internal state of the filter or make further insertions). They explore the relations between secure Bloom filters and one-way functions. They show that preprocessing the inputs to a Bloom filter using a PRF achieves adversarial correctness. This is similar to our function-decomposability result (but limited to Bloom filters and in a weaker attack model).

Earlier work on using Bloom filters in combination with cryptographic techniques to build searchable encryption (SE) schemes includes [3, 7, 22, 32, 35]. In particular, [22] cleverly combines Bloom filters with PRFs to build secure indexes, while [32] introduces a simulation-based security model for analysing a privacy-enhanced Bloom filter using blind signatures and oblivious PRFs (however, the model in [32] is weaker than ours, since it does not allow any new insertions after initialisation). SE schemes target outsourced storage of data with added functionality (like searchability); this involves complex two (and multi-) party cryptographic protocols. On the other hand, our work targets making secure versions of PDS that are widely deployed in real-world computing systems. A key difference is that the target in SE schemes is achieving privacy for users against a malicious server, whereas we focus on privacy (adversarial correctness) of PDS against malicious users.

Paterson and Raynal [33] considered the HyperLogLog (HLL) cardinality estimator [18], introducing attacks and simulation-based definitions to study the correctness of HLL under adversarial inputs. Our approach is inspired by that of [33] but applies to a broad class of AMQ-PDS rather than to a specific cardinality estimator. In fact, the functionality of AMQ-PDS hinders the analysis of their behaviour in adversarial settings; the information revealed by membership queries can be leveraged to make adaptive insertions, resulting in more complicated proofs than in the HLL case.

Prior attack work has focused on Bloom filters [19], flooding of hash tables [15, 28], or key collision attacks on hash tables [11]. References [12, 19] provide partial summaries of prior work on the security of PDS, focused on Bloom filters. Work on privacy properties of Bloom filters can be found in [5, 20, 25].

A recent line of work [4, 24, 36] has studied broad classes of streaming algorithms under adversarial input. The models used are game-based and limit the adversary’s capabilities (no corruption of the data structure is permitted). However, they are able to avoid introducing cryptographic assumptions, at the cost of producing schemes that are inefficient in practice. Our approach involves replacing hash functions in existing constructions with keyed PRFs, and so does involve cryptographic building blocks, but remains fully practical. Meanwhile, [23] considers adding robustness to streaming algorithms using differential privacy.

1.3 Paper Organisation

After preliminaries in § 2, § 3 develops our syntax for AMQ-PDS and formalises the NAI concept that we use to characterise correctness in the non-adversarial setting. Adversarial correctness is addressed in § 4 and privacy in § 5. In § 6 we concretely evaluate the security
our theorems provide when instantiating specific AMQ-PDS using pseudorandom functions.

2 PRELIMINARIES

Notation. Given an integer \( m \in \mathbb{Z}_{\geq 1} \), we write \([m]\) to mean the set \( \{1, 2, \ldots, m\} \). We consider all logarithms to be in base 2. If \( S \) is a set, we denote by \( \mathcal{P}(S) \) the power set of \( S \), and \( \mathcal{P}_{\text{lists}}(S) \) the set of all lists with non-repeated elements from \( S \). Given a statement \( S \), we denote by \([S]\) the function that returns \( T \) if \( S \) is true and \( \perp \) otherwise. Given two sets \( \mathcal{D} \) and \( \mathcal{R} \), we define \( \text{Funcs}[\mathcal{D}, \mathcal{R}] \) to be the set of functions from \( \mathcal{D} \) to \( \mathcal{R} \). We write \( F \leftrightarrow \text{Funcs}[\mathcal{D}, \mathcal{R}] \) to mean that \( F \) is a random function \( \mathcal{D} \to \mathcal{R} \). Given a set \( \mathcal{D} \) we define \( \text{Perms}[\mathcal{D}] \) to be the set of permutations over \( \mathcal{D} \). We write \( \pi \leftrightarrow \text{Perms}[\mathcal{D}] \) to mean that \( \pi \) is a random permutation over \( \mathcal{D} \). Given a set \( S \), we denote the identity function over \( S \) as \( \text{Id}_S : S \to S \). If \( D \) is a probability distribution, we write \( x \leftrightarrow D \) to mean that \( x \) is sampled according to \( D \). We denote the uniform distribution over a finite set \( S \) as \( \mathcal{U}(S) \). Given a set \( S \) (resp. a list \( L \)), we denote by \([S]\) (resp. \( [L]\)) the number of elements in \( S \) (resp. \( L \)). To indicate a fixed-length list of length \( s \) initialised empty, we write \( a \leftrightarrow \perp^s \). We let \( \text{load}(a) \) be the number of set entries of \( a \). To insert an entry \( x \) into the first unused slot in \( a \) we write \( a' \leftarrow a \circ x \) such that \( a' = x \perp \ldots \perp \perp \) with \( s-1 \) trailing \( \perp \)'s and load\( (a') = 1 \). A further insertion \( a'' \leftarrow a' \circ y \) results in \( a'' = x y \perp \ldots \perp \perp \) with load\( (a'') = 2 \), and so on. We refer to the \( i \)-th entry in a list \( a \) as \( a[i] \). In algorithms, we assume that all key-value stores are initialised with value \( \perp \) at every index, using the convention that \( \perp \notin \mathcal{R} \), \( \forall \mathcal{R} \in \mathcal{R} \), and we denote it as \([\perp]\). Given a key-value store \( a \), we refer to the value of the entry with key \( k \) as \( a[k] \), and we refer to the set of all inserted values as \( \text{vals}(a) \). We write variable assignments using \( \leftarrow \), unless the value is output by a randomised algorithm, for which we use \( \leftarrow \).

For any randomised algorithm \( \text{alg} \), we may denote the coins that \( \text{alg} \) can use as an extra argument \( r \in \mathcal{R} \) where \( \mathcal{R} \) is the set of possible coins, and write \( \text{output} \leftarrow \text{alg}(\text{input}_1, \text{input}_2, \ldots, \text{input}_t; r) \). We may also suppress coins whenever it is notionally convenient to do so. If an algorithm is deterministic, we allow setting \( r \) to \( \perp \). We remark that the output of a randomised algorithm can be seen as a random variable over the output space of the algorithm. Unless otherwise specified, we will consider random coins to be sampled uniformly from \( \mathcal{R} \), independently from all other inputs and/or state. We may refer to such \( r \) as “freshly sampled”. We write \( \text{alg}\{f_1, \ldots, f_n\} \) whenever \( \text{alg} \) is given oracle access to functions \( f_1, \ldots, f_n \).

In this work we will consider AMQ-PDS that can store elements from finite domains \( \mathcal{D} \) by letting \( \mathcal{D} = \bigcup_{k=0}^{L} \{0, 1\}^k \) for some large but finite value of \( L \), say \( L = 2^{64} \). This allows us to give a natural definition of the setting where an AMQ-PDS is not influenced by an adversary in Def. 3.3. Our constructions make use of pseudorandom functions, which we model as truly random functions to which the AMQ-PDS has oracle access. While a priori multiple random functions may be used by a particular AMQ-PDS, our results are stated in terms of a single function \( F : \mathcal{D} \to \mathcal{R} \), with \( \mathcal{D} \) being the finite set described above, and \( \mathcal{R} \) depending on the AMQ-PDS algorithms and public parameters. We will see that in practice this will not be a limitation, even in the case of insertion-only Cuckoo filters, originally described as using two hash functions.

Definition 2.1. We say a pseudorandom function family \( R : \mathcal{K} \times \mathcal{D} \to \mathcal{R} \) is \((q, t, \varepsilon)\)-secure if any adversary \( B \) running in time at most \( t \) and making at most \( q \) queries to either \( R_k \) where \( \mathcal{K} \leftrightarrow \mathcal{K} \) or a random function \( F \leftrightarrow \text{Funcs}[\mathcal{D}, \mathcal{R}] \), has distinguishing advantage:

\[
\text{Adv}_R^{PRF}(B) = |\Pr[R_k(B^{R_k}) = 1] - \Pr[F(B^{F}) = 1]| \leq \varepsilon.
\]

We say \( B \) is a \((q, t)\)-PRF adversary.

Probabilistic Data Structures (PDS). Different PDS have been proposed to efficiently provide approximate responses to various kinds of queries. For example, Bloom filters [6] provide answers to approximate membership queries (AMQs); that is, they answer queries of the form \( x \in S \) for some finite set \( S \). Count-min sketches [14] provide approximate frequency estimates for events in a data stream, and HyperLogLog [18] computes the approximate number of distinct elements in a data stream. For each problem, multiple PDS designs have been proposed, with a tradeoff between their performance and the features they offer. For example, while Bloom filters provide AMQ answers for a set \( S \subseteq \mathcal{D} \) under the assumption that items can only be inserted into \( S \) but not removed, Cuckoo filters [17] also allow deletion of items, but at the cost of introducing false negative errors.

The specific design of a PDS implies certain consistency rules that the data structure will satisfy. For example, Bloom filters provide the guarantee of having no false negatives, which means they will never answer “false” to a membership query on \( x \) when \( x \in S \). Consistency rules will be important when we prove security properties of PDS; if they are not respected, an adversary in a security game may be able to observe inconsistent behaviour and tell they are interacting with a simulation of the PDS rather than the real PDS.

In this paper, we will study PDS that rely on hash functions to provide good expected behaviour on non-adversarial inputs. In our proofs, we will replace such hash functions with random functions, and eventually replace these with keyed pseudorandom functions. We refer to the latter as keyed PDS. We focus on insertion-only AMQ-PDS, i.e. those that support insertions and membership queries, but not deletions.

3 INSERTION-ONLY AMQ-PDS

We proceed to define the syntax of an insertion-only AMQ-PDS. We remark that we only consider AMQ-PDS with deterministic membership checks that do not modify the state of the AMQ-PDS, since these include the two most popular AMQ-PDS, namely Bloom and (insertion-only) Cuckoo filters.

We denote public parameters for an AMQ-PDS by \( pp \). We denote the state of a PDS \( \Pi \) as \( \sigma \in \Sigma \), where \( \Sigma \) denotes the space of possible states of \( \Pi \). The set of elements that can be inserted into the AMQ-PDS is denoted by \( \mathcal{D} \), unless stated otherwise. We consider a syntax consisting of three algorithms:

- The setup algorithm \( \sigma \leftarrow \text{setup}(pp; r) \) sets up the initial state of an empty PDS with public parameters \( pp \); it will always be called first to initialise the AMQ-PDS.
- The insertion algorithm \( (b, \sigma') \leftarrow \text{up}(x; \sigma; r) \), given an element \( x \in \mathcal{D} \), attempts to insert it into the AMQ-PDS, and returns a bit \( b \in \{\perp, \top\} \) representing whether the insertion was successful \( (b = \top) \) or not \( (b = \perp) \), and the state \( \sigma' \) of the AMQ-PDS after the insertion.
The membership querying algorithm \( b \leftarrow \text{qry}(x, \sigma) \), given an element \( x \in \mathcal{D} \), returns a bit \( b \in \{\bot, \top\} \) (approximately) answering whether \( x \) was previously inserted \( (b = \top) \) or not \( (b = \bot) \) into the AMQ-PDS.

We note that \( \text{qry} \) does not change the state of the AMQ-PDS, and hence does not output a new \( \sigma' \) value.

In the case of Bloom and Cuckoo filters, \( \text{qry} \) calls may return a false positive result with a certain probability. That is, we may have \( \top \leftarrow \text{qry}(x, \sigma) \) even though no call \( \text{up}(x, \sigma'; r) \) was made post setup and prior to the membership query. We refer to the probability \( \Pr[\top \leftarrow \text{qry}(x, \sigma) \mid x \text{ was not inserted into } \Pi] \) as the false positive probability of an AMQ-PDS \( \Pi \). This probability depends on \( \sigma \), which could be generated as the result of a sequence of adversarially chosen insertions, or which could just arise through insertions made by honest users.

**AMQ-PDS in the honest setting.** To argue about how the state of an AMQ-PDS under adversarial queries may deviate from expected in a "honest" or "non-adversarial" setting, we first define what we expect to see in an honest setting. In general, non-adversarial input distributions are application-dependent. For example, honest users may sample inputs from distributions with different entropy in different applications. Similarly, different applications may imply that domain elements may be likely to be inserted multiple times, or just once. This suggests that proving results for arbitrary AMQ-PDS may require defining the distributions produced by non-adversarial actors, in order to quantify the expected performance of the data structure under honest inputs.

We overcome this issue by noticing two properties that an AMQ-PDS can satisfy and that suffice to argue about their performance under non-adversarial inputs in an application-independent manner: function-decomposability and reinsertion invariance.

**Definition 3.1 (Function-decomposability).** Let \( \Pi \) be an insertion-only AMQ-PDS and let \( F \leftarrow \text{Funcs}[\mathcal{D}, \mathcal{R}] \) with \( \mathcal{R} \subset \mathcal{D} \) be a random function to which \( \Pi \) has oracle access. Let \( \text{Id}_b \) be the identity function over \( \mathcal{R} \). We say that \( F \) is F-decomposable if we can write
\[
\text{up}^F(x, \sigma; r) = \text{up}^\text{Id}_b(F(x), \sigma; r) \quad \forall x \in \mathcal{D}, \sigma \in \Sigma, r \in \mathcal{R},
\]
\[
\text{qry}^F(x, \sigma) = \text{qry}^\text{Id}_b(F(x), \sigma) \quad \forall x \in \mathcal{D}, \sigma \in \Sigma,
\]
where \( \text{up}^\text{Id}_b \) and \( \text{qry}^\text{Id}_b \) cannot internally evaluate \( F \) due to not having oracle access to it and \( F \) being truly random.

Function-decomposability also applies to AMQ-PDS with oracle access to multiple functions. For example, if \( \Pi \) had oracle access to \( t \) functions \( F_1, \ldots, F_t \) and was \( F_1 \)-decomposable, we would write
\[
\text{up}^{F_1, \ldots, F_t}(x, \sigma; r) = \text{up}^{\text{Id}_b, F_1, \ldots, F_t}(F_1(x), \sigma; r) \quad \forall x, \sigma, r,
\]
\[
\text{qry}^{F_1, \ldots, F_t}(x, \sigma) = \text{qry}^{\text{Id}_b, F_1, \ldots, F_t}(F_1(x), \sigma) \quad \forall x, \sigma.
\]

Function-decomposability has the effect of "erasing" any structure on the input domain \( \mathcal{D} \). Essentially, function-decomposable AMQ-PDS replace any input element \( x \in \mathcal{D} \) with a fixed element \( y \in \mathcal{R} \) sampled uniformly at random, and proceed to do any further processing on \( y \). This allows us to disregard the input distribution on \( \mathcal{D} \) and instead think of input elements sampled uniformly at random from \( \mathcal{R} \).

In § 4 and § 5, we will prove theoretical guarantees for AMQ-PDS instantiated using pseudorandom functions (PRFs). After a switch from PRFs to truly random functions, we will be able to assume function-decomposability.

**Definition 3.2 (Reinsertion invariance).** Consider an AMQ-PDS \( \Pi \) with state space \( \Sigma \), such that its setup algorithm makes use of oracle access to functions \( F_1, \ldots, F_t \). Let alg be a randomised algorithm outputting values in \( \Sigma \). Let \( \sigma \) and \( \sigma' \) be random variables representing respectively the outputs of alg and of the randomised algorithm \( n\text{-NAI-gen} \) described in Fig. 1. We say that alg outputs an \((n, \epsilon)\)-non-adversarially-influenced state (denoted by \((n, \epsilon)\)-NAI) if \( \sigma \) is \( \epsilon \)-statistically close to \( \sigma' \).

In Def. 3.3, the \( n\text{-NAI-gen} \) algorithm imitates the behaviour of an honest user inserting distinct elements into the PDS.\(^3\) The distribution output by \( n\text{-NAI-gen} \) then becomes the benchmark for how close to honestly-generated (or non-adversarially-influenced, NAI) the state of an AMQ-PDS is. Now we are ready to introduce the NAI false positive probability for an AMQ-PDS.

**Definition 3.4 (NAI false positive probability).** Let \( \Pi \) be a function-decomposable reinsertion invariant AMQ-PDS with public parameters \( pp \), using functions \( F_1, \ldots, F_t \) sampled respectively from distributions \( D_{F_1}, \ldots, D_{F_t} \) to instantiate its functionality. Let \( n \) be a non-negative integer. Define the \( n\text{-NAI false positive probability after } n \text{ distinct insertions as} \)
\[
P^{\Pi, pp}(FP \mid n) := \Pr[F_1 \leftarrow D_{F_1}, \ldots, F_t \leftarrow D_{F_t}, \sigma \leftarrow n\text{-NAI-gen}(pp) \mid \top \leftarrow \text{qry}^{F_1, \ldots, F_t}(x, \sigma) \]
Figure 2: AMQ-PDS syntax instantiation for the Bloom filter.

where $V$ is the list $[x_1, \ldots, x_n]$ sampled on line 2 of $n$-NAI-gen($pp$).

Definition 3.4 captures the probability that a non-adversarial user experiences a false positive membership query result after inserting $n$ distinct elements into $\Pi$.

Bloom filters. The most popular AMQ-PDS is the Bloom filter [6]. Informally, a Bloom filter consists of a bitstring $\sigma$ of length $m$ initially set to $0^m$, and a family of $k$ independent hash functions $H_i : \{0, 1\}^* \rightarrow [m]$, for $i \in [k]$. An element $x$ is inserted into the filter by setting bit $H_i(x)$ of $\sigma$ to 1, for every $i \in [k]$. A membership query on $x$ is carried out by checking if the $k$ bits $H_i(x), i \in [k]$ are set to 1 in $\sigma$. Bloom filters have no false negatives, i.e. if $x$ has been inserted then a membership query on $x$ always returns $\top$. However, Bloom filters can have false positives, i.e. a membership query on $x$ can return $\bot$ even when $x$ has not been inserted, due to the potential for collisions in the hash functions $H_i$.

In this work, we bundle the $k$ hash functions $H_i$ into a single function $F : \d \rightarrow \mathfrak{R} \equiv [m]^k$. We will later instantiate $F$ with a pseudorandom function, rather than a fixed hash function, to achieve our security notions. This bundling is convenient for making our formal description of a Bloom filter (that follows) fit with our general AMQ-PDS syntax. We now formally define Bloom filters.

Definition 3.5. Let $B_{m,k} : [m]^k \rightarrow \{0, 1\}^m$ be the map that on input $\vec{x} \in [m]^k$ returns an $m$-bit "bitmap" where all bits are zero except those at the indices $x_i, i \in [k]$.

Definition 3.6. Let $m, k$ be positive integers. We define an $(m,k)$-Bloom filter to be the AMQ-PDS with algorithms defined in Fig. 2, with $pp = (m,k)$, and $F : \d \rightarrow \mathfrak{R} \equiv [m]^k$.

We now recall from the literature an estimate for and an upper bound on the NAJ false positive probability for Bloom filters.

Lemma 3.7. ([6],[21, Theorem 4.3]) Let $\Pi$ be an ($m,k$)-Bloom filter using a random function $F : \d \rightarrow [m]^k$. Define $P_{B PP}(FP | n) := \left(1 - e^{-\frac{n}{m \cdot k}}\right) \cdot \left(1 - e^{-k \cdot m / n}\right)$. Then for any $n, n$, $P_{B PP}(FP | n) \rightarrow 1 - e^{-nk/m}$, and $\exists \tilde{\lambda} \geq P_{B PP}(FP | n)$.

Insertion-only Cuckoo filters. Proposed as an improvement over Bloom filters, Cuckoo filters [17] allow deletion of elements, at the cost of potentially introducing false negatives if a user attempts to delete an element that was not previously inserted. In [17, §3.1], the authors also consider the case of insertion-only Cuckoo filters, a variant that does not support deletions. In their original description, insertion-only Cuckoo filters use two hash functions $H_T : \d \rightarrow \{0, 1\}^t$ and $H_T : \d \rightarrow \{0, 1\}^t$. Let $\sigma$ consist of a collection $(\sigma_i)_i$ of $m \equiv 2^4$ fixed-length lists, or "buckets", indexed by $i \in [m]$ and each containing $s$ slots, together with a stash $\sigma_{evic}$ containing one more slot. A detailed description of the internals of Cuckoo filters can be found in the full version. In contrast to Bloom filters, two hash functions $H_T$ and $H_T$ are used at different points in the up and query algorithms of Cuckoo filters. Hence, instead of bundling them into a single function $F$, we will give up $\top$ and query access to both functions. In §4.2, we will discuss different approaches to replacing these with PRFs in order to achieve our security notions.

Definition 3.8. Let $pp = (s, \lambda_T, \lambda_T, num)$ be a tuple of positive integers. We define an $(s, \lambda_T, \lambda_T, num)$-Cuckoo filter to be the AMQ-PDS with algorithms defined in the full version, making use of hash functions $H_T : \d \rightarrow \{0, 1\}^{\lambda T}$ and $H_T : \d \rightarrow \{0, 1\}^{\lambda T}$.

In the original definition of [17], the false positive probability of a Cuckoo filter with all its buckets full is computed assuming $H_T$ is a random function, and is given by $1 - \left(1 - 2^{-\lambda} \right)^{2\lambda n}$ [17]. In [17], this value is shown to be an upper bound on the false positive probability of a Cuckoo filter containing $n \leq m \cdot s$ elements.

Lemma 3.9. ([17]) Let $\Pi$ be an ($s, \lambda_T, \lambda_T, num$)-Cuckoo filter and let $F_{\d} : \d \rightarrow \{0, 1\}^{\lambda T}$ be a random function. For any non-negative integer $n, P_{B PP}(FP | n) \negrightarrow 1 - \left(1 - 2^{-\lambda} \right)^{2\lambda n} \geq P_{B PP}(FP | n)$.

While Bloom and Cuckoo filters instantiate the insertion-only AMQ-PDS syntax described above, they also satisfy some additional properties that we refer to as "consistency rules", captured below.

Definition 3.10 (Insertion-only AMQ-PDS consistency rules). Consider an AMQ-PDS $\Pi$. We say $\Pi$ has:

- **Element permanence** if for all $x \in \d$, $\sigma \in \Sigma$ such that $\top \leftarrow \text{qry}(x, \sigma)$, and for any sequence of insertions resulting in a later state $\sigma'$, $b \leftarrow \text{qry}(x, \sigma') \Rightarrow b \equiv \bot$.

- **Permanent disabling** if given $\sigma \in \Sigma$ such that there exists $x \in \d, r \in \mathcal{R}$ where $(b, \sigma) \equiv (x, \sigma; r)$ and $b \equiv \bot$, then $\sigma \equiv \sigma'$ and for any $x' \in \d, r' \in \mathcal{R}$, $(b', \sigma') \equiv (x', \sigma; r') \Rightarrow b' \equiv \bot$ and $\sigma' \equiv \sigma$.

- **Non-decreasing membership probability** if for all $\sigma \in \Sigma, x, y \in \d, r \in \mathcal{R}$, $(b', \sigma') \equiv (x, \sigma; r) \Rightarrow \text{Pr}[	op \leftarrow \text{qry}(y, \sigma)] \leq \text{Pr}[	op \equiv \text{qry}(y, \sigma')]$.

### 4 ADVERSARIAL CORRECTNESS

In this section, we develop simulation-based security definitions with which we then analyse the adversarial correctness of AMQ-PDSs. We derive bounds on the correctness of insertion-only AMQ-PDSs that are function-decomposable, reinsertion invariant, and obey the consistency rules in Def. 3.10. Finally, we apply our results to provide correctness guarantees for PRF-instantiated Bloom filters and a straightforward variant of insertion-only Cuckoo filters. Amongst other things, these guarantees limit an adversary’s ability to carry out pollution attacks [19] and target-set coverage attacks [12] on Bloom filters. Both attacks involve an adversary manipulating the false positive probability of a Bloom filter, and our analysis shows that this is not possible (up to some security bounds that we make concrete in §6).

4 We note that while no restrictions on $m$ are mentioned explicitly in [17], it was recently pointed out [6] that $m$ should be a power of two in order to avoid the potential introduction of false negative results.
4.1 Notions of Correctness
Our analysis of the adversarial correctness of AMQ-PDS uses a simulation-based approach. We start with a high-level explanation of our approach in order to provide some intuition.

In our security framework, the adversary $\mathcal{A}$ plays in either the real or ideal world. In the real world, it interacts with a keyed AMQ-PDS $\Pi$, where it has access to oracles that allow it to insert elements into the data structure, as well as to make membership queries for elements of its choice. In the ideal world, it interacts with a simulator $\mathcal{S}$, constructed so as to provide an NAI view of $\Pi$ to $\mathcal{A}$. At the end of its execution, $\mathcal{A}$ produces some output, which is given to a distinguisher $\mathcal{D}$. $\mathcal{A}$’s output is arbitrary – for example, it could be the state of the AMQ-PDS obtained by making an appropriate oracle query. $\mathcal{D}$’s task is to compute which world $\mathcal{A}$ was operating in, based on its output. By bounding $\mathcal{D}$’s ability to distinguish between the ideal and real worlds, we can quantify how much more harm $\mathcal{A}$ can do in the real world (where it can make adaptive insertions and membership queries) compared to the ideal world (where everything is handled by $\mathcal{S}$ in an NAI manner).

We begin by defining the Real-or-Ideal game in Fig. 3. We will use Real and Ideal to denote the real ($d = 0$) and ideal ($d = 1$) versions of Real-or-Ideal, respectively. The game’s output is the bit $d'$ generated by a distinguisher $\mathcal{D}$ operating on $\mathcal{A}$’s output (which is an arbitrary string whose length is incorporated into the running time of $\mathcal{A}$). Throughout the paper, if an oracle $\mathcal{O}$ is not directly specified, we assume it is defined as in Fig. 3.

**Definition 4.1.** Let $\Pi$ be an insertion-only AMQ-PDS, with public parameters $pp$, and let $\mathcal{R}_k$ be a keyed function family. We say $\Pi$ is $(t_0, q_0, t_s, t_s, t_d, \varepsilon)$-adversarially correct if, for all adversaries $\mathcal{A}$ running in time at most $t_d$ and making at most a single query to Rep and $q_0, q_0, q_0$ queries to oracles Up, Qry, Reveal respectively in the Real-or-Ideal game (Fig. 3) with a simulator $\mathcal{S}$ that provides an NAI view of $\Pi$ to $\mathcal{A}$ and runs in time at most $t_s$, and for all distinguishers $\mathcal{D}$ running in time at most $t_d$, we have:

$$\text{Adv}_{\Pi, \mathcal{A}, \mathcal{S}}^{\text{Real-or-Ideal}}(\mathcal{D}) := |\Pr[\text{Real}(\mathcal{A}, \mathcal{D}) = 1] - \Pr[\text{Ideal}(\mathcal{A}, \mathcal{D}, \mathcal{S}) = 1]| \leq \varepsilon.$$

**Remark 1.** While we explicitly only cover the case where the adversary calls the Rep oracle once, a hybrid argument could be used to derive a bound for the case with $q_r > 1$ Rep queries, as long as the function $F$ is resampled between Rep calls. This would come at the cost of introducing a factor $q_r$ to our bounds.

**Remark 2.** We explain why our definition captures adversarial correctness. Consider an arbitrary adversary $\mathcal{A}$ that in the course of its execution makes $Up(\cdot)$ queries on adversarially selected inputs $x_1, \ldots, x_q$. These are (potentially) interspersed with other types of queries permitted to $\mathcal{A}$. Consider an extension of $\mathcal{A}$, named $\mathcal{A}^*$, that behaves exactly as $\mathcal{A}$ does, but which makes a final membership query $Qry(x)$ with $x \leftrightarrow D \setminus \{x_1, \ldots, x_q\}$. Suppose the output of $\mathcal{A}^*$ is the result of that final query (a binary value), and $D$’s output is identical to that of $\mathcal{A}^*$. Then it is easy to see that $\Pr[\text{Real}(\mathcal{A}^*, D)] = 0$ is exactly the adversarial false positive probability of $\Pi$ produced by $\mathcal{A}$, while $\Pr[\text{Ideal}(\mathcal{A}^*, D, \mathcal{S})]$ is the NAI false positive probability. The definition, if satisfied, then says that these two probabilities must be within $\varepsilon$ of each other. Even if $\varepsilon$ cannot be shown to be very small for some specific AMQ-PDS, we may still obtain a useful result about adversarial false positive probability in practice. The above argument involves an arbitrary $\mathcal{A}$ and a specific $D$. The reader may imagine that other choices of $(\mathcal{A}, D)$ may capture additional correctness properties. See § 4.3 for further discussion.

The details of how the simulator is constructed (and how to bound the distinguishing advantage) depend on the data structure under consideration. Recall that we only consider AMQ-PDS that support insertions and membership queries, but not deletions. In Fig. 4, we give a simulator $\mathcal{S}$ that replicates the behaviour of AMQ-PDS that satisfy the consistency rules from Def. 3.10, are function-decomposable (see Def. 3.1) and reinsertion invariant (see Def. 3.2). By inspection, the runtime of $\mathcal{S}$ is not significantly higher than that of the underlying AMQ-PDS.

We now proceed to state and prove our correctness theorem.

**Theorem 4.2.** Let $q_0, q_1, q_0$ be non-negative integers, and let $t_0, t_1, t_d > 0$. Let $F: \mathcal{D} \rightarrow \mathcal{R}$. Let $\Pi$ be an insertion-only AMQ-PDS with public parameters $pp$ and oracle access to $F$, such that $\Pi$ satisfies the consistency rules from Def. 3.10, $F$-decomposability (Def. 3.1) and reinsertion invariance (Def. 3.2). Let $n$ be the number of elements provided by $\mathcal{A}$ for initial insertion into $\Pi$ by a query call to Rep. Let $\alpha, \beta$ be the number of calls to $F$ required to insert (resp. query) an element in $\Pi$ using its up (resp. qry) algorithm.

**Figure 3: Correctness game for AMQ-PDS $\Pi$.**
While Theorem 4.2 only refers to a single oracle function $F$ for notational simplicity, the same result holds also for AMQ-PDS using $t$ oracle functions $F_1, \ldots, F_t$ and being $F_1$-decomposable. This requires adding sampling of the functions $F_1, \ldots, F_t$ from distributions $D_{F_1}, \ldots, D_{F_t}$, given by the specification of the AMQ-PDS, at the beginning of Real-or-Ideal (Fig. 3), and either allowing oracle access to $F_2, \ldots, F_t$ to $S$ or sampling them also at the beginning of the simulator (Fig. 4). Then one would replace all calls to up$^F$, qry$^F$, qryId$^F$ with up$^{F_1 \ldots F_t}$, qry$^{F_1 \ldots F_t}$, qryId$^{F_1 \ldots F_t}$. We stress that the proof would still only incur into the PRF-switching cost of $F_1$, since only $F_1$-decomposability is used. However, every $D_{F_1}, \ldots, D_{F_t}$ would appear in the definition of $P_l$ (FP $| n + q_u$) and as such may directly influence the NAI false positive probability.

4.2 Guarantees for Bloom and Cuckoo filters

Our goal is to give bounds on the adversarial correctness of Bloom and Cuckoo filters. We will prove that Bloom and a straightforward variant of insertion-only Cuckoo filters satisfy the consistency rules from Def. 3.10, function-decomposability and reinsertion invariance. This in turn allows us to use Theorem 4.2 to provide concrete correctness guarantees.

Bloom filters. We start by proving the function-decomposability of Bloom filters.

Lemma 4.3. Bloom filters with oracle access to a random function $F$ are $F$-decomposable, reinsertion invariant, and satisfy the insertion-only AMQ-PDS consistency rules from Def. 3.10.

Proof. Observe that $F$ is only used on the inputs to the up and qry algorithms in Fig. 2. By identifying $\mathcal{R} = [m]^k$ with a subset of $\mathcal{D}$, so that formally $\mathcal{R} \in \mathcal{D}$, and since $\text{id}_{\mathcal{R}}(F(x)) = F(x)$ for any $x \in \mathcal{D}$, the result follows. \qed

We then apply Theorem 4.2 to Bloom filters instantiated using PRFs.

Corollary 4.4. Let $n, q_u, q_t, q_0$ be non-negative integers, and let $t_a, t_d > 0$. Let $F : \mathcal{D} \to \mathcal{R}$. Let $\Pi$ be a Bloom filter with public parameters $p$ and oracle access to $F$. If $R_K$ for $K \leftrightarrow \mathcal{K}$ is an $(n + q_u + q_t, t_a, t_d, \varepsilon)$-secure pseudorandom function and $F = R_K$, then $\Pi$ is $(q_u, q_t, q_0, t_a, t_d, l_d, l_t)$-adversarially correct, where $\varepsilon = \varepsilon + 2q_t \cdot P_l(\text{FP} | n + q_u)$ and $t_s \approx t_d$.

Proof. From the instantiation of Bloom filters given in Fig. 2, we observe that each up and qry call contains one call to the function $F$. Then, using Lemma 4.3. Theorem 4.2 holds with $\alpha = \beta = 1$. \qed

Insertion-only Cuckoo filters. Unfortunately, Cuckoo filters are not function-decomposable. From the first few instructions of up$^{H_1, H_2}$ (see Fig. 5a), we see that both hash functions $H_1$ and $H_2$ (which could be replaced with PRFs as for Bloom filters) need to be evaluated on $x$. If one were to attempt $H_1$-decomposition of up, that is, to instantiate up$^{\text{id}_{\mathcal{R}}(F_1) \cdot H_2(x)}$, it would not be possible to evaluate $H_1(x)$ from $H_2(x)$ alone. An attempt to $H_2$-decompose up would pose the reverse problem, having to evaluate $\text{tag} \leftarrow H_2(x)$ from only $H_1(x)$. It would also introduce a new problem, having to evaluate $t_2 \leftarrow i_t \oplus H_1(\text{tag})$ without access to $H_1$. To overcome this

\textit{Sketch.} We start by defining an intermediate game $G$ that replaces the PRF in Real with a random function. We then bound the closeness of Real and $G$ in terms of the PRF advantage $\varepsilon$. To bound the distance between $G$ and Ideal, we construct a game $G'$ (Fig. 4) that looks identical to $G$, and show that $G'$ and Ideal are equal up until the “bad” event that $\text{Id}_{\text{ideal}}^{i} \neq G^i$ for some $i \in [q_t]$. Then, we show that our simulator constructs an NAI view of Ideal. Finally, we upper bound the probability of the bad event to obtain our result. The full proof is given in the full version. \qed

\begin{figure}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Simulator $\mathcal{S}(\mathcal{A}, pp)$ & Oracle UpSim$(x)$ \\
\hline
1 $F \leftarrow \text{Funcs}[\mathcal{D}, \mathcal{R}]$ & 1 if init = $\bot$ : return $\bot$ \\
2 init $\leftarrow \bot$; UpSimEnabled $\leftarrow \top$ & 2 if inserted$[x] = \bot$ \\
3 $\sigma \leftarrow \text{setup}(pp)$ & 3 $(b, \sigma) \leftarrow \text{up}^F(x, \sigma)$ \\
4 inserted, FPList, CALQ $\leftarrow \{\}, \{\}, \{\}$ & 4 UpSimEnabled $\leftarrow b$ \\
5 $i = 0$ // Qry counter & 5 if $b = \top$ \\
6 ctr $\leftarrow 0$ // Distinct insertions & 6 inserted$[x] \leftarrow \top$ \\
7 out $\leftarrow \text{ReveSim}, \text{UpSim}, \text{QrySim}, \text{RevealSim}$ & 7 "$\text{ctr} \leftarrow \text{ctr} + 1$ \\
8 return out & 8 return $b$ \\
9 Oracle RevealSim$(V)$ & 9 else \\
10 if init $= \top$ : return $\bot$ & 10 return UpSimEnabled \\
11 for $x \in Y : b \leftarrow \text{UpSim}(x)$ & Oracle RevealSim$(\cdot)$ \\
12 return $\top$ & 1 return $\sigma$ \\
\hline
Oracle QrySim$(x)$ & \\
\hline
1 if init $= \bot$ : return $\bot$ & \\
2 $i \leftarrow i + 1$ & \\
3 // Element was inserted or determined a false positive & \\
4 if inserted$[x] = \top$ or FPList$[x] = \top$ & \\
5 return $\top$ & \\
6 // Element was not inserted and not false positive & \\
7 if CALQ$[x] = \text{ctr}$ // If no changes since last query of $x$ & \\
8 return $\bot$ & \\
9 // Response needs to be (re)computed & \\
10 CALQ$[x] \leftarrow \text{ctr}$ & \\
11 $a_i^{\text{ideal}} \leftarrow \text{qry}^\mathcal{R}(x \leftarrow \mathcal{R}, \sigma)$ & \\
12 $a_i^{\text{true}} \leftarrow \text{qry}^\mathcal{R}(x, \sigma)$ & \\
13 $a \leftarrow a_i^{\text{ideal}}$ & $a \leftarrow a_i^{\text{true}}$ // Ideal $G^i$ & \\
14 if $a = \top$ : FPList$[x] \leftarrow \top$ & \\
15 return $a$ & \\
\hline
\end{tabular}
\caption{Simulator $\mathcal{S}$ Used in Theorem 4.2. Lines 12-13 corresponding to intermediate game $G^i$ are used in our proof.}
\end{figure}
PRF-wrapped insertion-only Cuckoo filters. To address function-decomposability issues in insertion-only Cuckoo filters, we propose a generic technique: preprocessing the inputs $x \in \mathcal{D}$ to up, qry with a random function $F : \mathcal{D} \to \mathcal{R}$, for some $\mathcal{R} \subseteq \mathcal{D}$ (including potentially $\mathcal{R} = \mathcal{D}$). This results in the $\text{up}^{F,H_r,H_i}(x, \sigma)$ algorithm shown in Fig. 5b, and in a similarly “PRF-wrapped” qry algorithm. The resulting AMQ-PDS is easy to implement since it only requires adding a PRF call on inputs, before passing them to the existing $\text{up}^{H_r,H_i}$ and $\text{qry}^{H_r,H_i}$ implementations.

**Lemma 4.5.** PRF-wrapped insertion-only Cuckoo filters with oracle access to a random function $F$ are $F$-decomposable, reinsertion invariant, and satisfy the insertion-only AMQ-PDS consistency rules from Def. 3.10.

**Proof.** This follows by inspection of the proposed modifications of the up and qry algorithms in Fig. 5b. □

As a consequence of adding a PRF computation on inputs, the NAI false positive probability is slightly increased by the probability of finding a collision of the PRF.

**Lemma 4.6.** Let $n$ be a non-negative integer, let $\Pi$ be a PRF-wrapped insertion-only Cuckoo filter with public parameters $pp = (s, x_0, x_t, \text{num})$, wrapped using a PRF $K_r : \mathcal{D} \to \mathcal{R}$, and let $\Pi'$ be an original insertion-only Cuckoo filter with the same public parameters $pp$ as $\Pi$’s. Let $P_{\Pi,pp}(FP \mid n) = P_{\Pi',pp}(FP \mid n) + \frac{(2s+2)^2}{2^{|\mathcal{R}|}}$. Then $P_{\Pi,pp}(FP \mid n) \leq P_{\Pi',pp}(FP \mid n)$, where $\frac{(2s+2)^2}{2^{|\mathcal{R}|}}$ can be made cryptographically small.

**Sketch.** The result follows by repeating the analysis for original Cuckoo filters [17] (Lemma 3.9), but accounting for the chance of a collision between $2s + 2$ uniformly random elements in $\mathcal{R}$. See the full version for the proof details. □

Finally, we can apply Theorem 4.2.

**Corollary 4.7.** Let $n, q_u, q_t, q_b$ be non-negative integers, and let $t_u, t_d > 0$. Let $F : \mathcal{D} \to \mathcal{R}$. Let $\Pi$ be a PRF-wrapped insertion-only Cuckoo filter with public access to $F$. If $R_k$ for $K \leftarrow K_r$ is an $(n + q_u + q_t + t_d, \epsilon')$-secure pseudorandom function and $F = R_k$, then $\Pi$ is $(q_u, q_t, q_b, t_u, t_d, t_d, \epsilon')$-adversarially correct, where $\epsilon' = \epsilon + 2q_t \cdot P_{\Pi,pp}(FP \mid n + q_u)$ and $t_d \approx t_u$.

**Proof.** From the instantiation of PRF-wrapped Cuckoo filters (Fig. 5b), observe that each up and qry call contains one call to the function $F$. Applying Lemma 4.5, Theorem 4.2 holds with $\alpha = \beta = 1$. □

### 4.3 Discussion on correctness

We start by comparing our results with those of Clayton et al. [12]. They analysed the adversarial correctness of PDS under four deployment settings, characterised by having private or public representations, and by being either mutable or immutable. Our correctness result (Theorem 4.2) holds in all four settings by allowing the adversary up to $q_u$ Reveal queries and $q_u$ Up queries. The immutable setting then corresponds to $q_u = 0$ and the private setting to $q_u = 0$.

In [12], a game-based approach is used to derive bounds on the correctness of Bloom filters in the above adversarial settings. There, the adversary’s win condition is to cause the event $S_r := [\mathcal{A}$ makes $\text{Qry}(\cdot)$ queries resulting in at least $r$ false positives]. Using our simulation-based approach, we can derive new bounds for the setting of [12]. To see how, notice that extending Remark 2, Theorem 4.2 also gives a bound on the difference in probabilities of event $S_r$ in both the real and ideal worlds. Our bound then involves a term of the form $2q_t \cdot P_{\Pi,pp}(FP \mid n + q_u)$, while the bound in [12] depends strongly on $r$. This should not be surprising given that our approach is general while that of [12] involves a specific winning condition posed in terms of $r$. While this implies we are less flexible with the value of $r$ we implicitly tolerate, our approach covers any adversary (with no assumptions on its behaviour), illustrating the power of simulation-based notions. This includes adversaries who specify their objective not explicitly in terms of false positives caused, but perhaps in terms of a target Hamming weight of the Bloom filter’s state, or in terms of subsets of the filter’s index to be set to 1 (as in target-set coverage attacks [12]). Further, by not requiring a choice of $r$, our results do not require satisfying particular constraints on $r$, as in [12, Theorem 3]. In the full version, we provide an in-depth comparison of our results with those of [12], and outline how our approach covers other adversarial objectives such as target-set coverage attacks.

We note that in the immutable setting, a slight modification of our Theorem 4.2 proof gives a tighter bound with $\epsilon' = \epsilon$ (see the full version).

Although our proof methodology is similar in spirit to that of HLL [33], the analysis of adversarial correctness for AMQ-PDS is much more involved. The ability to make membership queries on an element gives the adversary valuable information on how useful it would be to insert that element; cardinality estimates, on the other hand, do not reveal such information.

Finally, we comment on the implications of our bounds. While the distinguishing advantage in Real-or-Ideal may not be negligible as one might expect in cryptographic proofs, by relating the adversarial setting to the well-studied honest setting from the PDS literature, we can place concrete bounds on the success of any AMQ-PDS adversary. We return to this point in §6.

### 5 PRIVACY

We now shift focus to privacy guarantees for AMQ-PDS, addressing the following question: to what extent does the functionality...
of an AMQ-PDS compromise the privacy of the elements that it stores? We explore simulation-based privacy notions for AMQ-PDS. We propose two such notions for quantifying privacy, each associated with a different leakage profile in the ideal world, and investigate the relationship between the two. We identify a specific property, permutation invariance (PI), as being of central importance in establishing privacy, and show that it is implied by function-decomposability of an AMQ-PDS. Finally, we apply our results to Bloom and PRF-wrapped insertion-only Cuckoo filters.

Settings. We model interactions by an adversary $A = (A_1, A_2)$ with an AMQ-PDS $Π$ in two stages. In the first stage, a randomised algorithm $A_1$ populates $Π$ with a set of elements $V \subseteq \mathcal{V}$ via the Rep oracle. In the second stage, an adversary $A_2$ attempts to learn something about $V$. We stress that no state is shared between $A_1$ and $A_2$ (in contrast, in §4, the implicit two-part adversary is allowed to share state).

We consider two adversarial settings. In the snapshot setting, at the end of the first stage, the adversary $A_2$ is given $Π$’s state $σ$ via access to the Reveal oracle, but has no other oracle access. In the adaptive setting, $A_2$ is instead given query access to $Π$ via the Qry, Up and Reveal oracles. These settings capture various real world scenarios. For example, a system intrusion might lead to the leakage of $σ$ but go unnoticed for some time, and hence public access to $Π$ is not disabled. Analysing privacy in the adaptive setting allows us to quantify what harm an adversary could do in such a scenario.

Leakage profiles for AMQ-PDS. To define a notion of privacy for an AMQ-PDS $Π$, we first need to characterise its leakage profile. This describes the information leaked as a result of $Π$’s functionality, which also depends on whether we are in the snapshot or adaptive setting. We model the leakage as a set of functions that a simulator is allowed to use as oracles, and justify their inclusion below.

In Fig. 6 we define two leakage functions for an AMQ-PDS representing a set $V$ of elements. The first is $\text{ReplLeak}(\cdot)$, which leaks $|V|$. This captures the fact that for commonly used AMQ-PDS, one can estimate $|V|$ from observing $σ$. For example, if $Π$ is a Bloom filter, this could be indicated by the number of bits set to 1 in $σ$, or if $Π$ is a Cuckoo filter, it could be estimated from the number of tags stored in $σ$ (up to the probability of collisions in $H_T$).

In settings that allow membership queries, we require a second leakage function $\text{ElemLeak}(\cdot)$, capturing the fact that $A_2$ can always issue $\text{Qry}(x)$ queries and learn their output. While this may seem to result in a weak privacy notion, such leakage is unavoidable in the real world if access to the AMQ-PDS’ API is provided.

In this section, we will show that this leakage profile serves as an upper bound of the real leakage of function-decomposable AMQ-PDS, by constructing simulators that use it to provide consistent views of AMQ-PDS to adversaries.

5.1 Notions of Privacy: Elem-Rep privacy
We start with a high-level explanation of our first privacy definition, Elem-Rep privacy. We again employ a simulation-based approach. Let the AMQ-PDS be populated with elements from a set $V$ by adversary $A_1$. Then, adversary $A_2$ interacts with the AMQ-PDS through the setting-specific oracles. Adversary $A_2$ plays in either a real or ideal world. In the real world, it interacts with a keyed AMQ-PDS initialised with the elements in $V$. In the ideal world, it interacts with a simulator $S$. The simulator does not know $V$, but has access to $\text{ReplLeak}$ in the snapshot setting, and additionally $\text{ElemLeak}$ in the adaptive setting. The output of $A_2$ is then given to a distinguisher $D$ along with $V$. By showing that the distinguisher’s outputs in the real and ideal world are close, we prove that the adversary cannot learn much more about the elements in $V$ through interacting with the AMQ-PDS in the real world than in the ideal world (where it can only learn the specified leakage from $S$).

We formalise the above in Fig. 7, in the R-or-I-ElemRepPriv game. We will use Real and Ideal to denote the real ($d=0$) and ideal ($d=1$) versions of the R-or-I-ElemRepPriv game. As in §4, if an oracle $O$ is not directly specified, we will assume it is defined as in Fig. 3.

**Definition 5.1 (Elem-Rep privacy).** Let $Π$ be an insertion-only AMQ-PDS with public parameters $pp$, and let $R_k$ be a keyed function family. Let $A = (A_1, A_2)$ be a tuple of algorithms. We say $Π$ is $(q_0, q_1, q_0, t_0, t_1, t_d, r)$-Elem-Rep private if there exists a simulator $S$ (that runs $A_2$, calls oracle $\text{ReplLeak}$ at most once, calls oracle $\text{ElemLeak}$ only when $A_2$ calls its $\text{Qry, Up}$ oracles and on the same argument, and runs in time at most $t_d$) such that, for all $A_1$, for all $A_2$ running in time at most $t_d$ and making $q_0$, $q_1$, $q_0$ queries to oracles $\text{Up, Qry, Reveal}$ respectively, and for all distinguishers $D$ running in time at most $t_d$, we have:

$$\text{Adv}_{Π, Α, S}^{\text{R-or-I-ElemRepPriv}}(D) = |\Pr[\text{Real}(A, D) = 1] - \Pr[\text{Ideal}(A, D, S) = 1]| \leq r,$$

in R-or-I-ElemRepPriv (Fig. 7).

Informally, Def. 5.1 implies that the API of an Elem-Rep private AMQ-PDS $Π$ does not leak more than the number of elements in $Π$ and the true query responses for elements queried via $\text{Up}$ and $\text{Qry}$.

In the following sections, we show how to compute bounds on the Elem-Rep privacy of an AMQ-PDS. We start by introducing a property that we call permutation invariance (PI), show that it is implied by function-decomposability, and that in turn it implies a bound on Elem-Rep privacy of an AMQ-PDS.

5.2 Permutation invariance (PI)
Consider the $Exp^π_Π$ game in Fig. 8, where an adversary $A$, who has access to the $\text{Rep, Up, Qry, Reveal}$ oracles, must distinguish between an AMQ-PDS where the inputs to all queries are either randomly permuted or not.

**Definition 5.2.** Let $Π$ be an insertion-only AMQ-PDS, with public parameters $pp$. We say $Π$ is $(q_0, q_1, q_0, t_0, t_1, t_d, r)$-permutation invariant ($\text{PI}$ for short, 0-PI when $r = 0$) if, for all adversaries $B$ running in time at most $t_d$ and making first a single query to $\text{Rep}$ and then $q_0$, $q_1$, $q_0$ queries to oracles $\text{Up, Qry, Reveal}$ respectively, we have:

$$\text{Adv}^{\text{PI}}_{Π, Β} = |\Pr[Exp^π_Π(Β) = 1 | c = 0] - \Pr[Exp^π_Π(Β) = 1 | c = 1]| \leq r,$$
5.3 Elem-Rep privacy from PI

We now show how to compute a bound on the Elem-Rep privacy of an AMQ-PDS using permutation invariance.

**Theorem 5.4.** Let $q_a, q_t, q_o$ be non-negative integers, and let $t_a, t_d > 0$. Let $F : \mathbb{D} \rightarrow \mathbb{R}$. Let $\Pi$ be an insertion-only AMQ-PDS with public parameters $pp$ and oracle access to $F$. Let $n$ be the maximum number of elements returned by $\mathcal{A}_1$ on line 3 of R-or-I-ElemRepPriv in Fig. 7. Let $\alpha (resp. $\beta$) be the number of calls to $F$ required to insert (resp. query) an element in $\Pi$ using its up (resp. qry) algorithm.

\[ F : \mathbb{D} \rightarrow \mathbb{R} \]

**Sketch.** We construct a simulator $S_{\text{Elem-Rep}}$ for Ideal in Fig. 9, and an adversary $B$ in $\text{Exp}_{\Pi}^F$ that runs the R-or-I-ElemRepPriv adversary $\mathcal{A}$ internally. Then, we rewrite $\mathcal{A}$’s advantage in terms of the permutation invariance of $\Pi$, the distance between $\text{Real}$ and the $c = 0$ version of $\text{Exp}_{\Pi}^F$, and that of $\text{Ideal}$ and the $c = 1$ version of $\text{Exp}_{\Pi}^F$. The first (resp. second) term is bounded by $\epsilon_{\text{FPR}}$ (resp. $\epsilon_{\text{FFR}}$).

Observing that $\text{Ideal}$ is indistinguishable from the $c = 1$ version of $\text{Exp}_{\Pi}^F$ gives the result. The full proof is given in the full version.

This result essentially tells us that, up to the $\epsilon_{\text{FPR}} + \epsilon_{\text{FFR}}$ bound, the state of a function-decomposable AMQ-PDS representing some set $V$ does not leak more than the number of elements in the data structure, and that querying the AMQ-PDS does not reveal more than the true answers to set membership queries of queried elements.

However, such a guarantee may not be useful for computing concrete bounds on privacy in practice, as it does not explicitly quantify the impact of what $\text{ElemLeak}$ reveals or how this is related to the distribution of elements in $V$. This motivates our alternative privacy notion, introduced in the next section.
5.4 Notions of Privacy: Rep privacy

In this section, we define a second privacy notion, Rep privacy. Here, the simulator no longer has access to the ElemLeak oracle, but instead only to the RepLeak oracle, allowing it to learn \(|V|\) where \(V \leftarrow R_1\). We formalise this privacy definition by the R-or-I-RepPriv game in Fig. 7. We will use \(\text{Real, Ideal}\) to denote the real \((d = 0)\), ideal \((d = 1)\) versions of the game, respectively.

**Definition 5.5 (Rep privacy).** Let \(\Pi\) be an insertion-only AMQ-PDS with public parameters \(pp\), and let \(R_2\) be a keyed function family. Let \(\mathcal{A} = (\mathcal{A}_1, \mathcal{A}_2)\) be a tuple of algorithms. We say \(\Pi\) is \((q_u, q_t, q_d)\)-Rep private if there exists a simulator \(S\) (that runs \(\mathcal{A}_2\), calls RepLeak at most once, and runs in time at most \(t_a\)) such that, for all \(\mathcal{A}_1\), for all \(\mathcal{A}_2\) running in time at most \(t_a\) and making \(q_u, q_t, q_d\) queries to oracles Up, Qry, Reveal respectively, and for all distinguishers \(D\) running in time at most \(t_d\), we have:

\[
\text{Adv}_{\Pi,\mathcal{A}_2}^{\text{RepLeak}}(D) = \left| \Pr_{\mathcal{A}_1, \mathcal{A}_2, S}[\text{Real}(\mathcal{A}, D) = 1] - \Pr_{\mathcal{A}_1, \mathcal{A}_2, S}[\text{Ideal}(\mathcal{A}, D, S) = 1] \right| \leq \epsilon,
\]

in R-or-I-RepPriv (Fig. 7).

While the notion of Rep privacy is exactly the same as Elem-Rep privacy in the snapshot setting, their relationship is more subtle in the adaptive setting. By removing the simulator’s access to RepLeak, the bound obtained through Rep privacy is directly related to the probability of guessing elements in \(V\). In fact, we show this formally in the following theorem.

**Theorem 5.6.** Let \(q_u, q_t, q_d\) be non-negative integers, and let \(t_a, t_d > 0\). Let \(\Pi\) be an insertion-only AMQ-PDS, with public parameters \(pp\). Suppose \(\Pi\) is \((q_u, q_t, q_d, t_a, t_s, t_d, \epsilon)\)-Rep private with simulator \(S\). Then there exists a simulator \(S’\) (that is constructed from \(S\)) such that \(\Pi\) is \((q_u, q_t, q_d, t_s, t_a, t_d, \epsilon')\)-Rep private with simulator \(S’\) and \(t_s \approx t_d\). Here \(\epsilon' = \epsilon + \Pr[W \cap V \neq \emptyset],\) with \(W\) denoting the set of elements queried by \(\mathcal{A}_2\) to its Up, Qry oracles in Ideal within \(S’\).

**Sketch.** Our goal is to relate Real, Ideal from R-or-I-RepPriv to Real, Ideal from R-or-I-ElemRepPriv. We first construct a simulator \(S’\) that is the same as \(S\), but where every ElemLeak call is replaced with \(\perp\). Then, Ideal and Ideal (the worlds simulated by \(S\) and \(S’\), respectively) are identical up until \(\mathcal{A}_2\) makes an Up or Qry query on something in \(V\), which occurs with probability \(\Pr[W \cap V \neq \emptyset]\). Since Real and Ideal are identical, we use the \(\epsilon\)-Rep-privacy of \(\Pi\) to obtain the result. See the full version for the full proof.

While Theorems 5.4 and 5.6 only refer to a single oracle function \(F\), the same result holds also for AMQ-PDS using \(t\) oracle functions \(F_1, \ldots, F_t\) and being \(F_t\)-decomposable.

5.5 Guarantees for Bloom and Cuckoo filters

Using our analysis, we derive results on the privacy of Bloom filters.

**Corollary 5.7.** Let \(n, q_u, q_t, q_d\) be non-negative integers, and let \(t_a, t_d > 0\). Let \(F : D \rightarrow R\). Let \(\Pi\) be a Bloom filter with public parameters \(pp\) and oracle access to \(F\). Let \(\delta\) denote \(\Pr[W \cap V \neq \emptyset]\). If \(R_K\) for \(K \leftarrow \mathcal{K}\) is an \((n + q_u + q_t, t_a + t_d, \epsilon)\)-secure PRF and \(F = R_K\), then \(\Pi\) is \((q_u, q_t, q_d, t_a, t_d, \epsilon + \delta)\)-Rep-private, where \(t_s = t_a\).

**Proof.** Since \(\Pi\) is \(F\)-decomposable (Lemma 4.3), it satisfies 0-PI (Lemma 5.3). We then set \(\epsilon_{PI} = 0\), \(\epsilon_{PRF} = \epsilon\) in Theorem 5.4 with \(a = b = 1\) to obtain an Elem-Rep privacy bound, and finally apply Theorem 5.6 to convert this to a Rep privacy bound.

We can prove similar results for the Cuckoo filter.

**Corollary 5.8.** Let \(n, q_u, q_t, q_d\) be non-negative integers, and let \(t_a, t_d > 0\). Let \(F : D \rightarrow R\). Let \(\Pi\) be a PRF-wrapped insertion-only Cuckoo filter with public parameters \(pp\) and oracle access to \(F\). Let \(\delta\) denote \(\Pr[W \cap V \neq \emptyset]\). If \(R_K\) for \(K \leftarrow \mathcal{K}\) is an \((n + q_u + q_t, t_a + t_d, \epsilon)\)-secure pseudorandom function and \(F = R_K\), then \(\Pi\) is \((q_u, q_t, q_d, t_a, t_d, \epsilon + \delta)\)-Rep-private, where \(t_s = t_a\).

**Sketch.** The proof proceeds similarly to Corollary 5.7, using Lemmas 4.5 and 5.3 along with Theorems 5.4 and 5.6.

We note that our PRF-wrapped variant of the insertion-only Cuckoo filter simplifies not only our correctness analysis but also privacy, by attaining function-decomposability. Furthermore, the original insertion-only Cuckoo filter (Fig. 5a) does not satisfy 0-PI due to a trivial distinguishing attack (see full version).

5.6 Discussion on privacy

We explored two ways of defining a simulation-based privacy notion for AMQ-PDS, each with respect to a specific leakage profile. Our first privacy definition, Elem-Rep privacy, has a leakage profile capturing the information intrinsically leaked by the AMQ-PDS about the elements it stores. However, the bound obtained by quantifying the Elem-Rep privacy is not trivial to interpret; one must also carefully analyse the leakage to determine the amount of privacy obtained in practice, as is common in simulation-based notions. Our alternative definition, Rep privacy, has a smaller and simpler leakage profile, but the bound explicitly depends on how easy it is to guess elements stored in the AMQ-PDS. This approach may be more useful in practice; for example, it allows to directly relate privacy to the min-entropy of the distribution of stored elements.

Our results confirm the intuition that one cannot hope to achieve privacy if the elements stored in the AMQ-PDS are easy to predict, a "low min-entropy" scenario. In this setting, ElemLeak would reveal a substantial amount of information as the adversary is likely to query elements in \(V\), leading to the Elem-Rep privacy bound being a weak guarantee in practice. Similarly, we would not obtain a good bound via Rep privacy even, as the term \(\Pr[W \cap V \neq \emptyset]\) would be high. On the other hand, a "high min-entropy" scenario results in strong guarantees from both privacy notions. In fact, the number of ElemLeak queries that give the adversary useful information is directly linked to its likelihood of guessing elements in \(V\).

We note that our privacy definitions can be used to analyse various real-world scenarios. For example, by setting \(q_u = 0\) in Theorems 5.4 and 5.6, we cover the "static data" scenario, where an application first adds a set of elements to a PDS, and the adversary’s goal is to learn these elements through only set membership queries.

Throughout this section, we have assumed that leaking \(|V|\) is acceptable, as this is unavoidable for Bloom and Cuckoo filters in the public setting (i.e., when the Reveal oracle is available). However, there may be settings where \(|V|\) is sensitive, in which case one may want to investigate alternative AMQ-PDS (see full version).
6 SECURE INSTANCES

We sketch how to use our results to instantiate AMQ-PDS instances achieving provable guarantees. An expanded discussion is provided in the full version, covering both correctness and privacy. Here we focus on the former aspect. We aim to use our bounds to set AMQ-PDS parameters. Recall the guarantee from Theorem 4.2:

\[ \text{Adv}^\text{RoI}_{\Pi, A, S}(\mathcal{D}) = |\text{Pr}[\text{Real}(A, D) = 1] - \text{Pr}[\text{Ideal}(A, D, S) = 1]| \\
= |\text{Pr}[(D(\mathcal{A}) = 1)] - \text{Pr}[D(S(A, pp)) = 1]| \leq \varepsilon + 2q_t \cdot P_{\Pi, pp}(\text{FP} | n + q_u), \]

where \( \varepsilon \) is a PRF distinguishing advantage, \( n \) is the number of elements initially inserted into the AMQ-PDS, and \( q = q_u + q_t \) is the total number of queries made by \( \mathcal{A} \) that influence its success probability. Crucially, usually \( P_{\Pi, pp}(\text{FP} | n + q_u) \) can be estimated using well-established upper bounds, cf. Lemmas 3.7 and 4.6.

This result allows us to establish an upper bound on the probability \( \text{Pr}[D(\mathcal{A}) = 1] \) of an adversary \( \mathcal{A} \) with the given query budget \( q \) finding a sequence of queries to an AMQ-PDS II that allows them to satisfy some desired predicate \( P \) in the Real world, by relating this probability to that of \( \mathcal{A} \) satisfying \( P \) in the Ideal world. As a practical example, we investigate the choice of adversarially correct parameters for Bloom and PRF-wrapped Cuckoo filters for one possible query budget; two more budgets are explored in the full version. Concretely, we bound the probability that after \( n + q_u \) adversarial insertions, querying a random non-inserted element returns a false positive result, cf. Remark 2. In Fig. 10 we plot an upper bound of the false positive probability against the size of the data structure in both adversarial and non-adversarial settings for various public parameters. Our results show that achieving protection against adversarial inputs requires roughly doubling (Bloom) or trebling (insertion-only Cuckoo) the storage used, as compared to the honest setting.

Remark 3. We stress that to obtain correctness and privacy, the key to any PRFs used needs to be stored securely, say in hardware, so as to resist being exposed by a state reveal.

7 CONCLUSIONS

We have introduced a framework for analysing the correctness (under adversarial input) and privacy of AMQ-PDS. We employed a simulation-based approach, with correctness and privacy emerging through imposing different constraints on the simulators. We have applied our approach to study Bloom and insertion-only Cuckoo filters, showing how they may be securely instantiatted and highlighting the cost of adding security over unprotected instances.

Our work lays a foundation for further study and analysis. Some important topics for future investigation include: • How tight are the bounds we provide? Are there matching attacks or can tighter bounds be proven? This is important since using our bounds to set concrete AMQ-PDS parameters incurs overhead in storage. • Can our Cuckoo filter analysis be extended to allow deletion of elements? This would require extension of our syntax and models, as well as careful modification of the consistency rules. • Can our simulation-based approach be extended to other classes of PDS? Does “wrapping” the inputs of a PDS using a PRF always work as a protection? Investigating this would require developing a general syntax for PDS beyond that in our work and in [12]. • We focused on a strong adversarial model, where the adversary can access the AMQ-PDS’s state and has full adaptivity in its queries, necessitating the use of PRFs to achieve security. Do weaker primitives, e.g. UOWHFs, suffice in weaker settings, such as if the state is not accessible to the adversary? For example, the results of [12] suggest that salted hashes may indeed suffice. • While we considered an adversary attacking an honest service provider via an API, one may also ask: how can a user of the API obtain guarantees about the accuracy of the service being provided? • How are our simulation-based correctness notions and the game-based ones in [12] related? Can we show a form of equivalence akin to that between semantic and IND-CPA security?

We conclude by remarking that cryptographic tools and thinking seem to be broadly applicable to the problem of understanding the behaviour of PDS in adversarial settings. This topic is currently relatively under-researched, but is of growing importance in view of how rapidly PDS are being adopted in practice.
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