Abstract

Currently, the evolution of Covid-19 allows researchers to gather the datasets accumulated over 2 years and to use them in predictive analysis. In turn, this makes it possible to assess the efficiency potential of more complex predictive models, including neural networks with different forecast horizons. In this paper, we present the results of a consistent comparative study of different types of methods for predicting the dynamics of the spread of Covid-19 based on regional data for two countries: the United States and Russia. We used well-known statistical methods (e.g., Exponential Smoothing), a "tomorrow-as-today" approach, as well as a set of classic machine learning models trained on data from individual regions. Along with them, a neural network model based on Long short-term memory (LSTM) layers was considered, the training samples of which aggregate data from all regions of two countries: the United States and Russia. Efficiency evaluation was carried out using cross-validation according to the MAPE metric. It is shown that for complicated periods characterized by a large increase in the number of confirmed daily cases, the best results are shown by the LSTM model trained on all regions of both countries, showing an average Mean Absolute Percentage Error (MAPE) of 18%, 30%, 37% for Russia and 31%, 41%, 50% for US for predictions at forecast horizons of 14, 28, and 42 days, respectively.
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1 Introduction

Two-year period of the development of the pandemic demonstrated high variability in the evolution of COVID-19 – the virus mutated several times, the strength of its virulence changed due to vaccination, and its spread was limited by quarantine regulations. During this period, a dataset of its dynamics has been accumulated and continues to expand, characterizing the spread of coronavirus around the world. These data contain historical information on daily confirmed, death and recovery cases, collected by various
organizations (World Health Organization [1], Johns Hopkins University [2], Government of the Russian Federation [3]). This information made allowed us to make forecasts of the dynamics of pandemic based on data over several months. For this purpose, both statistical approaches [Arceda et al. 2020] and population models [Masum et al. 2022] were used. In papers [Kırbaş et al. 2020], [Rasjid et al. 2021], the authors demonstrated some achievements of the LSTM approach, however, in [Arceda et al. 2020], it was noted that LSTM requires more training data.

Some studies have shown the efficiency of using population dynamics models: SIR, SEIR SVR, SEIRQ, MEM [Masum et al. 2022], Kudryashov et al. [2022], Perakis et al. [2022], etc. Nevertheless, in our previous work [Naumov et al. 2021], Sboev et al. [2021], it was shown that for Russian regional data these models are more inaccurate than statistical models (for example, Exponential Smoothing (ES)), especially for large forecast horizons, so we have not included the results of such models in this work. Collecting additional data, such as vaccination rates, per capital income, health care resources (doctors, hospital beds, ICU beds), air quality indicators, and others, allows for complex models of pandemic development, for example [Arık et al. 2021]. In this work, the authors use a wide range of characteristics within the framework of a population dynamics model, in which the rates of transitions between different groups are determined based on the backpropagation method. In paper [Mathonsi and van Zyl 2021], a Kullback-Leibler divergence-minimized LSTM-based model is proposed that takes into account, in addition to history, the number of tests, vaccinations, and hospitalizations.

However, the question of the superiority of such complex models over simpler ones remains open. In particular, it is noted in the paper [Atchadé and Sokadjo 2022] that the more complex the model, the more high quality data it requires, which is not always available. On the other hand, datasets are generally limited in length and varied in composition across regions and countries to be sufficient to generate complex models applicable worldwide.

Therefore, this paper proposed obtaining reference accuracies for predicting the dynamics of Covid-19 with variation in both the number of data and the forecast horizon, on data for Russia with correlation of the results on data for the United States. This will allow us to investigate the possibility of using neural network models of extended data sampling of 2 countries (USA and Russia) and assess the accuracy of this approach.

The main contribution of this work is as follows:

1. A comparison of simple methods: a "tomorrow-as-today" approach (dummy), statistical and machine learning (ML) (i.e. Support Vector Machine (SVM) and Linear Regression (LR)), was carried out using cumulative cross-validation;
2. A comparative analysis of the Covid-19 forecasting methods used for different forecast horizons was performed;
3. The possibility of using data from multiple regions to significantly expand the number of available training data for the neural network model was shown.

2 Data

In this work, we used historical data on confirmed daily cases published in the JHU [Dong et al. 2020] and Yandex.DataLens [4] projects. The objects of the study in this paper are the US and Russia, for which there is detailed information about individual regions (51 states of America and 86 subjects of Russia) in the previously mentioned projects. We considered dates from March 12, 2020 to February 15, 2022.

The data has been pre-processed in the following way:

- the values per 100 thousand population were normalized for the series of new confirmed cases (Conf_daily) of the disease: \( v_{\text{norm}} = v \times 100000/P_{\text{region}} \), where \( v \) is the value of the current day, \( P_{\text{region}} \) is the population of the region, according to data from the Yandex DataLens project for Russia and data from the Bureau of the Census website [5] for the USA.
We used cumulative cross-validation to run experiments and compare different models. To do this, the entire data set was divided into 6 equal time intervals, with the formation of 5 pairs of training and test parts (folds) from them. The division is done in a data-accumulating manner in the training part, as shown in Figure 1. The dates of division into subsets for the formation of folds were fixed for all the considered regions of the countries on: July 22, 2020; December 2, 2020; April 14, 2021; August 25, 2021; January 5, 2022.

As a target variable, we predicted the total number of confirmed Covid-19 cases that occurred during one of the forecast horizon ($FH$): 14-, 28- or 42-day. This means that the time series under forecasting is:

$$\text{target}_\text{ts}(t) = \sum_{i=1}^{FH} (\text{Confirmed}_\text{daily}_\text{norm}(t + i))$$

where the value for each day number $t$ is the sum of the normalized confirmed daily numbers of cases over $FH$ days. The number of samples in folds for this target time series is different for various $FH$. It is $FH$ days less because it excludes the last $FH$ days.

3 Methods

3.1 Dummy models

As the simplest basic methods, we took two “tomorrow-as-today” models:

- D-daily - the forecast is today’s increase in the number of confirmed cases multiplied by $FH$ days;
- D-sum - the forecast is the sum of number of cases for previous $FH$ days including today.

3.2 Statistical approach

We used the Holt-Winters exponential smoothing method from the “statsmodels” library[^6] (with the following parameters: trend = additive, damped_trend = true, seasonal = None, seasonal_periods = None, use_boxcox = true), which proved itself efficient on the data from the first year of the pandemic [Naumov et al. 2021, Sboev et al. 2021]. The output of prediction was the total number of new Covid-19 cases over $FH$ days. Two ways of applying exponential smoothing to obtain the prediction output have been tested:

[^6]: Statsmodels library: https://www.statsmodels.org/stable/
Strict baselines for Covid-19 forecasting for USA and Russia

3.3 Machine learning models

The models that showed the best result in our previous work [Naumov et al. 2021], were used as simple machine learning models:

- ML-LR – least squares Linear Regression with normalize = True;
- ML-SVR – Support Vector Machine with Linear kernel (LinearSVR) and max_iter=5000.

These models are taken from the sklearn Pedregosa et al. [2011] library with default parameters unless otherwise noted.

The input data used here is generated Conf_sum series from the sums of confirmed daily cases for the past period FH (where FH is 14, 28 or 42 days). So, to predict the total number of new confirmed cases for the next FH days at the day t, a vector consisting of 14 previous known values of the series Conf_sum is given as input to these models. At the output of the model we obtain the total number of new confirmed cases in the next FH days.

3.4 Neural network

The proposed model was based on an architecture consisting of a combination of Long Short-Term Memory (LSTM) and Fully Connected (Dense) layers from Keras library Chollet et al. [2015]. We consider 2 versions of neural network model:

- NN1 - model only with LSTM and Dense layers (see Figure 2);
- NN2 - model with 1 LSTM neuron for every day of the Forecast Horizon (see Figure 3).
Table 1: Average MAPE values by regions of US.

| Forecast Horizon | D-daily | D-sum | ES-daily | ES-sum | ML-LR | ML-SVR | NN1 USA | NN1 USA-Ru | NN2 USA | NN2 USA-Ru |
|------------------|---------|-------|----------|--------|-------|--------|--------|------------|--------|------------|
| 14 days          | 60.1    | 47.1  | 44.9     | 36.4   | 57.8  | 51.0   | 32.5   | 31.3       | 30.5   | 30.8       |
| 28 days          | 72.1    | 97.4  | 53.0     | 104.2  | 125.0 | 113.4  | 46.4   | 46.8       | 40.9   | 41.0       |
| 42 days          | 86.9    | 160.9 | 62.1     | 146.8  | 191.2 | 255.8  | 53.9   | 53.3       | 52.1   | 49.7       |
| Average          | 73.1    | 101.8 | 53.3     | 95.8   | 124.7 | 140.1  | 44.3   | 43.8       | 41.2   | 40.5       |

Table 2: Average MAPE values by regions of Russia.

| Forecast Horizon | D-daily | D-sum | ES-daily | ES-sum | ML-LR | ML-SVR | NN1 USA | NN1 USA-Ru | NN2 USA | NN2 USA-Ru |
|------------------|---------|-------|----------|--------|-------|--------|--------|------------|--------|------------|
| 14 days          | 19.8    | 32.7  | 18.5     | 20.4   | 28.0  | 26.3   | 23.5   | 24.9       | 21.1   | 17.9       |
| 28 days          | 33.0    | 67.9  | 31.9     | 46.1   | 60.0  | 61.5   | 38.0   | 41.4       | 31.3   | 30.0       |
| 42 days          | 45.9    | 104.3 | 47.6     | 109.7  | 84.2  | 99.6   | 40.4   | 47.0       | 40.9   | 36.5       |
| Average          | 32.9    | 68.3  | 32.7     | 58.7   | 57.4  | 62.5   | 34.0   | 37.8       | 31.2   | 28.1       |

The input for all models was a vector of numbers of new daily cases during the preceding 28 days, additionally divided by 1000. The output was the total number of confirmed cases that occurred during the $FH$ days divided by 1000 for NN1 and vector of numbers of new daily cases divided by 1000 for the $FH$ days for NN2.

The model NN1 consists of the numbers of LSTM neurons and Dense neurons (with a hyperbolic tangent activation function) equal $FH$ value (14, 28 or 42). The output layer is 1 neuron with a linear activation function.

We use the following hyperparameters: lstm_dropout=0.01, batch_size=200, optimiser Adam and learning rate=0.003, early stopping with patience 100, and maximum epoch of 1000. The mean squared error (MSE) was used as the loss function. NN2 differs from NN1 by the following hyperparameter lstm_dropout=0 and uses MAE as a loss function. The other parameters are the same.

TensorFlow version 2.8 was used to implement the models.

4 Experiments

The proposed models were trained on data for all regions of the United States and Russia, including data for the countries as a whole, which were considered as separate regions. We use 3 different data sets:

- Set #1: Data of the single considered region;
- Set #2: Data from all regions of the considered country;
- Set #3: All available data for the regions of both countries.

At the same time, with increasing the level of data generalization (region, country, world), the number of data for model training grows. So, simple basic models, statistical models, and machine learning models were trained on the Set #1 (region level), and neural network models were trained on the Set #2 and Set #3 (country and world level). Set #1 doesn’t contain enough data for training models based on LSTM layers, while on the base of Set #2 and #3 it is possible to build a single predictive model for all regions at once.

We estimate the accuracy at different forecast horizons: 14-, 28-, and 42-days to evaluate the accuracy of both medium- and long-term predictions.

We used 20% of the data from the end of the training part for each region to tune, validate and early stop the neural network models.
We use Mean Absolute Percentage Error (MAPE) as the error metric:

\[ MAPE = \frac{100}{n} \sum_{t=1}^{n} \frac{|A_t - F_t|}{A_t} \]

where \( n \) is the number of days in the test part, \( A_t \) and \( F_t \) are the true and predicted values of the time series for day \( t \).

Tables 1 and 2 present the resulting accuracy estimates for the US and Russia, respectively. The values in the tables are obtained by averaging MAPE estimates by folds and regions of the individual country.

The results of both tables show the advantage of the NN2 model, which trained on both countries’ data, over all other models on all forecasting horizons.

For predicting the most recent folds (which are the most difficult due to virus mutation and the spread of the omicron strain), the neural network-based approach with LSTM layers (NN2 USA-Ru) showed better than the others in both countries.

One of the best among the basic methods is the ES-daily method, which is customized for each region. It shows close results with the best model on medium-term prediction horizons (14 days), but loses strongly on larger \( FH \) (28- and 42-day).

Conclusion

This study estimates the accuracy of Covid-19 spread prediction for different forecast horizons using different methods. We can see that training on data from two countries can improve the accuracy of LSTM-based neural network models. The accuracy of such models increases with the accumulation of historical data available for training. (see Supplementary) The model based on the LSTM architecture trained on all regions of both countries shows accuracy with average MAPE of 18%, 30%, 37% for Russia and 31%, 41%, 50% for US for predictions at forecast horizons of 14, 28, and 42 days, respectively.
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