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Abstract—We propose a novel way to use Electric Vehicles (EVs) as dynamic mobile energy storage with the goal to support grid balancing during peak load times. EVs seeking parking in a busy/expensive inner city area, can get free parking with a valet company in exchange for being utilized for grid support. The valet company would have an agreement with the local utility company to receive varying rewards for discharging EVs at designated times and locations of need (say, where power lines are congested). Given vehicle availabilities, the valet company would compute an optimal schedule of which vehicle to utilize where and when so as to maximize rewards collected. Our contributions are a detailed description of this new concept along with supporting theory to bring it to fruition. On the theory side, we provide new hardness results, as well as efficient algorithms with provable performance guarantees that we also test empirically.

I. INTRODUCTION

We propose a new concept on how to use Electric Vehicles (EVs) as dynamic mobile energy storage with the goal to support grid balancing during peak load times. During a given day, EV owners turn in their car to a central planner that manages charging and discharging. Prior to that (say at the beginning of the day) the EV owners provide an availability schedule for their car (e.g., they will not need their car from 9 am to 5 pm while they are at work or from noon to 3 pm while they are at lunch and yoga class). Each car is assumed to arrive fully charged so it can be discharged as soon as it is turned in (we will relax this assumption later). The central planner utilizes valets to take the cars to different discharging locations around the city, and subsequently charge the cars. In particular, the planner wants to compute a schedule for when to discharge available cars, and which valet to assign to which car in a given hour.

A few months back, one of the authors was looking for parking in downtown Boston to visit the Boston Aquarium and faced with the steep rate of $40 for three hours of parking in the adjacent parking lot, started thinking how parking for electric vehicles could be made free, or even be rewarded, if it were coupled with utilizing the EV batteries as dynamic electricity storage that could be shifted between locations of need.

In exchange for free parking (and possibly a reward) the EV owners agree to the valet service discharging their vehicle once or twice during their parking time. The valet drives the EV to nearby locations that are designated by the local electric utility company as congested or overloaded in the sense that the demand for power is straining the ability of the local power line to supply it. The EV is discharged at that location, providing additional needed power, and then driven to a connection port at a non-congested nearby power line to be recharged. At the end, the electric vehicle is returned to the owner fully charged.

How can such a valet service be made operational? The utility company would provide connection ports with varying rewards that support grid balancing during peak load times through the discharging of EVs in designated locations at designated times. The valet service would then compute an optimal schedule of what EVs to discharge where and at what time.

In this paper, we present in detail the concept of EV Valet and then describe the theory towards making it operational, which includes novel NP-hardness results and several approximation algorithms.

EV Valet: Description of Concept. Our EV Valet concept (henceforth, valet for short) is to use valets to connect EV owners to locations of power supply need. The first step consists in the utility company deciding where it needs help with extra power supply and creating connection ports at these locations. It then announces rewards for these ports. The rewards would capture the level of congestion and extend the life of supported power lines and equipment (in essence, reducing the cost and delaying the timing of upgrades). The assumption is that the valet company would operate in an area with regular congestion that can support sufficient rewards. Determining the optimal rewards is a topic we plan to pursue in future work, and is out of scope of the current paper.

For charging, the utility company would offer a small number of free or low-cost charging locations with many ports in nearby uncongested (e.g., suburban or large commercial) areas. If the charging is not free, we can assume it is free by redefining the reward to be the difference in price between the discharging location and the charging location. Additionally, the charging locations would serve as overflow parking.

There are two ways to set up the valet company: 1) As a third-party valet company whose goal is to maximize its own profit; 2) As part of the utility company, which has its own valets, and essentially develops the valet company in-house at cost. We focus on the third-party approach because it is more complex than the in-house approach and we feel that profit maximization promotes stronger incentive for optimal scheduling.

A key advantage of our idea is that it does not lead to a zero-sum outcome. We specifically set it up so that everyone benefits, with a principal goal to make the whole system more efficient and increase social welfare.

We now have three parties that participate in this process: the utility company, the valet company and the customers (EV owners). Each party has to act reasonably (i.e., to take only a portion of the overall benefit) to make it worthwhile for the other parties to participate. For this process to be sustainable, we take as a given a local electricity network with overloads
frequent enough for the valet company to be profitable. The utility company would offer rewards that are a percentage (say, 25% to 50%) of what its cost would be if the valet were not present. In that case, the utility cost would be calculated as the cost to buy the extra needed power and deal with overloads both in the short and long term.

Once the utility announces the rewards (assume this is done a day or more in advance), the valet’s job is to compute an optimal schedule for collecting the rewards, given the available cars with their variable schedules. Developing the necessary theory for this is our main technical contribution, which proposes algorithms with provable worst-case guarantees.

To entice EV owners to participate in its service, the valet has to provide appropriate incentives. These incentives are in the simplest case free parking in a high cost parking area like downtown Boston, which could be as much as $10/hour or more. The valet company might also give a percentage of the collected rewards as additional incentive if needed. The valet company also has to account for its overhead cost in valet employees and utilized parking lots. Note, the valet operation would have a smaller inner city parking lot for vehicle drop-offs and pick-ups, and a larger parking lot further out near an uncongested utility feeder, where the free or low cost charging would occur.

The customers’ benefit would be free parking, a portion of the collected rewards, if offered, and reduction of the overall cost of their utility company. The latter is tied to the larger social benefit of lowering everyone’s utility bills, including their own. The parking savings should far outweigh the wear and tear on the EV batteries, which we estimate at about $5 per charging cycle. In contrast, the valet service would provide upwards of $20 in value per charging cycle through the offset of the customer’s parking costs. This is similar to Uber/Lyft drivers who trade-off the wear and tear on their car for monetary compensation. Furthermore, the valet company could allow customers to set a limit of one or two discharges per day.

The goal of the algorithms we develop in this paper is to optimize how well the valets collect the rewards. The better they do it, the bigger the benefit for each party. In the event of a missed reward, (i) the utility would suffer an opportunity cost for the missed congestion reduction, (ii) the customer would lose profit, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward, (i) the utility would suffer an opportunity cost for the missed reward.

The rest of this paper is devoted to the theoretical contributions 2-5 above.

II. RELATED WORK

EV charging and discharging has previously been studied in the context of power loss minimization [1], frequency regulation [2], voltage regulation [1], [3], peak shaving [4], [5], and supporting renewable energy sources [6]. We refer the reader to a recent survey by Amjad et al. [7] on various optimization approaches and objectives employed for EV charging. Our goal is most closely related to peak shaving, however the above-mentioned work on that is very different from ours in that it either does not consider discharging [5], or does not incentivize the EV owners [4].

A convex optimization method for optimal scheduling of EV charging and discharging is proposed by He et al. [8], where the authors aim to coordinate the charging and discharging of EVs to minimize the total cost of all vehicles. The authors consider a unique arrival and departure time for each EV; however, they ignore the spatial variation of the price and assume that the electricity price at a time instant is the same regardless of the charging location. In comparison, we consider a more general availability model where each EV can leave the parking as many times as desired. Also, our model does not require any assumption on the price function. Most importantly, our model is very different conceptually in its objective to balance the grid compared to the objective of minimizing the charging cost of EVs.

Hutson et al. [9] propose an intelligent scheduling of EVs in a parking lot, so as to maximize profits by discharging EVs at the times when the market power price is high, and charging when the price is low. The spatial variation of the price is not considered in their model. Finally, they utilize a particle swarm optimization approach that does not provide any guarantee and, indeed, it can suffer from premature convergence. In contrast, we provide guarantees. But more importantly, our goal is to alleviate congestion for the utility and not to collect the highest market power price. Sometimes these may coincide but are not necessarily related in general. Additionally, we

1 This estimate is based on a 5 year replacement of a $4,000 battery system, with 150 charges per year.

2 An $\alpha$-approximation algorithm for a maximization problem is an algorithm that runs in polynomial time and returns a solution whose value is at least $\alpha$ times the optimal value.
charge and discharge EVs in multiple locations in a geographic area as opposed to one parking lot.

An online auction framework for EV charging is proposed by Xiang et al. [19], where in a large parking lot, every spot is equipped with a charging point, and the EV users submit bids on their charging demands. The parking lot then decides on the allocation and pricing based on the collected bids. It is shown that the proposed mechanism is truthful and individually rational, while approximately maximizing social welfare. Vehicle to grid (V2G) discharging is not considered in the proposed market mechanism, while effective discharging is our main objective.

A combination of an autonomous parking system with EV charging is studied by Timpner and Wolf [11], with the goal of scheduling the charging times of autonomous vehicles on a limited number of charging stations in a parking lot. The difference with our valet model is that they consider homogeneous charging stations, unidirectional flow of energy (no V2G), and charging station’s utilization as the objective, while in our paper heterogeneous stations in different locations, EV discharging (V2G) and reward collection are critical. Furthermore, the authors propose 5 different scheduling algorithms, but no theoretical guarantee is given with respect to their stated objective, whereas we provide theoretical guarantees.

From an algorithmic perspective, most existing work is either based on mixed-integer programs [12], which cannot be solved efficiently for large instances, or heuristics without any optimality guarantees. These heuristics include genetic algorithms [13], particle swarm optimization [9], [14], [15], and ant colony optimization [16]. In contrast, we exploit techniques from theoretical computer science, in particular we provide novel hardness results and approximation algorithms, as well as adapt an algorithm for an interval scheduling problem [17], to provide efficient algorithms with rigorous performance guarantees.

III. Preliminaries

In this section we propose our mathematical model for optimal discharge scheduling of EVs by the valet service, and then study the hardness of the proposed optimization problem.

A. Problem definition

We consider a set $V = \{1, 2, ..., m\}$ of vehicles and a discrete time horizon $T = \{1, 2, ..., T\}$. Every vehicle $i \in V$ is associated with a set $T_i \subseteq T$ of availabilities, i.e. times where it can be discharged, and a charging time $C_i \in \mathbb{N}$, that is, the time the vehicle needs to recharge before being ready to be discharged again. We say that a vehicle $i \in V$ is available at time $t$, when $t \in T_i$. We also consider a set $J = \{1, 2, ..., n\}$ of stations that can be used for discharging a vehicle. At any time $t \in T$, any available vehicle $i \in V$ can be discharged at some station $j \in J$, and obtain reward $p_{j,i} \in \mathbb{R}$. Notice that the reward depends on both the station and time of discharging, which captures the utility’s localized congestion costs. Moreover, a reward can be negative, modeling in this way the fact that the benefit to the utility company at a specific station/time can be smaller than the cost of charging. Our objective is to find a feasible assignment of vehicles to stations/times that maximizes the total collected reward. In any feasible assignment, the following conditions must hold: (a) Every station can be assigned to at most one vehicle $i \in V$ at every time $t \in T$ such that $t \in T_i$. (b) Every vehicle $i \in V$ can be associated with at most one station $j \in J$ at any time $t \in T_i$. (c) If a vehicle $i \in V$ has been discharged at some station at time $t$, the same vehicle cannot be discharged again during the time interval $[t + 1, t + C_i]$ as it needs $C_i$ time units to get charged. To make sure that the valet service returns the car fully charged, we can simply prune the availabilities in the preprocessing phase, preventing the car to be discharged in its last $C_i$ available slots. In addition, we can relax the assumption on fully-charged arrivals in the same way, by pruning the first available slots of each car so as to fully charge it. Our problem can thus be fully described by the following integer programming (IP) formulation:

\[
\begin{align*}
\text{max} \quad & \sum_{i \in V} \sum_{j \in J} \sum_{t \in \mathcal{T}} p_{j,i} x_{i,j,t} \\
\text{s.t.} \quad & x_{i,j,t} \leq 1, \quad \forall j \in J, t \in \mathcal{T} \quad (2) \\
& \sum_{j \in J} x_{i,j,t} \leq 1, \quad \forall i \in V, t \in T_i \quad (3) \\
& x_{i,j,t} \equiv 0, \quad \forall i \in V, j \in J, t \notin T_i \quad (4) \\
& x_{i,j,t} \in \{0, 1\}, \quad \forall i \in V, j \in J, t \in T_i. \quad (5)
\end{align*}
\]

In the above IP, $x_{i,j,t}$ denotes the decision variable of discharging vehicle $i \in V$ at station $j \in J$ and at time $t \in \mathcal{T}$. Constraint (2) ensures that every station can be used to discharge at most one vehicle at any time period, while constraint (3) is the validity constraint for the discharging restriction, capturing that for every vehicle $i$, discharging cannot occur sooner than $C_i$ units of time following the previous discharge.

B. Hardness result

We now prove that for a non-constant number of vehicles and for arbitrary availability intervals, problem (1) is strongly NP hard. In terms of algorithmic design, this statement implies that, unless $P = NP$, not only is there no polynomial-time algorithm for solving the problem optimally, but also there is no algorithm that can produce an assignment of reward greater than $1 - \epsilon$ of the optimal, in time polynomial in the input size and in $1/\epsilon$.

**Theorem III.1.** Problem (1) is strongly NP-hard, even for the (easier) special case where all charging times are identical, all rewards are 0-1 and there is only a single discharging station.

**Proof.** In order to simplify the proof, we first consider the case of an arbitrary number of discharging stations and then we show how this can be extended to the single station case. In order to accomplish this, we use a reduction from the well-known strongly NP-hard 3D-MATCHING problem [18]. In the 3D-MATCHING problem, we are given as input three sets of nodes $A, B, C$ such that $|A| = |B| = |C|$ and a set $E$ of hyperedges of the form $e_i = (\alpha_i, \beta_i, \gamma_i)$, where nodes $\alpha_i \in A$, $\beta_i \in B$, and $\gamma_i \in C$. The 3D-MATCHING problem asks whether there exists a set $E' \subseteq E$ of size $|A| - 1$ such that for every node $\alpha_i \in A$, there exists a node $\beta_i \in B$ and a node $\gamma_i \in C$ such that $e_i = (\alpha_i, \beta_i, \gamma_i)$ for all $e_i \in E'$. Theorem III.1 follows immediately from the reduction of 3D-MATCHING to the problem of finding a maximum-weight fractional matching in a bipartite graph. The key idea is to construct a bipartite graph where the nodes in one partition represent the discharging stations, and the nodes in the other partition represent the charging times. The edges in the graph correspond to the possible assignments of discharging stations to charging times, and the weight of each edge is equal to the weight of the corresponding hyperedge in the 3D-MATCHING problem. By finding a maximum-weight fractional matching in this graph, we obtain a feasible assignment of discharging stations to charging times that maximizes the total reward. Conversely, any feasible assignment of discharging stations to charging times can be translated into a valid assignment of discharging stations to charging times in the 3D-MATCHING problem.
the answer of the 3D-MATCHING instance on the right. Availabilities of each car (which encode the hyperedge of the same color) are checked in the upper table, and the circled ones represent the optimal solution which collects all the rewards in the lower table.

A, \beta_i \in B, \gamma_i \in C. The problem is to decide whether there exists a matching \mathcal{S} \subseteq E such that every node of \mathcal{A} \cup \mathcal{B} \cup \mathcal{C} is covered by some edge and no two edges of \mathcal{S} share a node.

Given an instance \mathcal{I} = (\mathcal{A}, \mathcal{B}, \mathcal{C}, E) of the 3D-MATCHING problem, we begin by considering a time horizon \mathcal{T} such that \mathcal{T} = [4M + k], where \( k = |A| = |B| = |C| \) and \( M \) is a large number such that \( M \geq 2k \). For example, an instance of the 3D-MATCHING problem with \( k = 2 \) is shown in Fig. 1 (right) with its corresponding time horizon on the left (assuming \( M = 4 \)). We create one station \( j_0 \) which has reward \( p_{j_0,t} = 1 \) for times \( t \in [1,k] \cup [2M+1,2M+k] \cup [4M+1,4M+k] \), and \( p_{j_0,t} = 0 \) for the rest of the times. Moreover, we create \( |E| - k \) additional identical stations, each having reward \( p_{j,t} = 1 \) for \( t \in \{M,3M\} \), and \( p_{j,t} = 0 \), elsewhere. For the example of Fig. 1 since there are \( |E| = 3 \) hyperedges, we have only one additional station \( j_1 \).

Regarding the vehicles, we create a vehicle \( i \) for each hyperedge \( e_i = (\alpha_i, \beta_i, \gamma_i) \) and set \( \mathcal{T}_i = \{\alpha_i, 2M + \beta_i, 4M + \gamma_i\} \cup \{M,3M\} \), where we assume that \( \alpha_i, \beta_i, \gamma_i \in [k] \) are the indices of the nodes in an arbitrary (fixed) ordering. For example, in Fig. 1 the blue hyperedge has \( e = (\alpha = 2, \beta = 2, \gamma = 1) \), assuming that the ordering in \( A, B, C \) is from top to bottom. Therefore the corresponding EV has availability \( \mathcal{T} = \{2,10,17\} \cup \{4,12\} \). Finally, for all vehicles, we set the same charging time \( C = M + k \).

By the above construction, given a polynomial-time exact algorithm for our problem, one could decide on the feasibility of 3D-MATCHING. More specifically, our algorithm is able to collect all the non-zero rewards if and only if the answer of the 3D-MATCHING instance is yes. Indeed, the vehicles that correspond to the \( k \) hyperedges of the matching can collect every reward of the \( j_0 \) station, while the remaining \( |E| - k \) vehicles can collect all the rewards in the \( j \neq j_0 \) stations. For the other direction, it can be shown that in the case where the answer of the 3D-MATCHING problem is no, there is no feasible assignment of vehicles that can collect all the rewards.

Note that a similar construction can be made by using a single discharging station. Specifically, instead of adding \( |E| - k \) stations with only two times of non-zero reward (recall \( t \in \{M,3M\} \)), one could extend the time horizon of the single station \( j_0 \) and fit \( |E| - k \) non-zero reward times between the times that correspond to the sets \( A \) and \( B \), and another group of \( |E| - k \) non-zero rewards between the times that correspond to \( B \) and \( C \). Then, for a proper choice of \( M \), and thus a large enough charging time, the resulting five groups of times (i.e. \( |A|, |E| - k, |B|, |E| - k, |C| \)) can be made pairwise incompatible for every single vehicle (hyperedge).

IV. SPECIAL TRACTABLE CASES

Given that the problem at hand is strongly NP-hard, we resort to approximation algorithms. Before that, to develop a better understanding and insight into the problem, we analyze several special cases that can be solved optimally in polynomial time.

A. Zero charging time

When we have access to super-fast chargers, which can charge the battery in a time much smaller than our time unit, we can assume that \( C_i = 0 \). This implies that any vehicle can be discharged during any time of its availability, and we show that our problem can be reduced to the MAXIMUM BIPARTITE MATCHING problem [19], which can be solved in polynomial time. To see this, consider a set of vertices \( L \) such that \( (i, t) \in L \) for any vehicle \( i \in \mathcal{V} \), \( t \in \mathcal{T}_i \), and a set of vertices \( R \) such that \( (j, t) \in R \) for all stations \( j \in \mathcal{J} \) and times \( t \in \mathcal{T} \). We also define the set of edges \( E = \{(i, t), (j, t')\} : \forall (i, t) \in L, \forall (j, t) \in R, t' = t \) and associate every edge that is adjacent to some node \( (j, t) \in R \) with weight equal to the reward \( p_{j,t} \). Given this construction, the optimal schedule corresponds to a maximum bipartite matching in the aforementioned graph, which can be solved optimally in polynomial time [19].

B. Single vehicle

The problem accepts a polynomial time LP-based algorithm for the case where there is a single vehicle. In this case, we can assume without loss of generality that there is only a single discharging station, otherwise we consider the station of highest reward at every time. We should note that, although the case of a single vehicle is contained in the case of constant number of vehicles (studied next), the following
result provides useful intuition on the geometry and polyhedral
aspects of the problem. Let \( x_i \in \{0, 1\} \) be the decision
variable denoting the discharging of the single car at time \( t \).
Consider the following LP relaxation of our problem:

\[
\begin{align*}
\max & \quad \sum_{t \in T} p_t x_t \\
\text{s.t.} & \quad \sum_{t' \in [t, t+C_i]} x_{t'} \leq 1, \quad \forall t \in T_1 \\
& \quad x_t = 0, \quad \forall t \notin T_1 \\
& \quad x_t \geq 0, \quad \forall t \in T,
\end{align*}
\]

(6) (7) (8) (9)

We can show the following integrality result:

**Theorem IV.1.** The solution returned by the above LP relax-
ation (6) is integral.

Since the LP relaxation provides an upper bound, the above
integrality result implies that the solution returned by the LP
is the optimal solution to the original problem.

**C. Constant number of vehicles**

The third class of instances that can be solved in polynomial
time corresponds to the case where the number of vehicles \( m \)
is small enough and can be considered constant. For this case,
we can solve the problem using dynamic programming. More
specifically, we construct a matrix \( OPT \in \mathbb{N}^{m+1} \) with entries
\( OPT(t, r_1, r_2, \ldots, r_m) \), where every variable \( r_i \) denotes the
remaining time for a vehicle \( i \in \mathcal{V} \) until it is able to be
discharged again. Notice that the total size of this matrix is
\( O(TC_{\max}^m) \), where \( C_{\max} = \max_{i \in \mathcal{V}} C_i = \Theta(T) \). In general,
for the computation of every element \( OPT(t, r_1, r_2, \ldots, r_m) \)
of the matrix, we want to find which combination of available
vehicles we can discharge such that the reward collected plus the
future optimal reward given this discharging is maximized.
Notice that trying all possible combinations of vehicles to
discharge is polynomial, given the assumption of constant \( m \).
By the above analysis, it suffices to recursively compute all
the entries of the \( OPT(t, r_1, r_2, \ldots, r_m) \) matrix, starting from
the end of the time where the solution is trivial. After the
computation of the whole matrix, the value \( OPT(t = 1, r_1 =
0, r_2 = 0, \ldots, r_m = 0) \) would be the answer to our problem.
Notice that we can easily extend the above algorithm to keep
track of our best choices at each time and return, in addition
to the optimal reward, the optimal schedule. In the following,
we give an example of a recursive computation for the case
of a single station:

\[
OPT(t, r_1, r_2, \ldots, r_m) = \max_{i \in \mathcal{V}\setminus\{\emptyset\}} \left\{ OPT(t + 1, C_i, r_7 - 1) + p_{j_i,t} \mathbf{1}[t \in T_i] \right\},
\]

where \( OPT(t + 1, C_i, r_7 - 1) \) is the short form for \( OPT(t +
1, r_1, r_2, \ldots, r_m) \) where we replace \( r_i \) with \( C_i \) and all other
indices (denoted by \( \tilde{t} \)) are decremented by one (if they are
positive).

**D. Homogeneous vehicles**

A similar dynamic programming approach works for the
case where all vehicles have the same availability period and
the charging time, say \( C_i \), is constant and identical. In that
case, we only care about the number of available vehicles and
not their identity. We construct a matrix \( OPT \in \mathbb{N}^{C+2} \), with
elements \( OPT(t, r_0, r_1, r_2, \ldots, r_C) \), where \( t \in T \) is the time
and \( r_i \) is the number of vehicles that will be available in \( t \)
future optimal reward given this discharging is maximized.
In the next time step \( t + 1 \), these cars will appear as the last
argument, since they now need \( C \) time steps to get charged.
In addition, all other arguments will be shifted one to the left,
as the cars which needed \( t \) time periods (for charging) at time
\( t \) will need another \( t - 1 \) time steps at time \( t + 1 \).

**V. APPROXIMATION ALGORITHMS**

In this section, we present approximation algorithms for the
general valet problem [1].

**A. A \( 1/2 \)-approximation greedy algorithm**

We first present a greedy algorithm. Even though this
algorithm has a weaker approximation guarantee than the
algorithm in the following section, it has the advantage that it
applies to a more general setting where the rewards can depend
not only on the time and location, but also on the vehicle. That
is, for any choice of vehicle \( i \in \mathcal{V} \), station \( j \in \mathcal{J} \) and time
\( t \in T_i \) the collected reward can be vehicle specific, denoted
by \( p_{i,j,t} \). We define \( \mathcal{F} = \{ (i, j, t) : i \in \mathcal{V}, \ j \in \mathcal{J}, \ t \in T_i \} \)
to be the set of all feasible assignments, that is, all the
possible triplets of vehicles to station/time pairs that can be
realized individually, assuming an empty schedule. Consider
the following algorithm: at each iteration, we greedily pick the
highest available reward, assign it to an available car \( i \) (or the
car that gives that reward in the case of vehicle-dependent
rewards), and remove all the triplets that are no longer feasible.
This includes any other car that wants to discharge at the
same location and time, as well as the triplets that wish to
discharge the same car in the next \( C_i \) time intervals. The
formal algorithm is tabulated under Algorithm[1]. We can prove
the following performance guarantee for the algorithm:

**Theorem V.1.** The GREEDY algorithm produces in polynomial
time a schedule of total reward \( P \geq 1/2 OPT \), where \( OPT \) is
the reward of an optimal schedule.

**Proof.** The polynomial running time of the algorithm can be
trivially justified. The algorithm sorts \( O(mnT) \) initial
Algorithm 1 \textsc{Greedy}

1: Initialize: \( F = \{(i,j,t)|i \in \mathcal{V}, j \in \mathcal{J}, t \in \mathcal{T}\} \).
2: \textbf{while} \( F \neq \emptyset \) \textbf{do}
3: \hspace{1em} Choose the feasible assignment of maximum reward:
4: \hspace{2em} \( (i,j,t) \leftarrow \arg\max\{p_{j,t}|(i,j,t) \in F\} \).
5: \hspace{1em} Assign vehicle \( i \) to the station/time \((j,t)\) and collect the reward \( p_{j,t} \).
6: \textbf{end while}

Assign vehicle 4:

1: Choose the feasible assignment of maximum reward:
2: while
3: Remove from the feasible set \( F \)
4: \textbf{end while}

assignments and then constantly updates the ordered list in linear time, by removing any infeasible assignments. The total number of iterations is at most \( O(\min(nT,mT)) \). On the approximation ratio of the algorithm, it suffices to make the following crucial observation: Let \( A \) and \( O \) be the set of assignments in the \textsc{Greedy} and the optimal solution, respectively. For any assignment \((i,j,t) \in A\), we distinguish between two cases: whether \((i,j,t) \in O\) or \((i,j,t) \notin O\). Notice that in the second case, the assignment \((i,j,t)\) excludes at most three assignments that are made in the optimal solution: \((b1) \exists t' \neq i \text{ s.t. } (i',j,t') \in O\), that is, another vehicle is assigned to the same station/time pair in the optimal solution; \((b2) \exists t' \neq t \text{ and } j' \text{ such that } (i,j',t') \in O \text{ and } (i,j,t') \notin O\), that is, the assignment \((i,j,t)\) is incompatible with \((i,j,t)\) given the charging time restriction. It is not hard to verify that for any vehicle \( i \), there can be at most two assignments in any interval \([t-C_i,t+C_i]\). Therefore, given that \textsc{Greedy} always chooses the assignment of highest reward, the reward of every \((i,j,t) \in A, p_{j,t}\), is greater than \( \frac{1}{4} \) times the sum of rewards of the assignments of the optimal solution it excludes. Therefore, we have:

\[
P = \sum_{(i,j,t) \in O} p_{j,t} = \sum_{(i,j,t) \in O \cap A} p_{j,t} + \sum_{(i,j,t) \in A \setminus O} p_{j,t} \\ \geq \sum_{(i,j,t) \in O \cap A} p_{j,t} + \frac{1}{3} \sum_{(i,j,t) \in A \setminus O} p_{j,t} \\ \geq \frac{1}{3} \left[ \sum_{(i,j,t) \in O \cap A} p_{j,t} + \sum_{(i,j,t) \in A \setminus O} p_{j,t} \right] \\ = \frac{1}{3} \sum_{(i,j,t) \in O} p_{j,t} = \frac{1}{3} OPT.
\]

B. A \((1 - \frac{1}{e})\)-approximation randomized algorithm

In this section, we present an LP-based randomized algorithm with a performance guarantee of \( 1 - \frac{1}{e} \approx 0.63 \), which is better than the previous greedy algorithm. We consider the linear programming relaxation of IP (1), which we create by allowing the decision variables to take any non-negative value, i.e. \( x_{i,j,t} \geq 0 \). This LP formulation gives an upper bound to the optimal solution of our problem. Since the LP solution in not necessarily integral (or even half-integral), we adapt a randomized rounding algorithm, proposed in [17] for an interval scheduling problem with application to bandwidth trading. Although our problem is not a special case of the bandwidth trading problem [17], they are both special cases of a more general problem, which can be solved by the same randomized rounding algorithm. The formal description of the algorithm in the context of our problem is given under Algorithm 2.

Since the LP solution can be fractional, a single car could be assigned fractionally to conflicting discharging stations. But constraint (3) guarantees that at each time, the total assignment is at most one, allowing us to fit the assignments in a strip of height one as shown in Fig. 2. The rounding phase consists of sampling a random horizontal line in this figure, and picking the assignments that it intersects.

The following theorem provides a performance guarantee for the randomized rounding algorithm. We refer the reader to [17] for a complete proof.

**Theorem V.2** ([17]). The \textsc{Randomized Rounding} algorithm creates a feasible schedule of expected reward \( E[P] \geq (1 - \frac{1}{e})OPT \), where \( OPT \) is the reward of an optimal assignment.

VI. SIMULATION RESULTS

In this section, we evaluate the empirical efficiency of our proposed algorithms. We compare the collected reward with the optimal reward, for the instances where we can calculate the latter, and with an upper bound on the optimal reward, for larger instances where solving the integer program cannot be done within a reasonable amount of time. In the absence of actual data on our problem and in order to prove the robustness of our algorithms, we choose test cases of variable charging times, variable availability intervals and rewards that are generated by random initial starting values and then randomly change at each time step within a defined range.

A. Simulation setting

We compare the performance of our algorithms \textsc{Greedy} and \textsc{Randomized Rounding} with the optimal reward \( OPT \) (which we obtain by solving the LP) or with an upper bound on \( OPT \) (which we obtain by solving the LP relaxation). We
also consider the boosted version of the randomized algorithm, called **boosted randomized rounding**, in which we repeat the randomized algorithm 10 times and return, among the solutions we found, the one with the highest reward, amplifying in this way the probability of choosing a profitable schedule.

In terms of test cases, we consider a time horizon of $T = 24$ hours and various combinations of the number of vehicles and stations. The charging time of each vehicle is a number between 1 and 6 hours (to capture different battery sizes, charging rates, etc.) chosen uniformly at random (u.a.r.).

On the availability of each vehicle, we distinguish between two types of customers of equal probability: those with a single continuous interval of length 1 to 24 chosen u.a.r., and those with three (smaller) intervals of length 1 to 8 chosen u.a.r. We also define the starting time of each interval to be a number between 1 and 24 chosen u.a.r. On the choice of rewards, we initially choose for each station $j \in \mathcal{J}$ a value $p_{j,t}$ between 0 and 100 u.a.r. to denote the average reward, differentiating in this way the stations in terms of their location. Then, we model a smooth change in the reward on a specific station as follows: for $t > 1$ we draw $p_{j,t}$ from $[\ell_{j,t}, u_{j,t}]$ u.a.r. with $\ell_{j,t} = \max\{0.7 \cdot p_{j,t-1}, p_{j,1} - 25\}$ and $u_{j,t} = \min\{1.3 \cdot p_{j,t-1}, p_{j,1} + 25, 100\}$. That is, the reward of any (hour, station) pair is always within 70% to 130% of the reward of the previous hour, and always within a band of ±25 from the initial reward.

Given our observation that the number of vehicles is without loss of generality greater than the number of stations, we simulate for different values of the following two parameters: (a) The number $n$ of discharging stations and (b) the ratio of the number of vehicles $m$ over the number of stations $n$, denoted by $R = \frac{n}{m}$. The values we consider are $n \in \{1, 5, 10, 20, 50, 100, 200\}$ and $R \in \{1, 2, 4, 8\}$. Finally, for every choice of $n$ and $R$, we perform 10 independent experiments and return, for each algorithm, the average of the empirical ratios found.

We solve the integer and linear programs using Gurobi Optimizer 8.0, while we use Python 2.7 for scripting.

### B. Presentation and analysis of the results

The empirical approximation ratios resulting from our simulations are presented in Table I and Fig. 3. We denote by star (*) the cases where the approximation ratio is computed with respect to the optimal reward.

In Fig. 3 we have plotted the performance ratio of the proposed algorithms separately for each value of $R$, the ratio between the number of cars and stations, as a function of $n$. Nevertheless, there is no clear relation between the number of stations $n$ on the $x$-axis and the performance ratio on the $y$-axis (remember that our worst-case performance ratios are constant). Hence, these plots should be merely seen as

---

**Algorithm 2 Randomized Rounding**

1: Solve the LP relaxation and let $\{x_{i,j,t}\}$ be the (fractional) solution.
2: for every vehicle $i \in \mathcal{V}$ do
3: Let $A_i = \{(j, t) | j \in \mathcal{J}, t \in \mathcal{T}, x_{i,j,t} > 0\}$
4: Consider an empty 2-dimensional area: $[1, T + 1] \times [0, 1] \subset \mathbb{R}^2$ defined by the x-axis and the y-axis.
5: for $(j, t) \in A_i$ in non-decreasing order of $t \in \mathcal{T}$ do
6: Create a rectangular area of y-coordinates within $[0, x_{i,j,t}]$ and of x-coordinates within $[t, t + C_i + 1]$, if the corresponding area is empty.
7: If this area is not empty, split the rectangle into smaller stripes of fixed width $[t, t + C_i + 1]$, and fit these slices anywhere in the y-axis. (Notice that the rectangles can be fragmented only in the y-axis, but no fragmentation is allowed in the x-axis that corresponds to the time.)
8: end for
9: Sample a horizontal line from $y = 0$ to $y = 1$ uniformly at random.
10: Assign vehicle $i \in \mathcal{V}$ to all the stations and times which are crossed by the line.
11: end for
12: If more than one vehicle has been assigned in the same $(j, t), j \in \mathcal{J}, t \in \mathcal{T}$, arbitrarily keep one.

---

**Fig. 3.** Performance ratio of the proposed algorithms for different values of $R = m/n$. 

---

\[ \begin{array}{c|c|c|c|c} \hline R & 1 & 2 & 4 & 8 \\ \hline \hline \text{Greedy} & \text{Randomized Rounding} & \text{Boosted Randomized Rounding} \\ \hline \end{array} \]
a comparison between the proposed algorithms in different scenarios. Based on our simulation results, we can make the following observations:

- The actual performance of our algorithms in every case is significantly better than the theoretically proven worst-case guarantees, i.e. $82\% - 100\%$ of the optimal. Moreover, the overall performance of all algorithms increases with the ratio $R$.
- The GREEDY algorithm (which has the worst approximation ratio of $\frac{2}{3}$), has the worst empirical performance among our algorithms, specifically $87\% - 96\%$ of the optimal.
- BOOSTED RANDOMIZED Rounding achieves the best performance, producing empirical ratios of at least $92\%$ of the optimal. Moreover, it produces, as we expected, significantly better results than the simple RANDOMIZED Rounding.
- For the case of $R = 1$ and $n = 1$, we observe that the RANDOMIZED Rounding always produces the optimal result, a fact that is justified by the integrality of the LP relaxation in this case (see Theorem [V.1]).

### VII. Conclusion

We have introduced the EV Valet concept, a new method for utilizing EVs as dynamic mobile energy storage to provide grid load balancing. The method identifies and builds on a symbiosis between the goals of car owners to get free parking in high-cost inner city areas, and the desire of utility companies to alleviate congestion overload and to delay otherwise required expensive upgrades. This symbiosis allows for a third party valet company to act as an intermediary between the two enabling this mutually beneficial relationship.

In addition to introducing this novel idea, we develop the necessary theory for the effective operation of this proposed valet system. Specifically, we show that the valet problem is strongly NP-hard, yet we are able to identify cases that can be solved optimally in polynomial time. Moreover, we solve the general problem using approximation algorithms, which empirically perform significantly better than their worst-case theoretical guarantees that we provide.

There are numerous open computational directions and model extensions, such as: (i) whether better approximation algorithms can be developed; (ii) how the optimal scheduling can be done if the EV arrivals and departures are unknown in advance; (iii) how to hire the optimal number of valet employees for an extended time horizon such as a season.

Lastly, an important complementary extension of our work is to design an optimal mechanism for the rewards the utility company should offer so as to align the incentives of the valet company with its own goals.
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